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Chapter 1
Introduction
1.1 Motivation
In times of a more and more globalized world, the demand of new aircrafts is constantly
growing. Air traﬃc is currently increasing about 5% annually. The environmental impact
of aviation is playing a signiﬁcant role in the actual discussion of the greenhouse eﬀect.
Moreover, rising prices for kerosene and disturbances due to the noise emission are fre-
quently discussed. In order to limit the arising problems and accommodate the growth
forecasts, the market demands in particular airliners with higher capacities, less fuel con-
sumption, less noise production, and a faster decrease of the wake. For the designing of
new aircrafts, the use of computer simulations is gaining more importance from one aircraft
design to the next. More and more realistic models have become tractable both due to
the development of more eﬃcient numerical methods and due to the increasing computer
power. While the state-of-the-art software packages cannot substitute years of simulations
in wind channels, designing a new aircraft completely in a digital environment will be pos-
sible in near future. This approach will fasten and cheapen the process of designing. Thus,
computational ﬂuid dynamics (CFD) that was started in the 1960’s is still an up-to-date
research topic.
This thesis is part of the research within the Collaborative Research Center SFB 401
[181] “Modulation of ﬂow and ﬂuid-structure interaction at airplane wings” being concerned
with fundamental problems of high capacity aircrafts in transonic conditions [10, 11]. One
key issue of the SFB 401 is the development of a new adaptive ﬁnite volume ﬂow solver
called QUADFLOW [35, 37, 38, 40, 41]. This thesis deals with iterative methods that arise
in most CFD simulations. These methods have been implemented in QUADFLOW. The
aim of the research is to improve the eﬃciency, the robustness, and the usability of the
simulations.
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1.2 The Adaptive Finite Volume Solver QUADFLOW
The results presented in this thesis are an outcome of a research project that is part of
the development of the QUADFLOW package [35, 37, 38, 40, 41]. This adaptive multi-
scale ﬁnite volume solver is designed for stationary and non-stationary compressible ﬂow
computations.
Figure 1.1: The logo of the Collaborative Research Center SFB 401
In a realistic CFD-simulation an extremely high resolved solution is needed at least
in parts of the computational domain. The solution often contains complex phenomena
such as shock waves, contact discontinuities, boundary layers, or vortices. The solution
often has a close to singular behavior in some relatively small regions of activity. This
issue has been the main motivation for developing the QUADFLOW solver: We perform
a multiscale analysis of the interim solution that is stored in an array of cell averages
corresponding to the ﬁnite volume discretization. Following the idea of Harten [107, 108],
this array is transformed into a diﬀerent format. Therein, the original information is
encoded into arrays of detail coeﬃcients of ascending resolution. While this technique
results in a transformation retaining the same accuracy, we discard small detail coeﬃcients
to create locally reﬁned meshes on which the discretization is performed. This technique
provides a very ﬁne scale in areas of high adaptivity while the mesh is coarse in regions
where the solution is smooth. The main beneﬁt of this concept is that the locally reﬁned
grids can be constructed without using any a-priori knowledge about the expected ﬂow, as
they are needed in other adaptive concepts (e.g. [20, 21, 109, 185]). The technique allows
one to start on a very coarse grid and evolve to a local adaptive grid that corresponds to a
very ﬁne uniform grid. Moreover, the additional truncation error can be balanced with the
discretization error that is induced by the reference scheme [155]. This new fully-adaptive
2
1.3. OUTLINE OF THE MAIN RESULTS
multiresolution concept, based on the multiscale analysis of the ﬂow data [155], has been
employed by several groups for diﬀerent applications (see references in [41]).
In order to perform the multiscale analysis for the adaptation concept, a hierarchy
of nested grids is needed. This requirement is accomplished by a new grid generation
strategy [133] representing meshes in an invertible parametric mapping from a compu-
tational domain to the physical domain. The QUADFLOW package is completed by a
discretization scheme [38] meeting the requirements of the adaptation concept and the
grid generation. An interface of the solver with the PETSc software library [7, 8, 9], de-
veloped at Argonne National Laboratory, has been implemented. The solver is designed
for the stationary and non-stationary compressible Euler and Navier-Stokes equations.
A variety of turbulence models, ﬂuid-structure coupling techniques, moving grid concepts,
and anisotropic grid reﬁnements are available. For several numerical components, such as
upwind scheme, time integration method, Krylov solvers, and preconditioners, the user can
choose between diﬀerent methods, which are explained in detail in the technical documen-
tation and user handbook [37]. For more detailed information on QUADFLOW we refer
to [35, 36, 38, 40, 41].
1.3 Outline of the Main Results
The main focus in this thesis is on iterative methods for solving the large sparse non-linear
systems of equations that result from the discretization of stationary compressible Euler
equations. The Euler equations are a representative model for compressible ﬂows.
Related to the discretization it is important to distinguish two approaches: Firstly, a
direct spatial discretization by using ﬁnite diﬀerences or ﬁnite volume techniques applied
to the stationary problem results in a corresponding non-linear discrete problem. In the
second approach the stationary solution is characterized as the asymptotic solution of an
evolution problem. In such a “pseudo-transient continuation” [61, 73, 80, 84, 127] one
applies a time integration method to the unsteady Euler equations and the corresponding
non-stationary solution converges to the stationary solution for time tending to inﬁnity.
This technique is popular in many research areas, such as in aerodynamics, magneto hy-
drodynamics, radiation transport, reacting ﬂow, structural analysis, and circuit simulation
(see references in [61]). In cases where one has very small spatial grid sizes, for example
if one uses grids with strong local reﬁnements, an implicit time integration method should
be used. Implicit schemes oﬀer the advantage of allowing relatively large time steps, lead-
ing to faster convergence. This then yields a non-linear system of equations in each time
step. Note that for a given spatial grid in the ﬁrst approach we have one discrete non-
linear problem whereas in the second approach we obtain a sequence of discrete non-linear
problems.
In this thesis the second approach, the pseudo-transient continuation, is used in combi-
nation with an implicit time integration method. While the main focus is on methods for
solving the non-linear problems, one chapter of this thesis addresses the selection of the
time step size that is crucial for the rate of convergence of the continuation method. While
3
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large time step sizes allow a fast convergence of the implicit time integration method, the
non-linear equations that have to be solved in every time step in general are (very) hard to
solve. There is very little literature in which time stepping strategies for compressible ﬂow
are addressed. We investigate a common approach in which the time step size is deﬁned
via a function of the cell volume, an averaged eigenvalue, and the so-called CFL number.
The Courant-Friedrichs-Lewy (CFL) number [65] can be interpreted as the ratio of the
maximal speed of physical transport and the speed with that information is evolved by an
explicit time integration scheme. The CFL number is kept constant for all cells within one
time step resulting in diﬀerent time step sizes for cells with diﬀerent cell volumes. The
CFL number is modiﬁed from time step to time step by a CFL evolution strategy. Two
basic strategies, the “Switched Evolution Relaxation” (SER) [154] and the “Exponential
Progression” (EXP) [84, 117], and an expert system [201] are known from the literature.
We introduce a new strategy called “Residual Diﬀerence Method” (RDM). The EXP strat-
egy increases the CFL number independent from the underlying test conﬁguration by using
an exponential law, while the SER and RDM strategies use information from the iteration
process to compute a new time step size. We compare these strategies in a systematic
study and show advantages and disadvantages of the three strategies.
Another new contribution is a sensitivity analysis of the three basic methods. Therein
we investigate the derivative of the norm of the density residual with respect to the CFL
number. The sensitivities are evaluated without additional truncation error by using auto-
matic diﬀerentiation (AD). The generation of sensitivities using AD was also successfully
used in the context of the TLNS3D solver [32, 90] at NASA, Langley.
Furthermore, we introduce a new strategy that chooses the CFL number such that the
residual is minimized. However, this apparently best local choice of the time step size
turns out to be a bad choice for the convergence of the whole continuation method.
We give some basic recommendations of the time step size selection strategies.
For solving the non-linear systems of equations there are many diﬀerent approaches.
Here we mention two popular techniques, namely non-linear multigrid solvers and Newton-
Krylov methods. We also note that the use of nonlinear additive Schwarz preconditioned
inexact Newton methods (ASPIN) [50, 51, 52, 116] is possible. Well-known non-linear
multigrid techniques are the Full Approximation Storage method (FAS) by Brandt [43],
the non-linear multigrid method by Hackbusch [101], and the algorithm introduced by
Jameson [118]. It has been shown that a non-linear multigrid approach can result in
very eﬃcient solvers, which can even have optimal complexity for certain problem classes
[119, 136, 198, 205]. For these methods, however, a coarse-to-ﬁne grid hierarchy must
be available. Because Newton-Krylov methods do not require this, our implementation
uses this second approach. Therein one applies a linearization technique combined with a
preconditioned Krylov subspace algorithm for solving the resulting linear problems. One
then only needs the system matrix and hence these methods are in general much easier
to implement than multigrid solvers. Moreover, one can use eﬃcient implementations of
templates that are available in sparse matrix libraries. Due to these attractive properties
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the Newton-Krylov technique is often used in practice [130, 138, 147, 148, 149, 191, 203,
211]. For the linearization we use a standard (approximate) Newton method. The resulting
linear systems are solved by a preconditioned BiCGSTAB method. We use routines from
the PETSc library [8, 9].
For the implementation of the linear solver we investigate the use of matrix-based and
matrix-free Krylov solvers. In general one has to distinguish between ﬁrst order and second
(or higher) order methods. The order of the method corresponds to the accuracy in which
the system matrix, that is, the Jacobian, is given. The methods can be implemented by
explicitly building the Jacobian matrix (matrix-based) or by evaluating the matrix-vector
product without actually computing the matrix (matrix-free). Because the stencils for
second order methods are usually quite large resulting in a complex Jacobian requiring
much memory, second order methods are typically matrix-free methods.
For the matrix-based methods there are two approaches to the construction of the Jaco-
bian. A well-known and widely-used approach is based on divided diﬀerencing. Therein,
one constructs the Jacobian matrix approximatively in a “black-box” manner by multiple
ﬂux evaluations. However, the impact of the corresponding step size is crucial [72, 87, 99].
In QUADFLOW we derive the Jacobians “exactly”, that is, without any additional trun-
cation error. Because the construction of “exact” Jacobians can be a very complex issue, as
stated in [14, 17], one approach, the symbolic diﬀerentiation, uses computer algebra pack-
ages for deriving the “exact” Jacobians [129, 200, 210]. The resulting codes have usually
high memory requirements and typically contain very complex expressions for the deriva-
tives. However, this approach is somehow automated in [200] which can be interpreted as
a preliminary stage leading to automatic diﬀerentiation (AD). In QUADFLOW we rely on
AD providing a robust and reliable scheme that has better convergence properties com-
pared with divided diﬀerencing methods [39]. Moreover, this automated approach leads to
a code that has rather moderate needs on memory and computational work, and is easy to
handle with regard to implementation and maintenance. The use of “exact” Jacobians is
compared in a systematic study with the ﬁrst approach using ﬁrst-order forward diﬀerences
in [39].
The technique of divided diﬀerencing is also very popular for the matrix-free evaluation
of the Jacobian-vector product [55, 85, 130, 136, 138, 158, 167, 211] but contains the
same disadvantages as the corresponding matrix-based method. Another matrix-free ap-
proach [159, 160] uses the upwind discretization for evaluating the matrix-vector product,
as originally suggested by Barth and Linton [16]. The implementation of this approach is
more diﬃcult and the corresponding code is harder to maintain than when using AD. Our
matrix-free implementation is based on AD providing an exact evaluation of the matrix-
vector product for arbitrary order discretizations. A similar approach [115], also using the
PETSc library [8, 9], compares the matrix-free implementations based on divided diﬀer-
encing and AD in a Newton-Krylov-Schwarz method within the JULIANNE code [209].
Higher order matrix-free methods are compared in [158].
We show that the second order matrix-free method can signiﬁcantly improve the conver-
gence behavior of Newton’s method. We compare the ﬁrst and second order methods with
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respect to several ingredients such as CFL number and the choice of the preconditioner.
The convergence process can be signiﬁcantly accelerated if a high accuracy is needed or a
non-stationary ﬂow is simulated. On the other hand, the ﬁrst order variants are faster and
more suitable in the ﬁrst iterations of the pseudo-transient continuation.
The main topic of this thesis is on preconditioning methods including renumbering
techniques. Incomplete LU-factorization and Gauss-Seidel techniques are popular precon-
ditioners that are often used in solvers in the numerical simulation of compressible ﬂows
[1, 34, 77, 150, 158, 176, 211]. The “point-block”-variants of these preconditioners are
obtained by applying the original point versions to the blocks of unknowns correspond-
ing to each cell. As preconditioners we consider the point-block-Gauss-Seidel (PBGS),
point-block-ILU (PBILU) and point-block sparse approximate inverse (PBSPAI) methods.
In a systematic comparative study of the three preconditioning techniques we show that
PBGS and PBILU give comparable results while the PBSPAI method is unsuitable for
the considered class of problems. Preconditioners usually depend on the ordering of the
cells (grid-points) [24, 77, 104, 105, 150, 170, 194]. In combination with PBILU the re-
verse Cuthill-McKee ordering algorithm [67, 68] is often used [34, 84, 144, 166, 176]. This
ordering yields a matrix with a “small” bandwidth. In our experiments, however, this
ordering usually does not yield an additional beneﬁt because the ordering induced by the
adaptation in QUADFLOW already provides a good numbering for PBILU.
We investigate ordering algorithms for the PBGS preconditioner. We do not know any
literature that deals with ordering techniques for Gauss-Seidel preconditioners applied to
linearized Euler equations. The ordering algorithms that we consider consist of three steps:
First a weighted directed graph, in which every vertex corresponds to a block unknown,
is constructed. Then this graph is reduced by eliminating edges with relatively small
weights. This graph reduction is very similar to techniques used in algebraic multigrid
methods [188]. Finally a renumbering of the vertices in this reduced graph is determined.
For this issue we consider three diﬀerent algorithms. Two of them are known from the ﬁeld
of robust multigrid solvers for convection-dominated elliptic problems due to Bey, Wittum
[24], and Hackbusch [100, 104]. The third one is new. A systematic comparative study
shows that for our problem class the new variant yields the best results. The reordering
algorithm is essentially a “black-box” method. Using this reordering we can improve the
robustness of the iterative solver: For large time step sizes we encounter linear systems for
which the BiCGSTAB method with a PBGS preconditioner converges only if we ﬁrst apply
the reordering. Using the reordering we can also improve the eﬃciency of the linear solver
signiﬁcantly. The execution time of the iterative solver part, which usually dominates the
total execution time of a simulation, can be reduced by 10% (for complex transonic ﬂows)
up to more than 50% (for supersonic ﬂows) compared with computations with the ordering
induced by the adaptation method.
Based on a variety of experiments we present strategies that lead to signiﬁcant reduc-
tions of the number of iterations and computational time, compared with a QUADFLOW
“standard conﬁguration”. Note that this “standard conﬁguration” already results from
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years of experience of the users and developers of QUADFLOW. Improvements may ac-
celerate the rate of convergence but —often more important— may also lead to a better
“robustness” of the solver. The choice of the time step size, the type of preconditioner,
and the ordering of the unknowns are often closely related to convergence or divergence of
the pseudo-transient continuation. Any ﬂow solver is composed of a variety of packages,
methods and libraries including numerous control parameters. If only one of those ingre-
dients is chosen not appropriate, the whole simulation may diverge. This thesis focuses on
some of those ingredients and presents strategies that help building a robust solver. Note,
however, that we are far away from a full “black-box” ﬂow solver, in which (almost) all
control parameters are chosen automatically.
1.4 Overview of the Contents
This thesis is organized as follows. In Chapter 2 we give the governing equations and some
remarks on initial and boundary conditions. A ﬁrst example gives an impression of the
adaptive grids and the corresponding solution computed by the ﬂow solver QUADFLOW.
An overview of QUADFLOW is presented in Chapter 3. We give the main ideas of the
three components, namely grid generation, ﬂow solver, and adaptation. Moreover, some
issues related to details of the implementation are treated including discussions of data
structures, automatic diﬀerentiation, and parallelization. Chapter 4 deals with iterative
methods. We give a brief introduction to iterative solvers and preconditioning techniques
for the solution of large, sparse systems of linear equations.
The ﬁve following chapters are concerned with the main research topic. A class of
test problems is introduced in Chapter 5. We give some ﬁrst results using the standard
conﬁguration of QUADFLOW. Chapters 6–8 discuss methods and experiments with pre-
conditioners, renumbering techniques, and time evolution strategies using the matrix-based
solver. Matrix-free methods are presented in Chapter 9.
Finally, some concluding remarks and an outlook in the direction of possible future
research topics are given in Chapter 10.
In the remainder of this section we give a more detailed overview of the content of
the Chapters 6–9. Parts of the results in these chapters have been previously published
[164, 165, 49] or have been submitted for publication [42]. The ordering of the chapters
corresponds to a procedure from “inside” to “outside” in the following sense, as illustrated
in Figure 1.2: The Krylov Subspace method solves the linear system of equations inside
the innermost loop of the pseudo-transient continuation. In Chapter 6 we start with a
survey of diﬀerent preconditioners that can be used in combination with the linear solver.
In Chapter 7 we then focus on numbering techniques which have a strong impact on the
eﬃciency of the preconditioners. Further optimization of the pseudo-transient continuation
can be achieved in the outer time integration loop, for which we discuss the corresponding
selection of the time step size in Chapter 8. Finally, by switching to a matrix-free im-
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FLOW SOLVER
FLUX RECONSTRUCTION o 1st / 2nd ORDER METHODS
MATRIX FREE 2nd ORDER JACOBIANS
IMPLICIT TIME INTEGRATION o SELECTION OF TIME STEP SIZE
CFL EVOLUTION STRATEGIES
NONLINEAR SYSTEM OF EQUATIONS o NEWTON‘S METHOD
LINEAR SYSTEM OF EQUATIONS
ORDERING OF THE UNKNOWNS
RENUMBERING TECHNIQUES
PRECONDITIONING
POINT-BLOCK PRECONDITIONERS
LINEAR SOLVERo KRYLOV METHOD
]
^
_
`
Figure 1.2: Main topics treated in this thesis (in boldface) in the context of the ﬂow solver.
The orbited numbers denote the corresponding chapter numbers.
plementation of the matrix-vector product, we can achieve a second order reconstruction
of the ﬂuxes, which is the topic in Chapter 9. This nesting is given in Figure 1.2. The
numbers of the chapters and the corresponding titles are given in boldface.
Chapter 6 starts with the description of the point-block ansatz and the application to
standard preconditioning techniques from Chapter 4. We present results of experiments
in which the dependence of the convergence behavior on the Mach number and the grid
resolution are investigated. For these tests, we implemented the three preconditioners
PBGS, PBILU, and PBSPAI in an interface to MATLAB. While the results for PBGS
and PBILU are comparable, we show that the PBSPAI preconditioner fails in test cases
8
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in which the convection in at least one direction is nearly at a Mach number of 1. The
comparison between PBGS and PBILU is extended via some detailed studies of some test
conﬁgurations within QUADFLOW.
Chapter 7, discussing ordering techniques for the PBGS preconditioner, begins with an
application of the point-block ansatz: The system matrix is reduced to a matrix graph in
which every vertex of the graph corresponds to a block unknown and every edge of the
graph represents an oﬀ-diagonal block of the system matrix. The resulting graph is usually
very complex and contains many cycles. In order to simplify the graph and construct a
graph representing the main direction of ﬂow, the edges are weighted and the graph is
reduced by neglecting edges with relatively low weights. On a reduced graph a reordering
of the vertices —and thus of the corresponding block unknowns— is possible using known
strategies from convection-dominated elliptic problems. We compare two of those strategies
[24, 100, 104] with a new strategy. While it is usually impossible to achieve convergence
using PBGS with a random numbering, we carry out some experiments in QUADFLOW
showing that the eﬃciency of the PBGS can be increased signiﬁcantly compared with the
ordering induced by the adaptation process of QUADFLOW.
Chapter 8 deals with strategies for the selection of the time step size. We discuss a
few strategies that evolve the CFL number from time step to time step. We describe
two known strategies, namely the “Exponential Progression” (EXP) [84, 117] and the
“Switched Evolution Relaxation” (SER) [154], and present our new “Residual Diﬀerence
Method” (RDM). We give results of some experiments showing that the performance of
the strategies strongly depends on the underlying test case. Furthermore, we show that the
control values that come along with all three strategies have to be adapted depending on
the test case. We show that the EXP strategy is hard to tune but can give good results with
an appropriate choice of the corresponding control parameter. We present results in which
the iteration process when using the SER strategy is very slow and inferior to the other
strategies. The fact that the selection of the CFL number is a diﬃcult task is illustrated
by a sensitivity analysis in which we investigate the derivative of the norm of the density
residual with respect to the CFL number. We also present results of some additional
experiments using a new “local optimal strategy”, denoted by LOC. This strategy selects
the CFL number in such a way that the residual decreases as much as possible in every
time step. We show that this strategy gives good results for a limited number of time
steps. Surprisingly, this method is usually slow compared with any of the standard CFL
evolution strategies in the long run.
In Chapter 9 we investigate the matrix-free implementation of the matrix-vector prod-
uct. Due to storage requirements the matrix-based variant is only implemented using the
ﬁrst order discretization of the ﬂuxes. In contrast to that, the matrix-free implementations,
requiring only little storage, work with ﬁrst and second order discretizations of the ﬂuxes.
As expected, both ﬁrst order methods usually result in identical iterands. We show that
the convergence of Newton’s method can be signiﬁcantly improved when using the second
order method. We perform some experiments showing that a fast strategy can be obtained
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if one starts with the ﬁrst order matrix-based method and switches to the second order
matrix-free method after the startup phase. We show that compared with the ﬁrst-order
method the beneﬁt of using the second order method increases for larger time step sizes.
While there is no beneﬁt in CPU time when convergence criteria are relaxed, the beneﬁt
in CPU time is increasing with higher accuracies. These high accuracies are usually not
needed for stationary Euler computations. The situation is diﬀerent in three additional
test problems. We present an experiment with the non-stationary Euler equations in which
the second order method can signiﬁcantly reduce the number of Newton steps needed and
the corresponding execution time. We also present experiments with the three-dimensional
Euler equations and the two-dimensional Navier-Stokes equations in which the second or-
der method can signiﬁcantly decrease the CPU time although only one Newton step is
performed per time step. We also comment on some implementational advantages that
occur when using AD for the matrix-free implementation.
10
Chapter 2
Description of Motion for Inviscid
Compressible Gas
In this chapter we brieﬂy give the governing equations in Section 2.1 and comment on
computational domains, initial conditions, and boundary conditions in Section 2.2. A ﬁrst
result of a standard QUADFLOW test case is presented in Section 2.3.
2.1 The Euler Equations
The governing equations for the description of motion for an inviscid, non-heat-conducting
compressible gas are the time-dependent Euler equations. They are derived from the
fundamental conservation laws of ﬂuid dynamics, cf. e.g. [60, 137].
Let Ω ⊂ Rd (d = 2, 3) be the physical domain. For an arbitrary control volume V ⊂ Ω
with boundary ∂V and outward unit normal vector n on the surface element dS ⊂ ∂V we
have equations of the form ∫
V
∂u
∂t
dV +
∮
∂V
F(u)n dS = 0 . (2.1)
Here,
u =
⎛
⎝ ρρv
E
⎞
⎠ (2.2)
denotes the vector of unknown conserved quantities. Therein ρ denotes the density, p the
static pressure, v the velocity vector of the ﬂuid, and E the total energy. The quantity E
can be decomposed as E = 1
2
ρv2 + ρe, where 1
2
ρv2 represents the kinetic energy and ρe
the internal energy. The convective ﬂux F(u) is given by
F(u) =
⎛
⎝ ρvρv ◦ v + pI
Ev + pv
⎞
⎠ , (2.3)
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where the symbol ◦ denotes the dyadic product. The system is closed by suitable initial
and boundary conditions and the equation of state for a perfect gas
E =
p
γ − 1 +
1
2
ρv2 . (2.4)
Therein γ is a known constant and deﬁned by the ratio of speciﬁc heats γ = cp
cv
. For air
we have γ = 1.4.
In this thesis we assume that no external forces are present. If an external force vector
fe is present, equation (2.1) has to be modiﬁed by adding a nonzero right-hand side in the
following way ∫
V
∂u
∂t
dV +
∮
∂V
F(u)n dS =
∫
V
QdV (2.5)
in which the source term is deﬁned by
Q =
⎛
⎝ 0ρf e
ρf e · u
⎞
⎠ . (2.6)
By assuming that the considered quantities ρ and v are diﬀerentiable functions we can
convert the integral form (2.1) to the diﬀerential form
∂u
∂t
+ div F = 0 . (2.7)
Thus in two space dimensions (d = 2) we have the following system of equations
∂
∂t
⎛
⎜⎜⎝
ρ
ρv1
ρv2
E
⎞
⎟⎟⎠+ ∂∂x1
⎛
⎜⎜⎝
ρv1
ρv21 + p
ρv1v2
v1(E + p)
⎞
⎟⎟⎠ + ∂∂x2
⎛
⎜⎜⎝
ρv2
ρv1v2
ρv22 + p
v2(E + p)
⎞
⎟⎟⎠ =
⎛
⎜⎜⎝
0
0
0
0
⎞
⎟⎟⎠ . (2.8)
The ﬁrst equation of (2.8) describes the conservation of mass, the following two equations
are the conservation of momentum. Conservation of energy is ensured by the last equation.
In Section 3.3 we discuss the discretization of the Euler equations in the QUADFLOW
package. In order to compute a numerical solution, a ﬁnite volume technique is combined
with an implicit time integration. This time integration is used for the computation of
stationary and non-stationary ﬂow. Within the time integration, the arising non-linear
systems of equations are linearized. The computational work for solving the large sparse
systems in the applied Newton-Krylov method determines to a large extent the total com-
puting time. In general for stationary problems this issue plays a bigger role than for
non-stationary problems resulting from the choice of larger time step sizes during the com-
putation. Large time step sizes increase the non-linearity of the systems of equations.
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With regard to the topics of this thesis, stationary problems comprise more diﬃcult sys-
tems of equations than non-stationary problems. Therefore this thesis is restricted to the
stationary Euler equations, given by∮
∂V
F(u)n dS = 0 (2.9)
in integral form and
div F = 0 (2.10)
in diﬀerential form. Although we are interested in a stationary solution, we perform a
pseudo-transient continuation [61, 73, 80, 84, 127], that is, we compute the steady state
solution as an asymptotic solution of an unsteady computation. Therefore we will focus
on the time-dependent equations (2.1) and (2.7).
In Subsection 9.3.5 we present results from an unsteady ﬂow computation with the
non-stationary Euler equations. An example with the Navier-Stokes equations is shown in
Subsection 9.3.7. For a discussion of the Navier-Stokes equations we refer to the literature
[60, 111].
2.2 Domains, Initial and Boundary Conditions
The description of the ﬂuid motion problem is completed by the prescription of appropriate
initial and boundary conditions. In Figure 2.1 the computational domain and the initial
Figure 2.1: Computational initial grid for the NACA0012 airfoil. Whole computational
domain (left) and zoom to the boundary at airfoil (right). Test problem 2, cf. Section 5.2
13
CHAPTER 2. DESCRIPTION OF MOTION FOR INVISCID COMPRESSIBLE GAS
grid for a NACA0012 airfoil, cf. test problem 2 in Section 5.2, is given. The domain is
bounded at the airfoil by an impermeable wall where the normal component of the velocity
is required to vanish. This restriction that the ﬂuid may move tangentially to the boundary
is called “slip-condition”. Artiﬁcial far-ﬁeld boundaries are used at the boundary of the
domain far away from the airfoil. These are subsonic and supersonic inﬂow and outﬂow
conditions.
Each computation starts with an initial condition. This initial guess is derived from the
conditions in the far-ﬁeld resulting in a constant ﬂow on the whole computational domain.
During the evolution the grid is adapted several times leading to highly-resolved adap-
tive mesh. Such an adaptive grid that corresponds to the initial grid in Figure 2.1 is
presented in the following section in Figure 2.2 within the discussion of a ﬁrst example1.
We refer to Chapter 3 for a detailed discussion of the QUADFLOW solver.
2.3 First Example
In order to receive a ﬁrst impression of the considered problems we give a ﬁrst example.
For the NACA0012 airfoil we choose parameters for Mach number and angle of attack
within the range of common ﬂight conditions. In particular, Mach number and angle of
attack are chosen M∞ = 0.8 and α = 1.25◦ for this simulation. This standard test case,
taken from [122], is referred to as test case 2A, cf. Chapter 5.
The numerical simulation starts with an initial grid consisting of 400 cells. This initial
grid is given in Figure 2.1. After the relative density residual has fallen below a threshold
of 10−2 an adaptation is performed. This procedure is repeated nine times. After the 10th
adaptation the ﬁnal grid consists of 9874 cells. In the ﬁnal convergence process we require
the relative density residual to be smaller than 10−4. After a total number of 593 time
steps are performed the ﬁnal accuracy is reached and the computation stops. A part of
the ﬁnal computational grid and the Mach distribution of the corresponding solution of
the stationary Euler equations is given in Figure 2.2. The corresponding contour plot of
the density ρ is given in Figure 2.3. Both plots shows a shock above the airfoil. In order
to get a high resolution of the shock the grid has a very ﬁne scale in the area of the shock.
This can be observed from Figure 2.2. Note that in every time step one inexact Newton
step is performed and the resulting systems of linear equations are solved approximately
with a preconditioned Krylov method. It can be observed that the grid is quite coarse in
areas in which the solution is smooth, while the grid is highly reﬁned in non-smooth areas.
Note that the unsmooth areas in both plots result from the visualization tool.
Details about the diﬀerent test cases are given in Chapter 5 containing a table for the
number of cells of the computational grids, cf. Table 5.3, a table comprising the number
of time steps needed, cf. Table 5.4, and the Krylov iteration history for this test case
in Figure 5.2. A few further results are presented in the remainder of this thesis, cf.
1This test case is called 2A in contrast to simpler model problems 1A and 1B, cf. Chapter 5.
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Figure 2.2: Mach distribution for the computation with the NACA0012 airfoil, test problem
2A, cf. Section 5.2. Mach numbers between Mmin = 0.0 and Mmax = 1.4, ΔM = 0.1077
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Figure 2.3: Contour plot for density ρ in computations with the NACA0012 airfoil, test
problem 2A, cf. Section 5.2
Figures 5.3, 5.5, 9.8, and 9.10. A good overview of the variety of test problems that have
been simulated with QUADFLOW is given in [38]. The QUADFLOW solver is discussed
in the following chapter.
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Chapter 3
The QUADFLOW Solver
QUADFLOW is an adaptive multiscale ﬁnite volume solver for stationary and non-stationary
compressible ﬂow computations combining three main components, namely
• a block-structured grid generation
• a ﬁnite volume discretization for arbitrary grid topologies
• a local grid adaptation.
Although these three parts are coordinated, each part can be used independently. While
the ﬂow solver works on unstructured grids, any structured multi-block grid can be used
as well. Figure 3.1 gives a ﬂowchart of the program system. In the following section a few
main features are brieﬂy addressed. In Sections 3.2 – 3.4 we consider the key ingredients
of the three main parts of QUADFLOW including some primary objects of this thesis in
Section 3.3.
For more detailed descriptions of this solver we refer to publications of the main de-
velopers [35, 38, 40, 41, 133, 155]. We also mention the frequently updated technical
documentation and user manual [37] and the source code documentation and developers’
guide [36].
3.1 Features of QUADFLOW
QUADFLOW, currently under development at RWTH Aachen University, can handle the
compressible Reynolds-averaged Navier-Stokes equations as well as the compressible Eu-
ler equations [38]. Furthermore, methods for ﬂuid-structure coupling are implemented
in QUADFLOW [44] and several turbulence methods can be used [38]. The grid gen-
eration module is based on block-structured grids [133]. The geometry of the blocks is
described using tensor-product-B-splines. Methods dealing with moving grids are imple-
mented. For discretization, ﬁnite volume techniques are applied. Several upwind methods,
for instance ﬂux-diﬀerence splitting (HLLC [192]), ﬂux-vector splitting (van Leer [197],
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• ANSATZ: EULER / NAVIER-STOKES
• STATIONARY / NON-STATIONARY FLOW
• FV METHOD
• SECOND ORDER ACCURATE IN TIME AND SPACE
• CONVECTIVE UPWINDING
• EXPLICIT / IMPLICIT TIME INTEGRATION
Non-linear Problem
Linear Problem
Update of Solution
IMPLICIT TIME INTEGRATION
• GRID METRIC
• GRID CONNECITIVITY
• LOCAL MULTISCALE TRANSFORMATION
• THRESHOLDING
• PREDICTION AND GRADING
• GRID ADAPTATION
• LOCAL INVERSE MULTISCALE TRANSFORMATION
• SOLUTION TRANSFER
GRID GENERATOR
FLOW SOLVER
ADAPTATION
• GRID IMPORT AND PRE-PROCESSING
• SOLVER CONTROL
INPUT
• DATA VISUALIZATION
• WRITE RESTART FILES
OUTPUT
NEWTON - KRYLOV
PRECONDITIONED 
KRYLOV METHOD
NEWTON‘S METHOD
Figure 3.1: Flowchart of QUADFLOW
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Ha¨nel/Schwane [106]), and AUSDMV(p) [78, 206] have been implemented. A key ingre-
dient in QUADFLOW is the use of local grid reﬁnement in regions of high activity [155],
for example in the neighborhood of shocks. Both, explicit and implicit time integration
routines are available. After a prescribed number of iterations, in case of a stationary
problem, or after every time step, for solving a non-stationary problem, an adaptation
is performed. In doing so a local grid reﬁning and coarsening is carried out. The indi-
cator for the local grid reﬁnement is based on a multiscale analysis using wavelets. To
give an impression of the multi-block and adaptivity features of QUADFLOW we show
two cutouts of the computational grids that are used in a simulation of an inviscid ﬂow
around a BAC 3-11/RES/30/21 airfoil in Figure 3.2. The 12 diﬀerent colors correspond
to the 12 blocks of the grid. Note that the grid includes hanging nodes and non-matching
blocks. The computation starts with free inﬂow conditions on the initial grid. After a
prescribed number of time steps, the default is the number of iterations after the relative
density residual has been reduced by two orders of magnitude, an adaptation is carried
out. Thereafter the computation restarts on the next ﬁner level with an interpolated so-
lution. In Figure 3.2 parts of the initial and the grid after 10 adaptations are given. The
boundary conditions are impermeable walls at the airfoil and artiﬁcial far-ﬁeld boundaries.
This grid is used in test case 3, described in Section 5.3. In every iteration (time step)
of an implicit time integration method, a system of non-linear equations must be solved.
Using a Newton-Krylov approach, in each time step one approximate Newton iteration is
performed. The resulting linear systems are built using the technique of automatic dif-
ferentiation (cf. Subsection 3.5.2 and [91, 168]) and solved using preconditioned Krylov
Figure 3.2: Computational grids for the BAC 3-11/RES/30/21 airfoil. The whole grid
consists of 12 blocks. A part of the initial grid is depicted on the left. The right picture
shows a part of the grid after 10 adaptations of local reﬁnement. Test case 3, cf. Section 5.3
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subspace methods that are available in the PETSc library [8, 9].
The main focus within the research for this thesis is ﬁnding fast and robust methods for
solving these linear systems. We present a survey of diﬀerent preconditioners in Chapter 6
and discuss a couple of novel renumbering techniques in Chapter 7. Furthermore, the
convergence depends on the selection of the time step sizes which is discussed Chapter 8.
Matrix-free implementations, presented in Chapter 9, make it possible to use a better
approximation of the Jacobian which impacts the convergence of Newton’s method.
All features of QUADFLOW are detailed in the source code documentation [36].
3.2 Grid Generation
In this section we describe the basics of the mesh generation that is used in QUADFLOW
and has been implemented by Lamby [133]. We want to apply techniques from data
compression (cf. Section 3.4). The corresponding method requires a nested grid hierarchy
which is described in the following subsection. Representation of the grid by an invertible
parametric mapping using B-Splines builds the core of the grid generation concept and is
described in Subsections 3.2.2 and 3.2.3. This is completed in Subsection 3.2.4 by a short
description of the multi-block concept.
3.2.1 Nested Grid Hierarchy
We call grids Gl := {Vl,k}k∈Il , l = 0, 1, . . . , L a sequence of grids. Here, Il denotes
the index set for the enumeration of the cells Vl,k corresponding to the grid Gl. In this
context l denotes the level of the grid from coarse l = 0 to ﬁne l = L. A sequence of grids
Gl , l = 0, 1, . . . , L is called a nested grid hierarchy if every grid covers the computational
domain and if each cell Vl,k, l ∈ {0, 1, . . . , L − 1}, k ∈ Il can be decomposed into two or
more cells Vl+1,kˆ1, Vl+1,kˆ2, . . . , kˆ1, kˆ2, . . . ∈ Il+1.
Figure 3.3 gives a simple two-dimensional example in which a coarse grid consisting
of only one cell is successively reﬁned by uniformly quartering each cell with increasing
level of reﬁnement. A similar technique can be applied to unstructured grids and irregular
reﬁnements as shown in Figure 3.2.
l = 0

l = 1

l = 2
Figure 3.3: Sequence of nested grids
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Figure 3.4: Locally reﬁned grid Figure 3.5: Improper grid
In the subsections beginning with Subsection 3.4.1 we focus on building a locally reﬁned
grid by assembling the grid from ﬁne grid cells elements where necessary and coarse grid
cells where justiﬁable. We claim that neighboring cells do not diﬀer in their level by more
than one. A simple example for a locally reﬁned grid that corresponds to Figure 3.3 is
given in Figure 3.4. Here, the grid is locally reﬁned at the upper right boundary and all
neighboring cells fulﬁll the restriction that neighboring cells do not diﬀer in their level by
more than one. Opposite to that, the grid given in Figure 3.5 violates this constraint.
3.2.2 Parametric Meshes
The simplest realization for using a hierarchy of nested grids within a ﬁnite volume solver
is using adaptive Cartesian grids. However, purely Cartesian methods fail for compressible,
viscous ﬂow [63]. Especially their resolution of boundary layers is very weak. Therefore
boundary conforming meshes are used.
Boundary conforming grid hierarchies may be not nested, as pictured in Figure 3.6.
Requiring that the grid can be described analytically by an invertible parametric mapping
Figure 3.6: A non-nested grid hierarchy
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Figure 3.7: Parametric mapping x from logical to physical domain
from a logical Cartesian space to the physical domain results in a nested grid hierarchy.
This is illustrated in Figure 3.7 for a two-dimensional example. Every cell Vj,k is an
evaluation of the grid function x of the corresponding logical Cartesian cell Rj,k ∈ C.
Vj,k = {x(ξ) | ξ ∈ Rj,k} (3.1)
This mapping allows the representation of all grid cells as images of corresponding log-
ical Cartesian cells. Moreover, only a (possibly sparse) representation of the grid function
is needed for generating the grid so that the grid generator can be largely decoupled from
discretization.
Although working on a logical Cartesian grid in combination with the grid function
simpliﬁes a lot of computation, additional suitable quadrature formulas have to be provided
to handle the control volumes that are in general bounded by curved surfaces. Note that
the ﬁnite volume discretization is realized on the physical domain.
3.2.3 B-Spline Representation
The grid function x is deﬁned using patches of tensor product B-splines which have excellent
approximation properties for representing the curvilinear coordinate systems. Moreover,
B-splines allow a fast and numerically stable evaluation. Let Ni,p denote the ith normalized
B-spline of order p. Then, for a two-dimensional example as in Figure 3.7 the parametric
mapping is built by tensor products of the form
x(u, v) =
N1∑
i=0
N2∑
j=0
pi,jNi,p(u)Nj,q(v) (3.2)
(similarly in three dimensions), where pi,j, i = 0, 1, 2, . . . , N1, j = 0, 1, 2, . . . , N2 are control
points. They can be considered as a discrete approximation of the grid function. Figure 3.8
exempliﬁes this. Here, control points and a corresponding evaluation of the grid function
are given. For further information we refer to [133] and [41].
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Figure 3.8: Control points (left) and evaluation of grid function (right)
3.2.4 Multi-block Concept
The grid generation in QUADFLOW uses multiple individual blocks following the approach
of parametric multi-block grids. Each single block is represented by a parametric mapping
(3.1), cf. Subsection 3.2.2. Using the concept of multi-blocks, the geometry can be resolved
more ﬂexible. In order to handle the blocks independently, non-matching block interfaces
are permitted. For more detailed information on the implementation of the multi-blocks
we refer to [133].
Reconsider Figure 3.2 in which the initial and the ﬁnest computational grids for one of
the considered test problems is given. The grids consists of 12 blocks, every block is given in
a diﬀerent color. The non-matching block interfaces can be observed at the interconnection
to the far-ﬁeld blocks in the left picture, hanging nodes within each block resulting from
the adaptation can be noticed in the right picture of Figure 3.2.
The use of multi-block grids can be used in block decomposition methods in a parallel
algorithm. However, in a dynamic block decomposition not all cells of one block will belong
to one processor and also cells from diﬀerent blocks can be assigned to one processor.
Aspects of parallelization are discussed in Subsection 3.5.3.
3.3 Flow Solver
In QUADFLOW a cell centered ﬁnite volume method is used for the discretization of the
Euler equations in integral form (2.1). The ﬂow solver is the core of QUADFLOW and has
been implemented by Bramkamp [38]. In this section the basic ingredients of the ﬂow solver
are presented starting with domain partitioning, reconstruction and ﬂux approximation in
Subsection 3.3.1. In Subsection 3.3.2 a brief description of upwind methods is given followed
by time discretization and Newton-Krylov methods in Sections 3.3.3 and 3.3.4.
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3.3.1 Finite Volume Discretization
Reconsider the invertible parametric mapping x from logical space C to the physical domain
Ω described in Subsection 3.2.2 and given in (3.1). Let C = C1 ∪ . . .∪CN a partitioning of
the logical space. In this context Ω = Ω1 ∪ . . . ∪ ΩN is the corresponding partitioning of
the physical domain with Ωi = x(Ci). The cell averages for each cell are deﬁned by
ui :=
1
|Ωi|
∫
Ωi
udx (3.3)
with the corresponding cell volume
Vi := |Ωi| =
∫
Ωi
1dx .
We denote a common interface between two cells Ωi and Ωj by
δΩij := δΩi ∩ δΩj .
All indices of those cells having a common interface with cell Ωi are collected in the set of
neighbors, denoted by N (i).
Reconsidering the Euler Equations (2.1)
d
dt
∫
Ω
udx+
∮
∂Ω
F(u)n dS = 0 , (3.4)
the integral over the complete cell boundary of the control volume Ωi can be expressed by
the following sum over the common interfaces of neighboring cells∮
∂Ωi
F(u)n dS =
∑
j∈N (i)
∫
δΩij
F(u)n dS . (3.5)
These ﬂux integrals at the interfaces are approximated using a one-point integration for-
mula ∫
δΩij
F(u)n dS ≈ AijFn(uij,uji,nij) . (3.6)
In this context Fn(u,v,n) is the so-called numerical ﬂux function derived from the corre-
sponding method of a variety of approximate Riemann solvers, cf. Subsection 3.3.2. Its
ﬁrst two arguments are the left-hand and right-hand states of the vector u at the interface
Ωij , denoted by uij and uji, respectively. The values uij and uji are computed from cell
averages in the neighborhood of the cells Ωi and Ωj . This computation is called recon-
struction. The third argument of the numerical ﬂux function is the face normal nij . Aij
denotes the area of the face Ωij . In some discretizations, e.g. in some non-polygonal two-
dimensional grids, nij and Aij cannot be evaluated exactly and have to be appropriately
approximated.
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For the numerical ﬂux and the reconstruction we require some fundamental constraints:
The reconstruction should reproduce constant functions
∀i : ui = u ⇒ ∀i, j : uij = uji = u . (3.7)
The numerical ﬂux function should be consistent , deﬁned by
Fn(u,u,n) = F(u)n . (3.8)
In the following we simplify notation by neglecting the subscripts (·n) for the numerical
ﬂux. We denote the balance of the discretized ﬂuxes by
Ri(u) :=
∑
j∈N (i)
AijF(uij ,uji,nij) . (3.9)
The reconstruction may generate oscillations of the solution near local extrema and
discontinuities. Therefore we use a limiter function controlling the spatial accuracy of the
scheme. The accuracy can be reduced from second order (no limiting) to a ﬁrst order
reconstruction (full limiting). In this thesis we use the Venkatakrishnan limiter [202] that
has been developed for stationary ﬂow simulations. A fully diﬀerentiable alternative to
the Venkatakrishnan limiter has been introduced by Rosendale [199], which is a general-
ized formulation of van Albada’s limiter [195]. A recent advance based on Rosendale’s
development is the PC-5 limiter. [66], based on [120], which we use in the experiment in
Subsection 9.3.7. For a further discussion on limiters we refer to [38, 42].
3.3.2 Upwind Methods
Discretization methods depending on the direction of the propagation of a wave or on the
direction of the convection velocity are called upwind schemes. Stable upwind schemes
have to respect the eigenvalues of the Jacobian ∂F
∂u and therefore the directions of the
characteristic speeds [112]. This can be done by splitting up the ﬂux F. Several families
of these upwind splitting methods have been developed. Besides various “ﬂux controlling”
techniques, one distinguishes between ﬂux-vector splitting and ﬂux-diﬀerence splitting.
Flux-vector splitting methods decompose the ﬂux vector so that their related Jacobians
have no negative and no positive eigenvalues, respectively.
F = F+ + F− , σ
(
∂F+
∂u
)
, σ
(
−∂F
−
∂u
)
⊂ R+ (3.10)
Flux-diﬀerence splitting methods base on the idea of locally solving quasi one-dimen-
sional Riemann problems exactly (“Godunov scheme”) or approximatively (“Godunov-type
schemes”), cf. [112].
Several upwind schemes are available in QUADFLOW, cf. [38]. For the computations in
this thesis we used the ﬂux-vector splitting by van Leer [197] and the modiﬁcation by Ha¨nel
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and Schwane [106] which both satisfy (3.10). Using van Leer’s splitting for computing the
numerical ﬂuxes of the Euler equations (2.1), we have the following ﬂux components for a
two-dimensional problem (cf. [197] for d = 3).
F+i =
⎧⎨
⎩
0 , Mi ≤ −1
f+i , −1 < Mi < 1
Fi , Mi ≥ 1
F−i =
⎧⎨
⎩
Fi , Mi ≤ −1
f−i , −1 < Mi < 1
0 , Mi ≥ 1
, (3.11)
where Mi denotes the Mach number in space direction xi, deﬁned by
Mi :=
vi
c
(3.12)
with the speed of sound c. The components f±i are given by the following expressions.
f±1 = ±
ρ
4c
(v1 ± c)2
⎛
⎜⎜⎜⎝
1
(γ−1)v1±2c
γ
v2
v22
2
+ ((γ−1)v1±2c)
2
2(γ2−1)
⎞
⎟⎟⎟⎠ (3.13)
f±2 = ±
ρ
4c
(v2 ± c)2
⎛
⎜⎜⎜⎝
1
v1
(γ−1)v2±2c
γ
v21
2
+ ((γ−1)v2±2c)
2
2(γ2−1)
⎞
⎟⎟⎟⎠ (3.14)
3.3.3 Time Discretization
Reconsidering equations (3.3) – (3.4) and (3.9), the so-called semi-discrete problem
d
dt
Viui +Ri(u) = 0 (3.15)
is the residually problem for every cell Ωi containing the balance of the discretized ﬂuxes
(3.9) and information from the spatial discretization. In the following we will neglect
the indices (·i) for clarifying the notation. In QUADFLOW a variety of explicit and
implicit time discretization methods are implemented. Explicit schemes, e.g. a multi-stage
Runge-Kutta method, have the disadvantage that the time step sizes are limited by the
Courant-Friedrichs-Levy (CFL) stability condition [65], cf. Section 8.1. Therefore in this
thesis only implicit schemes are considered.
3.3.3.1 Implicit Time Integration Schemes
Implicit schemes are based on the following two-parameter family.
Rˆ :=
V
Δt
[
(1 + ϕ)un+1 +
1
ϕ− 1u
n + ϕun−1
]
+ ϑR(un+1) + (1− ϑ)R(un) = 0 (3.16)
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A ﬁrst order accurate time discretization method can be achieved by selecting ϕ = 0 and
ϑ = 1 resulting in the implicit Euler scheme
V
Δt
[
un+1 − un]+R(un+1) = 0 . (3.17)
This method is popular especially in steady ﬂow simulations. Second order accurate
schemes are the backward diﬀerence method (ϕ = 0.5, ϑ = 1) and the trapezoidal method
(ϕ = 0, ϑ = 0.5). The latter is often used in non-stationary computations.
The non-linear system (3.16) is solved using a Newton iteration, cf. e.g. [69, 74]. Its
solution un+1 is approximated by performing ζ iterations
u(0) := un , u(ι+1) = u(ι) +Δu(ι) , ι = 0, 1, . . . ζ − 1 , un+1 ≈ u(ζ) (3.18)
with the superscripts in parentheses indicating intermediate solutions of the Newton itera-
tion. The changes of the solutions within consecutive solutions Δu(ι) have to be computed
by solving the following linear system of equations
Jˆ (u(ι))Δu(ι) = −Rˆu(ι) . (3.19)
The system matrix Jˆ is the Jacobian containing contributions of spatial and temporal
discretizations
Jˆ (u(ι)) := ∂Rˆu
(ι)
∂u(ι)
= (1 + ϕ)
V
Δt
I + ϑ∂R(u
(ι))
∂u(ι)
, (3.20)
where I denotes the unit matrix. The right-hand side of (3.19) is given by
Rˆ(u(ι)) :=
V
Δt
[
(1 + ϕ)u(ι) +
1
ϕ− 1u
n + ϕun−1
]
+ ϑR(u(ι)) + (1− ϑ)R(un) . (3.21)
When performing an unsteady ﬂow simulation usually several Newton steps are carried
out, that is ζ > 1, out or Newton iteration is continued until a suﬃciently converged
solution is achieved. For stationary ﬂuid ﬂow, only one Newton step is necessary (ζ = 1)
since no time accuracy is needed to reach the steady state solution in the computation:
The implicit time integration enforces the convergence towards steady state.
The Newton scheme for the implicit Euler time integration (3.17) using ζ = 1 simpliﬁes
to the following compact expression
Jˆ (un)Δun = −R(un) (3.22)
with
Jˆ (un) = V
Δt
I + ∂R(u
n)
∂un
(3.23)
and the update of the solution Δun := un+1 − un.In this thesis we use the b2-scheme by
Batten et. al. [17] which is a modiﬁcation of the implicit Euler time integration (3.17).
2V
Δt
[
un+1 − un]+R(un+1/2) +R(un+3/2) = 0 (3.24)
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This scheme often alleviates occurring convergence problems as detailed in [17]. Because
a study on diﬀerent time integration schemes is not a topic of this theses, we use this
method for all two-dimensional Euler test cases in QUADFLOW in order to present a
better comparison of the methods of Chapters 6 – 9, although the b2-scheme is only
needed in a couple of test cases for achieving convergence.1
The b2-scheme is implemented by performing two successive implicit Euler time steps.
With the Euler method (3.17) already being implemented in the following way
un+1 = un + b1(un,Δt) ,
the b2-scheme can be easily realized by two evaluations of the Euler method:
un+1/2 = un + b1(un,Δt/2)
un+1 = un+1/2 +
1
2
b1(un+1/2,Δt)
3.3.3.2 Selection of the Time Step Size
For the implicit time integration in a computation of steady ﬂow it is common to use
diﬀerent time step sizes for each cell. The size of the time step Δti for each cell i is
determined by a CFL number γ, as well known as Courant number . In one-dimensional
computations the CFL number is usually deﬁned via reference length Δxi, local time step
size Δti, and the maximum eigenvalue of the Euler equations λ [111, 142].
γ = λ
Δti
Δxi
(3.25)
This deﬁnition is explained in the following: (3.25) is derived from the Courant-Friedrichs-
Levy (CFL) stability condition [65] claiming that the full numerical domain of dependence
must contain the physical domain of dependence when using an explicit time integration
scheme. That is, the time step size is limited by the ratio of the cell width Δxi and the
maximal speed of physical transport of information λ via
Δti ≤ Δxi
λ
. (3.26)
For non-rectangular cells and two- and three-dimensional computations the relation (3.25)
is generalized as follows. In QUADFLOW [38], the relation between the CFL number γ
and the local time step Δti for the i-th cell is given by
Δti = γ
Vi
λci
, (3.27)
1In Chapter 9 we use the second order accurate backward diﬀerence method in the non-stationary test
problem 5 and the implicit Euler scheme in test problems 6 and 7.
28
3.3. FLOW SOLVER
where Vi is the volume of the cell i. The quantity λ
c
i is related to the maximum eigenvalue
of the Euler equations λ and is deﬁned by the following integral over the bounding surface
of the control volume [38, 146, 208]
λci =
∮
∂Ωi
(|vn|+ c) dS , (3.28)
whereas c is the speed of sound. Although λci is measured in the unit of a surface multiplied
with a velocity, it is called spectral radius [38] or averaged eigenvalue [146].
In contrast to explicit methods, the time-stepping is not limited by the Courant-
Friedrichs-Levy (CFL) condition (3.26). Nevertheless the CFL number γ is the controlled
parameter in time evolution methods. Because (3.26) does not have to be fulﬁlled, large
values for γ, e.g. γ = 102 or γ = 105, can be selected. For each time step k in the time
integration method, the CFL number γk = γ(k) is determined by a CFL evolution method.
The procedure of increasing the CFL number in order to enhance the convergence of the
pseudo time integration is investigated in Chapter 8. Time integration has to be seen in
the context of the nested iteration which is described in Subsection 3.4.7.
3.3.4 Newton-Krylov Methods
Using any implicit time integration method, a system of non-linear equations must be
solved in every time step, cf. (3.16). As mentioned above, one Newton iteration is applied
per time step. The implemented Newton method is not exact because an approximate
Jacobian
Jlow(u) ≈ J(u) (3.29)
is used, in which the derivative of the reconstruction process is neglected and the Jacobian
of the ﬁrst order Ha¨nel-Schwane discretization is approximated by one-sided diﬀerence
operators (as in [200]). Thus, the implemented method is no longer of quadratic order of
convergence. The approximation of the Jacobian is also treated in Sections 9.1 and 9.2.
A good presentation of Newton’s method and several variants can be found in [74], cf.
also [69]. We refer to [96] for a good compact overview on inexact Newton approaches.
Reconsidering (3.17) the non-linear problem for the implicit Euler scheme can be written
as follows
un+1 + diag
(Δti
Vi
)
RHS(un+1)− un = 0 , (3.30)
where Vi is the volume of a control volume Ωi, Δti denotes the corresponding (local) time
step size, and RHS(u) speciﬁes the residual vector corresponding to the Ha¨nel-Schwane
ﬂuxes, cf. (3.9). For small time step sizes Δti the linear term u
n+1−un is dominant. The
larger the time step size Δti is selected, the more the non-linear term diag
(
Δti
Vi
)
RHS(un+1)
dominates (3.30). This also eﬀects the conditioning of the Jacobian matrices that have the
structure
J(u) = diag
( Vi
Δti
)
+
∂RHS(u)
∂u
. (3.31)
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In general a smaller time step will improve the conditioning of the Jacobian in (3.31).
Note that (3.9) and the given equations in Subsection 3.3.3 correspond to the formulation
for each cell, while (3.30) and (3.31) are the equation for all cells. The systems of linear
equations when using the implicit Euler time integration and ζ = 1
J(un)Δun = −RHS(un) (3.32)
contain usually large, sparse Jacobian matrices. Therefore the systems are usually solved
using an iterative method. Here, Krylov methods in combination with an appropriate
preconditioner are used. In general it turns out to be suﬃcient to solve the arising sys-
tems with an accuracy of two orders of magnitude for the corresponding relative residual.
Increasing this tolerance or performing more than one inexact Newton step (ζ > 1) does
not enhance the performance of solving the test problems presented in the chapters be-
ginning with Chapter 5, cf. also the results for experiments with diﬀerent values for ζ in
Section 9.3.1. Krylov methods and preconditioning techniques will be discussed in Chap-
ter 4. Numerical experiments on preconditioners are presented in Chapter 6. In this thesis
we investigate numerical methods in the context of ﬁnding a robust and fast convergence
process of the Newton-Krylov method including numerical experiments and comparisons of
diﬀerent preconditioning techniques (Chapter 6), ordering methods (Chapter 7), and time
step selection strategies (Chapter 8). Reconsider the scope of the research that is given in
Figure 1.2.
The Jacobians are built using automatic diﬀerentiation for linearizing the convective
ﬂux functions. This technique is very stable and provides a computation without adding
additional truncation error, cf. [39]. Subsection 3.5.2 deals with automatic diﬀerentiation.
QUADFLOW does not only contain methods using the matrix-based ﬁrst order Jacobians,
it also provides a ﬁrst- and a second order matrix-free evaluation of the matrix-vector
product to be used in a Krylov method. Therein, the matrix-free methods allow the use of
the exact linearization of a higher order discretization resulting in a Newton method that
provides quadratic convergence. Again, automatic diﬀerentiation is used to generate the
matrix-vector product. This approach is the topic of Chapter 9.
3.4 Adaptation
Several concepts of local grid adaptation appear in literature. Here we mention the con-
cepts of using local indicator functions [20, 21, 185], (dual-) weighted residual error indi-
cators [109], A-posteriori error estimators [132] and the multiscale-based grid adaptation
[62, 108, 174]. In QUADFLOW we use the latter approach due to several drawbacks of the
other concepts. In the following we list some of these drawbacks. Firstly, we mention that
these concepts base somehow on heuristics. Furthermore, error indicators are no estimators
of the discretization error and they need relatively ﬁne initial grids to reﬁne ﬂow features
for the indicator function. Moreover, error indicators have to be tuned regarding to the test
case. A-posteriori error estimators have high requirements on storage and computational
eﬀort. The multiscale-based local grid adaptation concept in QUADFLOW does not need
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an a-priori grid reﬁnement, automatically detects singularities, and reduces computational
time and memory without loss of accuracy. This approach is treated in the following, for
more details we refer to [155].
In a ﬁnite volume discretization the ﬂow solver usually works on arrays of cell averages.
In QUADFLOW techniques that are well-known from data compression (e.g. picture
compression with JPEG [207]) are used to compress the array of cell averages. In order to
save memory, vectors are stored in a diﬀerent format. This is done by decomposing data to
all levels of a hierarchical nested grid, cf. Subsection 3.4.7. Discarding “small” entries leads
to a local adaptive grid. On this adaptive grid the data at a ﬁnest uniform discretization
level can be stored using fewer cells. Therefore fewer memory is needed. The additional
error can be balanced with the discretization error that is eﬀected by the reference scheme.
This approach has been originally developed by Harten [3, 4, 107, 108] and Dahmen [54]
and has been implemented in QUADFLOW by Mu¨ller [155] and Gottschlich-Mu¨ller [89].
Note that the scheme is fully adaptive which means that the evaluation of numerical ﬂuxes
(and sources) is computed on local resolution levels leading to a signiﬁcant decrease of the
computational complexity [62, 113].
The adaptation takes place in six steps that are described in Subsections 3.4.1 – 3.4.5.
These six steps are illustrated in a ﬂowchart in Figure 3.9.
The adaptation process is performed after every time step in an non-stationary compu-
tation. The evolution of a stationary solution requires only an adaptation after a prescribed
number of iterations. Adaptation in a stationary problem is mainly needed for reﬁning the
grid in certain areas. Hence, stationary computations usually start with a coarse initial
grid. From time to time the adaptation generates new cells in areas of high activity. Af-
ter several adaptations the stationary solution can be computed on an adaptive grid that
corresponds to a very ﬁne uniform mesh. As mentioned above, the additional error com-
pared to a uniform mesh is balanced with the discretization error. Hence, a highly resolved
solution is computed on a little number of cells.
3.4.1 Local Multiscale Transformation
The grid adaptation starts with an initial local multiscale analysis of the current data on
the current grid GL at the actual level of time, denoted by GtL. Because of the existence of a
nested grid hierarchy, we can perform a multiple two-scale transformation in the following
way. At level l ∈ {0, 1, . . . , L − 1} each cell Vl,k, k ∈ Il can be divided into two or more
cells Vl+1,kˆ1, Vl+1,kˆ2, . . . , kˆ1, kˆ2, . . . ∈ Il+1 at the next ﬁner level. Therefore data correspond-
ing to the cells Vl+1,kˆ1, Vl+1,kˆ2, . . . can be stored as average data and detail information
corresponding to cell Vl,k. This can be interpreted as a coarsening process performed by
agglomeration of cells. This coarsening occurs without loosing any information by storing
diﬀerence information in details. Thus, starting at the ﬁnest level l = L we can decompose
every cell average vector uˆl at level l into a cell average vector uˆl−1 and details dl−1 as
shown in Figure 3.10.
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Figure 3.10: Multiscale transformation
Applying the multiscale transformation results in a sequence of cell averages {uˆl}Ll=0 and
details {dl}L−1l=0 where we denote the speciﬁc data corresponding to cell Vl,k by uˆl,k and dl,k,e,
respectively. Therein e ∈ E∗ denotes a numbering of the subelements in which the detail
information is given. E.g. for the example in Figure 3.3 one can think of four subelements
because of the quartering of the cells2. Note that the multiscale transformation converts
all information that is stored in uˆL into a sequence of details {dl}L−1l=0 and the remaining
coarse-scale cell averages uˆ0.
Opposite to other adaptive concepts (e.g. [20, 21, 109, 185]), in this approach there is
no limitation for the coarsest grid. Therefore, theoretically the coarse-scale cell averages uˆ0
could coincide with one single coarse-scale cell average that corresponds to a single coarse
cell covering the whole computational domain as suggested in Figure 3.3.
3.4.2 Thresholding
Neighboring cells contain in general diﬀerent cell average values. When performing the
local multiscale transformation, most of the details dl,k,e do not vanish and have to be
stored. To improve the data compression, we discard all details dl,k,e that are smaller than
a level-dependent chosen threshold εl. The remaining details are collected in the set of
signiﬁcant details.
DL,ε := {dl,k,e | |dl,k,e| > εl, k ∈ Il, e ∈ E∗, l ∈ {0, 1, . . . , L− 1}} (3.33)
In Figure 3.9 these signiﬁcant details are displayed in grey, details that are discarded
are shown in white color.
This approximation introduces an additional error. As detailed in Theorem 6 in [155],
the approximation operator is stable when choosing εl := 2
(l−L)dε. Furthermore ε can be
chosen such that discretization error and the additional error due to the thresholding are
balanced. We will discuss that in Subsection 3.4.6.
2In this example actually only three details have to be stored because one detail information can always
be restored from the others and the cell average, cf. [155].
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3.4.3 Prediction and Grading
After thresholding, the remaining information is only stored in the set of signiﬁcant details
DL,ε and coarse-scale cell averages uˆ0. They represent the ﬂow at the actual time, denoted
by t, in a compressed manner. In order to represent also the evolved ﬂow in the following
time step (t + 1), a prediction of the expected arising signiﬁcant details is needed. In
QUADFLOW we follow an heuristic approach by Harten [107, 108] making details signif-
icant if they are located in a local neighborhood of signiﬁcant details. Furthermore, it is
taken into account that due to steeper gradients details may become signiﬁcant on a higher
level of reﬁnement. For further discussions and explanations we refer to [155].
To give an impression of prediction, a simple schematic example is shown in Figure 3.11
and discussed at the end of this subsection. To show the eﬀects of grading this ﬁgure is
simpliﬁed in the sense that fewer “predicted” cells are shown.
The condition that neighboring cells do not diﬀer in their level by more than one may
be violated due to the prediction of the details. Hence, we inﬂate the set of signiﬁcant
details in order to fulﬁll this constraint so that the set of signiﬁcant details corresponds to
a graded tree.
In the middle box of Figure 3.9 these inﬂated set of signiﬁcant details is displayed by
grey bars. Details that are discarded are shown in white color.
In Figure 3.11 the eﬀects of prediction and grading are demonstrated in a simple exam-
ple. Thresholding, prediction, and grading only work on the detail coeﬃcients. Therefore
formally the grid adaptation is applied to build the grid in Figure 3.11. The left grid shows
an example of a grid after multiscale analysis and thresholding (and grid adaptation) have
been carried out. If we perform a prediction after the thresholding, the grid might look as
the second one. Because neighboring cells now diﬀer in their level by more than one, an
additional grading has to be done to obtain the grid on the right. This ﬁnal grid will be
used to perform the next time step. Note that the process of grid adaptation allows adding
more details as well as removing details leading to a local reﬁnement and local coarsening
of the grid, respectively.
 
Figure 3.11: Locally reﬁned grid after thresholding (left), the same grid after prediction
(middle), and a corresponding adapted grid after grading (right)
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3.4.4 Grid Adaptation
Having performed the previous steps, one can construct a locally adapted grid, as shown
in the left ﬁgure of Figure 3.12, corresponding to the leaves of a graded tree, depicted
in the right ﬁgure of Figure 3.12. Every cell including signiﬁcant detail information is
displayed in grey color, the others are given in white. In order to built the grid, all cells
containing signiﬁcant detail information are reﬁned into a set of ﬁner cells. In the example
in Figure 3.12, every cell can be decomposed to a set of 4 ﬁner cells. Here, two cells contain
signiﬁcant detail information. This procedure is done successively from the coarsest to the
ﬁnest level until all cells that contain signiﬁcant details have been reﬁned.
Figure 3.12: Grid adaptation
3.4.5 Local Inverse Multiscale Transformation
Finally the new cell averages for the new grid at time level t + 1, denoted by Gt+1L , have
to be constructed. This is done inversely to the process described in Subsection 3.4.1.
Starting with the cell average information on the coarsest grid uˆ0 the corresponding detail
information d0 is used to compute the cell averages uˆl on the next coarser level l. This
procedure is repeated on every level, successively from coarse to ﬁne, resulting in an array
uˆL on the ﬁnest computational grid to be used in the ﬂow solver.
3.4.6 Error Analysis
In this subsection we will give the major beneﬁt of the adaptation by presenting some error
analysis. A detailed discussion can be found in [155] and [62], cf. also [113]. Here we focus
on the balance between the discretization error of a reference ﬁnite volume scheme and
the additional error due to the adaptation. This balance is the reason for the excellent
approximation of a uniform mesh by an adaptive discretization including numerous memory
savings.
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Consider one time step of the time integration of the ﬁnite volume scheme. Let the
array of averages of the exact solution u be denoted by uˆL and let the array of averages
of the approximate solution of the ﬁnite volume scheme v be identiﬁed by vˆL. Note that
the subscripted L corresponds to the ﬁnest discretization level and that vˆL corresponds
to an approximative solution without the data compression techniques described above.
Using the adaptation techniques, an approximation v¯L is computed by neglecting non-
signiﬁcant detail information via the parameter ε in (3.33). With ε = 0 the adaptive
scheme and the reference ﬁnite volume scheme are identical. Therefore the adaptive scheme
can be interpreted as a perturbation of the reference scheme. Using ε = 0 introduces a
perturbation error3
eL := ‖v¯L − vL‖ (3.34)
that has to be added to the discretization error
τL := ‖vL − uˆL‖ (3.35)
evoked by the reference ﬁnite volume scheme. The error of the ﬁnite volume scheme
including the adaptation is
‖v¯L − uˆL‖ ≤ τL + eL . (3.36)
We assume that the diameter of all cell volumes is proportional with 2−L. Furthermore let
the reference ﬁnite volume method of order κ have a discretization error bounded by
τL  2−κL . (3.37)
The uniform boundedness of the perturbation error is detailed in Theorem 5 in [155].
eL  ε · 2L (3.38)
As a consequence, choosing
ε ∼ 2−(1+κ)L (3.39)
results in
τL ∼ eL . (3.40)
As a result of (3.36) and (3.40), comparing the adaptive scheme with the reference ﬁnite
volume scheme, accuracy is preserved.
Note that in most practical experiments the user usually sets ε from experience and
with regard to the desired accuracy. Typical values for ε in QUADFLOW are
5 · 10−4 < ε < 5 · 10−2 .
3Following [155] and [108], the error is measured in the weighted l1-metric ‖uL‖ := ‖uL‖1,L :=∑
VL,i|uL,i| . Thus all norms in this subsection are the weighted l1-norm.
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3.4.7 Nested Iteration
After the discussion of the three main parts of QUADFLOW we want to recapitulate the
iteration process when computing a steady ﬂow simulation.
The computation of an accurate approximation of the stationary solution is based on
a nested iteration approach. Starting with an initial coarse grid, the time integration is
carried out until a tolerance criterion for the residual is satisﬁed. In this tolerance criterion
the norm of the relative residual is required to be smaller than a given tolerance, R < ε1.
In QUADFLOW the residuals are measured in the L1-norm of the density. Thereafter,
a grid adaptation is performed. The time integration procedure starts again with an
interpolated initial condition. The user chooses the number of adaptations that are carried
out depending on the problem and the desired resolution of the stationary solution. After
the ﬁnal adaptation is performed, the stationary solution is evolved until a ﬁnal tolerance
criterion for the residual is satisﬁed, R < ε2.
3.5 Remarks on Implementation
In this section we present some implementational details. The ﬁrst subsection deals with
the used data structure, mainly implemented in QUADFLOW by Bramkamp [38]. In
Subsection 3.5.2 we focus on automatic diﬀerentiation, implemented by Bramkamp, Bu¨cker,
and Rasch [39]. In Subsection 3.5.3 aspects of parallelization are discussed.
3.5.1 Data Structures
Every cell of the domain consists of three basic so-called grid objects. These basic objects
are cells, faces, and nodes. In Figure 3.13 these objects are presented for the shaded cell in
the center. The cell is indicated by its centroid, indicated by a solid box. Faces are denoted
by solid lines with arrows indicating the corresponding ﬂuxes and nodes are pictured by
Figure 3.13: Collection of ﬂuxes for a polygonally bounded control volume in a two-
dimensional example
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circles. With every grid object we associate corresponding data. For every cell these are
coordinate of the centroid, cell volume, and approximate solution vector. For every face
we have area, outward normal vector, coordinate of midpoint, and approximate solution
vector of left and right state. Finally its coordinate is associated with every node. These
grid objects are related to each other via connectivity lists. A compact sparse row (CSR)
format [177] is applied to store neighbors and related data, e.g. ﬂuxes, for every cell.
The evaluation of ﬂuxes and their contribution to the participating cells is implemented
by performing sweeps over the faces. This method allows us to treat the grid as a fully
unstructured grid without requiring any special treatment for hanging nodes or the number
of neighbors as indicated in Figure 3.13.
More information on data structures in QUADFLOW is given in [38] for the ﬂow solver
and in [155] concerning the multiscale analysis. We also refer to the user manual [37] and
the source code documentation and developers’ guide [36].
3.5.2 Automatic Diﬀerentiation
Automatic diﬀerentiation (AD) comprises a set of techniques for automatically augmenting
a computer program with statements for the computation of derivatives. The AD tech-
nology is applicable whenever derivatives of functions are given in the form of a high-level
programming language. AD treats functions of any high-level programming language as a
—potentially very long— sequence of elementary operations for which the corresponding
derivatives are known. The chain rule of diﬀerential calculus can be applied repeatedly
and the combination of the computed step-wise derivatives result in the diﬀerentiated code,
also called the derivative code.
In Paragraph 3.5.2.4 we give a list of several tools in which the process of creating
the diﬀerentiated code is automated. These tools allow generating derivatives without
additional truncation error with relatively little human eﬀort. AD modiﬁes the code of the
according functions so that the derivatives are computed alongside. In contrast to that,
evaluations with perturbed input is needed for computing numerical diﬀerentiation based
on divided diﬀerencing for approximating derivatives.
We present the forward mode of AD in Paragraph 3.5.2.2. This mode is used in the
applications in QUADFLOW. Finally we discuss the Matrix-free computation of a matrix-
vector Product in Paragraph 3.5.2.3
The reader is referred to the books [91, 168] and the proceedings of AD workshops
[22, 29, 48, 64] for a more detailed description of this technique. A good compressed
introduction within the context of computational ﬂuid dynamics can be found in [30].
Other approaches for computing derivatives are discussed in Section 9.1.
3.5.2.1 Implementation in QUADFLOW
In QUADFLOW, AD is used to compute the Jacobians (3.31). The use of exact Jacobians
is compared in a systematic study in [39] with the use of Jacobians that are numerically
approximated by ﬁrst-order forward diﬀerences. Using AD in the computation of the
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local Jacobians not only yields a more robust and reliable overall computational scheme,
compared to an approach based on divided diﬀerencing, but can also improve the rate of
convergence signiﬁcantly [39].
We use AD also in a sensitivity analysis in Section 8.4. Moreover the matrix-free matrix-
vector product is realized using AD, cf. Chapter 9 and Paragraph 3.5.2.3. Technically, the
diﬀerentiation procedure was not fully automatic because the parts of QUADFLOW which
are relevant for this study consist of modules written in diﬀerent programming languages,
namely Fortran, C, and C++. In QUADFLOW, several low-level Fortran subroutines
constitute the mathematical core of the ﬂow solver. Higher-level routines calling these
Fortran subroutines are implemented in C and C++, and are mainly responsible for the
control ﬂow and for the interfacing to the PETSc library [8, 9] written in C.
Since currently no AD tool is capable of augmenting mixed-language programs with
derivatives, we followed a semi-automatic approach in QUADFLOW. We started with the
transformation of the low-level Fortran subroutines. This was done automatically by using
ADIFOR [25, 26]. Thereafter, the higher-level modules were modiﬁed manually such that
subroutine calls to the original low-level routines were replaced by corresponding calls to
the diﬀerentiated versions of those Fortran routines. This also includes providing memory
for the derivatives. When a system of linear equations is iteratively solved by the PETSc
library, AD is not applied to the PETSC code but is handled in a hierarchical way as
described in [28].
Parts of the code consist of only piecewise diﬀerentiable intrinsic functions, such as
min(·) or max(·), which occur in, e.g., the implementation of the Venkatakrishnan lim-
iter [202]. In such cases we use the ﬂexible exception handling mechanism of ADIFOR
allowing us to specify the exceptional behavior. In practice, the continuation of the deriva-
tive computation with some reasonable value is usually desired, even if the derivative is
—in a strict sense— not deﬁned. In our implementation we successfully use the default
strategy of ADIFOR which is the so-called “generalized gradient principle” deﬁning the
generalized gradient, e.g. in the case of min(·) or max(·), to the average of the partial
derivatives of the two arguments.
More studies on computing the Jacobians using AD and PETSc can be found in, e.g.,
[114, 115].
3.5.2.2 The Forward Mode of AD
There exist two options of using AD, namely the reverse mode and the forward (or direct)
mode. In QUADFLOW we use the latter for the implementation of the computations of
the Jacobians (Section 3.3.4), the sensitivity analysis (Section 8.4), and the matrix-free
evaluation of the matrix-vector product (Chapter 9 and Paragraph 3.5.2.3). Therefore, we
refer to the literature [91, 92, 168] for the reverse mode and illustrate the forward mode in
the following.
Assume we have given a program P in any high-level programming language like C++,
C, or Fortran that evaluates a function
f : Rn → Rm
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for an arbitrary vector x ∈ Rn. AD analyzes the program P and transforms it into
another program g P , called the diﬀerentiated program. It evaluates not only f(x) but
also the Jacobian g f(x) := J(x) for the same vector x. The basic idea behind AD is
that in most codes P the evaluation of any function f is nothing but a —potentially very
long— sequence of elementary operations of which the partial derivatives are known. Such
elementary operations are additions, multiplications, or intrinsic functions like exp(·), ln(·),
or the trigonometric functions like sin(·) or cos(·). AD analyzes every line of the code of
the given program P , decomposes potentially complex expressions into several elementary
operations, and augments the code in order to compute the Jacobian alongside. The key
ingredient is the use of the chain rule of diﬀerential calculus. This is illustrated in the
following short example. Note that AD scales up to programs with several hundreds of
thousands lines of code [31].
In this example we compute the arithmetic mean a of the entries of the vector x :=
(x1, x2, . . . nn)
T and the Euclidean Norm b := ‖x‖2.
f(x) :=
(
a
b
)
=
(
1
n
∑n
i=1 xi√∑n
i=1 x
2
i
)
Let the algorithm in Figure 3.14 be the given program P for evaluating f .
a := 0 ;
b := 0 ;
for i = 1, 2, . . . , n
a := a + xi ;
b := b+ xi ∗ xi ;
end i
a := a/n ;
b := sqrt(b) ;
Figure 3.14: Non-diﬀerentiated program P
The derivatives of each elementary operation are known. According to the chain rule of
diﬀerential calculus AD accumulates these derivatives of the elementary operations. Every
quantity q of the algorithm is associated with a derivative object g q which has to be
initialized when q is initialized and updated whenever q changes. In the forward mode the
lines of the program P are processed from the top to the bottom in the same order the
lines are processed when executing P . Applying the forward mode of AD, the program P
from Figure 3.14 is transformed into the augmented code g P given in Figure 3.15. Since
the function f has n input arguments all derivative objects are row vectors of length n.
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for i = 1, 2, . . . , n /* initialize g xi */
g xi := ei ; /* unit vector ei */ (3.41)
end i
a := 0 ;
g a := 0 ;
b := 0;
g b := 0 ;
for i = 1, 2, . . . , n
a := a + xi ;
g a := g a+ g xi ;
b := b+ xi ∗ xi ;
g b := g b+ 2 ∗ xi ∗ g xi ;
end i
a := a/n ;
g a := g a/n ;
b := sqrt(b) ;
g b := g b/b/2 ; (3.42)
Figure 3.15: Diﬀerentiated program g P
Therefore, these derivative objects g a and g b are given in boldface in Figure 3.15. In
this pseudo-code loops for the single values of the derivative objects are hidden. Note that
g P computes f and the Jacobian
g f(x) :=
(
g a
g b
)
=
( ∂a
∂x1
, ∂a
∂x2
, . . . ∂a
∂xn
∂b
∂x1
, ∂b
∂x2
, . . . ∂b
∂xn
)
.
The update of g b in (3.42) uses the previously changed value of b. The formal deriva-
tion of b := sqrt(b) would be g b := g b/sqrt(b)/2; using this expression the update of b
must succeed the derivative computation. The initialization or seeding of g xi with the
gradient ∇xi of xi with respect to x is leading to the computation of the full 2× n Jaco-
bian g f(x). In this case the seeding with ∇xi equals a seeding with the ith unit vector,
cf. (3.41). Depending on the initial program P this seeding roughly increases work and
memory needs by a factor of n. In the following paragraph we discuss a cheaper alternative
to the computation of the full Jacobian.
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3.5.2.3 Matrix-free Computation of a Matrix-Vector Product
For many applications it is not necessary to compute the full Jacobian matrix. Choosing
the seeding
g xk ≡ g xk := vi =∇xi · v , (3.44)
where v ∈ Rn is a given vector yields the computation of g f(x) · v. Without actually
computing the full Jacobian the product of the Jacobian and the vector v is calculated.
This variant is much more eﬃcient than ﬁrst computing g f(x) and then multiplying with
v. The matrix-free variant m P of the program P is given in Figure 3.16. The program
computes f and
g f(x) · v =
(
g a
g b
)
:=
( ∂a
∂x1
, ∂a
∂x2
, . . . ∂a
∂xn
∂b
∂x1
, ∂b
∂x2
, . . . ∂b
∂xn
)
· v ,
which is the product of the Jacobian with the vector v. The derivative objects are scalars,
cf. (3.43), and the increase of work and memory needs is moderate compared to the original
code P .
for i = 1, 2, . . . , n /* initialize g xi */
g xi := vi ; /* given vector v */ (3.43)
end i
a := 0 ;
g a := 0 ;
b := 0 ;
g b := 0 ;
for i = 1, 2, . . . , n
a := a + xi ;
g a := g a + g xi ;
b := b+ xi ∗ xi ;
g b := g b+ 2 ∗ xi ∗ g xi ;
end i
a := a/n ;
g a := g a/n ;
b := sqrt(b) ;
g b := g b/b/2 ;
Figure 3.16: Matrix-free variant m P
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Note that the number of diﬀerent matrix vector products that are actually computed
with the same Jacobian matrix is critical for the performance. In an example in which,
e.g., a Krylov solver (cf. Section 4.2) performs hundreds of matrix vector products a
setting up of the Jacobian is deﬁnitely meaningful and eﬃcient. In cases in which only a
couple of these matrix vector multiplications are needed or in cases in which saving memory
requirements is preferable this matrix-free variant should be used. Moreover, matrix-vector
products with matrices that would not ﬁt in memory can be carried out. This trade-oﬀ is
also discussed in, e.g., [59].
3.5.2.4 Available AD Tools
In this paragraph we brieﬂy list some available AD software packages. So far each tool was
designed to support only a single programming language, such as Fortran, MATLAB, or
C and/or C++. Recently an AD tool for Java has become available [183].
The previously described technique augments the program P into the diﬀerentiated
program g P or —in the matrix-free implementation— m P by transforming the corre-
sponding source code. Therefore the corresponding software packages are called source
transformation methods. Tools using source transformation are, e.g., ADIFOR [25, 26],
ADIC [33], TAF [86], and TAPENADE [163]. Another approach uses operator overload-
ing on all elementary operations. AD software packages based on this approach are, e.g.,
ADOL-C [93], ADF95 [187] and MAD [79]. ADiMat [27] combines both approaches. AD
can be also integrated into the NAGWare Fortran 95 compiler as done in [157]. A complete
recent list of AD tools can be found in [6].
3.5.3 Parallelization
The work on a domain decomposition parallelization in QUADFLOW is still under devel-
opment. Because there are no publications on this topic within the QUADFLOW context
so far, the description follows the main ideas that are given in the research request for the
period 2006–2008.
The implementation uses the message passing interface (MPI) [151, 152] and open multi-
processing (OpenMP). [161]. For a description of these standards we refer to literature for
MPI [94, 95, 184] and books on OpenMP [56, 57]. A survey using a variety of scalable
computer architectures can be found in [18].
The multi-block grids, cf. Subsection 3.2.4, can be used in a static block decomposition
method. In this conﬁguration, every block of the grid is assigned to one processor. The cells
can be dynamically distributed to diﬀerent processors e.g. by using space ﬁlling curves,
cf. [212]. For this approach we use the tools METIS [124, 126] and ParMETIS [125, 180]
which can be coupled with the PETSc library [8, 9].
In Figure 3.17 an example with four processors is given. The grid in picture (a) is
decomposed into 4 blocks, every processor is assigned to one of the blocks as pictured in
subﬁgure (b). The cells that are locally assigned to processor P3 are given in the third
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(d)
P3-ghost cells
(e)
P1-ghost cells that are
sent from P3 to P1
(f)
P4-ghost cells that are
sent from P3 to P4
Figure 3.17: Cell communication in an example for a grid distribution with 4 processors
P1, P2, P3, and P4. Grid, processor distribution and cells assigned to processor P3 (upper
row) and cell communication for processor P3 (lower row)
picture (c). For the computation usually information from adjacent cells is needed, there-
fore ghost cells have to be added to the set of cells for each processor. Hence, usually we
have an overlapping of cells on neighboring blocks. Computations using a diﬀerent num-
ber of overlapping levels can be performed. In Figure 3.17 we assume that only adjacent
cells (level 1 overlapping) are ghost cells. The ghost cells for processor P3 are given in
subﬁgure (d). Some cells that are assigned to processor P3 are needed on other processors
to be used as ghost cells, as shown in pictures (e) and (f). Thus, sending and receiving
of information between the processors has to be provided in the overlapping area. The
domain should be decomposed in a way such that those communication costs are minor
to the computational time. A good domain decomposition method balances the load of
computation for the processors. Load balancing strategies allow a dynamic block decompo-
sition method in which the load of the processors are balanced by re-organizing the blocks
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during the computation. For further information on domain decomposition methods we
refer to the annually proceedings of the conferences on domain decomposition methods [75].
The computations of this thesis are done with the QUADFLOW versions of the years
2003–2007. In these versions, only a static block decomposition method is implemented.
While the adaptation method is working block-by-block, still all grid information has to be
available on one processor in the ﬁnite volume discretization. Therefore parallelism of the
ﬂow solver is only on-hand within this context. The PETSc library [8, 9] supports parallel
methods but a complete block decomposition method is only implemented for non-adaptive
computations. Hence, only one parallel computation is presented in Subsection 9.3.6 and
there is no discussion on parallel methods in this thesis.
Although latest versions of QUAFLOW provide a complete block decomposition, the
development on a dynamic block decomposition method is still in progress. We do not
expect a diﬀerent behavior of the tested techniques when using the parallel version of
QUADFLOW. However, the use of adapted preconditioners such as additive or multiplica-
tive Schwarz preconditioners should be considered, as proposed in [51, 52, 96, 115, 116]
and numerous contributions in the proceedings of the conferences on domain decomposi-
tion methods [75]. Furthermore, some implementational work has to be done to use all
presented techniques in parallel.
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Chapter 4
Introduction to Iterative Methods
Small systems of linear equations can be solved using a direct solver, e.g., by applying
Gaussian elimination with pivoting. Due to memory and time requirements, this approach
is not suitable for the solution of large, sparse systems, cf. [47]. For that class of problems,
iterative methods often provide fast and adequate approximations of the solution.
This chapter starts with the description of some basic, standard iterative methods
in Section 4.1 to be used later for preconditioning aspects, too. Section 4.2 deals with
Krylov subspace methods. Diﬀerent variants of the Conjugate Gradient method [110]
are described. One of them, the BiCGSTAB method [196], will be used in the numerical
experiments in the following chapters. This method will be combined with a preconditioner
of the type as they are given in Section 4.3.
For an overview of direct and iterative solver we recommend [76]. The basis for this
chapter are the books by Hackbusch [103] and Saad [177], as well as the references [12,
69, 76, 172]. Most of these methods are implemented in PETSc library [8, 9] and are
available in QUADFLOW for solving the large sparse linear systems of equations arising
from discretization and linearization.
4.1 Standard Iterative Methods
The methods in this section are classical iterative methods. They are called “stationary
methods” as well [12]. While implementation and understanding is easy, their performance
is low [12] compared with “non-stationary methods”, for example the Krylov subspace
methods described in Section 4.2 and multigrid methods discussed in [193, 101, 103].
4.1.1 Consistency and Convergence
Consider the system of linear equations
Ax = b , detA = 0 . (4.1)
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Let x0 be an initial guess of the solution. An iterative method for approximating the
solution of (4.1) is
xk+1 := Φ(xk,b) ∀ k ∈ N0 . (4.2)
Iteration methods should comply with several basic requirements such as consistency
and convergence. For problem (4.1), we call x∗ a ﬁxed point of Φ(xk,b), if the following
holds:
x∗ = Φ(x∗,b) . (4.3)
Φ is called consistent with (4.1), if the solution of (4.1) is a ﬁxed point of Φ for all arbitrary
right-hand sides b. A method Φ from (4.2) is deﬁned to be convergent , if the iterands xk
from (4.2) converge towards x∗ for all initial guesses x0 and arbitrary right-hand sides b.
4.1.2 Linear Iterative Methods
An iterative method Φ from (4.2) is called linear, if
Φ(x,b) = Mx +Nb, M, N ∈ Rn×n . (4.4)
Following the notation of [103], there exist three normal forms of linear iterative meth-
ods (4.4). These are
xk+1 := Mxk +Nb (4.5)
xk+1 := xk −N(Axk − b) (4.6)
W (xk − xk+1) := Axk − b , (4.7)
whereas M is called iteration matrix. Having a consistent method, using Ax∗ = b and
x∗ = Mx∗ + Nb leads to M = I −NA, where I denotes the identity matrix. The second
normal form (4.6) results from the latter. Furthermore, regular matrices N lead to (4.7)
using W = N−1 and (4.6).
Let σ(M) denote the spectrum of the iteration matrix. The corresponding spectral
radius ρ(M) := max{ |λ| | λ ∈ σ(M) } is used to characterize convergence. A linear
iterative method Φ is convergent, if and only if ρ(M) < 1 [88]. The spectral radius is often
called convergence speed.
4.1.3 Jacobi and Gauss-Seidel
The idea of some basic methods follows the ansatz of splitting the matrix A into two parts,
a regular component W and a remainder R .
A = W − R (4.8)
leading to Wx = Rx+ b .
The method
Wxk+1 = Rxk + b (4.9)
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should be considered only, if the systems of equations using W are easier to solve than
using A. Using
M := W−1R ,
N := W−1
and (4.9) in the third normal form (4.7) yields both other normal forms (4.5) and (4.6).
Diﬀerent choices of W lead to the methods by Jacobi and Gauss-Seidel :
Jacobi’s method is deﬁned by choosing
W := D := diag(A) (4.10)
in (4.9), where diag(A) denotes the diagonal ofA. The regularity of the diagonal is required.
This constraint can always be fulﬁlled by interchanging rows provided by detA = 0 .
Gauss-Seidel’s method is deﬁned by (4.9) and the following choice of W :
W := D − LA (4.11)
Here, −LA describes the strict lower triangular part of A.
The second normal form of Jacobi’s method (4.10) is
xk+1 := xk −D−1(Axk − b) . (4.12)
Gauss-Seidel’s method (4.11) corresponds to the following second normal form:
xk+1 := xk − (D − LA)−1(Axk − b) (4.13)
Introducing a scalar factor θ in front of the matrixN in the corresponding second normal
form (4.6) can lead to an improvement of the convergence rates, e.g., in convection-diﬀusion
problems as shown in [23]. These methods are called relaxation methods.
A relaxation method that corresponds to the linear iterative method Φ from (4.2)
is given by
xk+1 := xk − θN(Axk − b) ∀ θ ∈ R . (4.14)
Values θ ∈ (0, 1) lead to damping, θ > 1 prescribes an over-relaxation. The relaxed Jacobi
method is characterized by its second normal form
xk+1 := xk − θD−1(Axk − b) . (4.15)
The corresponding second normal form for Gauss Seidel’s damped method is
xk+1 := xk − θ(D − LA)−1(Axk − b) . (4.16)
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In the sequel we give the point wise representations of the methods by Jacobi and
Gauss-Seidel. Looking at the i-th equation of (4.1)
n∑
j=1
ai,jxj = bi ,
we can solve for the value of xi while assuming the other entries of x remain ﬁxed. This
leads to
ai,ixi = bi −
∑
j =i
ai,jxj (4.17)
suggesting Jacobi’s method in its point wise representation
xk+1i =
1
ai,i
(
bi −
∑
j =i
ai,jx
k
j
)
, i = 1, . . . , n .
Obviously this method is inherently parallel. Assuming the equations are examined in
some ordering and using previously computed as soon as they are available, we can split
up the sum in (4.17). This results in the following representation of Gauss-Seidel’s method.
ai,ix
k+1
i = bi −
i−1∑
j=1
ai,jx
k+1
j −
n∑
j=i+1
ai,jx
k
j , i = 1, . . . , n (4.18)
4.1.4 Convergence Results
In this subsection we brieﬂy give some basic convergence results for the methods by Jacobi
and Gauss-Seidel. For the corresponding proofs we refer to [103] and [177].
For the characterization of convergence we introduce the following two deﬁnitions. A
matrix A ∈ RN×N is called irreducible, if
 P ∈ RN×N : PAP T =
(
B C
O D
)
,
whereas B ∈ RL×L , C ∈ RL×M , D ∈ RM×M , and L +M = N , M ∈ N. The matrix
O ∈ RM×L denotes the matrix containing only zeros.
A matrix A = (ai,j)1≤i,j≤N = ∈ RN×N is called diagonal dominant, if
[ |aii| ≥
∑
j =i
|aij| ∀ i ∈ {1, 2, . . . , N} ]
∧ [ ∃ i ∈ {1, 2, . . . , N} so that |aii| >
∑
j =i
|aij| ]
⎫⎬
⎭ (4.19)
holds. If the second constraint in (4.19) holds for all i ∈ {1, 2, . . . , N}, strictly diagonal
dominance is present.
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Using that deﬁnitions, Jacobi and Gauss-Seidel are convergent, if one of the following
constraints holds:
• A is strictly diagonal dominant
• A is irreducible and diagonal dominant
For Gauss-Seidel one of the following constraints
• A is diagonal dominant
• A is symmetric positive deﬁnite
already results in convergence, as detailed in, e.g., [143]. More convergence analysis can
be made, if A is a so-called “M-matrix”. For M-matrices we refer to [97, 103, 172].
4.1.5 Arithmetic Costs
In this section we brieﬂy exemplify the arithmetic costs of the methods described in Sub-
section 4.1.3 when using them on sparse matrices A ∈ Rn×n in systems of equations (4.1).
The costs strongly depend on the pattern of the matrix A. In many cases, there exists
a number CA prescribing the maximal number of nonzero entries in every row of A. In this
case the total number of nonzero entries, denoted by nnz(A), can be bounded by
nnz(A) ≤ CA n .
Obviously, for the iteration matrix in Jacobi’s method (4.12), MJacobi = D−1(D − A), the
relation nnz(MJacobi) = nnz(A) − n holds. Therefore, every iteration costs (CA − 1) n
multiplications and (CA − 2) n additions.
cost(ΦJacobi, A) ≤ 2(CA − 1) n
Because Gauss-Seidel’s method is basically a Jacobi iteration that uses as well information
from xk+1 instead of xk, both methods have the same complexity, cf. [103, 177].
cost(ΦGSeidel, A) ≤ 2(CA − 1) n
All standard iterative methods applied to sparse matrices have an arithmetic cost pro-
portional to their dimension n, cf. [103].
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4.2 Krylov Subspace Methods
By contrast with the methods in the previous section, Krylov subspace methods are a
part of “non-stationary” methods. Non-stationary methods are non-linear methods and
the needed information for computing an iteration may change in each iteration, cf. [12].
Krylov methods are popular methods for solving large, sparse systems of linear equations.
The Krylov subspace K is the basis for these methods. This subspace is characterized
by
Km(A,v) := span〈v, Av, A2v, . . . , Am−1v〉 , A ∈ Rn×n, v ∈ Rn. (4.20)
The aim of this subsection is to explain the BiCGSTAB method that is later used in all
computations with our test problems. BiCGSTAB uses ideas of the CG method, described
in Subsection 4.2.1. This method only works on symmetric positive deﬁnite matrices.
BiCG and BiCGSTAB, described in Subsection 4.2.2, can be used with other matrices as
well. Although using BiCG or BiCGSTAB may result in a breakdown, cf. Subsection 4.2.2,
however, the methods are quite stable when using it in practical experiments. Convergence
results only exist for the CG method.
A good overview of other popular methods, such as GMRES [178], MINRES [162], and
QMR [82], can be found in, e.g., [12, 81]. A survey on the eﬃciency of diﬀerent Krylov
methods is given in, e.g., [156].
4.2.1 Method of Conjugate Gradients (CG)
The method of conjugate gradients [110] was designed for solving the systems of equations
(4.1) with a symmetric positive deﬁnite matrix A. In this case, (4.1) equals a minimization
problem. We introduce the function
F : Rn → R; F (x) := 1
2
〈x, Ax〉 − 〈b, x〉 , 〈y, z〉 := yTz .
Due to
F′(x) :=∇F (x) = Ax− b , F ′′(x) = A
the function F has its unique minimum at x∗ which is the solution of (4.1).
The solution of this minimization problem starts with an initial guess x0 ∈ Rn. Using
a parameter α and a searching direction pk, in every step of the algorithm a new vector
xk+1 := xk + αkpk (4.21)
is generated. The corresponding, in α quadratic, polynomial
Ψ(α) := F (xk + αpk) = F (xk) + α〈pk, Axk − b〉+ α
2
2
〈pk, Apk〉
has its minimum at
αkopt =
〈pk, b−Axk〉
〈pk, Apk〉 . (4.22)
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The defect (residual)
rk := b−Axk (4.23)
satisﬁes the recursion
rk+1 = rk − αkoptApk . (4.24)
Consider Cauchy-Schwarz’s inequality |〈pk, rk〉| ≤ ‖pk‖2‖rk‖2. Equality holds only if
pk = ψrk, ψ ∈ R. Using ∂αΨ(0) = −〈pk, rk〉, pk = rk is the direction of the steepest
descent. The optimal choice of αkopt from (4.22) in (4.21) combined with p
k = rk deﬁnes
the method of the steepest descent.
Simple two-dimensional examples already show a slow convergence when the method of
the steepest descent is used, cf. [103, 172]. Resulting from simple geometric considerations
in R2, using the scalar product
〈x, y〉A := 〈Ax, y〉 (4.25)
the solution can be achieved after two steps by claiming the new search direction p1 to be
A-orthogonal to the old search direction r0. Constructing the new search direction pk by
orthogonalizing the defect rk via Gram-Schmidt to all previous search directions
pk := rk −
k−1∑
l=0
〈rk, pl〉A
〈pl, pl〉Ap
l (4.26)
leads to the method of the conjugate gradients (CG).
In the following we will see that the new search directions can be computed easier using
(4.28). Expression (4.26) yields
〈pk, pj〉A := 〈pk, Apj〉 = 0 ∀ j ∈ {0, 1, . . . , k − 1} .
Combining this with (4.24) and (4.22),
〈pj, rk+1〉 = 〈pj , rk〉 − αkopt〈pj, Apk〉 = 0 , ∀ j ∈ {0, 1, . . . , k}
holds.
Neglecting the fact that in numerical computations no orthogonal basis can be con-
structed because of rounding errors, the CG method leads to the solution of (4.1) after
having performed m ≤ n steps: xm = x∗, cf. [103]. Due to his result, the CG method
is formally a direct solver. Practically, the systems in (4.1) are large and we are only
interested in approximate solutions xk ≈ x∗, k  n and therefore this method can be
seen as an iterative method. Convergence results can be found in, e.g., [12, 47, 103]. The
convergence rate in the energy norm ‖·‖A := ‖A1/2 ·‖, induced by the corresponding scalar
product 〈·, ·〉A, cf. (4.25), is
ρCG :=
k
√
‖ek‖A
‖e0‖A ≤ 2
√
cond(A)− 1√
cond(A) + 1
.
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Therein, ek := xk − x∗ denotes the error.
Because of the following equality, the CG algorithm is a Krylov subspace method. Let
m be such that xm = x∗ holds. Then we have
span〈p0,p1, . . . ,pk〉 = span〈r0, r1, . . . , rk〉 = Kk+1(A, r0) ∀ 0 ≤ k ≤ m . (4.27)
Thus, the new search directions build an A-orthogonal basis of the Krylov subspace. In
every step the corresponding error is minimized in the Krylov subspace Kk+1(A, r0) with
respect to the A-norm ‖ · ‖A.
Let m be such that xm = x∗ holds. Then the following relation (cf. [103]) holds:
〈Ark, pl〉 = 0 ∀ 0 ≤ l ≤ k − 2 , k ≤ m
We see that most of the summands of (4.26) vanish resulting in
pk := rk − 〈Ar
k, pk−1〉
〈Apk−1, pk−1〉p
k−1 . (4.28)
Finally, we can describe the method of conjugate gradients as presented in Figure 4.1.
Using an optimized variant of this algorithm as in [103], we comment on the arithmetic
costs of the CG method: Per iteration, one evaluation of p → Ap, denoted by C(A), three
procedure ΦCG(x0, A,b) ;
r0 := b−Ax0 ;
for k = 0, 1, . . . , n− 1
if rk = 0
abort
else
pk := rk − 〈Ar
k, pk−1〉
〈Apk−1, pk−1〉p
k−1 (p0 := r0) ; (4.29)
αkopt :=
〈pk, b−Axk〉
〈pk, Apk〉 ;
xk+1 := xk + αkoptp
k ;
rk+1 := rk − αkoptApk ;
end else
end for
Figure 4.1: Conjugate Gradient method (CG)
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vector additions, three multiplications of a vector with a scalar, and the evaluation of two
scalar products have to be performed resulting in arithmetic costs of
cost(ΦCG(x0, A,b)) = C(A) + 8n
per iteration cf. [103].
4.2.2 Stabilized Bi-Conjugate Gradient Method (BiCGSTAB)
The CG method is only suitable to work on symmetric matrices. This subsection gives a
brief overview of common methods that deal with non-symmetric matrices. We refer to
literature for details, e.g., [12, 47, 172, 175, 177].
A common method that is applicable to non-symmetric matrices is the Generalized
Minimal Residual (GMRES) method [178]. While in the CG method the basis for the
Krylov Space (4.27) is formed by the residuals (4.27), in GMRES this basis is formed ex-
plicitly using Arnoldi’s method [5]. This procedure is a modiﬁcation of the Gram-Schmidt
orthogonalization and needs so-called long recurrences: To form the basis all previously
computed vectors of the orthogonal sequence have to be retained. Avoiding the high mem-
ory requirements, a restarted variant is often used. In GMRES(m), m < n the computation
is restarted after m steps of GMRES have been computed. Like the CG method, GMRES
converges at least after n steps, however, there exist examples for which the restarted
variant GMRES(m) fails to converge and examples for which GMRES needs n steps to
converge [12].
Avoiding the long recurrences in the GMRES method, the Bi-Conjugate Gradient
Method (BiCG), ﬁrst proposed in [134], replaces the orthogonal sequence of residuals
by two mutually orthogonal sequences. Resulting from the Bi-Lanczos algorithm, cf.
[47, 175, 177], the algorithm solves not only the original system Ax = b but also a dual
linear system AT x˜ = b˜.
The Conjugate Gradient Squared Method (CGS) [186] does not need the transposed
matrix AT and is based on some observations of the BiCG method. This method often
results in irregular convergence patterns, cf. [196]. The Stabilized Bi-Conjugate Gradient
Method (BiCGSTAB), presented in Figure 4.2, was developed to avoid this diﬃculty[196].
BiCGSTAB is a variant of CGS and can be interpreted as a product of BiCG and repeatedly
GMRES(1), cf. [12].
Every step of BiCGSTAB, cf. Figure 4.2, costs two evaluations of p → Ap, six vector
additions, six multiplications of a vector with a scalar and the evaluation of four scalar
products. Thus, the arithmetic costs are
cost(ΦBiCGSTAB(x0, A,b)) = 2C(A) + 14n
per iteration.
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procedure ΦBiCGSTAB(x0, A,b) ;
r˜0
e.g.
:= r0 := b−Ax0 ;
p−1 := c−1 := 0 ;
ρ−1 := ω−1 := 1 ;
for k = 0, 1, . . . , until rk > tol
ρk := 〈rk, r˜0〉 ;
βk :=
αk−1
ωk−1
ρk
ρk−1
;
pk := βkpk−1 + rk − βkωk−1ck−1 ;
ck := Apk ; (4.30)
γk := 〈ck, r˜0〉 ;
αk :=
ρk
γk
;
rk+
1
2 := rk − αkck ;
ck+
1
2 := Ark+
1
2 ; (4.31)
ωk :=
〈ck+ 12 , rk+ 12 〉
〈ck+ 12 , ck+ 12 〉 ;
xk+1 := xk + αkpk + ωkrk+
1
2 ; (4.32)
rk+1 := rk+
1
2 − ωkck+ 12 ;
end for
Figure 4.2: Stabilized Bi-Conjugate Gradient method (BiCGSTAB)
While GMRES is —at least if many Krylov iterations have to be performed— an
expensive but robust method, using methods like BiCG, CGS, and BiCGSTAB may result
in a “breakdown” of the algorithm, that is, an undesirable abortion of the procedure without
returning any useful results. This is usually caused by underﬂow or overﬂow. Several
variants have been developed using so-called “look-ahead” strategies to avoid occurring
breakdowns. However, in our practical experiments, BiCGSTAB turns out to be a fast and
reliable solver. Nevertheless, all state-of-the-art short-recurrence algorithms may result in
a breakdown and all restarted variants may stagnate during the convergence process.
As investigated in [156] there is no “best” Krylov method, that is, one should choose
the method depending on the underlying problem class.
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4.3 Preconditioning
The aim of preconditioning is improving eﬃciency and robustness of iterative methods.
The basic methods presented in Section 4.1 can be used for preconditioning. We will
use a Gauss-Seidel-type method (4.11) as a preconditioner for BiCGSTAB in Chapters 6
and 7. Another popular technique is the incomplete LU decomposition, presented in Sub-
section 4.3.4. An ILU-type method will be used in our experiments in Chapters 6, 8 and 9.
Subsection 4.3.5 deals with the sparse approximate inverse preconditioner. An overview
of other preconditioners can be found in [12, 47, 76, 177]. Before describing the precondi-
tioners, we will present the main idea of preconditioning in Subsection 4.3.1 and give the
algorithm of a preconditioned conjugate gradient method in Subsection 4.3.2.
4.3.1 The Idea of Preconditioning
Especially when using iterative methods as presented in Section 4.2, the speed of conver-
gence depends on the right-hand side b and spectral properties of the given matrix A, cf.
[47, 103, 172]. The main idea of preconditioning is the construction of a second matrix W
that somehow approximates A from (4.1) leading to the system of equations
W−1Ax = W−1b . (4.33)
To beneﬁt from (4.33) we claim that the computational costs for solving Wx = b
should be much less than the costs for solving Ax = b. Moreover, possible additional
storage requirements should remain in a feasible order of magnitude.
Krylov subspace methods only need the matrixA for computing matrix-vector products,
cf. Figures 4.1 and 4.2 and Remark 1 at the end of the following subsection. Thus, instead
of building the new system matrix from (4.33), we can compute easier u = W−1Av by
evaluating w = Av and solving Wu = w.
There exist three diﬀerent types of preconditioners. Solving W−1Ax = W−1b instead
of Ax = b as in (4.33) is denoted by left preconditioning. In all out experiments we will
combine the BiCGSTAB method with a left preconditioner. Note that even having two
symmetric positive deﬁnite matrices A and W usually results in a matrix W−1A being not
symmetric positive deﬁnite. Exchanging the scalar product with 〈·, ·〉W leads to a matrix
W−1A that is symmetric with respect to the new scalar product, cf. [12, 76]. Right
preconditioning consists of solving AW−1y = b and Wx = y leading to a solution of
Ax = b, too. The right-hand side remains as it is in this case. Combining both strategies
results in the both-sided preconditioning
W−11 AW
−1
2 (W2x) = W
−1
1 b .
In particular, a distribution between left and right preconditioner yields a symmetric iter-
ation matrix W = W1W2 if one uses W1 = W
T
2 in (4.3.1). This allows us to construct a
modiﬁed CG method without deﬁning a new scalar product, see [12] for details.
57
CHAPTER 4. INTRODUCTION TO ITERATIVE METHODS
4.3.2 Preconditioning Krylov Methods
In this subsection we present the preconditioned versions of the CG and the BiCGSTAB
method from Section 4.2. The higher costs for preconditioning are due to the additional
systems of equations of the form Wz = r that have to be solved.
Considering the CG method from Figure 4.1, let A and W be symmetric positive
deﬁnite.
Applying the CG method to
W−1/2AW−1/2︸ ︷︷ ︸ W 1/2x︸ ︷︷ ︸ = W−1/2b︸ ︷︷ ︸
A˜ x˜ = f˜
results in the preconditioned CG method, given in Figure 4.3, taken from [103]. Note that
Figures 4.1 and 4.3 only diﬀer in the formulas (4.29) and (4.34).
This algorithm can be implemented such that the arithmetic costs are
cost(ΦPCG(x0, A,b)) = C(A) + C(W ) + 8n
per iteration. This includes computational costs for one computation of p → Ap, denoted
by C(A), an additional evaluation of r → W−1r in (4.34), denoted by C(W ), as well as
procedure ΦPCG(x0, A,b) ;
r0 := b−Ax0 ;
for k = 0, 1, . . . , n− 1
if rk = 0
abort
else
pk :=
⎧⎨
⎩ W−1rk −
〈W−1Ark, pk−1〉
〈Apk−1, pk−1〉 p
k−1 ;
(p0 := W−1r0)
(4.34)
αkopt :=
〈pk, b−Axk〉
〈pk, Apk〉 ;
xk+1 := xk + αkoptp
k ;
rk+1 := rk − αkoptApk ;
end else
end for
Figure 4.3: Preconditioned Conjugate Gradient method (PCG)
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three vector additions, three multiplications of a vector with a scalar value, and two scalar
products.
Figure 4.4 shows the preconditioned BiCGSTAB method from Figure 4.2. Both algo-
rithms equal in the corresponding unlabeled equations. Equation (4.30) has to be modiﬁed
to (4.36) and the additional solving of a system with the preconditioner W in (4.35).
In the second step of BiCGSTAB, this repeats for (4.31) resulting in (4.37) and (4.38).
Additionally, the new iterands have to be adapted, cf. equations (4.32) and (4.39).
Obviously, the arithmetic costs per iteration increase by 2C(W ), resolving a total
procedure ΦPBiCGSTAB(x0, A,b) ;
r˜0
e.g.
:= r0 := b−Ax0 ;
p−1 := c−1 := 0 ;
ρ−1 := ω−1 := 1 ;
for k = 0, 1, . . . , until rk > tol
ρk := 〈rk, r˜0〉 ;
βk :=
αk−1
ωk−1
ρk
ρk−1
;
pk := βkpk−1 + rk − βkωk−1ck−1 ;
pˆ := W−1pk ; (4.35)
ck := Apˆ ; (4.36)
γk := 〈ck, r˜0〉 ;
αk :=
ρk
γk
;
rk+
1
2 := rk − αkck ;
rˆ := W−1rk+
1
2 ; (4.37)
ck+
1
2 := Arˆ ; (4.38)
ωk :=
〈ck+ 12 , rk+ 12 〉
〈ck+ 12 , ck+ 12 〉 ;
xk+1 := xk + αkpˆ+ ωkrˆ ; (4.39)
rk+1 := rk+
1
2 − ωkck+ 12 ;
end for
Figure 4.4: Preconditioned BiCGSTAB method
59
CHAPTER 4. INTRODUCTION TO ITERATIVE METHODS
amount of
cost(ΦPBiCGSTAB(x0, A,b)) = 2C(A) + 2C(W ) + 14n .
Remark 1 The described Krylov subspace methods, cf. Figures 4.1–4.4, do not require
that the matrix A is build explicitly but need the evaluation of A with some given vector
x ∈ R4N (d = 2). Therefore all methods can be implemented easily in a matrix-free context.
The matrix-free implementations are treated in Chapter 9, the matrix-free evaluation of a
matrix-vector product is the topic of Paragraph 3.5.2.3. 
4.3.3 Jacobi and Gauss-Seidel
Jacobi and Gauss-Seidel can be easily used as preconditioner for algorithms presented in the
previous subsection. The algorithms in Figures 4.3 and 4.4 only need the preconditioning
matrix W . In a practical implementation the matrix W is never built, only a solver for
solving equations with the matrix W as in (4.34), (4.35), and (4.37) has to be provided.
Regardless of this, to present an overview, we give the preconditioning matrices from
Subsection 4.1.2 and enhance the set by a couple of other popular basic preconditioners,
namely the successive over-relaxation method (SOR) and its symmetric variant SSOR, as
described in, e.g., [12].
Jacobi: W := D
Gauss-Seidel: W := D − LA
SOR: W := D − θLA
SSOR: W :=
1
θ(2− θ)(D − θLA)D
−1(D − θUA)
In the last equation −UA describes the strict upper triangular part of A, A = D−LA−UA.
4.3.4 Incomplete Lower- Upper- Decomposition (ILU)
The task of preconditioning is ﬁnding a balance between the eﬀort for computing the
additional preconditioning step and the work for solving the underlying system of equations.
In terms of reducing the costs of solving the system of equations, the choice W = A would
result in a corresponding preconditioned system of equations that would be trivial resulting
from W−1A = I. Obviously, this violates the constraint from Subsection 4.3.1 claiming
systems of equations Wx = b should be solvable with much less eﬀorts that Ax = b.
An idea of ﬁnding a balance and improving the condition number of W−1A is to somehow
approximate an inverse matrix of A. One example is the incomplete LU factorization (ILU).
Using Gaussian elimination with pivoting, every matrix can be decomposed into a
strictly lower triangular matrix L0 and an upper triangular matrix U resulting in
PA = LU with L := I + L0 ,
where P dentoes a permutation matrix.
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Usually computing this factorization for a sparse matrix A leads to matrices L and
U that have much more nonzero entries in their pattern than A has. The idea of the
incomplete LU factorization (ILU) is to keep L and U sparse by introducing a remainder
matrix Y .
PA = LU + Y
We denote the pattern of the matrix by P (A), indicating which entries of A are nonzeros.
The components L and U are usually stored in one matrix A˜ containing all entries of L0 and
U . Often P (A˜) is chosen to coincide with P (A), denoted by ILU(0). Choices P (A˜) ⊂ P (A2)
and P (A˜) ⊂ P (A3) result in ILU(1) and ILU(2), respectively. Figure 4.5 gives the general
pattern of ILU(0). Note that for sparse matrices the lines that correspond to the loops
(4.40) and (4.41) only have to be executed for those indices that match the pattern. In a
practical implementation, a compact sparse row (CSR) format [177] is applied to store the
matrix data. This CSR format provides inexpensive search algorithms for identifying the
according indices.
Note that a simple change in the query in (4.42) leads to the ILU(1) and ILU(2)
methods. In that case, additional ﬁll-in is produced and the arithmetic costs are enlarged
because more indices in the inner loop (4.40) match a modiﬁed condition of (4.42). In
Figure 4.5 the algorithm works on (e.g. a copy of) the input matrix A. Note that additional
storage similar to the storage requirements for the matrix A is needed. Applying ILU(1)
and ILU(2) additional storage for storing a matrix as big as A2 or A3, respectively, has to
be provided. More information about ILU(p) methods can be found in, e.g., [177].
for k = 1, 2, . . . , n− 1
for i = k + 1, k + 2, . . . , n
if (i, k) ∈ P (A) (4.40)
ai,k := ai,k/ak,k ;
for j = k + 1, k + 2, . . . , n (4.41)
if (i, j) ∈ P (A) and (k, j) ∈ P (A) (4.42)
ai,j := ai,j − ai,kak,j ;
end if
end j
end if
end i
end k
Figure 4.5: ILU(0) algorithm
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Note that for sparse matrices usually no pivot element strategies are carried out to
maintain the structures of the matrices. For variants of the ILU algorithm we refer to the
literature, e.g., [76, 103, 177]. In the following subsection we will present another approach
of approximating the inverse of A.
4.3.5 Sparse Approximate Inverse (SPAI)
This subsection shortly presents the main idea of the sparse approximate inverse (SPAI)
preconditioner. In the SPAI method [98, 189] an approximate inverse M of the matrix A
is constructed by minimizing ‖AM − I‖ with a prescribed sparsity pattern of the matrix
M . Because spectral analysis or minimizing in the 1-norm or the Euclidean norm is too
expensive, the Frobenius norm is chosen. This choice ensures low computational costs and
provides inherent parallelism
‖AM − I‖2F =
n∑
k=1
‖(AM − I)ek‖ = ‖Amk − ek‖2 , k = 1, 2, . . . , n , (4.43)
where ek denotes the k-th column of the identity matrix I. The minimization of (4.43)
can be realized by minimizing over the columns mk of M :
min
M
‖AM − I‖2F = min
mk
‖Amk − ek‖2 , k = 1, 2, . . . , n .
Minimizing ‖Amk−ek‖2 from (4.43) column by column is cheap because most of the entries
of A are zero. Moreover, most of the entries of mk are zero because of the prescribed
pattern. Thus, most of the rows of Amk do vanish and the remaining problem can be
solved by applying standard methods for solving least squares problems.
Because we only present results for this preconditioner in Chapter 6, we refer to Subsec-
tion 6.1.3 for a more detailed description of the SPAI(0) method. Therein we directly apply
this method to so-called “point blocks”. As in Subsection 4.3.4, the sparsity pattern of M
matches the sparsity pattern of A when using the SPAI(0) algorithm. Diﬀerent choices of
M result in a couple of SPAI methods, for details and their algorithms we refer to [98].
4.3.6 Other Preconditioners
In this subsection we mention two other common preconditioning techniques, namely multi-
grid methods and Schwarz methods. Both methods are not in the main focus and therefore
only listed for aspects of completeness.
For a discussion of other preconditioning techniques we refer to the literaure [12, 47,
76, 176, 177].
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Multigrid Methods
In many applications geometric and algebraic multigrid methods are the preconditioner
of choice, cf., e.g., [193, 103, 101] for a description of multigrid methods. We want to
mention the methods due to Jameson [118], Hackbusch [101], and the Full Approximation
Storage method (FAS) by Brandt [43]. For the latter non-linear multigrid method it is
known from experiments that the region for that the non-linear solver converges can be
signiﬁcantly enlarged compared with Newton’s method [70, 101, 102]. In adaptive solvers
like QUADFLOW geometric multigrid is very diﬃcult to use because no coarse-to-ﬁne grid
hierarchy is available. In adaptive computations for evolving compressible ﬂows we do not
know of any successful implementation. However, geometric multigrid methods have been
successfully applied for compressible ﬂow, cf., e.g., [118, 136]. Moreover, algebraic multigrid
methods can be used in almost every solver. For a description of algebraic multigrid we
refer to [188].
However, in tests with QUADFLOW within the considered problem class, the number
of Krylov iterations did not decrease as much as needed to redeem the extra cost for the
algebraic multigrid preconditioner. This results from the fact that the performance of the
GS or ILU- preconditioned Krylov method in QUADFLOW is already good enough so
that no more beneﬁt can be expected when using an algebraic multigrid preconditioner.
Hence, GS and ILU preconditioners are popular in computational ﬂuid dynamics, cf., e.g.,
[117, 119, 147, 150, 176, 203] and multigrid methods have been left out here.
Schwarz Methods
In this thesis we also do not focus on additive and multiplicative Schwarz preconditioners.
These methods that can be viewed as an overlapping block-Jacobi or a symmetric block-
Gauss-Seidel preconditioner, respectively [12]. A symmetric block Gauss-Seidel precondi-
tioner is proposed in [139], cf. also [119]. An additive approach is the Restricted Additive
Schwarz Method (RAS, RASM) by Cai and Sarkis [53] which is a cheap and fast variant of
the classical additive Schwarz preconditioner. This non-linear preconditioning technique
has been successfully combined with a Newton-Krylov method within the JULIANNE ﬂow
solver [209] in [96, 115]. This technique was also used in [51, 52, 116] and could be useful
in particular for a parallel preconditioner. Schwarz-type methods are widely-used in the
context of domain decomposition methods as reported in the proceedings on the annually
conferences on domain decomposition methods [75].
Schwarz-type methods can be also used for the preconditioning of the non-linear system
of equations, as reported in, e.g., [50, 51, 52, 116]. These non-linear additive Schwarz pre-
conditioned inexact Newton methods (ASPIN) have a similar eﬀect than the FAS method
[43], addressed in the ﬁrst paragraph of this subsection.
The preconditioners that are used for the experiments in this thesis, the point-block pre-
conditioners, are presented in Chapter 6.
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Chapter 5
Test Problems
In this chapter we describe three test problems that are used to investigate properties of
iterative solvers. In particular, we will use this problems to compare diﬀerent precondi-
tioning methods in Chapter 6, a few ordering techniques in Chapter 7, and CFL evolution
techniques in Chapter 8. The test problems are also used in the numerical experiments for
matrix-free second order methods in Chapter 9.
The main focus is on test problems 2 and 3 that are simulated with QUADFLOW. They
are given Sections 5.2 and 5.3. First introductory results are presented to get some idea of
the numerical iteration process towards a steady-state solution. We start this chapter in
Section 5.1 by considering a relatively simple model situation with a standard ﬁrst order
ﬂux vector-splitting scheme on a uniform grid in 2D.
5.1 Test Problem 1: Stationary Flow on Rectangular
Domains
The two test cases of this section are basic test cases that already lead to some interesting
results. We refer to Subsections 6.2.2 and 6.2.3 for a presentation of the results of some
experiments with both test cases.
5.1.1 Test Case 1A: Stationary 2D Euler with Constant Solution
In this subsection we consider a very simple problem which, however, is of general interest
for the investigation of properties of iterative solvers. We take Ω = [0, 1]2 and consider the
stationary Euler equations in diﬀerential form from (2.10).
∂f(u)
∂x1
+
∂g(u)
∂x2
= 0 , f(u) :=
⎛
⎜⎜⎝
ρv1
ρv21 + p
ρv1v2
ρv1(E + p)
⎞
⎟⎟⎠ , g(u) :=
⎛
⎜⎜⎝
ρv2
ρv1v2
ρv22 + p
ρv2(E + p)
⎞
⎟⎟⎠
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The boundary conditions (for the primitive variables) are taken such that these Euler
equations have a constant solution. For the velocity we take v = (vin1 , v
in
2 ) with given
constants vini > 0, i = 1, 2, on the inﬂow boundary
Γin = { (x1, x2) ∈ ∂Ω | x1 = 0 or x2 = 0 } .
A constant value ρ = ρin > 0 on Γin is used for the density. For the pressure we also take
a constant value p = p¯ > 0 which is prescribed either at the inﬂow boundary, simulating
a supersonic ﬂow, or at the outﬂow boundary ∂Ω \ Γin in the subsonic case. The Euler
equations (2.10) then have a solution that is constant in the whole domain:
v = (vin1 , v
in
2 ), ρ = ρ
in, p = p¯
For the discretization of this problem we use a uniform mesh
Ωh = { (ih, jh) | 0 ≤ i, j ≤ n } ,
with nh = 1, and apply a basic upwinding method, namely the Van Leer ﬂux vector-
splitting scheme [197]. The discretization of (physical and numerical) boundary conditions
is based on compatibility relations (section 19.1.2 in [112]). In each grid point we then
have four discrete unknowns, corresponding to the four conserved quantities. We use a
lexicographic ordering of the grid points with numbering 1, 2, . . . , (n+ 1)2 =: N . The four
unknowns at grid point i are denoted by Ui = (ui,1, ui,2, ui,3, ui,4)
T and all unknowns are
collected in the vector U = (Ui)1≤i≤N . The discretization yields a non-linear system of
equations
F : R4N → R4N , F(U) = 0 . (5.1)
The continuous constant solution (restricted to the grid) solves the discrete problem and
thus the solution of the non-linear discrete problem in (5.1) is known a-priori. This solution
is denoted by U∗. For the Jacobian DF (U) of F(U) explicit formulas can be derived. In
section 6.2 we investigate the behavior of diﬀerent preconditioners when applied to a linear
system of the form
DF (U∗)x = b . (5.2)
The matrix DF (U∗) has a regular block structure DF (U∗) = blockmatrix(Ai,j)0≤i,j≤N
with Ai,j ∈ R4×4 for all i, j. We call this a point-block structure. Furthermore, Ai,j = 0
can occur only if i = j or i and j correspond to neighboring grid points.
5.1.2 Test Case 1B: Stationary 2D Euler with Shock Reﬂection
We consider a two-dimensional stationary Euler problem presented in example 5.3.3 in
[131]. The domain is Ω = [0, 4] × [0, 1], cf. Figure 5.1. For the boundary conditions we
take ρ = 1.4, v1 = 2.9, v2 = 0, p = 1.0 at the left boundary (x = 0), outﬂow boundary
conditions at the right boundary (x = 4), ρ = 2.47, v1 = 2.59, v2 = 0.54, p = 2.27 at
the lower boundary (y = 0), and reﬂecting boundary conditions at the upper boundary
(y = 1).
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Figure 5.1: Test case 1B: Computational domain. The solution consists of three diﬀerent
states, indicated by “I”,“II”, and “III”, separated by shocks
With these boundary conditions the problem has a stationary solution consisting of
three diﬀerent states separated by shocks, that reﬂect at the upper boundary, cf. ﬁgure
5.1. For the discretization of this problem we apply the same method as in test problem 2.
This results in a non-linear system of equations as in (5.1). However, in this example the
discrete solution, denoted by U∗, is not known a-priori. In a Newton type of method applied
to this non-linear problem one has to solve linear systems with matrix DF (U˜), U˜ ≈ U∗.
Therefore, we investigate iterative solvers applied to DF (U∗)x = b. The discrete solution
U∗ is computed up to machine accuracy using some time integration method. Note that
the Jacobian matrix DF (U∗) has a similar point-block structure as the Jacobian matrix
in test case 1A.
5.2 Test problem 2: Stationary Flow around
NACA-0012 Airfoil
This problem is a standard test case for inviscid compressible ﬂow solvers. We consider the
inviscid, transonic, stationary ﬂow around the NACA0012 airfoil. In this thesis we present
some results for the three test cases given in Table 5.1. Therein, Mach number M∞ and
angle of attack α characterize the test case. These 3 standard reference test cases are taken
from [122], the other two reference test cases from [122] yield similar results.
Related to the discretization we recall some facts from [41]. The far-ﬁeld boundary is lo-
cated about 20 chord lengths from the airfoil. Standard characteristic boundary conditions
are applied at the far-ﬁeld. Computations are initialized on a structured grid consisting
NACA0012 M∞ α
test case 2A 0.80 1.25◦
test case 2B 0.95 0.00◦
test case 2C 1.20 0.00◦
Table 5.1: Test cases 2A, 2B, 2C: Mach number M∞ and angle of attack α for NACA0012
airfoil
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of 4 blocks with 10× 10 cells each. The ﬂow pattern downstream of the trailing edge has
a complex shock conﬁguration. Two oblique shocks are formed at the trailing edge. The
supersonic region behind these oblique shocks is closed by a further normal shock.
We recall from Chapter 2 that the steady-state solution for (2.9) is evolved in a pseudo-
transient continuation solving (2.7), starting on a coarse initial grid, and evolving a solution
on an adaptively reﬁned grid, cf. Section 3.4. As explained in Subsection 3.3.4, we perform
one inexact Newton iteration per time step. The corresponding Jacobian matrices are the
system matrices of the occurring systems of linear equations. These systems are solved
with a left-preconditioned BiCGSTAB method (cf. Section 4.2.2). Preconditioning will be
explained in detail in Chapter 6.
We start with an initial coarse grid and an initial CFL number γMIN. As already
described in Paragraph 3.3.3.2 the size of the time step is determined by a CFL number γ.
Because we are performing an implicit time integration, the CFL number is not limited by
the Courant-Friedrichs-Levy (CFL) condition (3.26) [65], cf. Paragraph 3.3.3.2. After each
time step in the time integration the CFL number (and thus the time step) is increased
by a constant factor until an a-priori ﬁxed upper bound γMAX is reached. A detailed
study on CFL evolution methods is given in Chapter 8. Time integration is continued
until a tolerance criterion for the residual is satisﬁed. Then a (local) grid reﬁnement is
performed and the procedure starts again with an initial CFL number equal to γMIN, cf.
Subsection 3.4.7.
5.3 Test problem 3: Standard Cruise Conﬁguration
for Flow around BAC 3-11/RES/30/21 Airfoil
This test problem is the standard cruise conﬁguration of the BAC 3-11/RES/30/21 tran-
sonic airfoil [153] with M∞ = 0.77 and α = 0.0◦. The computation of the corresponding
stationary ﬂow, referred to as test case 3, is the standard problem of the Collaborative
Research Center SFB 401 at RWTH Aachen University [10, 11, 181]. In Figure 3.2 two
computational grids for this test problems are given. The experiments with this conﬁgu-
rations are done in the same manner than in for test problem 2.
BAC 3-11/RES/30/21 M∞ α
test case 3 0.77 0.00◦
Table 5.2: Test case 3: Mach number M∞ and angle of attack α for BAC 3-11/RES/30/21
airfoil
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5.4 Further test problems
We also investigate a few test problems in Chapters 7 and 8 that are not in the main focus
of this thesis. Therefore they are discussed in the corresponding chapters. Results from
two simulations with QUADFLOW for the three-dimensional stationary Euler equations,
denoted as test problems 4 and 6, are presented in Subsections 7.2.3 and 9.3.6, respectively.
A non-stationary computation for the two-dimensional Euler equations is discussed in test
problem 5 in Subsection 9.3.6. In test problem 7 in Subsection 9.3.7 an example with the
Navier-Stokes equations is given. A good overview of diﬀerent test problems that have
been simulated with QUAFLOW can be found in [38].
5.5 Numerical Results
In this section we show some ﬁrst results for test cases 2A, 2B, 2C, and 3, using the QUAD-
FLOW solver. In all test cases we start with standard values for all control parameters.
The CFL number γ is increased in every time step using γk+1 = 1.1 · γk. Minimum and
maximum CFL numbers were set to γmin = γ0 = 1 and γmax = 1000, respectively. Com-
putations are done as in [41]: We allow 8 maximum levels of reﬁnement. The parameter ε
in the adaptation method, cf. Subsection 3.4.6, is set to ε = 4 · 10−2. In the cases 2A and
2C 10 cycles of adaptations are performed, 13 levels are used in case 1B.
In Table 5.3 the sequence of nested grids for the four test cases is given.1 For every
mesh the number of cells that are contained is speciﬁed. While in the beginning of the
1Note that the computer architectures changed from Chapter to Chapter so that the actual number of
cells may slightly diﬀer.
Test case Grid 1 2 3 4 5 6 7
2A # cells 400 1 384 2 947 3 805 4 636 5 689 6 817
2B # cells 400 1 600 4 264 7 006 11 827 15 634 21 841
2C # cells 400 1 600 4 864 10 189 16 885 23 290 30 598
3 # cells 3 900 5 979 8 586 10 296 12 849 15 918 20 058
Test case Grid 8 9 10 11 12 13 14
2A # cells 7 753 9 028 9 523 9 874 only 10 adaptations carried out
2B # cells 25 870 28 627 30 547 31 828 33 067 33 955 34 552
2C # cells 36 160 38 764 39 961 40 708 only 10 adaptations carried out
3 # cells 22 731 25 692 28 197 27 828 only 10 adaptations carried out
Table 5.3: Sequence of grids. Tabulated is the number of cells in nested grids for test cases
2A, 2C and 3 (10 adaptations performed) and for test case 2B (13 adaptations performed)
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simulation the number of cells is increasing rapidly when evolving from a coarser grid to
the next ﬁner grid, a kind of saturation can be noted for the ﬁner grids. The computation
starts with initial grids containing 400 cells for the NACA0012 airfoil and 3900 cells for the
BAC 3-11/RES/30/21 airfoil, respectively. For test problem 2, the second grid contains
about four times as many cells as the initial grid. We have 1.53 as many cells on grid
2 compared with grid 1 for test problem 3. Between levels 10 and 11, the number of
cells only changes by a factor of 1.02 to 1.04 for test cases 2A, 2B, and 2C. After the
ﬁnal adaptation, the ﬁnest mesh contains between 9 874 and 40 708 cells. The reﬁnement
process is controlled by several parameters, here we use the same strategy as in [41]. Note
that on the ﬁner grids the evolvement (reﬁnement/coarsening) to the next grid does not
necessarily imply a smaller ﬁnest mesh size. It may happen that only certain coarse cells
are reﬁned to obtain a better shock resolution. Actually, for test problem 3 the number of
cells decreases in the last adaptation, cf. Table 5.3. Nevertheless, we deﬁne a grid to be a
“ﬁnest grid” if all prescribed adaptations have been carried out. For a discussion of this
adaptivity issue we refer to [41].
A full simulation starting from the coarsest grid to the ﬁnal approximation of the solu-
tion needs between 590 and 1416 time steps. In these computations, the density residuals
Rk are decreased by a factor of ε2 = 10
4 in the ﬁnest grid and by a factor of ε1 = 10
2
on all coarser grids. In Table 5.4 the number of time steps, denoted by “# ts” is detailed
for the four test cases. The third column speciﬁes the number of time steps needed on
the ﬁnest grid. Note that between 16.0% and 28.5% of the total number of time steps
correspond to the evolution process on the ﬁnal grid. Additionally, the ﬁnest grids contain
between 7.14 and 102 times as much cells as the initial grids, cf. Table 5.3. Therefore
the focus in the following chapters will be on reducing the time that is needed to achieve
convergence on the ﬁnest grid. Therein the main eﬀort is the solution of the large, sparse
linear equation systems that arise in Newton’s linearization method. The last column in
Table 5.4 details the average number of BiCGSTAB iterations on the ﬁnal grid. Figure 5.2
shows the iteration count for each of the 593 time steps in test case 2A. The time steps
in which an adaptation occurs can be easily detected because the ﬁrst time steps on every
level can usually be solved performing only one Krylov iteration due to the resetting of the
CFL number to γMIN.
Test case #ts #ts, ﬁnest level iter
2A 593 169 (28.5 %) 9.83
2B 1416 226 (16.0 %) 8.37
2C 795 134 (16.9 %) 12.6
3 590 162 (27.5 %) 20.8
Table 5.4: Test cases 2A, 2B, 2C and 3: Total number of time steps (“#ts”), number of
time steps on ﬁnest level, and average number of preconditioned BiCGSTAB iterations per
time step on ﬁnest grid (“iter”)
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We discuss the stationary solutions resulting from numerical simulations for cases 2A
and 2B. The initial grid for both test cases in given in Figure 2.1. Reconsider Figures 2.2
and 2.3. In these ﬁgures the Mach distribution and a contour plot of the density is given
for the stationary solution to test case 2A. The corresponding computational grid that has
been computed by performing 10 adaptations is given in Figure 2.2. The results for test
case 2B are given in Figure 5.3. The left ﬁgure shows a part of the computational grid
after 13 adaptations have been carried out. The Mach distribution of the corresponding
solution is given in the right ﬁgure.
Note that in both test cases the grids are coarse in the far-ﬁeld on the one hand. The
good resolution of the shocks is due to ﬁne cells in the corresponding area of the adaptive
grid on the other hand.
Figure 5.4 shows the convergence process on the ﬁnal grid, given in the right subplot
of Figure 3.2, for test case 3. According plots of the Mach and the density distributions
in presented in Figure 5.5. In Figure 5.4 the iteration count (dashed, right axis) and the
corresponding evolution of the residual Rk (solid, left axis) is displayed for every time step.
The small iteration count in the beginning of the simulation corresponds to the small CFL
numbers chosen by the CFL evolution method γk+1 = 1.1 · γk. Apparently, the systems of
linear equations are harder to solve towards the end of the computations due to the larger
CFL numbers.
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Figure 5.2: Test case 2A: BiCGSTAB iteration history for all time steps on all grids
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Figure 5.3: Test case 2B: Cutout of ﬁnest computational grid (left) and corresponding Mach
distribution (right). Mach numbers between Mmin = 0.0 and Mmax = 1.45, ΔM = 0.05
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Figure 5.4: Test case 3: BiCGSTAB iteration history (dashed, right axis) and correspond-
ing residuals Rk (solid, left axis) on ﬁnest grid
As reported in [127] for non-adaptive computations there are usually three phases of
convergence, in which an increase of the residuals is natural in its ﬁrst phase, as presented
in [127]. We also observe in our adaptive simulation that the residuals Rk do not necessarily
decrease from one time step to the next. Actually, using the exponential law to evolve the
CFL number leads to a temporary increase of the residuals during the iteration process.
This increase can be noticed, e.g., in the time steps 58–72 in the experiment with test case
3 as shown in Figure 5.4.
Note that in general fewer time steps correspond to larger CFL numbers and therefore
an increasing average iteration count. This increase of the iteration count is due to the
increasing non-linearity of the non-linear system of equations in (3.30) and due to the
deterioration of the conditioning of the Jacobian (3.31). For this issue we refer to the
discussion in Subsection 3.3.4.
In the experiments in Chapters 5, 6, 7, and 9 we use an exponential CFL evolution
strategy for all numerical simulations. This strategy will be discussed and compared with
other methods in Chapter 8. In Chapters 6 and 7 we will focus on eﬃciency of the iterative
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Figure 5.5: Test case 3: Mach distribution (Mmin = 0.012, Mmax = 1.40, ΔM = 0.07,
upper left plot) and density distribution (ρmin = 0.8, ρmax = 2.0, Δρ = 0.06, upper right
plot). In the lower row the corresponding contour plots are given
solver and the corresponding preconditioner. A further improvement of the eﬃciency can
be realized using a better approximation of the Jacobian, which is discussed in Chapter 9.
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Point-Block Preconditioners
In the Newton-Krylov approach, discussed in Subsection 3.3.4, the arising linear systems of
equations are solved by a Krylov method as presented in Chapter 4. The choice of the pre-
conditioner is crucial for the convergence process. Our main focus is on the incomplete LU-
factorization (ILU) and Gauss-Seidel (GS) preconditioners that are widely-used in solvers
in the numerical simulation of compressible ﬂows [1, 34, 77, 150, 158, 176, 211]. For a dis-
cussion of other preconditioning techniques we refer to the literature [12, 47, 76, 176, 177]
and the discussion in Subsection 4.3.6.
In Section 6.1 we present the “point-block” ansatz in which we combine all cells and
rows of the Jacobian belonging to one cell so that the matrix has a point-block structure.
We give three corresponding preconditioners, namely Point-Block-Gauss-Seidel (PBGS),
Point-Block-ILU (PBILU), and the Point-Block Sparse Approximate Inverse (PBSPAI).
We present a comparative study for these preconditioners for the test problems, described
in Chapter 5, in Section 6.2. Finally we summarize the main results of this chapter in
Section 6.3.
6.1 Methods
In the test problems described in the previous chapter we have to solve large systems
of linear equations. The matrices in these systems are sparse and have a point-block
structure in which the blocks correspond to the 4 unknowns in each of the N grid points
(ﬁnite diﬀerences) or N cells (ﬁnite volume). Thus, we have linear systems of the form
Ax = b , A = blockmatrix(Ai,j)1≤i,j≤N , Ai,j ∈ R4×4 . (6.1)
For the type of applications that we consider these problems are often solved by using a pre-
conditioned Krylov-subspace method. In our numerical experiments we use the BiCGSTAB
method, discussed in Subsection 4.2.2. In the following subsections we describe basic point-
block iterative methods that are used as preconditioners in the iterative solver. For the
right-hand side we use a block representation b = (b1, . . . , bN)
T , bi ∈ R4 that corresponds
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to the block structure of A. The same is done for the iterands xk that approximate the
solution of the linear system in (6.1).
For the description of the preconditioners the nonzero pattern P (A) corresponding to
the point-blocks in the matrix A is important:
P (A) = { (i, j) | Ai,j = 0 } (6.2)
In this chapter we only consider two-dimensional problems. All methods can be easily
extended to three-dimensional test cases as well. In this case the blocks increase in their
size from 4× 4 to 5× 5.
6.1.1 Point-Block-Gauss-Seidel Method
The point-block-Gauss-Seidel method (PBGS) is the standard block Gauss-Seidel method
(4.18) from Subsection 4.1.3 applied to (6.1). Let x0 be a given starting vector. For k ≥ 0
the iterand xk+1 = (xk+11 , . . . , x
k+1
N )
T should satisfy
Ai,ix
k+1
i = bi −
i−1∑
j=1
Ai,jx
k+1
j −
N∑
j=i+1
Ai,jx
k
j , i = 1, . . . , N . (6.3)
This method is well-deﬁned if the 4× 4 linear systems in (6.3) are uniquely solvable, that
is, if the diagonal blocks Ai,i are nonsingular. In our applications this was always satisﬁed.
This elementary method is very easy to implement and needs no additional storage. The
algorithm is available in the PETSc library [8, 9]. A convergence analysis for the one-
dimensional Euler equation can be found in [173].
6.1.2 Point-Block-ILU(0) Method
In the following Figure 6.1 we consider the point-block version of the standard point ILU(0)
algorithm given in Figure 4.5:
This algorithm is denoted by PBILU(0). As in the pointwise method in Figure 4.5 the
two inner loops have to be executed only for those indices that match the pattern which can
be implemented inexpensively when the matrix is stored in a compact sparse row (CSR)
format [177]. Note that as for the PBGS method the diagonal blocks Ak,k are assumed to
be nonsingular. While in the point ILU algorithms diﬃculties arise from zero-entries on
the diagonal, which is also reported in [77, 147], for our test problems no problems with
singular blocks Ak,k occurred when using the point-block algorithm.
For the PBILU(0) preconditioner a preprocessing phase is needed in which the incom-
plete factorization is computed. Furthermore additional storage similar to the storage
requirements for the matrix A is needed.
As for point ILU-type methods one can consider variants of this algorithm in which a
larger pattern as P (A) is used and thus more ﬁll-in is allowed. For example, PBILU(p),
p = 1, 2, . . ., methods can be easily derived from the ILU(p) [177] methods. As already seen
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for k = 1, 2, . . . , N − 1
D := A−1k,k ;
for i = k + 1, k + 2, . . . , N
if (i, k) ∈ P (A)
E := Ai,kD ; Ai,k := E ;
for j = k + 1, k + 2, . . . , N
if (i, j) ∈ P (A) and (k, j) ∈ P (A) (6.4)
Ai,j := Ai,j − EAk,j ;
end if
end j
end if
end i
end k
Figure 6.1: Point-block-ILU(0) algorithm
in the pointwise variant, the only change in the algorithm of Figure 6.1 has to be done in
the query (6.4). This produces additional storage requirements and additional arithmetic
costs. Both the PBILU(0) algorithm and such variants are available in the PETSc library
[8, 9].
6.1.3 Point-Block Sparse Approximate Inverse
The SPAI method [98, 189] from Subsection 4.3.5 can be modiﬁed to its point-block for-
mulation in the same way as Gauss-Seidel and ILU. A block version is detailed in [13]. In
the point-block version of this approach, denoted by PBSPAI(0), we take a block repre-
sentation A = blockmatrix(Mi,j)1≤i,j≤N , Mi,j ∈ R4×4. The set of admissible approximate
inverses is given by
M := {M ∈ R4N×4N | P (M) ⊆ P (A) } . (6.5)
A sparse approximate inverse M is determined by minimization over this admissible set
‖AM− I‖F = min
M˜∈M
‖AM˜− I‖F .
The choice for the Frobenius norm allows a splitting of this minimization problem. Let
M˜j = blockmatrix(M˜i,j)1≤i≤N ∈ R4N×4 be the j-th block column of the matrix M˜ and Ij
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the corresponding block column of I. Let m˜j,k and ej,k, k = 1, . . . , 4, be the k-th columns
of the matrix M˜j and Ij, respectively. Due to
‖AM˜− I‖2F =
N∑
j=1
‖AM˜j − Ij‖2F =
N∑
j=1
4∑
k=1
‖Am˜j,k − ej,k‖22 (6.6)
the minimization problem can be split into 4N decoupled least squares problems
min
m˜j,k
‖Am˜j,k − ej,k‖2 , j = 1, . . . , N, k = 1, . . . , 4 . (6.7)
The vector m˜j,k has the block representation m˜j,k = (m1, . . . , mN)
T with m
 ∈ R4 and
m
 = 0 if (, k) /∈ P (A). Hence for ﬁxed (j, k) and with ej,k =: (e1, . . . , eN)T , e
 ∈ R4, we
have
‖Am˜j,k − ej,k‖22 =
N∑∗
i,
=1
‖Ai,
m
 − e
‖22 ,
where in the double sum
∑∗
only pairs (i, ) occur with (i, ) ∈ P (A) and (, j) ∈
P (A). Thus, the minimization problem for the column m˜j,k in (6.7) is a low dimensional
least squares problem that can be solved by standard methods. Due to (6.6) these least
squares problems for the diﬀerent columns of the matrix M can be solved in parallel.
Moreover, the application of the PBSPAI(0) preconditioner requires a sparse matrix-vector
product computation which also has a high parallelization potential. As for the PBILU(0)
preconditioner a preprocessing phase is needed in which the PBSPAI(0) preconditioner M
is computed. Additional storage similar to the storage requirements for the matrix A is
needed.
In the literature a row-variant of SPAI is also used. This method is based on the
minimization problem
‖MA− I‖F = min
M˜∈M
‖M˜A− I‖F .
A row-wise decoupling leads to a very similar method as the one described above. Here we
denote this algorithm by PBSPAIrow(0).
As for the ILU preconditioner, these SPAI preconditioners have variants in which ad-
ditional ﬁll-in is allowed, cf. [13, 98]. Besides as a preconditioner the SPAI method can
also be used as a smoother in multigrid solvers, cf. [45, 190].
6.2 Numerical Experiments
In this section we present results of numerical experiments. Our goal is to illustrate and
to compare the behavior of the diﬀerent preconditioners presented above for a few test
problems. The ﬁrst two test cases (described in Subsections 5.1.1 and 5.1.2) are Jacobian
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systems that result from the Van Leer ﬂux vector-splitting discretization on a uniform
mesh with mesh size h, cf. (5.2). These Jacobians are evaluated at the discrete solution
U∗. In test problem 1A this solution is trivial, namely, constant. In test case 1B we have a
reﬂecting shock whereas the solution is a complex ﬂow ﬁeld in test problems 2 and 3. In the
latter linear systems with matrices as in (3.31) arise in the solver used in the QUADFLOW
package.
In all experiments below we use a left preconditioned BiCGSTAB method. For test
problem 1, the discretization routines, methods for the construction of the Jacobian matri-
ces and the preconditioners (PBGS, PBILU(0) and PBSPAI(0)) are implemented in MAT-
LAB. We use the BiCGSTAB method available in MATLAB. For the other test problems
the approximate Jacobian matrices as in (3.31) are computed in QUADFLOW. For the
preconditioned BiCGSTAB method and the PBGS, PBILU(p), p = 0, 1, 2, preconditioners
we use routines from the PETSc library [8, 9].
6.2.1 Arithmetic Costs
To measure the quality of the preconditioners we present the number of iterations that is
needed to satisfy a certain tolerance criterion. To allow a fair comparison of the diﬀerent
preconditioners we brieﬂy comment on the arithmetic work needed for the construction
of the preconditioner and the arithmetic costs of one application of the preconditioner.
As unit of arithmetic work we take the costs of one matrix-vector multiplication with the
matrix A, denoted by 1 matvec.
For the PBGS method we have no construction costs. The arithmetic work per appli-
cation of the PBGS preconditioner is about 0.7 matvec. Note that both in PBILU(0) and
PBSPAI(0) the nonzero point-block -pattern is not larger than that of the matrix A (e.g.,
for PBSPAI(0), P (M) ⊆ P (A) in (6.5)). However, in a nonzero block of the matrix A
certain entries can be zero, whereas in the preconditioner the corresponding entries may be
nonzero. For example, in the shock reﬂection test problem, about one fourth of the entries
in the nonzero blocks are zero, whereas in the PBILU(0) and PBSPAI(0) preconditioners
for this problem almost all entries in the nonzero blocks are nonzero. In our experiments
the costs for constructing the PBILU(0) preconditioner are between 2 and 4 matvecs. We
typically need 1.2–1.6 matvecs per application of the PBILU(0) preconditioner. The costs
for constructing the PBSPAI(0) preconditioner are much higher (note, however, the high
parallelization potential). Typical values (depending on P (A)) in our experiments are 20–
50 matvecs. In the application of this preconditioner no 4×4 subproblems have to be solved
and due to this the arithmetic work is somewhat less as for the PBILU(0) preconditioner.
We typically need 1.2–1.5 matvecs per application of the PBSPAI(0) preconditioner.
Summarizing, only considering the costs per application of the preconditioners, the
PBILU(0) method is about twice as expensive as the PBGS method and the PBSPAI(0)
preconditioner is slightly less expensive than the PBILU(0) method.
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6.2.2 Test Case 1A: Stationary 2D Euler with Constant Solution
We consider the discretized stationary Euler equations as described in Subsection 5.1.1
with mesh size h = 0.02. We vary the Mach number in x1-direction, which is denoted
by Mx := 0.05 ≤ Mx ≤ 1.25. For the Mach number in x2-direction, denoted by My, we
take My =
3
2
Mx. The linear system in (5.2) is solved with the preconditioned BiCGSTAB
method. We choose an all-zero starting vector. The iteration is stopped if the relative resid-
ual is below 10−6, measured in the 2-norm. The results are presented in Figure 6.2. Note,
that in all plots the data points are linearly connected. In the supersonic case (Mx > 1),
due to the downwind numbering, the upper block-diagonal part of the Jacobian is zero and
thus both the PBILU(0) method and PBGS are exact solvers. The PBSPAI(0) precondi-
tioner does not have this property, due to the fact that M is a sparse approximation of A−1,
which is a dense block lower triangular matrix. For Mx < 1 with PBGS preconditioning
we need about 1 to 4 times as much iterations as with PBILU(0) preconditioning. Both
preconditioners show a clear tendency, namely that the convergence becomes faster if Mx is
increased. For Mx < 1 the PBSPAI(0) preconditioners show an undesirable very irregular
behavior. There are peaks in the iteration counts close to Mx =
2
3
(hence, My = 1) and
Mx = 1. Applying BiCGSTAB without preconditioning we observe divergence for most
Mx values and if the method converges then its rate of convergence is extremely low.
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Figure 6.2: Test problem 1A: Iteration count for diﬀerent Mach numbers
80
6.2. NUMERICAL EXPERIMENTS
6.2.3 Test Case 1B: Stationary 2D Euler with Shock Reﬂection
We consider the discretized stationary Euler equations with a shock reﬂection as described
in Subsection 5.1.2 on grids with diﬀerent mesh sizes hx = hy = 2
−k, k = 3, . . . , 7. The
discrete solution U∗ is determined with high accuracy using a damped Newton method. As
in Section 6.2.2 we use the preconditioned BiCGSTAB method to solve a linear system with
matrix DF (U∗) until the relative residual is below 10−6. The number of iterations that
is needed is shown in table 6.1. The symbol † denotes that the method did not converge
within 2000 iterations. Both for the PBGS and the PBILU(0) preconditioner we observe
mesh size hy
1
8
1
16
1
32
1
64
1
128
PBGS 15 26 51 108 232
PBILU(0) 10 17 30 59 109
PBSPAI(0) 183 † † † †
PBSPAI row(0) 193 † † † †
NONE 132 † † † †
Table 6.1: Test problem 1B: Iteration count for diﬀerent mesh sizes
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Figure 6.3: Test problem 1B: Iteration count versus mesh size
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the expected h−1y behavior in the iteration counts. With PBGS preconditioning one needs
about 1.5 to 2 times as much iterations as with PBILU(0) preconditioning. Again, the
performance of the PBSPAI(0) preconditioner is very poor. Diﬀerent to Test case 1A, even
using no preconditioner gives a better result on the coarsest grid, cf. last row of Table 6.1.
Figure 6.3 conﬁrms the results. We plotted the iteration count versus the mesh size for the
4 diﬀerent preconditioners. The h−1y behavior in the iteration counts can be clearly seen.
6.2.4 Test Problem 2: Stationary Flow around NACA0012
Airfoil
We consider three standard NACA0012 airfoil test cases [122] as described in test problem
2 in Subsection 5.2.
In the computations the choice of the time step is based on an exponential strategy as
already described in Section 5.5. Per time step one inexact Newton iteration is applied.
The linear systems with the approximate Jacobians (cf. Section 6.2.4) are solved by a
preconditioned BiCGSTAB method until the relative residual Rk is smaller than 10
−2.
Because the PBSPAI(0) preconditioners have shown a very poor behavior already for the
relatively simple problems in Section 6.2.2 and Section 6.2.3, we decided not to consider
this preconditioner any further. Tests for all considered test cases conﬁrm that using no
preconditioner, PBSPAI(0), or PBSPAIrow(0) leads to a breakdown in the computation.
An interface between QUADFLOW and the PETSc library [8, 9] has been implemented.
This makes the BiCGSTAB method and PBILU(0) preconditioner available. We imple-
mented a ﬁrst version for a PBGS routine in PETSc, meanwhile an optimized PBGS
routine has become available and is used in the presented numerical experiments. The
PETSc library oﬀers many other iterative solvers and preconditioners. Here, besides the
PBGS and PBILU(0) preconditioners we also consider block variants of ILU that allow
more ﬁll-in, namely the PBILU(1) and PBILU(2) methods.
The arithmetic work in the QUADFLOW solver is dominated by the computations of
the linear solver on the ﬁnest grids. Therefore we present results only for the two ﬁnest
grids. In Figure 6.4 the iteration history for the two ﬁnest grids of test case 2B is given.
When comparing the ratio between the iteration count for diﬀerent preconditioners we
conﬁrm that the performance of the diﬀerent preconditioners is very similar for most of
test case 2A 2B 2C
Grid 10 11 13 14 10 11
PBGS 2.89 27.0 14.9 18.6 6.50 20.7
PBILU(0) 1.33 9.83 6.17 8.37 2.69 6.21
PBILU(1) 1.04 6.07 4.24 4.65 1.81 2.41
PBILU(2) 1.00 5.09 3.52 3.83 1.60 3.42
Table 6.2: Test problem 2: Average iteration count on two ﬁnest grids
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Figure 6.4: Test case 2B: Iteration count for grids 13 and 14
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Figure 6.5: Iteration history on ﬁnest grid for test cases 2A (left) and 2C (right)
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the time steps. The same observation can be made in the corresponding graphs for test
cases 2A and 2C, cf. Figure 6.5. Note that diﬀerent preconditioners may lead to (slightly)
diﬀerent numbers of overall time steps. On grid 13 we have about 110 time steps and then
a change to grid 14 takes place. In these 110 time steps on grid 13 the iteration count
shows a clear increasing trend. This is due to the increase of the CFL number γ. After
interpolating the solution to grid 14, one starts with γ = 1 and a similar behavior occurs.
In Table 6.2 the averaged number of preconditioned BiCGSTAB iterations for the two
ﬁnest grids is given. Note that applying PBGS we need about 2–3 times as much iterations
as when using PBILU(0). With PBILU(2) we save between 25% and 54% on the average
iteration count compared with PBILU(0). Taking the arithmetic work per iteration into
account, cf. Subsection 6.2.1, we conclude that PBGS and PBILU(0) have comparable
eﬃciency, whereas the PBILU(p), p = 1, 2, preconditioners are (much) less eﬃcient due to
the high memory requirements. In Chapter 7 we will see that an adequate renumbering
technique signiﬁcantly improves the situation for PBGS, especially in test case 2C where
PBGS does most badly compared with PBILU(0).
6.2.5 Test Problem 2 on Uniformly Reﬁned Grids
To illustrate the dependence of the rate of convergence on the mesh size we consider, for
test problem 2, a sequence of uniformly reﬁned grids. To distinguish from the previous
tests we denote this test problem by 2u, the three test cases by 2uA, 2uB, and 2uC. The
corresponding sequence of ﬁve meshes is given in Table 6.3.
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Figure 6.6: Total iteration count versus grid number, test cases 2uB (left) and 2uC (right)
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Grid 1 2 3 4 5
# cells 400 1 600 6 400 25 600 102 400
Table 6.3: Test problem 2u: Sequence of uniformly reﬁned grids
Grid 1 2 3 4 5
PBGS 5.85 9.17 13.3 18.2 21.7
PBILU(0) 1.87 2.36 2.86 4.30 4.49
PBILU(1) 1.55 1.71 1.94 2.69 2.85
PBILU(2) 1.00 1.40 1.81 1.91 1.99
Grid 1 2 3 4 5
PBGS 947 1 806 3 739 9 030 19 212
PBILU(0) 301 462 806 2 121 4 025
PBILU(1) 250 335 547 1 324 2 562
PBILU(2) 161 274 510 940 1 783
Table 6.4: Test case 2uB: Average iteration count (above) and total iteration count (below),
given by the sum of all BiCGSTAB iterations of all time steps. Results for all 5 uniform
grids
Grid 1 2 3 4 5
PBGS 6.08 12.3 22.1 30.9 40.8
PBILU(0) 2.21 3.20 4.80 6.22 7.90
PBILU(1) 1.44 1.98 2.83 3.78 5.14
PBILU(2) 1.24 1.65 2.25 2.98 3.34
Grid 1 2 3 4 5
PBGS 383 1 042 2 254 3 830 7 462
PBILU(0) 139 272 490 765 1 374
PBILU(1) 91 168 289 469 890
PBILU(2) 78 140 229 370 591
Table 6.5: Test case 2uC. Average iteration count (above) and total iteration count (below),
given by the sum of all BiCGSTAB iterations of all time steps. Results for all 5 uniform
grids
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On every grid the time integration is performed until the density residual has decreased
by two orders of magnitude. Iteration counts are shown in Tables 6.4 and 6.5 for test cases
2uB and 2uC.
From these results we see that due to the mass matrix coming from the (artiﬁcial) time
integration the average iteration count increases much slower as h−1. The total number of
iterations, however, shows a clear h−1 behavior as in the model problem in Section 6.2.3.
This can be observed easily from Figure 6.6. Therein, the total iteration count is plotted
versus grid number for the two test cases. To indicate the h−1 behavior the data points
that correspond to the computations on each of the ﬁve grids are linearly connected.1 The
large total number of iterations needed on ﬁne grids is caused by the many time steps that
are needed.
6.2.6 Test Problem 3: Stationary Flow around
BAC 3-11/RES/30/21 Airfoil
For test problem 3 we need 1.58 as much iterations when using PBGS instead of PBILU(0)
on the ﬁnest grid. Using PBILU(2) saves another 62% on the average iteration count.
1This connection of non-continuous quantities can be justiﬁed by the following considerations: Note
that every grid g is composed of 400 · 4g−1 cells. Therefore the x-axes of both plots in Figure 6.6 can be
interpreted with a logarithmic scale of the number of cells representing an almost continuous quantity.
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Figure 6.7: Test problem 3: Iteration history (left, versus time step k) and corresponding
residuals Rk (right, versus CPU time) on ﬁnest grid
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The iteration history is detailed in the left picture of Figure 6.7. In the right ﬁgure the
residual history is plotted versus CPU time. All timing results are obtained on an Intel
Xeon processor running at 3 GHz clock speed. Note that timing results depend on a
lot of implementational aspects. For example, the ordering of the cells was done in a
way leading to an ordering of the Jacobian that is quite good for the PBILU methods, cf.
Remark 2. Furthermore, in this example PBILU(1) and PBILU(2) provide fast convergence
evolving the solution with rather few unknowns. This positive result for the PBILU(1)
and PBILU(2) methods must be relativized in the following way: During a simulation that
requires almost the full memory that is available, additional storage for using a PBILU(1)
or PBILU(2) may not ﬁt in memory and may cause outsourcing on hard disk resulting in
a slowdown or even a breakdown resulting from insuﬃcient memory.
Remark 2 In combination with a ILU-type preconditioner, a widely-used ordering [34, 84,
144, 166, 176] is the reverse Cuthill McKee algorithm [68, 67], cf. also [15]. This reordering
algorithm reduces the bandwidth of the Jacobian which is favorable for ILU-type methods.
When using a PBILU preconditioner, the PETSc [8, 9] package includes the RCM ordering.
In Table 6.6 the average iteration count on the ﬁnest grid for test problem 3 is given. In
the last column the comparison between the preconditioners can be found when applying
the Reverse Cuthill McKee algorithm, denoted by “RCM”. In the second column results
for the case with the cell numbering induced by the QUADFLOW discretization routines
is given. This ordering is referred to as “QN”. Obviously the RCM numbering (ordering)
does not have a big eﬀect on the average iteration count. Although it slightly improves
the situation for PBILU(0), it increases the average iteration count for PBILU(1) and
PBILU(2). In further numerical experiments for test problems 1 and 2 we found that
RCM has only a small eﬀect on the results. Note, however, that this eﬀect is only small
due to the “natural” QN numbering and the corresponding eﬀect may be diﬀerent in other
ﬂow solvers providing diﬀerent “natural” orderings.
numbering (PBILU) QN RCM
PBILU(0) 21.7 20.8
PBILU(1) 9.04 12.6
PBILU(2) 8.25 11.8
numbering (PBGS) QN WRG
PBGS 33.5 20.6
Table 6.6: Test problem 3: Average iteration count for BiCGATAB. In the upper table the
results for the ILU preconditioner are given using QN and RCM numbering. A couple of
results from Table 7.5 for PBGS are given in the lower table, cf. Subsection 7.2.2
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RCM was designed for ILU preconditioners and results in combination with a GS pre-
conditioner are poor. Therefore, the RCM is not available for PBGS in the PETSc library.
The use of a GS-type preconditioner requires a diﬀerent numbering. Ordering methods
for PBGS will be discussed in the following chapter. As a result in advance we give some
results from Table 7.5 from Subsection 7.2.2 for PBGS in the lower table of Table 6.6, in
which the “Weighted Reduced Graph” (WRG) numbering is used. Note that the average
iteration counts for PBILU(0) and for the PBGS preconditioner with the WRG ordering
are comparable in Table 6.6. For a further discussion on this result and the presentation
of the WRG ordering we refer to Chapter 7. 
6.3 Concluding Remarks
We summarize the main conclusions of this chapter. Already for our relatively simple
model problems the PBSPAI(0) method has turned out to be a poor preconditioner. This
method should not be used in a Newton-Krylov method for solving compressible Euler
equations. Both for model problems and a realistic application (QUADFLOW solver, test
problems 2 and 3) the eﬃciency of the PBGS preconditioner and the PBILU(0) method
are comparable. For our applications the PBILU(1) and PBILU(2) preconditioners are less
eﬃcient than the PBILU(0) preconditioner.
Three related topics are discussed in the following chapters. We will show in Chapter 7
that the average iteration count of PBGS can be reduced signiﬁcantly by applying an
adequate numbering strategy. Further improvements of eﬃciency may come from a better
strategy for the time step control, which is the topic of Chapter 8, and from a better
approximation of the Jacobian, which is discussed in Chapter 9.
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Renumbering Techniques
In this chapter we focus on ordering algorithms for the PBGS preconditioner. We do not
know of any literature in the context of linearized Euler equations dealing with ordering
techniques for Gauss-Seidel preconditioners. The presented ordering algorithms consist
of three steps. In the ﬁrst step we construct a weighted directed graph in which every
vertex corresponds to a block unknown and the weights correspond to the magnitude
of the ﬂuxes. This graph is usually very complex making it almost impossible to work
with standard ordering techniques. Therefore, we use an approach that is very similar to
coarsening techniques used in algebraic multigrid methods [188]: At ﬁrst we reduce the
complex graph by deleting edges with relatively small weights. Then we consider three
diﬀerent algorithms to determine the renumbering of the vertices of the reduced graph.
Two of these methods are known (due to Bey, Wittum [24] and Hackbusch [100, 104])
from the ﬁeld of robust multigrid solvers for convection-dominated elliptic problems. Both
methods have to be modiﬁed to be applicable for Jacobians resulting from linearized Euler
equations. The third ordering algorithm is new and —for our problem class— in general
better than the two other methods. These procedures are implemented in the QUADFLOW
solver using the PETSc library. We present a systematic comparative study for our problem
class. The reordering algorithm is essentially a “black-box” method. Using this reordering
we can improve the robustness of the iterative solver: For large CFL numbers we encounter
linear systems for which the BiCGSTAB method with PBGS preconditioner converges only
if we ﬁrst apply the reordering. Using the reordering we can also improve the eﬃciency
of the linear solver signiﬁcantly. The execution time of the iterative solver part can be
reduced by 10% (for complex transonic ﬂows) up more than 50% (for supersonic ﬂows).
We emphasize that for these ordering techniques the particular choice of discretization
components is not essential. The renumbering methods show a similar behavior, if instead
of the Ha¨nel-Schwane method [106], one uses another upwind method (see above), or if,
instead of Batten’s b2-scheme [17], one uses another implicit time integration method.
The remainder of this chapter is organized as follows. The following section gives
a detailed description of three renumbering algorithms. In Section 7.2 we apply these
algorithms, implemented in the QUADFLOW solver, to some test problems. Finally we
summarize some main results of the chapter in Section 7.3.
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7.1 Methods
Incomplete LU-decomposition and Gauss-Seidel techniques are often used for precondition-
ing Krylov subspace methods applied to linear systems of equations that arise in numerical
simulations of compressible ﬂows [1, 34, 77, 150, 158, 176, 211]. Both preconditioners de-
pend on the ordering of the cells (points) [24, 104, 105, 150, 170, 194]. This holds for the
point-block variants PBILU and PBGS, too. Many studies on numbering techniques for
ILU preconditioners appear in the literature, cf., e.g., [77, 177] and references therein. For
ILU methods, in many applications, a reverse Cuthill-McKee ordering algorithm [67, 68]
provides good results [34, 84, 144, 166, 176]. This ordering yields a matrix with a “small”
bandwidth which is favorable for PBILU. This method does not have a great impact of the
results in QUADFLOW as already shown in Remark 2 in Subsection 6.2.6. Such PBILU
methods combined with reordering techniques are often used in iterative solvers for com-
pressible ﬂow problems [34, 84, 144, 166, 176]. A PBGS preconditioner is particularly
useful in matrix-free iterative solvers. This preconditioner can be improved signiﬁcantly
by reordering techniques. For PBGS the ordering should be such that one approximately
follows the directions in which information is propagated. In this section we introduce
three renumbering methods that aim at realizing this.
All three algorithms are completely matrix-based, in the sense that one needs as in-
put only the block-structured matrix from (6.1). In these algorithms we distinguish the
following three steps:
1. Construct a weighted directed matrix graph in which every vertex corresponds to a
block unknown and each edge to a nonzero oﬀ-diagonal block of the given matrix A.
2. Construct a reduced weighted directed matrix graph. The reduction is obtained by
deleting edges with relatively small weights.
3. Determine a renumbering of the vertices, based on the reduced weighted matrix
graph. This provides a point-block-permutation of the given matrix A.
While for all three algorithms presented below steps 1 and 2 are identical, they diﬀer in
the methods used in the third step. We explain the ﬁrst two steps in Subsections 7.1.1 and
7.1.2. In the Subsections 7.1.3 – 7.1.5 we give the three diﬀerent methods that are used in
step 3 to determine the reordering.
7.1.1 Construction of Weighted Directed Matrix Graph G(A)
We introduce standard notation related to matrix graphs. Let V = {1, . . . , N} be a vertex
set (each vertex corresponds to a discretization cell). The set of edges E contains all
directed edges.
E = {(i, j) ∈ V × V | Ai,j = 0, i = j} (7.1)
Note that E does not contain edges (i, i). The mapping
ω : E → (0,∞) (7.2)
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assigns to every directed edge (i, j) ∈ E a weight
ωij := ω(i, j) := ‖Ai,j‖F . (7.3)
We take the Frobenius-norm because it is easy to compute and all entries in a block Ai,j
are weighted equally. This yields a weighted, directed matrix graph G = G(A).
G(A) := (V, E , ω) (7.4)
Opposite to the commonly used deﬁnition we call an edge (i, j) ∈ E an inﬂow edge of
vertex i ∈ V and an outﬂow edge of vertex j ∈ V. This is motivated by the following:
In our applications, an edge (i, j) in the graph corresponds to a ﬂow from cell j into cell i
in the underlying physical problem.
Consequently, for (i, j) ∈ E we call j a predecessor of i and i a successor of j. The set
of predecessors of vertex i ∈ V is denoted by
Ii := { j ∈ V | (i, j) ∈ E } . (7.5)
In the construction of G(A) one only has to compute the weights ωij in (7.3). For storage
of this information we use a sparse matrix format. Note that the size of the sparse matrix
corresponding to G(A) is N ×N (and not Nd×Nd, as for A). Hence, the costs both for
the computation and the storage of G(A) are low.
Note that the weights ωij, deﬁned in (7.3), correspond to the magnitude of the ﬂow
from cell j to its successor i. This suggests a graph reduction based on the magnitude of
the weights as detailed in the following subsection.
7.1.2 Construction of Reduced Matrix Graph Gˆ
Based on reduction techniques from algebraic multigrid methods in which strong couplings
and weak couplings are distinguished [188, 128, 171], we separate strong edges from weak
edges. For every vertex i ∈ V we neglect all inﬂow edges (i, j) ∈ E with a weight smaller
than τ -times the average of the weights of all inﬂow edges of vertex i. Thus we obtain
a reduced set of strong edges Eˆ and a corresponding reduced (weighted, directed) graph
Gˆ(A):
σi :=
1
|Ii|
∑
j∈Ii
ωij (7.6)
Eˆ := {(i, j) ∈ E | ωij ≥ τ · σi} (7.7)
Gˆ(A) := (V, Eˆ , ω|Eˆ) (7.8)
This simple construction of a reduced matrix graph Gˆ(A) can be realized with low com-
putational costs. In the remaining part of the reordering method we do not need G(A)
anymore, and thus we do not need additional storage because we can directly overwrite
G(A) with Gˆ(A).
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The use of graph reduction is essential for the performance of the reordering techniques
discussed below. Note that the parameter τ controls the size of the reduced graph: for
τ = 0 there is no reduction of the original graph, whereas for τ → ∞ the reduced graph
contains only vertices and no edges. The choice of an appropriate value for the parameter
τ is discussed in Section 7.2. In particular it will be shown that the performance of the
numbering techniques is not very sensitive with respect to perturbations of the parameter
value. We call τ “graph reduction parameter” below.
In the following Subsections 7.1.3 – 7.1.5 we present three diﬀerent methods that de-
termine reorderings of the vertices based on the reduced weighted matrix graph.
7.1.3 Downwind Numbering based on (V, Eˆ) (Bey and Wittum)
The downwind numbering algorithm due to Bey and Wittum (Algorithm 4.3 in [24]),
denoted by “BW”, is presented in Figure 7.1. This ordering is used in multigrid methods for
scalar convection-diﬀusion problems for the construction of so-called “robust smoothers”.
To apply this algorithm for our class of problems we need the reduced directed graph (V, Eˆ)
as input. Note that although they have been used to compute the reduced graph (V, Eˆ),
the weights ωij are not used in the ordering algorithm.
for all P ∈ V : Index(P ) := −1 ;
nF := 1 ;
for P ∈ V
if (Index(P ) < 0 ) SetF(P ) ;
end P
procedure SetF(P )
if (all predecessors B of P have Index(B) > 0 )
Index(P ) := nF ;
nF := nF + 1 ;
for Q successor of P
if (Index(Q) < 0) SetF(Q) ;
end Q
end if
Figure 7.1: Downwind numbering algorithm BW
Remark 3 In the loop over P ∈ V in algorithm BW the ordering of the block-unknowns
(cells) corresponding to the input matrix A is used. In the procedure SetF(P ) a vertex is
assigned the next number if all its predecessors have already been numbered. Hence, the
ﬁrst number is assigned to a vertex that has no inﬂow edges. Note that in the procedure
SetF(P ) there is freedom in the order in which the successors Q are processed. In our
implementation we again use the ordering induced by the given matrix A. The BW
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numbering is applied to the reduced matrix graph. If that graph is cycle-free, the algorithm
returns a renumbering that is optimal in the sense that this reordering applied to the matrix
corresponding to Gˆ(A) results in a lower triangular matrix. However, in our problem class
the reduced graphs in general contain cycles. In that case, after algorithm BW has ﬁnished,
there still are vertices P ∈ V with Index(P )= −1, that is, there are N − nF > 0 vertices
that have no (new) number. The numbers nF , . . . , N are assigned to these remaining
vertices in the order induced by the input matrix ordering. The two variants of BW that
are treated below in general have less of such “remaining” vertices.
Note that in the BW algorithm there are logical operations and assignments but no
arithmetic operations. 
7.1.4 Down- and Upwind Numbering based on (V, Eˆ) (Hackbusch)
In Figure 7.2 we present an ordering algorithm, referred to as down- and upwind numbering
and denoted by “HB”, that is due to Hackbusch [104]. As input for this algorithm one
needs the reduced directed graph (V, Eˆ). The presentation of this algorithm is as in section
2.1 in [100]. The routine “SetF” is the same as in the BW algorithm in Figure 7.1. Again,
the weights are not used in the numbering algorithm.
for all P ∈ V : Index(P ) := −1 ;
nF := 1 ; nL := N ;
for P ∈ V
if (Index(P ) < 0 ) SetF(P ) ;
if (Index(P ) < 0 ) SetL(P ) ;
end P
procedure SetL(P )
if (all successors B of P have Index(B) > 0 )
Index(P ) := nL ;
nL := nL − 1 ;
for Q predecessor of P
if (Index(Q) < 0) SetL(Q) ;
end Q
end if
Figure 7.2: Down- and upwind numbering algorithm HB
Remark 4 While in the BW algorithm the vertices are ordered in one direction, namely
“downwind”, that is, in the direction of the ﬂow, the algorithm due to Hackbusch uses
two directions: “downwind” (SetF) and “upwind” (SetL). In [104] and [100] techniques
for handling cycles are presented. These techniques are rather complicated and often
computationally expensive. In multigrid codes for convection-dominated problems one
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usually encounters the ordering algorithm HB as in Figure 7.2 which does not treat cycles.
If the reduced matrix graph (V, Eˆ) is not cycle-free there are remaining vertices. These are
treated as described in Remark 3. The computational cost of algorithm HB is comparable
to that of BW. 
7.1.5 Weighted Reduced Graph Numbering based on (V, Eˆ , ω|Eˆ)
In this section we present a modiﬁcation of the methods of Bey, Wittum and Hackbusch,
the “Weighted Reduced Graph” numbering. As input for our method we now need the
weighted reduced graph (V, Eˆ , ω|Eˆ).
The performance of the BW and HB numbering depend on the ordering of the input
graph. We present an algorithm that uses the weights of the reduced graph to avoid the
dependence on the initial ordering. The algorithm, denoted by “WRG”, is presented in
Figure 7.3.
Remark 5 There are two important diﬀerences to the algorithms HB and BW. The ﬁrst
diﬀerence is related to the arbitrariness of the order in which the vertices are handled in
the loops in HB and BW, cf. Remark 3. If there are diﬀerent possibilities for which vertex
is to be handled next we now use the weights ωij of the reduced graph to make a decision.
This decision is guided by the principle that edges with larger weights are declared to be
more important than those with relatively small weights. A weight based sorting occurs
at several places, namely in (7.9) – (7.13). In (7.9) the vertices with no inﬂow edges
(“starting” vertices) are sorted using the sum of the weights of the outﬂow edges at each
vertex. Similarly, in (7.10) the vertices with no outﬂow edges are sorted. The “remaining”
vertices, that is, all vertices that have inﬂow and outﬂow edges, are ﬁnally sorted based
on the sum of the outﬂow edges at each vertex in (7.11). In all three cases the number of
vertices to be sorted is much smaller than N and thus the time for sorting is acceptable.
Sorting is also used in (7.12) and (7.13) to determine the order in which successors and
predecessors are handled. In SetF(·, ·) the successors Q of the current P are sorted using
the sum over the weights of all outﬂow edges for each Q. This is done similarly in SetL(·)
for all predecessors of the current P .
The second diﬀerence is that the loop over the numbering routine SetF is called two
times. The ﬁrst call SetF(P, 1) in part (i) of algorithm WRG is similar to the call of
SetF(P ) in the algorithms BW and HB but now with an ordering procedure used in SetF.
The second call SetF(P, 0) (in part (ii) in WRG) is introduced to handle the remaining
vertices that still have index value −1. In this call we do not consider the status of inﬂow
edges and continue numbering in downwind direction (SetF(·,0)). The inner call SetF(Q, 1)
to number the successors still requires that all predecessors have been numbered. After
part (ii) of the algorithm is ﬁnished the only possibly not yet numbered vertices are
trivial ones, in the sense that these are vertices that have no edges to other vertices.
Note that although the ﬁrst part of this numbering (cf. (i) in Figure 7.3) can be also
obtained by applying HB to an a-priori sorted graph, the second step (ii) of WRG does
neither have a counterpart in HB nor in BW.
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for all P ∈ V : Index(P ) := −1 ;
nF := 1 ; nL := N ;
/* (i) apply SetF and SetL to starting vertices */
do in an outﬂow-ordered list , S(Σiωip, P ): for P ∈ V (7.9)
if (Index(P ) < 0 ) SetF(P, 1) ;
end P
do in an inﬂow-ordered list , S(Σjωpj, P ): for P ∈ V (7.10)
if (Index(P ) < 0 ) SetL(P ) ;
end P
/* (ii) number remaining vertices */
do in an outﬂow-ordered list , S(Σiωip, P ): for P ∈ V (7.11)
if (Index(P ) < 0 ) SetF(P, 0) ;
end P
procedure SetF(P, s)
if (all predecessors B of P have Index(B) > 0 ) or (s = 0)
Index(P ) := nF ;
nF := nF + 1 ;
do in an outﬂow-ordered list , S(Σiωiq, Q): for Q successor of P (7.12)
if (Index(Q) < 0) SetF(Q, 1) ;
end Q
end if
procedure SetL(P )
if (all successors B of P have Index(B) > 0 )
Index(P ) := nL ;
nL := nL − 1 ;
do in an inﬂow-ordered list , S(Σjωqj , Q): for Q predecessor of P (7.13)
if (Index(Q) < 0) SetL(Q) ;
end Q
end if
 : p denotes the index of the vertex P of the input graph. S(Σiωip, P ) sorts the
vertices P descending in the corresponding values Σiωip (similar for S(Σjωpj, P )).
Figure 7.3: Weighted reduced graph numbering algorithm WRG
Due to the additional sorting routines in (7.9) - (7.13) the computational costs of the
renumbering algorithm WRG are higher than of those BW and HB. However, if we use
algorithm WRG in step 3 the total time needed for the execution of the steps 1–3 is still
acceptable, cf. Remark 6. 
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Remark 6 In all three algorithms the computational time that is needed and the storage
requirements are modest compared with other components of the iterative solver. Of course
this will not be true for general matrices but it does hold for the class of large sparse point-
block-matrices that forms our problem class. In our pseudo-time integration we have a
sequence of time steps on every level of adaptation. The time needed for solving the linear
systems is typically increasing during the discrete time integration. This is due to the
increase of the CFL-number, cf. the discussion in Subsection 3.3.4. Since the Jacobian
matrices of consecutive time steps are in some sense similar we apply the reordering not
in each iteration but only “now and then” and keep it for the subsequent time steps. We
refer to Section 7.2 for details on that issue. Because of the infrequent application of the
numbering the total execution time for the reordering routines is very small compared
with the total time needed for the linear solves with the preconditioned Krylov-subspace
method. In our test problems the reordering routines consume at most a few percent of
the total execution time of the iterative solver.
In the experiments in Section 7.2 the computational time for reducing the graph and
determining the reordering is smaller than the average time for solving the system of linear
equations in one time step. From numerical examples, cf. Section 7.2, it turns out that
reasonable values for the corresponding parameter in (7.7) are τ ∈ [0.75, 2.00]. For such
values WRG numbering needs between 10% and 50% more time than the other numbering
techniques, depending on the value for the graph reduction parameter τ .
Both the computational costs and the quality of the reordering algorithm depend on
the value for τ . For large τ -values the reduced set of edges Eˆ contains only few elements
and thus the reduced graph Gˆ(A) is close to a trivial one. The computational costs for
constructing the corresponding renumbering (step 3) are relatively low but the resulting
renumbering will in general hardly improve the quality of the PBGS preconditioner. The
choice of the value for the graph reduction parameter τ is discussed in Subsection 7.2.1. 
7.2 Numerical Experiments
In this section we present results of numerical experiments. We will illustrate the behavior
of the diﬀerent numberings presented above for a few test problems.
The implementation concerning preconditioning, choice of the Krylov solver, computa-
tion of the Jacobian, and spatial and temporal discretization are done as detailed in the
previous chapter. The same tolerances and number of spatial discretization levels are used.
Note that the linear systems of equations are solved until the relative density residual Rk
is smaller than 10−2.
In a typical computation most time is spent on solving the linear equation systems
on the grid that corresponds to the ﬁnest adaptation level, cf. Figure 5.2 and Table 5.4.
Therefore, we present the number of iterations of the preconditioned BiCGSTAB method
that is needed to reduce the starting residual of the linear (Jacobian) system by a factor
104 on the ﬁnest grid in order to measure the quality of the renumberings. We compare
four diﬀerent numberings. The BW, HB and WRG methods have been explained above.
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Test case 3 − Jacobian
Figure 7.4: Test problem 3: Nonzero pattern of the Jacobian matrix on the ﬁnest level
The fourth numbering is the one induced by the discretization routines in QUADFLOW
and is denoted by QN. One central feature of the QUADFLOW solver is the multiscale
analysis that is used for error estimation and induces local reﬁnement. This results in a
hierarchy of locally reﬁned grids, cf. Section 3.4 and Subsection 3.2.1. In this process the
cells are numbered level-wise from the coarsest to the ﬁnest level. This leads to a sort of
hierarchical block-structure of the matrix. A typical pattern of the Jacobian is shown in
Figure 7.4. The Jacobian consists of 2 087 502 nonzero entries which is denoted by “nnz”
in Figure 7.4.
In Figure 7.6 e) a typical computational grid is given. Every cell is given a color
representing its number induced by the multiscale analysis (QN numbering). The ﬁgure
shows that the numbers are given block-wise and level-wise: Cells that a generated at
higher levels in the local reﬁnement procedure obtain higher numbers.
After a prolongation to the next ﬁner level in the nested iteration method, we perform
a renumbering after the ﬁrst time step. Note that the Jacobian is needed to compute the
new ordering. Opposite to renumber the Jacobian before performing the actual time step,
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we decided to perform the ﬁrst step with the initial ordering and use the reordering in
the following steps. This strategy turns out to be faster than the other variant because
the ﬁrst time step is usually cheap anyway due to a CFL number γ1 = 1. In each of the
following time steps we have a new Jacobian to which a renumbering algorithm can be
applied. For eﬃciency reasons we do not apply the renumbering method (steps 1–3) to
every new Jacobian but use the known renumbering as computed in the ﬁrst time step.
We determine a new renumbering only after every kr time steps. Typical values for kr are
kr = 10, kr =∞. In the latter choice, using kr =∞, the reordering is only computed once
after the ﬁrst time step after an adaptation. All three numbering techniques are sensitive
with respect to the choice of the value for the parameter τ . In our sub- and supersonic
problems τ = 1.25 turned out to be a good default value. In highly transonic problems
(M∞ ≈ 1) the performance can often be improved by taking a somewhat large τ -value
(e.g., τ = 2.00). At the end of the next subsection this choice of the value for τ is justiﬁed
in a parameter study.
7.2.1 Test Problem 2: Stationary Flow around NACA0012
Airfoil
In the ﬁrst test problem simulating the ﬂow around the NACA0012 airfoil we compare the
impact of the diﬀerent numbering algorithms on the iteration count of the preconditioned
Krylov solver. Tables 7.1 - 7.3 show the average iteration count on the ﬁnest level for the
diﬀerent orderings. The average is taken over all time steps that are needed to achieve
Numbering QN BW HB WRG
Average iteration count 32.0 30.6 28.6 23.0
Saving 0% 4.4% 10.6% 28.1%
Table 7.1: Test problem 2A: Average iteration count on ﬁnest level
Numbering QN BW HB WRG
Average iteration count 20.2 20.1 18.2 18.4
Saving 0% 0.5% 9.9% 8.9%
Table 7.2: Test problem 2B: Average iteration count on ﬁnest level
Numbering QN BW HB WRG
Average iteration count 24.2 12.5 12.6 10.9
Saving 0% 48.3% 47.9% 55.0%
Table 7.3: Test problem 2C: Average iteration count on ﬁnest level
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convergence on the ﬁnest discretization level for test cases 2A, 2B, and 2C. The savings
compared with the original QUADFLOW numbering QN (cf. above in Section 7.2) are
displayed in the last rows of Tables 7.1 - 7.3. The orderings BW, HB, and WRG were only
computed after the ﬁrst time step, that is, we used kr = ∞. In all three cases the savings
were not improved signiﬁcantly when using smaller kr values. In all numerical experiments
the reduced matrix graph was constructed with τ = 1.25. For test case 2C we give the
graph G(A), the corresponding reduced graph Gˆ(A) and the renumbered reduced graph of
a typical Jacobian matrix in Figure 7.5.
Using the WRG renumbering method we save between 9% and 55% of PBGS-precon-
ditioned BiCGSTAB iterations on the ﬁnest level compared with the original numbering
QN. The number of average iterations per time step decreases from 20 − 32 to 11 − 23.
Using the BW numbering the average iteration count is 13− 31, the corresponding values
for HB lie between 13 and 29. Since the renumbering has to be computed only once
(kr = ∞), the additional computational costs for WRG are negligible. The improvement
is strongest for case 2C, which is due to the fact that in this case the ﬂow is almost
supersonic and thus there is a main stream in which information is transported. A further
increase of the Mach number M∞ would lead to a further decrease of the number of
iterations and would improve the proﬁt of the renumbering techniques as well. Note that
the results in Section 6.2.4 for test case 2C the iteration count for PBGS with QN ordering
were particularly poor compared with the ILU(0) preconditioner while they now yield
comparable timing measurements.1
In cases with higher CFL-numbers γmax the linear systems are in general harder to
solve and the importance of an improvement due to a better numbering increases, cf. the
discussion in Subsection 3.3.4.
For test case 2C we illustrate the dependence of the iteration count on the graph
reduction parameter τ . In Figure 7.7 the results for τ = 0.25 ·k, k = 0, 1, . . . , 12 are given.
Note that we linearly interpolated the discrete data points. The dashed line (right y-axis)
shows that the number of edges in the corresponding reduced graph of the Jacobian is
1Note that the computer architecture changed from 32-bit to 64-bit resulting in slightly diﬀerent results
in Chapter 6 and Chapter 7.
Step of WRG (i) (ii) Step of WRG (i) (ii)
τ ≤ 0.75 0 40 213 τ = 1.75 40 207 6
τ = 1.00 11 153 29 060 τ = 2.00 40 211 2
τ = 1.25 39 869 344 τ = 2.25 40 211 2
τ = 1.50 40 205 8 τ ≥ 2.50 40 213 0
Table 7.4: Test problem 2C, ﬁnest computational grid: Experiment with diﬀerent values
for the graph reduction parameter τ . Number of cells that were numbered in steps (i)
and (ii) in WRG algorithm, cf. Figure 7.3
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Test case 2C − Graph, reduced
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Test case 2C − Graph, reduced and reordered
Figure 7.5: Test problem 2C: Graph G(A) (above), reduced graph Gˆ(A) (left) and renum-
bered reduced graph (right) of Jacobian matrix on ﬁnest grid, τ = 1.25.
decreasing monotonically if the value of τ is increased. Table 7.4 shows how many vertices
are renumbered in each of the steps (i) and (ii) in the WRG algorithm, cf. Figure 7.3.
For values τ ≤ 0.75 the reduced graph is too complex so that in the ﬁrst step, cf. (i) in
Figure 7.3, none of the 40 213 vertices is given a new number. On the other hand with
τ = 1.50 98% of the vertices are given a new number in the ﬁrst step (i), so that a further
increase of the value for τ would be counterproductive. These results illustrate a general
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b) τ = 1.00, WRGa) τ = 0.00, WRG
d) τ = 1.50, WRGc) τ = 1.25, WRG
e) QN g) τ = 1.50, HBf) τ = 1.25, HB
Figure 7.6: Test problem 2C, ﬁnest computational grid. The coloring represents the num-
bers the cells were given by the algorithms QN,HB and WRG for diﬀerent values of τ
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Figure 7.7: Test case 2C, ﬁnest computational grid: Experiment with diﬀerent values for
the graph reduction parameter τ . Average iteration count using WRG numbering (dashed,
right axis) and number of edges of the corresponding reduced graph (solid, left axis)
phenomenon: Increasing the value of τ , more and more cycles split up and most of the
vertices can be renumbered in the ﬁrst step (i) of the WRG algorithm. However, too
large values of τ lead to too many isolated vertices. An appropriate choice of the value for
τ has to ﬁnd a compromise between these two conﬂicting eﬀects. Fortunately the dashed
line in Figure 7.7 representing the performance of the preconditioned BiCGSTAB method
indicates that the choice of the value for τ is not very sensitive. For this test case values
0.75 ≤ τ ≤ 2.00 all give quite good results. We obtain the best results for τ = 1.25; in this
case the reduced graph Gˆ(A) can be reordered so that it is nearly a lower-diagonal graph
as shown in the lower right subplot of Figure 7.5.
The ordering technique induces a renumbering of all vertices in the original graph
G(A). Note that in the original graph there are no edges deleted. The reordered Jacobian
contains precisely as many nonzero entries as the original Jacobian. In general both have
a symmetric pattern (for test case 3 both Jacobians are given in Figure 7.9). The eﬀect
of the reordering is that the dominant entries of the reordered Jacobian lie mostly in the
lower triangular part. It should be noted that such reordering techniques can only be
eﬀective for point-block matrices in which there is a signiﬁcant diﬀerence between ‖Ai,j‖F
and ‖Aj,i‖F for most i, j with ‖Ai,j‖F = 0.
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The dependence of the results on the value for τ holds for all tested cases and for the
other numbering algorithms. Only in problems with M∞ ≈ 1 the vertices of the graphs are
stronger coupled so that a higher value for τ may be needed to split up an adequate amount
of the cycles. That is why in case 1B the results for WRG numbering can be improved
by a stronger reduction of the graph. With τ = 2.00 the saving with WRG is about 21%
(instead of 9 %). In this transonic case the pattern of directions in which information is
propagated has a more complex structure than in the other cases. Therefore the savings
are less than in the other examples. We want to point out that the ordering QN induced by
the QUADFLOW discretization routines is already quite good. If namely a (point-block)
random numbering is used, then the PBGS preconditioned BiCGSTAB method turns out
to diverge in all tested cases, even when computing supersonic ﬂow.
To further illustrate the eﬀect of the renumbering algorithms we take a closer look
at which number is given to which cell of the computational domain. In Figure 7.6 the
complete computational domain with the ﬁnest grid is given for test case 2C. Figure 7.6 e)
shows the QN numbering, that is, the standard QUADFLOW numbering induced by the
multiscale analysis. Every cell has a coloring indicating its number. Multi-block structure
and eﬀects of the adaptation can be recognized. The fact that the cells generated by the
adaptation have higher cell numbers turns out to be a reasonably good choice. Figure 7.6
a) - d) show the numbering generated by WRG for diﬀerent values of τ . As already seen
from Figure 7.7 the eﬀect of the numbering is best for τ = 1.25. In Figure 7.6 f) and g)
two results using HB numbering are given. The plots for BW numbering are similar and
therefore not shown here.
7.2.2 Test Problem 3: Stationary Flow around
BAC 3-11/RES/30/21 Airfoil
This test case is a standard cruise conﬁguration [10] of the Collaborative Research Center
SFB 401 [181] with M∞=0.77 and α=0.00◦, see also [153]. In Figure 3.2 we give a typical
grid that is used in the simulation. We take parameter values τ = 1.25, γmax = 200, and
kr = 10. For a typical Jacobian A we show graph G(A), reduced graph Gˆ(A) and the eﬀect
of the WRG renumbering in Figure 7.8. In Figure 7.9 we give the corresponding Jacobian
in QN ordering (upper subplot) and WRG ordering (lower subplot).
Numbering QN BW HB WRG
Average iteration count 33.5 22.2 22.2 20.6
Saving 0% 33.7% 33.6% 38.4%
Table 7.5: Test problem 3: Average iteration count on ﬁnest level
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Test case 3 − Graph, reduced and reordered
Figure 7.8: Test problem 3: graph G(A) (above), reduced graph Gˆ(A) (left) and renum-
bered reduced graph of Jacobian matrix A (right)
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Figure 7.9: Test problem 3, ﬁnest grid: Nonzero pattern of the Jacobian matrix with
QN numbering (above) and after applying WRG reordering (below). Reordering used
renumbered reduced graph from Figure 7.8
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The behavior of the preconditioned BiCGSTAB method is illustrated in Figure 7.10.
In this ﬁgure we give the number of iterations that the PBGS-preconditioned BiCGSTAB
method needs to satisfy the stopping criterion for the linear solver in every time step. More
precisely, the corresponding residual is required to decrease by two orders of magnitude.
We only give results for the time steps after the last (10th) adaptation. The solid line
illustrates the iteration count when the QN ordering is used. The corresponding values for
the WRG numbering are illustrated by the dashed line.
There is a clear systematic improvement when using the WRG renumbering. The
savings are about 38%. A comparison to the BW and HB renumbering methods is shown
in Table 7.5. The average iteration count is 33.5 when using QN numbering, 22.2 for BW
and HB, and 20.6 for WRG numbering.
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Figure 7.10: Test problem 3: Iterations of the PBGS preconditioned BiCGSTAB solver in
every time step, time steps on ﬁnest level. Comparison for applying QN (solid) and WRG
(dashed) numbering, cf. corresponding pattern in Figure 7.9
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7.2.3 Test Problem 4: Stationary Flow in an Oblique 3D-Channel
In this problem we consider a ﬂow through an oblique 3D-channel that has a bump at
its bottom. Cross-sections of this channel with the x1-x2 and x1-x3-plane are given in
Figure 7.11. The non-rectangular form is used to obtain a truly three-dimensional ﬂow.
Inﬂow and outﬂow conditions are prescribed at both ends of the channel. At inﬂow we
take M∞ = 1.3 and α = 0.00◦.
Figure 7.11: Test problem 4: Oblique channel with a bump. Computational domain of the
x1-x2 plane (left) and x1-x3 plane (right)
The parameters in this test case are γmax = 200, τ = 1.25 and kr = ∞. Some results
are presented in Table 7.6. The average iteration count is 15 when using QN numbering,
circa 14 for BW and HB, and about 13 for WRG numbering. If instead of γmax = 200
we take γmax = 1000 then with the orderings resulting from QN, BW and HB the PBGS-
preconditioned BiCGSTAB solver diverged in at least one time step during the time inte-
gration on the ﬁnest discretization level. With WRG renumbering, however, this was not
the case. Thanks to the higher value γmax = 1000 we need about 16.1% of time steps less
than with γmax = 200. The average iteration count then is 13.9 for WRG. When summing
up all Krylov-Iterations on the ﬁnest level, the total amount of iterations is 22.3% less than
with QN numbering and γmax = 200.
Hence, this illustrates a further important advantage of the WRG renumbering, namely
that it improves the robustness of the linear solver.
Numbering QN BW HB WRG
Average iteration count 15.0 14.3 14.1 12.9
Saving 0% 4.2% 6.0% 13.9%
Table 7.6: Test problem 4: Average iteration count on ﬁnest level (after 4th adaptation)
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7.3 Concluding Remarks
Both the PBILU and PBGS methods are useful preconditioners in Newton-Krylov methods
for compressible ﬂow simulations. The behavior of these preconditioners depend on the
ordering of the block-unknowns (cells). In this chapter we have presented ordering tech-
niques for the PBGS method that use ideas from algebraic multigrid methods. Except for
the (critical) graph reduction parameter τ in (7.7), the ordering methods are “black-box”.
In most test cases a good choice for this grid-reduction parameter has turned out to be
τ = 1.25. In most simulations only one reordering per adaptation level has been needed
neglecting the additional costs of the ordering algorithm. A systematic comparative study
has shown that for our problem class the WRG reordering yields the best results. Using
this reordering one can improve the robustness of the iterative solver. Even with large
CFL-numbers (e.g. 200, 1000, 5000) the linear solver has always converged in our experi-
ments if we use PBGS with WRG reordering, whereas with other orderings the solver has
sometimes diverged. This implies that with WRG reordering it is possible to use larger
CFL-numbers in order to reduce the total number of time steps. Using the reordering
one can improve the eﬃciency of the linear solver signiﬁcantly. The execution time of the
iterative solver part can be reduced by 10% (for complex transonic ﬂows) up to more than
50% (for supersonic ﬂows). For eﬃciency reasons the reordering is not computed for each
new Jacobian but kept ﬁxed in a number of time steps.
The reordering algorithm can also be applied in the setting of (linear or non-linear)
multigrid solvers with block-Gauss-Seidel type smoothers for compressible ﬂow problems.
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Time Integration
We recall the pseudo-transient continuation [73, 127]: Although we are interested in a
stationary solution, we apply a time integration method for approximating the stationary
solution. To obtain fast convergence towards the stationary solution one wants to use large
time steps and thus an implicit time discretization method is preferred. On every level
of adaptation we start with an initial CFL number which determines the ﬁrst time step.
We repeat (3.27) and (3.28) from Paragraph 3.3.3.2: The relation between the Courant-
Friedrichs-Lewy (CFL) number γ and the local time step Δti for the i-th cell is given
by
Δti = γ
Vi
λci
, λci =
∮
∂Ωi
(|vn|+ c) dS , (8.1)
where λci is the maximum eigenvalue of the Euler equations averaged over the bounding
surface of the control volume Ωi of the cell i, cf. [38, 146, 208]. Note that because we
use a constant CFL number γ, the time step sizes Δti are diﬀerent for cells with diﬀerent
volumes Vi.
During the time integration the CFL number (and thus the time step) is varied by one
of the three CFL evolution strategies that are described in Section 8.1. In every time step
a non-linear system of equations has to be solved. This system is approximately solved
by performing one inexact Newton iteration. Therein, a lower-order approximation of the
Jacobian J is used. This means, the linearization of the convective ﬂuxes is based on a
ﬁrst-order accurate method in space. We reconsider the structure of the Jacobian from
(3.31) from Subsection 3.3.4:
J(u) = diag
( Vi
Δti
)
+
∂R(u)
∂u
(8.2)
Note that in general a smaller time step will improve the condition number of the approx-
imated Jacobian in (8.2). The resulting linear systems are solved using preconditioned
Krylov subspace methods that are available in the PETSc library [8, 9]. The choice of
the time step is crucial for the rate of convergence for the time integration scheme, for
Newton’s method, as well as for the solver of the linear system of equations.
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We use the same methods, implementation, and parameters as in the previous chapters.
The point-block-ILU(0) method is the preconditioner chosen for all tests in this chapter.
The CFL evolution strategies described in Section 8.1 show a similar behavior if a diﬀerent
upwind scheme, a diﬀerent implicit time integration method, or another Krylov method
are employed.
The remainer of this chapter is organized as follows. The diﬀerent strategies are pre-
sented in Section 8.1. In Section 8.2 we give numerical experiments for our standard test
problems. In Section 8.3 we focus on a “local optimal strategy” that selects the CFL
number in such a way that the residual decreases as much as possible in every time step.
A sensitivity analys based on automatic diﬀerentiation for the basic strategies from Sec-
tion 8.1 is treated in Section 8.4. Finally we summarize the main results of the chapter in
Section 8.5.
8.1 CFL Evolution Strategies
Implicit time integration methods in principle allow large time steps. In contrast to explicit
methods, the time-stepping is not limited by the Courant-Friedrichs-Levy (CFL) stability
condition [65]. That is, values γ > 1 can be used for the CFL number. For stationary ﬂows
it is known from experiments that the CFL number is limited even when using implicit
time integration schemes. Furthermore, a common observation is that large time steps are
allowed only near the steady-state solution and that relatively small time steps are needed
as long as the ﬂow is developing.
For steady ﬂows the CFL number γk = γ(k) at a time step k is usually varied in a
prescribed interval γk ∈ [γmin, γmax]. With small CFL numbers γk one has to perform
many time steps in order to achieve convergence. Choosing the CFL number γk too large
may result in a breakdown of the iteration process. Here are two frequent possible reasons
for breakdowns:
• Too much time has been elapsed in the corresponding time step. Therefore some ﬂow
features could not be resolved correctly by the ﬁnite volume scheme. The iteration
process computes a non-physical ﬂow or Newton’s method diverges.
• The condition number of the Jacobian (8.2) is too large, such that the Krylov solver
cannot solve the corresponding system of linear equations within a prescribed number
of iterations.
In the following we review two methods for choosing CFL numbers for stationary problems,
and we also suggest a new strategy. During our literature search we found that in many
papers the authors say little or nothing about their time stepping strategy. We did not
perform tests choosing a constant CFL number as done in [58] or choosing constant CFL
numbers for a few iterations and switching to another constant CFL number as done in
[158].
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8.1.1 Exponential Progression (EXP)
The exponential law (EXP)
γk+1 = γ0 · (γEXP)k , k ∈ N0 (8.3)
increases the CFL number in a regular manner. This strategy was used, e.g., in [84, 117] and
is also described in [201]. In every time step the CFL number is increased by a constant
factor γk+1 = γEXP · γk. The control parameters γ0 and γEXP completely determine a
sequence of CFL numbers. Especially the choice of γEXP is crucial, because choosing a
larger value for γEXP may speed up the overall convergence process. However, selecting
γEXP too large may result in a breakdown of the iteration process. Appropriate values for
the control parameters are problem-dependent and in general not known a priori. For our
problem class, typical values are γ0 = γmin(= 1.0), and γEXP ∈ [1.05, 1.5].
8.1.2 Switched Evolution Relaxation (SER)
The Switched Evolution Relaxation (SER) [154] method often appears in the context of
compressible ﬂow [38, 59, 71, 61, 80, 130, 201]. In contrast to the EXP strategy, the method
incorporates information from the iteration process. The norm of the residual, denoted by
Rk := ‖Rk‖2 ,
is directly coupled with the CFL number of the following time step:
γk+1 = γSER ·
(
R0
Rk
)αSER
, k ∈ N0 (8.4)
This way, the sequence of CFL numbers selected by the SER method is not only determined
by the choice of the control parameters γSER and αSER but also depends on the particular
ﬂow problem at hand. However, inappropriate values for the control parameters γSER and
αSER can yield slow convergence or breakdown of the computation. In this study we use
αSER ∈ [1.0, 5.0] and γSER = γmin(= 1.0) as in [38, 71]. In [127, 130, 154, 201] αSER = 1.0
is chosen and the value of γSER is varied, in [59] αSER = 1.0 and γSER = 10 are proposed.
Reconsidering (8.4) the CFL numbers increase in every time step by using a function
of the ratio of the two previous residuals:
γk+1 = γk ·
(
Rk−1
Rk
)αSER
, k ∈ N
This suggests a more general approach involving the previous residual Rk and Rk−
 for
ﬁxed  ∈ N.
γk+1 = γk ·
(
Rk−

Rk
)αSER
(8.5)
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While we are unaware of any convergence theory using any of the presented CFL
evolution strategies in a solver like QUADFLOW, convergence theory for some pseudo-
transient continuation methods using the SER method can be found in [127] and subsequent
articles [61, 80]. This method can be seen as a simpliﬁcation of the “adaptive pseudo-time
step strategy” by Deuﬂhard [73]. A coupling of the CFL number with the residual is also
used in [203] and the RDM strategy:
8.1.3 Residual Diﬀerence Method (RDM)
This new strategy is based on the following idea: consider an iteration towards a steady-
state solution. If the solutions do not change signiﬁcantly between two consecutive itera-
tions, either the iteration process is very slow or the iteration process is already converged.
To check if the latter is incident one may increase the size of the time step to check if the
solution remains stable. On the other hand, if the solution varies much from one time step
to another, smaller time steps should be chosen in order to resolve all ﬂow features. Note
that the diﬀerence of the solutions of two consecutive iterations equals the diﬀerence of
the corresponding errors. Since in QUADFLOW the residual is taken as an estimate for
the error and we suggest the following evolution strategy referred to as Residual Diﬀerence
Method (RDM):
γk+1 =
⎧⎪⎪⎨
⎪⎪⎩
γmin if k < k0,
γRDM ·
(
1
|Rk −Rk−1|
)αRDM
if k ≥ k0,
k ∈ N0 (8.6)
where k0 ≥ 1 denotes the ﬁrst index satisfying Rk0 ≤ Rk0−1 − εRDM. That is, we start
the CFL evolution after the ﬁrst step in which the residual is reduced by more than εRDM.
The smaller the diﬀerence of two consecutive residuals |Rk − Rk−1|, the larger the CFL
number γk+1 for the next iteration is chosen. Before starting the CFL evolution the CFL
numbers are kept ﬁxed. Note that the more expensive variant of this method that replaces
|Rk−Rk−1| by ‖uk−uk−1‖ does not improve the results in our experiments in Section 8.2.
The control parameters for RDM are γRDM and αRDM, and –like in the EXP and SER
strategies– they must be selected carefully in order to obtain rapid convergence on one
hand, and to avoid breakdowns on the other hand. In this study, we set εRDM = 10
−2 and
choose γRDM ∈ {1, 2, 5} and αRDM ∈ [0.6, 6.0].
Remark 7 All three strategies may lead to breakdowns during the iteration process and
the user might have to restart the computation with modiﬁed parameters. In principle,
time steps can be recomputed in QUADFLOW if a breakdown occurs due to a computation
of a non-physical ﬂow or because the Krylov solver exits without having solved the system
of linear equations. However, to allow a comparison of the “pure” CFL evolution strategies
we do not allow repetitions of time steps. For the same reason we do not investigate so-
called “expert systems”. Such a system —as proposed in [201]— switches between diﬀerent
CFL evolution strategies. While the SER and the RDM strategies are sensitive to changes
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in the residuals and may generate a sequence of oscillating CFL numbers, the EXP strategy
increases the CFL number continually and may result in a sequence of too rapidly increasing
CFL numbers. 
8.2 Numerical Experiments
In this section we present results of numerical experiments using the diﬀerent CFL evolution
strategies described in Section 8.1, where the CFL numbers are allowed to vary in the
interval [γmin, γmax] = [1, 10
5]. All experiments are simulated with QUADFLOW. The
computations are carried out in the same manner as in the previous chapters. Note that
after every adaptation the CFL evolution restarts with γ1 = γmin and that the initial
solution on each adaptation level is obtained by interpolation of the solution of the previous
adaptation level.
In the following, we investigate the number of iterations (time steps) as well as the
actual CPU time of the implicit time integration method needed to achieve convergence
on the ﬁnest level of adaptation. Note that with larger CFL numbers the systems of linear
equations in Newton’s method are typically harder to solve, taking more CPU time.
The ﬁrst conﬁguration is test problem 2, the transonic stationary ﬂow around the
NACA0012 airfoil [122], cf. Section 5.2. We also investigate another test case, called 2nA,
mimicking a non-adaptive scheme. That is, the calculation on the ﬁnest adaptation level of
test case 2A is initialized with free instream conditions rather than an interpolated solution
of the previous adaptation level. In this case, more computational eﬀort is typically needed
to resolve all ﬂow features. Thus, smaller times steps must be used in the initial phase of
the computation. The second test problem is test case 3, the standard cruise conﬁguration
of the BAC 3-11/RES/30/21 transonic airfoil [153] with M∞ = 0.77 and α = 0.0◦, cf.
Section 5.3.
8.2.1 Test Problem 2: Parameter Study on the CFL Control
Parameters
In this section we present the results of a parameter study on the CFL control parameters
for the three evolution strategies EXP, SER, and RDM. Here, the parameters γEXP, αSER,
αRDM, and γRDM are varied, while γ0 and γSER are assigned the ﬁxed value 1.0. We use
the SER strategy with the parameter  = 1, unless stated otherwise.
The results for test case 2A are displayed in Table 8.1, showing, for varying parameter
values, the number of time steps needed to achieve convergence, denoted by “# ts”, as
well as the actual CPU time, given in seconds. All timing results are obtained on an
Intel Xeon processor running at 3 GHz clock speed. It turns out that, for all three CFL
evolution strategies, the choice of the control parameters has a great impact on the number
of time steps needed for convergence. For EXP, the number of time steps varies between
35 and 124, depending on the value for γEXP. For SER, this number varies between 34
and 172. For RDM, between 36 and 90 time steps are required to achieve convergence.
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EXP SER RDM
γEXP # ts CPU αSER # ts CPU αRDM γRDM # ts CPU
1.1 124 80.8 1.1 172 121.7 1.0 1 90 67.2
1.2 88 60.0 1.2 138 109.2 1.0 2 77 63.9
1.3 74 54.9 1.5 90 75.9 1.0 5 61 51.1
1.5 52 41.7 1.7 71 64.8 1.5 1 37 32.7
2.0 53 42.8 2.0 44 43.1 2.0 1 41 32.2
3.0 48 41.6 2.5 47 42.0 2.0 2 41 33.0
5.0 45 37.9 3.0 43 37.5 2.0 5 42 31.3
10 40 36.0 3.5 41 34.5 3.0 1 42 34.5
15 37 31.6 4.0 39 32.9 4.0 1 39 29.3
20 38 32.4 4.5 37 27.2 5.0 1 36 28.4
50 35 33.4 5.0 34 28.5 6.0 1 36 29.0
100 38 35.6 10.0 † – 10.0 1 36 28.9
Table 8.1: Test case 2A: Time steps needed for convergence on ﬁnest grid and correspond-
ing CPU times in seconds. Diﬀerent values for the control parameters of the three CFL
evolution strategies are compared
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Figure 8.1: Test case 2A: CFL numbers γk selected by the three CFL evolution strategies
(left) and corresponding residual history (right) on ﬁnest grid for test case 2A where the
bold values that correspond to the fastest iteration process from Table 8.1 are taken
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EXP SER RDM
γEXP # ts CPU αSER # ts CPU αRDM γRDM # ts CPU
1.1 115 204.1 1.1 271 406.2 1.0 1 117 216.5
1.2 80 158.9 1.2 214 229.3 1.0 2 70 157.4
1.3 75 142.6 1.5 126 226.9 1.0 5 63 149.6
1.5 66 137.8 1.7 102 202.6 1.5 1 57 118.0
2.0 59 125.1 2.0 77 161.6 2.0 1 56 128.5
3.0 56 123.7 2.5 58 133.6 2.0 2 55 118.8
5.0 46 101.9 3.0 58 135.7 2.0 5 51 112.9
10 49 115.3 3.5 54 121.4 3.0 1 49 113.7
15 41 125.3 4.0 51 117.8 4.0 1 51 115.9
20 51 122.6 4.5 41 105.6 5.0 1 50 112.3
50 47 117.8 5.0 47 105.1 6.0 1 50 111.7
100 48 108.2 10.0 49 119.6 10.0 1 50 111.7
Table 8.2: Test case 2B: Time steps needed for convergence on ﬁnest grid and correspond-
ing CPU times in seconds. Diﬀerent values for the control parameters of the three CFL
evolution strategies are compared
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Figure 8.2: Test case 2B: CFL numbers γk selected by the three CFL evolution strategies
(left) and corresponding residual history (right) on ﬁnest grid for test case 2B where the
bold values that correspond to the fastest iteration process from Table 8.2 are taken
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EXP SER RDM
γEXP # ts CPU αSER # ts CPU αRDM γRDM # ts CPU
1.1 125 292.8 1.1 120 285.5 1.0 1 85 237.7
1.2 98 257.1 1.2 105 264.8 1.0 2 80 221.1
1.3 89 243.9 1.5 88 245.9 1.0 5 75 232.1
1.5 82 236.5 1.7 83 233.2 1.5 1 75 215.6
2.0 76 220.1 2.0 78 229.0 2.0 1 73 214.7
3.0 73 214.8 2.5 74 217.8 2.0 2 72 206.6
5.0 71 213.6 3.0 72 209.3 2.0 5 71 209.5
10 70 211.4 3.5 71 211.5 3.0 1 71 208.3
15 69 204.8 4.0 70 209.8 4.0 1 70 205.5
20 69 207.8 4.5 70 213.2 5.0 1 70 210.5
50 69 207.2 5.0 69 211.1 6.0 1 70 208.6
100 69 212.9 10.0 68 199.1 10.0 1 70 208.7
Table 8.3: Test case 2C: Time steps needed for convergence on ﬁnest grid and correspond-
ing CPU times in seconds. Diﬀerent values for the control parameters of the three CFL
evolution strategies are compared
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Figure 8.3: Test case 2C: CFL numbers γk selected by the three CFL evolution strategies
(left) and corresponding residual history (right) on ﬁnest grid for test case 2C where the
bold values that correspond to the fastest iteration process from Table 8.3 are taken
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A similar observation can be made for the total number of CPU seconds required for the
calculation. For each CFL evolution strategy, we focus on the “best” case, that is, the
set of control parameters resulting in the fastest overall convergence in terms of CPU
time. For the EXP strategy, choosing γEXP = 15 results in an overall computation taking
31.6 seconds. Applying SER with αSER = 4.5 requires 27.2 seconds, and RDM needs
28.4 seconds, if the control parameters αRDM and γRDM are set to the values 5.0 and 1.0,
respectively. These “best” parameter values for the three CFL evolution strategies are
given in bold in Table 8.1. For these values, the actual selected CFL numbers γk as well
as the corresponding residual history are depicted in Figure 8.1. Note that the progress of
the residual, Rk, is very similar for all three strategies which is not surprising since they all
choose relatively large CFL numbers γk already in the early iterations, and for time steps
5 and greater they always choose γk = γmax.
Tables 8.2 and 8.3 show the results for test cases 2B and 2C. The minimal number of
time steps varies between 41 and 49 for case 2B, depending on which strategy is chosen.
For case 2C between 68 and 70 time steps are needed. The corresponding CPU times are
102 – 112 seconds and 199 – 206 seconds, respectively. For these “best” values, the actual
selected CFL numbers γk and the corresponding residual history are depicted in Figures 8.2
and 8.3.
The results of Tables 8.1 – 8.3 show that using other values for the control parameters
may lead to a doubling of time steps needed and corresponding CPU time. Certainly
slightly better results can be obtained by a further optimization of the control parameters,
but obviously for both test cases the choice of the CFL evolution strategy is not the crucial
factor.
8.2.2 Test Problem 2: Results Mimicking a Non-Adaptive Scheme
The situation is, however, diﬀerent in test case 2nA in which the computation is initialized
with free inﬂow conditions. The results of a corresponding parameter study are presented
in Table 8.4.
It seems more diﬃcult to ﬁnd feasible values for the control parameters because val-
ues assumed to be appropriate for test case 2A may not even yield a converging iteration
process in test case 2B. Such a divergence in the iteration process is indicated by “†” and
“–” in the table. From all three CFL evolution strategies, EXP with γEXP = 1.09 is the
best choice, both in terms of number of iterations as well as overall CPU time. However,
when increasing the parameter γEXP to 1.1 or higher the strategy EXP does not yield any
result at all because the iteration process diverges. Compared to EXP, the SER strategy
leads to a much slower convergence, even when the “best” parameter value, αSER = 2.8,
is chosen. The reason for this slow convergence of SER is that it chooses only relatively
small CFL numbers γk in the ﬁrst 1200 iterations. No convergence is achieved by SER
when αSER is set to 2.7, 3.0, or greater than 3.0. In case of RDM it is even harder to ﬁnd
feasible parameter values for αRDM and γRDM since many combinations yield a diverging
iteration process. If, however, a feasible pair of values is found, e.g., αRDM = 0.98 and
γRDM = 1.0, RDM is signiﬁcantly faster than the SER strategy. For test case 2B, the
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EXP SER RDM
γEXP # ts CPU αSER # ts CPU αRDM γRDM # ts CPU
1.05 189 116.3 1.3 1767 446.2 0.60 1 596 242.1
1.06 165 106.3 1.5 1642 410.5 0.80 1 290 151.0
1.07 148 99.9 2.0 1462 353.8 0.83 1 296 156.9
1.08 134 93.0 2.2 1417 338.4 0.85 1 † –
1.09 124 87.6 2.4 1382 332.9 0.87 1 230 127.4
1.10 † – 2.6 1354 322.6 0.93 1 † –
1.11 † – 2.7 † – 0.94 1 186 120.8
1.12 † – 2.8 1329 314.0 0.95 1 † –
1.13 † – 2.9 1320 314.3 0.98 1 168 100.5
1.14 † – 3.0 † – 1.00 1 † –
Table 8.4: Test case 2nA: Time steps needed for convergence on ﬁnest grid and correspond-
ing CPU times in seconds. Diﬀerent values for the control parameters of the three CFL
evolution strategies are compared
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Figure 8.4: Test case 2nA: CFL numbers γk selected by the three CFL evolution strategies
(left) and corresponding residual history (right) on ﬁnest grid for test case 2nA where the
bold values that correspond to the fastest iteration process from Table 8.4 are taken
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selected CFL numbers for EXP, SER, and RDM, using their “best” parameter values, and
the corresponding residuals are plotted in Figure 8.4.
Remark 8 The SER strategy can be parameterized with the parameter  as shown in (8.5).
We investigated the impact of  = 1, 2, 5, 10 on the performance of SER and found that
both parameters, αSER and , have similar eﬀects.
One might think that the generalized SER method performs better in test case 2nA.
The results of a corresponding experiment are given in Table 8.5. Also when using larger
values for  the selected CFL numbers tend to stay in the order of one. Therefore more
than 1200 time steps are required in test case 2nA, independently of the choice of the
parameter . While the CFL number is 1 in almost the ﬁrst 1200 time steps for all tested
combinations of  and αSER, the CFL numbers increase to rapidly in the subsequent time
steps if the values for  and αSER are chosen too large. 
SER ( = 1) SER ( = 2) SER ( = 5) SER ( = 10)
αSER # ts CPU # ts CPU # ts CPU # ts CPU
0.5 4183 1014.9 2095 552.81 1380 322.37 † –
0.7 2889 743.3 1702 420.87 † – † –
1.0 2092 542.2 1466 348.02 † – † –
1.3 1767 446.2 1357 324.4 † – † –
1.5 1642 410.5 1313 307.04 † – † –
1.7 1554 386.7 1284 301.61 † – † –
2.0 1462 353.8 1249 293.25 † – † –
2.2 1417 338.4 † – † – † –
Table 8.5: Test case 2nA: Time steps needed for convergence on ﬁnest grid and correspond-
ing CPU times in seconds. Diﬀerent values for the control parameters of the generalized
SER strategy (8.5) are compared
Remark 9 This test case signiﬁcantly diﬀers from the adaptive test cases in Subsec-
tion 8.2.1. While in an adaptive computation the initial solution is interpolated from a
coarse grid solution, in this experiment the computation starts with free inﬂow conditions.
Thus, the initial residual vanishes is most of the cells and the residual typically increases
during the computation. This subject is also discussed later in Remark 12 in Section 8.3,
cf. also [127]. The SER strategy only increases the CFL number if the residual decreases.
Thus, if the residuals stagnate, a temporary increase of the residual can only be evoked
with the initial CFL number γ = γmin(= 1.0) resulting in a multitude of small time steps
as observed in Tables 8.4 and 8.5 
We conclude from this experiment that the SER strategy is not suitable for non-adaptive
schemes. This situation does not improve when using the generalized SER method. There-
fore, we rather recommend using an exponential law (EXP) or the RDM strategy.
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8.2.3 Test Problem 3: Parameter Study on the CFL Control
Parameters
As a last example we consider the parameter study for test problem 3 which is summarized
in Table 8.6. Again, it can be observed that the iteration process does not converge if
the control parameters are not chosen carefully. The parameter values for EXP, SER,
and RDM, yielding the fastest iteration process in terms of CPU time are γEXP = 1.25,
αSER = 2.5, αRDM = 1.5, and γRDM = 1.0. Note, that the “best” parameter values diﬀer
from the results for test problem 2. The selected CFL numbers using these parameter
values, and the corresponding residuals are plotted in Figure 8.5. Compared to SER and
RDM, the EXP strategy with γEXP = 1.25 is signiﬁcantly slower. While SER and RDM
choose relatively large CFL numbers already in the early iterations, the EXP strategy has a
constant increase factor of γEXP = 1.25. However, setting this factor to 1.30 or higher leads
to a divergent iteration process, as shown in Table 8.6. Using the “best” parameter values
stated above, the performance of SER and RDM is quite similar with a slight advantage of
SER. Hence, the SER method yields the fastest iteration process, if the control parameter
αSER is chosen appropriately.
It would be desirable to determine values for the control parameters in advance. How-
ever, looking closer at Table 8.6, one can imagine that this is hardly possible, because the
relations of CPU time versus control parameter have no single minimum: For example
looking at the CPU time needed when applying the SER strategy with the control pa-
rameters αSER = 1.8, αSER = 1.9 and αSER = 2.0, one might think that αSER = 1.9 is a
good choice and all values greater than 2.0 would result in a divergent iteration process.
Nevertheless a better choice is obviously αSER = 2.5.
EXP SER RDM
γEXP # ts CPU αSER # ts CPU αRDM γRDM # ts CPU
1.05 183 328.9 1.2 80 252.8 1.0 1 70 210.0
1.10 104 226.0 1.4 51 188.6 1.0 2 47 158.2
1.15 76 198.6 1.5 42 165.5 1.0 5 41 152.8
1.20 62 169.2 1.6 36 151.5 1.1 1 56 192.3
1.25 53 157.4 1.7 32 149.5 1.1 2 41 161.3
1.30 † – 1.8 28 128.4 1.1 5 32 121.9
1.35 † – 1.9 26 122.2 1.4 1 32 135.4
1.40 † – 2.0 † – 1.5 1 26 111.1
1.45 † – 2.5 19 104.9 1.5 2 † –
1.50 † – 3.0 † – 1.6 1 † –
Table 8.6: Test case 3: Time steps needed for convergence on ﬁnest grid and correspond-
ing CPU times in seconds. Diﬀerent values for the control parameters of the three CFL
evolution strategies are compared
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Figure 8.5: Test case 3: CFL numbers γk selected by the three CFL evolution strategies
(left) and corresponding residual history (right) on ﬁnest grid for test case 2C where the
bold values that correspond to the fastest iteration process from Table 8.6 are taken
Note that the “best” parameter values for all strategies are diﬀerent from one test case
to another test case.
8.3 Locally Optimal CFL Numbers
Since there is no clear winner among the three strategies for CFL-control (in terms of
CPU time or total iterations needed to converge), a diﬀerent approach is presented in this
section. Reconsider that the relative density residual is used in the stopping criterion in
QUADFLOW, cf. Subsection 3.4.7. For each time step k we deﬁne a function
Rk : R+ → R+, γk → Rk(γk) (8.7)
which maps a CFL number γk to the norm of the density residual Rk that is obtained after
performing this iteration using γk. Some typical plots of the function (8.7) are given in
Figure 8.6. Apparently the shape of the functions does not change much from one time
step to the following time step.
The idea is to ﬁnd the best CFL number in every iteration, that is, we search a value
for γk such that the residual gets as small as possible:
Rk(γk) = min
γ∈R+
Rk(γ). (8.8)
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Figure 8.6: Relative residual of density Rk for diﬀerent values γk for test case 2A on the
ﬁnest grid. The residuals Rk for time steps k = 13 to k = 15 and for k = 16 to k = 18 are
shown in the left and right subplot, respectively. The CFL numbers γ1, . . . , γk−1 for the
ﬁrst k − 1 time steps are selected by the LOC strategy, that is, by approximating (8.8).
Note that the residual Rk in the k-th iteration depends not only on γk, but also on the
CFL numbers γ1, . . . , γk−1 used in the previous iterations.
In order to test this approach, we implemented a heuristic search strategy approxi-
mating γk, denoted by LOC
1 in the sequel, where in each iteration several trial steps are
carried out, using diﬀerent values for CFL within a certain interval. In the neighborhood
of the CFL value yielding a minimal residual further trial steps are performed. From the
set of CFL numbers tested during this heuristic search, the best CFL number, that is, the
value γk that yields the smallest residual, is then employed to perform the actual iteration.
This method is (very) expensive and therefore only of theoretical concern. This approach
can be used in a faster strategy using derivative information of the function (8.7) so that
no additional trial steps have to be carried out, cf. Remark 11. The picked CFL numbers
γk to actually perform time step k is the one that corresponds to the smallest residual Rk.
As indicated in Figure 8.6, for time steps 13− 18 a clear decrease of the residuals Rk can
be observed in every time step.
However, it turns out that this method of choosing locally optimal CFL numbers does
not decrease the total number of iterations. In fact, the total number of iterations needed
for convergence is typically larger than if any of the other methods described in section Sec-
1The name “LOC” is derived from the word “local”, indicating that the residual is only minimized
locally, that is, in the current time step.
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Figure 8.7: Test case 2A: CFL numbers γk selected by EXP and LOC(nLOC), for various
nLOC (left), and corresponding residual history Rk (right)
tion 8.1 were used. Taking test problem 2A from Section 8.2 as example, applying the
EXP strategy with parameters [γmin, γmax] = [1, 1000], γEXP = 1.1, and γ0 = 1.0 yields
convergence within 159 iterations while the iteration process did not converge within 2000
iterations when the LOC strategy is employed. In additional experiments, a combination
of EXP and LOC is used. More precisely, we carry out nLOC− 1 iterations using the EXP
strategy before we switch to LOC. We denote this strategy by LOC(nLOC). The CFL
numbers γk used by the diﬀerent strategies EXP and LOC(nLOC) for nLOC ∈ {2, 20, 40, 80}
in each iteration k are shown in the left subplot of Figure 8.7. The corresponding residuals
Rk are given in the right subplot of Figure 8.7. Note that in the actual implementation
we always start with an initial CFL number of 1 and allow only an increase of the CFL
number by a factor of 10 for the LOC(nLOC) strategies within one time step. Thus, LOC(2)
coincides with LOC.
A closer look at Figure 8.7 reveals that, as soon as the LOC strategy is initiated, the
relative density residual decreases quite fast. In subsequent iterations, the rate of decrease
of the residual gets smaller such that almost no progress can be observed.
In the long run, the pure EXP strategy yields faster convergence although the residual
actually increases during several iterations.
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Remark 10 The implicit (e.g. Euler or b2) time-stepping method and Newton’s method
are in conﬂict in the following sense: It is obvious that for any implicit time integration
method the steady state solution can be achieved faster by choosing larger time steps. On
the other hand with larger time step sizes the non-linearity of the corresponding non-linear
systems increases, as discussed in Subsection 3.3.4. Note that Newton’s method converges
only locally and the corresponding initial guesses have to be in the region for that the
non-linear method converges.
Finding the balance between these two methods is the task of an adaptive CFL control
strategy. This was in fact the motivation for the design of the LOC strategy which decreases
the density residual in every time step as much as possible. While the residuals decrease
rapidly in the beginning, the CFL numbers selected by LOC tend to become very small
after a couple of time steps. Hence, the implicit time-stepping method requires signiﬁcantly
more iterations than if large CFL numbers, as e.g., determined by EXP, were used. 
Remark 11 In the selected example, test case 2A, a closer look at the convergence be-
havior corresponding to Figure 8.7 shows that the position of the shock is slightly moving
during the time integration. This can be interpreted as a “coarse grid eﬀect” in terms of
the following: During the computation the shock moves from the middle of the very high
resolved area so that it almost leaves the area of the ﬁnest cells. From the point of view
of an adaptive solver, this movement should have been already computed on the previous
(coarser) grid. Avoiding this movement can be achieved by a more precise solution on
the previous grid leading to a better initial solution on the ﬁnest grid. A decrease of the
tolerance on the next coarser grid to ε1 = 10
−3 yields a fast convergence for the LOC(2)
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Figure 8.8: Test cases 2A (left) and 2C (right): Residual histories on ﬁnest grid when
solving on coarser levels to the smaller tolerance ε1 = 10
−3, EXP, LOC, and ADL strategies
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strategy, denoted by LOC, for test case 2A. Because the LOC strategy is very expensive,
we compare the results not only with the EXP strategy but also with an approximation of
the LOC strategy, denoted by ADL.2 This approximation is feasible thanks to the similar
shapes of the functions (8.7), cf. Figure 8.6. The ADL strategy uses two derivatives of the
function (8.7) obtained by automatic diﬀerentiation, cf. Subsection 3.5.2 and Section 8.4,
and approximates γk → Rk(γk) by a quadratic polynomial.
This approach works ﬁne in some of the test cases, however, it does not work with
test case 2C. Figure 8.8 shows the residual history for the three strategies for test cases
2A (left subplot) and 1C (right subplot). The plots show a good matching of the ADL
strategy with the LOC strategy in test case 2A and an acceptable matching for test case
2C. The number of time steps can be reduced by approximately a factor of 3 in the case
1A. Although we need to compute a derivative in every time step, the ADL strategy is
faster than the EXP strategy in this case. In test case 2C, however, the number of time
steps is almost doubled when using ADL instead of EXP. This discouraging result is the
reason for not advancing the LOC and ADL strategies. 
Remark 12 Reconsidering the right subplot of Figure 8.7, it seems that a fast iteration
process must allow an increase of the residual Rk. We have noted in Remark 9 in Subsec-
tion 8.2.2 that this fact results in a slow convergence behavior when using the SER method.
A similar eﬀect eventually yields very small CFL numbers when using the LOC(nLOC)
strategy.
The function (8.7) depends on many ingredients like Newton’s method, the implicit
time integration method, the choices of the reconstruction scheme, the Riemann solver,
the Krylov solver and the limiter. Therefore, the residual results from a multitude of
ingredients. Claiming a reduction of the residual in every time step might be not the
fasted strategy. The main reason for the failure of the LOC and ADL strategies might be
the time integration itself. Consider again test case 2nA, in Section 8.2. In this numerical
experiment the calculation on the ﬁnest adaptation level of test case 2A was initialized with
free instream conditions. Apparently the initial residual vanishes in most of the cells. Only
in cells that are adjacent to the boundary, in particular these are the cells that adjoin to
the proﬁle, the initial residual is greater than zero. Starting the computation and evolving
in time, the ﬂow is constructed. Because the free inﬂow conditions only violate the Euler
equations at the airfoil, the ﬂow starts its setting-up from the boundary at the airfoil into
the whole domain. Obviously an increase of the residual is not surprising. In this “non-
adaptive” computation, there are usually three phases of convergence, in which an increase
of the residuals is natural in its ﬁrst phase, as presented in [127]. Even in an adaptive
computation, the same eﬀect can occur. Although we do not start with free instream
conditions, there is always a region in which the grid has been changed by the adaptation.
In this region the initial solution is interpolated from the solution of the coarser grid. Thus,
it is understandable that even an increase of the residual from time step to time step may
be advantageous for a fast convergence process. 
2The name ADL is derived from “AD approximated LOC”
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In view of Remarks 10-12 it is not surprising that the strategies presented in Section 8.1
can be superior to the local optimal strategies. However, in order to drop the residual as
much as possible within only a few number of time steps these methods can be considered.
A possible practical use could be a switch to the ADL strategy in the ﬁnal computational
process. However, it is hard to beneﬁt from this kind of “one-time-eﬀect” because it
cannot be predicted how far the residual can be dropped using the ADL strategy. Due
to the discouraging results, we discard the local optimal strategies of this section in the
following sensitivity analysis.
8.4 Sensitivity Analysis
In order to further investigate the relation between the CFL number and the residual,
we carry out a sensitivity analysis on the function Rk given in (8.7). The derivative of
the norm of the density residual Rk with respect to the CFL number γk is computed by
automatic diﬀerentiation, see Subsection 3.5.2. Note that this process does not produce
any additional truncation error. As for the computation of the Jacobian, the diﬀerentiation
procedure was carried out using a semi-automatic approach.
Other approaches for computing sensitivities are discussed in the related discussion of
matrix-free methods in Section 9.1.
Employing the diﬀerentiated version of QUADFLOW, we are able to compute, in each
iteration, k, not only the residual Rk(γk), but also the derivative ∂Rk(γk)/∂γk. In partic-
ular, we investigate the relative condition number
κk :=
∣∣∣∣∣γk ·
∂Rk(γk)
∂γk
Rk(γk)
∣∣∣∣∣ . (8.9)
The corresponding results for the three CFL evolution strategies EXP, SER, and RDM, us-
ing test case 2A, are presented in the ﬁrst, second, and third row of Figure 8.9, respectively.
Each CFL evolution strategy is applied with three diﬀerent sets of control parameters. The
residuals Rk(γk) are displayed in the plots on the left side of Figure 8.9 while the plots on
the right side shows the sensitivities κk with respect to γk. Note that the scales for Rk(γk)
and κk are logarithmic. In all cases, the sensitivities are relatively small (κk < 1) for all
time steps k. The sensitivities are larger during the early time steps and then decrease as
the residual values decrease. This indicates a larger impact of the selected CFL number
γk on the solution in the early iterations which becomes smaller as the solution converges.
This is expected since in the steady-state problems discussed here, the choice of the CFL
number has virtually no eﬀect on an almost converged solution.
Note that the sensitivities in Figure 8.9 do not show a diﬀerent behavior when exchang-
ing the CFL evolution method. Thus, from this analysis no evaluation of the diﬀerent
methods can be made.
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Figure 8.9: Test case 2A: Residuals Rk(γk) and corresponding relative condition numbers
κk for the three CFL evolution strategies EXP (top row), SER (middle row), and RDM
(bottom row), using various control parameters.
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8.5 Concluding Remarks
The aim of a good CFL evolution strategy is to ﬁnd the balance between choosing large
CFL numbers in order to achieve fast convergence of the implicit time-stepping method
and selecting small time steps so that convergence of Newton’s method can be guaranteed
and all ﬂow features could be resolved. The results of Section 8.3 have shown that the
best strategy does not have to locally minimize the density residuals as much as possible
in every time step, and that even an increase of the residual must be accepted in order
to achieve rapid overall convergence. Nevertheless, such minizing approaches as the LOC
and the ADL strategies can signiﬁcantly drop the residual within a small amount of time
steps.
A new CFL evolution strategy, called RDM, has been introduced, and a comparison of
RDM with the existing strategies EXP and SER has shown that there is no clear winner.
Nevertheless for the residual-based strategies SER and RDM, the RDM strategy has turned
out to be faster than the SER method. Using the diﬀerent CFL evolution strategies within
an expert system like advocated in [201] may improve this situation. Currently, optimal
CFL evolution is still a largely open problem. Application-speciﬁc knowledge, intuition,
and trial and error are still needed in order to determine appropriate values for the CFL
control parameters.
To better understand the impact of the CFL numbers on the residuals, a sensitivity
analysis has been carried out using automatic diﬀerentiation for evaluating sensitivities
without additional truncation error. The analysis has conﬁrmed that CFL control is a
subtle issue and that the three basic strategies have comparable sensitivities.
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Matrix-free Methods for
Second Order Jacobians
Matrix-free evaluations of matrix-vector products are popular because the system matrix
does not have to be stored and thus, one can simulate problems with larger stencils or that
would not ﬁt into memory when explicitly building the Jacobian.
A matrix-free Newton-GMRES is described in [46]. The technique of a matrix-free
Newton-Krylov method has been implemented successfully in the context of compressible
ﬂow in recent years, cf., e.g., [138, 139, 144, 166, 182, 211]. For a recent survey on Jacobian-
free Newton-Krylov methods we refer to [130].
The numerical experiments of the previous chapters have been performed using a
matrix-based implementation. Therein, a ﬁrst order discretization of the ﬂuxes is used.
As described in Paragraph 3.5.2.2, the corresponding Jacobian is built using automatic
diﬀerentiation (AD). In this chapter we present matrix-free implementations based on ﬁrst
and second order discretizations of the ﬂuxes. While in most approaches [34, 55, 85, 136,
138, 158, 166, 167, 211] the implementation relies on divided diﬀerences, we use AD for
the evaluation of the matrix-vector product without any additional perturbation error as
described in Paragraph 3.5.2.3.
In the following two sections we discuss the computation of the Jacobian-Vector product
and the corresponding implementation in QUADFLOW. In Section 9.3 we present numeri-
cal experiments for our test problems. The focus is on the comparison between the matrix-
based ﬁrst order method and the matrix-free second order implementation. We show that
the time integration process can be accelerated in its ﬁnal iterations if one switches from
the ﬁrst order matrix-based method to the matrix-free second order method. Furthermore,
we investigate the impact of the number of Newton steps (cf. Paragraph 3.3.3.1), of the
selected CFL number (cf. Paragraph 3.3.3.2), and of the used preconditioner on the con-
vergence of Newton’s method and the implicit time integration method. We also give a
few QUADFLOW experiments dealing with simulations of the non-stationary ﬂow around
a pitching airfoil, the three-dimensional stationary ﬂow around a swept airfoil, and a lam-
inar ﬂow in Subsections 9.3.5 – 9.3.7. Finally we summarize the results of this chapter in
Section 9.4.
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9.1 Computation of the Jacobian-Vector Product
Recall the implicit time integration from Paragraph 3.3.3.1. In every time step a non-linear
system of equations (3.16) is approximated by performing ζ Newton iterations:
u(0) := un , u(ι+1) = u(ι) +Δu(ι) , ι = 0, 1, . . . ζ − 1 , un+1 ≈ u(ζ) (9.1)
We used superscripts in parentheses for the intermediate solutions. The updates of the so-
lutions Δu(ι) are computed by using a preconditioned Krylov subspace method for solving
the linear system of equations
J(u(ι))Δu(ι) = −Ru(ι) . (9.2)
Note that in Paragraph 3.3.3.1 all equations correspond to the formulation for each cell
while (9.1) and (9.2) comprise the equations for all cells. We remark that in the numerical
experiments of the previous chapters and in most of the simulations of this chapter only
one Newton step is computed in each time step (ζ = 1). Therefore only one system of
equations (9.2) has to be solved per time step, cf. (3.32) in Subsection 3.3.4.
As described in Section 4.2 and Subsection 4.3.2, the Krylov subspace method does not
require the system matrix J in (9.2) explicitly but needs the evaluation of the product of
J with some given vector x ∈ R4N (d = 2). Hence, an evaluation of the Jacobian-vector
product can be realized without actually storing the Jacobian matrix.
The most popular approach to compute the matrix-free evaluation of Jacobian-vector
products is approximation by divided diﬀerences:
J(u) · v ≈ R(u+ v)−R(u)

(9.3)
One the one hand, this procedure is attractive [55, 85, 136, 138, 158, 166, 167, 211] because
it is easy to implement by executing an additional perturbed evaluation of R. On the
other hand, divided diﬀerencing has the conceptual disadvantage that the approximation
quality crucially depends on the value of the perturbation parameter . The value of the
parameter  should be small in order to minimize the truncation error resulting from the
truncation of the Taylor series expansion. On the other hand, choosing too small values
for  leads to a dominant rounding error due to cancellation eﬀects when evaluating the
numerator in (9.3) in ﬁnite arithmetic precision. For a ﬁrst order approximation (9.3) one
usually chooses  about the square root of the machine precision. Other approaches for
choosing  take into account the typical size of u or the precision in the computation of
R [46, 72, 87, 99, 121, 144, 147]. Note that the problem of determining a suitable value
for  persists when higher order approximations, e.g., central diﬀerences, are employed.
We mention the approach of the complex-step derivative approximation, suggested by
Lyness and Moler [140, 141], which circumvents the diﬃculties of choosing the value for 
[2, 145]. The use of the complex-step approach is —in principle— also possible and the
transformation of the corresponding code can be somehow automated as shown in [145].
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In contrast to the approach of using divided diﬀerences to approximate the Jacobian-
vector product we use AD that does not produce any additional truncation error. Thus, the
derivatives can be computed more accurately than any approach using divided diﬀerences.
The computational eﬀort to compute a Jacobian-vector product by the forward mode of
AD, cf. Paragraph 3.5.2.2, is typically similar to the computational cost of a ﬁrst order
divided diﬀerence approximation. For additional information on automatic diﬀerentiation
we refer to the books [91, 168], the proceedings of several workshops [22, 29, 48, 64, 92],
and the description in Subsection 3.5.2.
In the following subsection we comment on the implementation of the matrix-free eval-
uation of the Jacobian-vector product in QUADFLOW and refer to Subsection 3.5.2 for
further information. We also mention two other existing approaches. In the ﬁrst approach,
suggested by Barth and Linton [16], the upwind discretization is used for the evaluation
of the matrix-vector product. The corresponding code is more diﬃcult to implement and
harder to maintain than using AD, especially when several diﬀerent reconstruction schemes
are available, as this is the case in QUADFLOW. However, this approach has been success-
fully used within the context of matrix-free solvers in [159, 160]. In the second approach,
the symbolic diﬀerentiation [129, 200, 210], computer algebra packages are used for build-
ing the derivatives. However, the according expressions are typically complicated and the
procedure can be interpreted as a preliminary stage leading to AD.
9.2 Implementation in QUADFLOW
We repeat from Paragraph 3.5.2.1 that in QUADFLOW the AD tool ADIFOR [25, 26] is
employed to compute a lower order approximation of the Jacobian J = Jlow, cf. (3.29), of
the higher order operator Rhigh. This means, the linearization takes into account only direct
neighboring cells, leading to a ﬁrst order accurate method in space. Hence, an approximate
Newton method is used by approximating the linear system (9.2) by
JlowΔu = −Rhigh . (9.4)
Consequently we cannot expect a quadratic convergence behavior of Newton’s method. For
details of this approach and a comparison with the method based on divided diﬀerencing
we refer to [39]. As shown in Paragraph 3.5.2.3, AD can also be used to implement (9.4)
in a matrix-free context. Moreover, we can implement the exact linearization of the higher
order method, that is,
JhighΔu = −Rhigh . (9.5)
In contrast to equation (9.4), equation (9.5) represents an exact Newton scheme with the
advantage of quadratic asymptotic convergence. Since the memory requirement for storing
Jhigh is already in two space dimensions (d = 2) about three times as large as for Jlow, we
avoid the explicit construction of Jhigh. Moreover, the explicit construction of the second-
order Jacobian would produce additional non-negligible implementational eﬀort. Therefore
we have not implemented a matrix-based method using Jhigh but rather use AD to evalu-
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ate the Jacobian-vector product in (9.5). As noted in Subsection 3.3.4 the linear systems
of equations (9.4) and (9.5) are solved with an relative accuracy of two orders of magnitude.
In the experiments in the following section, we consider the following 3 methods: A
matrix-based and a matrix-free evaluation of (9.4), and the matrix-free implementation of
(9.5). Note that the diﬀerent computational time of the two methods for the ﬁrst order
Jacobian strongly depends on the number of Krylov iterations that are used to solve (9.4)
approximately. In general, the matrix-free implementation is faster if relatively few Krylov
iterations are performed, cf. e.g., [59], whereas the matrix-based method is faster in a
long Krylov iteration process. In order to solve the linear systems (9.4) and (9.5) the
preconditioned BiCGSTAB algorithm, as given in Subsection 4.3.2, is employed. We use
a point-block-ILU (PBILU(p)) preconditioner, as discussed in Subsection 6.1.2, based on
Jlow. Thus, the implementation is not completely matrix-free because we still rely on Jlow
in an explicit form. However, the matrix for the preconditioner has to be constructed
only once for every linear system (9.5) and the storage requirements for storing Jlow are
justiﬁable when using Jhigh in the matrix-vector products. The approach of using a ﬁrst
order preconditioning matrix in a higher-order method is a common practice [34, 85, 136,
144, 158, 166, 191, 204, 211]. The actual implementation of the Newton-Krylov method is
based on the PETSc [8, 9] software library.
The focus in the numerical experiments will be on the comparison of the ﬁrst order
matrix-based implementation based on (9.4) and the second order method based on (9.5).
We will also comment on a few results using the matrix-free ﬁrst order method.
9.3 Numerical Experiments
It is known from experience, as reported in, e.g., [144, 158], that a beneﬁt from second
order methods can only be expected after a certain number of time steps have been elapsed.
Usually in the early iterations a ﬁrst order implementation of a matrix-vector product is
faster and more robust. In our numerical experiments we therefore usually switch at a
certain threshold ν for the density residual between the diﬀerent methods
JlowΔu = −Rhigh, Rk−1 > ν
JhighΔu = −Rhigh, Rk−1 ≤ ν
}
, (9.6)
where Rk−1 denotes the relative density residual in time step k − 1. A similar approach is
followed in [34, 144]. In the actual implementation we do not switch back from the higher
order method to the lower-order method if the residual increases again during the compu-
tation. If kν denotes the ﬁrst time step satisfying Rkν−1 ≤ ν the Jacobian approximations
are as follows:
JlowΔu = −Rhigh, k < kν
JhighΔu = −Rhigh, k ≥ kν
}
(9.7)
In the following ﬁrst two subsections we also use a variant in which we switch at an a-priori
prescribed time step kν . This approach is also used in [158, 160]. If not stated otherwise,
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we use the PBILU(0) preconditioner for the ﬁrst order methods and a PBILU(2) precon-
ditioner, based on the ﬁrst order Jacobian, for the matrix-free second order method. In
the experiments in Subsections 9.3.5 – 9.3.7 we use the PBILU(1) preconditioner for both
methods. Note that in all of these cases Jlow is constructed for the computation of the
preconditioner.
The remainder of this section is organized as follows:
• Test problems 2, 3 (stationary Euler, 2D)
− Standard test problems discussed in previous chapters; survey on Newton’s method,
convergence acceleration and the impacts of CFL number and preconditioner
→ The second order method can signiﬁcantly improve the rate of convergence of
Newton’s method. However, this is does not improve the eﬃciency of the time
integration scheme. Only one Newton step is performed per time step
↪→ Subsections 9.3.1 – 9.3.4
• Test problem 5 (non-stationary Euler, 2D)
− Standard test problem with pitching airfoil
→ Signiﬁcant acceleration when using the second order method
Multiple Newton steps are performed in a time-accurate simulation
↪→ Subsection 9.3.5
• Test problem 6 (stationary Euler, 3D)
− Standard three-dimensional test problem in SFB401
→ Signiﬁcant acceleration when using the second order method
although only one Newton step is performed per time step
↪→ Subsection 9.3.6
• Test problem 7 (Navier-Stokes, 2D)
− Standard laminar test problem
→ Signiﬁcant acceleration when using the second order method
although only one Newton step is performed per time step
↪→ Subsection 9.3.7
9.3.1 Test Problem 2: Analysis of Newton’s Method
In this subsection we investigate the impact of the order of the Jacobian on Newton’s
method. As stated in Section 9.2, when using the ﬁrst order method (Jlow) no quadratic
convergence of Newton’s method can be expected. We present some results on the con-
vergence of Newton’s method and the selection of ζ (the number of Newton iterations per
time step) that are representative for test case 2A.
We discuss the results presented in Figure 9.1. The simulation has been done with
similar parameter values as used in the experiments in the previous chapters. We used the
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parameters γEXP = 1.1 and [γmin, γmax] = [1, 10
4] for the selection of the time step sizes. In
the upper left plot we show the residual history in the simulation for test case 2A. Besides
the plot for the pure matrix-based ﬁrst order method, we give the results when switching
at diﬀerent threshold values ν = 10−3, 10−4, 10−5, 10−6 for the relative density residual,
cf. (9.6), to the second order matrix-free variant. Although a switch to the second order
matrix-free variant in general reduces the number of iterations, the plots for the second
order method are rather unsmooth and the value for the switch tolerance ν seems to be
critical. Taking into account that one time step with the second order method is usually
signiﬁcantly more expensive than one time step using the ﬁrst order method, a switch
at ν = 10−5 seems to be a good choice in this example. We comment on the switching
tolerance ν and the eﬃciency later in Subsection 9.3.3. Note that in the computation that
corresponds to the upper left plot of Figure 9.1 only one Newton step is performed in every
time step.
In the two plots in the lower row of Figure 9.1 we discuss the Newton iteration history
for the ﬁve time steps 107 – 111 after the density residual Rk has dropped below ν = 10
−5.
Although the time iteration for time steps 1 – 106 have been carried out using the matrix-
based ﬁrst order method with only ζ = 1 Newton step per time step, we perform ζ = 20
Newton steps in time steps 107 – 111 in this experiment.1 To clarify the notation, we
denote the residual that corresponds to the ι-th iterate in Newton’s method with Dι. In
the left subplot the history for the ﬁrst order method clearly shows the restrictions on
the convergence speed due to the usage of Jlow. The convergence of Newton’s method is
signiﬁcantly better in the lower right subplot of Figure 9.1 in which the history for the
second order implementation is given. We need approximately 6 – 12 Newton iterations
to reduce the residual in Newton’s method Dι to machine accuracy while in the iteration
with the ﬁrst order method the corresponding residuals Dι are even after ζ = 20 iterations
more than one order of magnitude larger than machine accuracy.
However, for this test problem, the use of more than one Newton step is usually not
reasonable, as shown in the upper right subplot of Figure 9.1. When performing ζ = 5
(instead of ζ = 1) Newton steps the corresponding residuals of the time integration method
Rk are only insigniﬁcantly smaller. This results show that the implicit time integration
scheme, which is the b2-scheme (cf. Paragraph 3.3.3.1), does not beneﬁt from multiple
Newton steps (ζ > 1). This observation can be also made in Figure 9.2. In this experiment
79 time steps are performed with ζ = 1 using the matrix-based method, that is, we selected
kν = 80. We continue the time integration for diﬀerent values for ζ using the matrix-based
method (left subplot) and the matrix-free second order method (right subplot). To neglect
the eﬀects of the increasing CFL numbers we use a constant CFL number γ = 103 after
the switch in both cases. The plots show that the increase of the value for ζ results in
a kind of “one-time eﬀect”: The residuals drop signiﬁcantly in the ﬁrst subsequent time
steps but the graphs for the residual history are more or less parallel to the graphs with
ζ = 1 in the following time steps.
1In the subplots in the last rows of Figure 9.1 and in all plots of Figure 9.4 we give the residual history
that corresponds to the second step of the b2-scheme [17], cf. Paragraph 3.3.3.1.
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Figure 9.1: Test case 2A: Residual history on ﬁnest grid for diﬀerent switch tolerances
ν, ζ = 1 (upper left) and diﬀerent number of Newton iterations ζ (upper right) for the
ﬁrst order matrix-based and the second order matrix-free implementations. Corresponding
Newton convergence history for time steps 107–111 for the matrix-based ﬁrst order method
(lower left) and the matrix-free second order method (lower right) using ζ = 20
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Figure 9.2: Test case 2A: Residual history on ﬁnest grid for diﬀerent values of ζ for the
matrix-based ﬁrst order method (left) and the matrix-free second order method (right)
Unfortunately, we cannot present a cogent explanation of this eﬀect. The ﬂow is proba-
bly only converged in certain parts of the computational domain and —due to the implicit
time integration method— more time steps are needed for obtaining the steady-state so-
lution on the whole domain. In the following remark we present additional results in
Figure 9.3 for that we have no cogent explanation.
Remark 13 Taking into account that in simulations with ζ > 1 the computation of one
single time step takes approximately ζ times as much CPU time as for one time step with
ζ = 1, the presented results conﬁrm the previously given statement that for stationary
compressible ﬂows only one Newton iteration should be performed per time step. However,
one can try to proﬁt from the addressed “one-time eﬀect” at the end of a computation. In
this thesis we do not investigate this because the magnitude of the reduction of the residual
is not predictable. In the nested iteration the time integration is usually continued until
the relative density residual Rk is smaller than a given tolerance ε1 or ε2. We refer to
Section 3.4.7 for the description of the nested iteration and its tolerances. In order to
beneﬁt by a ﬁnal time step with multiple Newton steps (ζ > 1) the algorithm should know
in advance —that is, without actually computing the residual Rk in time step k— that for
the relative density residual Rk < ε1 or Rk < ε1 will hold, respectively.
The switch to the use of more Newton steps, that is, ζ > 1, is further illustrated in
the following experiment for which the results are presented in Figure 9.3. Therein, we
switched at kν = 60, kν = 70, and kν = 80 from ζ = 1 to ζ = 5. Note that the reduction in
the residual is diﬀerent for the diﬀerent switching points kν making an a-priori prediction
of the expected reduction (very) diﬃcult. We also give two examples in which we switch
back to ζ = 1 after performing the 60th and 70th time step with ζ = 5. In this case the
proﬁt from the use of ζ = 5 is annihilated after a couple of time steps. This result reinforces
that using ζ > 1 is only a “one-time eﬀect” that is hard to beneﬁt from. In Figure 9.3 we
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Figure 9.3: Test case 2A: Residual history on ﬁnest grid for diﬀerent switches between
ζ = 1 and ζ = 5 (and back) for the matrix-based ﬁrst order method
only give the results for the ﬁrst order method, because the results when switching to the
second order method at kν look quite similar (as expected from Figure 9.2) although the
corresponding Newton convergence is better as already seen in Figure 9.1. 
9.3.2 Test Problem 2: The Impact of the CFL Number
In this subsection we investigate the impact of the CFL number on the performance of the
ﬁrst and second order methods. Although we discussed the inﬂuence of the CFL number in
case of to the ﬁrst order method already in the previous chapter, the according performance
of the second order method is signiﬁcantly diﬀerent, as shown in Figure 9.4.
As in the previous experiment, we carry out a ﬁxed number of time steps using the
ﬁrst order matrix-based method. In this simulation the corresponding value for kν was
chosen to be kν = 20 (upper row of Figure 9.4) and kν = 80 (lower row of Figure 9.4).
Thereafter we perform ζ = 20 Newton steps with the matrix-based ﬁrst order method
(left subplots) and matrix-free second order method (right subplots). The plots show the
Newton iteration history for diﬀerent CFL numbers γ = 100, 101, . . . , 104.
The ﬁrst order method shows a clear non-quadratic convergence for all tested values for
γ in both time steps (cf. left plots in Figure 9.4). The larger the CFL number is selected,
the slower the convergence of Newton’s method is. As discussed in Subsection 3.3.4 this
is expected because for larger time step sizes the non-linearity of the corresponding non-
linear system of equation (3.30) is increasing. Note that Newton’s method converges only
locally and the corresponding initial guesses have to be in the region for that the non-linear
method converges. In time step 20 the ﬂow is still in its startup phase, that is, most ﬂow
features (such as position of shocks) are not resolved, and thus even a a divergence of
Newton’s method may occur. Nevertheless, all ζ = 20 Newton iterations can be performed
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Figure 9.4: Test case 2A: Newton history (ζ = 20) for diﬀerent values of the CFL number γ
in time steps 20 (upper plots) and 80 (lower plots) for the matrix-based ﬁrst order method
(left subplots) and the matrix-free second order method (right subplots)
without a breakdown (cf. Section 8.1). As expected, the convergence for Newton’s method
is better in time step 80.
Although the exact Newton method has the advantage of local quadratic convergence,
it may be counterproductive to use it in the start-up phase of the computation. This is
demonstrated by the fact that two graphs in the upper right subplot of Figure 9.4 show
that the iteration process does not converge for some higher values for γ when using the
second order method. This divergence occurs if the initial guess for Newton’s method is
too far away from the corresponding solution or the Krylov solver diverges when solving
the corresponding linear system of equations. However, typical values at time step 20
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are γ ∈ [1, 10] and it can be observed that for γ = 1 and γ = 10 the corresponding
convergence of Newton’s method is signiﬁcantly faster (than for the ﬁrst order method).
The second order method does not show any divergence and the corresponding convergence
is signiﬁcantly faster in time step 80. Although the convergence of Newton’s method is
faster for smaller values of γ in any case —which is related to the fact that the non-
linearity of (3.30) increases with larger time step sizes— in the computation with kν = 80,
the second order method shows a signiﬁcant faster convergence for all —and especially for
large— CFL numbers than the ﬁrst order method, as shown in the two plots in the lower
row of Figure 9.4.
This is a major beneﬁt of the second order method: Towards the end of the computa-
tion, that is, the ﬂow should no longer be in its startup phase, a signiﬁcant acceleration
of the time integration process can be achieved also due to the selection of larger CFL
numbers γ. This acceleration is due to the fact that larger values for γ obviously lead to a
faster convergence of the implicit time integration method. However, ﬁnding that kind of
“transition point”, that is, choosing the switch tolerance ν introduced in (9.6), is crucial.
The impact of the switch tolerance ν on the performance of the implicit time integration
is discussed Subsection 9.3.3 in more detail. We observed a further acceleration with the
second order method when increasing γ after the switch. However, we do not investigate
this because this acceleration was in general insigniﬁcant because the actual values for γ
are usually already quite large at “good” values for ν.
9.3.3 Test Problems 2 and 3: Acceleration of Time Integration
In this subsection we study the impact of ν in order to reduce the execution time of the time
integration. As for all stationary test cases in the previous chapters, only one Newton step
is performed per time step (ζ = 1). We will use ζ = 1 in all following experiments except
in Subsection 9.3.5. In Table 9.1 we give some results for two diﬀerent CFL evolution
strategies in a computation for test case 2A. The ﬁrst one is a conservative strategy that
increases the CFL numbers rather slowly by a factor γEXP = 1.2 and limits the CFL number
by γMAX = 10
2. The second, more courageous, strategy increases the CFL numbers faster
CFL evolution MATRIX 1ST MFREE 2ND, ν =∞ MFREE 2ND, ν = 10−5
γEXP γMAX # ts CPU # ts CPU # ts CPU
1.2 102 2265 750.4 2190 3798.6 2201 3686.7
1.5 106 82 66.2 † – 56 111.7
Table 9.1: Test case 2A: Time steps needed for convergence on ﬁnest grid and corresponding
CPU times in seconds. The ﬁrst order matrix-based and the second order matrix-free
implementations are compared for two diﬀerent CFL evolution strategies using ζ = 1
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with a factor γEXP = 1.5 and allows a maximal CFL number of γMAX = 10
6. Compared
to the ﬁrst order method, the second order method can only signiﬁcantly decrease the
number of time steps, denoted by # ts, if the faster, more courageous, strategy is chosen.
In the columns ﬁve and six we give the results of an experiment in which the second order
method is used from the very ﬁrst time step of the restarted iteration on, denoted by
ν = ∞, which was only possible for the conservative strategy. In the last two columns of
Table 9.1 we give the results if we switch to the second order method after the residual
dropped by ﬁve orders of magnitude (ν = 10−5). All numerical experiments are performed
until a ﬁnal relative residual of ε2 = 10
−10. Note that these results are only of theoretical
interest because usually a lower accuracy is suﬃcient.
While we get no beneﬁt in terms of computational time for test case 2A, the results
look diﬀerent for the other three steady Euler test cases. In Table 9.2 we give the results
when switching to the matrix-free methods with ν = 10−5. We focus on the faster CFL
evolution strategy (γEXP = 1.5, γMAX = 10
6). For test case 3 we used a slower strategy
with γEXP = 1.2 and γMAX = 10
5 avoiding breakdowns of the matrix-based method. In
Table 9.2 the number of time steps and the corresponding CPU times are given for the
matrix-based ﬁrst order method and the matrix-free ﬁrst and second order methods. The
number of iterations are almost identical for both ﬁrst order methods, while the second
order method needs signiﬁcantly less iterations. As expected, the simulation is faster for
the matrix-based ﬁrst order method compared with the matrix-free ﬁrst order method.
The comparison of the corresponding total execution time reveals that the second order
method is 43% faster in test case 2B, 6% slower in test case 2C, and 16% faster in test case
3. Note that a possible further acceleration with the second order method due to higher
values for γ is not investigated in this experiment.
In Figures 9.5 and 9.6 numerical results with the same conﬁguration as in Table 9.2
are given. We plotted the residual history in terms of iteration number (left subplots) and
the corresponding execution time (right subplots) for the matrix-based ﬁrst order method
and the second order method. We give results for diﬀerent switch tolerances ν. It can be
observed that the second order methods need in general less iterations. But the eﬀect of the
MATRIX 1ST MFREE 1ST MFREE 2ND
Test case # ts CPU # ts CPU # ts CPU
2B 539 503.1 534 576.8 61 287.9
2C 74 158.3 74 163.9 51 167.5
3 101 595.8 101 672.6 70 500.4
Table 9.2: Test cases 2B, 2C, and 3: Time steps needed for convergence on ﬁnest grid and
corresponding CPU times in seconds. Comparison of the ﬁrst order matrix-based, ﬁrst
order matrix-free, and second order matrix-free method for ν = 10−5 using ζ = 1
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Figure 9.5: Test case 2B: Residual history on ﬁnest grid in terms of iterations (left plot)
and corresponding CPU time (right plot) for diﬀerent values of ν for the second order
matrix-free method compared with the ﬁrst order methods using ζ = 1
selection of ν is crucial: ν has to be selected small enough so that not most of the iterations
are performed by the —potentially slower— ﬁrst order method. On the other hand, if the
switch tolerance ν is chosen too small the number of iterations is only insigniﬁcant smaller
resulting in a bad CPU behavior.
For test case 2B, cf. Figure 9.5, we also show a plot for the ﬁrst order matrix-free
variant. In this test case, all second order computations were faster than the ﬁrst order
computations. For test cases 2C and 3, cf. Figure 9.6, it can be seen that all second
order methods need less iterations while the beneﬁt on the CPU time highly depends on
ν. Again we have to state that a beneﬁt on the execution time can only be made if the
ﬁnal accuracy is small, e.g. ε2 = 10
−10 or at least ε2 = 10−6.
The beneﬁt of the second order methods can be enlarged in computations in which more
Newton steps are performed. A corresponding result from an experiment with the non-
stationary Euler equations is presented in Subsection 9.3.5. The results of an experiment
with the three-dimensional Euler equations, given in Subsection 9.3.6, and an experiment
with the Navier-Stokes equations, presented in Subsection 9.3.7, reveal that the second
order method can be signiﬁcantly faster than the ﬁrst order method not only when using
(very) small ﬁnal accuracies (as in the experiments in this subsection).
We comment on the timing results in the following discussion of the impact of the
preconditioner on the eﬃciency of the simulations.
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Figure 9.6: Test cases 2C, 3: Residual history on ﬁnest grid in terms of iterations (left
subplots) and CPU time (right subplots) for diﬀerent values of ν for the second order
matrix-free method compared with the ﬁrst order matrix-based method using ζ = 1
9.3.4 Test Problem 3: Discussion on the Preconditioner
In this subsection we comment on the timing results of the previous subsection and inves-
tigate the impact of the preconditioner, especially of the ﬁll-in parameter p. The second
order method is slower per time step because the corresponding systems of linear equa-
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Figure 9.7: Test problem 3: BiCGSTAB iteration history using diﬀerent ILU(p) precon-
ditioners, p = 0, 1, . . . , 4 (left axis) and corresponding CFL numbers (right axis, solid red
line) for the matrix-based variant (left subplot) and when switching by ν = 10−2 to the
matrix-free second order implementation (right subplot)
tions are harder to solve. This can be clearly seen from Figure 9.7 in which we plotted the
iteration history of the preconditioned BiCGSTAB solver for every time step for diﬀerent
values for p. The left subplot gives the iteration history (left axis) and the corresponding
CFL numbers γ for the ﬁrst order methods (right axis, solid red line). The correspond-
ing plot for the second order method is given in the right subplot of Figure 9.7. We see
that the iteration count is higher in the right subplot. Note that PBILU(0) is an eﬃcient
preconditioner for the ﬁrst order Jacobian, as discussed in Chapter 6, but is not suﬃcient
for the second order method. Although PBILU(1) is good enough in most experiments,
we used the PBILU(2) preconditioner for all computations with test problems 2 and 3
avoiding sporadic breakdowns of the computation.
Remark 14 Note that when using higher ILU levels (e.g. p ≥ 4, as done in [158]) the
iteration count can be further decreased. On the one hand, this leads to a decrease of the
computational time for the studied test problems due to the —in this test case— relatively
small dimension of the Jacobian Jlow. On the other hand, especially in experiments of
more complex problems, further ﬁll-in is not meaningful because of the additional memory
requirement. This may also increase the corresponding execution time signiﬁcantly or
even make the storage of Jlow impossible. As a proposal for a future project, a matrix-free
preconditioner in which Jhigh serves as preconditioning matrix could be implemented. This
approach is proposed e.g. in [55, 139]. 
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9.3.5 Test Problem 5: Non-Stationary Flow Around an
Oscillating NACA00012 Airfoil
In this subsection we investigate the inviscid, unsteady transonic ﬂow around an oscillating
NACA0012 airfoil. The oscillation pitch is deﬁned via a function for the angle of attack α
given in Table 9.3. This test problem has been experimentally investigated and discussed
in detail by Landon [135] and corresponds to the ﬂow around the rotor blade of a helicopter
during a low altitude ﬂight. The function for the angle of attack α, given in Table 9.3,
prescribes the pitching motion of the blade around the quater chord. As in the numerical
simulation in [38] we use a shift phase of ϕ = 90◦. The reduced frequency is
k = ωc/|V∞| = 0.1628 .
NACA0012 M∞ α
test case 5 0.755 0.016◦ + 2.51◦sin(ωt+ ϕ)
Table 9.3: Test problem 5: Mach number M∞ and angle of attack α for non-stationary
ﬂow around the pitching NACA0012 airfoil
Mach: 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 1.1 1.2 1.3 1.4
Figure 9.8: Test problem 5: Mach distribution for ﬂow after 500 time steps
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In this simulation we perform 5 cycles by resolving 100 time steps per cycle. For the
time integration the second order accurate backward diﬀerence time integration scheme (cf.
Paragraph 3.3.3.1) is used. The number of Newton steps ζ is controlled via a resolution
tolerance for the relative residual in Newton’s method. If the residual in Newton’s method
Dι has dropped by four orders of magnitude we evolve from time step k to k + 1. The
corresponding number of Newton steps is denoted by ζk.
In this experiment we compare the simulation for the matrix-based ﬁrst order and
matrix-free second order PBILU(1) preconditioned methods. We do not switch between
the methods. The ﬂux-vector splitting by van Leer [197] with the PC-5 limiter [66] is
applied. The computational grid consists of 25 600 cells. The Mach distribution after the
simulation of the 500 time steps is given in Figure 9.8.
As shown in the upper subplot of Figure 9.9 the simulation with the second order
method is more than 30% faster, consuming only 3614 seconds instead of 5177 seconds
when using the ﬁrst order method. This results from the fewer Newton iterations ζk that
are needed in every time step. While the second order method needs at an average 4.06
Newton steps per time step, the average Newton iteration count for the ﬁrst order method
is 29.8. The lower left subplot of Figure 9.9 shows the number of Newton steps for every
time step. Due to less Newton iterations the number of Krylov iterations is signiﬁcantly less
when using the second order method, too. The corresponding number of preconditioned
BiCGSTAB iterations is given in the lower right subplot in Figure 9.9. The total number
of needed Krylov iterations, the total number of Newton steps and the corresponding total
CPU time is given in Table 9.4. In the last column we also give the savings when using
the matrix-free method compared with the matrix-based ﬁrst order method.
The results show a major advantage of the second order method: If a high accuracy
in the non-linear system per time step is needed, as it is usually the case in unsteady
computations, the number of Newton iterations can be signiﬁcantly decreased. The reduc-
tion of the number of Newton steps is even so large that the higher costs for the iterative
solution of the corresponding more involved linearizations can be outperformed. Note that
the second order method needs more Krylov iteration per Newton step and every Krylov
iteration is more expensive, too. When using the second order method instead of the ﬁrst
order matrix-based method, we save 86% on total Newton iterations, 67% on total Krylov
iterations, and “only” 30% on total execution time, as given in Table 9.4.
MATRIX 1ST MFREE 2ND Saving
# Newton iterations 14 911 2 031 86,4%
# Krylov iterations 49 925 16 525 66,9%
CPU 5 177.0 3 614.2 30,2%
Table 9.4: Test problem 5: Total Number of Krylov iterations, total number of Newton
steps, and corresponding total CPU time
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Figure 9.9: Test problem 5: Total elapsed CPU time history (upper plot), Newton iteration
history (lower left plot), and Krylov iteration history (lower right plot). Comparison of
matrix-based ﬁrst order and matrix-free second order methods
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9.3.6 Test Problem 6: 3D Flow Around Swept
BAC 3-11/RES/30/21 Airfoil
In this subsection we investigate the three-dimensional ﬂow around the swept BAC 3-
11/RES/30/21 airfoil [123, 169] which is a standard test conﬁguration of the Collaborative
Research Center SFB 401 at RWTH Aachen University [10, 11, 181]. The wing has a swept
angle of β = 34.0◦, the corresponding ﬂow parameters are given in Table 9.5.
swept BAC 3-11/RES/30/21 M∞ α β
test case 6 0.220372 4.64◦ 34.0◦
Table 9.5: Test problem 6: Mach number M∞, angle of attack α, and swept angle β for
the ﬂow around the swept BAC 3-11/RES/30/21 airfoil
In this 3D experiment for the stationary Euler equations we used constant CFL numbers
for the ﬁrst and the second order methods. We restarted the iteration at Rk = 10
−2
(this equals the selection of ν = 10−2 in (9.6)) on a grid consisting of 425 984 cells. The
computation was performed using a parallel version2 of QUADFLOW. We use the ﬂux-
vector splitting by Ha¨nel and Schwane [106] and the implicit Euler time integration method.
A cutout of the grid of the computational domain and a part of the cells at the pinion
of the airfoil are given in black color in Figure 9.10. The colored part of Figure 9.10 shows
the contour plot of the speciﬁc heat capacity cp at the airfoil.
In Table 9.6 the results for diﬀerent values for the number of ILU levels p and the
constant CFL number γ are presented for both methods, the ﬁrst and the second order
implementation. Although the number of time steps is signiﬁcantly decreasing for both
methods when choosing a higher value for γ, the corresponding timing results behave
diﬀerent: For the ﬁrst order method the simulation is faster when using smaller values
for γ, for the second order method the simulation is faster for larger values for γ. Note
that in the latter case the computational time is less than in any of the matrix-based
computations. The computation is actually about three times faster if one compares the
“best” conﬁgurations, that is, if one selects γ and p such that the total execution time for
convergence is minimal for the ﬁrst and the second order method, respectively.
In Figure 9.11 we give the results for γ = 100 and γ = 10 000 when using p = 1.
Comparing the methods for γ = 10 000 the matrix-free method is signiﬁcantly faster than
the ﬁrst order matrix-based method. However, when using a very small CFL number like
γ = 100 the ﬁrst order method is faster. This results from the fact that for large values for
γ one can proﬁt from the better convergence of Newton’s method while the higher costs
per Krylov iteration slow down the matrix-free method when using small values for γ.
2The experiment was carried out on 4 Intel Xeon processors running at 3 GHz clock speed. The domain
was decomposed without overlapping. The preconditioner is a block-Jacobi-PBILU(1), that is, a PBILU(1)
is carried out locally on every processor. We use the routines from the PETSc library [7, 8, 9]
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MATRIX 1ST MFREE 2ND
γ p # ts CPU # ts CPU
102
1 142 1488.2 164 3672.7
2 142 1583.4 92 3747.5
3 142 2136.6 92 4159.3
103
1 77 1575.1 12 1858.5
2 77 1614.7 12 1493.2
3 77 1904.5 12 1468.4
104
1 71 1902.9 5 674.1
2 71 1859.5 4 558.5
3 71 2097.5 4 620.5
Table 9.6: Test problem 6: Number of time steps #ts and CPU time for diﬀerent values
for γ and diﬀerent PBILU-levels p preconditioners using ζ = 1
-Cp: -0.5 0 0.5 1 1.5 2 2.5
Figure 9.10: Test problem 6: Swept BAC 3-11/RES/30/21 airfoil. Contour plot of the
distribution of the speciﬁc heat capacity at constant pressure (cp) with cutout of the grid
of the computational domain (upper plot). Pinion with cells on boundary (lower left plot)
and corresponding contour plot of cp distribution (lower right plot)
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Figure 9.11: Test problem 6: Residuals in terms of CPU time. Comparison of matrix-based
ﬁrst order and matrix-free second order methods for γ = 100, 10 000 and p = 1
Note that opposite to the two-dimensional experiments of Subsections 9.3.1 – 9.3.3 the
second order is already signiﬁcantly faster for relatively high tolerances, such as ε2 = 10
−3
or ε2 = 10
−4.
9.3.7 Test Problem 7: Laminar Flow over a Flat Plate
In the ﬁnal test case we investigate the laminar ﬂow over a ﬂat plate. The ﬂow parameters
are due to Blasius [179], as in [38], and given in Table 9.7. Therein Re∞ denotes the
Reynolds number. The wall is treated isothermal in this test problem, T∞ describes the
far-ﬁeld temperature, which equals the temperature T at the airfoil.
The governing equations are the Navier-Stokes equations. Because the main topic in
this thesis are the Euler equations we refer to the literature for a description of the Navier-
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ﬂat plate M∞ α Re∞ T∞
test case 7 0.2 0 104 273.0 K
Table 9.7: Test problem 7: Parameters for laminar ﬂow over a ﬂat plate
50 100 150 200 250
10−6
10−5
10−4
10−3
10−2
10−1
CPU time [s]
Rk
Test case 7
 
 
MATRIX 1ST, γ=102, ILU(2)
MFREE 2ND, γ=105, ILU(2)
MFREE 2ND, γ=105, ILU(6)
Figure 9.12: Test problem 7: Residuals in terms of CPU time. Comparison of the “best”
matrix-based ﬁrst order with the “best” matrix-free second order method, and the matrix-
free second order method with p = 2 and γ = 105
Stokes equations, e.g. [60, 111] and to [38, 42, 179] for a detailed description of this test
problem.
We used the implicit Euler time integration method, the ﬂux-vector splitting by Ha¨nel
and Schwane [106], and a grid with 17 920 cells. We tested several combinations of p
and γ. As in the previous subsection the CFL number γ is set to be constant for this
simulation. The number of time steps and the corresponding CPU times for a couple of
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MATRIX 1ST MFREE 2ND
γ p # ts CPU # ts CPU
102
2 1014 293.7 640 603.1
4 1014 318.0 641 581.1
6 1015 329.2 641 610.5
104
2 1524 977.7 13 127.3
4 1522 887.1 13 101.4
6 1522 974.8 13 89.8
106
2 1503 1053.9 7 105.5
4 1501 926.0 7 78.0
6 1501 929.8 7 64.5
Table 9.8: Test problem 7: Number of time steps #ts and CPU time for diﬀerent values
for γ and p using ζ = 1
values for γ and p are given in Table 9.8. When increasing the value for γ the number of
time steps is signiﬁcantly decreasing when using the second order method. This leads to a
signiﬁcant decrease of the corresponding CPU time. An opposite eﬀect can be seen for the
matrix-based method that is faster when performing small time steps. Although a higher
ILU-level p can further decrease the CPU time we repeat from Remark 14 that for larger
problems smaller values for p are preferable. We performed experiments with p = 2, 4, 6
and γ = 102, 103, . . . , 107. The corresponding fastest conﬁgurations for the matrix-based
and the matrix-free methods are given in Figure 9.12. The corresponding “best” values are
p = 2 and γ = 102 for the ﬁrst order method and p = 6 and γ = 105 for the second order
method. We also give the plot for p = 2 in the latter case because of the upper discussion
on p. Note that even with the “best” parameters for the matrix-based method, the second
order method is signiﬁcantly faster for most combinations, and almost by a factor of 5
faster for the corresponding “best” parameters.
Remark 15 Note that the computation of those entries of the Jacobian that come from the
discretization of the diﬀusive ﬂuxes is more complex than the corresponding computation
of the entries that are due to the the discretization of the convective ﬂuxes. Moreover,
the stencils are larger resulting a matrix that has a larger pattern as in the Euler case.
Therefore, usually estimations for the gradients are carried out so that the Jacobians are
somehow approximated. For implementational details of the discretization routines we
refer to [38].
Note that when using the technique of automatic diﬀerentiation one can avoid these
approximations. Therefore, the second order matrix-free method is not only faster due to
the higher order discretization of the convective ﬂuxes, one also has the advantage that no
approximations are needed as when explicitly building the Jacobian. To investigate the
impact of this latter advantage one could compare the ﬁrst order matrix-free method with
the corresponding matrix-based implementation. This was not (easily, that is, without high
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additional implementational eﬀort) possible in our case because all ﬁrst order methods in
QUADFLOW use the same approximations for the parts of the Jacobian that are due to
the discretization of the diﬀusive ﬂuxes. 
9.4 Concluding Remarks
The convergence of Newton’s method is signiﬁcantly better for the second order method
than for the ﬁrst order method, especially when using larger time step sizes. This allows
a clear reduction in the time steps needed for achieving convergence. However, in the test
problems for the stationary two-dimensional Euler equations, a beneﬁt from the second
order method can only be achieved in the ﬁnal iteration process, that is, the computation
should be no longer in its startup phase and the main ﬂow features should be already
resolved. We have shown that switching at the “right” time from the ﬁrst order method
to the second order method can speed up the overall computation process compared with
the “pure” ﬁrst order matrix-based method. In most experiments, this “right” time has
turned out to be at a tolerance for the density residual of ν = 10−5. Although the ﬁnal
accuracy ε2 has to be chosen very small for our problem class, we showed the potential of
this approach.
In three additional simulations we have shown that the use of matrix-free second or-
der Jacobians can signiﬁcantly reduce the required computational time. For the three-
dimensional stationary Euler test case the computational time can be reduced by 62.5%
even when using the rather moderate ﬁnal accuracy of ε2 = 10
−4. In a similar experiment
for the two-dimensional laminar ﬂow the total execution time can actually be reduced by
78%. Especially when a high accuracy of Newton’s method is needed, that is, e.g., in all
simulations of non-stationary ﬂow, the second order method can signiﬁcantly reduce the
required number of Newton steps and also the corresponding computational time.
We showed in our experiments that the use of a PBILU(1) or PBILU(2) preconditioner
based on the ﬁrst order Jacobian can be used for the matrix-free second order method.
Although these preconditioners are less eﬃcient than the PBILU(0) preconditioner for the
ﬁrst order method, the PBILU(0) preconditioner has turned out to be insuﬃcient for the
second order Jacobians. As a future project we reccommend the use of a second order
matrix-free preconditioner which certainly could reduce the storage requirements for the
ﬁrst order matrix-based preconditioner.
The technology of automatic diﬀerentiation is recommendend because of the avoid-
ance of additional perturbation errors and because it allows the use of higher order dis-
cretizations. Moreover, the computation of the corresponding matrix-free evaluation of the
Jacobian-vector product is usually simpler to implement —leading to less approximations
in the implementation— than building the Jacobian explicitly.
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Chapter 10
Conclusions
In this chapter we summarize the main conclusions as given in the surveys of the last four
chapters. We give to some basic recommendations for using certain techniques in a ﬂow
solver for the solution of the class of compressible ﬂow problems considered in this thesis.
We conclude this chapter with some proposals for future work.
As presented in Chapter 6 the point-block-sparse-approximate-inverse (PBSPAI(0))
method has turned out to be a poor preconditioner. In all tested applications we have found
good results for the point-block-Gauss-Seidel (PBGS) and the point-block-incomplete-LU-
factorization (PBILU(0)) preconditioners. The PBILU(1) and PBILU(2) preconditioners
can further reduce the number of Krylov iterations, however, these methods are less eﬃcient
due to the higher amount of memory and computational work due to ﬁll-in. On the
other hand, if a ﬁrst order matrix-based preconditioner is used in a second order matrix-
free implementation, as in Chapter 9, the corresponding PBILU(0) preconditioner is not
suﬃcient and a PBILU(1) or PBILU(2) can be considered.
The eﬃciency of the PBGS preconditioner can be signiﬁcantly improved by adequate
ordering techniques. We have shown in Chapter 7 that a reduced matrix graph can be used
to implement reordering techniques. While the graph construction, reduction, and the re-
ordering techniques are “black-box” methods, the (critical) graph reduction parameter τ
has to be selected. In most test cases a good choice for this parameter has turned out to
be τ = 1.25, in some complex transonic test cases one may beneﬁt from an increase of
τ to, e.g., τ = 2.00. In a systematic comparative study we have shown that our new
weighted reduced graph reordering (WRG) is superior to two other orderings and signif-
icantly improves robustness and eﬃciency of the linear solver. Even when using large
CFL-numbers, the linear solver has always converged when using PBGS with the WRG
reordering, whereas with other orderings the solver has sometimes diverged. Furthermore,
we have shown that the reordering has to be computed only once after each adaptation
(kr = ∞) which makes the additional computational eﬀort insigniﬁcant. The reordering
algorithm can also be used in the setting of matrix-free solvers and linear or non-linear
multigrid solvers with block-Gauss-Seidel-type smoothers.
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In review of Chapters 6 and 7, within the class of problems that is represented by our test
problems, we recommend using a PBGS preconditioner combined with a WRG numbering
(with the control parameters τ = 1.25 and kr = ∞) or a PBILU(0) preconditioner. In
simulations with ﬂow solvers that do not provide a good “natural” ordering as QN in
QUADFLOW, the reverse Cuthill-McKee (RCM) numbering may be used in combination
with the PBILU(0) preconditioner.
For the selection of the time step size we recommend using either an exponential law
(EXP) our Residual Diﬀerence (RDM) strategy. Both methods have turned out to be good
methods of equivalent eﬃciency in the overall comparison in Chapter 8. On the other hand,
we have given examples showing that the widely-used switched evolution relaxation (SER)
may result in a very slow convergence process. In all tested conﬁgurations, the performance
of the three basic strategies, namely EXP, SER, and RDM, strongly depends on the selected
control parameters. The experiments have pointed out that the “best” control parameters,
that is, the values for which the corresponding strategy results in the fastest simulation,
diﬀer from test case to test case. If one wants to reduce the residuals as much as possible
within a few time steps our AD-approximated local optimal (ADL) strategy can be used.
This strategy is a cheap variant of the (very) expensive local optimal strategy (LOC) that
minimizes the density residuals as much as possible in every time step. The results in
Chapter 8 reveal that the LOC and ADL strategies can be inferior to the EXP or RDM
strategies, which also tolerate a temporary increase of the relative residuals.
In Chapter 9 we have demonstrated that the matrix-free implementation of a second
order matrix-vector product using the technique of automatic diﬀerentiation (AD) can
signiﬁcantly improve the convergence of Newton’s method. We found that for our problem
class, performing only one Newton step per time step is an eﬃcient choice. After the setup
phase of the simulation, one can beneﬁt from switching to the second order method in
simulations in which a high accuracy is needed. In experiments with the three-dimensional
stationary Euler equations and the two-dimensional stationary Navier-Stokes equations
the computational time can be reduced signiﬁcantly. Moreover, if multiple Newton steps
are carried out, which is in particular the case in a time-accurate computation, the user
should use the matrix-free second order implementation of the matrix-vector product.
Furthermore, the technique of the matrix-free implementation allows a simpler evaluation
of the matrix-vector product without using any additional approximations of the ﬂuxes
that often occur in the process of explicitly building the Jacobian.
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Outlook
We conclude with some remarks on topics that could be considered in future work in
this research area. The ﬁrst two aspects address preconditioning, the last item suggests
an expert system for time stepping and switching between ﬁrst order matrix-based and
second order matrix-free methods.
Parallel Preconditioners
The preconditioner and the corresponding ordering routines have to be adapted and opti-
mized for a fully parallel version of QUADFLOW. The use of parallel ILU-type precondi-
tioners is possible if a multi-color ordering or subdomain preconditioning is used. These
approaches are investigated and compared in, e.g., [19].
For a parallel preconditioner a Newton-Krylov-Schwarz algorithm [96] using overlap-
ping domains could be used. Such additive or multiplicative Schwarz preconditioners can
be viewed as an overlapping block-Jacobi or block-Gauss-Seidel preconditioner, respec-
tively [12]. This technique is widely-used in the context of partial diﬀerential equations
as reported in many articles in the proceedings on the annually conferences on domain
decomposition methods [75]. A cheap and fast variant, the Restricted Additive Schwarz
Method (RAS, RASM) by Cai and Sarkis [53], that is also integrated in the PETSc li-
brary [8, 9], has been successfully combined with a Newton-Krylov method within the
context of ﬂow solvers [51, 52, 96, 115, 116]. As demonstrated in [96] the RAS method can
also be combined with the PBILU(0) algorithm for the subdomains.
While the RAS method is used as preconditioner for the linear systems in [53], Schwarz
preconditioners can also be used as a preconditioner for the non-linear systems of equa-
tions as presented in [50]. This non-linear technique was applied to a one-dimensional
compressible ﬂow, denoted by “additive Schwarz preconditioned inexact Newton method”
(ASPIN), in [52] and has also been successfully used in [51, 116]. ASPIN is a non-linear
block-Jacobi iteration followed by a Newton linearization. This non-linear Schwarz pre-
conditioner could signiﬁcantly enlarge the region for that the non-linear solver converges
compared with Newton’s method. A similar eﬀect is reported in, e.g., [70, 101, 102], for the
Full Approximation Storage (FAS) technique [43], which is a non-linear multigrid method.
As stated in [50], however, the use of further sparse matrix-based preconditioning tech-
niques like ILU for the linear system of equations is diﬃcult because the corresponding
Jacobians are modiﬁed and often not explicitly available. On the other hand, one could
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implement such a Schwarz method in combination with a preconditioned Krylov method
in a fully matrix-free context. These fully matrix-free preconditioners are discussed in the
following paragraph.
Fully Matrix-Free Preconditioners and Numbering Techniques
The matrix-based preconditioner PBGS, in which Jlow is used for the computation of the
preconditioner, can be replaced by some kind of matrix-free preconditioner in the second
order matrix-free implementation of the matrix-vector product. A general approach for
building a matrix-free preconditioner can be found in [55]. The use of a second order
matrix-free preconditioner could certainly reduce the storage requirements for the ﬁrst or-
der matrix-based preconditioner. One could also implement a symmetric variant of PBGS,
such as the matrix-free LU-SGS preconditioner which is proposed in [139].
A symmetric PBGS-type preconditioner can also be used with the described WRG
ordering. In principle the renumbering technique works in a matrix-free context because
only the relatively small reduced graph has to be stored. However, a good ordering should
not only be eﬃcient for the preconditioner in terms of the corresponding iteration count.
The ordering also eﬀects the eﬃciency of the matrix-free matrix-vector evaluation, e.g.,
due to memory access time and memory locality. Such issues are rather unexplored in the
context of preconditioning, however, the impact of the ordering on automatic diﬀerentiation
is discussed in [91] and especially for Jacobian matrices in [83].
Expert Systems for Time Integration
The implicit time integration process may be automated by some kind of advanced expert
system leading to a kind of “black-box” CFL evolution strategy. A basic expert system is
proposed in [201]. One can think of a complex expert system including all basic strategies,
the ADL strategy, plausibility checks, a breakdown control, as well as repetitions of time
steps or the use of multiple Newton steps.
This might be coupled with the selection of a switch tolerance determining when the
method is switched from a ﬁrst order matrix-based method to a second order matrix-free
implementation of the matrix-vector product.
In a more advanced expert system the diﬀerent switches between the CFL evolution
strategies and the ﬁrst and second order methods can be based not only on the density
residual but also on other residual values or on coeﬃcients, such as drag coeﬃcient or lift
coeﬃcient. Although this approach is rather unexplored and almost all implementations
use the density residuals, the use of the mass residual instead of the density residual is
proposed in an adaptive strategy in [159].
Furthermore, switches between diﬀerent preconditioners and Krylov methods can be
considered since there is no “best” Krylov method for all linear systems of equations [156].
One could use, e.g., the Krylov iteration count of the previous time step to control which
Krylov solver and which preconditioner should be used in the actual time step.
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