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The high-order Galerkin procedures for computing forced oscillations of 
nonlinear systems are generally impractical to apply analytically. In this paper, 
an analytical method for approximating high-order Gale&in solutions is 
presented, which is applicable to ordinary differential equations with polynomial 
nonlinearities. The procedure is restricted to oscillations whose predominant 
Fourier component is the fundamental; hence subharmonic oscillations may 
be allowed, whereas superharmonic oscillations are excluded. The approach 
taken is to consider only the first-order effects of the higher harmonics. An 
example is given which demonstrates that the accuracy of the method can be 
quite impressive. 
I. INTR~DDOTI~N 
One of several well known analytical methods for approximating the 
periodic oscillations of nonlinear systems is the Gale&in pr0cedure.l Con- 
sider the first-order vector differential equation 
L+ =f(x, t), (1) 
where x and f are n-dimensional vectors, R = dxldt, and f is periodic (of 
period 277) in the scalar variable t. The mth-order Galerkin approximation to 
periodic solutions of system (1) is a sinusoidal series of order m, 
x,(t) = E (xi‘ cosjt + xj, sinjt), (2) 
j=0 
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which exactly satisfies the related system 
2 = +j$ i(cos jt) Jyj(X, S) cos js ds + (sinjt) J”:~(x, s) sin js ds( . (3) 
The series (2) will be a solution of (3) p rovided the (2m + 1) parameters 
xoc , xj, , xjs , j =I 1, 2 ,..., m can be chosen to satisfy the (2m + 1) determining 
equations 
u(%(q, %e = 0, 
jXj.9 - tf(X~(~)7 t)>j~ = 09 (4) 
- ixjc - U(%TI(~>, r>>js = 0, j = 1, 2 ,..., 112, 
where the subscripted braces are used to denote the jth cosine and sine 
Fourier coefficients. 
The practical difficulty in applying the Galerkin method for large m lies 
in expanding the function, 
f [ F. 6% cosjt + xjs sin jr), t] , (5) 
in a Fourier series. Attention will be restricted in this paper to functions 
f(x, t) which are polynomial in the state x and continuous in t. The expansion 
of Eq. (5) usually cannot be carried out analytically for more general functions, 
even in the first-order case. An exception is the use of the describing function 
method of automatic control theory to treat systems with piecewise-linear 
characteristics. 
Even when considering only polynomial nonlinearities, the expansion of 
Eq. (5) becomes extremely tedious when m is greater than 1, and consequently 
the higher-order Galerkin procedures are seldom of practical use, in spite 
of the fact that the accuracy of the approximate solution can generally be 
expected to improve as more harmonics are taken into account. 
Urabe and Reiter have shown how high-order Galerkin solutions can be 
obtained numerically [2]. Their approach is to use Newton’s method to solve 
the determining equations, with the Fourier expansions being evaluated at 
each step using numerical integration techniques. 
The purpose of this paper is to show how high-order Galerkin solutions 
can be approximated analytically. Although the Gale&in solutions are only 
being approximated, and hence the result is not as accurate as the numerical 
solution of Urabe and Reiter, the fact that no numerical integrations are 
required results in a savings of time and expense which could be significant 
in extensive analyses of multiparameter nonlinear systems. 
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The approach taken is to consider only the first-order effects of the higher 
harmonics. The only restriction imposed is that the dominant harmonic 
component in the oscillation be the fundamental, i.e., subharmonic oscilla- 
tions may be allowed, whereas superharmonic oscillations are excluded. 
(The term superharmonic as used here refers to any oscillation in which at 
least one higher harmonic is of greater magnitude than the fundamental.) 
To clarify the nature of the approximation, consider a system whose 
nonlinear characteristic is the function 
f(x) = x”, (6) 
where II is an integer. The dependence off (x, t) upon t will be ignored since 
it is of no consequence in this discussion. If we expand 
f[jfo (G'cjc COSjt + Sjs sin jt)] =f[$ xj COS($ + di)] (7) 
in a Fourier series, the various coefficients will consist of weighted sums of 
terms of the form 
n-1 
.qn, "~1 
n-2 2 
x2 , *'cl 
n-1 
x2 )...) x1 
n-2 
x, , x1 
n-2 2 
"V2"'c3 ) Xl Jr, ,... . (8) 
If the above terms are normalized with respect to xin, they can be arranged 
as follows: 
S2.‘S1 (x2/x1)” . . . . . . . . . . . . . . . . . . . (X2/-%)” 
Sg/.Xl (x3jx1)~ (x3/x1) * (x,/x,) *.. (x3/x1)” 
Xl/S1 (x4(x1)2 
sD,:xl (XjX1)2 . . . . . . . . . . . . . . . . . . . (X,/X1)“. (9) 
The first-order Galerkin method neglects all terms of the array in comparison 
with unity; the second-order Galerkin method neglects all terms below 
the first row (below the horizontal line) and in general the mth-order 
procedure neglects all terms below the m-1st row. The method to be derived 
in this paper considers first-order effects of all harmonics, i.e., it considers all 
terms to the left of the vertical line; the source of error in the approximation 
is that the higher-order terms to the right of the vertical line are neglected. 
It can now be seen why the approximation is reasonable only if the 
fundamental component (3~~) is large compared to the higher harmonics 
in the oscillation. 
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II. DERIVATION OF THE APPROXIMATION 
We assume that there exists a periodic (2~r) solution a(t) of the nonlinear 
system (l), and for some integer p let 
g(t) = 5 (Xjc Cos jt + xjs sin jt) 
,=0 
be any approximate solution. Our approach will be to obtain an estimate of 
the solution error, defined as 
S(t) = 2(t) - Y(t) = f (Sj, COSjt + Sj, sinjt). (11) 
j=O 
The exact solution may then be written 
i(t) = f [(xjc + Sje) cosjt + (xjs + S,J sin jt], (12) 
i=O 
where it has been implied that xj, = xi, z 0, Vj > p. We define the equation 
error as 
Then 
Since 
E@(t), t) = i - f(%, t). (13) 
from Eqs. (l), (1 l), and (13) we obtain 
S(t) = 4 - 3t; =f(2, t) - [f(X, t) + E(Z, t)]. (14) 
a(t) and x(t) are each assumed periodic, their difference S(t) is also 
periodic, as is its derivative. Therefore, 8(t) can be expanded in a Fourier 
series, 
8(t) = g [{f(S, t) - f(S, t) - <(ST, t)}jc cos jt 
j=l 
+ Lf(i, t) - f(Z, t) - ~(3, t)ljs sin jt], (15) 
where the previously introduced braces notation is used to denote the Fourier 
coefficients. Integrating (15) gives 
s(t) = SO, + f (l/j) [{f(% t) - f(% t) - E(% t)}jc sin jt 
j=l 
- (f(.$ t) - f(jz; t) - ~(3, t)}is cos jt]. (16) 
The convergence of (11) and (12), as well as the validity of term-by-term 
integration of (15), is guaranteed by the quasidifferentiability of i(t) (see [3, 
Sections 20.4 and 20.51). 
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The assumed periodicity of i(t) and x(t) implies that their derivatives must 
have zero average value. Consequently, it is required that 
(f(S, t) -f(.t, t) - +, t)}oc == 0. (17) 
In addition to Eq. (17), we have from Eqs. (16) and (11) the system of 
equations 
Sj,q = (IG) (f(-Cy t)- f(bC, t) - l (Y, t)}jc , 
sjc = - (l/j> lfCa, t> - flT, t> - 6(Tt t>>js t j = 1, 2, 3 ,... . 
(18) 
Note that once the approximate solution E(t) is specified, Eqs. (17) and (18) 
are functions only of the unknown parameters Sj, , Sj,, j = 0, I,.... If this 
infinite system of nonlinear algebraic equations could be solved for the 
infinite number of unknowns, then from (12) it is clear that the exact solution 
would be obtained. However, at this point we are faced with the same problem 
encountered in applying the high-order Galerkin procedure: expanding 
f(%, t) in a Fourier series when x(t) is a sinusoidal series of more than two 
terms is generally much too tedious to actually be performed in practice. 
Our objective is therefore to approximate this system of equations in some 
fashion so that no more than two sinusoidal terms appear in the argument 
off. 
The first approximation which will be made is to expand the expression 
f(Z, t) - f(z, t) in a Taylor series about 3(r), and then neglect all terms of 
order greater than unity in (.? - x): 
f(i, t) -f(Z, t) bfx(X, t) * i (a,, cos kt + Sks sin kt), (19 
k=O 
where fz is the Jacobian of the vector function f (x, t) with respect to the 
vector x. The jth cosine component of Eq. (19) is approximately given by 
{f(% t) -f(% t)>jc + + J:"fz(%, t) 5 bkC COS kt + Sk, sinKr] * cosjtdt 
k=O 
(20) 
and similarly for the sine component: 
Interchange of the limiting processes in Eq. (20) is valid since fz(Z, t) is 
continuous in its arguments [3]. 
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If the approximations are substituted into Eqs. (17) and (18), the result may 
be written in the form 
where 
! . 
. . . . 
r0 0 0 0 0 
0 O-I 0 0 
0100 0 
0 0 0 0 -21 
A,= 0 0 0 21 0 
0000 0 
0000 0 . . . . . . . . . . . . . . . 
w, tNoc r 1 {4X, the
. . . . . . . . . . . . 
In the matrix A,, the Jacobian f.,.~, t) evaluated at x(t) has been simply 
denoted by fz . In A,, the symbols I and 0 denote the n x n identity and 
zero matrices, respectively. 
It can be shown [4] that solving Eq. (22) repetitively (i.e., using z to obtain a 
corrected approximate solution 9, etc.) is equivalent to using Newton’s 
method to find the zeros of the vector b. In practice, the linear algebraic 
system (22) must of course be truncated at some point, e.g., after the pth 
harmonic. Therefore the iterative process, if it converges, simply generates 
the pth order Galerkin solution. The process as it now stands is thus an 
analytical equivalent of Urabe and Reiter’s numerical procedure. The 
analytical procedure is still impractical to apply, however, because the 
expansion of 
E 
( 
i (Xjc cosjt + Xjs sin jt), t 
i=O 1 
(23) 
in a Fourier series, which is required in the computation of the b vector 
in Eq. (22), is precisely what makes the pth-order Gale&in procedure 
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impractical to apply. In addition, analytical computation of the elements of 
the A matrix is as difficult as evaluating the b vector. The use of the Taylor 
series approximation Eq. (19) has simplified the problem by replacing the 
system of nonlinear equations with a system of linear equations; however, our 
objectives of allowing no more than two sinusoidal terms in the arguments of 
f(~, t) andf,(x, r) has not yet been met. 
Before proceeding to the next approximation, it should be pointed out 
that (22) can be used in its present form to easily estimate the higher har- 
monics in the oscillation using only the first-order Galerkin solution: one 
simply sets the higher harmonics in s(t) zero and uses the first-order Galerkin 
solution for xOC , srC , and 2crs . The elements in A and b can then be easily 
evaluated since only two sinusoidal terms appear in the arguments off(“v, t) 
andf,(.r, t). In addition, it is not necessary to expandf, fit cos kt, and fz sin kt 
separately, since the expansions can be performed simultaneously (as will be 
demonstrated in Section III). 
Returning now to the derivation of the iterative procedure, define x0(t) to 
be the fundamental component of f(t), i.e., 
X0(t) 2 xoe + xlc cos t + xls sin t. (24) 
We next expand the functions f(%, t) and fJ%, t) about x0(t), and ignore 
terms of order greater than unity in (JT - x0). For f (x(t), t), 
f(“w, 4 =% f(.%($ 9 + f&i@), 4 * (W) - %(t)) 
(25) 
= f (x0(t), t) + f&x,(t), t) i (xjc cosjt + xj8 sinjt). 
j=Z 
Likewise, the Jacobian matrix fJi?(t), t) is approximated by expanding 
each of its elements about x,,(t). Denote the scalar elements of the vector 
xL. (where (..*)r signifies the transpose) by 
Xkc = (XLC X& . *. Xky, (1) (2) (26) 
and similarly for xks . We then define the scalars 
sxj = i (X& L-2 (j’ 
cos kt + x${ sin Kt), j = 1, 2 ,..., n. (27) 
6.~~ is simply thejth element of (x(t) - x0(t)). Finally, if we denote the scalar 
elements of the vectors f and x as 
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then the expansion of the Jacobian matrix fX(%, t) about f,(&(t), t) can be 
written as 
In Eq. (29) the second partials are evaluated at x =z x,,(t). Note that only two 
sinusoidal terms appear in the arguments of the functionf and its derivatives, 
as required. By substituting approximations (25) and (29) into the system of 
linear algebraic equations (22), we have achieved our objective of developing 
an analytical method which approximates high-order Galerkin solutions 
and yet which is practical to apply. 
It can be shown [4] that the iterative process, replete with approximations 
(25) and (29), is closely related to Newton’s method for finding the roots of a 
vector consisting of the first p Fourier components, not of l (f(t), t) as before, 
but of 
4%W~ t) + %c%W) . (x(t) - %W (30) 
If the higher-order harmonics are small in comparison with the fundamental, 
then the higher-order terms in the Taylor series expansion of <(n(t), t) 
about ~(~a(t), t) will be small and the iterative process, if it converges, will 
generate an approximation close to the pth-order Galerkin solution. 
The results of Kantorovic [5, 61 can be used to investigate questions of 
convergence of the iterative process [4]. However, it should be remarked that 
the application of the theorem requires a considerable amount of 
computational effort, and in practice such algorithms are usually used without 
benefit of an a priori guarantee of convergence. 
III. A SPECIAL CASE: SECOND-ORDER SCALAR SYSTEMS 
Because of their importance in practice, and because their simpler form 
should help to clarify the approximations made in the last section, the iterative 
procedure will be specialized to the case of second-order differential equations 
of the form 
f =f(x, %, t), (31) 
where f and x are now scalars, and f is polynomial in both x and 3i (and 
continuous in t). The generalization of this derivation to nth-order scalar 
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differential equations is straightforward and will not be presented. So that 
the results will conform exactly with those needed for the example considered 
in the next section, attention will be further restricted to oscillations in 
which there are no even harmonics. Then, analogous to expansion (14), 
we have 
&t) = f [{f(i, .c, t) - f(T, 2, t) - +, i, t)jje cosjt 
j=1.3,... 
+ (f(i, i, t) - f(Z, F, t) - ‘(X, k, t)}js sinjt]. (32) 
After integrating twice (with each constant of integration taken as zero 
because of the assumption that the oscillation consists only of odd harmonics 
and hence has zero average value), we have the following set of nonlinear 
algebraic equations analogous to (18): 
Sj, = - (l/j)’ (f(2, *e, t) - f(Y, *?, t) - <(5, 2, t)>jc 3 
6j, = - (Iii)" {f(i, -C, t) - f(%, 2, t) - E(Z, P, t)}j8 , j = 1, 3,... . 
(33) 
If in (33), the following Taylor series approximation (analogous to (19)) is 
made, 
f(& 4, t) - f(.if, 2, t) e= f&v, k, t) * (-E - 3) + f&F, 2, t) - (2 - a), 
then we obtain the linear algebraic system 
(34) 
where 
(-4, + A,) 27 = 6, (35) 
{fz cos t - fi sin t}lc {fx sin t + fi cos t}lC (fz cos 3t - 3fi sin 3t}lc ... 
A, = lfx cos t - f2 sin t}ls {fz sin t + fz cos t}lS {fi cos 3t - 3f* sin 3tjls ... 
j i 
(fi cos t - fi sin t}3c {fz sin t + fi cost}% {fi cos 3t - 3fi sin 3t}3c .** 
cfx cos t - fi sin t}38 {f 5 sin t + fi cost}% {fz cos 3t - 3fc sin 3t}3s -1. 
/ 
1 0 0 0 0 0 ... 
0100 0 0 
0090 0 0 
A,=0009 0 0 
0 0 0 0 25 0 
.Q 0 0 0 0 25 
'=E;!i;i and ;$$ 
. . . . . . . . 
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In a manner analogous to (25) and (20), we expand the functions f(Z, 2, t), 
f,(%, x’, t) and fi(%, k, t) about x,(t) and retain only the first-order terms: 
f(K 2, t) + f&l, 4 1 t>+fi.(X-Xg)+f~.(~-3i~), 
fz(jT 2, t) sE f&o 1 2’0 , t)+frz’(f--x,)+f,a.(~--“), (36) 
f&v, 2, t) -2 f*(xo ) $0 ) t>+f~z.(X-Xg)+f~f.(XI--~). 
With the approximations (36) substituted into the linear algebraic system (35), 
we have the desired result. 
In the scalar case, the approximation can be extended to include the second 
order effects of the third harmonics. If in the Taylor series expansion of the 
equation error we attempt to retain the quadratic terms 
c(F, 3, t) = c(xo ) 20 ) t) + Eg . (X - XJ + E.@ - 5) 
+ :%x * (x - x0)2 + Esf(f - x0) (a - ko) + +E*.&+ -- &))2, 
(37) 
this would require the expansion of expressions of the form 
i (Alj COSjt + Blj sin jt) i (~4,~ cosjt + B2i sin jt) , (38) 
j=3 I[ j=3 I 
which is clearly impractical for large p. We can, however, neglect all the 
higher harmonics in Eq. (38) in comparison to the third harmonics, in which 
case we need only expand expressions of the form 
(A, cos 3t + B, sin 3t) (A, cos 3t + B, sin 3t). (39) 
This additional correction can be expected to result in an improved approx- 
imate solution only when the third harmonics are large compared to the 
5th and higher harmonics. 
IV. PRACTICAL EVALUATION OF A AND b 
Although we have attained our objective of allowing no more than two 
sinusoidal terms in the arguments off and its derivatives, it is nevertheless 
necessary to perform many such expansions in the evaluation of A and b. 
The purpose of this section is to show that as a result of the form of the 
derivatives of polynomials, together with the structure of the elements of A 
and b, it is possible to essentially perform the expansions simultaneously. 
Suppose the nonlinearity is of the form 
k=l Z=l 
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where we have ignored the dependence off upon t because it is not relevant 
to this discussion. Consider a particular term from Eq. (40), for example 
j(*, x) = y3,5.w. (41) 
Now, instead of expanding f((ffa , x,,) directly, i.e., 
f@o , x0) = .y3,5(xls cos t - xlc sin t)3 (.lclc os t + JC,, sin t)“, (42) 
we expand the more general expression: 
h(& , Bi , wi: i = 1,2 ,... 8) = y3,5 fi (Ai cos wit + Bi sin wit). (43) 
i=l 
Expression (43) is more difficult to expand than (42) only to the extent 
that a bit more “bookkeeping” is required. Once the Fourier expansion of 
Eqs. (43) is obtained, each of the elements in Eqs. (35) and (36) can 
be evaluated merely by substituting various values of .4,, Bi , and wi into 
(43). For example, J*(L+., X) == 5r3,5z?3.~4, and hence 
In a similar manner, 
Ji - (sin t) = 3k02xa5 sin t 
= 3 - k(x,, , - XIC , 1 
and likewise, 
Jzi - (sin t) (zke cos kt) 
:i= 1,2; +,a&, 1 : i = 1,2, 3,4, 5; 0, 1, 1), 
(45) 
= 15S2jr,“(sin t) (x~, cos At) (46) 
=15h(.~~~,-.~~,,1:i=l,2;x~,,x~,,l:i=l,2,3,4;0,1,1;x~,,O,K). 
The quadratic terms in Eq. (37), with the factors (3 - xJ2, (x’ - *a)“, and 
(Z - x0) (2 - 3i,,) truncated after the third harmonics as in (39), can also 
be directly evaluated by simple substitution into the generalized expansion h. 
For example, 
fzi * (.v3c os 3t + xgs sin 3t) (3x,, cos 3t - 3x3, sin 3t) 
= 15+,,, -G, 1:i=1,2;x,,,x,,,1:i=1,2,3,4;x3,,x3,,3;3x3,,-3x3,,3). 
(47) 
Therefore, all of the necessary evaluations can be performed by substitutions 
into essentially the same expansion required for the first-order Galerkin 
method. 
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V. AN EXAMPLE 
The particular nonlinear system which was selected to illustrate the per- 
formance of the iterative method is the classical Duffing equation 
i + a3.k + /3x + yx3 = 7) cos(wt). (48) 
The evaluation of A and b for this particular equation is illustrated in detail 
in [4] and will not be repeated here. Once the elements of A and b are available 
in analytical form, it is a simple matter to write a computer program which 
accepts values of the parameters 01, /3, y, 1 and w as input, together with a 
particular choice of the truncation parameter p, and which then numerically 
solves the resulting linear algebraic system. The starting point of the iteration, 
(i.e., the initial value of the parameters xje , GXjs:j = 1, 3,...,p) is arbitrary, 
but an obvious choice is the first-order Galerkin solution. After each iteration, 
the elements of A and b are updated with the newly computed parameters 
xjC and xjs , and the procedure is repeated until the process either diverges 
or (hopefully) converges. If the procedure diverges, then either the initial 
point is not sufficiently accurate or else the assumption that the magnitudes of 
the higher harmonics are small compared to the magnitude of the fundamental 
is being violated. If the procedure converges, then the order of the truncated 
system (p) can be increased until there is negligible change in the harmonics 
of interest. It should be noted that since the elements of A and b are evaluated 
analytically in a manner which is independent of p, the order of the truncated 
system can be chosen arbitrarily, and may be changed from one iteration to 
the next. The only price one pays for a larger value of the parameter p is that a 
larger linear algebraic system must be solved. Since the system of equations 
will in any practical situation be solved numerically, increasing p will simply 
result in a corresponding increase in the computer time required per iteration. 
The improvement over the first-order Galerkin method which can be 
obtained will be demonstrated with numerical results for the special case 
2 + 0.3* + 10x - 0.12 = 8 cos(wt), (49) 
with the forcing frequency w in the interval (1, 4). The particular parameter 
values in Eq. (49) were chosen so that the resulting oscillations would have 
significant harmonic content. 
The bulk of the results will be presented in tabular and graphical form; 
for clarity, however, the results for one particular value of w (W = 1.5) are 
shown explicitly below. The expansions are complete through the fifth 
harmonic; it was observed during the numerical iteration that increasing 
the order p to the seventh harmonic and higher had negligible effect on 
accuracy. 
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At w = 1.5, there are three distinct periodic (2~) solutions of (49); the 
first-order Galerkin solution corresponding to one of the three oscillations is 
x(t) = - 8.49 cos 1.5t + 6.27 sin 1.5~ (50) 
Using Eq. (50) as a starting point for the iterative procedure, the resulting 
approximate solution (through the 5th harmonic) is 
Z(t) = - 7.9751 cos 1.5t + 7.5610 sin 1.5t 
- 0.835 cos 3( 1.5) t - 0.885 sin 3( 1.5) t 
+ 0.11327 cos 5(1.5) t - 0.1017 sin 5(1.5) t + ..., 
and the true solution (obtained by numerical integration) is 
(51) 
i(t) = - 7.9763 cos 1.5t + 7.5753 sin 1.5t 
- 0.829 cos 3(1.5) t - 0.875 sin 3(1.5) t 
+ 0.11317 cos 5(1.5) t - 0.1026 sin 5(1.5) t + **. . (52) 
The improvement in accuracy of the fundamental components in the above 
example is typical of that which has been observed in all other examples 
studied: percentage error has been reduced by factors of between 1Oa and 103. 
Comparisons between the results of the iterative method, the first-order 
Galerkin solution, and the true solution are shown in Figs. 1 and 2, and in 
Table I. The plots are of the fundamental components xlc and xlS as forcing 
frequency; the difference between the true solution and the iterative solution 
is too small to be seen on these graphs. The interesting nonlinear 
phenomenon of nonuniqueness of steady-state responses is clearly evident. 
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FIG. 1. Fundamental sine component vs frequency. 
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FIG. 2. Fundamental cosine component vs frequency. 
In Table I, numerical results (through the fifth harmonic) are shown for 
four different values of the forcing frequency. The first case is a repetition 
of the solutions shown explicitly in Eqs. (N-52); this redundancy should 
help clarify the meaning of the entries in the table. 
VI. SUMMARY AND CONCLUSIONS 
In this paper, an analytical method for approximating the periodic oscilla- 
tions of nonlinear systems has been presented. The method approximates the 
high-order Gale&in solution by considering the first-order effects of essen- 
tially all of the harmonics in the oscillation. Motivation for seeking such an 
approximation was based on the fact that the high-order Galerkin procedure 
is generally impractical to apply analytically. 
An intermediate result in the derivation can be used as an easy and straight- 
forward method for estimating the higher harmonics in the oscillation using 
only the first-order Gale&m (or harmonic balance) solution. 
The method is applicable to all oscillations in which the fundamental is 
the predominant Fourier component; hence subharmonic oscillations may be 
allowed, whereas superharmonic oscillations are excluded. -4ttention is 
restricted to polynomial nonlinearities and to continuous forcing functions. 
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T,4BLE I 
Comparison of the First Order Gale&in Solution, the Iterative Solution, 
and the True Solution for the System 
4 + 0.3i + 10x - 0.1x3 = 8 cos(wt) 
Forcing 
frequency 
w = 1.5 
Galerkin 
iterative 
exact 
w = 1.8 
Galerkin 
iterative 
exact 
0 = 2.4 
Galerkin 
iterative 
exact 
w = 2.85 
Gale&in 
iterative 
exact 
1 st Harmonic 
components 
XlC x13 
3rd Harmonic 
components 
-__ 
*SC F?s 
5th Harmonic 
components 
X5C 5’5. 
-8.49 6.2697 
-7.9751 7.5610 p-O.835 -0.885 0.11327 -0.1017 
-7.9763 7.5753 - 0.829 -0.875 0.11317 -0.1026 
7.14 5.45 
7.0340 6.089 0.3144 -0.551 -0.0430 -0.0155 
7.0341 6.093 0.3143 -0.550 -0.0431 -0.0156 
-5.545 5.90 
-5.4698 6.1098 - 0.22292 -0.14540 0.003872 -0.008146 
- 5.4697 6.1102 - 0.22288 -0.14534 0.003870 -0.008138 
-4.6380 4.065 
-4.636939 4.11394 -0.051882 -0.069164 0.0010566 -0.0906408 
-4.636940 4.11396 -0.051883 -0.069165 0.0010564 -0.0096407 
An example is included which demonstrates that the accuracy of the method 
can be quite impressive. Because of the savings in computer time relative to 
techniques requiring numerical integration, the procedure should prove to be 
a useful analysis tool in any extensive investigation of multiparameter non- 
linear systems. 
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