In this paper, we propose a new Robust Nonlinear Quadratic Gaussian (RNQG) controller based on State-Dependent Riccati Equation (SDRE) scheme for continuous-time nonlinear systems. Existing controllers do not account for combined noise and disturbance acting on the system. The proposed controller is based on a Lyapunov function and a cost function includes states, inputs, outputs, disturbance, and the noise acting on the system. We express the RNQG control law in the form of a traditional Riccati equation.
Introduction
Most systems are nonlinear in nature and subject to disturbances and noise. To control these systems, one needs a robust controller to deal with these undesired factors. In this paper, we focus on robust optimal controllers for nonlinear systems that are subject to disturbances, measurement and process noise. The main challenge of regulating this type of systems is accounting for noise and disturbance simultaneously in the control system design. In addition, on-line implementation of the resulting controllers can be too computationally intensive. For this purpose, we present a Neural Network (NN) approximation to render real time implementable controller.
In a recent article, Gabriel et al. [9] presented a robust optimal controller for linear systems subject to disturbances. They, however, did not include the effect of noise in their analysis. Van Parys et al. [22] also investigated a robust control of constrained stochastic linear systems in the presence of disturbances. A development of robust optimal controller over a linear system with adjustable uncertainty sets was conducted in [27] . Terra et al. [21] proposed an optimal robust recursive regulator for linear discrete-time systems that are subject to parametric uncertainties. In all these studies, underlying systems were linear and only the disturbance effect was considered.
As far as nonlinear systems are concerned, several robust optimal control strategies were developed. Hu et al. [12] presented a robust H ∞ output-feedback control strategy for the path following of autonomous ground vehicles in the presence of parameter uncertainties and external disturbances. Yang and He [24] proposed an Adaptive Dynamic Programming (ADP)-based self-learning robust optimal control scheme for input-affine continuoustime nonlinear systems with mismatched disturbances. They showed that to solve a Hamilton-Jacobi-Bellman-Isaacs (HJBI) equation, they needed a NN approximator. Satici et al. [18] designed a robust L 1 -optimal control of a quadrotor unmanned aerial vehicle (UAV). Also, Zhang et al. [26] studied a robust controller for uncertain nonlinear systems using ADP. They presented an eventbased ADP algorithm by designing the NN weight updating laws. Wang et al. [23] presented a novel H 2 − H ∞ State-Dependent Riccati Equation (SDRE) control approach. They demonstrated the efficiency of control design framework for continuous-time nonlinear systems. All these studies deal with nonlinear underlying systems.
They do consider effects of disturbances and uncertainties. But, the noise was not taken as a factor in their control system development.
Also, this type of controller were implemented on both linear and nonlinear systems subjected to the noise. Bian and Jiang [1] studied a robust optimal control on linear stochastic systems with input-dependent noise. Ma et al. [16] investigated a class of nonlinear systems with external noises. They presented a NN-based adaptive robust controller to eliminate the effect of the external noises. Telen et al. [20] proposed an approximate robust optimal controller for nonlinear systems subjected to the process noise. They showed that their technique outperformed the unscented Kalman filter like techniques.
Most of the previous work considered systems subject to disturbances or noise separately. To the best of our knowledge, there is no previous study considered the combined effect of the disturbance and noise together in optimal robust control of a nonlinear system. Here, we propose a control law that can be applied to systems with noise and disturbance combined. Our proposed control law is based on nonlinear SDRE method. A general Lyapanov function based on system dynamics, inputs, outputs, disturbances, and noise is defined. Then, we derive a general Riccati equation to obtain a robust optimal feedback control law. Next, this general Riccati equation is simplified to obtain an H 2 −H ∞ controller. Yet, implementing the conventional SDRE and our proposed controller in real-time applications requires high computational load [5] . It becomes almost impossible for nonlinear systems subject to noise and disturbances. For this reason, we use the HJBI equation and NN weighted updating framework to define an approximate solution. In this way, it would be possible to use the proposed control scheme in real time. Our proposed control method can be used in different applications such as robotics, quadrotor UAVs, mobile vehicles, and leader-follower systems.
We apply the proposed controller to upright stabilization of a fly-wheeled inverted pendulum. This is a relevant example, because previous studies dealing with flywheel actuated inverted pendulum systems did not include the effect of the external disturbances and sensor noise [13, 2, 14, 17] . We consider the effect of both external disturbance and sensor noise on the system and demonstrate the efficiency of the proposed controllers.
This paper is organized in the following manner. First, In section 2, we present the controller design. In section 3, a mathematical model of the inverted pendulum is presented. Finally, section 4 presents the simulation results.
Control Design
Developing the SDRE based controller for a nonlinear system includes the following steps [3] :
(1) Define a cost function. These steps for the control approach is presented in the next section. The procedure results in a Robust Nonlinear Quadratic Gaussian (RNQG) controller. This control law is based on a standard form of Riccati equation and does not increase the computational complexity of the problem.
Robust Nonlinear Quadratic Gaussian
In this paper, we focus on controlling the following nonlinear system:
are the state of the system, the input applied to system, the output, the external disturbance acting on the system, the process noise, and the measurement noise vectors, respectively. The notation R n×1 indicates that the matrix R is a n × 1 matrix.
Based on extended linearization [8] , and under the assumption f (0) =0, a continuous nonlinear matrixvalued function A(x) always exists such that:
So we can rewrite the system dynamics as follows:
where A n×n , B n×m , C r×n , D r×m , F n×q , and G r×q are the known state dependent coefficient matrices. We should note that in Eq. (4), the vectorv is a stochastic process called process noise. Its mathematical characterization is:
where the function E(.) is the expected value [19] , and:
where the matrix L n×1 is called the intensity matrix of the process noise with the property L L T > 0 and v(τ ) is a Dirac delta function [19] . Also, in Eq. (5), the vector is a measurement noise, which can be the noises from sensor's extracted data. It is assumed that:
where the matrix H r×1 is called the intensity matrix of the measurement noise with the property H, H T > 0. It is also assumed that process and measurement noise vectors are uncorrelated [19] ;
Consider a Lyapunov function given by:
where P (x) n×n is a positive definite matrix. The corresponding cost function J for this case can be written as:
where Q n×n , R m×m , and S r×r are symmetric positive definite matrices and γ 1 , γ 2 are real numbers. The derivative of cost function can be written as:
Our goal is to provide optimality conditions for the determination of a set of state feedback gains K m×n such that:ū = K(x)x (13) and the closed-loop system is stable and a desired cost function (Eq. (12)) is minimized. To find the optimal gains (K o ), we need to identify the components of the matrix P in the Lyapunov function. By substituting the Lyapunov function, the system model, output, and control input equations inJ, Eq. (12) yields:
Equation (15) can be equivalently rewritten in matrix form as:
We should note that the dimensions of the matrices
Definition. In linear algebra, the Schur complement [25] of a symmetric matrix (N ) is defined as:
where N 1 , N 2 , and N 3 are respectively n × n, n × m, and m × m matrices, and N 3 is invertible.
In addition, the Schur complement of the block N 3 of the matrix N is the n × n matrix defined by:
Then, N is negative definite if and only if N and N/N 3 are both negative definite. We use this definition for the matrix M and the matrix blocks N 1 , N 2 , and N 3 are extracted from Eq. (16) as:
Thus the Schur complement Z = N/N 3 becomes:
noting that the matrix Z (n+q)×(n+q) is symmetric. By applying the Schur complement results on matrix Z again, we have the following n × n matrix inequality:
By substituting Eq. (16) in to (22), we equivalently have:
In order to guarantee stability, the Lyapunov function must be decreasing (V ≤ 0), which results in 0 ≤ −Ṗ . Thus, the left hand side of the inequality Eq. (23) becomes equal to zero. By grouping the different terms of K in Eq. (23), we have:
By completing the square [15] in gain K and use the optimal gain K o , we have:
We should note that the matrices Γ 3 and Γ −1 3 are symmetric, so by comparing Eqs. (24) and (25) , the optimal feedback gain should be:
We substitute K = K o in Eq. (25), then the matrix P can be calculated by the solution of the following equation:
Although this generalized Riccati equation seems quite complicated, we need to rewrite the entire equation in the form of conventional Riccati equation. This algebraic transformation helps to use the standard Riccati solver and find the optimal gain from Eq. (26) . Following notations are defined to obtain the standard Riccati equation.
Then the conventional form of generalized Riccati equation can be presented as follows:
If we do not have the noise on the system, that is, L = H = 0, and only H ∞ performance criterion exists, then the general controller can be converted to H 2 − H ∞ control [23] . The optimal feedback gain can be found as fol-lows:
In addition, the solution of conventional SDRE control can be regulate as follows. The simplest system model and its cost function used in the solution of the benchmark problem is:
The solution of the optimal control to minimize the cost function is obtained by solving the following Riccati equation:
The resulting Riccati equation solution is a function of the states. The optimal feedback controller is:
The SDRE controller, by its construction, ensures that there is a near optimal solution for the system [4] .
In implementing SDRE approach, the most desirable option is to solve Eq. (33) in a closed form. This may be possible for some systems having special forms. In general, however, an analytical solution cannot be obtained.
In that case, the second option is to obtain numerical solution of the problem in real time. The time increment of the discretized solutions of Eqs. (33) and (34) can be automatically set by a simple Euler or the Runge-Kutta routine.
In general, real time implementation of the SDRE is computationally taxing [6] . This is particularity true for high order systems. Thus, we propose an approximation method that can highly speed up the real time computational, which is presented in next subsection.
The Approximation Method
We seek an approximation u(x) to the SDRE controller such that it is also a solution of the HJBI equation [7] . For this purpose, a positive definite cost function V (x)
is required such that it satisfies the following equation:
where V is the partial derivative of function V with respect tox. We should note that Q(x) is a positive definite, which may be differ from Q(x) in Eq. (32). Here, we consider two sets of equations of motion for SDRE and RNQG control systems given by:
The minimization in Eq. (35) can be readily obtained by:
which when substituted into the HJBI equation to yield:
We should note that, one can find the approximation of SDRE and RNQG by substitutingẋ with coressponding terms in Eqs. should satisfy is that it should be expressible in the form of Eq. (38). In this paper, the approach is to find a polynomial function V 0 (x), which when substituted for V (x) in Eq. (38), the result gives a controller u(x), which is the approximation of controllers in the least square sense. The approximation in the least squares sense is chosen in the interest of simplicity and tractability. The coefficients in the polynomial function V 0 (x) is determined by following a learning process, which will be explained next. To explain the idea of approximation method, the system in Eq. (36) is represented in the discrete form and an algorithm is proposed. Let consider the dynamics of a system in the discrete form as:
where k is the discrete time variables. The cost function in the discrete time form and its recurrence equations can be written as:
where N denotes the final time. The objective is to approximate the function J k (x k ) as a polynomial of the states. A neural network (N N ) as an approximator is trained for this purpose. Moreover, with the function approximation, the cost function for the network can be written as:
where W k is the unknown optimal weights of the network at time step and Υ is the basis function of states. The training process for weights W k , is presented in Algorithm 1. Once the algorithm converges, the cost function is approximated by W T k Υ(x k ) in a closed form. Algorithm 1
k , j ∈ {1, 2, · · · , η} for η 1 5: Train network weights for W k such that
One may use the method of least squares to find the unknown weights as coefficients of the selected polynomial in the training process [11] . For this purpose, η random states should be selected to apply in the least squares method. Using Eq. (46) yields:
where ν(x [j] ) = Θ(x (j) ) + W T Υ(f (x (j) )). If we define Υ ≡ [Υ(x [1] ), Υ(x [2] ), · · · , Υ(x [η] )] and ν ≡ [ν(x [1] ), ν(x [2] ), · · · , ν(x [η] )] and using the method of least squares, the solution of Eq. (47) is:
Once the neural network controller trained through Algorithm 1, it can be utilized for real time optimal control of the system. The controller can be implemented in real time by substitutingx k at each time step into Eq. (35) to calculate u and applying it to the system. The convergence and the stability of Algorithm 1 can be found in [10] .
3 application to a nonlinear system
System Description
The inverted pendulum considered here is presented in Fig. 1 . As shown, the pivot point of the pendulum is at point A. The joint at A is free to rotate and is not actuated. A flywheel is attached to the tip of the pendulum. The flywheel is driven by a brushless DC motor attached at point B. The control objective is to stabilize the inverted pendulum at its vertical position by using inertial actuation generated by the flywheel. Typically IMU sensors are used to measure the angular position (θ) of the pendulum. Such sensors are often prone to measurement noise.
B
A Fig. 1 . Schematics of the inverted pendulum with the reference frames.
The mass of the pendulum is M p and M w is the pendulum mass. The parameters L e and L G are the lengths of the elbow and the distance between the rotation center and the center of gravity of the pendulum, respectively. Figure 1 depicts the reference frame XY, and the body frame X 1 Y 1 , placed at the centers of rotation and the flywheel, respectively. The state variables of the system are {θ, φ}, where θ is pendulum angle and φ is the rotation angle of the flywheel in the counter-clockwise direction.
Equations of the motion
The equations of motion are derived using Lagrange's method (49). The equations of motion can be obtained by substituting the total kinetic (T total ) and potential (V total ) energies of the system into the Lagrangian (L) equation.
where q i and Q i are the i th generalized coordinate and generalized force, respectively. Total kinetic and potential energy expressions of the system can be written as:
where I p is the moment of inertia of the pendulum and I w is the moment of the inertia of flywheel. The equations of the motion of the system are given by:
where T w is the flywheel drive torque as the input to the system. In the next step, to control the flywheel at the desired speed, the mathematical model of the motor's physical behavior is included in the system as follows:
where V is the motor voltage and i is the armature current. L m and R m are the armature coil inductance and resistance, respectively. The motor back electromagnetic force is given bu K e and ω m is the angular velocity of the motor. The gear ratio and the motor torque constant are given by N g and K t , respectively. Using the relationship between the motor and the flywheel, we can calculate the required motor voltage in terms of the flywheel angular velocity.
The state-space vector is defined asx = {θ, φ,θ,φ} and the equations of motion is represented in the state-space form as:
Simulation results
To test the performance and illustrate the efficiency of the proposed controllers, two simulation examples are carried out using Wolfram Mathematica. First, a comparative simulation among controllers, the SDRE, SDRE approximation, H 2 − H ∞ , RNQG, and RNQG approximation methods is presented where the system is considered as an ideal one. In the second example, the performance of the controllers are examined in the presence of disturbance and noise. The system parameters used in the simulations are presented in Table 1 . The comparisons between controllers are shown in Figs. 2-4 . Also, we should note that the sampling time of the simulation is ∆t = 0.01 s. We used a controller sampling time of ∆t = 0.01 s during our simulations. 
Ideal System
In the first simulation (Case 1), we consider an ideal system (52) and (53) with the following parameter matrices and initial conditions:
As can be seen, all controllers are stable and they converge to the desired values. It can be observed that the pendulum stabilizes in the vertically upright position quickly and smoothly after a minor overshoot. In addition, from the analysis of the simulation results, the responses of the control schemes and approximation method are similar as we expected. Note that the tracking error can be remarkably reduced by selecting larger magnitudes for the components of the two matrices Q and R in all control schemes. This also leads to faster convergence speed. In addition, as one can see, the performance of the proposed RNQG is much better than that other controllers. 
System subjected to disturbance and noise
An external disturbance and zero mean white noise are introduced in these simulation runs. Where the external disturbance is applied after 10 seconds, and the noise is added to states as follows where v ∼ N (0, q 2 )
We have selected two values 0.04 (Case 2) and 0.4 (Case 3) unit for q. The difference between RNQG and other controllers is more noticeable in this case (see Figs. 3 and  4 ). As one can see, the RNQG outperforms the other controllers in presence of noise. The SDRE controller regulatesφ smoothly and does not exhibit significant overshoot unlike the RNQG scheme. When, we increased the magnitude of the noise, the performance of the proposed controller was shown better results such as convergence speed and eliminating the noise (see Fig. 4 ). In this case, we only compared the SDRE, H 2 − H ∞ , and RNQG to show the difference in their performances. For more accurate and quantitative comparison of the proposed controller performances, three performance indicators are considered. These indicator measurements are: Integral Absolute Error (IAE), Integral Time Absolute Error (ITAE), and Control Energy Factor (CEF). They indicate the tracking error performance and the amount of the control effort of the system. These measurements can be calculated as follows:
where t sim is the total simulation time, q is the state, and q d is the desired value for each state. Table 2 presents the performance measurements of the proposed controllers on the system for three cases. In the ideal system, the outcome results showed similar behavior and had just 10 percent improvement. On the contrary, in the presence of noise, the improvement in tracking error became approximately 36 percent.
Conclusions
A novel optimal robust nonlinear controller has been investigated in this study. This control scheme was based on the SDRE approach. We showed that the generalized Riccati equation can be cast in the traditional form and solved with standard solvers. Then, an approximation method was presented, which was based on least squares technique and a Neural Network weight updated scheme. The objective of this approximation method was to facilitate real time implementation of the proposed methods.
A flywheel-based inverted pendulum system was used to validate the control schemes. We also numerically compared the performances of the conventional SDRE, approximation approach, and H 2 − H ∞ controller with the proposed controller. In the simulation, all controllers were able to stabilize the system. However, the performance of the RNQG was superior to the others. The proposed controller outperformed the others because of its capability in dealing with disturbance and process noise.
