Abstract-We introduce a new approach for the least squared optimization of a weighted FIR filter of arbitrary order under the constraint that its magnitude squared response be Nyquist( ). Although the new formulation is general enough to cover a wide variety of applications, the focus of the paper is on optimal energy compaction filters. The optimization of such filters has received considerable attention in the past due to the fact that they are the main building blocks in the design of principal component filter banks (PCFBs). The newly proposed method finds the optimum product filter
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Publisher Item Identifier S 1053-587X(00)07688-1. where is a real coefficient FIR filter of order . The constraint (2) means that the magnitude squared response is Nyquist( ) [1, pp. 151-152] ]. The problem described above has received considerable attention in the past because of its wide occurrence in different disciplines depending on the choice of the frequency weight function . As an example, consider the problem of designing optimum FIR transmitter and receiver filters for data transmission over bandlimited channels [2] - [4] . Such filters are used in data modems realized predominantly in digital technology. The filters are designed so that maximum energy concentration is achieved in the transmission bandwidth of the channel, and zero intersymbol interference (ISI) is obtained when the filters operate in cascade. With a receiver filter matched to the transmitter filter and by choosing , where is the cutoff frequency of the lowpass channel, the problem can be indeed expressed in the form described by (1) and (2) (see [4] for details). Other applications are in echo cancellation [5] , the standard problem of designing FIR orthonormal filterbanks with good frequency selectivity [6] , quantization of a class of nonbandlimited signals [7] , optimization of wavelet basis [8] , [9] and identification of time-varying systems [10] , to name a few. Although the new method proposed in this paper is general enough to cover any of the previously mentioned applications, it is the design of FIR energy compaction filters that provides the main motivation of this work.
A. The FIR Energy Compaction Problem
Consider the scheme of Fig. 1 , where is a real coefficient FIR filter of order . The input is assumed to be a zero mean widesense stationary (WSS) random process with a power spectrum . The output of the filter is decimated by to produce . For a fixed pair , the FIR energy compaction problem is to maximize the output variance subject to the Nyquist( ) constraint on . The optimal solution to the problem is termed an energy compaction filter. Since the decimator does not change the variance of the filter output, is given by (1) with .
1053-587X/00$10.00 © 2000 IEEE A quantitative measure of performance (the compaction gain) is defined as follows:
where is the variance of . A compaction filter therefore maximizes the compaction gain. Note that by the Nyquist constraint,
. Note also that if the filter order is unconstrained, i.e., ideal filter solutions are permitted, an optimum filter has the following form [8] , [11] - [13] : For all if otherwise (4) where : for all . For more details, see any of the above references.
B. Background and Motivation
FIR energy compaction filters, as defined above, play a key role in the statistical optimization of orthonormal filter banks when subband quantizers are present. To see this, consider the -channel FIR orthonormal filter bank shown in Fig. 2 , where the boxes labeled represent scalar uniform quantizers. Since the filter bank is orthonormal, the filters satisfy the following condition: [1] , implying, in particular, that is Nyquist( ) for each filter (the superscript denotes complex conjugation). Given a fixed budget of bits for the subband quantizers, the design of an optimum orthonormal subband coder (SBC) consists of simultaneously optimizing the analysis and synthesis filters as well as choosing a subband bit allocation strategy such that the average variance of the output error is minimized. Under the high bit rate quantizer assumptions [14] , and with the optimum bit allocation, the objective function is the well-known coding gain expression (5) where is the variance of the th subband signal. Since is fixed, the optimization of the analysis filters consists of minimizing the geometric mean of the subband variances under the orthonormality condition. For the unconstrained filter order case, Vaidyanathan derives a set of necessary and sufficient conditions for optimality of the filterbank and presents a proce- dure to obtain an optimum orthonormal SBC [12] . For the finite-order case, several design techniques have been proposed, but global optimality of the resulting filters is not guaranteed. One impetus for this is that the geometric mean is a concave function, making the above problem a difficult one to solve both theoretically and numerically. An alternative solution to the direct minimization of the geometric mean is the design of a so-called principal component filter bank (PCFB). PCFBs were first introduced in the context of optimal signal representation and are defined as follows [8] , [15] : Consider Fig. 3 , where channels are dropped in the synthesis part of an -channel filter bank. A filterbank that minimizes the average mean square reconstruction error for all is called a PCFB. For the ideal filter case, the solution to this problem was first derived by Unser [11] for and then by Tsatsanis and Giannakis [8] for the general -channel case. While Unser's formulation imposes a priori the orthonormality constraint on the filterbank, the work in [8] does not. Nevertheless, it turns out that the optimum PCFB is indeed orthonormal and therefore satisfies the so-called majorization property: An (orthonormal) PCFB produces a decreasing arrangement of the subband variances such that, for all , is maximized. In particular, for , must be maximized, that is, the objective function in (1) with must be maximized. Since we specifically consider the class of orthonormal filterbanks in this paper, the Nyquist constraint (2) is further imposed on the maximizing filter. Note that for , and is therefore fixed. The set of subband variances generated by a PCFB is said to "majorize" any other possible set of subband variances . The connection between PCFB's and optimum orthonormal subband coders is established using a "majorization" theorem [16] . The result states that the majorization property of the subband variances of a PCFB implies, in particular, that is minimized. Note that the converse is, in general, not true. Therefore, instead of directly maximizing (5), we can, in principle, obtain an optimum orthonormal SBC by designing a PCFB. Unfortunately, the existence of a PCFB over the class of finite-order orthonormal filter banks is not, in general, guaranteed [17] . Nevertheless, if a PCFB exists, designing an optimal FIR energy compaction filter is a necessary first step in finding such a filterbank [18] . Finally, in a recent development, it is shown that a PCFB is optimal whenever the objective function to be minimized is a concave function of the subband variances produced by the orthonormal filter bank [19] . It follows that orthonormal PCFB's are also optimal for a variety of other signal processing applications, such as, for example, noise reduction.
Although we have introduced the notion of a PCFB through its relation to the orthonormal subband coder problem, the topic itself is an active and equally important area of research. PCFB's usually play a fundamental role in multirate signal modeling [7] , optimal signal representation [13] , multitone digital communications and CDMA [4] , and sampling applications [20] . We also note the work of Strintzis [21] , who extends the above ideas to the class of multidimensional biorthogonal filterbanks and shows a close connection between the energy compaction problem and the problem of finding optimal analysis filters, given an arbitrary set of synthesis filters. We emphasize, however, that the energy compaction problem statement differs from the one proposed in this paper when the class of biorthogonal filter banks is considered.
C. Contribution and Organization of the Paper
The main contribution of this paper is the development of an efficient and numerically robust algorithm that finds the global optimum solution for the FIR energy compaction problem. The proposed method is universal in the sense that it works for any , arbitrary filter length , and the whole class of WSS random processes. The new method is expressed as a multiobjective semidefinite program that is convex and can be solved efficiently and with great accuracy using recently developed interior point methods [22] . The semidefinite program finds the optimum product filter corresponding to the compaction filter and, in general, requires an additional spectral factorization step to obtain . Spectral factorization is a procedure that is computationally expensive and numerically unstable. Nevertheless, we will show that if the minimum-phase spectral factor is desired, the spectral factorization step can be avoided. Finally, we believe that this paper has some tutorial value in the sense that it brings to the attention of signal processing researchers important and newly developed convex optimization techniques [22] , particularly semidefinite programming. These optimization tools have been extensively used by the control community due to the natural occurrence of linear matrix inequalities (LMI's) (to be discussed shortly) in systems theory [23] but seem to have not been fully exploited in the field of signal processing.
The paper is organized as follows. In Section II, the difficulty in solving the general problem described by (1) and (2) is outlined by a brief overview of previous work. In Section III, by expressing the product filter as , we show that the FIR compaction problem is completely characterized by the state space realization of the causal function . The main advantage of this approach is that it fully exploits the rationality of the function to be optimized. The problem constraints can be now satisfied using a finite number of parameters, permitting the exact solution to be found. In Section IV, we study in detail the minimum-phase spectral factor and its properties. In particular, several theorems characterizing this special spectral factor are derived. The results of this section are important in order to avoid an additional spectral factorization step after obtaining . Simplifications of some of the results of Sections III and IV for the particular FIR case under study are presented in Section V. In Section VI, we prove the convexity of the new formulation and, in Section VII, we show how regularity constraints can be formulated as linear matrix inequalities and equality constraints in terms of the state space realization of . Finally, in Section VIII, numerical examples are provided to illustrate the performance of the proposed algorithm. Part of this work has been presented in [24] and [25] .
II. SUMMARY OF PREVIOUS WORK
The general FIR optimization problem described in (1) and (2) has been considered by a number of authors. The different design approaches can be broadly classified into four main categories.
1) Optimizing the FIR Lattice Structure: It is well known that the class of two-channel FIR orthonormal filter bank is completely parameterized by a lattice structure [1, pp. 302-314] . One can therefore optimize the lattice coefficient, which is a set of angles , to obtain the compaction filter's impulse response . Since the Nyquist condition (2) is automatically enforced by the lattice structure, the problem is unconstrained, and unlike other approaches described below, no spectral factorization is required. The main drawback with this formulation is that it is highly nonlinear and cannot be expressed as a convex program. The quasi-Newton method used in [26] and the ring algorithm proposed in [27] both converge to a local maximum that depends on the starting point of the algorithm. Taubman and Zakhor [28] propose to use a multistart algorithm that generates several local optima over a subset of the parameter space.
2) Quadratically Constrained Quadratic Programming Method: The problem in this case is formulated in terms of the impulse response of the filter as follows:
subject to the Nyquist( ) constraint, which is now expressed as (7) where is a Toeplitz Hermitian matrix with first row equal to , and is the autocorrelation sequence of , are the filter coefficients, and are matrices with for and zero otherwise. Note that , where is the identity matrix. Since the matrices are singular, the above quadratically constrained quadratic optimization problem is nonconvex and is very hard to solve both theoretically and numerically due to the existence of local minima. Several authors have used the classical method of Lagrange multipliers, which leads to an iterative augmented Lagrangian algorithm (see, for example, [29] and [30] for and [2] for arbitrary ).
3) Optimizing the Product Filter:
Instead of directly optimizing the coefficients , the idea is to find the optimum product filter , and then obtain from by spectral factorization. This approach was first introduced by Vaidyanathan et al. [6] as part of the design of an -channel FIR orthonormal filter bank. To obtain a low pass subband filter with a sharp frequency response, the authors used the eigen filter method [6] which is not guaranteed to converge to the global optimum. Moulin et al. [31] considered the design of FIR energy compaction filters and observed that the problem reduces to a linear semi-infinite (SIP) program. The authors solve a "discretized" version of the SIP using standard linear programming methods. Other discretization methods can be found in [32] , [33] . The main drawback with any discretization approach is that global optimality is not guaranteed. We emphasize again that in the product filter approach, a spectral factorization step is required to obtain .
4) Analytical Methods:
The goal in this case is to derive an analytical procedure to obtain . The elegance of this approach lies in the fact that no iterative numerical optimization is involved. For and (ideal lowpass filter with cutoff frequency ), Aas et al. [9] were able to identify the unit-circle zeros of . Once these are known, the other zeros can be found using Gaussian quadrature theory. Kirac and Vaidyanathan [33] extend the results of [9] for and , where is the power spectrum of . Unfortunately, the method works only for a certain class of WSS random processes. Note that in both cases, a spectral factorization step is still necessary at the end. Table I provides a qualitative comparison between some previous work and the newly proposed method.
III. STATE-SPACE APPROACH
From (1) and (2), we can immediately observe that the optimum solution, if it exists, is only a function of . By denoting the product filter as , the output variance in (1) can be rewritten as (8) and the constraint (2) becomes
where denotes the th autocorrelation coefficient of the input . The problem is now linear in the real optimization variables at the expense of an additional constraint, namely, (10), which we will refer to as the positivity constraint. The positivity constraint has to be satisfied at each frequency and is therefore equivalent to an infinite number of inequality constraints. The above formulation has a finite number of variables and an infinite number of constraints, hence, the name semi-infinite programming (SIP). The semi-infinite program can be approximated by sampling or discretizing the con-tinuous frequency axis. We choose a finite set of discrete frequencies that are often uniformly spaced and enforce the positivity constraint only at those frequencies. This approach was first suggested and analyzed in depth by Moulin et al. [31] . The authors solve the "discretized" version of the SIP using standard linear programming methods. Other discretization methods were proposed by Pesquet and Combettes [32] , who use a projection onto convex sets (POCS) type of algorithm, and Kirac and Vaidyanathan [33] , who use a fast algorithm called the window method. The main problem with the sampling approach is that we can no longer guarantee the positivity of between the discrete frequencies , no matter how large is. This, in turn, can create an infeasible spectral factorization step. Indeed, the discretized version is an outer approximation of the original SIP problem; its feasible set includes the feasible set of the original SIP problem. There are, of course, several ways to get around this problem (see for example [1, pp. 219-220] ), but the point is, no matter which method we choose, global optimality of the SIP described by (8)- (10) cannot be guaranteed. We show next, using the discrete-time KYP lemma, that the positivity constraint can be satisfied over all by adding additional optimization variables to the original variables .
A. Discrete-Time KYP Lemma
Since , the product filter is a two sided symmetric sequence, and we can therefore write as , where is a causal function, and is an anticausal one. Clearly, completely characterizes . It is therefore natural to wonder whether the positivity condition on can be reformulated in terms of some other condition(s) on . The answer dates back to the work of Caratheodory and Schur [34] :
for all if, and only if, is analytic in , and is a discrete time positive real function. Moreover, Schur characterized all such functions in terms of the so-called Schur parameters (which are also known as the reflection coefficients). The results of Caratheodory and Schur, however, apply to functions that are not necessarily rational. Since is rational and, furthermore causal, it has a state-space representation . The question then becomes: Can the positive real property, which is an analytic frequency domain constraint, be expressed in terms of algebraic conditions on the matrices ? The answer, for the continuous time case, is in the affirmative and is established by the famous KYP lemma. The discrete-time version was derived by Hitz and Anderson [35] and is also known as the discrete time positive real lemma. To state the lemma, we first start with the definition of discrete-time rational positive real functions. 
The above equalities (14)- (16) can be rewritten as the following "linear" matrix inequality (LMI) (17) and therefore represent an equivalent condition for the positivity constraint to be satisfied. The symbols and are generalized inequalities, which are defined as follows: if, and only if, is positive semi-definite. Similarly, if, and only if, is positive definite. As usual with the product filter formulation, the major difficulty at this point is to deal simultaneously with the positivity and Nyquist constraints. It turns out that, in this case, the Nyquist constraint can be imposed as an equality constraint in a simple manner. To see this, assume that is implemented in a direct-form structure with the following state-space representation: (18) where is the zero vector, and is the identity matrix. Clearly, this state-space realization is minimal since the number of delay elements is equal to the degree of . Then, the Nyquist constraint can be written as a linear equality constraint: (19) where is the zero vector, and is a diagonal matrix with diagonal elements
The positions of the unity elements are determined by and . For example, for and , the diagonal elements are . Summarizing, we can represent the positivity constraint as an LMI whose entries are affine functions of the variables ( and ), and the Nyquist constraint as an equality constraint on . The compaction problem described by (8)- (10) can be rewritten as follows: (20) where and finds a symmetric positive definite matrix such that (21) This new formulation is therefore a maximization problem in the variable vector and a feasibility problem in the matrix and can be solved using semidefinite programming (SDP). For more details on SDP, see the excellent survey paper by Vandenberghe and Boyd [36] . We would like to mention at this point that independent work in [37] , which came to our attention after the submission of this paper, briefly uses the positive real lemma in a standard FIR filter design application. Nevertheless, the work in [37] does not address the multirate case nor the spectral factor analysis presented in this paper. More important, however, a discretization step is still necessary in [37] even after the use of the positive real lemma, which, in turn, sacrifices the global optimality of the resulting filter.
To summarize, the FIR energy compaction problem, which is expressed in terms of the coefficients of the filter , is a nonlinear nonconvex optimization problem. The product filter formulation is a semi-infinite, linear, and convex problem. The discretized version of the SIP is linear, convex, and can be solved using standard linear programming problem but is an approximation of the original problem. The state-space approach proposed in this paper is nonlinear, convex, and semi-definite. Using the rationality of , the infinite set of inequality constraints are replaced by a (finite-dimensional) positive semi-definite constraint (17) with the auxiliary variable , permitting a globally optimal solution to be found. In principle, the problem as stated above can be solved. Specifically, we can write a SDP that returns a global optimum vector and a feasible matrix that will meet the constraints (21) and maximize the objective function (20) . We can then spectrally factorize to obtain using any of the well-known algorithms (see, for example, [1, pp. 854-856] ). It turns out, however, that this additional spectral factorization step can be completely avoided if the minimum-phase spectral factor is desired. Indeed, we show in the next section that the state-space representation of the minimum-phase spectral factor, can be expressed in terms of the matrices and a particular , namely, the minimum element of the convex cone of positive definite matrices satisfying (21) . Using this result, we then modify the objective function (20) 
, the specific matrix . Once and are found, is readily obtained, and the spectral factorization procedure is eliminated. It is important to keep in mind that although is unique (as we will show next),
is not guaranteed to be so. The characterization of the optimal set of solutions of an SDP is an interesting and relevant issue but, due to space limitations, is outside the scope of this paper. Related material can be found at http://www.systems.caltech.edu/tuqan.
IV. MINIMUM-PHASE SPECTRAL FACTOR
We first derive an expression for a spectral factor. Theorem 1: Assume that satisfies the discrete time KYP lemma with a minimal realization . Then, a transfer function in the form (22) is a spectral factor of . Proof: The proof is given in Appendix A. The above theorem is the discrete-time counterpart of the continuous-time result found in [38, pp. 220-221] . The theorem indicates that if satisfies the discrete-time KYP lemma, a spectral factor always exists and can be expressed in the form (22) . It is important to note that in Theorem 1, the number of columns of and the number of rows of are unrestricted, where the dimensions of and the other dimensions of and are automatically fixed. For example, in the single-input single-output (SISO) case, can be a scalar or a row vector. The remainder of this section is dedicated to the study of the SISO minimum-phase spectral factor . The motivation for such a study was given at the end of the last section. We first establish that the SISO minimum-phase spectral factor can be expressed in the form (22) with being a scalar and a row vector. We then present a characterization of in terms of the matrices and the minimum element . The development of these results follows by applying the bilinear transformation to the continuous-time minimum-phase spectral factor and then by using some deep results proved for the continuous-time case by Willems [39] and Anderson [38] , [40] . Unlike, however, the work in [38] - [40] , the discussions and proofs presented here apply only to the scalar case, which is sufficient for the purpose of this paper. We now introduce some well-established facts.
Fact 2-KYP Lemma [38] : Let be a square transfer matrix (function) with real rational elements that is analytic in Re with only simple poles on Re . Let be a minimal realization of . Then, is positive real if, and only if, there exist a real symmetric positive definite matrix and real matrices and such that (23) (24) (25) As in the discrete-time case, an equivalent condition for the above equalities is the following matrix inequality: (26) The definition of positive real functions for the continuous-time case can be found in [38, pp. 51-54] .
Fact 3-Continuous-Time Minimum-Phase Spectral Factor [39] , [40] : Let be a minimal realization of a positive real transfer matrix . Then, the set of symmetric positive definite matrices satisfying the LMI constraint (26) has a minimum element (see the definition below). This minimum element is associated with a minimum-phase continuous-time spectral factor , which is expressed as (27) where and satisfy equations (23)- (25) with . Using the above facts and for the special SISO case, it immediately follows that the continuous-time minimum-phase spectral factor is unique, stable, and has no zeros in the right half plane Re . Furthermore, if , then is a scalar, and is a row vector. Finally, all the eigenvalues of have Re . The following result can be then established.
Corollary 1: Assume that the continuous-time minimum-phase spectral factor is given in the form (27) . Then, by applying the bilinear transformation , maps to the unique discrete-time minimum-phase spectral factor , which can be expressed in the form (22) , with (28) Furthermore, if is a minimal realization, then is also a minimal realization.
Proof:
maps to is a consequence of the -plane to -plane mapping property of the bilinear transformation. The uniqueness of follows from the uniqueness of . The proof of the other statements is given in Appendixes B and C, respectively.
Note that must be nonsingular. Otherwise, one of the eigenvalues of is equal to one that contradicts the stability of . Before stating the main theorem of this section, the following definitions are required. . The following property of congruence with respect to positive semi-definite matrices can be easily proved:
The partial order induced by the positive semi-definite cone is invariant under congruence, i.e., (29) Assuming that is nonsingular, a similar relation holds for the positive definite case with replacing . Note that by taking , it follows that the cone of positive semi-definite matrices is invariant under a congruence transformation.
Theorem 2-Discrete-Time SISO Minimum-Phase Spectral Factor: Let be a real rational function that is analytic in . Assume that satisfies the discrete-time positive real lemma with a minimal realization . Then, the minimum-phase spectral factor can be expressed in the form with
and is the minimum element in the convex set of symmetric positive definite matrices satisfying (21) .
Proof: The fact that the minimum-phase spectral factor has the form (22) has been established in Corollary 1. Equations (30) and (31) are obtained from (15) and (16) by recalling that for the SISO minimum-phase spectral factor, is a scalar, and is a column vector. The proof that the LMI and Nyquist constraints are satisfied with for the case of is established through the following series of steps.
1) The Nyquist constraint (19) can be incorporated in the LMI by replacing in (17) with , where is the identity matrix. In the remainder of the proof, we will therefore only consider the LMI constraint, keeping the above substitution in mind.
2) The set generating the cone of positive semi-definite matrices, , defined by (32) is the same set of symmetric positive definite matrices satisfying the following matrix inequality: (33) where is the identity matrix, is the zero vector, and . To see this, observe that the left-hand side of (33) is congruent to . Since the cone of symmetric positive semi-definite ma-trices is invariant under a congruence transformation and since the congruence transformation is independent of , the claim follows automatically. 3) By multiplying the three matrices in (33) and performing the following substitutions: (34) it can then be shown (see Appendix D) that these operations produce the LMI (17) with (35) Equation (35) describes another nonsingular congruence transformation applied this time on the set . The congruence transformation preserves the positive definiteness of the matrices as well as the partial order induced on the set. 4) Using Fact 3 (with ) and steps 1) -3) described above, we have therefore proven that the set satisfying the constraints (21) has a minimum element and that minimum element is given by
. It now remains to show that is the solution associated with . This can be done by starting with (23)- (25) with , applying the bilinear transformation on , which produces the following relations: (36) making the additional substitutions and simplifying to obtain (14)- (16) . The conclusion that these final equations are associated with follows from Corollary 1. The exact derivations of the above steps are algebraic in nature and very similar to the proofs found in Appendix D and are therefore omitted. An alternative characterization of is given by the following theorem.
Theorem 3: Assume that . Then, the minimum element in the convex set of symmetric positive definite matrices satisfying the constraints (21) is the unique solution to the following algebraic Riccati equations (AREs): (37) where (38) where .
Proof: Equation (37) follows by substituting (31) in (14) . Equation (38) is derived from (37) , assuming that is positive definite, and the proof can be found in Appendix E.
Corollary 2: can be obtained from using the congruence relation (35) and the fact is the unique solution to the following equations: (39) where (40) and are given by (34) . The proof that is the unique solution to (39) and (40) can be found in [38] .
V. SOME SIMPLIFICATIONS FOR THE SISO FIR CASE
Assume that the positive real function has the following minimal state-space realization: (41) where is the zero vector. The minimum-phase spectral factor is then given by (42) The second equality follows by analogy with the transfer function of , and the third equality is obtained by direct substitution of (41) 
The above follows by noticing that is an Jordan block. It is easy to show that its inverse is equal to an upper triangular Toeplitz matrix with first row . The knowledge of the form of equations (43)- (45) is useful in order to avoid computing inverses during the optimization process (if the continuous-time characterization of Corollary 2 is to be used).
Corollary 3: For the special SISO FIR case under consideration, the minimum element has the following form: (46) where denotes the observability matrix of the realization . The above result follows from the fact that has to satisfy a discrete-time Lyapunov equation (14) . The solution of a discrete time Lyapunov equation can be found in [1, pp. 684-685] and can be further simplified for this case using the fact that to obtain (46) . It also follows that Tr and that (16) is the unit energy constraint enforced on the optimum filter.
Corollary 4: For the special SISO FIR case under consideration, the discrete-time positive real lemma is equivalent to the following condition: There exists an matrix such that Tr if otherwise (47) with , where zero vector; identity matrix; zero matrix; th element of the vector . The above conditions mean, in particular, that the trace of and that the sum of the elements of each lower (or upper) diagonal of is equal to a coefficient . The result follows by substituting (41) into (17) , which simplifies to the following form:
(48) where 0 scalar; zero vector; zero matrix.
Since , Tr . The other conditions are obtained by direct evaluation. The above corollary produces a more compact form for the positivity constraint and can be used to increase the computational efficiency of the SDP program [47] . Moreover, Corollary 4 can be used to generate new "theorems" and "forms" for the spectral factorization of polynomials [47] . The next example, while easily handled using elementary methods, serves to demonstrate the main points of the previous discussions.
Example-KLT: Assume that and that . The state-space representation for in this case is and . Using (37) and this particular state-space realization, the optimization problem can be simplified and recast as follows. Maximize subject to the equality constraint , where . Note that by using (38) instead of (37) with and , the same formulation is obtained. The problem can be reexpressed as an "unconstrained" problem in the variable , namely, maximize , where . Using the AM-GM inequality, the convex objective function is upper bounded by , which is independent of . The bound is achieved if, and only if, , i.e., . From , it then follows that . Using (22) , (30) , and (31) with the above state-space representation, the minimum phase spectral factor has the form . By substituting , we get , which corresponds to the first row of the universal KLT. We also note that could have been obtained from Corollary 3 by using the two equations and , where and are the filter coefficients of . Neither the product filter nor the spectral factor coefficients depend on the value of . The compaction gain is, however, equal to . To check Corollary 2, note that and with , ,
and (40) reduce to , where . The problem can be put in the following form. Maximize and solve in the same way as the discrete-time case. The final result is and . We also note that . Finally, the continuous-time spectral factor is equal to . It can be easily verified that this is the result we obtain by applying the bilinear transformation to . Although the above example uses conditions (37) and (38) (which are nonlinear nonconvex) and/or their continuous-time equivalents to solve the maximization problem, it is actually the LMIs in (17) and in (26) that come into play when using a SDP to solve the general case, as we discuss next.
VI. SPECTRAL FACTOR FORMULATION
The minimum-phase spectral factor is determined by and . Since and are fixed by the choice (18) , and since is determined by the program, we can also include in the objective function (20) to obtain . Minimizing directly will produce a vector-valued objective function. To avoid this situation, we can instead minimize a scalar-valued function of , and this can be established by the following observation.
Observation 1: Assume that is the minimum element in the convex set of symmetric positive definite matrices satisfying the LMI constraint (17) . Then, if, and only if, Tr is minimum for any diagonal positive definite matrix .
Proof: The necessary part is obvious because implies that Tr Tr . For the sufficiency part, we proceed as follows: Assume there exists a matrix and a minimum element such that Tr Tr Tr over all . Note that by the definition of the minimum element, . We will show that must be equal to . From Tr Tr , it follows that Tr . Since is a diagonal matrix with positive elements, then the diagonal elements of the positive semi-definite matrix are equal to zero. Using the fact that the principal minors of a positive semi-definite matrix must be non-negative, it follows that must be identically zero.
The optimization problem formulated at the end of Section III now reduces to the following final form:
Tr (49) where , and is a diagonal positive definite weight matrix such that (50) and is therefore a maximization problem in the variable vector and a minimization problem in the matrix . The particular choice of the trace function Tr was intentional in order to use SDP. The weight matrix is included in the objective function because, unlike in Section III, we now have two separate and competing objectives, namely, and Tr . The idea is to choose the weight so that optimality of is never compromised, i.e., in order to prohibit Tr from becoming the dominant factor in (49). Finally, note that the continuous-time characterization can also be used. In particular, with the continuous-time state-space realization described in (43) and (44) The matrix is then obtained from using (35) . Observation 2: The multiobjective optimization problems described, respectively, by (49) and (50) and by (51) and (52) are convex programs with respect to the variables and and and . Proof: Since the two problems are identical in form, we only provide a proof for the discrete-time formulation (49) and (50). The objective function (49) is linear in both and and is therefore a convex function. The constraint set defined by (50) is a convex set with respect to the optimization variable since for all and and for all
The same argument holds for . The equality constraint is linear in and is therefore convex. It follows that any local solution to these programs is also a global one.
Initialization and Strict Feasibility: The LMI control toolbox and the software package in [41] require a strictly feasible primal or dual problem (the so-called Slater conditions) to converge. Indeed, this is a sufficient condition for the duality gap to be zero [36] . For the design of compaction filters, we can use the following strictly feasible point as an initial solution to the primal problem:
(53) By definition, . With the above choice, the LMI in (50) is diagonal and positive definite.
VII. REGULARITY CONSTRAINTS
The regularity property is important in wavelets applications such as image coding, numerical analysis, and computer graphics, to name a few. An orthonormal wavelet scaling function is obtained by cascading subband filters , where is an FIR filter with a Nyquist( ) magnitude squared response. For certain applications, it is important that the product converges to a "smooth" function. The degree of smoothness or regularity is characterized by the number of zeros that has at the aliasing frequencies for . For , this amounts to forcing zeros at ( ). 
For general , the regularity condition can be expressed as the following linear constraint on the filter product coefficients:
. . .
In the remainder of this section, we will discuss only the case of . Most of the results can be easily extended for . We next show, using the continuous-time formulation (52), that the LMI in (50) becomes singular when adding (54) to the SDP. We then derive a new formulation for which a strict feasible solution (primal or dual) always exists for the case of a single zero at ( ). Theorem 4-SDP Formulation with the Regularity Constraint: Assume that (54) is satisfied for any . Then, the LMI in (50) is always singular. Nevertheless, the primal problem defined by (49) and (50) can be re-expressed as follows:
Tr (56) where , and is a diagonal positive definite weight matrix subject to the following constraints:
Proof: The key idea is to observe that for , the LMI (52) in the continuous-time formulation reduces to the following form:
(58)
The above follows from (24) , (25) , and (45) . By applying (34), (58) can be rewritten as follows: (59) Substituting (59) in the LMI (50) and simplifying, we get (60), shown at the bottom of the page. The above matrix is singular for all because the last column of is a linear combination of the previous ones. To see this, observe that , where the notation defines the columns of , starting with column . Some of the variables are therefore linearly dependent and have to be eliminated. This can be done by using (59), and the new formulation of Theorem 5 is immediately obtained.
Even in this more simplified form, the existence of a strictly feasible solution is still not guaranteed for , and an SDP software package (such as SDPT3 [42] ) that does not require strict feasibility should be used. For , however, we propose the following initialization procedure.
i) Start with a vector with . ii) Assume that the matrix is block diagonal with the first block being a scalar (a block) and the remaining blocks of size . Since must be positive definite, it follows that all its diagonal elements, as well as the determinants of the block matrices, are positive. iii) Choose such that and . It can be shown (with a good amount of matrix algebra) that we can always obtain a strictly feasible starting point by following the above process. Compaction Gain Bounds in the Presence of Regularity Constraints: An upper bound for the compaction gain can be computed by running the SDP with . A strictly feasible point always exists, and the SDP converges to a global optimum. On the other hand, with all free zeros at , a lower bound is obtained by solving the linear system of equations defined by (54) with . These bounds determine the range (60) of all possible compaction gains as we increase the regularity degree.
VIII. NUMERICAL RESULTS
The results described here are obtained using the MATLAB LMI control toolbox. Due to space limitations, all the FIR energy compaction filter design programs and corresponding documentation can be found at http://www.systems.caltech.edu/tuqan. For all the following examples, , where . Example 1-AR(1) Process: Assume that the input is a zero-mean AR(1) process with an autocorrelation sequence in the form , where . Let . The optimum compaction gain curves for 2 and 3 as a function of are shown in Fig. 4 . The curve for coincides with the theoretical compaction gain formula derived in [33] . The precise difference is actually on the order of . The last curve denotes the compaction gain when (ideal lowpass filter case). A closed-form expression for the compaction gain can be obtained by evaluating the integral in (1) since the integrand is a Poisson kernel [43, p. 308] . The final result is . From  Fig. 4 , it is therefore very clear that for an AR(1) process, the margin of gain versus filter length is very small. Assume now that , , and . The theoretical optimum filter , which is obtained from [33] , is the same as the SDP one (the difference in the numerical accuracy of the coefficients is in the order of ) and is given by . The compaction gain in both cases is equal to 1.922. The minimum-phase filter in this case is . Note that , indicating a numerically accurate spectral factor. The positivity of is demonstrated by the double roots in the -plane plot of Fig. 5(a) . The compaction gain of remains equal to 1.922, and the positivity property of is not lost, as we can clearly see in Fig. 5(b) .
Example 2-Multiband AR(5) Process: Assume that the input is a zero-mean multiband AR(5) process (dashed curve in Figs. 6 and 7) . The magnitude squared responses of the resulting optimum compaction filters are shown in Fig. 6 for 7, 17, and 27 and . The corresponding compaction gains are 1.5243, 1.5633, and 1.5748. Similarly, the magnitude squared responses of the resulting optimum compaction filters with 7, 17, 27, and are shown in Fig. 7 . In this case, the compaction gains are 1.866, 2.007, and 2.045. With a fixed filter order , a plot of as a function of is shown in Fig. 8, indicating a nonmonotonic behavior. When , the Nyquist constraint reduces to a unit energy constraint, and the optimum compaction filter is the eigenvector corresponding to the largest eigen value of the Toeplitz symmetric autocorrelation matrix with first row . The maximum eigenvalue of the Toeplitz symmetric autocorrelation matrix is therefore an upper bound on the compaction gain as increases from 2 to 17. The overall incremental behavior of the compaction gain should be intuitively acceptable because as increases with fixed, the constraints on the filter coefficients become less stringent. In fact, we can easily prove that . Example 3-Regularity versus Compaction Gain: Consider again the AR(5) process of Example 2 with . The compaction gain is 1.387 with no zeros at and 1.374 with one or two zeros at . The compaction filter converges to the same solution , in the latter two cases. For , the compaction gain is 1.453 with no regularity constraints and drops to 1.384 when forcing a single zero at . However, it (almost) remains constant, even when forcing all three zeros at . In general, we have found that the compaction gain can drop substantially when forcing a zero at but then usually remains constant as we increase the smoothness degree.
IX. CONCLUDING REMARKS
Using state-space theory, we have proposed a new approach for designing globally optimal FIR energy compaction filters. The design of such filters is important because they are the basic building blocks of an -channel FIR orthonormal PCFB. In particular, for the two-channel case ( ), the optimum compaction filter determines the optimum orthonormal filterbank. Therefore, by using any of the proposed formulations in this paper, the optimal two-channel FIR PCFB is found [24] . The issue regarding which spectral factor to choose is, however, unclear. Different spectral factors exhibit different subband decorrelation properties. For the -channel case, some progress regarding the design of the filterbank has been reported in [18] , but the problem, in its full generality, remains open at the moment of this writing.
The tradeoff between any global optimum algorithm and a suboptimal one is typically complex. In general, SDP's implemented using interior point methods are more computationally expensive than (for example) linear programs. One way to see this is to note that a linear program is a special case of an SDP, where the matrices defining the LMI are diagonal. The added structure produces more efficient algorithms. Nevertheless, SDP's come in all sorts of different forms and implementations. We have already displayed several formulations of the same problem in a single paper, and we certainly have not tried all of them in our simulations (see, however, additional documentation at http://www.systems.caltech.edu/tuqan/). Since the main goal was to validate our new approach, we felt that finding more efficient semidefinite programs, although important, plays a secondary role with respect to the other results of the paper. Indeed, changing the form of an SDP to another is usually not that difficult. Moreover, there is a whole community of numerical analysis researchers looking for faster implementations of SDPs, and substantial speedups are expected in the future.
APPENDIX A PROOF OF THEOREM 1
Substituting (14)- (16) , then the assumption that is not controllable implies that is also not controllable, which is again a contradiction. The observability of can be established in a similar way.
APPENDIX D SIMPLIFYING (33)
It is not difficult to see that by multiplying the matrices in (33), we get the LMI as shown at the bottom of the next page, where Making the substitutions (34) and (35) , the first term in the above matrix becomes Similarly, the second term simplifies as follows:
The third term is simply the transpose of the second term. Finally, the fourth term reduces to APPENDIX E PROOF OF CONDITION (38) Since and are positive definite, the following identity can be established:
The identity is obtained by applying twice the matrix inversion lemma [44, p. 656] . Starting with (38) other terms other terms where the last equation follows from (64). Substituting now the other terms, we get
We only simplify one of the cross terms [last two lines of (65)] since they are the transpose of each other. Recalling that (by assumption), we can then write
By substituting (66) and its transpose into (65), (37) is easily obtained, and the result follows.
