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1.はしがき
本報告書は, 3年間にわたる基盤研究(B)(2) ｢入力音声-の適応機能を持
つ連続音声認識に関する研究｣の成果をまとめたものである.
音声の大きな変動要因である発声速度の変動と,個人差による変動を予
備認識結果を利用して予測し,正規化するシステムの構築を目指して研究
を行った.すなわち,入力音声に対してまず音素の予備認識を行い,その認
識結果から発声速度を抽出し,それに基づいて各音素標準パターンの長さ
を予測する.発声速度による音素標準パターンの変動を解析し,音素標準パ
ターンの変動を正規化する方法を開発した.さらに,同じく音素の予備認識
結果から個人差の変動を音素ごとに予測し,音素標準パターンを再構築す
る方法を開発した.以上の処理によって入力音声からの情報を基にして,発
声速度や個人差を考慮した音素標準パターンの再構成をリアルタイムで可
能にし,より柔軟で高性能な連続音声認識システムを構築した.
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第1章　序論
1.1　本研究の背景
人間同士のコミュニケーションを見てみると､音声や視覚など多種の手段
を用い､統合的に情報伝達を行なっている｡
現在のコンピューターとのマン･マシンインターフェースに着目すると､
ディスプレイ表示やキーボード､マウスによる換作などは､非日常的で､扱い
などに習熟が必要であり､人間同士の場合に比較して､明らかに煩わしい｡
そこで日常的で習熟の必要のない自然な入出力手段として､音声が考え
られる｡人間同士の場合でも､その情報伝達手段として主要で重要な役割
を果たしている音声の利用価値は高い｡音声を用いた情報伝達には以下の
ような優れた特徴がある｡
●情報の取り扱いのために特別な訓練･練習の必要がない｡
●情報の伝達速度が速い｡
●他の感覚器官や行動器官等と併用できる｡
以上のような理由から､人間と機械のインターフェースとして､音声を用い
ようという試みが古くから行なわれている｡
工学分野での音声利用の研究は､主に音声合成と音声認識に分けられる｡
音声合成は発声に､音声認識は聞き取りに相当する｡音声合成では､対象が
人間となるため､人間の高度な聞き取り能力を考慮すれば､合成された音
声の品質が人間より低くても了解される｡これとは逆に､音声認識では日
常の人間の発声を対象として行なっている｡人間の発声は多様性が大きく
認識が困井であるため､認識部の高精度化が要求される｡
計算機による音声認識の研究は､計算機の誕生した1950年代初頭から始
められ､その後の計算機の性能向上や､デジタル信号処理技術の進展に伴っ
て盛んとなり､数多くの成果があげられている｡
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1960年代までは､専門家が見出したヒュ-リステックな知識に基づく音声
認識シーステムが多く､一般性にかけるものであった｡ 1970年代にはいると動く
的計画絵(DP)を用いたマッチング法や線形予測法に基づく音声分析法が提
案され､ようやく音声認識装置の実用化が始まり､特定話者で､単語単位の
標準パターンを使用した100語程度の音声認識装置が実用化された｡しか
し､標準パターンの登録や対雑音性などに問題があり､商品としての地位を
獲得するまでには至らなかった｡その後､ 1980年代にはいると多次元正規分
布を仮定したBayes決定や複合類似度法に基づく､不特定話者を対象とした
音声認識装置として､残高照会装置や音声によるVTR予約装置などが実用
化_された｡しかし､現時点で商品化されている音声認識装置は､特定話者で
数百語程度の語嚢を対象とした装置や､不特定話者で数十単語の語嚢を対
象とした装置にとどまっている｡これらは､単語を発声単位とするシステム
であり､音声本来の優れた特徴を活かし切っていない｡
音声の自動認識の最終的な目的は､マン･マシンインターフェースとし
て､話者になんらの制約､負担を強いることなく使用可能にすることであ
る｡このためには､不特定話者を対象とした大語嚢の対話音声認識､連続音
声認識が必要とされる｡これらを目指し多くの研究が行なわれ､少数単語
による限定タスクでの､連続音声認識システムや対話音声認識システムが
発表されているが実用段階にはない｡
単語認識システムと異なり､連続音声認識システムはいくつかのレベル
の処理を統合したものであるが､大きく分けると以下の2つになる｡
1.音素認識などのパターン認識技術や､調音結合の取り扱いといった音
響処理レベル
2.構文/意味/談話解析などの言語処理レベル
これら両方のレベルからの高精度化が必要である｡本研究で用いる音響処
理レベルとは､音声信号を音響分析し､音素認識･単語認識(検出)を行な
う部分までを言う｡
現在連続音声認識､対話音声認識を目指して音声認識の研究が盛んに行
なわれており､数多くの報告が行なわれている｡
連続音声認識システムの音響処理部に関するアルゴリズムの発展は目覚し
く､ SSS(SequentialStatus Split)法に基づくHMM(Hidden Malcov Model)の提案
【1】やニューラルネットワークの利用【2トHMMに基づくノイズモデルの提案
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【3】などが行なわれている｡特にSSSは与えられたデータに対してデータ数を
考慮して最適なコンテキスト依存型HMMを構成する方法であり､その昔東
認識率はかなり高い｡しかし､大語嚢の連続音声認識システムや対話音声認
識システムを作成するには､音素認識率をもっと高める必要がある｡言語情
報などの利用により､音響レベルの誤り訂正を言語処理部に行なわせるこ
とができるが､音響処理レベルの性能が低いとその負担が非常に大きくな
る｡また言語処理レベルの性能は人間に比べると格段に落ちるのが現状であ
る｡音響レベルと言語処理レベルの性能を比較すると現状ではむしろ音響レ
ベルの方が優れているとも言える｡しかし､音響レベルの性能も人間に比
較すればかなり低いのが現状であり､システム全体の性能向上や言語処理
レベルの高速化のためにも､音響レベルの高精度化が必要不可欠である｡
1.2　連続音声.対話音声の認識･理解の音響レベルにおける問
題点
本研究で研究対象とする音声は､文章を朗読した音声(朗読音声)やタスク
を対象とした対話音声である｡これらの音声を対象とした音響処理部の高
精度化にあたっては以下のような問題がある｡
1･発声速度の変動一一時間構造の変動(中性化)
2.話者の個人差一一周波数構造の変動
3.音素の前後環境による調音の変動-周波数構造の変動
発声速度は､文章の長さ､個人的性質や会話内容､情緒などの発声環境な
ど種々の要因により意識的･無意識的に変化する｡その結果､音素の持続時
間の非線形伸縮として現われる｡一般に単母音や音節の単独発声の場合の
音素の持続時間が一番長く､孤立単語､文章朗読音声､対話音声の順に発声
速度が速くなるとともに､音素の持続時間が短くなる｡逆に発声速度の分
散は大きくなる｡したがって､文章朗読音声や対話音声では､同一音素でも
単音節に相当するような長い持続時間を持つ場合もあれば､非常に短い持
続時間を持つ場合もある｡また発声速度が速くなるにつれ､前後の音の物
理的性質が似通ってくる中性化と呼ばれる現象が生じる｡これは3.で述べた
調音結合の一つである｡また発声速度は､音素の持続時間に反映するのみ
ならず､リズムやテンポといった情報を与え､対話において､話者の感情､
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会話の継続や終了､話す順番､文法的な構成などを表し､人間同士のコミュ
ニケーションにおいても重要な役割を果たしている｡孤立単語の音声データ(
で作成した音素標準パターンで連続音声中の音素を認識すると10%以上罷
識率が低下する｡
話者の個人差は主に声道の一長さに起因し､その影響は主に周波数構造に
現れる｡単純に声道長の違いだけの場合は対数周波数軸上での周波数スペ
クトルの平行移動とみなすことができる｡しかし､音素の種類や発声ごと
にも声道の形状が変化するため､音素ごとに揺らぎを生じる｡一般に､ある
話者の音声で作成した音素標準パターンを他の話者に適用すると音素認識
率は10%以上低下する｡
音は先行音素や後続音素の影響を受けて平滑化され､その物理的性質が
変化する｡特に発声速度が速い場合はその平滑化の程度が大きい｡人間は､
この平滑化作用を本質的に組込んでおり､動的な特徴を利用して音声知覚
を行っているものと考えられる｡前後の音素環境が同じ場合でも､アクセン
トの有無や発声毎に調音結合の出現の仕方は異なり､本来の軌跡を中心に
して周波数軸や時間軸での揺らぎを生じる｡
発声速度の自動抽出の研究はいくつか行なわれているが､大部分がパワー
の時間パターンの自己相関関数を計算することによって周期性を検出しよ
うとするもの【4]であるが､長母音やはつ音､促音などの取り扱いが不備で
あったため､精度の良い結果は得られていない｡音素の持続時間情報に関
しては､音声合成と音声認識の分野で用いられている｡音声合成ではより
自然な発声を作り出すための重要な情報として積極的に用いられている
が､一人の話者の分析であり､発声速度との関係についてはあまり分析し
ていない【5】｡音声認識では､マッチング範囲の著しい逸脱を防ぐための拘
束条件という形での利用が多い｡例えば､牧野らによる持続時間辞書の利
用[6ト好田らによる持続時間情報を利用したDP法の提案【7ト松尾らによる
入力音声中の平均母音長に基づく音素持続時間の推定と検証-の利用[8ト
音素HMMにおける持続時間情報の利用【9]などがあげられる｡これらの研究
のうち松尾らの研究を除けば､いずれもあらかじめ音声データを分析した
結果から得られた平均的な性質に基づいて拘束条件を与えているものであ
り､文章朗読音声や対話音声のように発声速度の変動が大きい場合には､
制約が厳し過ぎたり､逆に緩過ぎたりする可能性がある｡また松尾らの研
究は入力音声中の平均母音長の情報を利用しているが､発声速度と密接な
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関係があるモーラ(仮名に相当)との比較などの検討は行なっていない｡
音声の個人差に対する方法としては話者適応が用いられている｡話者適!
応には教師ありの話者適応と教師なし話者適応がある｡教師あり話者適応
は､話者適応する際の学習音声の発声内容をあらかじめ限定しておくもの
である｡教師なし話者適応は.発声内容が限定されていない音声データを利
用して適応を行なう｡どちらの方法に対しても多くの手法が提案されてい
るが【10ト大部分は認識処理を行なう前にあらかじめ1分から30分ぐらいの
音声を発声することが必要である｡
音の調音結合に対処する方法としては､音の前後環境に依存した音素標
準/<ターンを利用するコンテキストモデルの利用が主である【11】｡しかし､
発声速度による変形に対する対策は検討されていない｡
1.3　本研究の目的
本研究では､前節で述べた3つの項目のうち最初の2つを研究目的とす
る｡具体的には以下の項目である｡
●発声速度変動-の対応
●特徴ベクトルの個人性の評価
本研究の研究項目に対しては前述したように多くの研究がなされている
が､本研究の特色は図1.1に示すように入力された音声を最初に予備認識
し､その認識結異を利用して発声速度の変動-の対処や話者の個人性-の
対処を行なう点にある｡本研究の特徴をまとめると下記のようになる｡
●音声の発声区切りごとに発声速度や個人性のパラメータを検出する｡
したがって､音声の変動に柔軟に対処できる｡
●高々数秒程度の音声で発声速度や個人差に適応できる｡したがって､
従来の適応法に比べ非常に高速である｡
小量の音声データで適応を行なうには､発声速度の変動や個人差をモデル
化し､少数のモデルパラメータを推定することに置き換える必要がある｡例
えば､発声速度の変動に対しては､従来のパタンマッチングを用いた認識で
は､標準パタンには平均音素長などの固定長を用い､入力音声の発声速度
の変動などによる時間構造の歪みをDPなどのマッチング手法などにより吸
10
本研究の概要
図1.1:本論文の概要
ifl
収してきた｡本研究では入力音声の発声速度による音素持続時間予測モデ
ルを用いることにより､ダイナミックに標準パタンの時間構造を修正して､!
マッチングを行ない､認識率の向上をはかる｡
また話者の個人差-の対処では､従来の研究が大量データに基づく平均ベ
クトルの移動という考え方で話者適応が行なわれていたが､本研究では入
力音声の認識結果の尤度が最大になるようにベクトルを移動するという考
え方で行なう点が新しい｡
1.4　本論文の構成
-本論文では､話者適応による音声認識の高精度化を行う｡そのための実験
結果をまとめており､全編5章よりなる｡
本論文の構成および各章の関係を図1.2に示し､各章の概要について述べ
る｡
第1章は､序論である｡本研究の背景､本研究の目的､本論文の構成を述
べている｡
第2章では､発声速度と平均モーラ長･平均母音長の関係､発声速度と
モーラ長や音素長の関係の解析する｡それを基にした､音素持続時間の予測
モデルの精密化とその評価を視察によってラベル付けしたデータを用いて
行なう｡
第3章では､前章で提案した持続時間モデルを用いて､単語発声データに
対する音素の予備認識を用い､その有効性を評価する｡また単語音声認識
システムを構成して､単語認識実験を行ない､その有効性を検討する｡
第4章では､特徴ベクトルにおいて個人性がどのように現れるかを分析
し､入力の予備認識結果を利用した話者適応の可能性を検討する｡
第5章では､本論文のまとめと今後の課題について述べる｡
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第2章 
発声速度と音素 
持続時間予測モデル 
第3章 
音素持続時間予測 
モデルを用いた音声認識 
第4章 
特徴ベクトルにおける 
個人性の分析 
第5章結論と今後の課題 
図1.2:本論文の構成
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第2章　発声速度情報と持続時間予測モデル
2.1　はじめに
一般に､われわれの発話速度は､およそ平仮名1文字に対応するモーラの
長さで表すのが妥当と考えられている｡モーラは拍の単位とも呼ばれ､発声
のテンポやリズムを表すものと考えられており､人間の対話などにおいて
も重要な役割を担っている｡入力音声の韻律的情報としてこの発声速度を
抽出し認識システムに用いることを目的とする｡
本研究では､音声認識の高精度化をはかるために､認識率の低化の原因の
1つと考えられる､発声速度の変動による標準パタンの不適合-の対応と
して､入力音声の発声速度-の適応を行なう｡
まずはじめに､本研究に用いるデータと､認識を行なうまでの前処理につ
いて述べる｡
つぎに､発声速度-の適応のために､入力音声の発声速度情報として何を
用いたらよいかについて検討する｡現実的には､モーラの検出は困難であ
り､モーラに代わるパラメータが必要となる｡
我々は大語尭音声認識システムの構築を目指していることから､認識単位
をおよそローマ字表記のアルファベットに対応する音素としており､単語辞
書も音素により記述している｡このことから､発声中の各モーラ長を予測す
るよりも､音素長を予測することが必要とされる｡そこで発声速度として
の平均モーラ長･平均母音長の関数として､音素持続時間予測モデルを設定
する【8】｡松尾らのモデルをより精密化し､検討されていなかった平均モーラ
長･平均母音長による予測について検討する｡
各音素環境における音素持続時間の推定の評価を各音素環境のもとで音
素持続時間を予測し,ラベルから得た持続時間との誤差を評価することによ
りモデルの有効性を示す｡
また､発声速度情報を用いて持続時間予測を行うことは､連続発声などの
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ように発声速度の変動が大きい場合に適応が有効であると考えられる｡こ
こでは､単語発声の他に､文節発声､文発声などの異る発話様式において､ (
同様の音素持続時間予測の効果について検討する｡
2.2　音声データ
本研究を通して使用する音声資料について述べる｡
単語発声データとして､東北大､松下単語音声データベースの成人男性/
成人女性各10人､計20人が防音室で発声した21 2単語セット(付録
A)の合計4202サンプルを用いる｡すべてのサンプルは視察により音
素単位のラベル(始端/終端/中心フレーム) ､およびバズバーの有無､母
音の無声化を示すラベルが付けられている｡本研究で扱う音素の種類の表
記とその内容､記号-の対応を表2.1に示す｡
話者セットとして前半と後半の男性5人･女性5人計10人ずつの2つの
グループに分割し､各々A､ Bとする｡
Close実験では､ Aグループのデータを用いて回帰係数を求め､ Aグループ
のデータで評価･認識を行なう｡
Open実験では､ Aグループのデータを用いて回帰係数を求め､ Bグループ
のデータで評価･認識を行なう｡
また､文節発声データとして､成人男性2人の発声した論説文136文中
の35文における1 33文節(計266文節)を用いる｡
さらに､文発声データとして音響学会連続発声音声データベースAセット
50文男性20人/女性20人を用いる｡
2.3　音声分析と前処理
本研究の認識システムではB P F出力に前処理を施して用いている｡前
処理はスペクトルの前処理､パワーの前処理により行なわれる｡前処理によ
りスペクトルとパワーは0から1の値をとるように正規化し､発声の強弱
の変動を吸収する｡入力音声波形データは､以下のように処理される｡
1.音声波形データは､ 9.OkHzのLPFを通してサンプリング周波数24kHz､
12bitの精度でA/D変換し､ 29chのデジタルB P F (Q-6､単共振､
1/6オクターブ間隔､中心周波数250Hz～6300Hz)によって分机
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表2.1:本研究で用いる音素の分類
音素 亢ﾈﾘb??l( 
/a//aL/ ???Z母音アおよび長母音ア- 
/o//oL/ ?ﾂ?Z母音オおよび長母音オー 
/u//uL/ 紐?短母音ウおよび長母音クー 
/i//iL/ ?B?短母音イおよび長母音イ- 
/e//etJ/ 燃ｲ?Z母音エおよび長母音エー 
/j/ ?r?ｼ母音､ヤ行における半母音 
/W/ 瓶?ｼ母音､ワにおける半母音 
/m/ 挽?@音､マ行の子音 
/n/ 披?@音､ナ行の子音 
/a/ 弔?@音､鼻音性の/g/ 
/b/ ??L声破裂音､バ行の子音 
/d/ 韮?L声破裂音､ダ行の子音 
/g/ 排?L声破裂音､ガ行の子音 
/∫/ 倩?弾昔流音､ラ行の子音 
/Z/ 覆?L声摩擦音､ザ行の子音 
/h/ 狽?ｳ声摩擦音､ハ行の子音 
/S/ ??ｳ声摩擦音､サ行の子音 
/C/ ??ｳ声破裂音､チ.チヤ.チユ.チヨ.ツの子音 
/p/ ??ｳ声破裂音､パ行の子音 
/t/ 稗?ｳ声破裂音､タ.チ.ト.ティの子音 
/k/ 抜?ｳ声破裂音､力行の子音 
/Q/ ??｣音､ツ 
■/N/ ?擬音､ン 
/dz/ ??L声破裂音､破裂性の/Z/ 
Vbwe1-/i/ 白?皷ｹに後続する/i/ 
/y/ 葡?ｨ音(半母音)､例えば/tya/でチヤ 
/W/ 辻?ｼ母音､外来語の/W/､ウイ.クエ.ウオにおける半母音 
/皇/ 辻?ｳ声化の/i/ 
/町 ??ｳ声化の/u/ 
/Qs/ 閉?ｳ声摩擦音､/Q/+/S/とは性質が異なるため 
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2.この出力を240サンプル(10ms)ごとに整流平滑化し､パワーを求め対数
をとる｡これにより分析周期=10msを1フレームとする29次元のべ〆
トル系列を得る｡
3.このベクトルの成分に､ cosine変換を施し､ケプストラムを得る｡さら
に±2フレーム間の1次回帰係数を求め△ケプストラムを得て､計1
6次元のベクトルに圧縮する｡
図2.1に処理の流れを示す｡
前処理特徴ベクトル化
単語認識-　　　予備認識-
図2.1:前処理の流れ
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2.4　発声速度情報の分析
(
-痕に､発声速度をよく表すものとして発声における1秒あたりのモー
ラ数があげられる｡本節では発声速度と音素やモーラの持続時間の関係を
分析することにより､発声速度として平均母音長や平均モーラ長を用いる
ことを検討し､その関数として音素の各持続時間を表すための検討を行な
う｡本研究では､発声速度情報として発声単位内の平均モーラ長と平均母音
長を考える｡音素やモーラの持続時間は､単語内での出現位置や文中の位置
により変化し､一般に語頭で短く､話中で安定し､語尾で長くなる債向があ
る｡また､発声速度によっても変化し､速い発声の時は短く､遅い時長くな
る｡そして､種類や前後の環境によっても特徴があると考えられる｡
本節では､これらの性質を考慮して､まず単語音声に対し､平均母音長や
平均モーラ長を用いて正規化する効異を検討する｡
2.4.1　単語発声中の音素持続時間の平均モーラ長による正規化
まず､一般に発声速度を表す要素と言われるモーラについて検討する｡全
モーラの持続時間の平均､標準偏差､変動係数を出現位置(語頭､話中､語
尾)ごとに分けて表2.2に示す｡ここで､変動係数は､標準偏差/平均とす
る｡次に､各モーラ長を､種類ごとの平均長で正規化した場合を表2.3に示
す｡最後に､種類ごとの平均長と発声内の平均モーラ長で正規化た場合を表
2.4に占めす｡図2.2に変動係数のグラフを示す｡
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表2.2:全モーラの平均持続時間(ms)､標準偏差､変動係数
位置 兌ﾘｼ?標準偏差 兔?霰y??
語頭 ?SB纈?3.1 ??B?
語中 ?sB縒?4.2 ??R?
語■尾 ?#R繧?8.8 ???
表2.3:モーラの平均持続時間で正規化した
平均､標準偏差､変動係数
位置 兌ﾘｼ?標準偏差 兔?霰y??
語頭 ?繝r?.20 ??2?
語中 ???0.21 ???
語尾 ??B?.26 ??"?
表2.4:モーラの種類ごとの平均持続時間と発声内の
平均モーラ長で正規化した平均､標準偏差､変動係数
位置 兌ﾘｼ?標準偏差 兔?霰y??
語頭 ?繝b?.17 ???
語中 ???0.18 ???
語尾 ??2?.19 ??r?
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語中
話中位置
図2.2:正規化によるモーラの位置ごとの変動係数
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正規化を加えるにつれて変動係数が減少していることが分かる｡つまり､
正規化により分布の拡がりを抑えることができる｡出現位置ごとに見ることI
で語頭で短く､語尾で長いことが分かる｡つまり､出現位置により持続時間
の傾向が存在する｡種類ごとの平均で正規化することでモーラ種ごとに分類
して扱うことの有効性が分か-る｡各単語(発声単位内)の平均モーラ長で正
規化することでその関数としてモーラの持続時間を表せることが分かる｡
2.4.2　単語発声中の平均母音長と平均モーラ長の関係
実際に認識システムを構築することを考えた場合､抽出精度の観点から
見ると､モーラ長に較べ､母音長の方が精度よく安定して求められること
や､発声速度の変動の影響がまず母音長に現われるという2つの点から発
声速度としての平均モーラ長を平均母音長で代替できないかを検討する｡
まず､各単語中の平均母音長と平均モーラ長の持続時間の分布を図2.3に
示す｡
図より平均モーラ長が長くなれば､平均母音長も長くなると言える｡つま
り､平均母音長も平均モーラ長と同様に､発声速度情報を含んでいると考え
られる｡
そこで､実際に各音素の持続時間と平均母音長や平均モーラ長の関係を見
るために､各音素の持続時間を発声単位(単語)内の平均モーラ長と平均母
音長で正規化した場合を比較する｡その時の平均､標準偏差､変動係数を表
2.5に示す｡
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10　　　5
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図2･3:各単語の平均母音長と平均モーラ長(10ms)
平均 儷x?¥鞆r?ﾏ動係数 
平均モーラ長で正規化 ?經r?.27 ?紊r?
平均母音長で正規化 ?繝r?.39 ?紊R?
表2.5:入力の発声速度により正規化した
全音素の持続時間の平均､標準偏差､変動係数
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変動係数に着目するとどちらの場合も差がない｡つまり､各音素の持続時
間を正規化する効果に関しては､平均モーラ長の代わりに平均母音長を用(
いることができることが分かる｡
2.4.3　単語発声中の平均母音長による音素持続時間の正規化
本研究では､認識の単位として､音素を用いているため､発声中における
モーラ長ではなく音素の持続時間情報が必要となる｡そこで､現実的に必要
とされる音素の持続時間と平均母音長の関連性を見るためにモーラと同様
の検討を行なう｡まず､各音素種ごとの平均持続時間で正規化し､効果を調
べる｡つぎに､各音素種ごとの平均持続時間と発声内の平均母音長で正規
化する効果を検討する｡その結果を表2.6,2.7,2.8に示す｡図2.4に各条件での
変動係数のグラフを示す｡
モーラ長に関する検討と同様に正規化を加えるにつれて変動係数が減少
している｡音素でも出現位置ごとに見ることで語頭で短く､語尾で長いこ
とが分かる｡音素種ごとの平均で正規化することで分類して扱うことの有
効性が分かる｡各単語(発声単位内)の平均母音長で正規化することで､変
動係数が減少していることから平均母音長の関数として音素の持続時間を
表せることが分かる｡
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表2.6:全音素の平均持続時間(ms)､標準偏差､変動係数
位置 兌ﾘｼ?標準偏差 兔?霰y??
語頭 都ゅ"?7.5 ?紊?
語中 涛偵R?3.3 ?紊B?
語尾 ?c2??6.2 ?紊?
表2.7:音素の平均持続時間で正規化した
平均､標準偏差､変動係数
位置 兌ﾘｼ?標準偏差 兔?霰y??
語頭 ?繝B?.33 ???
話中 ?纉?0.29 ???
語尾 ???0.38 ???
表2.8:音素の平均持続時間と発声速度で正規化した
平均､標準偏差､変動係数
位置 兌ﾘｼ?標準偏差 兔?霰y??
語頭 ?繝"?.28 ??B?
話中 ???0.27 ??r?
語尾 ???0.31 ??b?
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語中
語中位置
図2.4:正規化による音素位置ごとの変動係数
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2.4.4　種々の発話様式における音素持続時間の正親化
I
発話単位ごとに発声速度を検出できれば､発話単位ごとに音素持続時間
を予測することができ､発声速度変動に強い音素認識が可能になると考え
られる｡そのためには､異る発話様式においても同様の持続時間予測が可
能であれば有効である｡ここでは音素環境独立の場合について､発話単位
ごとに音素持続時間と平均母音長の関連性をみるため前節までと同様の検
討を行う｡単語発声､文節発声､文発声の各々独立の場合と､全データを混
合した場合について行った｡まず､対象データの発声単位ごとの平均母音長
を表2.9に示す｡次に､対象データごとの音素平均持続時間を表2.10に示す｡
また､発声単位ごとに音素持続時間を平均母音長で正規化した場合の変動
係数を図2.5に示す｡
ここでも､正規化を加えることにより､相対的に分布のひろがりを押さえ
ることができることが分かる｡また､異る発話様式が混在していたとして
も､単一の発話様式だけの場合と比較して同程度の変動係数であることが
分かる｡
表2.9:データごとの平均母音長(ms)
データ 兌ﾘｼ?標準偏差 
単語 ??繧?6.2 
文節 ??絣?9.1 
文 田b??4.0 
全体 都b絣?9.2 
表2.10:音素平均持続時間と標準偏差(frame-10ms)
単語/文節/文 顔 莱
対象データ 標準偏差 変動係数 標準偏差 変動係数 標準偏差 変動係数
単語発声
文節発声
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JB甘文や文　汲合　　半音文舟文　浪合　　Jr帯文方丈　血合
脚　　　　　　　fi中戊中　　　　　　楓文末
図2.5:平均母音長を用いた正規化による変動係数の変化
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2.5　持続時間予測モデルと評価
(
前節までの検討から発声速度の関数として音素の持続時間を表すことがで
きることが分かる｡本研究では､発声速度を平均母音長･平均モーラ長で代
表し､その1次回帰式として音素の持続時間を推定するモデルを設定する｡
目的とするシステムの入力音声は様々な発話様式が考えられ､ここでの持
続時間予測モデルは発話様式に寄らないものが望ましい｡すなわち､発話様
式による持続時間の変動を吸収できることが望まれる｡ここでは､異る発話
様式間での持続時間予測の効果を､音素環境独立の場合について検討する｡
また､各音素は､独自の持続時間を持っていると考えられ､その長さはそ
の一前後の音素環貴や､音素の発声位置により変動すると考えられる｡ここ
では､単語音声データについて､音素環鏡として音素独立､音素位置考慮､
簡易コンテキスト考慮､コンテキスト考慮を扱う｡これらの音素環境は､回
帰係数に反映される｡さらに比較のために平均音素持続時間と位置別平均
持続時間も用いる｡持続時間推定の入力として､視察により得られるラベ
ルからの平均母音長･平均モーラ長を用いる｡
前章の考察から発声速度の関数として音素の持続時間を表すことができ
ることが分かる｡本研究では､音素の持続時間を発声速度(平均母音長)の
1次回帰式として､持続時間の予測モデルを設定する｡ここでは､松尾らの
方法【8】を､音素環境をより細分化して､認識精度の向上をはかる｡
2.5.1　持続時間予測モデル
発声速度を､もっともその影響を受けやすい､単語の平均母音長と平均
モーラ長で代表し､これらの一次回帰式として音素の持続時間を音素コンテ
キストごとに推定する｡発声速度を考慮した持続時間モデルを以下に示す｡
lwi = awVwi + bw
wi:音素Wのi番目のサンプル
Iwi:音素Wのi番目のサンプルの推定持続時間
vwi:入力単語(音素wiを含む)の平均母音長またはモーラ長
aw,bw:音素Uに固有の係数
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(2･1)
au,bwは最小2乗法による推定する｡推定法を以下に示す｡
ん
e三- ∑flul - (aw *Vwi +bu))2
i=1
e三一一mm
au=
bu-
〈
乳=au -0
%Jb=bu -0
∑luiVui ∑ - ∑lwl ∑vwi
∑V三i ∑ -(∑vwi)2
∑3?∑2叫朋U∑3
■一■■○
∑ vui lu.I
∑vai ∑ -(∑vwi)2
㌔
ただし､ ∑は∑とする｡
i=1
lLJi :音素Wのi番目のサンプルの持続時間
vwi :入力単語(音素Wを含む)の平均母音長
eZ, :音素Wの推定誤差(分散)
Zw :音素Uのサンプル数
(2.2)
(2･3)
(2.4)
(2.5)
この計算には視察によるラベリングデータから求めた母音長､モーラ長の
平均値と持続時間を用いる｡
2.5.2　異る発話様式における音素持続時間予測
入力音声としては､単語単位や文節単位といった制限のない自由な発話が
可能であることが望ましい｡提案した音素持続時間予測モデルでは､入力
音声の発声速度を検出することにより､その発声にあった音素持続時間を
予測することが可能である｡発話様式は持続時間予測モデルの回帰係数に
反映されると考えられる｡ここでは､音素環境独立の場合について､持続時
間予測の効果を持続時間予測誤差で検討する｡ここでは､発声速度情報と
して発声単位ごとの平均母音長を用いた｡
まず､単語発声､文節発声､文発声(文節単位､文単位)の各々の場合に
おいて､持続時間予測係数を求める学習データと持続時間予測対象が同じ
場合の全音素の予測誤差の平均を表2.11に示す｡次に､入力音声の発話様式
に寄らない予測を仮定することから､ここでは､発話様式が混在している
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場合を想定し､学習データとして全ての発話様式のデータを混合して予測係
数を求め､その係数を用いて各発声データにおいて持続時間予測を行った｡(
その予測誤差の平均を表2.12に示す｡
学習データと予測対象の発話様式が異る場合も､発話様式が同じ場合と同
様に予測できることがわかる｡
表2･11:同一の発話様式における持続時間予測誤差(ms)
予測係数 冰ﾉ????¥測誤差 
単語 ??｢?3.2 
文節 兌h??9.3 
文章(文節単位) 兌h?閏i?%?｢?30.6 
文章(文単位) 兌h?閏i%?｢?30.4 
表2･12:異る発話様式における持続時間予測誤差(ms)
予測係数 冰ﾉ????¥測誤差 
混合 ??｢?3.6 
文節 田b紕?
文章(文節単位) ??B?
文章(文単位) ???
混合(文節単位) ?"綯?
混合(文単位) ?"紕?
2.5.3　音素環境
各音素は､独自の持続時間を持っており､その長さはその前後の音素環境
や音素の発声位置により変動すると考えられる｡前節での検討から､前後
の音素などの音素環境を考慮することが有効であることが分かった｡本研
究では､この音素衆境ごとの適応を予測回帰式の係数を変えることにより
実現する｡本研究で考慮する音素環境はコンテキスト独立､音素位置依存､
音素コンテキスト依存､簡易コンテキスト依存について行なう｡
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●　コンテキスト独立
コンテキストを考慮せず､各音素ごとに計算
●音素位置依存
音素の出現位置による違いを考慮し､語頭､語中､語尾ごとに計算
●　コンテキスト依存
音素環境を考慮し前後の音素を含む､音素の3つ組ごとに計算
●簡易コンテキスト依存
音素の持続時間が前または後ろの音素からの影響に､前後で偏りがある
-と考えたもので､前または後ろのみの音素を考慮した持続時間をIp,e,lp.st
として音素ごとに､前後の混合比〝を変えたものである｡以下に式を示す｡
lwi -　Pulp,ep + (1 - FLU)lpost
-ル(a/cl/W * Vui + b/clル) + (1 - FLU)(au/C｡/ * Vwi + bw/a,/)
lp,ep:先行音素別の回帰式により得た持続時間
Ipost:後続音素別の回帰式により得た持続時間
pw:音素LJに固有の重み
a/cl/U,b/cl/W :音素clが先行するLJに固有な係数
au/C2/,bw/C2/ :音素C2が後続するLJに固有な係数
(2.6)
混合比FLは音素毎にau,bwと同様に最小2乗法を用いて計算する｡また､
比較のために音素ごとの平均持続時間と音素位置ごとの平均持続時間を用
いる｡平均母音長を用いた場合の音素ごとの回帰係数を表2.13に示す｡母音
での相関が高く(aが大きい) ､子音では低いことが分かる｡回帰係数のa
が負の時や､推定結果が1フレーム以下などの場合は､推定誤りとして平均
持続時間などで置き換える｡また､細かいコンテキストを考慮した場合､入
力に該当する係数がないことがある｡その場合､コンテキスト独立の係数
などと置き換える｡
2.5.4　ラベルから得た発声速度を用いた推定と誤差による評価
各音素環境における音素持続時間の推定の評価を行なう｡ラべリングデー
タから得た実際の音素長と推定結異の音素長の間で以下の式のような2乗
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表2.13:持続時間予測回帰係数(コンテキスト独立)
(音素との対応は表2.1)
音素 ?? ??b? ??
A 偵S?4.71 ??34 田｣c"?
U 偵Sr?.31 ?B?51 釘繝?
E 偵??0.14 箸?38 迭緜?
W 偵#2?.41 挽?.09 唐?b?
N 偵??.97 弔?09 澱??
B 偵??.55 韮?06 澱??
G 辻?"?.72 倩?.08 ??R?
Z 偵??.68 狽?01 唐?R?
S 偵??l.12 ??.49 ?r緜r?
P 偵??.29 稗?20 澱緜r?
K 偵??.99 ??40 ?2?R?
.10 免ﾂ縱B??偵??.94 
I 偵??0.29 葡?12 釘紊R?
′ヽ 偵??.93 辻?.06 椿ﾆﾂ緜?
0 ??2?5.40 督?69 唐緜"?
> 偵s"?0.68 窒?80 迭?R?
) 偵Sr?0.49 調?71 免ﾂ緜?
¥ 蔦???9.72 ? ?
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誤差をとりその大きさで評価する｡誤差は､ 1音素あたりの標準偏差で評
価する｡
E=
P
妄圭童(いl^wl)2 N- EIu　　(2･7)W=1
Ⅳ:全音素のサンプル数
P:%#&
前章での検討の効果を見るため､発声速度情報として各単語のラベル情
報から得た平均母音長と平均モーラ長を用いて､音素持続時間を予測した
場合の全音素の予測誤差の平均を図2.6,2.7に示す｡
音素環境を細かくするに従い､誤差が急激に減少して心ヽる｡実際に認識を
行なう場合は､フレーム単位で処理を行なう｡平均持続時間では±4フレー
ムの誤差があるが､これと比較した場合､最も誤差の小さかったコンテキス
ト依存モデルは±2フレームと誤差が半分になる｡また､推定に用いる入
力は平均母音長の方が誤差が少ない｡入力となる平均母音長や平均モーラ
長は､ラベル情報を用いているので長母音と短母音の識別に誤りはないた
め､識別を行なった場合の方が誤差が小さくなっている｡
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8　　　　　　622
(3aS∈)｣0ヒOuO!lt2∈写SO
平均持続時間　　位置別平均持続時間　簡易コンテキスト依存
コンテキスト独立　　音素位置依存　　コンテキスト依存
用いた音素環境
図2･6:ラベルからの入力を用いた推定誤差(Closed,ms)
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8　　　　　　　　622
(oaSut))0ヒauO!)t2∈!)Sa
平均持続時間　　位置別平均持続時間　簡易コンテキスト依存
コンテキスト独立　　　音素位置依存　　コンテキスト依存
用いた音素環境
図2.7:ラベルからの入力を用いた推定誤差(Open,ms)
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2.6　まとめ
(
本章では､本研究の第1の目的である発声速度変動-の適応のために､認
識単位である音素やモーラの持続時間と発声速度情報の関連性について検
討した｡以下のことが発声速度と持続時間に関する解析よりえられた｡
●発声中の各モーラ長は平均モーラ長(発声速度)の関数で表される｡
●単語内の出現位置ごとに持続時間の分布に偏りが存在する｡
●発声速度パラメータとしての平均モーラ長を平均母音長で替えること
ができる｡
●音素長は､平均母音長の関数で表すことができる｡
●種々の発話様式においても同様に言える｡
●音素の種類ごとの平均持続時間による正規化の効果が見られる｡
つぎに､これらを受けて設定した持続時間予測モデルの評価から以下が得
られる｡
●予測には平均母音長を用いた方がよい｡
●異る発話様式が混在していても予測モデルは有効である｡
●今回提案した精密化したモデルが､従来のモデルよりも誤差が小さい
有効である｡
以上により､発声単位ごとの発声速度変動に対応することが可能である｡
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第3章　持続時間予測モデルを用いた音声認識
3.1　はじめに
前章の結果よりラベルから得た入力を用いた場合の持続時間の予測モデ~んの有効性が示された｡本研究では､予備認識結果を用いた話者適応を目
的としている｡すなわち､実際の認識システムを構築する場合､何らかの方
法発声速度情報(平均母音長など)を抽出する必要がある｡入力音声からパ
ワーや定常部を見ることで母音区間などを抽出する方法≒あるが､音素レ
ベルでの処理の精密化をはかるため予備認識を行なう｡予備認識結果から
平均母音長･平均モーラ長を抽出し､それを用いて､持続時間を予測する｡
まず､予測誤差により予測モデルの評価を行ない､次∨単語認識を行なう
ことにより有効性を評価する｡
従来の音声認識では､音素長が固定である単語標準パタンがよく用いられ
た｡本研究では､入力音声から予備認識により得られた平均母音長を用いる
ことにより､標準パタン中の各音素持続時間を予測し､音素系列長を修正す
ることにより入力音声の発声速度の変動に適応し､認識率の向上をはかる｡
3.2　予備認識結果を用いた持続時間推定
前節で､提案した持続時間予測モデルについて､実際のシステムと同様に
予備認識により得た発声速度情報を用いた場合の有効性を検討する｡
本節では､予備認識結果を用いて音素の持続時間を予測し､前節と同様に
予測誤差により有効性を評価する｡
3.2.1　音素予備認識
まず､予備認識の概要について述べる｡前処理により得られた入力の特徴
ベクトルと､ MLVQ2【12]を用いて求めた音素標準パターンとの距離計算
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を行ない､各音素との尤度ベクトル列を得る｡そして､予備認識として音素
区間牢DPl13】を用いて求め､平均母音長･平均モーラ長を得る｡図3･1に予
備認識の流れを､予備認識のイメージを図3.2に示す｡
前処理を経て得られる尤度ベクトル列は､フレーム単位での認識結果であ
り､長母音と短母音の識別は行なっていない｡長母音の識別を行なうため
に､短母音と長母音の持続時間分布から開催を求め識別を行なう｡しかし､
持続時間の分布は重なりが大きく識別誤りも多くなると考えられる｡比較
のために､長母音の識別を行なわない場合も検討を行なう｡
図3.3,3.4にラベルから得た平均母音長､平均モーラ長と予備認識結果から
得た平均母音長と平均モーラ長を示す｡音素数やモ⊥ラ数の誤り､すなわ
ち､音素認識レベルでの付加､脱落による誤差が大きいことが分かる｡
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図3.1:予備認識の流れ
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Average vowel duration and average mora durationinword
Example　/asahi/
/a/　　　/S/
こ　　　　　こ
EiaEi 〟/
L〟　　　L /ら/　　L /a/　　　L爪/　　　L β/
+--I---I++--I----------++---I-----I---I-1-I- mora
+------+　　　　+--------　　　　　+-----------I+ vowel
averagemoraduration　　(L/d + L/sa/ + Lhi/) / 3
averagevowelduration　(L/d + L/d +　Lr./ )/ 3
図3.2:予備認識による平均母音長､平均モーラ長抽出(例あさひ)
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官suot)uo!teJnppJno^
0　　　5　　　03　　　2　　　2
5　　　0
rl LJl
0　　5　10　15　20　25　30　35　40
estimated Vowel duration(1 0msec)
図3･3:平均母音長の予測精度(× 10msec)
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(3aSu)uO!leJnPeJ0∈
0　　53　　2
0　　52　　1
0　　5　10　15　20　25　30　35　40　45
estimated mora duration(msec)
図3.4:平均モーラ長の予測精度(×10msec)
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3.2.2　予備認識結果を用いた持続時間予測誤差による評価
(
予備認識により発声単位(単語)ごとの平均母音長､平均モーラ長が得ら
れる｡これを前節でのモデルに用いて持続時間を予測する｡ラベルから得
られた音素の持続時間との予測誤差を各音素環境ごとに図3.5,3.6に示す｡
予備認識結果を用いた場合､ openの場合もclosedの場合も同じ償向である
が､従来の平均持続時間を用いた場合などに較べ簡易コンテキスト依存の
場合で約2フレーム分程度誤差が減少している｡
予測に用いる入力の平均母音長と平均モーラ長の比較では､平均母音長の
方が良い｡予備認識における長母音の識別は､識別を行なわない方が誤差
-が小さく識別の必要がないことが分かる｡これは､開催による識別誤りの
影響と考えられる｡また､コンテキスト依存モデルに比較し､簡易コンテキ
スト依存モデルの方が予測誤差が少なか｡これは､コンテキスト依存モデ
ルを考えた場合､該当する音素の3つ組のサンプル数が極端に減少するた
め､予備認識の誤りの影響が大きくでるためと考えられる｡
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(oOs∈)LojJouo!le∈!lSa
22
平均持続時間　　　位置別平均持続時間簡易コンテキスト依存
コンテキスト独立　　音素位置依存　　　コンテキスト依存
用いた音素環境
図3.5:予備認識結果を用いた推定誤差(Closed)
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平均持続時間　位置別平均持続時間　簡易コンテキスト依存
コンテキスト独立　　音素位置依存　　コンテキスト依存
用いた音素環境
図3･6:予備認識結果を用いた推定誤差(Open)
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3.3　単語音声認識
単語標準パタンの中の音素長は入力から得られる平均母音長とあらかじ
め計算された各音素環境を考慮した回帰係数を用いて予測され､音素の系
列長を修正し､マッチングを行なう｡予備認識において､長母音の識別は行
なわない｡
そして､ラベル情報から得た平均母音長を用いた場合の予測による認識
を､次∨､予備認識結果から得た平均母音長による予測を用いた認識を行
なう｡
3･.13.1　単語音声認識システム
入力音声の処理について述べる｡
1.入力音声は前処理を経て､ 1 6次特徴ベクトル列に変換｡
2.音素標準パタンとの距離計算により､尤度ベクトル列に変換｡
3. D Pを用いた音素区間推定により平均母音長の抽出を行なう｡
4.標準パタン中の各音素の持続時間を､あらかじめ求めておいた回帰係
数と予備認識結果の平均母音長を用いて予測し､全標準パタンを修正
する｡
5.入力と標準パタンのフレーム間コストを該当音素との尤度として､図
3.9のパスを用いたD Pマッチングを用いて距離計算を行なう｡
6.最大尤度を示す単語を認識結果とする｡
処理の流れを図3.7に示す｡
音素表記の単語辞書から音素系列の単語標準パタンを作成する例を図
3.8に示す｡つまり､単語標準パタンは予測された持続時間分の音素系列に
よって表される｡
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図3.7:単語認識システム
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持続時間予測モデルを用いた単語標準パタンの修正
入力音声
単語標準パタン
/asahi/
I
発声速度(平均母音長･平均モーラ長)
1
二　　　L/a/=　α/d* Xinput+ β/d
∧        ∧       ∧      ∧
L/A L/S/　　L/d L N
∧
L〟
a s a h 1
図3.8:持続時間推定を用いた単語標準パタンの修正(例あさひ)
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1 ?
2 ?? 
2 ?
図3.9:対称型D Pパス
3.3.2　認識実験.
前節までの検討により持続時間予測モデルの有効性が示された｡本節で
は､このモデルを用いて実際に単語認識を行なう｡予測誤差の検討より､予
備認識結果の平均母音長を長母音の識別を行なわずに用いた｡
まず､ラベルから得られる各単語の平均母音長を入力とした､持続時間予
測を用いた場合の単語認識率を図3.10に示す｡予測誤差の検討と同様に､コ
ンテキスト依存モデルで最も認識率が高い｡
次∨､予備認識結果から得られる平均母音長による予測を用いた場合の
単語認識率を図3･11に示す｡簡易コンテキスト依存モデルでの認識率が最も
高かった｡これは､予備認識の誤りの影響が大きいと考えられる｡
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平均持続時間　　位置別平均持続時間簡易コンテキスト依存
コンテキスト独立　音素位置依存　　コンテキスト依存
用いた音素環境
図3･10:ラベルから得た平均母音長を用いた単語認識率(Closed)
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平均持続時間　　位置別平均持続時間　簡易コンテキスト依存
コンテキスト独立　　音素位置依存　　　コンテキスト依存
用いた音素環境
図3･11:予備認識結果の平均母音長を用いた単語認識率(Open)
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3.4　音素予備認識結果を用いた音素区間の再推定
本研究では持続時間予測を精度良く行なうために､入力を予備認識し平均
母音長を抽出している｡持続時間の予測式に平均母音長をもちいているた
め､この予備認識の音素認識の精度が予測精度にあたえる影響は大きい｡
実際の音声認識システムにおいては､音素認識結果を上位言語処理部に渡
すのでその精度はますます重要になる｡本節では､この点に着目し予備音
素認識結束を用いた､音素認識部の高精度化について検討する｡
入力音声は前処理でケプストラムパラメータに変換される｡ MLVQ2を
用いた音素標準パタンを用い尤度ベクトル列をもと吟るが､この尤度ベク
トル列から音素の区切りをDPによりもとめる｡音素の連接情報として､
もっとも簡単な子音の連続などのあり得ない連接を除いた｡また､音素の持
続時間情報として､音素持続時間の最大と最小の制限を用いた｡
Fig.3.12に持続時間予測結異を用いた音素区間の再推定のシステム図を示
す｡
この得られた音素系列は音素の置換･付加･脱落を含んでいる｡
より正確な区切りを求めるために､この持続時間制限に持続時間の予測
結果を用いることを考える｡
入力音声
l
尤度ベクトル列
図3.12:音素区間の再推定
予測回帰係数
平均母音長から求めた予測持続時間を用いて､音素持続時間制限条件
max,minを以下の式で表す｡
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maxu - awvui +bu+n x qu(3.1)
minw-awvwi +bw一m x qu
ただし､ n-1,2,3･･･､ m=1,2,3-
maXw,minu　音素Wの最大､最小持続時間
W　音素
aw,bu　音素Wの予測回帰係数
vwi　入力の予備認識結果の平均母音長　′
qu　音素Wの持続時間分布の標準偏差
持続時間の予測誤差は､およそ正規分布すると考えられるので､実際の持
続時間は､予測結果からその予測誤差の標準偏差(q)を用いて､土2gの範
囲を考慮すれば良いと考えられる｡ここではn,m=2とした｡
また､ここでも音素環鏡情報は有用である｡音素の持続時間は､その発声
位置や前後の音素環境によっても影響をうける｡ここでは､音素環鏡を考慮
しない場合と､前後の音素を考慮した場合を考える｡音素環境を考慮した
持続時間予測結果を用いることで､音素環境を考慮した制限を決定する｡
以上を用いて､入力の平均母音長を求め､それから各音素の持続時間条件
max,minを更新し､音素認識し直す｡さらに､平均母音長を求め､反復を繰
り返す｡これを単語発声データについて行った｡
Table･3･1に･持続時間の予測結果を用いた平均母音長の予測誤差をあげる｡
また･ Confusion Matrixを用いたPheneme Accuracy　と音素認識率を
Table･3･2,3･3にあげる｡ここでPhoneme Accuracyは､音素認識率から付加率
を差し引いたものである｡
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表3.1:平均母音長の推定誤差(ms)
close 微??
適応なし ?B?2 
適応あり ?"?8 
表3･2: Phoneme Accuracy (%)
close 微??
適応なし 塔?"?1.8 
適応あり 塔b紕?0.3 
前後音素考慮 塔偵R?6.3 
表3.3:音素認識率､音素付加率(%,close/open)
正解率 儻H?zb?
適応なし 涛B縒??2?4.5/18.4 
適応あり 涛?"?r??.8/6.3 
前後音素考慮 涛R纈???4.9/4.9 
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3.5　まとめ
(
本章では､入力の発声速度-の適応のために予備認識結具から得た平均
母音長･平均モーラ長を用いて､予測誤差と認識率により予測モデルの有効
性を検討した｡
推定誤差による評価
●予備認識結果を用いた場合､簡易コンテキスト考慮モデルの誤差が少
なかった｡
●予備認識において､長母音の識別を行なう必要がない｡
●平均母音長を用いた方が良い｡
認識率による評価
●ラベルから得た平均母音長を用いた場合､コンテキスト依存モデルに
よる認識率が最も良かった｡
●予備認識結異を用いた場合､簡易コンテキストを用いた場合が最も認
識率が高かった｡
認識実験の結果も予測誤差による評価と同じになった｡音素環境が精密で
あるほど､入力に対して敏感になり､予備認識の誤りが拡大されてしまうた
めと考えられる｡その対策として､予備認識率の向上と学習データを増やす
ことが考えられる｡また､認識率には､大きな差はないことから､より発声
速度の影響が大きな連続発声データなどによる有効性の検討が必要である｡
予備認識結果にもとづく持続時間予測結果の音素認識における有効性の
検討では､予測結具を音素認識に用いることが有効であることが分かった｡
適応を行なうこと､また､音素環貴を考慮することで認識率の向上がはか
れる｡
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第4章　特徴ベクトルにおける個人性の分析
4.1　はじめに
本章では､周波数構造の変動などによる標準パタンの不適合､特に話者の
画人性を原因とする認識率の低下-の対策として､特徴ベクトルにおける
話者の個人性の分析を行なう｡
第1次近似のホルマント平面における話者性が平行移動により表される
ことが知られているが､ホルマントの抽出は井しい｡そこで､特徴ベクトル
としてのケプストラムパラメータに同様の性質があれば､話者適応に有効
と考えられる｡
音声の特徴ベクトルとして､前処理で得られるケプストラムパラメータ
(cepstrum0-7次,Acepstmm0-7次)を用いる｡本章では､男性女性各1 0
人ずつの21 2単語セットの発声データを用い､各音素ごとに中心フレーム
のベクトルを用いて､各話者ごとに各音素の平均特徴ベクトルを求め､そ
の特徴ベクトル空間上での相対関係を分析する｡
4.2　音素特徴ベクトル間の関係
本研究の目的は入力の予備認識結具を用いた話者適応である｡
音声は､話者性を含む要素と含まない要素からなっていると考えられる｡
求めたいのは話者によらないパラメータの性質である｡
各音素の特徴ベクトルは､各話者に依存するものと考えられる｡しかし､
個人内における音素間の相対関係が､話者間で類似していれば､特徴ベク
トル空間での話者の個人差を用いて正規化することにより音素ベクトル空
間全体を話者に適応できる｡
本研究では､話者性を表すベクトルを中心ベクトルと呼び､ 5母音の平均
ベクトルを考える(以下母音中心ベクトルと呼ぶ)｡話者ごとに各自の母音
中心ベクトルに対して､ 5母音の特徴ベクトルを平面上に投影する｡ここ
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で･母音中心ベクトルが(1,0)となる様に正規化している｡母音中心ベクト{
ルと音素/i/に対する角度を基に平面上に投影した2 0人分の各音素の分布
を､ケプストラムとAケプストラム､ケプストラムのみ､ケプストラム(パ
ワー除く)を用いた場合にわけて､図4.1,4.2,4.3に示す｡
用いるパラメータに関わらず､音素ごとにまとまった分布をしているのが
分かる｡分布の形(音素種間の相対関係)は､どの条件でもほぼ同じだがパ
ワーを除いた場合が､最も音素種同士のばらつきが大きい｡話者によらず各
母音が類似した分布をすることが分かる｡
次に､母音中心ベクトルに対する､ /b,d,g/,/C,p,七,k/?分布を図4.4 ,4.5に示
す8-ここでは､母音中心ベクトルと音素/i/に対するベクトル間の各度を基
に平面上に投影した場合を示す｡母音ほど各音素間の分離は良くないが､
比較的似たような分布はしている｡
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図4.1:母音中心ベクトル(1,0)に対する各母音の分布
(cepstrun 0 - 7, A cepstrun 0 - 7)
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図4･2:母音中心ベクトル(1,0)に対する各母音の分布
(cepstrum 0 - 7)
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母音中心ベクトルに対する相対距離
図4.3:母音中心ベクトル(1,0)に対する各母音の分布
(cepstrum 1 - 7)
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母音中心ベクトルに対する相対距離
図4･4:母音中心ベクトル(1,0)に対する/b,d,g/の分布
(cepstrum 0 - 7, A cepstrum 0- 7)
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母音中心ベクトルに対する相対距離
図4.5:母音中心ベクトル(1,0)に対する/C,p,t,k/の分布
(cepstrllm 0 -7, A cepstmm 0 - 7)
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4.3　話者闇の音素特徴ベクトル間の関係
前節より母音中心ベクトルに対する音素分布が話者によらず類似している
と考えられる｡もし､この分布が完全に一致しているならば､個人差は､母
音中心ベクトルの差だけである｡この個人差分を正規化することにより､
話者適応が可能になる｡
母音中心ベクトルで話者性を代表しているので､話者の個人差はその差ベ
クトルと考えられる｡各音素ベクトルをその差ベクトルで正規化することに
よって話者適応が可能になる｡従来の話者適応では､音素の種類を無視でき
る大量のデータによって差ベクトルを求めていた｡本研究では予備認識結異
を利用して差ベクトルを求める｡話者適応を行なうシス≠ムを図4.6に示す｡
例えば､ユークリッド距離の場合の話者適応を定式化すると
以下の条件を満たすような､定ベクトルCが差ベクトルに相当する｡
〟
D - ∑(xi -Pip+C)I(xi -flip+C),
i=1 芸-o　(4･1)
xi:入力のiフレームの特徴ベクトル
pi:入力のiフレームの予備認識第1侯稀音素標準パタン
FLp:音素pの標準パタンベクトル
C:個人性正規化の定ベクトル
C -請(pip - Xi)　　(4･2)
実際の認識システムに用いる場合は､入力の予備認識結果と標準パタンベ
クトルを用いるが､ここでは､ 2人の話者間の個人差を正規化することで
その効果を見る｡
ケプストラムパラメータ上での話者同士の中心ベクトルの差ベクトルを
個人性正規化の個人差ベクトルとして正規化を行なう｡
話者1に対する､話者2の母音ベクトルの分布と個人差を正規化した場
合の各音素ベクトルの分布を､投影図で図4.7に示す｡話者1の各母音と話
者2の各母音の距離が､正規化により大きく減少している｡
2人の話者間の音素ベクトルの正規化前後での距離の比を､距離尺度と
して以下の式を考える｡
Lh3･ =去左
PL,i - Pu,i
Pw,i - Pud.
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(4.3)
Pw,i　話者iの音素Uの特徴ベクトル
PL,i話者iの正規化後の音素Wの特徴ベクトル
W　音素
n　全音素数
i,j　話者
これは､正規化によって､どの程度誤差が減少したかを表している｡これ
を用いて､ベクトルのパラメータ数を変えた場合の正規化の効果を見る｡話
者性を考慮する上で､性差は大きな違いを示す｡ 2人の話者間の5母音の
平均を､全ての話者の組について計算する｡話者の粗合せ(男性:男性､
身性:女性､女性:女性)ごとに分けて､各々の場合について､用いるパラ
メータを､ケプストラムとAケプストラム､ケプストラムのみ､ケプストラ
ム(パワー除く)の条件について､表4.1,4.2,4.3に示す｡話者間の相対距離比
の平均を以下の式4.4とする｡
D -壷ii.=麦1&3･
LLj　話者iと話者jの音素間距離正規化尺度
J　話者数
i　話者
(4･4)
どのパラメータ条件でも､ほぼ同程度の正規化の効果が望める｡同性の場
合で半分以下になり､男性の場合がかなり効果がある｡これにより､個人差
ベクトルを用いた正規化が有効であることが分かった｡
つぎに､母音中心ベクトルを用いた他の子音に対する正規化の効果を調
べる｡例として､話者2の/C,p,t,k/を､話者1と話者2の母音中心ベクトル
間の差ベクトルで正規化し､適応させた場合を図4.8に示す｡子音の分布は
ばらつきが大きく､分布の仕方自体が異なっており､母音中心ベクトルでの
正規化は#しい｡
ここで､各子音との関連性の高い中心ベクトルを別に考える｡音素は､そ
の性質により母音､有声破裂音､無声破裂音など多くのクラスに分類でき
る｡例えば､無声破裂音/C,p,t,k/のクラスの平均ベクトルを中心ベクトル
として､その個人差で正規化を行なう場合を考える｡例として､話者2の
/C,p,t,k/を､話者1と話者2の/C,p,t,k/の平均ベクトルを中心ベクトルとし
て､その差ベクトルで正規化し､適応させた場合を図4.9に示す｡ここでは､
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表4.1:母音中心ベクトルによる各母音の
正規化の平均相対距離比か(式4.4)
(cepstrum 0- 7, A cepstrun 0 - 7)
男性 傚y??
男性 ??r?.58 
女性 ?經?0.46 
表4.2:母音中心ベクトルによる各母音の
正規化の平均相対距離比D(式4.4)
(cepstrum 0 - 7)
男性 傚y??
男性 ??R?.59 
女性 ?經?0.47 
表4.3:母音中心ベクトルによる各母音の
正規化の平均相対距離比か(式4.4)
(cepstrum 1 - 7)
男性 傚y??
男性 ??r?.61 
女性 ?緜?0.50 
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無声破裂音のクラスの平均を中心ベクトルとして正規化を行なったが､有
効であることが分かる｡
中心ベクトルを子音クラスごとで求めた場合を､前出の距離尺度を用い
て比較した結果を表4.4,4.5,4.6,4.7に示す｡比較のために､母音中心ベクト/ト
で正規化した場合も示す｡　一
母音中心ベクトルでの正規化では､かえって誤差が増加しているが､音素
のクラスごとの中心ベクトルでの正規化によって､誤差が減少している｡
話者適応を行なう場合､話者性を表す中心ベクトルに対する､全音素の分
布が話者間で類似していることが望ましい｡クラスごとに､中心ベクトル
を求め､それらの個人差ベクトルの相対関係を図4.10に示す｡話者1に対す
る他の話者の個人差ベクトルを示した｡母音中心ベクトル間の差ベクトル
を原点から(1,0)のベクトルとして表している｡クラスごとの中心ベクトル
はかなり異なっており､いくつかの中心ベクトルを用いる必要があること
が分かる｡これによって､音素の種類ごとによって中心ベクトルを変える必
要性があることが分かる｡
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表4.4: /b,d,g/中心ベクトルによる/b,d,g/の
正規化の平均相対距離比D(式4.4)
(cepstrum 0 - 7, A cepstrun 0- 7)
男性 傚y??
男性 ??"?.39 
女性 ???0.40 
表4.5:母音中心ベクトルによる/b,･d,g/の
正規化の平均相対距離比D(式4.4)
(cepstrum 0 -7, A cepstmm 0 -7)
男性 傚y??
男性 ?紊?1.50 
女性 ?經?1.27 
表4.6: /C,p,t,k/中心ベクトルによる/C,p,t,良/の
正規化の平均相対距離比か(式4.4)
(cepstrum 0-7, A cepstrum 0-7)
男性 傚y??
男性 ?經?0.62 
女性 ?緜"?.58 
表4.7:母音中心ベクトルによる/C,p,七,k/の
正規化の平均相対距離比か(式4.4)
(cepstrum 0 - 7, A cepstmm 0 - 7)
男性 傚y??
男性 ?紊2?.44 
女性 ?紊B?.40 
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入力音声
終了
図4.6:個人性ベクトルの推定
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-1　　-0.5　　　0　　　0.5　　　1　　1.5　　　2　　　2.5　　　3
母音中心ベクトルに対する相対距離
図4.7:個人差ベクトル(母音中心ベクトルの差)による正規化
話者1の母音中心ベクトルに対する母音の分布
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-0.2　　-0. 10　　　0. 1　　0.2　　0.3　　0.4　　0.5　　0.6　　0.7　　0.8
母音中心ベクトルに対する相対距離
図4.8:個人差ベクトル(母音中心ベクトルの差)による正規化
話者1の母音中心ベクトルに対する/C,p,七,k/の分布
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0.6　　　　0.7　　　　0.8　　　　0.9　　　　1　　　　1.1　　　1.2
/C,p,t,k/中心ベクトルに対する相対距離
図4.9:個人差ベクトル(/C,p,七,良/中心ベクトルの差)による
正規化(/C,p,t,k/の分布)
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例　ホルマント平面上での個人差
母音中心ベクトルの個人差ベクトルに対する相対距離
図4.10:音素クラスごとの話者1との個人差ベクトル分布
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4.4　まとめ
(
話者の個人性を原因とする認識率の低下-の対策として､ケプストラム
パラメータの特徴ベクトルにおける話者の個人性に関する分析を行なった｡
パラメータ空間での､各話者の各音素は異なったものである｡しかし､話
者性を考慮した場合には､話者ごとの音素の分布に類似性が見られた｡こ
こでは､話者性として5母音の平均ベクトルを考えた｡
次に､特徴ベクトル空間上での話者性の正規化による話者適応について
検討した｡まず､母音中心ベクトルの差ベクトルを個人差とした正規化で
は､ 5母音について効果が見られたが､他の子音では効果が薄い｡
‥　そこで､他の子音群の平均ベクトルを中心ベクトルとして個人性の正規
化を行なった場合､効異が見られた｡
すべての音素クラスの中心ベクトルによる差ベクトルが､一致するなら
ば特徴ベクトル空間での個人性は1個のベクトルで正規化できる｡しか
し､実際には各音素クラスでの中心ベクトルの個人差ベクトルは､かなり
異なったものとなった｡このことから､適切な中心ベクトルの選択が必要と
なってくる｡また､個人性の顕著な音素のみを用いた適応や､中心ベクトル
の選択方法などの検討が必要である｡
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第5章　結論
5.1　まとめ
我々は､マン･マシンインターフェースの1つとして民本語DictationSystem
ゐ商築を目指している.これらの連続音声認識システムの構築の際の課題
はいくつか挙げられるが､そのうちの1つである音響処理レベルでの高精
度化として音素認識率の向上を目指した研究を行なった｡本研究は､これら
の認識率の低下を招く原因である､時間構造の変動や周波数構造の変動の
問題に対して､入力の予備認識結果を用いた話者適応を行なうことによっ
て認識率の向上をはかったものである｡
本論文は､予備認識結果を用いた話者適応として､
1.発声速度の変動-の適応
2.個人性-の適応
に関する研究をまとめたものである｡
以下に､各章で検討した内容とその結果を以下に簡単にまとめる｡
第1章では､本研究の背景､課題､日的､本論文の構成について述べた｡
第2章では､発声速度変動による認識率低下への対策のために､まず､発
声速度を表すパラメータの抽出を行なった｡一般に発声速度と言われるモー
ラ長の分析や､平均モーラ長や平均母音長と音素の持続時間の分析を行な
うことにより実際の認識システムで用いるための発声速度情報として､平
均母音長を用いることができること､そして､音素の持続時間を平均母音
長で表すことができることが分かった｡また､異る発話様式においても同様
に表現できることが分かった｡
つぎに､これらの分析結異に基づき､発声中の平均母音長を用いて､発声
中の各音素の持続時間を予測モデルを提案した｡まず､発話様式が学習デー
タと入力とで異る場合でも､平均母音長を用いた持続時間予測の効果を示
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した｡また､音素環境を考慮した持続時間予測モデルの有効性を単語発声
(
データについて適用し効果を示した｡予測誤差を用いた検討から､提案した
モデルは従来の方法に比較して､予測誤差を抑えることができ､その中で
もコンテキスト依存モデルが最も誤差が小さく､次に簡易コンテキスト依
存モデルが良かった｡ま/た､平均モーラ長よりも平均母音長を用いた予測の
方が精度が良かった｡
第3章では､実際の認識システムに音素持続時間の予測を用いることに
より有効性を検討した｡本研究の目的としている話者適応のためには､入
力の発声速度情報抽出が必要である｡本研究では､入力の予備認識結果か
‥　ら平均母音長を抽出し､その平均母音長を用いて音素の持続時間を予測す
る｡予測誤差の検討から､実質的には長母音の認識を行なう必要がないこ
と､平均母音長を用いた方が予測誤差が少ないことが分かった｡
次に､この持続時間予測モデルを用いて､単語認識実験を行なった｡その
結果､今回提案したコンテキスト依存モデルと簡易コンテキスト依存モデ
ルで従来法よりも高い認識率が得られた｡しかし､予備認識結果を用いた
場合､コンテキスト依存モデルでの認識率が低下した｡これは､音素環境
データの不足と予備認識の誤りによるものと考えられる｡
持続時間予測結果を用いた音素区間の再推定では､予備認識結果と持続
時間予測結果を用いて適応させることで､音素認識率の向上がはかれるこ
とが分かった｡
第4章では､話者の個人性を原因とする､周波数構造の変動-の適応を目
的として､ケプストラムパラメータを用いた特徴ベクトルの個人性に関す
る分析を行なった｡これは､ホルマント平面上で､話者の個人差が定ベクト
ルで表され､話者適応を行なうのに有利である反面､ホルマントの抽出が
困難であることから､安定して求められるケプストラムパラメータで同様
の効果を狙ったものである｡話者ごとに話者性を示す中心ベクトル(5母音
の平均ベクトル)を求め､それに対する各母音の分布を見ることにより､話
者間で中心ベクトルに対する位置関係が類似していることが分かった｡
次に､話者間の個人差を用いて､話者の音素ベクトルを正規化すること
で､話者適応を行なう｡話者の個人性を中心ベクトルとして表していること
から個人差は､その差ベクトルとして表せる｡この差ベクトルを用いて､正
規化を行なうことで､音素ベクトル同士のばらつきを抑えることができた｡
これにより､ケプストラムパラメータを用いた話者適応の可能性が示せた｡
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第5章は､本章であり本論文全体のまとめを行ない､今後の課題について
述べて_いる｡
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5.2　今後の課題
(
本研究では､比較的発声速度変動の少ない､安定した発声の単語発声デー
タによる実験を行なった｡∵実験条件としてはかなり理想的なものであった｡
今後連続発声認識など実用面-の利用のためには､多くの課題が残されて
いる｡その中でも当面の課題を以下に挙げる｡
発声速度-の適応
●今回は､データ不足によりできなかったが､今後､文節発声データ･連
続発声データを用いた有効性の検討を行なう｡
●予備認識の高精度化と連続音声中からの予備認識法に関する検討が必
要である｡
●持続時間予測を直接的に反映できるマッチング法の検討が必要である｡
個人性-の適応
●今回は､ケプストラムパラメータを用いた5母音のみを用いた検討を
行なったが､母音以外の音素での個人性に関する検討が必要である｡
●今回は､個人差としてベクトル間の平行移動のみ考慮したが､ベクト
ル相互間の距離(文字の大きさに相当)も話者により異なる｡この正
規化法の開発も必要である｡
●予備認識結果を利用した話者適応システムの構築が必要である｡
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付録A
212単語全リスト
1　　朝日　　　　　　ASAHI
2　　　色紙　　　　　IROGAMI
3　　　2 #　　　　　　00SAMA
4　　　綿　　　　　　　wATA
5　　　ウイークデー　ⅥIIKUDEE
6　　　ウオツカ　　　woKXA
7　　　安物　　　　　yASⅧ0Ⅳ0
8　　　郵便　　　　　　ⅦⅠⅣ
9　　　夜道　　　　　yoMICHI
1 O　　　昔　　　　　　　MUKASHI
ll　　　最中　　　　　　MOⅣAKA
12　　　南極　　　　　ⅣAⅣ'KYOKU
13　　　日本　　　　　　ⅣIHOⅣ
14　　　抜き打ち　　　NUKIUCHI
15　　　野原　　　　　　ⅣOHARA
16　　　番号　　　　　　BAⅣ'GOO
17　　　美術　　　　　BIJUTSU
18　　　仏教　　　　　BUXXYOO
19　　　弁当　　　　　　BEⅣ'TOU
20　　　暴走　　　　　　BOOSOO
21　　打撃　　　　　　DAGEXI
22　　　ディーゼル　　DIIZERU
23　　　出口　　　　　　DEGUCHI
24　　　外国　　　　　　GAIKOKU
25　　　銀行　　　　　　GIⅣ'Ⅹ00
26　　　偶数　　　　　　GUUSUV
27　　　らくだ　　　　　RAKUDA
28　　　理想　　　　　　RISOO
29　　　連続　　　　　　REⅣ 'ZOKU
30　　労働　一　　　　ROODOO
31　　材料　　　　　　zAIRYOO
32　　　随筆　　　　　　zUIHITSU
33　　　全体　　　　　　zEⅣ'TAI
34　　　増税　　　　　　zoozEI
35　　　博士　　　　　　HAKASE
36　　　平仮名　　　　　HIRAGAⅣA
37　　　封筒　　　　　　mTOO
38　　　変動　　　　　　HE∬DOO
39　　　彩色　　　　　sAISHOXU
40　　　新橋　　　　　　sHIⅣ 'BASHI
4 1　　数学　　　　　　sutlGAKU
42　　　先生　　　　　　sEⅣ'SEI
43　　　速達　　　　　　soxUTATSU
44　　　地理　　　　　　cHIRI
45　　　氷柱　　　　　　TSURARA
46　　　パーティ　　　　PAATII
47　　　ポケット　　　poKETTO
48　　　たそがれ　　　TASOGARE
49　　　手紙　　　　　　TEGAMI
50　　　年上　　　　　　TOSHIUE
51　　神風　　　　　　KAJ4IKAZE
52　　　生糸　　　　　　ⅩⅠITO
53　　　く　らげ　　　　　KURAGE
54　　　計画　　　　　　KEIKAKU
80
55　　　子供　　　　　　KODOMO
56　　　ミュージカル　mJIKARU
57　　　名字　　　　　　MYOOJI
58　　　白夜　　　　　　BYAKUYA
59　　　病欠　　　　　　BYO(iKETSU
60　　　逆回り　　　　　GYA…AWARI
61　　牛肉　　　　　　GⅦIKU
62　　　行政　　　　　　GYOOSEI
63　　　略式　　　　　　RYAXUSHIKI
.64　　　流行歌　　　　RYtTUXOOKA
65　　　良好　　　　　RYOOKOO
66　　　蛇口　　　　　　JAGUCHI
67　　　熟睡　　　　　JVKUSUI
68　　　女性　　　　　JOSEI
69　　　斜面　　　　　　SHA托EⅣ
70　　　習慣　　　　　　smKAⅣ
71　　所帯　　　　　　sEOTAI
72　　　茶色　　　　　　cIIAIRO
73　　　中和　　　　　　CmA
74　　　頂上　　　　　　cEOOJOO
75　　　ピューリタン　PYUURITAⅣ
76　　　客車　　　　　　KYAKUSHA
77　　　急所　　　　　　KYtJUSHO
78　　　居住　　　　　　KYOJUU
79　　　マンガン　　　　把AN'GAⅣ
80　　　山陰　　　　　　sAⅣ'ⅠⅣ
81　　引き付け　　　HIKITSUKE
82　　　薬品　　　　　　yAKUHIⅣ
83　　　_つ　　　　　　　mATSU
84　　　あちこち　　　ACHIKOCHI
85　　　慎み　　　　　　TSUTSUSHIMI
86　　　湿地帯　　　　sHICCⅠⅠITAI
87　　　規則的　　　　KISOKUTEKI
8　　9　0　1　　2　3　4　5　6　　7　8　9　　0　　1　2　　3　4　5　　6　7　　8　9　0　　1　2　3　4　　5　　6　7　8　9　08　　8　　9　　9　　9　　9　　9　　9　　9　　9　　9　　9　　0　　0　　0　　0　　0　　0　　0　　0　　0　　0　　1　　1　　1　　1　　1　　1　　1　　1　　1　　1　　2
1　　1　　1　　1　　1　　1　　1　　1　　1　　1　　1　　1　　1　　1　　1　　1　　1　　1.1　　1　　1
空き地　　　　　AXICⅡⅠ
バーベキュー　BAABⅨⅥⅣ
ビーバー　　　　BIIBAA
居合い抜き　　IAINUKI
お手植え　　　oTEUE
無愛想　　　　BUAISDO
青々　　　　　　AOAO
ずわいがに　　ZtJWAIGAⅣI
上手なげ　　　tWATEⅣAGE
祝い　　　　　ⅠVAI
白魚　　　　　　sIEAUO
泡　　　　　　　AWA
異様　　　　　IYOO
誤り　　　　　　AYAMARI
医薬品　　　　IYAKUHIⅣ
プリン　　　　　PURIⅣ
黒足袋　　　　　KUROTABI
誠　　　　　　　比AK OTO
あけぼの　　　AKEBOⅣ0
故郷　　　　　　HURUSATO
寝椅子　　　　ⅣEISV
泥池　　　　　　DOROIKE
越後　　　　　　ECHIGO
餌場　　　　　　ESABA
漕ぎ手　　　　KOGITE
お兄さん　　　oⅣⅠISAⅣ
石組み　　　　ISHIGUMI
偽物　　　　　　ⅣISEJ40Ⅳ0
虚無僧　　　　KOMUSOO
せせらぎ　　　sESERAGI
月曜日　　　　　GETSUYOOBI
めくれ　　　　　MEKURE
手絞り　　　　　TESHIBORI
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1　　2　　3　　42　　2　　2　　21　　1　　1　　1
5　　6　　7　　8　　92　　2　　2　　2　　21　　1　　　1　　1　　　1
0.1　　23.3　　31　　1　　　1
3　　4-3　　1　　　1
135
6　　73　　31　　1
8　　9　　03　　3　　41　　1　　　1
1　　24　　41　　1
3　　44　　41　　　1
5　　64-　41　　　1
147
8　　94-　41　　　1
0　　15　　51　　　1
2　　35　　51　　　1
料　ぐ　表　県　替　　事　り数　き　数　重　め　猟　似　乗　労手　起　工　三　話　鴨　兵　船　過
せ
え
生真面目
り　歯
穂　掘　れ　窓稲　芋　入　小
打ち止め
り　出　ぎ　り　め　様　グ　れ
務　眠　の　ぬ　ね　責　模　ル　ぞ　分　々事　居　日　く　う　水　空　オ　み　親　我
エポック
桶　　行
般　知　え　ば　奉　ぶ全　開　肥　そ　町　こ
TESUVRYOO　　154　　　ごぼう　　　　　GOBOO
OKIGUSE　　　　155　　　土台　　　　　　DODAI
KOOSmYOO　　156　　　送迎　　　　　　sooGEE
MIEKEⅣ　　　　1 57　　　卵　　　　　　　TA比AGO
TSⅧEKAE　　　1 58　　　塗布　　　　　　TOHU
KAHORYOO　　　159　　　目鼻立ち　　　MEHAⅣADACHI
MANEGOTO　　　160　　　偉大　　　　　IDAI
HUNAⅣORI　　　161　　意義　　　　　IGI
KAROO　　　　　162　　　ひげ　　　　　HIGE
XIMAJIME　　　163　　　意地`　　　IJI
IⅣAHO　　　　　164　　　違反　　　　　IHAⅣ
IMOHORI　　　　165　　　壷　　　　　　　TSUBO
IREBA　　　　　166　　　うどん　　　　UDOⅣ
KOImDO　　　　167　　　すごろく　　　suGOROKU
UCHIDOME　　　168　　　遊歩道　　　　yuUHODO0
JIMU　　　　　　169　　　火山　　　　　　KAZAⅣ
IⅣEMURI　　　　1 70　　　弾み　　　　　　HAZⅧI
HIⅣODE　　　　171　　乱打　　　　　　RAⅣ IDA
KUNUGI　　　　172　　　漢字　　　　　　KAⅣ 'JI
ⅧERI　　　　　173　　　監査　　　　　　KAⅣ 'SA
MIZUZEME　　　174　　　運送　　　　　　Ⅷ 'Soo
SORAMOY00　　175　　　前方　　　　　　zEⅣ 'POD
ORUGU　　　　176　　　合算　　　　　GASSAⅣ
HIZORE　　　　　177　　　一心　　　　　ISSHIⅣ
OYABUⅣ　　　　178　　　和尚　　　　　　osHOO
WAREWARE　　　179　　　居留守　　　　IRUSU
EPOKKU　　　　　180　　　無能　　　　　　…oo
ZEⅣ'PAⅣ　　　181　　突っ張り　　　TStJPPARI
XAⅣ 'CHI　　　　182　　　元気　　　　　　GEⅣ 'KI
KOEOKE　　　　183　　　寸志　　　　　　suN 'SHI
SOBA　　　　　184　　　霧吹き　　　　KIRIHUKI
MACHIBUGYOO　185　　　服装　　　　　　HtJKUSOO
KOBU　　　　　186　　　いで参　　　　IDEYO
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7　　88　　81　　　1
9　　0　　18　　9　　91　　1　　1
192
3　　49　　91　　1
L9　6　　7　8　9　0　1
9　　9.9　　9　　91　　1.　l 1 1
0　　02　　2
202
3　　40　　02　　2
5　　60　　02　　2
7　　8　　9　　0　　1　　20　　0　　0　　1　　1　　12　　2　　2　　2　　2　　2
床　定　音　家　源苗　検　本　分　根
引っ越し
野き　し襲方守週上　場　工　集風印分力軒序州銃厳書　掃　し　空　土　子　次　地　入　施　招　突　調　春　弾　印　順　本　巻　荘
だ　舞　　　　り
明証
ⅣAEDOKO
XEy I TEI
HOⅣ ∫ ⅣE
BUN I KE
KDⅣ TGEⅣ
HIKKOSHI
YOSHIⅣO
HAKIDAME
SHISHIMAI
KUtlS HtTU
D OKATA
XOMORI
JISm
CHIJOO
mJOO
SEXOO
SHOOSm
TO PPUU
CHOOIⅣ
SHUⅣ ∫ BU打
DAⅣ I RYOXU
IⅣ I KA∬ ) SHOOHEE
JUⅣI JO
HOⅣJSm
KE打 ∫ JⅥJ
SDOGOⅣ
83
