Abstract: In recent years, global navigation satellite system (GNSS)-based navigation in high earth orbits (HEOs) has become a field of research interest since it can increase the spacecraft's autonomy, thereby reducing the operating costs. However, the GNSS availability and the GNSS-based navigation performance for a spacecraft orbiting above the GNSS constellation are strongly constrained by the signals' power levels at the receiver position and the sensitivity. The simulated level of signal power at the receiver's position may considerably increase or decrease when assuming different gain/attenuation values of the transmitter antenna for a certain azimuth and elevation. Assuming a slightly different antenna pattern therefore may significantly change the simulated signal's availability results and accordingly the simulated navigation accuracy, leading to an inexact identification of the requirements for the GNSS receiver. This problem particularly concerns the case of orbital trajectories above the GNSS constellation, where most of the signals received are radiated from the secondary lobe of the transmitters' antennas, for which typically very little information is known. At the time of this study, it was possible to model quite accurately the global positioning system (GPS) L1 antenna patterns for the IIR and IIR-M Blocks because of the precise information available. No accurate information was available for the GPS L1 antenna patterns of the IIF Block. Even less accurate information was available on the GPS L5 antenna patterns. In this context, this paper aims at investigating the effect of different antenna pattern assumptions on the simulated signal availability and on the consequent simulated navigation performance of a spaceborne receiver orbiting in a very highly elliptical orbit from the Earth to the Moon. Initially the impact of averaging the transmitter's antenna gain over the azimuth, a typical assumption in many studies, is analyzed. Afterwards, we also consider three different L5 antenna patterns assumed in the literature (the precise L5 patterns are unfortunately not yet fully available). For each of the considered antenna pattern assumptions, we simulate received signal power level, availability, geometric dilution of precision (GDOP), and navigation accuracy in order to evaluate their different effects. After identifying the most conservative assumptions for the transmitters' antenna patterns, for each elevation of the receiver antenna, we also compute the number of available GNSS observations and analyze their distribution. Moreover, possible aiding of the acquisition process using the prediction of the elevation at which the signal is transmitted, as well as the elevation at which the signal is received, are discussed. Finally, the impact on the GDOP of using only signals transmitted from certain angle intervals of the transmitter antenna pattern and the importance of selecting the transmitters that provide the best GDOP (in the case of a receiver with a limited number of channels) are considered and discussed.
Introduction
Global navigation satellite system (GNSS) in space applications started to be investigated in the mid to late 1970s, while in 1982 the first spacecraft flew with an onboard spaceborne receiver [1] . Since then, the use of GNSS at low earth orbit (LEO) has been successfully adopted, favored by the strong signal powers and the good relative geometry that a receiver at these altitudes experiences. Moreover, the great benefits of GNSS-based navigation over conventional ground-based methods, such as increased spacecraft's autonomy and reduced operational costs, as well as the will to improve the achieved accuracy, motivated the investigation of global positioning system (GPS) at higher altitudes, leading to the first recordings beyond LEO in 1997. The eagerness to exploit GNSS signals at higher orbits has increased in recent years, keeping in mind new innovations such as improved weather prediction, exploration moon missions and beyond, formation flying, etc.
Although space users showed great enthusiasm for GNSS-based navigation, they had to face important difficulties compared to earth users. Indeed, primarily intended for earth navigation, initial GPS system specifications (such as minimum received power level and availability) covered only earth users or up to 14 • half angle of the transmitters' antenna [1] . Due to the great utility for space users above 14 • and the significant changes between the different blocks, space users wanted formal specifications to be included. Efforts to include space service volume (SSV) did not start until the 1990s and it was in February 2000 when space requirements were officially included. However, this was not enough, and further improvements were needed. GPS III included new space requirements: (1) SSV was further subdivided in two regions, medium earth orbit space service volume (MEO SSV) (3000-8000 km) and geostationary earth orbit/high earth orbit space service volume (GEO/HEO SSV) (8000-36,000 km) and (2) specified worst case signal strength and availability. Even though it is clear that processing signals from the side lobes can significantly improve the availability (and the receiver/transmitters geometry) in GEO/HEO, so far, for many GNSS signals and GNSS satellites blocks, detailed specifications of the transmitters' side lobes have not been yet explicitly stated. As tated in [2] , "Protection of GPS Side Lobes through Specification is critically important to 'Do No Harm' to current and future users of SSV". Under these circumstances, a GPS receiver in GEO/HEO should be able to process signals transmitted from the side lobes of the GPS antenna patterns. The lower power levels that these signals have, compared to the ones transmitted from the main lobe, affect the range accuracy with higher receiver noise. Moreover, if the receiver's sensitivity is not high enough, the availability of GNSS signals can be drastically lower, with a consequent worsening of the geometric dilution of position (GDOP), or in the worst case preventing the computation of the navigation solution, for which at least four observations are needed.
In this context, in order to correctly simulate the GNSS-based navigation performance of a spaceborne receiver, the assumptions on the GNSS antenna patterns are very important and delicate, especially on the side lobes. The main lobe is well known and no assumptions are needed. Figures 1 and 2 show, respectively, the angle from the antenna boresight at which the signals are transmitted by the GPS satellites (for each pseudo random noise (PRN)) and the number of signals that have been transmitted from the main lobe or the side lobes, for a direct moon transfer orbit (MTO), presented in Section 2. As can be observed, in the case of space users operating in all SSV and up to the Moon, most of the signals would be acquired and tracked from the side lobes. Evidently, correctly modeling the side lobes of the transmitters' antennas is very important as it would directly affect the navigation performance at the high altitudes obtained in simulation. In our previous research [6] , we investigated the feasibility of using GNSS as navigation system to reach the Moon; in [7] we described the implementation of an orbital filter in order to improve the navigation accuracy; in [8] we detailed how such a filter can be used for aiding purposes; in [9] we demonstrated the GNSS accuracy at GEO altitude achieved with the developed orbital filter considering that the receiver is able to process different signal combinations. However, the lack of information about the transmitters' antenna patterns has always limited the level of accuracy. Considering the importance of the antenna pattern assumptions, in this research we aim to evaluate the effects of different antenna pattern assumptions when simulating the performance of a GNSSbased navigation system for space missions, in order to identify the most conservative assumptions to be used in our future simulations and tests. Elements like experienced signal levels, availability, GDOP and ranging error were computed for different antenna patterns assumptions. Moreover, the impact of different antenna pattern assumptions on the navigation solutions obtained using the single-point least squares technique and an orbital filter was analyzed. Initially, we evaluated the effect of averaging the gain pattern in azimuth for the GPS L1 signals and then we explored the impact of assuming different GPS L5 patterns available from the literature. Furthermore, information on the elevation angles of the transmitter and receiver antenna patterns of the available GNSS signals is also considered and analyzed.
These evaluations were carried out considering the characteristics of the "SANAG" (spaceborne autonomous navigation based on GNSS) receiver, a proof-of-concept GPS receiver under development in our laboratory, specifically for lunar missions. The considered MTO is an interesting trajectory case, as it includes the signals' characteristics of the SSV and beyond, up to the Moon. Aerospace 2017, 4, 44 3 of 34 released so far, causing possible inaccuracies in the results of the published researches. In [5] , for instance, only an example of L5 pattern for only one PRN (PRN 5, from block IIR-M) is reported, and without detailing how this pattern was approximated from the available data. In our previous research [6] , we investigated the feasibility of using GNSS as navigation system to reach the Moon; in [7] we described the implementation of an orbital filter in order to improve the navigation accuracy; in [8] we detailed how such a filter can be used for aiding purposes; in [9] we demonstrated the GNSS accuracy at GEO altitude achieved with the developed orbital filter considering that the receiver is able to process different signal combinations. However, the lack of information about the transmitters' antenna patterns has always limited the level of accuracy. Considering the importance of the antenna pattern assumptions, in this research we aim to evaluate the effects of different antenna pattern assumptions when simulating the performance of a GNSSbased navigation system for space missions, in order to identify the most conservative assumptions to be used in our future simulations and tests. Elements like experienced signal levels, availability, GDOP and ranging error were computed for different antenna patterns assumptions. Moreover, the impact of different antenna pattern assumptions on the navigation solutions obtained using the single-point least squares technique and an orbital filter was analyzed. Initially, we evaluated the effect of averaging the gain pattern in azimuth for the GPS L1 signals and then we explored the impact of assuming different GPS L5 patterns available from the literature. Furthermore, information on the elevation angles of the transmitter and receiver antenna patterns of the available GNSS signals is also considered and analyzed.
These evaluations were carried out considering the characteristics of the "SANAG" (spaceborne autonomous navigation based on GNSS) receiver, a proof-of-concept GPS receiver under development in our laboratory, specifically for lunar missions. The considered MTO is an interesting trajectory case, as it includes the signals' characteristics of the SSV and beyond, up to the Moon. In the case of GPS L1 and L2, antenna gain data and relative phase data has been released for Blocks IIR and IIR-M [3] . On the other side, Boeing, which is responsible for building GPS Block IIF satellites, has not released any similar document yet. Even more obscure is the information regarding GPS L5 antenna directivity data. Existing information used by researchers is usually an approximation of the expected patterns using the information in [4] . No definite data have been released so far, causing possible inaccuracies in the results of the published researches. In [5] , for instance, only an example of L5 pattern for only one PRN (PRN 5, from block IIR-M) is reported, and without detailing how this pattern was approximated from the available data.
In our previous research [6] , we investigated the feasibility of using GNSS as navigation system to reach the Moon; in [7] we described the implementation of an orbital filter in order to improve the navigation accuracy; in [8] we detailed how such a filter can be used for aiding purposes; in [9] we demonstrated the GNSS accuracy at GEO altitude achieved with the developed orbital filter considering that the receiver is able to process different signal combinations. However, the lack of information about the transmitters' antenna patterns has always limited the level of accuracy. Considering the importance of the antenna pattern assumptions, in this research we aim to evaluate the effects of different antenna pattern assumptions when simulating the performance of a GNSS-based navigation system for space missions, in order to identify the most conservative assumptions to be used in our future simulations and tests. Elements like experienced signal levels, availability, GDOP and ranging error were computed for different antenna patterns assumptions. Moreover, the impact of different antenna pattern assumptions on the navigation solutions obtained using the single-point least squares technique and an orbital filter was analyzed. Initially, we evaluated the effect of averaging the gain pattern in azimuth for the GPS L1 signals and then we explored the impact of assuming different GPS L5 patterns available from the literature. Furthermore, information on the elevation angles of the transmitter and receiver antenna patterns of the available GNSS signals is also considered and analyzed. These evaluations were carried out considering the characteristics of the "SANAG" (spaceborne autonomous navigation based on GNSS) receiver, a proof-of-concept GPS receiver under development in our laboratory, specifically for lunar missions. The considered MTO is an interesting trajectory case, as it includes the signals' characteristics of the SSV and beyond, up to the Moon.
Following a description of the models and assumptions (in Section 2), in the first part of the paper (in Sections 3 and 4) , we analyze the effect of assuming different transmitter antenna patterns on the signal power level at the receiver's position, on the availability, on the GDOP, and finally on the navigation accuracy. The analysis was performed for the signals that the SANAG receiver can process and then for GPS L1 C/A (in Section 3) and for GPS L5 (Section 4), for which we considered different antenna patterns information publically available. Once we have identified the most conservative antenna patterns both for L1 and L5 (in Section 5), we focus on the elevation at which the signals are received during the full MTO; such a study can provide useful information for the design of the receiver antenna, specifically for the mission considered. Furthermore (in Section 6), we investigate the relationship between the signal's availability at the receiver's position and the angle from the transmitter antenna's boresight at which the same signal was transmitted. As specified in this manuscript (in the beginning of Section 6), this relation is of interest since the prediction of the elevation at which the signal is transmitted, as well as the elevation at which the signal is received, combined with the knowledge of the transmitter and receiver antenna patterns, can be used to aid the acquisition process and better attribute the available tracking channels. Similarly (in Section 7), we also analyze the relationship between the angle at which the signals are transmitted from the GPS satellites and their relative geometry with respect to the receiver, which can also be exploited to aid in the signal acquisition process. Finally, Section 8 gives a summary of the conclusions obtained during this work.
Models and Assumptions
For our simulations, the highly accurate multi-GNSS simulator "Spirent GSS8000" was used to simulate realistic GPS signals for different antenna patterns [10] . Basically, we defined the trajectory, the antenna patterns, the transmitters' ephemeris, the signal level characteristics of all simulated carrier frequencies at the radio frequency (RF) output, and the Spirent simulator provided simulated signals power levels at the receiver position. In our tests, we defined the GPS constellation of 29 satellites according to the almanac of 1 July 2005. The other assumptions are presented in the following paragraphs of this section.
Receiver's Dynamics and Kinematics
For this work, an accurate MTO trajectory of the receiver was generated using the Astrogator Tool of system tool kit (STK) [11] , and after provided as reference trajectory in our Spirent simulator, as user motion text (UMT) (user motion) file.
The considered MTO is illustrated in Figure 3 , where is identified by the yellow curve in LEO and the blue curve in HEO with perigee at the Moon altitude. In this trajectory, a GNSS receiver experiences all signal characteristics that it would experience orbiting at different altitudes in space (from LEO to the Moon). Following a description of the models and assumptions (in Section 2), in the first part of the paper (in Sections 3 and 4) , we analyze the effect of assuming different transmitter antenna patterns on the signal power level at the receiver's position, on the availability, on the GDOP, and finally on the navigation accuracy. The analysis was performed for the signals that the SANAG receiver can process and then for GPS L1 C/A (in Section 3) and for GPS L5 (Section 4), for which we considered different antenna patterns information publically available. Once we have identified the most conservative antenna patterns both for L1 and L5 (in Section 5), we focus on the elevation at which the signals are received during the full MTO; such a study can provide useful information for the design of the receiver antenna, specifically for the mission considered. Furthermore (in Section 6), we investigate the relationship between the signal's availability at the receiver's position and the angle from the transmitter antenna's boresight at which the same signal was transmitted. As specified in this manuscript (in the beginning of Section 6), this relation is of interest since the prediction of the elevation at which the signal is transmitted, as well as the elevation at which the signal is received, combined with the knowledge of the transmitter and receiver antenna patterns, can be used to aid the acquisition process and better attribute the available tracking channels. Similarly (in Section 7), we also analyze the relationship between the angle at which the signals are transmitted from the GPS satellites and their relative geometry with respect to the receiver, which can also be exploited to aid in the signal acquisition process. Finally, Section 8 gives a summary of the conclusions obtained during this work.
Models and Assumptions
Receiver's Dynamics and Kinematics
The considered MTO is illustrated in Figure 3 , where is identified by the yellow curve in LEO and the blue curve in HEO with perigee at the Moon altitude. In this trajectory, a GNSS receiver experiences all signal characteristics that it would experience orbiting at different altitudes in space (from LEO to the Moon). 
Assumed Receiver Characteristics
As mentioned, in this study we assumed the characteristics of the spaceborne receiver "SANAG" [12] under development in our laboratory, which is designed to acquire L1 C/A signals with a sensitivity of 15 dB-Hz (when aided by an orbital filter) and to track both L1 C/A and L5Q signals, respectively with a tracking sensitivity of 15 dB-Hz and 12 dB-Hz. In particular, note that the tracking strategy adopted includes the use of ionosphere-free observations combinations for some of the signals crossing the ionosphere, in order to mitigate their ionospheric delay. More detailed information about the tracking strategy adopted in the SANAG receiver can be found in [12] .
The SANAG receiver observations are processed by an orbit determination filter, described in detail in [7, 13] , able to significantly improve the achievable navigation accuracy.
The SANAG receiver is assumed to be completely autonomous, able to provide orbit determination without the need for any additional external information, which is not an integral part of the GPS signal data message. Therefore only code-based observations are assumed, while we did not consider the use of more accurate carrier phase observations, since only their fractional part is measured by the receiver and therefore they would rely on additional corrections (not part of the data message) to solve their unknown integer ambiguities. However, it is important to mention that signals transmitted by the satellite based augmentation system (SBAS) geostationary satellites may also be processed by an orbiting spaceborne receiver to improve the navigation performance. Firstly they could be used as a source of real-time precise orbit and clock corrections, allowing for the processing of carrier-phase observations and then for precise orbit determination (POD). Moreover, the number of collected ranging observations could be increased (increasing the availability) as well as the integrity (since SBAS signals contain information about the GNSS signals that should not be tracked because affected by larger errors) and therefore the achievable navigation accuracy eventually.
The signal power received at the receiver position is modeled as follows, taking into account the gain patterns of both transmitter and receiver antennas and the free space signal propagation losses:
where P ICD is the guaranteed minimum signal level for a receiver on Earth (as specified in signal-in-space specifications document); O G is the global offset (set to match the same level of signals as when real ones are received), LFS is the free space loss; L TX and L RX are the loss due to the transmitter's antenna pattern and receiver's antenna pattern, respectively; and ϕ, φ represent the elevation and azimuth of the transmitter antenna pattern, respectively. Note that in the rest of the paper, the elevation is meant to be the angle from the antenna boresight, while the azimuth is the angle around the antenna boresight. The P ICD for GPS L1 C/A and GPS L5Q was assumed to be −128.5 dBm and −127 dBm, respectively, according to the interface control document (ICD) documents [4, 14] ; in addition, a global offset of 3 dB for both signals was assumed to account for the difference between the minimum power transmitted and the real one [6] .
It should also be mentioned that a Spirent simulator has some bounds on the available signal power level range that can be generated. Indeed, the upper and lower bound are [ The GPS observations were modeled as in our previous study [9] . Table 1 summarizes the assumptions used in the models. 
Pseudorange rate
. The published data in [3] for GPS L1 C/A Blocks IIR and IIR-M were used to model these blocks satellites' antenna patterns. The measured antenna gain data and relative phase data for each transmitter of Block IIR and IIR-M are provided for L1 and L2 signals by Lockheed Martin in Appendix B and C of [3] . In [15] , we can see that some of the IIR satellites use the legacy antenna pattern, while the remaining part and all the IIR-M satellites use the improved antenna pattern. For the benefit of terrestrial and space GPS users, the improved pattern includes a new design of the L-band elements mounted on the spacecraft's Earth-facing structure. Meanwhile, for the GPS Block IIF satellites (built by Boeing), similar data have not been released. Logically, the antenna patterns used for GPS IIF Block should be at least as good as the improved antenna pattern used from Lockheed Martin. Thus, we decided to use a single 3D pattern for the satellites of Block IIF, where for each azimuth and each elevation the gain is the mean of the gains at the same azimuth and elevation of all the transmitters' patterns with the improved antenna pattern in [15] . This pattern is illustrated in Figure 4 , while in Appendix A of [3] all the gain patterns for each satellite of the IIR and IIR-M Blocks are shown.
In the same figure is shown the assumed 2D antenna pattern for the satellites of Block IIF, which is the mean of the gains for different azimuth (in the same figure). In the same way the 2D patterns were formed for each satellite of block IIR and IIR-M from their respective patterns, shown in Appendix A of [3] . 
L5 Antenna Patterns
In this study three different options for the L5 pattern were used, approximated from the L1 patterns following the principle explained in [16] . We carried out a signal characteristics analysis for three different assumptions on the L5 antenna gain patterns:
1. L5 antenna pattern 1. In the first case we modeled a different L5 antenna gain pattern for each satellite of IIR and IIR-M Blocks and only one L5 pattern for all the satellites of GPS IIF Block.
For each IIR satellite and IIR-M satellite we derived the L5 patterns from the GPS L1 assumed patterns as follows:
(1) First, for each satellite, we computed a 2D pattern from the L1 detailed 3D pattern, where the gain for each elevation is the mean value of the gains for L1 for the same elevation and for all azimuths. (2) Second, maintaining the gain unchanged, we multiplied each elevation angle by a 1.1 factor.
Thus, essentially the 2D gain pattern of L5 differs from the one of L1 only in elevation. To form the single L5 pattern used for all the IIF satellites from the L1 pattern, the same procedure was adopted.
2. L5 antenna pattern 2. In the second case we used the same pattern as the one defined for IIF satellites in the first case, for all GPS L5 satellites. 3. L5 antenna pattern 3. In this case we used the pattern provided in [5] .
In Figure 5 is shown in blue the assumed L5 antenna gain pattern for the IIF satellites (in the first case) approximated from the L1 antenna gain pattern as explained above, also used in the second case for all GPS satellites. In red we can see the L5 antenna pattern 3. 
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Global Positioning System (GPS) L1 Receiver: 2D Pattern vs. 3D Pattern
The transmitters' antenna patterns vary not only among the elevation, but also among the azimuth angles. This is also confirmed by the data made public in [3] . On one side the gain variation for the elevations used for terrestrial services is less than 1.5 dB, but, on the other side, this variation becomes very significant for the remaining part of the main lobe, and moreover it reaches values larger than 10 dB for the side lobes. Hence, the resultant performance when a signal is tracked at same elevation but at different azimuth would be different, especially for signals processed from the side lobes. However, due to a lack of precise antenna directivity data, in many research studies, this element is neglected. In most studies, a 2D antenna pattern is assumed, where the gain value is a function of the different elevations, but not of the different azimuth, for which an average value is assumed. In this case, the term L in Equation (1) will be only function of the elevation φ.
In this context, this section aims at comparing quantitatively and qualitatively the GNSS performance obtained when assuming 3D antenna patterns with the one when 2D antenna patterns are considered.
Received Signal Power Levels
As a minimum of four signals are required for a standalone GPS navigation solution, Figures 6-9 display the first-, second-, third-, and fourth-highest received power levels of the GPS L1 C/A signals at the receiver position as a function of the altitude, during the full considered trajectory, when assuming a 0 dBi receiver antenna gain, when the GPS L1 transmitter antenna is assumed to have a 3D pattern (in blue) and a 2D pattern (in red). The highest received signal powers ( Figure 6 ) are very similar for both assumed patterns, which is explained by the fact that the signal comes from the main lobe of the transmitter antenna pattern; the main lobe patterns are very similar for 2D and 3D patterns, as also shown in Figure 4 , because the main lobe pattern is well specified and there is a very small gain variance for different azimuth angles. The second-highest received signal powers reflect more differences, mostly at the end of the trajectory, as most of these signals come from the side lobes, where the dependency of the transmitter's antenna gain with the azimuth is more evident; the differences are more notable in the case of the third-highest received power during the entire MTO.
As with four signals we would be able to compute the navigation solution, the fourth received signal power is of highest interest for us. What we can notice from Figure 9 is that in the case of 3D pattern the fourth-highest received signal power is sometimes lower than −170 dBm. On the other hand, this is never the case for the 2D pattern. Observing Figure 9 carefully, we can notice that the received powers are different; however, it is hard to have clear evidence, in which case the received powers are higher. For a better understanding of the effect of the two considered patterns, in the next section we will investigate the signals' availability. 
Global Positioning System (GPS) L1 Receiver: 2D Pattern vs. 3D Pattern
The transmitters' antenna patterns vary not only among the elevation, but also among the azimuth angles. This is also confirmed by the data made public in [3] . On one side the gain variation for the elevations used for terrestrial services is less than 1.5 dB, but, on the other side, this variation becomes very significant for the remaining part of the main lobe, and moreover it reaches values larger than 10 dB for the side lobes. Hence, the resultant performance when a signal is tracked at same elevation but at different azimuth would be different, especially for signals processed from the side lobes. However, due to a lack of precise antenna directivity data, in many research studies, this element is neglected. In most studies, a 2D antenna pattern is assumed, where the gain value is a function of the different elevations, but not of the different azimuth, for which an average value is assumed. In this case, the term L TX in Equation (1) will be only function of the elevation ϕ.
Received Signal Power Levels
Availability and Geometric Dilution of Precision (GDOP)
In this study the i-th GPS observation is considered available if the corresponding i-th GPS L1 C/A signal is acquired and tracked. According to the capability of the SANAG receiver, the i-th GPS L1 C/A signal: Note that once the receiver is orbiting above the ionosphere upper bound, the few GPS L1 C/A signals that cross the ionosphere are discarded, since they may be affected by large ionospheric delay due to the double crossing of the ionosphere. Figure 10 illustrates the availability of satellites as a function of the altitude, during the full considered trajectory, for both considered antenna patterns, assuming 10 dBi receiver antenna gain. From this plot we cannot conclude for which pattern the availability is higher, however we can see that when assuming a 3D pattern it happens much more often to lose a satellite for a short time and track it again shortly after, compared to the case when we are using a 2D pattern. This is expected as, in the case of a 3D pattern, the gain might change a lot for different azimuth, more often causing a sudden loss of sight on a satellite. Another way to distinguish the impact of averaging the antenna 
In this study the i-th GPS observation is considered available if the corresponding i-th GPS L1 C/A signal is acquired and tracked. According to the capability of the SANAG receiver, the i-th GPS L1 C/A signal:
Is acquired if the corresponding signal power is equal to or stronger than 20 dB-Hz without any interruption in the time interval [t k − 5 min, t k ], or if it is weaker than 20 dB-Hz but stronger than 15 dB-Hz without any interruption in the time interval
Is tracked if the corresponding signal power is equal to or stronger than 15 dB-Hz.
Note that once the receiver is orbiting above the ionosphere upper bound, the few GPS L1 C/A signals that cross the ionosphere are discarded, since they may be affected by large ionospheric delay due to the double crossing of the ionosphere. Figure 10 illustrates the availability of satellites as a function of the altitude, during the full considered trajectory, for both considered antenna patterns, assuming 10 dBi receiver antenna gain. 
In this study the i-th GPS observation is considered available if the corresponding i-th GPS L1 C/A signal is acquired and tracked. According to the capability of the SANAG receiver, the i-th GPS L1 C/A signal: Note that once the receiver is orbiting above the ionosphere upper bound, the few GPS L1 C/A signals that cross the ionosphere are discarded, since they may be affected by large ionospheric delay due to the double crossing of the ionosphere. Figure 10 illustrates the availability of satellites as a function of the altitude, during the full considered trajectory, for both considered antenna patterns, assuming 10 dBi receiver antenna gain. From this plot we cannot conclude for which pattern the availability is higher, however we can see that when assuming a 3D pattern it happens much more often to lose a satellite for a short time and track it again shortly after, compared to the case when we are using a 2D pattern. This is expected as, in the case of a 3D pattern, the gain might change a lot for different azimuth, more often causing a sudden loss of sight on a satellite. Another way to distinguish the impact of averaging the antenna From this plot we cannot conclude for which pattern the availability is higher, however we can see that when assuming a 3D pattern it happens much more often to lose a satellite for a short time and track it again shortly after, compared to the case when we are using a 2D pattern. This is expected as, in the case of a 3D pattern, the gain might change a lot for different azimuth, more often causing a sudden loss of sight on a satellite. Another way to distinguish the impact of averaging the antenna pattern on the availability is to plot the total number of observations available, as shown in Figure 11 . From this plot we can see that, depending on the portion, the availability might be higher for either a 3D or a 2D pattern. However, it is interesting to notice that in the case of a 2D pattern after 200,000 km altitude, the number of satellites available has a lower standard deviation compared to using a 3D pattern. Hence, in the case of a 3D pattern there are more outages, as well as more peaks in the number of satellites. The precise statistics on the availability are computed for the entire MTO as well as for three representative portions, as defined in Table 2 . They are reported in Table 3 , where the two assumed patterns are more concretely compared.
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In Table 3 the statistics of the availability are reported for the three representative 500 min portions (as defined in Table 2 ) of the trajectory and during the full trajectory, for both assumed patterns. As we can see in the first portion, the availability is slightly higher when assuming a 2D pattern; however, in the second and third portion assuming a 3D pattern would result in slightly higher availability. Finally, as expected, averaging the pattern results in different availability, although not significant; for instance, considering the full trajectory, the difference is less than 1% or less than 0.2 satellites observed on average per epoch (1 s).
Another important piece of information related to the availability is the continuity of the signal as time interval duration when the signal is continuously available. This information is very useful for the acquisition module design. The continuity can be expressed in terms of percentage of continuous time intervals with the duration equal to or longer than a time interval T. This is shown in Figure 13 for both assumed patterns, for the full trajectory and the defined portions. less than 0.2 satellites observed on average per epoch (1 s). Another important piece of information related to the availability is the continuity of the signal as time interval duration when the signal is continuously available. This information is very useful for the acquisition module design. The continuity can be expressed in terms of percentage of continuous time intervals with the duration equal to or longer than a time interval T. This is shown in Figure 13 for both assumed patterns, for the full trajectory and the defined portions. 
Ranging Error
This section focuses on the impact of the two different assumed antenna patterns on the pseudorange error. The pseudorange error is the sum of different errors affecting the measurement, as we can see from Table 1 . In this study, all the pseudorange errors were modeled as in our previous study [9] . However, it is relevant to mention here that, assuming the use of code based observations (as for the SANAG receiver), the code tracking thermal noise error is the main error affecting the pseudorange whose standard deviation can change over time due to a different signal power level at the receiver position, and then due to a different transmitter's antenna pattern model. Hence, for the two considered antenna patterns, for simplicity, we only report the simulated code tracking thermal noise.
According to [17] , for binary phase shift keying (BPSK) modulations, the thermal noise code tracking jitter is: 
According to [17] , for binary phase shift keying (BPSK) modulations, the thermal noise code tracking jitter is:
with B n the code loop noise bandwidth (in Hz), D the early-to-late correlator spacing (in chips), T the coherent integration time (in s), B f e the double-sided front-end bandwidth (in Hz), R c = 1/T c the chipping rate (in chips/s) and C/N 0 the carrier to noise ratio (in dB-Hz). In this work we assumed: B n = 0.1 Hz and T = 20 ms for both signals; D = 0.25 chips for L1 and D = 0.8 chips for L5; B f e = 13 MHz for L1 and B f e = 40 MHz for L5. Figures 14 and 15 show respectively the mean and max σ tDLL , assuming 10 dBi antenna gain for the receiver. The mean and max code tracking thermal noise error are computed among the signals available at the same instant. For instance, the σ tDLL for each available signal is displayed in Figure 16 in case of the 3D L1 antenna pattern assumption, as a function of the altitude. We can see from Figure 14 that it is difficult to state which antenna pattern (3D or 2D) would result in higher thermal noise, and thus ranging error. For example, at the beginning of the trajectory, up to 60,000 km, using the 3D pattern would bring a higher thermal noise, however from 75,000 km to 160,000 km using the 2D pattern would result in higher thermal noise. Finally, based on these results, using a 2D or 3D pattern would result in different σ tDLL for each pseudorange; however, when computing the mean σ tDLL , the difference becomes small. From Figure 15 we can notice that at the beginning of the trajectory, up to 50,000 km the maximal σ tDLL would be higher when assuming a 3D L1 pattern. It is important to note that the σ tDLL for both 3D and 2D patterns does not exceed a certain value (approximately 10 m), which corresponds to the weakest signals that the receiver can process due to its limited sensitivity.
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Navigation Solution
In this section the impact on the navigation solution when assuming a 2D L1 antenna pattern and a 3D L1 antenna pattern are compared. Initially the impact on the standalone GPS navigation solution is evaluated. In this case, we computed the single-epoch least squares position and velocity estimation errors. The accuracy given by unfiltered single-epoch least squares estimations would be very coarse at Moon altitude, not fulfilling the mission requirements. Indeed, at Moon altitude, the relative geometry between the GPS satellites and the receiver (very high GDOP values) is very poor and the ranging errors (user equivalent range error (UERE)) can be significant (due to the low signal powers).
As presented in our previous works [7, 9] , we used an adaptive orbital filter to process the GNSS measurements using a model of the orbital forces acting on the hosting spacecraft. The GNSS measurements processed by the filter, can be position and velocities or directly pseudoranges and pseudorange rates. The measurements and the predicted measurements have different error distributions, leading to an improved navigation solution compared to the ones obtained individually. A detailed implementation of the orbital filter is presented in [7] . Therefore, in addition to evaluating the effect of assuming a 2D L1 pattern or a 3D L1 pattern on the single-epoch least squares solution, it is useful to estimate the same effect on the filtered navigation solution as well.
Least Squares Estimation
In Table 4 the navigation solution statistics are shown, while Figure 17 illustrates the zoomed navigation solution for the two assumed patterns. Looking at Figure 17 , we can see that the performance is quite similar for both cases; however, according to Table 4 , using a 2D pattern would result in better navigation performance for the full MTO; on the other hand, looking at the statistics of each evaluated portion using a 3D pattern results generally in better statistics. This is only true because of a few points where the GDOP considerably affects the navigation solution in the case of a 3D pattern. Indeed, as already mentioned in Section 3.2, the number of observations available when using a 3D pattern has a higher standard deviation, leading to a larger number of outages (as well as more peaks in the number of satellites), which causes a very bad relative geometry between the transmitters and the receiver. Indeed, the maximal GDOP for the 2D pattern is 2.5 × 10 6 , while for the 3D pattern it is 4.7 × 10 7 and the GDOP has more peaks in case of the 3D pattern compared to the 2D one. 
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In Table 4 the navigation solution statistics are shown, while Figure 17 illustrates the zoomed navigation solution for the two assumed patterns. Looking at Figure 17 , we can see that the performance is quite similar for both cases; however, according to Table 4 , using a 2D pattern would result in better navigation performance for the full MTO; on the other hand, looking at the statistics of each evaluated portion using a 3D pattern results generally in better statistics. This is only true because of a few points where the GDOP considerably affects the navigation solution in the case of a 3D pattern. Indeed, as already mentioned in Section 3.2, the number of observations available when using a 3D pattern has a higher standard deviation, leading to a larger number of outages (as well as more peaks in the number of satellites), which causes a very bad relative geometry between the transmitters and the receiver. Indeed, the maximal GDOP for the 2D pattern is 2.5 × 10 6 , while for the 3D pattern it is 4.7 × 10 7 and the GDOP has more peaks in case of the 3D pattern compared to the 2D one. Figure 17 . Single-point least squares estimation error for the assumed MTO. Figure 18 shows the navigation solution obtained when processing GPS L1 pseudoranges and pseudorange rates by means of the implemented orbital filter. We can see that, unlike when we compute the position and velocities with a least squares estimator, when using the filter, the results obtained assuming a 2D antenna pattern are very similar to the ones obtained assuming a 3D antenna pattern. The exact statistics are shown in Table 5 . In particular, the difference in velocity estimation errors never exceeds 0.011 m/s. For the position estimation error, the mean and the standard deviation have a maximum difference of about 0.4 m in the first portion, 6 m in the second portion, 1 m in the third portion, and 9 m for the entire MTO, while the difference in maximum is more important (more than 50 m for the entire MTO). Figure 18 shows the navigation solution obtained when processing GPS L1 pseudoranges and pseudorange rates by means of the implemented orbital filter. We can see that, unlike when we compute the position and velocities with a least squares estimator, when using the filter, the results obtained assuming a 2D antenna pattern are very similar to the ones obtained assuming a 3D antenna pattern. The exact statistics are shown in Table 5 . In particular, the difference in velocity estimation errors never exceeds 0.011 m/s. For the position estimation error, the mean and the standard deviation have a maximum difference of about 0.4 m in the first portion, 6 m in the second portion, 1 m in the third portion, and 9 m for the entire MTO, while the difference in maximum is more important (more than 50 m for the entire MTO). Figure 18 shows the navigation solution obtained when processing GPS L1 pseudoranges and pseudorange rates by means of the implemented orbital filter. We can see that, unlike when we compute the position and velocities with a least squares estimator, when using the filter, the results obtained assuming a 2D antenna pattern are very similar to the ones obtained assuming a 3D antenna pattern. The exact statistics are shown in Table 5 . In particular, the difference in velocity estimation errors never exceeds 0.011 m/s. For the position estimation error, the mean and the standard deviation have a maximum difference of about 0.4 m in the first portion, 6 m in the second portion, 1 m in the third portion, and 9 m for the entire MTO, while the difference in maximum is more important (more than 50 m for the entire MTO). 
GPS L1/L5 Receiver: L5 Pattern Assumption
Lack of information on the L5 antenna pattern has always been a big struggle for engineers trying to design a spaceborne receiver. The only information known is that the main lobe is wider than the one of the L1 pattern [2] . In this sense it can be approximated from the L1 pattern using the ICD document [4, 14] , but on the other side, the side lobes approximation is less accurate. Indeed, while the main lobe has almost the same gain values for different azimuth of the same satellite, and furthermore for different satellites, the side lobes do not. Hence, this makes the assumption of the L5 pattern, especially for side lobes, very important, as it might affect the results. In this context, here, we want to evaluate the effect of assuming the different L5 antenna patterns defined in Section 2.3 on the GNSS availability and the GNSS-based navigation performance.
Received Signal Power Levels
Figures 19-22 show the four highest received power levels of the GPS L5Q signals at the receiver position as a function of the altitude, during the full considered trajectory, when assuming a 0 dBi receiver antenna gain, for the three assumed L5 antenna patterns. As we can see from these figures, the highest and the second-highest received signal powers have similar plots for the three assumed L5 patterns, while the third-and fourth-highest received signal powers plots are more different. From the four figures, we can notice that assuming L5 pattern 1 would result in higher received signal powers, always at the end of the MTO, and also in general for the fourth-highest received power. Again, the most important plot is the fourth-highest received power, in order to have at least four signals, and therefore to be able to compute the navigation solution. From Figure 22 we can see that when assuming L5 pattern 1 the signal power level is never smaller than −169 dBm; when assuming L5 pattern 2 it goes below −169 dBm at a few points at the very end of the trajectory; and when assuming L5 pattern 3 the received signal power level is below −169 dBm for a considerable amount of time after 310,000 km altitude. Moreover, most of the time, the highest fourth signal power has higher values in the case of L5 pattern 1, while it has lower values in case of L5 pattern 3 for most of the time. In the next session we will investigate the signals' availability, in order see the impact of the three assumed L5 patterns. 
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Availability and GDOP
In this case, according to the dual frequency L1/L5 capabilities of the SANAG receiver, the i-th GPS observation is considered available at time if:
1. At time , the corresponding i-th GPS L1 C/A signal is acquired (i.e., according to the conditions already specified in Section 3.2). 2. In case the i-th GPS signal does not cross the ionosphere: the corresponding i-th GPS L5Q signal is tracked (i.e., the corresponding signal power is equal to or stronger than 12 dB-Hz). 
In this case, according to the dual frequency L1/L5 capabilities of the SANAG receiver, the i-th GPS observation is considered available at time t k if:
1.
At time t k , the corresponding i-th GPS L1 C/A signal is acquired (i.e., according to the conditions already specified in Section 3.2).
2.
In case the i-th GPS signal does not cross the ionosphere: the corresponding i-th GPS L5Q signal is tracked (i.e., the corresponding signal power is equal to or stronger than 12 dB-Hz).
3.
In case the i-th GPS signal crosses the ionosphere: the corresponding i-th GPS L5Q and GPS L1 C/A signals are both tracked (i.e., the corresponding signal power is equal to or stronger than 12 dB-Hz for GPS L5Q and 15 dB-Hz for GPS L1 C/A).
In Figure 23 is illustrated the availability of satellites as a function of the altitude, for the three considered L5 antenna patterns, during the entire MTO, assuming 10 dBi antenna gain for the receiver.
Aerospace 2017, 4, 44 18 of 34 3. In case the i-th GPS signal crosses the ionosphere: the corresponding i-th GPS L5Q and GPS L1 C/A signals are both tracked (i.e., the corresponding signal power is equal to or stronger than 12 dB-Hz for GPS L5Q and 15 dB-Hz for GPS L1 C/A).
In Figure 23 is illustrated the availability of satellites as a function of the altitude, for the three considered L5 antenna patterns, during the entire MTO, assuming 10 dBi antenna gain for the receiver. The total number of available observations at each altitude is shown in Figure 24 , where we can see clearly that at the end of the trajectory the availability is lower when assuming L5 pattern 3. Indeed, in this case, at the end of the considered MTO, the number of available observations is often less than 4, which is never the case for the other two assumed patterns (i.e., L5 pattern 1 and L5 pattern 2). Table 6 reports the precise information on the availability for the full trajectory and the three considered representative portions, such as percentage of availability, mean, max, and min number of available satellites, and percentage of time when more than four satellites are available. The GDOP for the three considered L5 patterns is shown in Figure 25 . What is interesting to notice is that up to 250,000 km the GDOP has similar values for the three considered cases. As displayed in Figure 25 , in the case of L5 pattern 3, the GDOP very often reaches values larger than 10,000 (at the end of the MTO).
Meanwhile, the continuity in terms of percentage of continuous time intervals with a duration equal to or longer than time interval T is shown in Figure 26 for the full MTO and the three considered portions. We can see that for the first portion the continuity curves are almost the same for the three considered L5 patterns, while for the two other portions and the entire trajectory they are different. The total number of available observations at each altitude is shown in Figure 24 , where we can see clearly that at the end of the trajectory the availability is lower when assuming L5 pattern 3. Indeed, in this case, at the end of the considered MTO, the number of available observations is often less than 4, which is never the case for the other two assumed patterns (i.e., L5 pattern 1 and L5 pattern 2). Table 6 reports the precise information on the availability for the full trajectory and the three considered representative portions, such as percentage of availability, mean, max, and min number of available satellites, and percentage of time when more than four satellites are available. The GDOP for the three considered L5 patterns is shown in Figure 25 . What is interesting to notice is that up to 250,000 km the GDOP has similar values for the three considered cases. As displayed in Figure 25 , in the case of L5 pattern 3, the GDOP very often reaches values larger than 10,000 (at the end of the MTO). From Table 6 we can conclude that the third assumed L5 (i.e., L5 pattern 3) patterns leads to worse availability mainly in the third considered portion compared to L5 pattern 1 and L5 pattern 2. Indeed, in this portion, the availability for L5 pattern 3 is almost half that for the other two patterns, which is reflected in the mean number of satellites, 7.13, 6.21, and 3.74, respectively, for the first, From Table 6 we can conclude that the third assumed L5 (i.e., L5 pattern 3) patterns leads to worse availability mainly in the third considered portion compared to L5 pattern 1 and L5 pattern 2. Indeed, in this portion, the availability for L5 pattern 3 is almost half that for the other two patterns, which is reflected in the mean number of satellites, 7.13, 6.21, and 3.74, respectively, for the first, Meanwhile, the continuity in terms of percentage of continuous time intervals with a duration equal to or longer than time interval T is shown in Figure 26 for the full MTO and the three considered portions. We can see that for the first portion the continuity curves are almost the same for the three considered L5 patterns, while for the two other portions and the entire trajectory they are different. From Table 6 we can conclude that the third assumed L5 (i.e., L5 pattern 3) patterns leads to worse availability mainly in the third considered portion compared to L5 pattern 1 and L5 pattern 2. Indeed, in this portion, the availability for L5 pattern 3 is almost half that for the other two patterns, From Table 6 we can conclude that the third assumed L5 (i.e., L5 pattern 3) patterns leads to worse availability mainly in the third considered portion compared to L5 pattern 1 and L5 pattern 2. Indeed, in this portion, the availability for L5 pattern 3 is almost half that for the other two patterns, which is reflected in the mean number of satellites, 7.13, 6.21, and 3.74, respectively, for the first, second, and third assumed L5 patterns. For the other two portions the statistics are quite similar; for instance, less than one satellite is the difference of the mean number of observations among the three considered assumptions. The smaller availability during portion 3 is probably related to the big drop in the gain pattern of L5 pattern 3 between 35 • and 50 • elevation, as shown in Figure 5 .
Ranging Error
When the line of sight vector between the transmitter and the receiver crosses the ionosphere layer, the observation is available if both signals (L1 and L5) are tracked. In this case we will have two measurements ρ L1 and ρ L5 , with errors the sum of different errors affecting the measurement as explained in Table 1 . The ionospheric delay effect can be mitigated using an ionosphere-free combination, according to [18] :
where ω L1,L5 = f L1 2 / f L5 2 , and σ 2 L1 and σ 2 L5 are the variance at frequencies f L1 and f L5 , respectively. We can see that the variance of the ionosphere-free pseudorange error is larger than the individual variances at frequency f L1 and f L5 (without considering the ionospheric variance). Thus, if, on the one hand, the ranging error due to the ionosphere delay is reduced using an ionosphere-free combination, the other error sources are amplified on the other hand.
As was done in Section 3.3, Figures 27 and 28 show, respectively, the mean and max σ tDLL for the three considered L5 patterns, assuming 10 dBi receiver antenna gain. We can see that the σ tDLL in case we assume L5 pattern 1 is generally smaller than the other two cases. Indeed, the mean over all trajectory of the mean σ tDLL is 0.57, 0.68, and 0.66 m when assuming L5 pattern 1, L5 pattern 2, and L5 pattern 3, respectively. Moreover, we can see that at the end of the trajectory the σ tDLL in case we assume L5 pattern 3 has a bigger standard deviation in terms of mean and maximal value. As shown, at the end of the trajectory (from 330,000 km until the end), the third L5 pattern results in higher and smaller values of mean σ tDLL .
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where , = / , and and are the variance at frequencies and , respectively. We can see that the variance of the ionosphere-free pseudorange error is larger than the individual variances at frequency and (without considering the ionospheric variance). Thus, if, on the one hand, the ranging error due to the ionosphere delay is reduced using an ionosphere-free combination, the other error sources are amplified on the other hand.
As was done in Section 3.3, Figures 27 and 28 show, respectively, the mean and max σ for the three considered L5 patterns, assuming 10 dBi receiver antenna gain. We can see that the σ in case we assume L5 pattern 1 is generally smaller than the other two cases. Indeed, the mean over all trajectory of the mean σ is 0.57, 0.68, and 0.66 m when assuming L5 pattern 1, L5 pattern 2, and L5 pattern 3, respectively. Moreover, we can see that at the end of the trajectory the σ in case we assume L5 pattern 3 has a bigger standard deviation in terms of mean and maximal value. As shown, at the end of the trajectory (from 330,000 km until the end), the third L5 pattern results in higher and smaller values of mean σ . higher values. This is the result of the iono-free combination, for which, as shown in Equation (3), the variance is larger than the variance that corresponds to the process of only one frequency (L1 or L5) individually. In our tracking strategy we use a free iono-combination only when the signal is crossing the ionosphere. Signals crossing the ionosphere are also processed in an iono-free combination below 325,000 km, but below this altitude the receiver is also able to process weaker signals from the side lobes, for which the individual  is larger. Figure 29 shows the zoomed least squares navigation solution for the three assumed L5 patterns. As we can see from this figure, for the entire MTO, when we assume L5 pattern 1 the navigation solution has lower error, while the largest error occurs when we assume L5 pattern 3. Indeed, this was expected as the number of satellites is bigger for L5 pattern 1, leading to better GDOP values. In the case of L5 pattern 3, the relative geometry between the receiver and the transmitters is quite bad, quite often reaching values above 10,000 at the end of trajectory (after 330,000 km), as explained in Section 4.2. Moreover, also the GDOP of L5 pattern 2 has more peaks compared to the one of L5 pattern 1, leading to worse positioning accuracy. It is interesting to observe that the maximal σ DLL up to 325,000 km does not exceed a certain value over time (we can observe a flat area at the top of the plots, which has an approximate value of 1.5 m). This value corresponds to the σ DLL that the receiver experiences for the minimum C/N 0 that can be tracked (12 dB-Hz for the L5 signal). However, after 325,000 km the maximal σ DLL reaches higher values. This is the result of the iono-free combination, for which, as shown in Equation (3), the variance is larger than the variance that corresponds to the process of only one frequency (L1 or L5) individually. In our tracking strategy we use a free iono-combination only when the signal is crossing the ionosphere. Signals crossing the ionosphere are also processed in an iono-free combination below 325,000 km, but below this altitude the receiver is also able to process weaker signals from the side lobes, for which the individual σ DLL is larger. Figure 29 shows the zoomed least squares navigation solution for the three assumed L5 patterns. As we can see from this figure, for the entire MTO, when we assume L5 pattern 1 the navigation solution has lower error, while the largest error occurs when we assume L5 pattern 3. Indeed, this was expected as the number of satellites is bigger for L5 pattern 1, leading to better GDOP values. In the case of L5 pattern 3, the relative geometry between the receiver and the transmitters is quite bad, quite often reaching values above 10,000 at the end of trajectory (after 330,000 km), as explained in Section 4.2. Moreover, also the GDOP of L5 pattern 2 has more peaks compared to the one of L5 pattern 1, leading to worse positioning accuracy.
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In Table 7 are shown the quantitative statistics of the navigation solution, for the three defined portions and the full MTO. The statistics for the full MTO confirm what can be seen in Figure 29 . However, as shown in Table 7 , the statistics for the entire MTO are strongly affected by the third portion, where the navigation performance is much worse for the third defined L5 pattern. Indeed, in the third portion the mean and standard deviation (1σ) of the position error estimation are less than 800 m, less than 1.6 km and several km for L5 pattern 1, L5 pattern 2, and L5 pattern 3, respectively. Also, the maximal error reflects a very big difference; indeed, it is only 6.6 km for the first pattern, more than 22 km for the second one, while for the last pattern it is more than 2000 km. For the first and the second portion, respectively, the difference of the position error estimation is about 0.2 m and less than 20 m among the three assumptions, in terms of mean and standard deviation (1σ). From Table 7 we notice that the velocity error statistics also reflect what was already shown in the position error statistics. In Table 7 are shown the quantitative statistics of the navigation solution, for the three defined portions and the full MTO. The statistics for the full MTO confirm what can be seen in Figure 29 . However, as shown in Table 7 , the statistics for the entire MTO are strongly affected by the third portion, where the navigation performance is much worse for the third defined L5 pattern. Indeed, in the third portion the mean and standard deviation (1σ) of the position error estimation are less than 800 m, less than 1.6 km and several km for L5 pattern 1, L5 pattern 2, and L5 pattern 3, respectively. Also, the maximal error reflects a very big difference; indeed, it is only 6.6 km for the first pattern, more than 22 km for the second one, while for the last pattern it is more than 2000 km. For the first and the second portion, respectively, the difference of the position error estimation is about 0.2 m and less than 20 m among the three assumptions, in terms of mean and standard deviation (1σ). From Table 7 we notice that the velocity error statistics also reflect what was already shown in the position error statistics. 
Range-Based Orbital Filter
The navigation solution estimation errors, when filtering pseudoranges and pseudorange rates are shown in Figure 30 , whilst in Table 8 are displayed the respective statistics for the three defined portions and the entire MTO. 
The navigation solution estimation errors, when filtering pseudoranges and pseudorange rates are shown in Figure 30 , whilst in Table 8 are displayed the respective statistics for the three defined portions and the entire MTO. Even though the differences of the error statistics are smaller in absolute value, we can still notice that the smaller availability in the case of L5 pattern 3 is reflected in higher error values for the filtered solution in the third assumed portion. Once more, the differences of the position estimation error in the first two portions are very small among the three different assumptions (always less than 1 m in terms of mean and standard deviation), while in the third portion the differences are significant. Indeed, in terms of standard deviation, for the third portion, the errors are approximately 15 times Even though the differences of the error statistics are smaller in absolute value, we can still notice that the smaller availability in the case of L5 pattern 3 is reflected in higher error values for the filtered solution in the third assumed portion. Once more, the differences of the position estimation error in the first two portions are very small among the three different assumptions (always less than 1 m in terms of mean and standard deviation), while in the third portion the differences are significant. Indeed, in terms of standard deviation, for the third portion, the errors are approximately 15 times more and 5 times more for the third assumed L5 pattern compared to the first and second assumed L5 patterns, respectively. On the other hand, the velocity statistics are smaller than 0.01 m/s in the first two portions. In the third portion, the difference is smaller than 0.04 m/s in terms of mean and standard deviation and smaller than 0.13 m/s in terms of maximal error. Obviously, filtering the GPS measurements with an orbital filter reduces the impact of the transmitter pattern assumption on the velocity error solution.
Number of Available Global Navigation Satellite System (GNSS) Observations for Each Receiver Antenna Elevation
In our previous studies, as well as here, we assumed there was always 10 dB antenna gain at the receiver, which could be provided by one steerable antenna or more than one antenna placed on different faces of the spacecraft (as assumed in [19] ). In this section, assuming the L5 pattern 3 (which is the most conservative among the considered antenna patterns defined in Section 2.3), we analyzed the elevations at which the available signals are received by the receiver's antenna.
It is important to highlight that in our simulations, as illustrated in Figure 31 , the spacecraft that hosts the receiver is assumed to be pointing towards Earth, with the same body axis always directed towards the earth's center. Note that this is not the case in a typical lunar mission; however, for the purpose of this analysis (which only aims at investigating the GNSS signals' characteristics and the achievable GNSS-based navigation accuracy) it is equivalent to assume that the spacecraft (despite its attitude) will be equipped by one antenna always pointing towards the earth to provide maximum gain. Also note that the elevation is expressed as the semi aperture of a cone, and thus is always positive. Figure 32 displays the number of available GNSS observations for each receiver's antenna elevation. Figure 33 displays the elevation values at which the four strongest signals are available at the receiver's antenna. While Figure 34 shows the PRNs available for each elevation of the receiver's antenna and for each altitude of the considered trajectory. Figure 35 finally reports a histogram of the available observations for each receiver's antenna elevation. This information can be useful in order to design an antenna system capable of providing a certain required gain (e.g., 10 dB in our assumptions), at least at the receiver elevations where a minimum of four signals can be processed.
From Figure 32 , we see that above 300,000 km all the signals are received between 0 • and 5 • , while between 150,000 and approximately 300,000 km there is no available signal at elevations higher than 10 • , which means that above 150,000 km a high directivity antenna pointing towards the earth's center may be sufficient to process most of the signals. From Figure 33 , we see that above 100,000 km, the four strongest signals are always received within 10 • elevation and at the same time below the same altitude their powers never go below −159 dBm, which is the SANAG receiver sensitivity. Therefore, in principle 10 dB gain from 0 • to 10 • elevation would already allow the processing of at least four signals. Between the GPS constellation altitude and 150,000 km, most of the signals are received within an elevation interval of 10 • -30 • ; however, as their power is already on average significantly higher than the signals received at higher altitudes (see, for instance, Figure 9 ), a lower gain for the receiver's antenna may still allow the tracking of a minimum number of signals. Finally, we see that, as expected, only for altitudes below the GPS constellation are there signals reaching the receiver between 90 • and 180 • . From Figures 22 and 35 we can observe that, in general, most of the available signals are received between 1.5 • and 7 • ; indeed, most of the mission is spent above 200,000 km, where the spacecraft's velocity decreases progressively until it reaches the minimum at the apogee. achievable GNSS-based navigation accuracy) it is equivalent to assume that the spacecraft (despite its attitude) will be equipped by one antenna always pointing towards the earth to provide maximum gain. Also note that the elevation is expressed as the semi aperture of a cone, and thus is always positive. Figure 32 displays the number of available GNSS observations for each receiver's antenna elevation. Figure 33 displays the elevation values at which the four strongest signals are available at the receiver's antenna. While Figure 34 shows the PRNs available for each elevation of the receiver's antenna and for each altitude of the considered trajectory. Figure 35 finally reports a histogram of the available observations for each receiver's antenna elevation. This information can be useful in order to design an antenna system capable of providing a certain required gain (e.g., 10 dB in our assumptions), at least at the receiver elevations where a minimum of four signals can be processed. achievable GNSS-based navigation accuracy) it is equivalent to assume that the spacecraft (despite its attitude) will be equipped by one antenna always pointing towards the earth to provide maximum gain. Also note that the elevation is expressed as the semi aperture of a cone, and thus is always positive. Figure 32 displays the number of available GNSS observations for each receiver's antenna elevation. Figure 33 displays the elevation values at which the four strongest signals are available at the receiver's antenna. While Figure 34 shows the PRNs available for each elevation of the receiver's antenna and for each altitude of the considered trajectory. Figure 35 finally reports a histogram of the available observations for each receiver's antenna elevation. This information can be useful in order to design an antenna system capable of providing a certain required gain (e.g., 10 dB in our assumptions), at least at the receiver elevations where a minimum of four signals can be processed. 
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Number of occurrences Figure 35 . Histogram of the available observations for each receiver's antenna elevation during the whole considered MTO.
Availability and Angle of Transmission from the Antenna's Boresight
In this section we analyze the relationship between the availability of a signal at the receiver's position and the angle from the antenna's boresight at which the same signal was transmitted.
This relationship is of interest since the prediction of the elevation at which the signal is transmitted, as well as the elevation at which the signal is received, combined with the knowledge of the transmitter and receiver antenna patterns, can be used to aid the acquisition process and better attribute the available tracking channels. Indeed, for a receiver with a limited number of tracking channels (i.e., 12 for the SANAG receiver), this information can be used to optimize the attribution of the tracking channels (and thus the channels to acquire as a function of time) in such a way as to only consider the tracking of transmitted signals characterized by a power level at the receiver's position strong enough to be processed by the receiver (i.e., compatible with the receiver acquisition and/or tracking sensitivity).
In this study, we did not define any PRN selection strategy based on the elevation at the receiver's antenna, since the definition of the specific spacecraft's attitude dynamics over time (that depends on the specific mission) as well as of the pattern of the receiver's antenna(s) placed on the spacecraft would be needed. However, it is possible to predict the elevation at which the signal is transmitted. Then, by assuming a certain transmitters' antenna pattern, for a certain altitude (and accordingly for a certain free space loss), it is possible to determine the signal's power at the receiver's position based on the estimated free space loss, and determine whether the same signal can be processed or not. Figure 36 displays the histogram of the visible satellites (in the line of sight (LOS)) and of the available satellites (the ones from which the signal transmitted is strong enough to be acquired and tracked by the SANAG receiver) for each transmitter's antenna elevation during the whole considered MTO. We can see that all the signals transmitted at an elevation angle between 0 • and 30 • from the transmitter's boresight are available, i.e., strong enough to be acquired and tracked by the receiver. If the signal is transmitted at an angle above 40 • but below 70 • , then the chance that it will be available at the receiver's position will roughly be reduced to 50%. For an angle above 70 • , less than 30% of the signals are available. LOS)) and of the available satellites (the ones from which the signal transmitted is strong enough to be acquired and tracked be the SANAG receiver) for each transmitter's antenna elevation during the whole considered MTO.
Figures 37-42 show the visible satellites (in the line of sight (LOS)) and the available satellites at the receiver's position, for which the corresponding signal is transmitted at an angle between 0° and 30°, 30° and 37°, 37° and 52°, 52° and 62°, 62°and 75°, and 75° and 90°, respectively, from the transmitter's boresight. It can be observed that, if the signal is transmitted between 0° and 37°, it is almost always available at the receiver position, from the beginning to the end of the MTO. The signals in the LOS transmitted at angles between 37° and 75° are always available up to approximately 150,000 km of altitude, then available most of the time between 150,000 km and 250,000 km. After that, from 250,000 km to the perigee, a gradual decrease of their availability can be observed. More specifically, only one signal is available out of the four, five, or six transmitted between 37° and 52°. From 340,000 km, none of the signals out of the four transmitted at an angle between 52° and 62° is available. Finally, from 340,000 km, mostly a single signal is available out of the five, six, or seven transmitted at an angle between 62° and 75°. Not all of the signals but most of them transmitted from an angle between 75° and 90° are available up to 130,000 km; gradually fewer and Number of occurrences Figure 36 . Histogram of the visible satellites (in the line of sight (LOS)) and of the available satellites (the ones from which the signal transmitted is strong enough to be acquired and tracked be the SANAG receiver) for each transmitter's antenna elevation during the whole considered MTO.
Figures 37-42 show the visible satellites (in the line of sight (LOS)) and the available satellites at the receiver's position, for which the corresponding signal is transmitted at an angle between 0 30°, 30° and 37°, 37° and 52°, 52° and 62°, 62°and 75°, and 75° and 90°, respectively, from the transmitter's boresight. It can be observed that, if the signal is transmitted between 0° and 37°, it is almost always available at the receiver position, from the beginning to the end of the MTO. The signals in the LOS transmitted at angles between 37° and 75° are always available up to approximately 150,000 km of altitude, then available most of the time between 150,000 km and 250,000 km. After that, from 250,000 km to the perigee, a gradual decrease of their availability can be observed. More specifically, only one signal is available out of the four, five, or six transmitted between 37° and 52°. From 340,000 km, none of the signals out of the four transmitted at an angle between 52° and 62° is available. Finally, from 340,000 km, mostly a single signal is available out of the five, six, or seven transmitted at an angle between 62° and 75°. Not all of the signals but most of them transmitted from an angle between 75° and 90° are available up to 130,000 km; gradually fewer and fewer are available up to approximately 340,000 km, and mostly one signal (or sometimes none) is available above 340,000 km. It is interesting to note that above 340,000 km, although mostly not available because too weak, most of the signals are transmitted at an angle between 62° and 90°. Figure 43 shows the GDOP computed when using all the available signals (each identified by a PRN) and only the ones transmitted at angles between 0° and 30°, 0° and 37°, 0° and 52°, 0° and 62°, 0° and 75°, and 0° and 90°, in order to evaluate what is the relation between the angle at which the signals are transmitted from the GPS satellites and their relative geometry with respect to the receiver. Figure  44 is a zoomed-in view of Figure 43 . We can see that if we exclude the signals coming from the side lobes of the transmitters' antenna (between 30° and 90°), the GDOP worsens drastically: e.g., at 38,000 km from a value of 7 to 83, at 200,000 km from a value of 194 to 1682, at Moon altitude from 1500 to above 30,000. Above 40,000 km, most of the time less than four signals are available (see the orange curve in Figures 43 and 44 , which exists only when more than four signals are available) and, when available, the GDOP reaches values dramatically high (above 105). Roughly, we can say that, in order to have at least four signals available at the receiver's position for the full MTO, the receiver should be able to process signals transmitted at an angle up to 52° from the boresight (the green curve has no discontinuity, while the violet one does, as shown in Figures 43 and 44) . Figures 43 and 44 , which exists only when more than four signals are available) and, when available, the GDOP reaches values dramatically high (above 105). Roughly, we can say that, in order to have at least four signals available at the receiver's position for the full MTO, the receiver should be able to process signals transmitted at an angle up to 52 • from the boresight (the green curve has no discontinuity, while the violet one does, as shown in Figures 43 and 44) . . GDOP computed when using all the available signals (each identified by a PRN) and only the ones transmitted at angle between 0° and 30°, 0° and 37°, 0° and 52°, 0° and 62°, 0° and 75°, and 0° and 90°. For a limited number of acquisition/tracking channels (i.e., the SANAG receiver should have at least 12 channels), in the lower part of the MTO it is not possible to process all the available signals; for altitudes lower than 187,000 km more than 12 signals are available, as shown in Figure 11 . Figure 45 displays the GDOP in three different cases. In the best case, all the available signals are processed (see the blue curve in Figure 45 ). In the simplest case (see the green curve in Figure 45 ), the navigation solution is simply computed using the first 12 signals that the receiver processes (e.g., from 1 to 29, the first available PRNs). However, this is not optimal because, among the available signals, there are 12 that ensure the best GDOP. Theoretically, the receiver could predict the combination of 12 signals (among the ones available) that provides the best GDOP, but the associated computational burden may be too high to be performed in real time on board. A less computationally expensive but still effective method is to find the four signals that provide the lowest GDOP and include them in the 12 processed (the brown curve in Figure 45 ). Figure 46 is a zoomed-in view of Figure 45 between 80,000 km and 105,000 km. For instance, we can see that including the four available signals that give the best GDOP in the 12 processed, instead of just using the first 12 signals that the receiver finds chronologically, provides a GDOP of 35 instead of 48 at 96,000 km (see Figure 46 ) and of 129 instead of 155 at 187,500 km (see Figure 47) . For a limited number of acquisition/tracking channels (i.e., the SANAG receiver should have at least 12 channels), in the lower part of the MTO it is not possible to process all the available signals; for altitudes lower than 187,000 km more than 12 signals are available, as shown in Figure 11 . Figure 45 displays the GDOP in three different cases. In the best case, all the available signals are processed (see the blue curve in Figure 45 ). In the simplest case (see the green curve in Figure 45 ), the navigation solution is simply computed using the first 12 signals that the receiver processes (e.g., from 1 to 29, the first available PRNs). However, this is not optimal because, among the available signals, there are 12 that ensure the best GDOP. Theoretically, the receiver could predict the combination of 12 signals (among the ones available) that provides the best GDOP, but the associated computational burden may be too high to be performed in real time on board. A less computationally expensive but still effective method is to find the four signals that provide the lowest GDOP and include them in the 12 processed (the brown curve in Figure 45 ). Figure 46 is a zoomed-in view of Figure 45 between 80,000 km and 105,000 km. For instance, we can see that including the four available signals that give the best GDOP in the 12 processed, instead of just using the first 12 signals that the receiver finds chronologically, provides a GDOP of 35 instead of 48 at 96,000 km (see Figure 46 ) and of 129 instead of 155 at 187,500 km (see Figure 47) . 
GDOP and Angle of Transmission from the Antenna's Boresight
Conclusions
In this paper, we investigated the effects of different GNSS transmitters' antenna patterns assumptions on the transmitted signals' characteristics, in a trajectory that starts from LEO, crossing the SSV and ending at the Moon altitude. In particular, the analysis was carried out by simulating signal power levels, availability, GDOP, code tracking jitter, and, finally, the single-epoch least squares position and velocity solutions, assuming the receiver's characteristics of the SANAG spaceborne receiver proof-of-concept, under development in our laboratory.
For the transmitters' antenna patterns of Block IIR and IIR-M L1 we used detailed information, available in the literature, while we were forced to make an assumption (although conservative) on the L1 IIF Block transmitters' patterns. We analyzed the GPS L1 availability in case the assumed patterns vary as a function of elevation and azimuth (3D pattern) and in case they vary only as a function of the elevation (2D pattern). The results show that the variation in the number of satellites is smaller when a 2D pattern is used. The higher variation in number of available observations when using a pattern changing in both elevation and azimuth causes very big GDOP peaks, which are then reflected in the navigation solution. When the spacecraft is orbiting along the SSV regions only 0.23 satellites per epoch (1 s) on average is the difference in availability (with a maximum of two satellites), while above 200,000 km it is 1.24 satellites per epoch (a maximum of five satellites). Hence, the approximation of the antenna gain pattern does not impact the SSV, but mainly very high altitudes.
We investigated the effect on the SANAG receiver navigation performance for different assumptions on the L5 transmitters' patterns, for which little information is currently available.
From our results we can state that the assumption on the L5 antenna pattern has a small influence on the availability (and consequently on the GDOP) for the two regions of the SSV, where there are always more than seven satellites. However, it is obvious that at very high altitudes, such as the last part of the assumed MTO, the number of available observations is more sensitive to the L5 pattern assumptions; the same happens to the GDOP, which worsens for the third assumed pattern, resulting in a large least-squares solution error. We can conclude that it is important to model the transmitters' antenna patterns dependency on the azimuth (since using a constant average value is not conservative) and also that for the GPS L5 signal, as expected, assuming a pattern with lower gain values for the side lobes is conservative.
We analyzed the number of available GNSS observations for each receiver antenna elevation during the full mission; 62.8% of the signals are received between 1.5 • and 7 • from the receiver's antenna boresight and above 150,000 km only within 10 • . Below 150,000 km many signals reach the receiver's antenna between 10 • and 30 • elevation, but fortunately with stronger power and without the need for a strong receiver's antenna gain. Furthermore, we investigated the relationships between the availability and the elevation (the angle from the antenna boresight) at which the signals are transmitted during the full MTO; all the signals transmitted within an angle below 30 • from the transmitters' antenna boresight should be included in the search space for the entire MTO and the ones below 75 • should always be included in the search space up to 150,000 km. With the increase in the altitude, the number of available signals transmitted from elevations 30 • to 90 • is lower and lower than the number of satellites visible in the LOS, making any acquisition aiding strategy harder. Another important result confirmed in this work is that if we exclude the signals coming from side lobes, the GDOP worsens drastically and significantly lowers the navigation performance. Finally, in case we have a limited number of channels (smaller than the signals available), in order to maximize the achievable navigation accuracy, it is important to make a selection among the available signals and use the available channels to process the signals coming from the transmitters that would have the best relative geometry with the receiver.
