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For models frequently encountered in system dynamics a method is 
derived to find the direction in which the parameter vectors should be 
perturbed, by a given magnitude, so as to maximize the disturbance to 
the solution trajectory. The method is thus useful for analysing the effects 
of a combination of parameter changes on a system. The method also 
yields an ordering of the parameters with respect to their sensitivity. 
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Mathematical models of the system dynamics type can 
usually be described by a system of nonlinear, first-order 
differential equations of the form: 
dXi/dt =fi(X,p) i= 1,2,...,n (1) 
wherex =(x1,x2,. . . ,x,lT andp = (PI,PZ, . . . ,P,>~ 
are the state variables and the parameters of the system, 
respectively. 
If the functions fi in equations (1) are continuous and 
differentiable the sensitivity functions Uij(t) can be 
defined as follows: 
Uij = axi/apj i= l,..., n j= l,..., m (2) 
The above sensitivity functions can be normalized in the 
following way : 
Nii = Uii *pi/Xi i=l >...> n j=l > ‘..> m (3) 
The normalized sensitivity function Nii can be interpreted 
as the approximate percentage change in the state variable 
Xi for a 1% increase in the parameter Pi. Many examples1-4 
can be found where the extent of the sensitivity analysis 
of a model has been calculating the normalized sensitivity 
functions. No attention is usually given to analysing the 
effects of a combination of parameter changes. The impor- 
tance of such an analysis, however, has been illustrated 
by Vermeulen and de Jongh.’ They showed that the 
population collapse predicted by the Meadows world 
model6 could be avoided by making 10% changes to the 
values of three of the model parameters. The three para- 
meter combination was selected by inspecting the normal- 
ized sensitivy functions Nki for all parameters Pi and a 
specific state variable xk (population). 
This method of inspecting the sensitivity functions has 
severe limitations. When the simultaneous effect of com- 
bined parameter changes on more than one state variable 
is of interest, the amount of work involved is exorbitant. 
In the following section a method is developed which 
determines the direction, in parameter space, in which 
combination parameter changes of given magnitude should 
be made so as to cause the greatest possible disturbance to 
the whole solution trajectory. 
Method for finding the most sensitive parameter 
combinations 
The solution trajectory of system (1) referred to as the 
nominal or standard trajectory, describes a path in n-dimen- 
sional state space with the state of the system at time t 
being specified by the state vector x(p, t). 
If the parameter vector p is perturbed by an amount 
Ap each component of the state vector will undergo a 
perturbation. Thus: 
Xi(P+AP,t)=Xi(P,t)+AXi(P,AP,t) (4) 
If for each parameter Pi the perturbation APj is small then 
AXi can be determined by taking first-order terms of the 
Taylor series. Thus: 
Axi = E 5 Api 
+I apj 
j=l Pi 
by the definition of the normalized sensitivity function 
Nii as given in equations (3) and (2). 
The relative change in the ith state variable can be 
obtained from (5). Thus: 
xi i=l 
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where: 
Api 
9 = __ D; 
(7) 
Of all possible combinations of perturbations satisfying 
condition ( 10) the choice : 
a!=$ (14) 
A measure of the difference between the nominal trajec- 
tory x(p, t) and the perturbed trajectory x(p + Ap, t) can 
be defined as: 
will cause the greatest difference, as measured by equation 




where t,,, tf are the initial and final times for which a 
solution of the system (1) is required. 
Substituting equation (6) into (8) yields the following: 
Implementation of the method 
A modified model7 of a Reedbuck population is used to 
illustrate the method. The model can be expressed as  
system of six first-order differential equations of the 
following form : 
dxI/dt=xg.pI.S(t)-xI~[p2~S(t+0.5)+p31 
= a= )N=N dt)a 
r. 
’ wherecr=(a1,a2,..., a,)= and N is an n x rn matrix with 
entries Nii as defined by equations (3) and (2). 
Placing a constraint on the magnitude of the parameter 
changes such that: 
j% (Y? = crTO = 6 for some 6 > 0 (19) 
it is now desired to find which values of oj will maximize 
the measure (9) of the disturbance to the solution trajectory. 
The problem, stated concisely, is thus: 
maximize : a!= ( [N=N dt) CY 
to 
subject to: cY=cY = 6 for some 6 > 0 
The problem may be solved using the Lagrange multiplier 
method for which it is required that: 
$[a’(/-N=Ndt)ci-@=a-S)] =0 
r, 
j= 1,2 ,..., m (11) 
Performing the differentiation in equation (11) yields the 
following eigenvalue problem: 
ff 
c 
N=Ndt c~=Xa! (12) 
J 
r. 
For problem (12) let $J be the eigenvector corresponding 
to the largest eigenvalue. As with all eigenvector problems, 
one component of C$ can be arbitrarily specified. Let this 
component be chosen such that (cf. 10): 
l&J = 6 (13) 
dx,/dt =x3.pl.S(t) -x4.[pB.S(t) fp,] 
dx,ldt =xq.pa.S(t) -xs.[p~o.S(t) + P~+PIII 
dx6/dt=x5.Plo.S(t)--x6.[Ps+Pl*l (15) 
The state variables, Xi, represent female (i = 1,2,3) and 
male (i = 4, 5,6) age groups. Values for the parameters, pi, 
are listed in Table 1. Seasonal effects have been simplified 
so that: 
S(t) = 1 + sin (27rt) 
The nominal trajectory, over a five-year period, was calcu- 
lated using a simple Euler integration routine with step 
length h equal to 0.05. Initial values and values at the end 
of each year, for each state variable, are given in Table 2. 
As xg represents the fecund group indications are that the 
population as a whole will continue to grow. 
One at a time, each parameter was increased by 0.01 and 
a perturbed trajectory computed. The relative percentage 
difference between each perturbed trajectory and the 
nominal trajectory, at discrete times tk = kh (k = 0, 1, . . . , 
loo), was calculated to yield approximate normalized 
Tab/e 7 Parameter values 
Parameter Value Parameter Value 
PI 0.65 P7 0.23 
P2 2.0 PS 1 .o 
PS 0.2 PS 0.2 
IJ4 1 .o PlO 0.5 
PS 0.05 PI1 0.06 
P6 0.21 PI2 0.34 
Tab/e 2 Standard solution 
State variable 
Year Xl x2 X3 X4 X5 X6 
0 50 100 270 100 195 285 
1 36 113 278 122 170 229 
2 35 113 287 131 168 193 
3 36 115 293 137 172 174 
4 37 117 300 141 177 164 
5 38 120 306 144 182 160 
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sensitivity functions Nij(tk) for each state variable, xi, 
and each parameter, Pi. 
For this particular model it was found that the magni- 
tude of all sensitivity functions increased with time. Their 
values at the end of the five-year simulation period for each 
state variable and the three most sensitive parameters are 
given in Table 3. For each time tk, the 6 x 12 matrix N(tk) 
was pre-multiplied by its transpose to yield 12 x 12 matrices 
M(tk); k = 0, 1, . . ,100. The time-dependent matrix M was 
integrated over time using Simpson’s rule to give a 12 x 12 
matrix A. The eigenvector @ corresponding to the largest 
eigenvalue of A, was easily obtained using the power 
method. 
The eigenvector $ determines an ordering of the para- 
meters with respect to their sensitivity. The largest com- 
ponent of C$ represents the most sensitive parameter. For 
this reason it was found convenient to make an implicit 
choice of 6 in equation (13) by assigning the value of 100 
to the largest component of $. All other components then 
have values less than 100 and their values indicate the 
relative sensitivity of the components. Following this 
procedure it was found, to the first decimal place, that 
only the following three components of $ were non-zero: 
(@r, &j, &) = (100.0, -18.4, -8.9) (16) 
These values can serve as indicators of the relative effort 
that should be expended on each parameter if an improve- 
ment in the accuracy of the model is desired. 
To illustrate the relevance of the direction I$ two further 
simulations were performed. First, parameter p1 was 
decreased by 5% and PC, p7 were increased by 5%. For this 
combination of parameter perturbations the system of 
equations (1.5) was solved as before. Some results are shown 
in Table 4. It is not clear whether the population will 
Table 3 Nii5 
i 1 2 3 4 5 6 
1 2.1 1 .9 1 .3 2.0 1 .6 1 .o 
6 -0.8 -0.8 -0.9 -0.7 -0.8 -0.9 
7 -0.7 -0.6 -0.8 -0.6 -0.5 -0.2 
Tab/e 4 Combination perturbation 1 
State variable 
Year XI X2 X3 X4 X5 X6 
0 50 100 270 100 195 285 
1 34 109 274 117 167 229 
2 33 106 276 123 162 192 
3 33 106 276 125 162 159 
4 33 106 275 126 163 157 
5 33 105 275 126 164 150 
Table 5 Combination perturbation 2 
State variable 
Year Xl X2 X3 x4 Xi X6 
0 50 100 270 100 195 285 
1 33 107 274 114 166 229 
2 32 103 275 119 159 191 
3 31 102 274 121 157 168 
4 31 101 272 121 157 154 
5 31 101 270 120 157 146 
survive or not. The variables x4, xs are increasing while the 
important fecund group xs is fairly stable and greater than 
its initial value after five years. 
The magnitude of the parameter changes above is given 
by (see equations (7) and (10)): 6 = 0.0075. Another 
simulation was performed with the parameters perturbed 
in the direction $ such that the magnitude of the parameter 
changes is kept at 6 = 0.0075. Thus p 1, p6, p, were per- 
turbed by -0.0848,0.0156, 0.0076 respectively. The effect 
of this is shown in Table 5. No groups are increasing 
towards the end of the simulation period. The steady 
decrease in the fecund group, x3, indicates that the popula- 
tion will almost certainly not survive in the long term. 
While the results of the first combination parameter 
perturbations were inconclusive (Table 4), the dependence 
of the survival of the population on a combination of small 
parameter changes has been shown by the last simulation 
(Table 5). 
Conclusions 
It is common practice when performing a sensitivity 
analysis to calculate the normalized sensitivity functions. 
With very little further programming effort the most 
sensitive direction in parameter space can be calculated. 
This is useful for analysing the effects on the solution 
trajectory of combined parameter changes. 
The method outlined above also yields an ordering of 
the parameters with respect to their sensitivity. Once the 
most sensitive parameters have been identified, further 
attention can be focused on improving their values, if 
necessary. Resources for improving the uncertainty in the 
solution trajectory (the forecasts) due to uncertainty in 
the parameter values can then be optimally allocated. 
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