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Abstract Measurements from the Polar-Orbiting Environmental Satellite (POES) Medium Energy Proton
and Electron Detector (MEPED) instrument are widely used in studies into radiation belt dynamics and
atmospheric coupling. However, this instrument has been shown to have a complex energy-dependent
response to incident particle fluxes, with the additional possibility of low-energy protons contaminating
the electron fluxes. We test the recent Monte Carlo theoretical simulation of the instrument by comparing
the responses against observations from an independent experimental data set. Our study examines the
reported geometric factors for the MEPED electron flux instrument against the high-energy resolution
Instrument for Detecting Particles (IDPs) on the Detection of Electromagnetic Emissions Transmitted from
Earthquake Regions satellite when they are located at similar locations and times, thereby viewing the
same quasi-trapped population of electrons. We find that the new Monte Carlo-produced geometric factors
accurately describe the response of the POES MEPED instrument. We go on to develop a set of equations
such that integral electron fluxes of a higher accuracy are obtained from the existing MEPED observations.
These new MEPED integral fluxes correlated very well with those from the IDP instrument (>99.9%
confidence level). As part of this study we have also tested a commonly used algorithm for removing
proton contamination from MEPED instrument observations. We show that the algorithm is effective,
providing confirmation that previous work using this correction method is valid.
1. Introduction
The POES (Polar-Orbiting Environmental Satellite) network of polar-orbiting satellites (formerly known
as Television and Infrared Observation Satellite) is operated by NOAA (National Oceanic and Atmo-
spheric Administration). These satellites have been running from NOAA 5 in 1978 up to the present in
Sun-synchronous orbits at varying equatorial crossing times (ECTs). The European Organisation for the
Exploitation of Meteorological Satellites added the MetOp-2 satellite to the POES network with the same
particle instrumentation in May 2007. The MEPED (Medium Energy Proton and Electron Detector) instru-
ment is the focus of our study, and the data have been widely used in previous research [e.g., Callis, 1997;
Millan et al., 2010; Carson et al., 2013]. The MEPED instrument is an electron flux detector, which takes mea-
surements at both 0 and 90 angles from the radial line to the satellite for three integral energy ranges. A
full description of the instrument is included in section 2.1. The main advantage of using this instrument for
magnetospheric research comes from its long data duration, which spans more than two solar cycles with
almost continuous data coverage. The same instrument is on multiple satellites allowing spatially different
measurements to be made at simultaneous times.
The accuracy of the POES/MEPED instruments, as well as the inferred electron spectra, is important when
studying radiation belt physics. This is especially true when these data sets are used to compare with space-
or ground-based experiments or used to drive a variety of models including chemistry-climate coupled
models [Wissing and Kallenrode, 2009]. In addition, wave-particle interactions which drive acceleration,
transport, and loss are dependent upon wave frequency [e.g., Tsurutani and Lakhina, 1997], and the electron
energy spectra can also provide evidence of these physical processes at work (for a full review see
Thorne [2010]).
In particular, energetic electron precipitation, which is strongest during geomagnetic storms, is of great
interest as the particle energy determines the altitude at which the majority of its energy is deposited
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[e.g., Turunen et al., 2009, Figure 3]. Electrons with energies ∼100 keV cause peak ionization changes at
∼80 km altitude while ∼1 MeV electron energy peaks at ∼62 km altitude. This has major implications for
atmospheric chemistry as precipitating charged particles produce odd nitrogen (NOx) [Newnham et al.,
2011] and odd hydrogen (HOx) [Verronen et al., 2011] in the Earth’s atmosphere. These odd particles can then
catalytically destroy ozone due to their longer lifetime at these altitudes [Solomon et al., 1982; Brasseur and
Solomon, 2005].
The “basic” approach for converting MEPED counts into fluxes makes use of a simple geometric factor,
where the count values are multiplied by 100 cm−2 sr−1 [Evans and Greer, 2004]. Various instrument issues
and uncertainties with the MEPED observations have been identified since 2000. One example is radiation
damage [Galand and Evans, 2000], which affects the proton telescopes more than the electron telescopes
due to a metallic foil shield in front of the electron aperture. As our study is looking exclusively at correc-
tions to the electron flux observations, in our case the most important issues concern proton contamination
of the electron channels and electron detector efficiency. An approach for proton contamination removal
was initially provided by Lam et al. [2010, Appendix A], and more recently, modeled calibration values using
a Monte Carlo method have been calculated by Yando et al. [2011]. The Yando et al. [2011] study used the
GEANT 4 code (GEometry ANd Tracking) to simulate the geometric factor required to calculate the MEPED
charged particle flux. Their analysis showed significant contamination between particle types as well as a
variation in detector efficiency with energy (the energy cutoffs were also shown to be continuous rather
than discrete). The conclusions of Yando et al. [2011] have been further confirmed by Asikainen and Mursula
[2013] using a variation of the same code on both the SEM-1 and the SEM-2 (Space Environmental Monitor)
versions of the MEPED instrument.
The SEM-2 version MEPED data corrections performed using methods from Lam et al. [2010, Appendix A]
have been applied in a large number of studies using the POES satellites [e.g.,Meredith et al., 2011; Turner
et al., 2012; Li et al., 2013; Rodger et al., 2013]. The method used by Lam et al. [2010] involves estimating the
proton flux in the relevant contamination energy ranges using a bowtie method [Selesnick and Blake, 2000];
these are then directly subtracted from the electron fluxes. An updated version of the correction algorithm
can be found in Green [2013] which mixes the proton flux bowtie method with the Yando et al. [2011] proton
response functions.
The goal of our study is to examine the corrected data [from Lam et al., 2010, Appendix A] and also to apply
corrections from Yando et al. [2011] to the uncorrected MEPED data. We investigate the validity of these cor-
rections through comparison with observations made on board the DEMETER (Detection of ElectroMagnetic
Emissions Transmitted from Earthquake Regions) satellite in an effort to determine the difference between
the electron flux correction methods.
2. Instrumentation
2.1. MEPED Instrument
The NOAA/POES MEPED sensor provides two kinds of particle count rate measurements including two
directional measurements of protons (0.03–>6.9 MeV, with six energy steps labeled P1 to P6) and electrons
(0.03–2.5 MeV, in three energy steps, labeled E1 (>30 keV), E2 (>100 keV), and E3 (>300 keV)). There are
two telescopes for both protons and electrons pointing in different directions, each with a viewing width of
±15◦. The 0◦ detector is directed along the Earth-spacecraft radial direction, and the axis of the 90◦ detector
is perpendicular to this (antiparallel to the spacecraft velocity vector). Modeling work has established that
the 0◦ telescope monitors particles in the atmospheric bounce loss cone that will enter the Earth’s atmo-
sphere below the satellite when the spacecraft is poleward of L ≈ 1.5–1.6, while the 90◦ telescope monitors
trapped fluxes or those in the drift loss cone, depending primarily upon the L shell [Rodger et al., 2010b,
Appendix A].
The MEPED instrument has been updated as part of the SEM-2 subsystem, and these changes have been
implemented from NOAA 15 to NOAA 19 and the MetOp-2 satellite. Asikainen and Mursula [2013] showed
that the MEPED instruments on SEM-1 and SEM-2 systems do not have similar geometric factors. For our
study we consider only SEM-2, and hence, only the satellites listed above are considered, as the geometric
factor values given in Yando et al. [2011] are for SEM-2 application alone (the SEM-1 system having previ-
ously been compared in a similar way to the CRRES satellite [Tan et al., 2007]). A full description of the SEM-2
system which includes the MEPED instrument can be found in Evans and Greer [2004].
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2.2. IDP Instrument
The DEMETER satellite was launched in June 2004, flying at an altitude of 670 km (after 2005) in a
Sun-synchronous orbit with an inclination of 98◦. The final data were received in March 2011 before the
deorbiting of the satellite.
The IDP (Instrument for Detecting Particles) used in our study is an electron spectrometer mounted aboard
the DEMETER microsatellite. The IDP has 256 energy channels which can be operated in burst mode (all
channels sampled at 1 s) or the more common survey mode (128 channels at 4 s resolution with a constant
17.9 keV bin width), with an energy range from 72 keV to 2.3 MeV with the final channel collecting electron
fluxes from 2.3 MeV to greater than 10 MeV. The first channel has no lower energy limit (<72–90 keV) and
so is also an integral channel rather than a differential channel. As the first and last channels cause prob-
lems with spectral fitting and total flux values [Whittaker et al., 2013], these two channels are not used in our
study. The detector looks perpendicular to the orbital plane of the satellite, which is almost polar and circu-
lar with a viewing angle of ±16◦. The main instrument error at energies less than 800 keV is statistical and
has a ±8% energy uncertainty. This corresponds to an average flux uncertainty of less than 10%.
For most locations the IDP observes electrons with pitch angles in the drift loss cone. A full description of
the instrument can be found in Sauvaud et al. [2006], and a discussion of the pitch angles sampled as well as
uncertainties can be found inWhittaker et al. [2013].
3. Method
3.1. Geometric Factors for MEPED
The geometric factor values in Yando et al. [2011] are used to turn a flux incident on the POES telescopes into
what the instrument reports as a count rate. In practice, we have the POES-reported count rates and wish
to determine the fluxes from these values. Converting instrument counts into an accurate flux is difficult as
there are multiple different ways that a proton and electron flux could result in the values reported by the
instrument. This means that the effect of the geometric factors given in Yando et al. [2011] on the MEPED
instrument spectra needs to be tested.
To test the accuracy of the Yando geometric factors and also to determine the accuracy of previous correc-
tion algorithms, a proxy for the real electron flux needs to be used. The DEMETER satellite has a similar orbit
to the NOAA/MetOp satellites (Sun synchronous) at a slightly lower altitude (670 km opposed to ∼800 km of
the POES satellites), and the mission was active while a large number of the POES satellites were also active.
Our justification for assuming DEMETER is a good proxy for the true electron flux comes from its high energy
and time resolution as well as its lack of proton contamination. We note that Sauvaud et al. [2006] report
that “The optic has also an aluminium foil with a thickness of 6mm to avoid parasitic light and to stop pro-
tons with energies lower than 500 keV.” Both the DEMETER and the POES satellites have electron-measuring
instruments which sample the same pitch angle ranges. Application of the Yando geometric factors to the
DEMETER/IDP differential fluxes, which are assumed to be close to the actual fluxes in space, should yield the
count rates observed by POES/MEPED once integrated. These simulations of the MEPED counts, when mul-
tiplied by 100 cm−2 sr−1, will provide electron flux values for comparison with the E1, E2, and E3 channels of
POES. A pictographic description of this process can be seen in the top line of Figure 1.
Due to the pointing direction of the IDP instrument, only the MEPED 90◦ detectors can be used in this com-
parison. The results from Yando et al. [2011] and Asikainen and Mursula [2013] as well as the instrument
description in Evans and Greer [2004] do not suggest any major differences in the 0◦ and 90◦ telescopes. This
means that any relation which works for one detector direction should work for both. Our study will also
refer to uncorrected flux data from the MEPED instrument, which we define as electron counts multiplied
by the (nonenergy-dependent) geometric factor of 100 cm−2 sr−1 [Evans and Greer, 2004] necessary to
produce an integral flux value, making no corrections for either proton contamination or electron
detection efficiency.
3.2. Comparison Criteria
Flux comparisons are performed when one of the POES satellites is sampling approximately the same flux
distribution as the DEMETER satellite (10:00 ECT). This limits the available POES satellites to those in approx-
imately the same local time sector as DEMETER. The appropriate satellites where the orbital paths are close
are NOAA 16 (09:00 ECT) and MetOp-2 (09:31 ECT). However, in our study MetOp-2 is used exclusively due to
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Figure 1. Flow diagram showing the data processing used to create the variables for comparison. Black arrows show
a process, and blue double arrows indicate a comparison. The top line shows how we create a simulated POES energy
spectrum from DEMETER data (section 5.1); this is then compared with DEMETER integral flux (blue double arrow) to
produce (twin black arrow) equations (4)–(6) in section 5.2. The three comparisons used to determine the accuracy of
each correction method are shown under their respective manuscript section heading.
the higher number of positional matches with DEMETER. The matching criteria are based on being at similar
L shells and longitudes at approximately the same time. These criteria are discussed in section 6.1.
Global median electron flux maps were produced which are shown in Figure 2, with a 0.5◦ resolution. The
maps include 4 years worth of data from January 2007 to December 2010 inclusive and show the integral
energy range of >100 keV. This energy range was used as it required no extrapolation of data from the IDP
instrument to estimate fluxes at energies below 90 keV (see section 5.1). Figure 2 (top left) shows the median
flux map for the MEPED instrument on board MetOp-2. The uncorrected flux values are used and thus are
after the 100 cm−2 sr−1 nonenergy-dependent multiplication applied to the raw counts. Figure 2 (top right)
shows the same time period for the DEMETER IDP instrument with the>100 keV fluxes on a log10 color scale.
Due to DEMETER operation limitations, the MetOp-2 data coverage is far more expansive in terms of lati-
tude. The noise floor of the MEPED instrument is clearly seen at a flux of 100 el cm−2 sr−1 s−1. By comparison
with the IDP instrument panel it is clear that this noise floor overestimates the actual flux in some regions
by over 2 orders of magnitude. There is also a slight difference in the shape of the South Atlantic Magnetic
Anomaly (SAMA), with MEPED picking up an extension of the area around 80◦W, 15◦S.
To provide a more like-for-like comparison the median integral flux map for IDP is replotted so that the noise
floor is limited to the same as the MEPED instrument (102 el cm−2 sr−1 s−1). This new map is displayed in
Figure 2 (bottom left), showing a far more similar image to Figure 2 (top left) (MEPED median flux map).
Figure 2 (bottom right) shows a ratio of Figure 2 (left column). Using the noise floor altered IDP data forces
all the regions of low flux (i.e., low L shell areas) to appear the same. The color scale on this map shows
red where the median IDP flux is higher, blue where the median MEPED flux is higher, and white where
the values are approximately equal. In the outer radiation belt the MEPED instrument sees slightly more
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Figure 2. Global median flux maps showing (top left) MetOp-2 MEPED >100 keV electron fluxes from the 90◦ E2 detector and (top right) DEMETER IDP >100 keV
electron fluxes. The units for both maps are on a log10 scale in el cm
−2 sr−1 s−1. (bottom left) The DEMETER IDP data but the minimum data value is set at 100
flux units to mimic the MEPED noise floor. (bottom right) The ratio of Figure 2 (bottom left) adjusted DEMETER to Figure 2 (top left) MEPED observations, with the
difference given as a percentage of the IDP flux.
flux, which may be due to its higher altitude. The inner radiation belt shows the opposite with IDP see-
ing marginally higher fluxes. Again, this could be an altitude effect with IDP seeing different amounts of
the drift and bounce loss cones than MEPED (see the pitch angle distribution maps in Rodger et al. [2010a,
Figure A2] andWhittaker et al. [2013, Figure 2] for MEPED and IDP, respectively). The SAMA generally shows
much higher fluxes for the IDP instrument, except for the collar north of the SAMA. The differences in global
flux are mostly within the ±200% difference range (factor of 3) with only the SAMA producing differences
above this.
The small flux difference in the areas outside the SAMA shows that the instruments should be observ-
ing similar electron fluxes; with this confirmed, we now move on to determining the effect of the Yando
geometric factors on the POES data.
4. Proton Contamination
The first step to decontaminating the electron fluxes is to remove the effect of the protons which can pro-
duce false electron counts in the MEPED observations. As shown by Yando, each MEPED electron channel
has a different reaction to energy-varying proton fluxes. The process of removing these can be done on a
case by case basis, but we have developed an average case study approach for a more efficient removal
process. To produce the best proton contamination removal approach, all six available POES satellites are
used; this not only ensures a higher resolution of flux map but also ensures that the proton detectors on
each satellite reacts the same. Figure 3 shows global maps of the MEPED >30 keV proton fluxes and the fit-
ted power law spectral index for the proton fluxes for the month of January 2012. The power law fit is of
the form j = j0E𝛾 where j is integral proton flux, j0 is referred to as the amplitude (p+ cm−2 sr−1 s−1 keV−1),
and 𝛾 is the spectral index. The >30 keV fluxes are produced by combining all six proton channels. Figure 3
(left column) shows the 0◦ detector response, and Figure 3 (right column) shows the 90◦ results. Figure 3
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Figure 3. (top row) Global median >30 keV proton flux maps taken from NOAA 15–19 and MetOp-2 in January 2012 with a resolution of 1◦. (middle row) Global
median proton power law spectral index maps. (bottom row) Scatterplots showing the relation between proton spectral index and amplitude. (bottom left) The
response from the 0◦ detector and (bottom right) the 90◦ response. The flux values in Figure 3 (top row) are on a log10 color scale.
(top row) shows the median global flux distributions where the SAMA and outer radiation belts are clearly
visible. Figure 3 (middle row) shows the median proton power law spectral index. Here again, the SAMA is
clearly visible as having a relatively hard spectral index (close to zero) suggesting near-constant fluxes irre-
spective of energy, likely due to the intense high-energy protons from the inner proton belt overwhelming
the instrument in the SAMA [Rodger et al., 2013]. In contrast, in the areas of interest for radiation belt stud-
ies, there are softer spectral indices (between −2 and −4). Figure 3 (bottom row) shows scatterplots of the
proton fit coefficients. The amplitude and spectral index are very strongly correlated, and this is the basis for
simplifying the proton decontamination. As a test the same maps in Figure 3 were reproduced for January
2011 (not shown). The maps from both dates looked almost identical, and the relationships between fitted
amplitude and power law spectral index had a very small variation in coefficient value from the 2012 case.
The power law spectral index maps presented in Figure 3 (middle row) show that the fitted proton power
law spectral index gradually decreases with distance from the equator. If we combine this with the relation
in Figure 3 (bottom row), it means that there are only a few configurations that the proton flux spectrum
can take at any particular point. Sample fits ranging from proton spectral indices of −0.2 to −10 in 0.2 incre-
ments are created and multiplied by the Yando electron instrument response equations to produce the
electron contamination flux due to protons expected for each MEPED electron channel and a given pro-
ton spectral index. These are plotted in Figure 4 (top) which shows a smooth transition with proton spectral
index and the contamination on each channel. Figure 3 (bottom row) shows that the fitted amplitude to
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Figure 4. The proton contamination flux values present in each electron integral flux channel based on the proton fit spectral index. This simplification is
possible because of the high correlation of the exponential fit to fitted spectral index and amplitude values seen in Figure 3. (top) The proton contamina-
tion flux average values for both 0 and 90◦ detectors. In this case the contamination of E2 and E3 are almost zero for a proton spectral index smaller than −3.
(middle) The 0◦ detector proton contamination flux during geomagnetic storm times (Kp > 5.3). (bottom) The storm-time 90◦ proton contamination in the
electron fluxes reported.
power law spectral index relation has almost identical coefficients for the 0◦ and 90◦ telescopes. Consid-
ering the 0◦ and 90◦ electron detectors are assumed to be the same, these proton contamination removal
equations should be the same for both telescope look directions. In cases where the spectral index is less
than −2, Figure 4 (top) shows that the proton contamination values are low, particularly for the E2 and E3
detectors. Referring back to Figure 3 (middle row), the spectral index is greater than −2 in the equatorial
regions, the SAMA, and very high polar geomagnetic latitudes—areas which do not include the radiation
belts. These areas are generally removed from studies involving the radiation belts (including this one)
due to their low fluxes. The proton contamination equations which can be used to remove typical levels of
proton contamination for each MEPED electron detector channel for both telescopes are given below:
E1+ = 2309e0.11bp + 1.32 × 104e1.92bp
+ 443bp − 1272 (1)
E2+ = 1.32 × 104e1.746bp + 175 (2)
E3+ = 1.24 × 104e1.936bp (3)
where E1+ is the E1 channel flux increase due to proton contamination and bp is the proton fit
spectral index.
The values shown in Figure 3 are averaged over a month, and any changes during short-lived events such as
geomagnetic storms could be masked. To determine if the relation of the proton power law spectral index to
proton contamination fluxes are the same at quiet and storm times, we took the Kp values for 2011 from the
Space Physics Interactive Data Resource data service [SPIDR, 2013]. While a common definition of a storm is
Kp > 4.7 [Space Weather Prediction Center, 2011], we used the slightly stronger criteria of Kp > 5.3. In 2011
there are twenty 3 h periods which have a Kp value >5.3 which occur on nine separate days. The MEPED
proton observations from those time periods have been examined in a similar way to that shown in Figure 3.
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The spectral index to amplitude relation again follows an exponential fit (not shown) with the 90◦ telescope
being almost the same as the all-Kp case in Figure 3, while the fitted relationship for the 0◦ telescopes has
only small differences in the coefficients. We therefore use the nonstorm case, as it is derived from a much
larger data set.
To determine the effect that a geomagnetic storm would have on the proton contamination of POES/MEPED
electron channels, we again determine the electron instrument response to these protons. Figure 4 (middle)
shows the storm-time 0◦ detector proton contamination flux which would be present on the electron chan-
nels. For the spectral indices between 0 and −2 there is significantly less contamination; however, when the
spectral index is sharper than −7 the contamination increases. The storm-time contamination effect for the
90◦ detector is midway between the all-Kp case and the 0◦ detector. When viewing these panels, it is impor-
tant to note that proton fit spectral indices are rarely less than −5; the values lower than this have been
included out of completeness.
Our analysis of proton contamination in the MEPED electron flux observations (leading to equations (1)–(3))
demonstrates the quantitative effect of the proton contamination in the radiation belts. From Figure 3 the
average spectral index in the radiation belts is approximately −4, giving proton contaminations of 547, 187,
and 5 el cm−2 sr−1 s−1 for each energy channel. From Figure 2, the average >30 keV trapped electron flux
in the radiation belts is 5 × 104 el cm−2 sr−1 s−1 giving a proton contamination of approximately 1%. The
>100 keV channel has an average electron trapped flux of 104 el cm−2 sr−1 s−1 giving a proton contamina-
tion of 1.8%, while the >300 keV channel which contains lower electron fluxes (300 el cm−2 sr−1 s−1) has
an average contamination value closer to 2%. This correlates well with the results of Lam et al. [2010] who
stated that the E3 channel suffered the most from proton contamination, although the effects of the elec-
tron detection efficiency on the E3 channel are more likely to be responsible for the conclusion reached
by these authors. Yando et al. [2011] stated that protons have a 20% “accessibility” to the electron tele-
scopes above 200 keV; from Figure 3 we can see that the fluxes of >200 keV protons will be very small
except for spectral indices close to 0. However, proton contamination will be much more significant dur-
ing solar proton events or in locations where there are high proton fluxes (i.e., the SAMA, as shown by
Rodger et al. [2013]). In the SAMA where the proton power law spectral index is closer to 0, the noise floor
can be increased by several orders of magnitude, giving an erroneously high value for the electron flux in
this region. This is the most likely cause of the flux differences between POES and DEMETER in the SAMA
exceeding the ±200% value as described in section 3.2. At a flux of 100 el cm−2 sr−1 s−1, the noise floor of
the instrument, the proton contamination at worst increases this flux by an order of magnitude. At higher
electron fluxes the proton contamination is a smaller percentage of the flux and hence becomes less impor-
tant. We only perform our flux comparisons in these high electron flux areas to avoid any SAMA or SPE
contamination errors from affecting the results.
5. Applying the YandoGeometric Factors
The next step after determining proton contamination is to calculate what effect the detector efficiency
has on the electron count measurements. The geometric factors provided by Yando include this elec-
tron efficiency factor, and we will use the DEMETER data to determine how higher-resolution electron flux
measurements will be affected and provide a way of reversing this for application to the POES/MEPED
instrument. We have shown that the DEMETER satellite observes similar electron fluxes to the POES MetOp-2
satellite using a mutually covered energy range (>100 keV). However, the two satellites measure electron
counts in different energy ranges and types (differential and integral) which needs to be accounted for
during the following intercomparisons.
5.1. Converting IDP Differential Flux to MEPED-Like Observations
The most important issue with comparing the data from the IDP instrument and the MEPED instrument is
the difference in energy resolution. The 126 channels of the IDP instrument provide discrete energy ranges
from 90 keV to 2.33 MeV, while the MEPED instrument provides integral flux of >30 keV, >100 keV, and
>300 keV. Converting an IDP spectrum into integral values is possible by interpolating the data so it spans
a given energy range and then integrating with respect to energy. Care has to be taken when recreating
MEPED data from IDP observations as the lowest-energy value of the IDP instrument that we use is
90 keV. Thus, a large-scale interpolation (equivalent to the width of 3.5 IDP energy channels) is required to
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estimate the flux at an energy value of 30 keV, the lowest energy sampled by POES. The importance of this is
discussed in section 6.2.
There is also the issue of erroneous high-energy electron flux data from the IDP instrument. This is the
result of two lower energy particles hitting the IDP detector at the same time and being mistaken for a sin-
gle high-energy particle (the sampling rate of the IDP instrument is 0.6 MHz). The fluxes of these “false”
high-energy particles are negligible when it comes to a total flux determination but can affect fitting (and
extrapolation to higher energies). This issue is discussed more fully in Sauvaud et al. [2006], Gamble [2011],
andWhittaker et al. [2013]. To avoid this a cutoff to the IDP spectrum is applied when the flux drops below
1 el cm−2 sr−1 s−1 keV−1. All the data from the second channel (90 keV) to the channel where this cutoff
value occurs are used and interpolated between 10 keV and 10 MeV (the energy limits of the Yando geomet-
ric factor values). To produce IDP integral values, the sum of these interpolated flux values from 30 keV to
10 MeV are used to produce the IDP >30 keV electron flux value, 100 keV to 10 MeV for the IDP >100 keV
value, and 300 keV to 10 MeV for the IDP >300 keV flux. Note that the Yando geometric factors indicate
that the MEPED detectors are weakly sensitive to electrons with energies below the strict energy cutoffs
implied by the named range, such that some fluxes in the energy range 10–30 keV will be detected by the
>30 keV integral channel. To produce integral values which simulate the MEPED data, the interpolated
fluxes from 10 keV to 10 MeV are multiplied by the Yando geometric factors for each MEPED channel and
integrated, referred to as ∫ IDPGF for ease of reading (see the creation of simulated POES flux in Figure 1).
These values represent the integral electron flux the POES/MEPED instrument would report assuming zero
proton contamination.
5.2. A Method for Reversing the Geometric Factor Effect
As the electron and proton fluxes are not correlated we must now examine the electron detection efficiency
separately from the proton contamination. To calculate this efficiency we use all the electron flux data avail-
able from the DEMETER/IDP instrument which are measured outside the SAMA and the low-flux equatorial
regions. These excluded regions are discussed in section 6.1 with conditions of L shell > 2.5 and 60◦ <
longitude < 270◦, giving 4.7 million nonzero data points for >30 keV and >100 keV integral energy fluxes. Of
the available data approximately 75% also have a nonzero >300 keV integral energy flux. While the Yando
geometric factors provide a multiplication factor to convert flux into counts, we require the opposite trans-
formation. As the geometric factor is a set of discrete energy-dependant values, finding the inverse function
is not a simple exercise. Therefore, we compare the integral electron fluxes made from IDP to the differential
electron fluxes multiplied by the Yando geometric factors and integrated, simulating the MEPED observa-
tions. Performing a fit between the unaltered and geometric factor multiplied electron fluxes provides a
method of converting from uncorrected to corrected integral flux.
The results are shown in Figure 5, with the three panels showing the simulated E1, E2, and E3 respectively
from top to bottom. The y axis shows DEMETER integral flux values while the x axis shows DEMETER differ-
ential fluxes multiplied by the Yando geometric factors and then integrated with respect to energy. Thus,
the x axis should be equivalent to the POES integral uncorrected electron flux values after proton removal.
The red dashed line shows the y = x line, and the black dash-dotted line shows the best linear fit. The
text on each plot is the best fit equation (linear fit on a log10 versus log10 plot) and is also listed below in
equations (4)–(6). The data in Figure 5 (top and middle) are described very well by a y = x relation as shown
by the red line, with the fitted spectral indices having values very close to 1. Figure 5 (bottom) showing
>300 keV integral fluxes has more variance from the y = x line for integral fluxes less than 1000. The gradient
of the fit line in this last panel is 1.29. While this is not as close to 1 as the previous two fits, the differences
between the fitted line and the y = x line are only significant at very low MEPED-simulated fluxes. For
example, there is an order of magnitude difference between the y and x values at a POES-simulated flux of
12 el cm−2 sr−1 s−1, with the difference between lines decreasing with increasing flux. The majority of the
>300 keV scatterplot points has a POES-simulated flux with values between 103 and 105 el cm−2 sr−1 s−1. The
points which appear to deviate from the fit line are highlighted within the solid black lines in the >300 keV
panel of Figure 5, containing points with an integral flux less than 1 el cm−2 sr−1 s−1 and ranging from 1 to 3
orders of magnitude below the y = x line. This area contains less than 20% of all data points and 38% of the
data values between a simulated POES flux of 10 and 1000. Depending on the input electron spectrum the
simulated POES E3 data (from an “assumed accurate” flux of 1 or less) can be as high as 700 electrons
cm−2 sr−1 s−1. The standard deviation for 10 to 100 simulated flux counts is around 15%, and the standard
deviation for the 100 to 700 simulated flux counts region is approximately 29%, suggesting that when the
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Figure 5. Three scatterplots showing the comparison between the integral DEMETER data multiplied by the Yando
geometric factor (x axis) to integral DEMETER data with no modifications (y axis), for the (top) energy ranges >30 keV,
(middle) >100 keV, and (bottom) >300 keV. The red dashed line shows the y = x line while the black dash-dotted line
shows the linear fit. The best fit line is very similar to the y = x line (top and middle), while a slight deviation can be
seen in the >300 keV channel. The scatterplots contain 4.7 million data points for >30 keV and >100 keV and 3.5 million
(nonzero) fluxes for >300 keV.
noise floor of 100 el cm−2 sr−1 s−1 is returned by the POES E3 channel, the correction error will be signifi-
cantly less than between 100 and 700. The frequency of values at higher fluxes means that this variance is
not too important for the 90◦ detector. However, the 0◦ telescope will have a higher proportion of flux val-
ues in this less-defined area around the noise floor. An interesting side effect of this relation is that when
the DEMETER >300 keV fluxes (as shown on the y axis) are below a single flux unit, the simulated POES E3
channel would typically report at least the noise floor level of 100 el cm−2 sr−1 s−1.
The best fit equations, summarized below, allow for a quick conversion from the integral IDP flux values mul-
tiplied by the geometric factors to those of the original IDP integral fluxes. The accuracy of these equations
will be tested when comparing satellite spectra in section 6.5.
E1IDP = 1.95 × E10.9589Y (4)
E2IDP = 0.67 × E21.023Y (5)
E3IDP = 0.046 × E31.288Y (6)
where E1IDP is the integral E1 flux reported by the DEMETER satellite and E1Y is the simulated E1 flux,
expected to be observed by POES (assuming accurate proton contamination removal), and should thus
represent the postproton contamination E1 POES-corrected electron flux.
Multiplying the MEPED flux by equations (4)–(6), once the proton contamination is removed, will be here-
after referred to as MEPEDGF for ease of reading. Our approach should allow a noncontaminated electron
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flux reported by the POES satellites to be converted into what DEMETER would report, such that we can test
the flux determination methods for both instruments.
MEPED → −protons→ × equations (4) − (6)→ MEPEDGF
6. Satellite Data Comparisons
6.1. Criteria for Matching Spectra
Restrictions must be put in place to compare observations that are not only in similar locations but also
unaffected by instrument noise or low fluxes. To remove the equatorial low fluxes the minimum L shell value
of comparable spectra is set at L = 2.5. Longitudes between 270◦ (90◦W) and 60◦ (60◦E) are also not consid-
ered in this analysis as they contain the SAMA and its conjugate flux depletion in the Northern Hemisphere.
The latitude difference between observation locations is also limited to no greater than 40◦ so that conju-
gate hemispheres are not compared. The remaining spectra are then subjected to the following conditions:
(1) the time between compared satellite spectra is less than 10 min; (2) the longitude difference is less than
3◦; and (3) the L shell difference is less than 0.5.
This results in over 9 million matches between the two satellites ranging from 23 May 2008 when the
MetOp-2 mission data begin through to 3 January 2011 when the DEMETER mission ended. The number
of matches per month increases with time from May 2008 until November 2010, when there is a sharp
dropoff. This suggests that the satellites were drifting together up to this point (POES satellite drift has been
shown to exist in Asikainen et al. [2012]), and so the most accurate values will come from 2010. To get a more
manageable data set, only DEMETER orbit numbers 33xxx (spanning the time period September 2010 to
November 2010) are used which includes over 1.5 million conjunctions.
There are three main comparisons that we perform:
1. Examine the uncorrected MEPED values (counts × 100) against ∫ IDPGF (with our estimated proton con-
tamination added). This will check whether our approach for producing synthetic POES data and proton
contamination is valid and is effectively testing the accuracy of the Yando geometric factor values. This is
presented in section 6.3.
2. Investigate the quality of the POES electron flux produced from the proton-corrected data using the
equations in Lam et al. [2010] by comparing them against the IDP integral data. This will allow us to exam-
ine the validity of previous studies which used only the Lam et al. [2010] correction values but did not
consider the energy-dependent geometric factors described by Yando et al. [2011] The comparison is
presented in section 6.4.
3. Test the uncorrected MEPED data (after the proton contamination has been removed) multiplied by
the equations in section 5.2 against the IDP integral data. This takes into account both electron and
proton geometric factors from Yando et al. [2011] on the POES spectra and will determine whether
equations (1)–(6) are accurate enough to use on a large scale for correcting the data easily. This will
allow us to show how valid previous studies using only the Lam-corrected values are. This is presented in
section 6.5.
These three tests are also described in the flow diagram of Figure 1.
6.2. Investigating a Single Case
An initial case study is performed to ensure that the processing is being performed correctly before mov-
ing onto the large-scale comparisons and results. This particular case examines the electron spectrum seen
by IDP on 18 November 2010 at 17:25:36 UT, chosen because it is in the outer radiation belt (L = 4.47); the
low-energy flux is high and the spectrum is relatively smooth. The equivalent MEPED electron spectrum is
taken less than 6 min before this at an L shell of 4.466, with a difference in longitude of 1.84◦. Figure 6 shows
these two spectra and the processing steps that are performed to create results for the full comparison
data set.
Figure 6a shows the IDP spectrum on a linear scale, with the black stars indicating all data points and the
overplotted red stars indicating which points were included for the data fit shown by the blue line. The fit-
ting was performed with a linear fit of the log10 of both the energy and flux values (the justification for this
process is covered inWhittaker et al. [2013]). The fit does extremely well in describing the IDP data points on
a linear set of axes with an r2 value of 0.989. Figure 6b shows the next step which is to interpolate the IDP
data between 10 keV and 10 MeV, shown in black on log10 axes. The red points and blue line are taken from
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Figure 6. (a) The DEMETER spectrum for 18 November 2010 at 17:25:36 UT, the black line shows the full data set while the red stars show the points used for the
fitting (90 < E(keV) <1000, blue line). (b) The DEMETER data from Figure 6a interpolated between 10 keV and 10 MeV in 1 keV intervals (black line) and shown in
log10 space. The red points show the original spectrum, and the fit shown in Figure 6a is in blue. (c) The interpolated IDP spectrum multiplied by the geometric
factors in Yando et al. [2011] for each integral energy channel. (d) The MEPED electron spectrum from 17:19:53 UT on the same day, showing uncorrected integral
electron flux (counts × 100) in black and the simulation of these values by integrating the three curves shown in Figure 6c and adding proton contamination.
(e) A comparison of the Lam proton-corrected (black) and Yando proton- and electron-corrected (blue) POES data with the unaltered integral DEMETER fluxes
(red). (f ) IDP differential flux repeated from Figure 6b; the best fit is shown in blue with the differentiated Yando-corrected POES data fit shown in green. As a test
of the information lost by differentiating a three-point fit to compare to a 40-point fit (red stars in Figure 6a), the integral electron data from Figure 6e are fitted,
differentiated, and shown in red. For a full description of each panel see section 6.2.
Figure 6a. When the interpolation is performed, the spectrum is cut off when it first drops below a flux of 1.
We find that this stops the interpolation from reproducing the false flux increases seen in the original data
around 1.5 MeV. The interpolation does extend to 10 MeV, but as this plot is on logarithmic axes, zero values
are not shown. Figure 6c shows the interpolated IDP data (in black) multiplied by the interpolated geomet-
ric factor values in Yando et al. [2011] for each integral channel (E1 in red, E2 in blue, and E3 in green). The
channel curves show that some flux continuation from electrons below 30 keV will be included in the E1
“>30 keV channel” and electrons below 300 keV in the “>300 keV channel,” while the E2 channel cutoff value
of 100 keV is strict. Figure 6d shows the MEPED uncorrected integral flux values (i.e., counts × 100, in red)
for 18 November 2010 at 17:19:53 at an L shell of 4.466. In contrast, the black values show the interpolated
IDPGF data, calculated by summing each IDP flux channel in Figure 6c and adding the proton contamination
calculated from the MEPED data using equations (1)–(3). The values for E1 and E2 have a similar offset in flux;
however, the E3 channel results are closer together. The simulated MEPED values (from IDP) have a mean
difference of 13.8% from the uncorrected MEPED values. In Figure 6e the integrated IDP fluxes from Figure
6b are shown in red and the black line shows the integral fluxes found using the Lam et al. [2010] algorithm,
i.e., corrected for proton contamination but not the energy response. The blue line in Figure 6e shows the
integral fluxes determined from the POES data after the application of equations (1)–(6), i.e., allowing for the
energy response and the proton contamination. The three lines in this panel show very similar values with
a mean difference of 13% (Lam corrected) and 15% (Yando corrected) from the integral IDP values. Note
that the proton contamination fluxes for this spectrum were determined to be 757 el cm−2 sr−1 s−1 for E1,
331 for E2, and 91 for E3 and hence are small compared to the data values. The black line in Figure 6e (POES
Lam proton correction only) has essentially the same values as the black line in Figure 6d which is the uncor-
rected POES data (i.e., geometric factor of 100), suggesting that the estimate of small proton contamination
is accurate. The final panel (Figure 6f ) shows the differential flux fits. The original IDP data are shown by the
WHITTAKER ET AL. ©2014. American Geophysical Union. All Rights Reserved. 6397
Journal of Geophysical Research: Space Physics 10.1002/2014JA020021
black line on log10 axes, the fit to this original data is shown as the blue line through the data (as in Figures
6a and 6b). The green line in this panel is produced by differentiating a line which was fitted to the MEPEDGF
data points in Figure 6e. Note that this fit line is very close to the IDP fit and describes the data very well,
suggesting that in this case the POES data can be used to reasonably reproduce the DEMETER high-energy
resolution differential flux distribution. As a further test the integral IDP data (red line in Figure 6e are fit-
ted and then differentiated. The resulting line is shown in red in Figure 6f ). The low-energy values are very
similar while the fit is less accurate at the highest-energy values (>1 MeV).
The extrapolation of the DEMETER electron data in Figure 6c down to 10 keV allows us to investigate how
much this interpolation of the data affects the simulated >30 keV flux. The 10–19 keV flux comprises 0.005%
of the total simulated MEPED >30 keV flux, the 20–29 keV flux adds another 0.5% of the total flux, and the
rest of the interpolated energy (30–72 keV) provides 14.6% of the total flux. Thus, 15.1% of the total simu-
lated MEPED >30 keV flux is due to electrons in the range of the extrapolated data, suggesting that a small
error in the interpolation will make little difference to the integral electron fluxes. The values Figure 6e show
that the Lam proton correction method produces fluxes with values of 82%, 94%, and 115% of the integral
DEMETER IDP fluxes. The values for the Yando geometric factor produce fluxes of 103%, 80%, and 80% of
the DEMETER integral IDP flux, which shows that the Yando geometric factor produces the closest fluxes to
DEMETER for E1 and the Lam fluxes are closer for E2 and E3. In Figure 6f, we see that the fit equations for the
Yando differential flux show a similar gradient to the DEMETER fit of Figure 6a. The fit lines meet at an energy
of 2.05 MeV with a flux of 0.0121 el cm−2 sr−1 s−1, and at 30 keV the Yando flux is 46% that of the DEMETER
flux. These differences are quite small when the flux at 30 keV is 5 orders of magnitude large than the
2.05 MeV flux. These comparisons show that the methods for converting between data types are fairly
successful (within an approximate factor of 2) in this case and have been applied accurately. We now move
on to applying these processes to the full set of data comparisons.
6.3. Simulated MEPED Values Against Uncorrected MEPED Data
The IDP data restrictions used for this comparison were described in section 5.1. After having been multi-
plied by the values given in Yando et al. [2011] and integrated, the proton contamination is then added to
each of the integral fluxes. The three channels are then compared to the MEPED uncorrected fluxes
(counts × 100), as described in Figure 1. The results of this can be seen in Figure 7 (left column), which
illustrates the relation with a binned frequency plot.
Figure 7 (top row) shows the E1 relation, and Figure 7 (middle row) shows the E2 relation. Although there
is a wide spread, the highest scatter point density bins are well described by y = x. Comparing these
high-occurrence areas to the black solid line (showing y = x), it is clear that the altered IDP values do a rea-
sonable job of approximating the MEPED E1 and E2 channels. Figure 7 (bottom row) shows the simulated
and observed E3 channel. The high-occurrence linear relationship is not as clear, but the general trends still
appear to agree with the y = x line. Table 1 shows the r2 value for this relation on each scatterplot. While the
frequency plots in Figure 7 are shown on a log10 flux scale, the fits have been performed on a linear scale.
As previously described in section 3 both satellites are not flying at the same altitude, so it is unlikely that the
fluxes would be exactly the same, even when both satellites sample the same field line. To test this theory,
r2 values are found for a range of modified ∫ IDPGF values. Rather than applying a constant flux difference, a
percentage change of the simulated MEPED values are applied to all data points until a maximum r2 value
is found. The results of this are also listed in Table 1 along with the optimum r2 that these changes return.
Examining the optimum flux differences shows that the IDP simulation of MEPED overestimates the MEPED
flux values by an average factor of 42%. When these differences are applied, the r2 values become very high.
This overestimation is likely to be due to the areas sampled, for example, Figure 2 shows that in the inner
belt DEMETER sees higher flux than POES (possibly due to the pitch angle particle distribution at different
altitudes discussed in section 3.2).
As the y = x correlations are performed on linear data sets, the small amounts of MEPED flux > 106 el cm−2
sr−1 s−1 in the E1 comparison may be a strong factor in r2 determination. Without these very high fluxes, the
linear y = x line should return a better r2 fit value. The r2 optimization was performed again for each integral
energy channel within the MEPED flux range of 102.5 to 105.5 to determine if very high or very low fluxes
affected the y = x fit. The r2 values increased slightly, but the overestimation of the highest-occurrence
values by the y = x line changed by less than 2% in each case. The y = mx fit has also been performed for
comparative purposes and is shown as the dash-dotted green line on each plot. The gradients are all close
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Figure 7. (left column) Binned scatterplot frequency graphs showing the comparison between the uncorrected MEPED data (counts multiplied by 100, on the
x axis) and the IDP data multiplied by the geometric factors in Yando et al. [2011] (described in section 6.3). (right column) Occurrence frequency plots of a similar
style showing the comparison between the Lam-corrected MEPED electron channels and the equivalent unmodified integral IDP data (described in section 6.4).
(top row) E1 (>30 keV), (middle row) E2 (>100 keV), and (bottom row) E3 (>300 keV). The black solid line shows the y = x relation, and the green dash-dotted line
shows the y = mx linear fit in each case.
to 0.5, an expected result with the flux differences in Figure 2 being around a factor of 2 higher in DEMETER.
The gradients are also listed in Table 1.
From this comparison we conclude that the geometric factors determined by Yando’s modeling of the
POES/MEPED instrument brings the flux values closer to those derived from DEMETER measurements. Our
equations (1)–(3) describing proton contamination have also shown to be valid.
6.4. Lam-Corrected MEPED Data Against Integral IDP
We now compare the MEPED data corrected by the equations in Lam et al. [2010] against the unmodified
integral IDP data. As seen in the previous section the application of the Yando geometric factors to the IDP
data produces a reasonable simulation of the uncorrected MEPED fluxes. If the Lam proton-corrected elec-
tron fluxes are accurate, then it should match up to the unmodified integral IDP data in a similar way to the
results of the previous section.
The results from this comparison are shown in Figure 7 (right column) to allow for direct comparison with
the results of section 6.3. The top right plot shows the Lam et al. [2010] corrected E1 values on the x axis
against the >30 keV integral IDP data on the y axis. This panel looks very similar to Figure 7 (top left).
The y = x line goes through most of the high-occurrence areas although it also appears to slightly
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Table 1. Listing of the Goodness of Fit of a Linear Fit With Gradient 1 for the Three Comparisons
in Sections 6.3–6.5a
r2 of y = x Optimal y Reduction Factor (a) r2 of a × y = x Linear Fit Gradient
Simulated MEPED Values Against Raw MEPED Data (Section 6.3)
E1 0.289 44% 0.804 0.553
E2 0.547 39% 0.778 0.621
E3 0.208 43% 0.809 0.595
Corrected MEPED Data Against Integral IDP (Section 6.4)
E1 0.27 59% 0.705 0.66
E2 0.527 46% 0.823 0.536
E3 0.384 57% 0.884 0.423
GF Corrected MEPED Data Against Integral IDP (Section 6.5)
E1 0.294 56% 0.675 0.584
E2 0.607 39% 0.775 0.609
E3 0.460 58% 0.874 0.423
aThe first column shows the r2 value when the intercept value is 0, the second column
shows the flux percentage change required to get the highest r2 value, the third column lists
this optimal fit coefficient, and the final column shows the gradient when a linear y = mx fit is
applied to the data.
underestimate the position of the integral IDP high-frequency bins, which was not evident for the case of
the simulated against uncorrected MEPED data in the previous section. Figure 7 (middle right) shows the
proton-corrected E2 values. This panel again shows similarities with Figure 7 (middle left), with the y = x line
going through almost the same bins. Figure 7 (bottom right) has less visible noise value columns and fewer
values with an IDP integral flux < 1. In a similar manner to section 6.3 the r2 values, optimum flux change
with new r2 values, and the y = mx fit are listed in Table 1. The optimum r2 fit with a linear gradient of 1
requires an average 54% flux change in this case. This is marginally higher than the application of the geo-
metric factor to the IDP data case, although does return better fits in the E2 and E3 channels. This is also
reflected in the gradient fit with the E1 relation having a slightly higher gradient than the E2 or E3 channels.
From this comparison we conclude that the equations from Lam et al. [2010] are acceptable for approximat-
ing the DEMETER data from a POES flux. This suggests that previous work which has used this method of
data correction took a valid approach.
6.5. Yando-Corrected MEPED Data Against Integral IDP
The Yando geometric factor transformation from section 5.2 is now tested by applying these equations
(as well as the proton removal described in section 4) to the uncorrected MEPED flux data (see the definition
in section 3.1). These fluxes can then be compared to the IDP integral data, essentially reversing the test we
undertook in section 6.3. If the results of this comparison are similar to section 6.3, we will conclude that we
have validated equations (1)–(6). Recall that these equations were based on the geometric factors reported
by Yando et al. [2011] and reverse the energy-dependent detection efficiencies.
The results of the comparison are shown in Figure 8 (left column) with the MEPEDGF values along the x axis
and the integral IDP data along the y axis. The y = x line is again placed on these frequency plots to assist in
the comparison with Figure 7 (left column). Visually, the plots in E1 and E2 (top and middle) look very similar
to Figure 7, while there are slightly more significant differences in the case of E3. These differences mainly
show that the equations in section 5.2 do not recreate the IDP flux values lower than 1 flux unit, produced
when the Yando geometric factors are applied to the very low flux IDP data. In comparison to section 6.3,
the corrected E3 fluxes from POES are much closer to approximating DEMETER than DEMETER can sim-
ulate POES E3 observations, as seen by the higher r2 values seen in Table 1. This is because equation (6)
mostly ignores the wide data spread in the black box in Figure 5 (bottom) by the application of the Yando
geometric factors to very low fluxes, and hence, this gives a more accurate simulation.
The r2 values for each channel are shown in Table 1. As with the visual inspection the r2 values of the y = x
line are similar to the results in section 6.3 in E1 and E2 with a much higher r2 in E3. The latter point can be
explained by the lower number of data values below 1 seen in Figure 8 (bottom left). To get the optimum
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Figure 8. (left column) Occurrence frequency plots similar to Figure 7 which show the MEPED data corrected for electron detection efficiency and proton con-
tamination (using equations (1)–(6)) and compared to the unmodified integral IDP data. The y = x relation is shown as the black solid line in the E1, E2, and E3
panels, while the best fit is shown by the green dash-dotted line. (top right) The differential flux MEPED power law spectral index compared to the differential IDP
power law spectral index; fit lines are included for y = x (black) and the linear best fit with a zero y intercept value y = 0.7538x (green). (bottom right) A global
map showing the spatial distribution of the MEPED differential flux power law spectral index (integral fit index −1).
fit with a linear gradient of 1 the percentage change for E2 is exactly the same as in section 6.3 suggesting
that equation (5) is very accurate in describing the Yando et al. [2011] geometric factor conversion. The E1
values produced by equation (4) give a very close initial r2 value to the E1 comparison from section 6.3, and
only a small flux change difference is required to get an optimum value when compared to the maximum
flux difference of 200% between satellites from Figure 2. As described above the E3 values produced by
equation (6) have a different initial r2 value from the E3 comparison in section 6.3, but this is caused by the
lack of DEMETER integral electron flux below 1 el cm−2 sr−1 s−1 which, as seen in Figure 8 (bottom left), actu-
ally improves the simulation. This better r2 value suggests that the scatter bounded by the black box in the
E3 panel of Figure 5 is not real. If required, anyone wishing to use equations (4)–(6) may choose to ignore the
small number of POES spectra with E3 flux values less than 700 flux units (i.e., 7 counts). This would eliminate
the low flux variability completely.
The y = mx fit line (green dash-dotted) is also shown on each plot, and the gradient can now be used as
another method of comparing the accuracy of equations (1)–(6). Examining Table 1, E1 and E2 show a very
strong similarity between the DEMETER simulation of POES flux against uncorrected POES flux (0.5531 and
0.6205) and the gradient of the fit of the geometric factor corrections multiplied by the POES data compared
to DEMETER (0.5838 and 0.6093). This similarity indicates that the reversal of the Yando geometric factors
has been performed accurately. The E3 channel does show a difference between the two comparisons,
however. The DEMETER simulation of POES shows a slightly sharper gradient due to the flux values below
1 el cm−2 sr−1 s−1. The POES E3 values multiplied by the correction factors in equations (3) and (6) produce
a fit gradient (0.4228) very close to that of the Lam E3 gradient (0.4226). As we have already shown that the
Lam values are very close to the Yando values we can assume that equation (6) is also accurate.
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From this comparison we have validated equations (1)–(6) as an accurate way of correcting the POES data
for both proton contamination and electron detection efficiency.
6.6. Spectral Index Fit Comparisons
As a final test, the spectral indices fitted to the integral flux calculated from DEMETER data and the corrected
POES integral fluxes are also compared. This is shown in Figure 8 (top right) with a frequency occurrence
plot. The black solid line shows the y = x relation, and the green dash-dotted line shows the linear y = mx
best fit to the data. If the integral fluxes of DEMETER and POES are the same after the reversal of the geo-
metric factors, then their spectral indices should also be the same. The highest-occurrence bins sit very close
to the y = x line (black), and the optimal r2 is achieved with an offset of +0.404. The green best fit line indi-
cates that the DEMETER spectral indices are on average 0.75 seen by POES. The best fit of these three lines is
the gradient of 1 with an offset of 0.404. The adjusted r2 value for this line is 0.136, with 964438 data points
fitted; this r2 value is well above the 99.9% confidence level.
Figure 8 (bottom right) is a global median map of MEPED differential flux power law spectral index values
(integral spectral index −1); this shows the values closer to zero at the polar edge of the spatial bands ana-
lyzed, relating to the outer radiation belt. The more strongly negative spectral index values occur in the
inner radiation belt. The differential spectral indices are shown here to allow a direct comparison to the
DEMETER spectral index maps shown inWhittaker et al. [2013]. The spectral indices in this study match up
very well those inWhittaker et al. [2013], with the inner belt having an average spectral index around −4 and
the slot and outer belt having an average spectral index around −2.
Previous studies using POES have also made use of the P6 channel (protons >6.9 MeV) of the MEPED instru-
ment as a monitor for relativistic electron observations [e.g., Miyoshi et al., 2008; Sandanger et al., 2009;
Rodger et al., 2010b; Millan et al., 2010]. However, our study does not include this channel as relativistic
electrons will produce very low fluxes, and hence, any errors in this P6 value could significantly impact the
fit coefficients.
7. Conclusions
This study has focused on showing the similarities and differences between the DEMETER IDP electron fluxes
and the POES/MetOp-2 MEPED integral energy electron data. The comparison was undertaken when both
instruments were in similar orbits, such that they were measuring similar electron counts at the same time
and place. We find that the median flux maps for the two instruments in the same time period are almost
identical (as shown in Figure 2), validating the basis for this comparison.
The Yando et al. [2011] geometric factors, which take into account electron detection efficiencies and pro-
ton contaminations in the electron telescopes, were used to simulate the MEPED observations from the
higher-resolution and more accurate DEMETER IDP measurements. When trying to reverse this, there are
multiple different potential differential flux spectra which result in the same POES 3 value (>30, >100, and
>300 keV) integral spectrum. The effect of the geometric factor values has been directly applied to the
DEMETER electron flux data, and the differences to the integral energy channels were examined. This appli-
cation of the geometric factors allowed a set of equations to be developed which describe how to reverse
the geometric factor effect on each integral energy channel of the MEPED electron flux data.
In a similar manner, the effect of protons producing false “contamination” observations in the electron
telescope of the MEPED instrument were investigated by using the proton data supplied by the MEPED
instrument. This gives very specific spectral shapes at different L shells which allows representative proton
removal formulae to be calculated based on the appropriate proton power law spectral index for each
electron flux spectrum. These equations show, on average, a ∼700 el cm−2 sr−1 s−1 flux increase in E1,
300 el cm−2 sr−1 s−1 flux increase in E2, and 100 el cm−2 sr−1 s−1 for E3 in the radiation belts. This contami-
nation, while stable under quiet conditions, does change in strongly disturbed geomagnetic conditions.
The comparison of integral electron fluxes from both the IDP and MEPED instruments shows striking sim-
ilarities. This is true not only for the Yando geometric factor values when applied to the IDP instrument
(section 6.3) but also for the application of the Lam et al. [2010] correction equations to the POES data
(which focus on proton contamination removal; section 6.4). The Yando geometric factors were shown to
be very accurate in reproducing MEPED electron flux from the IDP integral data, with r2 values around 0.8
for a y = x + c fit. While the Lam equations are not as accurate as the Yando geometric factor values,
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the single-orbit case in Figure 6 and comparisons in Figures 7 and 8 all show that the differences are minor.
Table 1 also quantitatively shows this similarity between methods with the optimal fitting constant added
to the y = x fit line being very similar for each energy channel, validating previous work which relied upon
the Lam correction approach.
The results of Table 1 also provide some insight into the pitch angle dependence of electrons at different
altitudes. As we take comparisons between the two instruments at very small time differences, we can
assume that an equal International Geomagnetic Reference Field L shell will correspond to an equal L∗
(an L shell value which varies with geomagnetic currents) value. This means that the phase space density
(PSD), which is conserved along a field line, should be equal for both satellite data points [Chen et al.,
2007]. As PSD is a function of 𝜇, K , and L∗ which in turn are functions of pitch angle, particle energy,
magnetic field strength, and L∗, then this can provide information on the most likely pitch angle of electrons
at these different altitudes. This sort of information for each integral energy range could be used as impor-
tant verifications and tests for modeling codes such as the Dynamic Radiation Environment Assimilation
Model [Reeves et al., 2012].
The equations given in our study to reverse the geometric factor energy-dependent detection efficiency
(expressed by geometric factor) on the MEPED instrument have been shown in section 6.5 to work very well.
The comparison between these corrected fluxes to integral IDP data (Figure 8) also shows a strong similarity
to the comparison of IDP electron flux multiplied by the Yando geometric factor against uncorrected MEPED
data (Figure 7). This means that equations (1)–(6) which we have developed in this study are a valid and
appropriate approach to correcting for the geometric factor in the MEPED electron flux instrument.
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