We introduce the localized Lasso, which is suited for learning models that are both interpretable and have a high predictive power in problems with high dimensionality d and small sample size n. More specifically, we consider a function defined by local sparse models, one at each data point. We introduce sample-wise network regularization to borrow strength across the models, and sample-wise exclusive group sparsity (a.k.a., ℓ 2 1,2 norm) to introduce diversity into the choice of feature sets in the local models. The local models are interpretable in terms of similarity of their sparsity patterns. The cost function is convex, and thus has a globally optimal solution. Moreover, we propose a simple yet efficient iterative least-squares based optimization procedure for the localized Lasso, which does not need a tuning parameter, and is guaranteed to converge to a globally optimal solution. The solution is empirically shown to outperform alternatives for both simulated and genomic personalized medicine data.
Introduction
A common problem in molecular medicine, shared by many other fields, is to learn predictions from data consisting of a large number of features (e.g., genes) and a small number of samples (e.g., drugs or patients). A key challenge is to tailor or "personalize" the predictions for each data sample. essentially solving a multi-task learning problem [1, 2] where in each task n = 1. The features (genes) important for predictions can be different for different samples (patients or drugs), and reporting the important features is a key part of the data analysis, requiring models that are interpretable in addition to having high prediction accuracy. That is, the problem can be regarded as a local feature selection and prediction problem, which would be hard for existing multi-task learning approaches [1, 2] .
Sparsity-based linear feature selection methods such as Lasso [3] are popular and useful for large p, small n problems. Standard feature selection methods select the same small set of features for all samples, which is too restrictive for the multi-task type of problems, where for instance effects of different drugs may be based on different features, and dimensionality needs to be minimized due to the very small sample size.
Recently, the network Lasso [4] method has been proposed for learning local functions f (x i ; w i ), i = 1, . . . , n, by using network (graph) information between samples. In network Lasso, a group regularizer is introduced to the difference of the coefficient vectors between linked coefficients (i.e., w i − w j ), making them similar. We can use this regularizer to make the local models borrow strength from linked models. In the network Lasso, sparsity has so far been used only for making the coefficient vectors similar instead of for feature selection, resulting in dense models.
We propose a sparse variant of the network Lasso, called the localized Lasso, which helps to choose interpretable features for each sample. More specifically, we propose to incorporate the sample-wise exclusive regularizer into the network Lasso framework. By imposing the network regularizer, we can borrow strength between samples neighboring in the graph, up to clustering or "stratifying" the samples according to how the predictions are made. Furthermore, by imposing a sample-wise exclusive group regularizer, each learned model is made sparse but the support remains non-empty, in contrast to what could happen with naive regularization. As a result, the sparsity pattern and the weights become similar for neighboring models. We propose an efficient iterative least squares algorithm and show that the algorithm will obtain a globally optimal solution. Through experiments on synthetic and real-world datasets, we show that the proposed localized Lasso outperforms state-of-the-art methods even with a smaller number of features. Contribution:
• We propose a convex local feature selection and prediction method. Specifically, we combine the exclusive regularizer and network regularizer to produce a locally defined model that gives accurate and interpretable predictions.
• We propose an efficient iterative least squares based optimization procedure, which does not need a tuning parameter and is guaranteed to converge to a globally optimal solution.
• We propose a sparse convex clustering method based on the proposed regularization.
• We show that the proposed method outperforms state-of-the-art network Lasso in both prediction and clustering performance.
Proposed method
In this section, we first formulate the problem and then introduce the localized Lasso.
Problem Formulation
Let us denote an input vector by x = [x (1) , . . . , x (d) ] ⊤ ∈ R d and the corresponding output value y ∈ R. The set of samples {(x i , y i )} n i=1 has been drawn i.i.d. from a joint probability density p(x, y). We further assume a graph R ∈ R n×n , where [R] i,j = r ij ≥ 0 is the coefficient that represents the relatedness between sample pairs (x i , y i ) and (x j , y j ). In this paper, we assume that R = R ⊤ and the diagonal elements of R are zero (i.e., r 11 = r 22 = . . . = r nn = 0).
The goal in this paper is to select multiple sets of features such that each set of features is locally associated with an individual data point or a cluster, from the training input-output samples and the graph information R. In particular, we aim to learn a model with an interpretable sparsity pattern in the features.
Model
We employ the following linear model for each sample i:
Here w i ∈ R d contains the regression coefficients for sample x i and ⊤ denotes the transpose. Note that, typically, the weight vectors are assumed to be equal, w = w 1 = . . . = w n , in regression problems. Since we cannot assume the models to be based on the same features, and we want to interpret the support of the model for each sample, we use local models. Since there are as many unknown variables as observed variables in Eq. (1), we need to regularize, for which we propose to use network Lasso type of regularization [4] (first term in 2):
Algorithm 1 Iterative Least-Squares Algorithm for solving Eq. (3)
Here λ 1 ≥ 0 and λ 2 ≥ 0 are the regularization parameters. By imposing the network regularization, we regularize the model parameters w i and w j to be similar if r ij > 0. If λ 1 is large, we will effectively cluster the samples according to how similar the w i s are, that is, according to the prediction criteria in the local models. More specifically, when w i − w j 2 is small (possibly zero), we can regard the i-th sample and j-th sample to belong to the same cluster.
The second regularization term is the ℓ 2 1,2 regularizer (a.k.a., exclusive regularizer) [5, 6, 7] . By imposing the ℓ 2 1,2 regularizer, we can select a small number of elements within each w i . Moreover, thanks to the ℓ 2 norm over the weight vectors, the w i remain non-zero (i.e., w i = 0). Similarities and differences in the sparsity patterns of the w i are then easily interpretable, more easily than in dense vectors. Note that while simply imposing the ℓ 1 regularizer for all weights would induce sparsity too, for the heavy regularization required due to the small sample size, many of the w i would be shrunk to zero. See Figure 2 for an example. Our proposed regularizer can be seen as a variant of the network regularization [4] , and hence, it can be solved by a general alternating direction method of multipliers (ADMM) based solver. However, ADMM requires a tuning parameter for convergence [8] . In this paper, we propose a simple yet effective iterative least-square based optimization procedure, which does not need any tuning parameters, and is guaranteed to converge to a globally optimal solution.
Optimization problem
The optimization problem can be written as
which is convex and hence has a globally optimal solution. Note that for classification problems the squared loss can be replaced by the logistic loss. Let us denote X = [x 1 , . . . , x n ] = [u 1 , . . . , u d ] ⊤ , u i ∈ R n , and W = [w 1 , . . . , w n ] ⊤ ∈ R n×d . We can alternatively write the objective function as
where 
Here we use the vectorization operator since it makes it possible to write the loss function and the two regularization terms as a function of vec(W ), which is highly helpful for deriving a simple update formula for W .
Taking the derivative of J(W ) with respect to vec(W ) and using the Propositions 2 and 3 (See Appendix), the optimal solution is given as
where
Here F e is diagonal, I d ∈ R d×d is the identity matrix, ⊗ is the Kronecker product, and the I i,ℓ ∈ {0, 1} are group index indicators:
Since the optimization problem Eq. (3) is convex, the W is a global optimum to the problem if and only if Eq. (5) is satisfied. However, the matrices F g and F e are dependent on W and are also unknown. Thus, we instead optimize the following objective function to solve Eq. (3):
e ∈ R dn×dn is a diagonal matrix whose diagonal elements are defined as 1 ,
We propose to use the iterative least squares approach to optimize Eq. (6). With given F (t) g and F (t) e , the optimal solution of W is obtained by solving ∂ J(W )
diagonal. Here, we employ the Woodbury formula [10] . After we obtain W (t+1) , we update F (t+1) g and F (t+1) e . We continue this two-step procedure until convergence. The algorithm is summarized in Algorithm 1.
Predicting for new test sample:
For predicting on test sample x, we use the estimated local models w k which are linked to the input x. More specifically, we solve the Weber problem [4] 
where r ′ i ≥ 0 is the link information between the test sample and the training sample x i . Since this problem is convex, we can solve it efficiently by an iterative update formula (see Algorithm 2) . If there is no link information available, we simply average all w i s to estimate w, and then predict as y = w ⊤ x. 1 When w i − w j = 0, then Fg is the subgradient of n i,j=1 r ij w i − w j 2 . Also, Fe is the subgradient of n i=1 w i 2 1 when [vec(|W |) ℓ = 0. However, we cannot set elements of Fg to 0 (i.e., when w i − w j = 0) or the element of [Fe] ℓ,ℓ = 0 (i.e., when [vec(|W |) ℓ = 0), otherwise the Algorithm 1 cannot be guaranteed to converge. To deal with this issue, we can use n i,j=1 r ij [7, 9] .
Convergence Analysis
Next, we prove the convergence of the algorithm. Proof: Under the updating rule of Eq. (7), we have the following inequality using Lemma 5 and Lemma 9 (See Appendix):
That is, the Algorithm 1 will monotonically decrease the objective function of Eq. 
Other applications (Sparse convex clustering)
The proposed sparse regularization can be applied to convex clustering problems [11, 12, 13] by changing the objective function. The optimization problem is then
Otherwise .
Here δ ij = 1 if x j is included in the K-th neighbors of x i , otherwise δ ij = 0. The original convex clustering methods do not include the exclusive group sparsity regularization, and thus, the learned matrix W tends to be dense. Adding the sparsity makes the clusters more easily interpretable, even as biclusters or subspace clusters, still retaining convexity.
Related Work
In this section, we review the existing regression methods and address the difference from the proposed method. Sparsity-based global feature selection methods such as Lasso [3] are useful for selecting genes. However, in personalized medicine setups, we ultimately want to personalize the models for each patient (or drug), instead of assuming the same set of features (e.g., genes) for each.
The proposed method is also related to the fused Lasso [14] , which is widely used for analyzing spatial signals including brain signals [15, 16] . Both the fused Lasso and its generalizations [17] operate on differences of scalars and are not suited for the differences of vectors we would need.
The generalized group fused Lasso [11, 12] is a multivariate extension of the generalized fused Lasso, used for convex clustering problems. The key difference from the original convex clustering methods and our work is the exclusive regularization term, which enables us to select features in addition to clustering samples. Recently, a sparse convex clustering method has been proposed [13] ; its combination of feature-wise group regularization and sample-wise group fused regularization tends to select global features important for all samples, whereas we can choose features specific to each cluster and sample.
The network Lasso [4] is a general framework for solving regression problems having graph information, and our task can be categorized as a network Lasso problem. To our knowledge, this is the first work to introduce feature-wise sparsity in the network Lasso problem. The central insight is that by using the ℓ 2 1,2 regularizer instead of the straightforward ℓ 1 , we get non-obvious effects resulting in learning of different sparsity patterns for each local model, still borrowing strength according to the network.
Multi-task learning methods [1, 2, 6, 18] are also highly relevant to our work. However, the important key difference is that multi-task learning approaches assume the tasks (or clusters) are known a priori, while Localized Lasso finds clusters in addition to selecting features. Since our problem is effectively a joint feature selection and clustering problem, it cannot be easily handled by existing multi-task learning approaches.
Experiments
In this section, we first illustrate our proposed method on synthetic data and then compare it with existing methods using a real-world dataset.
We compared our proposed method with Lasso and Network Lasso [4, 19] . For Lasso, we employed the stateof-the-art Lasso solver (DAL) 2 [20] . For the network Lasso implementation, we set the regularization parameter to λ 2 = 0 in the localized Lasso.
The experiments were run on a 3GHz AMD Opteron Processor with 48GB of RAM.
Synthetic experiments (High-dimensional regression)
We illustrate the behavior of the proposed method using a synthetic high-dimensional dataset.
In this experiment, we first generated the input variables as x k,i ∼ Unif(−1, 1), k = 1, . . . , 10, i = 1, . . . , 30. Then, we generated the corresponding output as
where x k,i is the value of the k-th feature in the i-th sample and e i ∼ N (0, 1). In addition to the input-output pairs, we also randomly generated the link information matrix R ∈ {0, 1} 30×30 . In the link information matrix, only 40% of true links are observed (See Figure 1(a) ). We experimentally set the regularization parameter for the proposed method to λ 1 = 5 and λ 2 = {0.01, 1, 10}. For the network Lasso, we used λ 1 = 5. Moreover, we compared the proposed method with the network Lasso + ℓ 1 regularizer, in which we used λ 1 = 5 and λ 2 = {0.05, 0.5}, where λ 2 is the regularization parameter for the ℓ 1 regularizer. Figures 2(a) -(f) show the true coefficient pattern and the results of the learned coefficient matrices W by using the localized Lasso, the network Lasso, and the network Lasso + ℓ 1 . As can be seen, most of the unrelated coefficients of the proposed method are shrunk to zero. On the other hand, for the network Lasso, many unrelated coefficients take non-zero values. Thus, by incorporating the exclusive regularization in addition to the network regularization, we can learn sparse patterns in high-dimensional regression problems. Moreover, by setting the ℓ 2 1,2 regularizer term to be stronger, we can obtain a sparser pattern within the w i . In contrast, Network Lasso We fixed the number of samples to 100 and the number of iterations to 10, and computed the results for dimensions 10, 100, 1000, and 10000. + ℓ 1 , which produces a similar pattern when the regularization is weak (Fig. 2(e) ), shrinks many local models to zero if the regularization parameter large λ 2 is large ( Fig. 2(f) ). This shows that the network Lasso + ℓ 1 is sensitive to the setting of the regularization parameter. Moreover, since we want to interpret features for each sample (or model), the ℓ 2 1,2 norm is more suited than ℓ 1 for our tasks. Figure 1 (b) shows the convergence of the proposed method. It shows that the objective score converges within a few iterations, without requiring tuning of step-size parameters as ADMM optimization would. Figure  1 (c) shows the computation time of the proposed method (implemented with the same optimization package, the alternatives would perform similarly). As can be seen, the proposed method scales linearly with respect to the dimension.
Prediction in Toxicogenomics (High-dimensional regression)
We evaluate our proposed method on the task of predicting toxicity of drugs on three cancer cell lines, based on gene expression measurements. The Gene Expression data includes the differential expression of 1106 genes in three different cancer types, for a collection of 53 drugs (i.e., X l = [x (l) 1 , . . . , x (l) 53 ] ∈ R 1106×53 , l = 1, 2, 3). The learning data on Toxicity to be predicted contains three dose-dependent toxicity profiles of the corresponding 53 drugs over the three cancers (i.e., Y l = [y (l) 1 , . . . , y (l) 53 ] ∈ R 3×53 , l = 1, 2, 3). The gene expression data of the three cancers (Blood, Breast and Prostate) comes from the Connectivity Map [21] and was processed to obtain treatment vs. control differential expression. The toxicity screening data from the NCI-60 database [22] , summarizes the toxicity of drug treatments in three variables, GI50, LC50 and TGI, representing the 50% growth inhibition, 50% lethal concentration, and total growth inhibition levels. The data were confirmed to represent dose-dependent toxicity profiles for the doses used in the corresponding gene expression dataset. For some of the drugs, the targets are known and similarity of the target information was used as the graph information. A total of 396 known positive interactions of the 53 drugs with 262 targets are known, and hence the graph matrix is quite sparse. However, it is relatively well profiled in comparison to the rest of CMap (2.8% interactions in 53 drugs, 0.7% interactions in 881 CMap drugs). Specifically, we first generated the drug-target matrix S ∈ {0, 1} 262×53 , and then computed the graph information as
In this experiment, we randomly split the data into training and test sets. The training set consisted of 48 drugs and the test set of 5 drugs. Moreover, we introduced a bias term in the proposed method (i.e., The learned coefficient matrix for the synthetic data for the different methods. Proposed = Localized Lasso. For Network Lasso + ℓ 1 , we use ℓ 1 regularizer instead of ℓ 2 1,2 and λ 2 ≥ 0 is the regularization parameter for the ℓ 1 term. Table 1 . As can be seen, the proposed localized Lasso compares favorably with the state-ofthe-art linear methods. Moreover, the proposed method achieves a comparable performance to the nonlinear kernel regression method, which has high predictive power but cannot identify features. In Table 2 , we report the number of selected features in each method. It is clear that the number of selected features in the proposed method is much smaller than that of the network Lasso. In summary, the proposed method is suited for producing interpretable sparse models in addition to having high predictive power. 
Synthetic experiment (Clustering)
In this section, we illustrate the behavior of the proposed method for convex clustering using a synthetic dataset. We generated the input variables as 
where x k,i is the value of the k-th feature in the i-th sample. In this experiment, we compare our proposed method with the network lasso (i.e., λ 2 = 0) and the sparse convex clustering [13] , which employs the feature-wise group regularization (i.e., ℓ 2,1 -norm) in addition to the network regularization. Figure 3 shows the learned coefficient matrices. As can be seen, the weight matrix of the network lasso is non-sparse. In contrast, it is possible to obtain the correct sparsity pattern using the proposed regularization. The sparse convex clustering method [13] can also select the correct global set of feature sets for entire data. However, the learned matrix tends to fail in selecting the local feature sets. Thus, the proposed regularization is more suited than [13] for clustering setups.
Benchmark experiments (Clustering)
We evaluated the proposed sparse convex clustering method on three benchmark datasets. We compared it with the convex clustering [11, 12] and the sparse convex clustering + ℓ 2,1 [13] algorithms. For all methods, we first ran the convex clustering and estimated W . Then, we applied an agglomerative clustering algorithm to threshold the W into a disjoint set of cluster indices. The clustering performance was evaluated by the adjusted Rand index (ARI) [23] between the estimated class labels and true labels. We ran each clustering method by multiple regularization parameter values and report the best ARI score. For all methods, the candidate lists of λ 1 and λ 2 were {0, 0.01, 0.1, 1, 2, . . ., 15} and {0, 0.01, 0.1, 1, 2, . . . , 15}, respectively. Table 3 shows the ARI results. As can be seen, the proposed method outperforms the existing state-of-the-art convex clustering methods for high-dimensional clustering problems. That is, inducing the sample-wise exclusive sparsity is crucial to obtain better clustering results. (λ 1 = 5, λ 2 = 5). Note that the Network Lasso + ℓ 2,1 is equivalent to sparse convex clustering [13] .
Conclusion
In this paper, we proposed the localized Lasso method, which can produce sparse interpretable local models from high-dimensional problems. We proposed a simple yet efficient optimization approach by introducing structured sparsity: sample-wise network regularizer and sample-wise exclusive sparsity. Thanks to the structured sparsity, the proposed method had better regression performance with a smaller number of features than alternatives. Moreover, the sparsity pattern in the learned models aids interpretation. We showed that the proposed method compares favorably with state-of-the-art methods on simulated and molecular biological personalized medicine data.
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Proof: Under r ij ≥ 0, r ij = r ji , r ii = 0, the derivative of the network regularization term with respect to w k is given as where I d ∈ R d×d is the identity matrix and vec(·) is the vectorization operator. Propositions and lemmas used for deriving Theorem 1 in main paper Proposition 4 Under r ij ≥ 0, r ij = r ji , r ii = 0, we have vec(W ) ⊤ F (t) g vec(W ) = n i,j=1
, Lemma 8 The following inequality holds for any non-zero vectors [7] :
Proof: vec(W ) ⊤ F 
Thus, the left hand equation is written as
where a i |] j , and vec(W (t) ) ⊤ F (t) e vec(W (t) ) = n i=1 w (t) i 2 1 . The inequality holds due to cauchy inequality [25] .
Lemma 9 Under the updating rule of Eq. (7), J(W (t+1) ) − J(W (t) ) ≤ J(W (t+1) ) − J(W (t) ).
Proof: The difference between the right and left side equations is given as
w (t) i 2 1 − vec(W (t) ) ⊤ F (t) e vec(W (t) )])
Based on Lemma 7 and 8, ∆ ≤ 0.
