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In a probability space (a, 9, a) assume we are given a fixed set Qi = 
IA,, & . . .3 A,,], of events. For every k = 0, 1, . . . , n define the coefficient 
So = 1, where the sum is extended to all the subsets 7’ of the set {l, 2, . . . , n) with 
cardinality equal to k. The Sk, k = 0, 1, . . . , n, are the classical coefficients that 
appear in the Poincar6 and Charles Jordan formulae, known also as inclusion- 
exclusiorl formulae (see Feller [3] and FGchet [4]). Recently in [l] was shown that 
the properties of the Sk are deducible from those of the binomial coefficients. In 
this paper we will prove that both the Poincare and the Charles Jordan formulae 
are particular cases of a more general formula. This general fomlula is derived 
from the Gregory-Newton expansion in the finite differences calculus. Further- 
more, other inequalities holding for the coefficients Sk will be presented. 
Before proceeding formally the author wishes to express thanks to Prof. 
Gian-Carlo Rota both for his continued encouragement and for suggesting the 
anticedent of Theorem 1 and the symmetric property in Theorem 2. 
2. Applications of the Gregory-Newton expansion formula 
AS usual, we shall let IA denote the indicator of an event A in 0. Thus, 
IA(o) = 1 if o E A and I,&) = 0 if 06 A. If X is a random variable of (.f& 9, P) 
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and we set 
(7 X(X- 1)(.X-2) l l l (X-k-t 1) = k k! 
forevery k=O.l,..., then the following theorem holds: 
Tbewem 1. Given an event A of a probability space (a, 3, P), if a function f and 
a random variable X exist so that f(X) = 1, (i.e. f(X(o)) = I..&)), hen 
(2) 
where E means expectation. 
Proof. If a function f and a random variable X exist so that f(X) = PA then by the 
Gregory-Newton expansion formula (see for example Spiegel [13]) of the func- 
tiotl f with respect to the forward-difference operator A we have 
P(A) = E(lA) = E(fW)) 
= E( c 
k ~1 
(;T)A ‘f(o)) == ,c,, bkf (0)1E( a) 
a 
so that (2) holds. 
From tfw expression (2) for the probability of the event A we will deduce the 
Jordan fornwlac. This occurs when you make a suitable choice of the random 
variable X. In fact, given the family Q, = {A,. A*, . . . , A,,} of events in 112, let N be 
the random variable, called oalence, defined for every o E 0 by: 
N(o) = I{i E {I, 2,. . . , n}: I&,0) = 111. 
Henceforth will say that N is associated with the family Qi. Thus, N counts the 
numi>cr of events of Q, that occur so that the following relation holds: 
Now we can derive another fundamental identity. This will be useful in 
applications of (2). In fact, by Vandermonde’s combinatorial formula we can write 
‘Liking the expectat ion of both sides of (3) and using ( 1) we have 
Sk = k? 
(3) 
(4) 
Now given ~(0, 1,. . . , II) we consider the events (A! = r) and (N 2 r). If 
A = (N = r) or A = (N 3 r), then we can use (2) to deduce the Jordan formulae. 
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Corolhty 1. Suppose Q, = {A,, AZ,. . . , A,} is a family of events irt (0, !Fv I’) and 
N the valence associated with @, then the following (Jordan) formulae hold 
P(N = r) = i: (-lJk-‘( f)Sk, 
k=r 
P(Na r) = 2 (-l)k-p(F--;)sk. 
k=r 
(JO 
152) 
Proof. Given r, let f be the function such that f(j) = air. Then from (2) (Jl) follows 
immediately. In fact E((t)) = Sk in this case because (4) holds. (52) is obtained in 
;? similar manner if we consider the function f suck that f(j) = 1 if j 3 r, )‘(j) = 0 
otherwise. In this second case when we apply (2) it is necessary to utilize the 
combinatorial identity 
~,elY(;)=(-l)‘(k; . 
3. Symmetric Boolean polynomial of events 
Given the family @ = (A,, AZ, . . . , A,} of events in a, let A be a Boolean 
polynomial of the Ai. Now we ask: when does a function f from (0.1, . . . , n) to R! 
exists so that f(N) = IA, where N is the associated valence of @? The answer is 
given in the following theorem. 
Theorem 2. Given the events Al, . . . , A,, inr Cn let N be the associated valence. If 
A = PC%, &, . . . , A,) is a Boolean polynomx’al of the events Ai, then a function 
f:{O, 1,. . . , n) +43 exists so that f(N) = IA if, and only if, p(A,, . . . , A,,) is 
synlnletricaI with respect o the Ai. 
Proof. Necessity. From the identity (3) we see that the random variable (z) is 
symmetrical with respect to the events Ai. If IA is equal to f(N) for some function 
f, then from the Gregory-Newton expansion formula we have 
IA = f(N) = 1 Akf(0) 
k ~4) 
and therefore IA is also symmetric with respect to the Ai. Thus one infers t,hat A 
is a symmetric polynomial of the variables Ai because ZA is. 
Suficierrcy. If A = p(A,, AZ, . . . , A,) is a symmetric polynomial of the events 
Ai, then 
p(A+(,,r A+(z). . . , &,,) = p(&, 4, . . m , A,) 
for every permuation # of the set { 1,2,. . . , n}, but then the event A can be 
rewritten as a sum of certain intersections of the Ai and their complements so 
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that if it contains a term of the kind: 
then 
belongs to it as well for every permutation 9 
indicator of A, when we eliminate complements, 
form 
of {I, 2,. . . , n}. Therefore the 
will be written in the following 
(5) 
where the constants ck(A) depend only on the polynomial form of the event A. 
For example, if n = 3 and 
A =(A,nA,)U(A,nA,)U(A,nA,), 
- ck2(3= -8(7N-9N2+2N”). 
Other cases ;tre illustrated below, too. Now Jei f(w) = xk__{, CL(A)(r) to complete 
the proof. 
Corollaq 2. Zf A is (1 synmetrical polynomial of the evelzts A ,, AZ, . . . , A, of the 
prt,hahiPity spcrce CL!. 9. P) the/l there exists cosWmts CL(A) so that 
P(A)= f C&i)&. 
k ~0 
For t4e proof take the expectation of both members of (5). 
We list here some particular cases of the coe’@cients c,(A) of Theorem 2 for 
r, =\:. l,...,n: 
ck(A, 17. . * n A,, I= 
3. if k = n, 
0 otherwise, 
CjJA;n* - *nAfi)=(-l)k (JI; r==(l), 
cc,.(Al Um - UA,,)=(-1)” ’ (52; r = I), 
Ck(A,+* . . +A,) = k(--I)“--’ (symmetric ditierence). 
Jt mav be of interest to investigate the coefficients s(A). 
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By utilizing the identity (4) and some classical properties of binomial coefIi- 
cients, various novel inequalities among the co&Gents S, were obtained in [l]. 
In the following theorem new inequalities are proved. We use certain well-known 
inequalities of probaibility theory. 
Theorem 3. The coejjtiients Sk associated to the family (A,, AZ, . . . , A,} of events 
of a probability space (St, S, P) wia (1) satisfy the following inequalities: for all k 
and ra0 
sr ( ) k ssk, 
S’ -= k- 
h,. h 
&a) 
(6t.d 
where hU=k und lt&~+~. 
Ifa = min N(o), @= max N(o) when tit varies over r(2, then for all 1 s h =Z k G n 
we have 
_ (“-hk’h)sk_hs(hk)Ss(P_hk+h)sk_h 
and 
For all ~(0, 1,. . . , n} the following inequalities hold 
(Sk-(;))/(;)rP(Nar)G,/(;) forrak. (9) 
(7) 
Finally if g is a non-decreasing, non-negative Bore1 function such that g(O) = 0, 
then for ~(0, 1, . . . , n} 
g(r)P(N 2 r) s A kg(0)Sk. (10) 
k=O 
Proof. If g(x) is a convex function on R and X is a random variable defined on fl 
such that IE(X>l <a~, then Jensen’s inequality holds, i.e. 
gUW0) s EWO). 
We choose for g(x) the function g(x) =(i) when x 3 k - 1, g(x) =0 otherwise. 
Setting X = N (6a) is easily obtained. Now if we set X=(r) in the Jensen’s 
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inequality, then the following relation holds: 
for every convex function 9(x ) on [0, 00). Since the combinatorial identity 
(11) 
(12) 
with 11, = k holds (see [l]), then for g(x) = x”, x HI, we get (6b) by taking the 
expectation of (12) and using (11). 
Notice that the formula (6b), when k = 1, r = 2, becomes the classical Jordan’s 
inequahty [lo]; for r = 2 we obtain a result given in [l]. 
From the combinatorial identity 
N 
k(>=(N-kCL)(k_* 1 
wc deduce the incqria:itiec 
h-k+l& 1 skS,s(p--k+l)S,...,. 
Therefore, we have the formula (7) by iterating k - 1 times. Notice that (7) is a 
~cneralizati~m of the classical Frechet inequality 
that itppcars in [4]. (8) is obtained from the Vandermonde combinatorial formula 
and the identity 
(“; ‘I(;) = tN;“)(k “,).
Wc take the expectation of both sides of the latter and use the identity (4). 
To prove (9) we need to apply a generalized inequality of Markov. Let g(x) an 
r‘trcn non-negative, non-decreasing Bore1 function on [O, OQ), then for every 
1 -{(9, 1,. . . , II} and for ~11 randotn variables A’ 
E(g:(X)) - g(r) 
~P()Xp+S E(gW) 
a.s. sup g(X) R(r) - 
Wc choose for g(x) the function g(x) = (i) when x 2 k - I, g(x) = 0 otherwise as 
hcforc. If X = N, then we obtain (9) since 
E(gUW = skr and sup g(N) = , 
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Ultimately (10) is obtained from the second part of Markov’s inequality with 
X = N again. In fact, we use the Gregory-Newton expansion formula of E(g(N)). 
We note that if g(x) = x2 then (IO) reduces to 
t2P(N a r) 6 S1 + 2S2. 
h-n. Let A =p(A1, A2,. . . , A.,) be a Boolean polynomial symtnetric with 
respect to the Ai- Then constants Q(A) exists o that for every convex function g(x), 
x 3 0, we haue 
g( f W+ g(O)+[gW- do)1 f &W~ 
k=O k=O 
(13) 
where Sk are the coejficients associated with the Ai. 
Proof. From corollary 2 there exists constants, ck(A), such that P(A) = 
CzCo $(A)&. Then from Jensen’s inequality we obtain 
g( 2 4(A)&) = gUTA)) = g(E(I,)) 
k=O 
s Wg(l,)) = gW’W + R(O)tl - P(A)1 
from which (13) follows. 
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