Lab 07 - Introduction to Econometrics by Figini, Paolo
  
Lab 07 – Introduction to Econometrics
Learning outcomes for this lab:

 Introduce the different typologies of data and the econometric 
models that can be used

 Understand the “rationale” behind econometrics

 Understand how to estimate the relationship between variables

 Investigate how reliable the econometric estimates are
  
Many types of data
Data can be grouped in:
1. Time series data (as in the data for Time Series Analysis and...)
2. Cross-section data (e.g. Lab07.dta)
3. Panel data: the combination of time-series and cross-section data (e.g. the 
files you are working on)
Variables can be defined as quantitative or qualitative.
Quantitative variables can be continuous (e.g. income) or discrete variables 
(e.g. nr. of children)
Qualitative variables can be ordinal variables (e.g. educational attainment) or 
categorical variables (e.g. gender).
Qualitative variables have to be transformed in quantitative variables to be 
econometrically analysed (for example, through transformation in dummy 
variables).
It is common rule to label observations as x(it), where x is the value of the 
variable in unit i at time t. The total number of units is N, the total number of 
periods is T and the total number of observations is N x T.
  
The rationale of the econometric model
Economic Theory (Previous Studies)
Formulation of an Estimable Theoretical Model
        
        Collection of Data
        Model Estimation
           Is the Model Statistically Adequate?
  No                           Yes
 Reformulate Model              Interpret Model  
                                 Use for Analysis 
  
The rationale of the econometric model (2)
The regression is the most important tool of parametric analysis developed by 
econometrics.
The regression estimates the “type” and the “strength” of the relationship 
between a variable (called dependent) and one or more variables causing it 
(called independent variables)
The regression is simple if there is only one independent variable; the regression 
is multiple if there are more than one independent variables.
The regression implies a direction in the relationship, something that is not 
there in the correlation. In the regression, the independent variables are given, 
they have certain and known values. The dependent variable is a stochastic 
variable, it takes values that are distributed according to a distribution function.
Ex: Data on Consumption and Income (see file Lab07.dta)
  
Economic model and Econometric model
Perhaps consumption depends on income. The basic theoretical model is the 
Keynesian model: C = f(Y) => C = a + bY where a is autonomous consumption 
(a > 0) and b is the marginal propensity to consume (0 ≤ b ≤ 1)
The goal of the econometric analysis is to estimate the value of the 
coefficients a and b to test whether they are coherent with the theoretical 
model
First step: represent the scatter plot of the (supposed) relationship
plot inc cons
Second step: investigate into the statistical significance of the relationship by 
transforming the function from a deterministic to a stochastic one.
cons = a + b inc + ε
The statistical error ε attempts to capture: (i) variables that are omitted by the 
model; (ii) measurement errors; (iii) random events that are unexpected.
How do we estimate a and b? We try to minimize the (vertical) distance between 
data and the linear function (Ordinary Least Squares – OLS – estimation)

  
Linear relationships and the stochastic error
The OLS estimator can be used when the model is linear.
The model has to be linear in the parameters, not necessarily in the variables.
Non linear models can easily be transformed into linear models to be estimated 
through OLS.
And since   yt=ln Yt  and   xt=ln Xt
The interpretation of the estimated coefficients changes according to whether the 
variable is in absolute values or in its logarithms.
In the linear model, it is fundamental to report the assumptions behind the 
stochastic error (white noise):
1. E(ut) = 0 Errors have nil mean;
2. Var (ut) = σ2 The variance of the errors is constant and of finite value
3. Cov (ui,uj)=0 Errors are uncorrelated
4. Cov (ut,xt)=0 Errors are uncorrelated with the independent variables
If assumptions 1-4 hold, the OLS estimator is BLUE (Best Linear Unbiased Estimator)



























Statistical significance of the estimates
The econometric model is always able to estimate the parameters. 
However, we have to check whether they are significantly different 
from zero.
The test analyses the standard error of the estimated coefficient, and is 
usually undertaken through the comparison between a hypothesis H0 and 
an alternative hypothesis H1:
H0: b=b*
H1: b not equal to b*
  
Statistical significance of the estimates (2)
Let's go back to the estimation of our simple model:
If the (absolute) value of the t-statistics is high, it is very likely that the true, but 
unknown, value of the coefficient is different from zero.
If the (absolute) value of the t-statistics is low, this means that the true coefficient 
is not statistically different from zero; therefore the estimate is not reliable.
In our example, there is a probability of 1–0.000..=0.999 (99.9%) for b to be 
different from zero, while a only has a probability of 0,004% not to be zero.
A variable which coefficient is not significant signals an inconsistency with the 
theory, and should be removed from the model, except for the constant (it is 
always better to have the constant not to impose too strong restrictions).
                                                                              
       _cons     -7.21404   2.184771    -3.30   0.004    -11.80407   -2.624007
         inc     .8104573   .0369629    21.93   0.000     .7328011    .8881135
                                                                              
        cons        Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]
                                                                              
       Total       5102.95    19  268.576316           Root MSE      =  3.1986
                                                       Adj R-squared =  0.9619
    Residual    184.163089    18  10.2312827           R-squared     =  0.9639
       Model    4918.78691     1  4918.78691           Prob > F      =  0.0000
                                                       F(  1,    18) =  480.76
      Source         SS       df       MS              Number of obs =      20
  
The multiple linear regression
It is an extension of the simple linear regression model
Example:
cons = a + b inc + c int_rate + ε
Consumption does not depend on income only, but also on the interest rate
reg cons inc int_rate
       
To check the significance of the whole model, use the test F (which H0 assumes 
that all coefficients are nil at the same time).
Moreover, R2 checks how much of the variation in the dependent variable is 
explained by the model.  The adjusted R2 adjusts for the number of regressors 
included in the model (see next Lab 08).
                                                                              
       _cons    -15.63111   7.869869    -1.99   0.063    -32.23508    .9728646
    int_rate     2.624952   2.359116     1.11   0.281    -2.352349    7.602253
         inc     .8157711   .0370301    22.03   0.000     .7376444    .8938979
                                                                              
        cons        Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]
                                                                              
       Total       5102.95    19  268.576316           Root MSE      =  3.1777
                                                       Adj R-squared =  0.9624
    Residual    171.661426    17  10.0977309           R-squared     =  0.9664
       Model    4931.28857     2  2465.64429           Prob > F      =  0.0000
                                                       F(  2,    17) =  244.18
      Source         SS       df       MS              Number of obs =      20
  
R-squared: some extreme cases
R2 = 0 R2 = 1
