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Abstract: Research shows that emotions play an important role in learning. 
Human tutors are capable of identifying and responding to the affective states 
of their students; therefore, for ITSs to be truly affective, they should also be 
capable of tracking and appropriately responding to the emotional state of their 
users. We report on a project aimed at developing an affect-aware pedagogical 
agent persona for an ITS for teaching database design skills. We use the dimen-
sional approach to affective modeling, and track the users’ affective state along 
the valence dimension as identified from tracking the users’ facial features. We 
describe the facial-feature tracking application we developed, as well as the set 
of rules that control the agent’s behavior. The agent’s response to the student’s 
action depends on the student’s cognitive state (as determined from the session 
history) as well as on the student’s affective state. The experimental study of 
the agent shows the general preference towards the affective agent over the 
non-affective agent. 
Keywords: facial feature tracking, affect recognition, emotional intelligence, 
affective pedagogical agents, evaluation 
1   Affective Gap in Intelligent Tutoring Systems 
Computers have been implicitly designed without awareness of the affective commu-
nication channel. The lack of affective fit between technology and its users is particu-
larly significant in Intelligent Tutoring Systems (ITSs): failing to acknowledge the 
complex interaction between the cognitive and affective processes ubiquitous in hu-
man activities, educational systems might never approach their full potential. Kort and 
Reilly [1] call for a re-engineering of the ITSs’ pedagogy by shifting the focus of re-
search towards expert teachers “who are adept at recognizing the emotional state of 
learners, and, based upon their observations, take some action to scaffold learning in 
a positive manner”. In educational research the difference between learning perfor-
mance under the ideal one-to-one tutoring conditions and other methods of instruction 
has been referred as the 2 Sigma problem [2]. It is very likely that the affective gap in 
ITSs can partially explain the 2 Sigma problem in the ITSs’ context. 
The semantic component of social interaction, most frequently taking the form of 
speech, is often accompanied by the affective interaction component, which is consid-
 
ered equally or sometimes even more important then the semantic component [3]. 
Although people in general are not always aware of how exactly their language, pos-
ture, facial expression and eye gaze convey their emotions, these underpin their inter-
actions and navigation in the social world [4]. Recent research on affect recognition in 
computer-mediated environments opens new perspectives, although very little re-
search has explored the ways in which a computer can be used to address the emo-
tional state of its user in the learning context [5]. However, present-day ITS research 
is facing a wide range of interaction design and technical problems that arise during 
the development of affect-aware ITSs. 
In this paper we present a pedagogical agent capable of active affective support, 
guided by the logic which integrates the learner’s cognitive and affective states. Sec-
tion 1 outlines the supporting research on cognitive and affective processes in the 
learning context. Section 2 presents our approach to affective state detection, while 
Section 3 describes its implementation. Section 4 presents the affective pedagogical 
agent we developed for EER-Tutor, an ITS for relational database design [6]. Section 
5 describes the experiment and its outcomes. Finally, Section 6 concludes the paper 
by discussing our findings. 
2   Affective Processes in the Learning Context 
Prior research suggests a strong interaction between cognitive and affective processes 
in the human mind; in the educational context, stress, anxiety, and frustration experi-
enced by a learner can severely degrade learning outcomes [7]. Researchers have been 
grappling with the question of how to define appropriate behavior within an interac-
tive learning environment. Etiquette is highly context-dependent; consequently what 
may be appropriate in one context may be inappropriate in another. Generic HCI re-
search emphasizes the need to avoid negative affective states such as frustration; fre-
quently mentioned solutions include either (a) trying to determine and fix the problem 
causing the negative feelings, and/or (b) preemptively trying to prevent the problem 
from happening in the first place. However, there are some fundamental differences 
between general HCI etiquette and educational HCI etiquette. Learning from a com-
puter is not just about ease of use; learning can be frustrating and difficult because it 
involves learners’ exposure to errors and gaps in their thinking and knowledge [4]. 
Unfortunately, there is no cookbook defining all the rules for HHI (human-to-
human interaction) that HCI and ITSs developers can simply implement; however, 
one simple rule of thumb suggested in the work of Mishra and Hershey [4] is to apply 
what has been found appropriate in HHI to the design of HCI. However, the feedback 
design in many computer-based educational systems is often based on the simplistic 
and erroneous assumption that praise is assumed to affect behavior positively, irre-
spective of context [4]. Recent studies with AutoTutor explore strategies to address 
boredom, frustration, flow and confusion[8]; AutoTutor detects affective states 
through conversational cues, posture and facial features. 
Kort and Reilly [1] propose a model of constructive cognitive progress that relates 
learning and emotions in an evolving cycle of affective states. The model suggests 
that this cycle, including its negative states, is natural to the learning process. The 
theory of flow, initially proposed by Csikzentmihalyi in 1990 [9], also attempts to tie 
together cognitive and affective processes. Flow is described as a mental state of op-
eration in which people are fully immersed in what they doing; this state is character-
ized by a feeling of energized focus, full involvement, and success in the process. The 
study of flow has shown that conscious awareness of “flow zone” tends to diminish 
happiness and flow [9]. These findings suggest that conscious awareness of frustra-
tion, feeling of an impasse and other similar negative influences may diminish these 
states. In other words, affective self-awareness, fostered by affective support can as-
sist users in mitigating the detrimental influences of negative affective states on their 
learning. Myers [10] describes two generic varieties of support for emotion regulation 
applicable in HHI: passive and active support. Passive support is used by people to 
manipulate moods, without necessarily addressing the emotions themselves. In con-
trast, active support occurs when people discuss or otherwise address their emotions 
directly as a means of managing them. 
Bringing together the emotional self-regulation, Kort’s theory of emotions in learn-
ing and the theory of flow, Burleson and Picard [11] implement an approach that uses 
affective agents in the role of peer learning companions to help learners develop me-
ta-cognitive skills such as affective self-awareness for dealing with failure and frustra-
tion. In our research we adopt a similar approach by developing an affective agent 
playing the role of a caring tutor capable of offering active affective support. 
If the pedagogical agents are to mimic the human tutors’ affective behavior, the 
agents’ designers need to endow them with social and emotional intelligence. Affec-
tive pedagogical agents should possess the knowledge of how to link the cognitive 
and affective experience of the learner in an attempt to meet the learner’s needs; the 
agents should be able to choose an affective-behavioral strategy suitable for achieving 
the desired effect. Consequently, affective pedagogical agents need to embody a high-
er order of emotional behavior; they have to maintain the history and status of their 
own emotional state and that of the learners, and they have to have the capability of 
self-regulation of emotional state and support for the learner’s emotional state [5]. 
3   Identifying Users’ Affective States 
There are two major theoretical approaches to the study of emotion: dimensional and 
categorical. Theorists who use the categorical approach to emotion attempt to define 
specific categories or types of emotions [12]. Research in this area suggests that there 
are a number of basic emotions (estimates range from three to more than 20) which 
combine to produce all the emotional states which people experience. The dimension-
al approach conceptualizes emotional space as having two or perhaps three underlying 
dimensions along which the entire range of human emotions can be arranged [13]. 
The most common dimensions are valence (ranging from happy to sad) and arousal 
(ranging from calm to excited). 
In our research, we adopt the dimensional approach: the continuous nature of the 
valence dimension in this approach (versus the discrete states in the categorical ap-
proach) underpins the choices which determine the implementation of modeling of the 
agent’s and user’s emotions. The dimensional approach eliminates the need for classi-
 
fying the emotional states as belonging to certain categories; potentially, this resolves 
a number difficulties arising in emotion modeling—the label associated with a partic-
ular emotional display carries a lot less significance then the observed parameters of 
the emotional state. 
Facial feature tracking techniques are based directly on action units listed in the 
Facial Action Coding System (FACS) [14]. Positive affective valence can be indexed 
through a decrease in the distance between the corner of the mouth on one side of a 
face—action unit #4 (Lip Corner Puller) activated by Zygomaticus major; this action 
results in the upward and outward turning of the mouth into a smile. Negative 
affective valence can be indexed through a decrease of the distance between the inner 
corners of eyebrows—action unit #12 (Brow Lowerer) activated by Corrugator 
supercilii; this results in the furrowed eyebrows look. We developed an algorithm for 
feature tracking which utilizes a combination of common image processing tech-
niques, such as thresholding, integral projections, contour-tracing and Haar object 
classification; many of these operations are available though the OpenCV1 library. 
Throughout the algorithm, the focus of attention is shifted among a number of regions 
of interest, determined on the basis of the anthropomorphic constraints describing 
human face geometry [15]. The algorithm relies on a few session-dependent threshold 
values for processing eye, brow and mouth regions. To accommodate lighting varia-
tions, the threshold values have to be chosen manually during algorithm calibration at 
the start of each tracking session. The feature detection algorithm includes five steps: 
(1) face region extraction; (2) iris detection; (3) outer eye corners detection; (4) mouth 
corners detection and (5) inner brow corners detection. 
                                                          
1 http://www.intel.com/technology/computing/opencv/—Open Source Computer Vision library. 
Fig. 1. The left image shows an example frame with the detected features. The right image 
shows the core features tracked by the feature-tracking algorithm. 
Figure 1 shows facial features labeled according to the corresponding algorithm 
steps. Facial feature detection is the first stage of affect detection—the rest is based on 
the idea of facial animation parameter normalization described in [16]; in this tech-
nique the feature displacement is measured on the basis of a set of facial parameters 
for a neutral expression. At the start of every session, during calibration, the algorithm 
stores three parameters which are ratios of distances ERMR + ELML and BRBL to the 
distance between the pupils, PRPL shown in Figure 1. Real-time analysis of the differ-
ences between the ratios saved during calibration and the ratios calculated for each 
frame is the key to feature displacement. The algorithm does not attempt to determine 
affective state in every frame; rather our algorithm makes its decisions on the basis of 
observed changes throughout the session. Positive affective valence is indexed by the 
reduced distance between the corners of eye and mouth; negative valence is indexed 
by the reduced distance between the inner eyebrow corners. With every consecutive 
update received from the feature tracking code, the affective state is updated, register-
ing transitions between negative, neutral and positive affective states. 
4   Affective Pedagogical Agent for EER-Tutor 
To accommodate the preferences of users, we created two female and two male Hap-
tek2 characters. The agents were designed to appear as young people approximately 
20 to 30 years of age. Haptek’s People Putty SDK allows for fine-grain control over 
the agent’s features and behavior in a way which is consistent with the dimensional 
approach to emotion modeling. People Putty exposes a two-level API for controlling 
its characters’ emotional appearance. On the lower level, the emotional appearance 
can be controlled through a set of parameters associated with the characters’ facial 
features; these parameters define the position and shape of the eyebrows, the corners 
of the mouth, the overall position of the head and so on. We chose a subset of parame-
ters to control the characters’ appearance changes along the affective valence dimen-
sion ranging from sad to happy. Haptek characters use Microsoft Speech API-
compatible Text-to-Speech (TTS) engines to generate verbal narrations along with re-
alistic lip-sync movements. For the experimental studies we acquired two reportedly 
high-quality TTS Cepstral3 voices—one male and one female. 
The agent’s persona is guided by a set of fifteen rules which implicitly encode the 
logic of session history appraisal. The rules assume that continuous lack of cognitive 
progress will be accompanied by a negative affective state, because the user will be 
dissatisfied with the progress of the current task; conversely, a satisfactory progress 
will result in a positive affective state. Each rule corresponds to a pedagogically-
significant session state which requires the agent’s response. For example there are 
rules requiring the agent to greet users when they sign on, submit a solution, ask for a 
new problem and so on. Each rule has a set of equivalent feedback messages deter-
mining the agent’s verbal response; in addition, each rule includes a numeric value 
which triggers a change in the agent’s affective appearance. For example, when the 
user reaches correct solution, along with a congratulatory message the agent responds 
                                                          
2 http://www.haptek.com/—Haptek People Putty SDK site. 
3 http://www.cepstral.com/—Cepstral Text-to-Speech engires. 
 
with a cheerful smile. On the other hand, when the user is struggling with the solution 
resulting in multiple submissions with errors, the agent’s verbal response consists of 
the list of errors, along with an affective facial expression—the agent’s face looks sad 
as if the agent is empathizing with the user (Figure 2). The agent’s responses de-
scribed above rely only on the appraisal of the cognitive state. The agent has its own 
affective module, which stores the current affective state; in the course of a session, 
the agent’s affective state may be affected by the session events, but in the absence of 
the affect-triggering changes, the agent’s affective state always gravitates towards the 
neutral state, as it is the case with human emotions. 
The agent’s affective awareness is intended to give the agent the capability of 
providing active affective support by addressing the user’s feelings. The affective 
state appraisal is implicitly encoded in a set of rules corresponding to a subset of ped-
agogically-significant situations described above. The agent is capable of differentiat-
ing between positive and negative affective states; however, the agent addresses only 
steady negative affective states. The rationale for this approach is based simultaneous-
ly on the flow theory and on the model of cyclic flow of emotions in learning. The 
state of positive flow may be disrupted by making the subject aware of the flow; thus 
the agent does not need to interfere if there is no negative affect. When the user is 
happy with the state of the session, it is unlikely the agent’s affective feedback will 
improve anything, even if the agent is beaming with happiness and enthusiasm; if an-
ything, such an interference may break the mood or unnecessarily distract the user. 
On the other hand, making the subject aware of their negative state may distract them 
from their negative feelings and move them along towards their goal. Apart from re-
Fig. 2. The state of the agent after a few consecutive incorrect solution submissions. 
sponding to user-generated interface events (i.e. solution submission), the agent can 
intervene with affect-oriented messages when the user’s affective state degrades. 
Certainly, the affect-oriented messages triggered by negative affective states run 
the risk of making a bad situation worse, because a user afflicted by negative feelings 
might consider any interruptions irritating. With this in mind, we tried to design our 
agent’s behavior to be as unobtrusive as possible; the agent only provides affect-
oriented content if the subject’s facial feature tracking data indicates the dominance of 
the negative affective state. In our implementation, the interval to be taken into con-
sideration is a configurable parameter; for the evaluation study it was set to two 
minutes. Thus the agent, while responding to interface events, such as solution sub-
mission, may add an affect-oriented message to its feedback only if the negative af-
fect has been prevalent during the last two minutes and if the user did not receive af-
fective feedback during that time. The same logic is applied to the agent’s affective 
interjections in the absence of interface events. The following are examples of feed-
back messages used by the agent for affect-oriented feedback both for user-generated 
events and unsolicited affective interventions—these messages are intended to ad-
dress the user’s negative feelings and express empathy in a way suitable in the given 
context: 
• “I’m sorry if you are feeling frustrated—it’s just that some of the problems de-
mand a lot of work.” 
• “I apologize if you feel negative about this practice session—some of the solu-
tions are quite complex.” 
• “It does not look like you are not enjoying this practice session—but if you keep 
solving these problems, you will be better prepared for future assessment.” 
5   Experiment 
In order to evaluate the affective agent, we performed a study in an introductory data-
base course in March–April 2007. The experimental group had access to the affect-
aware version of the agent, while the control group had the affect-unaware version of 
the agent. This version of the agent was guided by rules without affect-oriented con-
tent so the agent did not generate affective facial or verbal reactions, but always re-
mained neutral. The task-oriented feedback for both conditions was identical. The 
participants were randomly allocated to the control and experimental conditions. All 
users were familiar with EER-Tutor, because the class was introduced to the sans-
agent version of this system a week before the study. 
The study was conducted as a series of individual sessions, one session per partici-
pant. A webcam for facial feature tracking was mounted on top of the monitor and 
aimed at the participant’s face. We used the Logitech Quick-Cam Pro 5000 webcam, 
operating at the frame rate of 15 fps. at a resolution of 640×480px. For improving the 
accuracy of facial feature tracking, we ran the sessions in a controlled lighting envi-
ronment—two 1000W video-studio lights were pointed away from the participant to-
wards a white screen, which worked as a source of diffused white light. Participants 
wore head-phones to hear the agent’s feedback. 
 
The participants were expected to spend 45-minutes with EER-Tutor, while solv-
ing problems of their choice from EER-Tutor’s curriculum at their own pace. Before 
each session the experiment convener provided a verbal description of the task. At the 
end of the session, the participants were asked fill out the questionnaire. Finally the 
participant was debriefed on the nature of the experiment and the underlying research. 
A total of 27 participants took part in the experiment—13 participants (11 male, 2 
female) were allocated to the control and 14 (13 male, 1 female) to the experimental 
condition. The average age in the control and experimental conditions was 22 (s = 
6.5) and 24 (s = 7.1) years respectively. We did not expect to observe significant dif-
ference between the conditions in the objective learning performance measures, be-
cause the sessions were short; therefore the between-condition comparison was made 
on the basis of the questionnaires responses. 
There was no significant difference between the groups in reported levels of exper-
tise in database modeling. The main positive outcome of the evaluation was deter-
mined by the responses to questions, which ranked the appropriateness of the agent’s 
behavior and its usefulness: 64% of the experimental groups thought that the agent’s 
behavior was appropriate, compared to only 30% of the control group; furthermore, 
43% of the experimental group rated the agent as a useful addition to EER-Tutor, 
compared to the 15% of the control group. The affect-aware agent’s behavior was rat-
ed higher than the affect-neutral agent in terms of both its behavior (Mann-Whitney U 
Test, U = 57, NC = 13, NE = 14, p < 0.05) and usefulness (Mann-Whitney U Test, U = 
56, NC = 13, NE = 14,p < 0.05). There was no significant difference in the users’ per-
ception of learning and enjoyment levels with either version of the agent. The rank-
ings of the participants’ perceptions of the agents’ emotional expressiveness did not 
reveal significant difference between the two conditions—30% in the control condi-
tion noticed the agent’s emotions versus 15% in the experimental condition. This re-
sult is somewhat unexpected, because the affective facial expressions were generated 
only for the experimental condition. 
Free-form questionnaire responses suggest that the participants received the affect-
aware version with interest and approval; for example, one participant commented: “I 
liked when the avatar told me I shouldn’t worry because of feeling uncomfortable 
about the question I was working on.” Three participants, however, stated they felt 
annoyed when the agent misdiagnosed their affective state; one user commented: 
“The avatar kept asking me if I was feeling negative when I wasn’t.” Another com-
ment suggests that we, as interaction designers, were not clear enough about the inten-
tion the agent was to communicate to the user: “I needed encouragement when I 
wasn’t doing very well, but instead got a sad face”—this particular user clearly did 
not find the agent’s empathy encouraging. In this situation, verbal expression of em-
pathy combined with a positive facial expression could have had a better effect. 
Verbalized feedback was enthusiastically welcomed by the participants; even 
though the questionnaire did not elicit comments on verbalized feedback, 33% of par-
ticipants (approximately equal proportions for each condition) stated that verbal feed-
back was a useful addition to EER-Tutor because it helped the users to remain fo-
cused on the workspace and work faster. Only 11% stated that verbalized feedback 
was unnecessary or distracting. The participants were able to silence the agent and 
stop verbal feedback; only 20% used this feature, but all these participants turned the 
verbal feedback back on within one to four minutes. The participants’ interest in the 
verbal feedback can be explained in the work of Nass and Brave [17], who offer the 
evidence that the awareness of non-human origin of speech is not enough for the 
“brain to overcome the historically appropriate activation of social relationships by 
voice.” These findings have a vast potential for the future development of affective 
pedagogical agents in ITSs. 
It appears that the agent’s presence raised the level of users’ expectations associat-
ed with the EER-Tutor’s ability to guide them and provide hints. This functionality is 
implicit in EER-Tutor, because at any time the list of errors can be obtained by sub-
mitting an incomplete solution; in the agent’s presence, however, some users wanted 
the agent to take it upon itself to provide context-specific hints. We observed in some 
cases that the agent did not match the users’ expectations in its ability to take control 
of the situation and provide context-specific unsolicited task-oriented hints and assis-
tance when the participants were struggling with the task. For example, one user 
commented: “When it was obvious I was lost, the avatar didn’t offer any tips or ap-
propriate questions.” Another user commented that without this ability the agent was 
“a helper that was not very helpful.” 
In general, approval of the pedagogical agent’s presence in EER-Tutor dominates 
the questionnaire responses. The agents’ uptake was not unanimous, but the evalua-
tion results advocate the presence of affective pedagogical agents, with the affect-
aware agent demonstrating superiority over its non-affective counterpart. 
6   Conclusions and Discussion 
The active affective support that we attempted to implement theoretically takes the in-
teraction between the agent and learner to a new level—it brings the pedagogical 
agent closer to the learner. This opens a whole new horizon of social and ethical de-
sign issues associated with the human nature traits. The experiment results indicate a 
range of preferences associated with pedagogical agents and affective communica-
tion. Affective interaction is individually driven, and it is reasonable to suggest that in 
task-oriented environments affective communication carries less importance for cer-
tain learners. Also, some learners might not display emotions in front of a computer, 
or some users might display emotions differently; even though people do tend to treat 
computers and other digital media socially, it does not necessarily mean that people’s 
responses in the HHI and HCI contexts are equivalent. On the other hand, some peo-
ple are naturally more private about their feelings; such individuals might respond to 
the invasion of their private emotional space by a perceptive affective agent with a 
range of reactions from withdrawal to fear. Others might resent being reminded about 
their feelings when they are focusing on a cognitive task; in such situations, people 
might unconsciously refuse to acknowledge their feelings all together. Although the 
interplay of affective and cognitive processes always underpins learning outcomes, af-
fective interaction sometimes may need to remain in the background; whatever the 
case, an ITS should let the user decide on the level of affective feedback, if any, thus 
leaving the user in control [18]. 
Affective state in learning environments and in HCI in general is known to be neg-
atively influenced by the mismatch between the user’s needs and the available func-
 
tionality; inadequate interface implementations, system limitations, lack of flexibility, 
occurrences of errors and crashes—all these factors contribute to the affective state. In 
most cases, it is difficult or virtually impossible to filter out the affect generated by 
this kind of problems. These considerations add another level of complexity to the 
modeling of such ill-defined domains as the human-like emotional behavior. 
At the same time, the inevitable and undisputed truth is that humans are affective 
beings, guided by a complex system of emotions, drives and needs. Some aspects of 
affect-recognition in HCI may forever remain ill-defined or hidden, just as in some 
HHI scenarios one can never be completely and utterly sure of the perceived experi-
ence. Affective agents may improve the learner’s experience in a variety of ways, and 
these will be perceived differently by every individual learner; agents may ease frus-
tration and may make the process more adaptive, interesting, intriguing or appealing. 
If affect-recognition and affective agents can attract more learners and improve learn-
ing outcomes, thus taking the ITS research a step closer to bridging the affective gap 
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