Transverse Single Spin Asymmetries and Cross-Sections for Forward pi0
  and eta Mesons at Large Feynman-x in sqrt(s)=200 GeV polarized p+p Collisions
  at STAR by Eun, Len K.
ar
X
iv
:1
20
5.
47
71
v1
  [
nu
cl-
ex
]  
21
 M
ay
 20
12
The Pennsylvania State University
The Graduate School
Transverse Single Spin Asymmetries and Cross-Sections for Forward
π0 and η Mesons at Large xF in
√
s = 200 GeV p↑+ p Collisions at STAR
A Dissertation in
Physics
by
Len K. Eun
c© 2011 Len K. Eun
Submitted in Partial Fulfillment
of the Requirements
for the Degree of
Doctor of Philosophy
August 2011
The dissertation of Len K. Eun was reviewed and approved∗ by the following:
Steve F. Heppelmann
Professor of Physics
Dissertation Advisor, Chair of Committee
John C. Collins
Professor of Physics
Ste´phane Coutu
Professor of Physics
Horacio Perez-Blanco
Professor of Mechanical Engineering
Nitin Samarth
Professor of Physics
Associate Head of the Department of Physics
∗Signatures are on file in the Graduate School.
Abstract
The STAR collaboration has previously reported a large transverse single spin
asymmetry, AN , for forward π
0 meson production. The cross-section in this region
was measured up to xF of 0.55, and found to be consistent with perturbative
Quantum Chromo-Dynamics predictions. During RHIC running in the year 2006
(6.8 pb−1, 56 % average polarization), an even larger AN was observed for the η
meson at forward rapidity for xF > 0.5. All data were collected by the STAR
Forward Pion Detector during
√
s = 200 GeV polarized p+p collisions at RHIC.
Understanding these large spin asymmetries requires information on the production
cross-section. In this thesis, we present the results of the cross-section as well as
the AN measurements for both π
0 and η mesons at average pseudo-rapidity of 3.7,
for 0.4 < xF < 0.75. The details of the calibration, and the analysis methods
are also discussed. Finally, we present selected aspects of the high voltage system
for the STAR Forward Meson Spectrometer inner calorimeter, which was designed
primarily by the author and his thesis advisor.
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Chapter 1
Motivation
1.1 Introduction
According to our current understanding of the universe, there are four types of fun-
damental interactions that govern all physical processes: electromagnetism, strong
interaction, weak interaction, and gravitation. The Standard Model of particle
physics describes the first three of these interactions in the language of quantum
field theory, providing us with a coherent framework to understand the funda-
mental processes. The strong interaction is the force between quarks and gluons,
which are the building blocks of the nucleons such as protons and neutrons. It is
also responsible for binding together protons and neutrons inside a nucleus, over-
coming the electromagnetic repulsion between protons. The part of the standard
model that deals with the strong interaction is called Quantum Chromo-Dynamics
(QCD), and the experiment described in this thesis is primarily aimed at studying
an aspect of QCD that is related to the intrinsic spin of the nucleons.
Despite the formal similarities of the theories, QCD works very differently
from electromagnetism (Quantum Electro-Dynamics, QED). In electromagnetism,
2the force between two charged particles decrease rapidly as the distance between
them is increased. In QCD, however, the attractive force between two quarks does
not diminish as they are separated. Once the separation between two quarks be-
comes large enough (but still microscopic), it becomes energetically favorable to
create their anti-quarks from vacuum to “neutralize” the long range color force.
This phenomenon is called the “confinement”, and it is the reason that no one
has ever observed a free, isolated quark or gluon. On the other hand, when the
separation between two quarks become extremely small, the strength of the strong
interaction becomes very weak, to a point where quarks and gluons inside a nu-
cleon can be viewed as weakly interacting, almost free particles. This phenomenon
is referred to as the “asymptotic freedom” [1].
In general, strongly interacting systems do not lend themselves to perturba-
tion theory, an essential analytical techniques that physicists employ to understand
quantum systems. In fact, the only part of the nucleon scattering event for which
perturbative QCD can be applied is the brief instance during which the quarks
and gluons come extremely close together and scatter off each other. But due to
confinement, the participants of this ”hard scattering” are hidden from us both
before and after the scattering. Consequently, what we actually observe are the
indirect results of the hard scattering event, which involves processes that cannot
be calculated analytically.
The QCD factorization deals with these difficulties, by separating the non-
perturbative parts in the initial and final states of the scattering from the hard scat-
tering cross-section that can be calculated precisely. While the non-perturbative
parts cannot be calculated, they are nonetheless believed to be universal, so they
3can be obtained by global analyses of various different types of experiments. This
factorized perturbative approach allows for a precise, analytic application of QCD
to nuclear scattering, but only for a certain class of processes; namely, one that
includes a scattering between quarks and/or gluons with a high enough momentum
transfer (so the quarks and gluons are close enough together during the interac-
tion, making it “hard”), and the non-perturbative parts that are universal. This
limitation of applicability implies that any process that can be understood by the
perturbative approach gives us a valuable opportunity to put our understanding
of QCD to a rigorous test.
One example of such processes is the production cross-sections of jets and
hadrons in proton-proton collisions, where the perturbative QCD has been suc-
cessful in predicting these observables in variety of experiments. From here, one
logical step forward, at least theoretically, is to explain the dependence of the cross-
section on nucleon spin. While this involves yet more non-perturbative quantities
that need to be obtained experimentally, the spin dependence of the hard scat-
tering between quarks and/or gluons is something many believe the perturbative
QCD framework should be able to handle as well as the spin averaged counterpart.
Experimentally, however, it is considerably more difficult to have polarized exper-
iments that can probe the spin dependent processes. The experiment described in
this thesis is one such example, in which we study the effects of the proton spin
on the particle production in polarized proton collisions. It is a part of a much
broader effort to understand a diverse range of QCD related physics at the Rel-
ativistic Heavy Ion Collider (RHIC), the world’s only polarized particle collider
located at Brookhaven National Laboratory (BNL).
4The main subject of this thesis is the measurements of the forward produc-
tion cross-section, and transverse single spin asymmetry for two neutral mesons,
π0 and η. The data for this analysis were taken with the Forward Pion Detector
(FPD), which was a part of the first iteration of STAR (Solenoidal Tracker At
RHIC [2]) forward calorimetry. The descriptions of the detector setup, and more
broadly of the RHIC environment, can be found in chapter 2. The theoretical
background for the transverse spin physics can be found later in this chapter.
The first analysis topic that we cover is the study of electromagnetic shower
shape in the FPD, which is the subject of chapter 3. This is an important key-
stone to the rest of the analysis, as everything from off-line calibration to unfolding
the energy smearing depends crucially on our ability to accurately simulate the
shower development. The next topic, covered in chapter 4, is the off-line calibra-
tion. While this very data set was previously used for a published spin asymmetry
measurement, [3] the fact that cross-section measurements require a much more
rigorous calibration of the detector, and that we are measuring the spin asymmetry
at higher energies than what was done before, lead us to work on improving the
calibration methods. The details of the data analysis are covered in chapter 5,
including background corrections, detection efficiency, and the unfolding of energy
smearing. Finally, the physics results for the cross-section and the spin asymmetry
can be found in chapter 6.
The last part of this thesis (Appendix A) covers a topic that is somewhat
disjointed from the rest of this document. As a member of the STAR collaboration
since 2004, I have participated in the STAR forward physics effort both in data
analysis, and in hardware design. The STAR forward calorimetry has undergone
5continual upgrades and changes during my participation, and as a result, I had an
invaluable opportunity to work on the design of the Cockroft-Walton high voltage
system for the STAR Forward Meson Spectrometer (FMS). Appendix A includes
the study of a simple theoretical model of the Cockroft-Walton voltage multiplier,
and covers selected elements of the system design.
1.2 Transverse Single Spin Asymmetry
Spin is a fundamental degree of freedom in quantum field theory formalism, in
which an elementary particle is assigned an internal vector space representing the
state of its intrinsic angular momentum. Particles that carry half integer unit
of spin are called fermions, whose collective behavior is governed by Fermi-Dirac
statistics. Particles that carry integer unit of spin are called bosons, which follow
Bose-Einstein statistics.
Nucleons (protons and neutrons) are composite fermions that carry one half
unit of spin, |sz| = ~2 . The constituent particles that make up the nucleons are
quarks and gluons, both of which are elementary particles often collectively re-
ferred to as partons. Of these, the quarks are fermions with |sz| = ~2 , while the
gluons are gauge bosons (force carriers) with |sz| = ~. The spins of the partons are
correlated with the spin of the parent nucleon. This dependence is often described
by polarized parton distribution functions, which measure the probability differ-
ence between finding a parton with a particular momentum fraction whose spin is
aligned with that of the parent nucleon, and the one whose spin is anti-aligned.
6In a common nuclear/particle scattering experiment, the nucleons are sta-
tistically unpolarized, in that the measurements of their spins are equally likely
to yield one direction versus the other. In such an experiment, effects due to the
nucleon spin tend to average out, and we are left with observables that do not
depend on the spin of the nucleon. However, it is also possible to have a polarized
experiment, in which the spin of the nucleon is aligned in a chosen direction. In
such an experiment, we may hope to observe effects due to the spin of nucleons
and/or partons.
The aspect of nucleon spin that we focus on in this analysis is called the
transverse single spin asymmetry, which is the effect of transverse (to the direc-
tion of motion) polarization on the particle production cross-section in polarized
scattering experiments. Our interest is in the particles produced in the forward re-
gion (the region close to the beam line, where small angle scattering is measured),
where the largest transverse spin effects have been observed. The polarization of
the colliding nucleons may point either upward or downward relative to the beam
direction. The effects that we observe are found to be correlated with the polar-
ization of the beam heading towards our detector, but not with the polarization
of the other beam. This type of phenomena are known as “single spin” effects, in
contrast to “double spin” effects that depend on the polarizations of both beams.
What we actually measure is a left-right asymmetry in the forward production
cross-section, as a function of the up-down polarization of the incoming beam. For
instance, we may observe more final state particles on the left side of the beam
if the beam was polarized upward, and more on the right side if it was polarized
downward. A simple schematic of the experiment geometry is shown in figure 1.1.
7Figure 1.1. The basic geometry of transverse single spin asymmetry in case of forward
pi0 production
The quantity that is commonly used to measure the transverse single spin
asymmetry is called the analyzing power, denoted AN . It is defined as the following
when measured on the left side of the beam.
AN =
dσ↑ − dσ↓
dσ↑ + dσ↓
(1.1)
Here, dσ↑ (dσ↓) indicates the differential cross-section of the final state particle
(such as π0 and η) when the incoming beam polarization was up (down). If the
measurement is made on the right side of the beam, the signs on the numerator
need to be reversed.
The theoretical expectation, which dates back to 1978, [6] was that in the
regime where perturbative Quantum Chromo-Dynamics is valid, such transverse
spin effects should be suppressed at leading twist (simplest parton topology). Nev-
ertheless, large analyzing power (AN) in forward meson production was observed
at various energies, [7] [8] [9] most notably by the E704 collaboration at Fermi Na-
tional Accelerator Laboratory. [4] [5] [10] [11] Their results are shown in figure 1.2,
in which they saw sizable analyzing powers for all three species of π mesons, as well
8Figure 1.2. FNAL E704 transverse single spin asymmetry results, AN vs. xF . [4] [5]
LEFT: p↑+ p→ h+X, RIGHT: p¯↑+ p→ h+X. Average pT ∼ 1 GeV. The xF denotes
“Feynman x”, defined as the fraction of the total hadron energy carried by a parton.
as the η meson. The measurement was made at center of mass energy of 19.4 GeV,
with an average transverse momentum (pT ) of around 1 GeV. It is important to
note that at this magnitude of transverse momentum, cross-section measurements
usually could not be explained by perturbative QCD, raising concerns as to the
applicability of the available theoretical techniques to the observed spin effects.
The STAR collaboration, along with other experiments at RHIC, found the
large transverse spin effects to persist up to RHIC energy (
√
s = 200 GeV). [13]
The right-hand panel of figure 1.3 shows the analyzing power (AN) for forward
neutral pion (π0) production at a center of mass energy of 200 GeV. The transverse
momentum of these data points ranges from 1 GeV to 3.5 GeV. The significance of
this result lies in the fact that in the very same kinematic region, the cross-section
for π0 was measured to be in good agreement with perturbative QCD (pQCD)
predictions, as shown on the left-hand panel of figure 1.3. It implies not only that
the pQCD based theories should be able to explain the observed spin effects, but
9Figure 1.3. STAR results. LEFT: pi0 invariant cross-section at
√
s=200 GeV [12].
The cross-section is measured at three pseudo-rapidity (η) points. The curves represent
next-to-leading-order (NLO) pQCD calculations, based on two different fragmentation
functions. RIGHT: Transverse single spin asymmetry (AN ) vs. xF for forward pi
0 pro-
duction. [3] AN is measured at pseudo-rapidity (η) points of 3.3 and 3.7. The inset
shows the invariant mass spectrum for left and right detector sorted by the spin states.
also that the transverse spin asymmetry measurements can be considered as useful
tests of our current understanding of QCD.
1.3 Theoretical Background
We consider inclusive hadron production in hadron-hadron (in our case, protons)
collisions, A+B → h+X , as shown in figure 1.4. The QCD factorization theorem
[14] allows us to write the unpolarized differential cross-section as a product of
probability functions from the two initial states (A and B), hard-scattering (H),
and the final state (h).
Eh
dσ
d3ph
=
∑
abc
∫
dxa dxb
dz
z
fa/A(xa) fb/B(xb)H(a+ b→ c+X)Dh/c(z) (1.2)
Here, Eh is the energy of the observed hadron, and fa/A(xa) and fb/B(xb) are the
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Figure 1.4. Schematic of inclusive hadron production in hadron-hadron collisions,
A+B → h+X
parton distribution functions for the two colliding hadrons. fa/A (fb/B) returns the
probability of finding a parton a (b) with the momentum fraction xa (xb) (frac-
tion of the hadron momentum that a parton carries) inside the hadron A (B).
Dh/c(z) is the fragmentation function that returns the probability of the parton c
fragmenting to a hadron h with the momentum fraction z (fraction of the parton
momentum that a hadron carries). The sum runs over all flavors of quarks, anti-
quarks, and gluons. All of the functions are leading twist. H is the elementary
hard scattering cross-section for a + b → c +X . The hard-scattering term is the
only part of this equation that can be calculated using pQCD. All other terms
need to be constructed based on experimental data.
To deal with the singly polarized collisions in which the hadron A is polar-
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ized and the hadron B is unpolarized, we must equip the parton a with a spin
density matrix ρa to account for the polarization of the parton a inside the hadron
A. Similarly, we attach a “decay” matrix ρc to the fragmentation function Dh/c(z)
to account for the spin dependence of the fragmentation, as the parton c is now
polarized. Both ρa and ρc are 2 × 2 matrices whose indices take values of + and
−. Then equation 1.2 is replaced by the following.
Eh
dσ
d3ph
=
∑
abc
∑
αα′γγ′
∫
dxa dxb
dz
z
fa/A(xa) ρ
a
αα′ fb/B(xb)Hαα′;γγ′ ρ
c
γγ′ Dh/c(z) (1.3)
The sum over a and c only goes over quark and anti-quark flavors, excluding gluons
that are unpolarized inside a transversely polarized hadron. The sum over b may
still include gluons.
When constructing the spin density matrix ρaαα′ , it is more natural to use the
helicity (spin along the direction of the motion) basis even though we are interested
in the transverse spin effects. In the limit where the masses are small compared
to the transverse momentum of the scattering, QCD vertices conserve helicities.
Explicitly, ρa is given by,
ρa =

 1 + λ Sx − iSy
Sx + iSy 1− λ

 (1.4)
Using spin operators, it is easy to see that Sx, Sy, and λ correspond to the
expectation values of the parton spin in x, y, and z (helicity) directions, respec-
tively. Clearly, the transverse spin components belong to the off-diagonal (+− and
−+) elements of the density matrix. (From now on, we assume that the up-down
polarization is in the Y-direction)
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The decay matrix ρc is normalized so that if the hadron h is unpolarized, or
spin-less, it becomes an identity matrix. (This is also true if the polarization of
hadron h is unmeasured.) In our experiment, the observed final states are π0 and
η mesons, both of which are spin-less.
The hard scattering cross-section (Hαα′;γγ′) now has four spin indices to ac-
commodate the spin of the initial and final state partons. We integrate over the
spin of all other particles, which are unpolarized. Since the transverse spin in-
formation is stored in the off-diagonal terms of the spin density matrix ρaαα′ , the
hard scattering terms that are relevant to transverse spin effects are the ones with
α 6= α′ (H+−;×× and H−+;××).
If we let Mαγx be the helicity dependent scattering amplitude, where α and
γ are the helicities of quarks a and c, and x is the index for the spin states of all
other partons, we have,
Hαα′;γγ′ ∝
∑
x
Mαγx M∗α′γ′x (1.5)
Confining ourselves to the case where the partons a and c are both quarks of the
same flavor, the helicity conservation in the mass-less limit implies that the hard
scattering term is non-zero only when α = α′ and γ = γ′, or when α = γ and
α′ = γ′. (If the partons a and c are the quark and its corresponding anti-quark,
then the latter condition becomes α 6= γ and α′ 6= γ′.) So the only non-zero
terms are H++;++, H++;−−, H+−;+−, and since QCD is parity invariant, their par-
ity transformed (+ 7→ − and − 7→ +) counterparts. [15]
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Combining the above two requirements, we find that the hard scattering
terms necessary to generate the transverse spin effects are H+−;+− and H−+;−+.
However, both of these terms, with γ 6= γ′, couple to the off-diagonal elements of
the decay matrix ρcγγ′ , which are zero since ρ
c
γγ′ = δγγ′ . Clearly, the hard scattering
terms we need are the ones that couple to the off-diagonal elements of two spin
matrices. Consequently, we need another spin matrix with non-zero off diagonal
elements in the system, or in other words, another polarized quark whose polar-
ization can be measured. Since our final state is spin-less, the only object with
known polarization in the system is the parton a. Therefore, we may conclude
that at leading twist, the production cross-section is insensitive to the transverse
spin of parton a. A very good overview of the subject can be found in [16].
Before we look at how we can get around this conclusion to obtain the trans-
verse spin effect, it is necessary to introduce transverse momentum dependent
(TMD) factorization. The analyzing power is an asymmetry in the azimuthal dis-
tribution of particles, and for a single final state like π0 and η, we need to introduce
its transverse momentum k⊥ into the problem. Equation 1.3 uses collinear factor-
ization, which has no room to accommodate unbalanced k⊥. Therefore we rewrite
equation 1.3 using TMD factorization as the following.
Eh
dσ
d3ph
=
∑
abc
∑
αα′γγ′
∫
dxa d
2k⊥a dxb d
2k⊥b
dz
z
d2k⊥h
fˆa/A(xa, k⊥a) ρ
a
αα′ fˆb/B(xb, k⊥b)Hαα′;γγ′(k⊥a, k⊥b, k⊥h) ρ
c
γγ′ Dˆh/c(z, k⊥h)
(1.6)
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The hats on the parton density and fragmentation functions (PDF and FF) indicate
that they are transverse momentum dependent, and they are defined so that once
the transverse momentum is integrated out, we recover the collinear PDF and FF.
fa/A(xa) =
∫
d2k⊥a fˆa/A(xa, k⊥a) (1.7)
Dh/C(z) =
∫
d2k⊥h Dˆh/C(z, k⊥h) (1.8)
We note that the QCD factorization theorem is proven only for the collinear
case, and the validity of the TMD approach is conjectural. In fact, universality
of the TMD factorization has been found to be violated in some cases. [17] [18]
These results do not invalidate the TMD approach in general, but limits the scope
of its applicability.
1.3.1 Collins Effect
Even if the final state is spin-less, the second polarized object can still be the
parton c if the fragmentation into hadron h depends on its spin. [15] [19] The
spin dependence may be observed in the form of an analyzing power, generated
by the fragmentation process itself. This effectively provides the information on
the spin state of the parton c. Formally, this is equivalent to allowing the decay
matrix ρc to be non-diagonal. The product of the hard scattering terms necessary
for the transverse spin effects and the two spin matrices, ρa+− · H+−;+− · ρc+− and
ρa−+ ·H−+;−+ · ρc−+, are now non-zero. As a result, we obtain an analyzing power
that is proportional to the following:
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AN ∝ dσ↑ − dσ↓
∝
∑
abc
∫
dxa dxb
1
z
d2k⊥h fa/A(xa) fb/B(xb)H+−;+−(k⊥h) ∆
NDh/c↑(z, k⊥h)
(1.9)
Notice that the transverse momentum dependences for all initial states have been
integrated out. Only fragmentation remains kT dependent. ∆
NDh/c↑ is called the
Collins function, and defined as below.
∆NDh/c↑(z, k⊥h) ≡ Dˆh/c↑(z, k⊥h)− Dˆh/c↓(z, k⊥h) (1.10)
With the Collins effect, the hadron h is produced with “intrinsic” transverse
momentum (one that does not come from hard scattering) kT , the direction of
which is correlated with the transverse spin of the quark c. The spin of quark c is
the same as the spin of quark a, because the hard scattering term is H+−;+−. In
other words, the quark maintains its spin through the hard scattering. Finally, if
parton a is a large xF quark, it is likely that its spin is aligned with that of the
hadron A. This way, the kT of the observed hadron h can be correlated with the
spin of the incoming polarized hadron A.
The kT of the hadron h is orthogonal to the momentum and spin of parton
c. That is, the up-down spin of parton c would produce a left-right asymmetry. It
also means that the asymmetry is defined with respect to the direction of parton
c’s momentum, not the direction of the beam. In other words, the asymmetry is
confined within the jet produced by parton c, and the jet axis itself, which is in the
same direction as parton c, does not have an analyzing power. This can be verified
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in an experiment by performing a full jet reconstruction and measuring the jet
asymmetry. If the observed final state is not coming from jet fragmentation, such
as the case with prompt photons, then the Collins effect yields zero asymmetry.
In addition, as mentioned before, the lack of gluon transverse polarization means
that the jets that originate from gluons have zero Collins effect as well.
1.3.2 Sivers Effect
Another approach relies on the intrinsic transverse momentum (kT ) in the initial
state to generate the observed asymmetry. In this model, called the Sivers effect,
[20] [21] the transverse spin of the partons play no role, and the previous discussions
regarding the off-diagonal elements of the spin matrices do not apply. Instead, the
asymmetry comes from the kT of parton a, which is correlated with the transverse
spin of the polarized hadron A. The orbital angular motion of quarks and gluons
inside a proton would provide such a mechanism. If a parton with left-going kT
contributes a different scattering amplitude from a parton with right-going kT to
the same final state, there can be a net spin asymmetry. This situation could arise
if the remaining parts of the hadrons that do not participate in hard scattering
provide an environment with which the scattering partons interact, and if the ex-
tra interactions depend on the kT of the parton. The resulting analyzing power is
proportional to the following:
AN ∝
∑
abc
∫
dxa dxb
1
z
d2k⊥a ∆
Nfa/A↑(xa, k⊥a) fb/B(xb)H(k⊥a) Dh/c(z) (1.11)
The transverse momentum dependences of the unpolarized parton distribution
17
function and the fragmentation function have been integrated out. ∆Nfa/A↑ is
given by,
∆Nfa/A↑(xa, kTa) ≡ fˆa/A↑(xa, kTa)− fˆa/A↓(xa, kTa) (1.12)
This function is called the Sivers function. It is clear that even if the difference
between the hard scattering cross-section for spin up and spin down is zero, a
non-zero Sivers function will generate the analyzing power. [22]
As a heuristic example, consider the following case. The orbital angular mo-
tion causes a correlation between the direction of kT and the location of the parton
inside the polarized hadron. (Partons in the “front” of the hadron are going one
way, and the ones in the “back” are going the other way.) If the amplitude for
scattering off a “front” parton is different from scattering off a “back” parton be-
cause the incoming scatterer has to go through more soft interactions to get to the
back of the proton, it can lead to a bias in kT that is correlated with the spin of the
polarized hadron. In the Collins effect, the bias in kT was on the unpolarized final
state hadron, and it was correlated with the spin of the polarized quark from which
it fragments. In the Sivers effect, the bias is on the unpolarized parton, and it is
correlated with the spin of the polarized initial state hadron from which it is pulled.
Unlike the Collins effect, the Sivers function needs not be zero for gluons.
The gluons are not transversely polarized, but they may carry orbital angular mo-
mentum. The Sivers effect is also applicable to a wider range of final states, as all
the action occurs before the hard-scattering, and the fragmentation plays no role.
It is in principle possible to generate the Sivers asymmetry for prompt photons.
Finally, the two-body final states are not precisely back-to-back in azimuth, be-
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cause the kT bias from the initial state feeds into the hard scattering. A good way
to observe this effect is the full reconstructions of di-jets and photon-jets, from
which we can measure their relative azimuthal angle distribution.
1.3.3 Boer-Mulders Effect
The Boer-Mulders effect [23] [24] has formal similarities to the Collins effect.
Firstly, it introduces the second polarized quark to the system to allow the off-
diagonal hard-scattering terms to survive. Secondly, the bias in kT that generates
the asymmetry is related to a polarized quark and an unpolarized hadron. In the
Collins effect, the unpolarized hadron fragmented from a polarized quark. In the
Boer-Mulders effect, the unpolarized hadron is the incoming hadron B, and the
polarized quark is the parton b that is pulled from it. Physically, however, it is
very similar to the Sivers effect, in that it requires a correlation between spin and
orbit, and soft interactions from the environment that distinguish different parts
of the orbit. In the Sivers effect, the orbital direction of the quarks was correlated
with the spin of the proton. In Boer-Mulders, it is correlated with the spin of the
quarks themselves. We rewrite the TMD factorized formula in a form more specific
to this effect.
Eh
dσ
d3ph
=
∑
abc
∑
αα′ββ′
∫
dxa dxb d
2k⊥b
dz
z
fa/A(xa) ρ
a
αα′ fˆb/B(xb, k⊥b) ρ
b
ββ′ Hαα′;ββ′(k⊥b)Dh/c(z)
(1.13)
Notice that instead of the decay matrix ρcγγ′ , we now have a spin density matrix ρ
b
ββ′
to describe the spin state of parton b. We have also integrated out the transverse
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momentum dependences of the polarized hadron and the fragmentation process.
For the Collins effect, the spin density matrix ρbββ′ was considered effectively
to be unity, similar to the decay matrix for the “unpolarized” fragmentation pro-
cess. Unlike ρa, ρb can be proportional to an identity matrix because an unpolarized
quark is necessarily in a mixed state. (A pure state has only one eigenvalue.) But
once we allow the quark b to be polarized, ρb picks up off-diagonal elements just
like ρa. The hard scattering terms that are relevant here are again H+−;+− and
H−+;−+, despite the change of indices from γ to β compared to the Collins effect. It
is clear that these terms will now survive by coupling to the non-zero off-diagonal
elements of ρa and ρb.
The reason that the quark b, which comes from the unpolarized hadron B,
can be polarized is because the only hard scattering terms that go into the analyz-
ing power are the ones with α = β. In the Collins effect, the quark “remembered”
(α = γ) its spin through the hard scattering. In Boer-Mulders, the polarized quark
“selects” a quark with the same spin from the unpolarized hadron. Since the spin
of the quark from the polarized hadron is correlated with the spin of the hadron
itself, we get a correlation between the polarization of the beam, and the spin of
the quark from the unpolarized beam. From here, we just need the intrinsic kT of
a quark inside an unpolarized hadron to be correlated with the spin of the quark
to generate the asymmetry.
Again as a heuristic example, consider a case in which there is a spin-orbit
coupling inside an unpolarized hadron, which causes spin up quarks to orbit in one
way, and the spin down quarks in the other way. If there is an interaction with
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the environment that produces different scattering amplitudes for different points
in the orbit, (like the Sivers effect) then we may find that spin up quarks from an
unpolarized hadron are more likely to be going one way than the other.
1.3.4 Twist-3 Effect
So far, the three mechanisms that we’ve discussed have all been leading twist
(twist-2) effects built on transverse-momentum dependent (TMD) factorization.
However, it is also possible to generate transverse spin effects based on higher twist
phenomena within the framework of the proven collinear factorization. [25] The
twist count can be thought of as the degree of suppression by the hard-scattering
transverse momentum (pT ), where twist-2 has no pT suppression, and twist-3 is
suppressed by one power of pT (∝ 1pT ). (A good review on this topic can be found
in [26]) However, in reality the above discussed “twist-2” effects have their origins
in the non-perturbative parts of the problem (initial and final state effects), and
may be suppressed by powers of pT .
The twist-3 function, which has an additional gluon propagator, can be asso-
ciated with the polarized initial state hadron, the unpolarized initial state hadron,
and the fragmentation function. Again for A + B → h + X scattering, we may
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Figure 1.5. Generic Feynman diagram for twist-3 contribution to the inclusive pion
single spin asymmetry in singly polarized proton-proton collision. [27] RHS, clockwise
from top left, twist-3 quark-gluon correlation function for the polarized proton, PDF for
the unpolarized proton, fragmentation function, and the hard-scattering function with
interference between two-particle and three particle initial states.
write the transverse spin dependent cross-section as the following: [27]
dσ(pT , ~sT ) =
∑
abc
f
(3)
a/A(xa1, xa2, ~sT )⊗ fb/B(xb)⊗H ′(pT , ~sT )⊗Dh/c(z)
+
∑
abc
fa/A(xa, ~sT )⊗ f (3)b/B(xb1, xb2)⊗H ′′(pT , ~sT )⊗Dh/c(z)
+
∑
abc
fa/A(xa, ~sT )⊗ fb/B(xb)⊗H ′′′(pT , ~sT )⊗D(3)h/c(z1, z2)
(1.14)
Since we are using collinear factorization, the intrinsic kT does not appear
in the formula. As before, the sum runs over all flavors of quarks, anti-quarks,
and gluons. Functions with the symbol (3) on top indicate the twist-3 function,
which has an additional independent variable for the extra gluon. Notice that the
elementary scattering cross-section H (for a+ b→ c+X) is different for each line,
due to the three different initial and final state configurations. Figure 1.5 depicts
the Feynman diagrams for the first line of the equation 1.14. The modifications
from all-leading-twist formula are visible both in polarized initial state hadron,
and hard scattering term through the extra gluon propagator.
22
It turns out that of the three lines, only the first one has a sizable con-
tribution to the transverse single spin asymmetry. [27] The key ingredients that
produce the spin effects are the twist-3 quark-gluon correlation function associated
with the polarized hadron, and the modified elementary scattering cross-section
that includes interference between the two scattering amplitudes; one with a two
parton initial state, and another with a three parton initial state.
The twist-3 effect can be thought of as the simplest perturbative approxi-
mation of the interaction between the scattering partons and the environment. In
fact, the first line of equation 1.14 is closely related to the Sivers effect, [28] which
also needs the scatterer-environment interaction to generate the asymmetry.
1.4 Measurement Description
Our measurement is an extension of the results shown in figure 1.3. From singly
polarized proton-proton collisions (p↑ + p → h +X), we make inclusive measure-
ments of π0 and η mesons produced at very forward region, with average pseudo-
rapidity of 3.7. Pseudo-rapidity, often denoted η, is a measure of the scattering
angle, commonly used in relativistic scattering experiments because the difference
in pseudo-rapidity is independent of beam energy (or Lorentz boost in the beam
direction). It is defined in terms of the scattering angle θ (angle from the beam
axis) by,
η = −ln{tan(θ
2
)} (1.15)
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In this forward region, the dominant scattering channel is the one between a
large momentum quark from the polarized proton, and a small momentum gluon
from the unpolarized proton. The previous STAR forward cross-section and asym-
metry measurements (for π0 only) were made at xF of up to 0.55. [12] [3] In this
measurement, we extend the xF coverage significantly by measuring both final
states from xF = 0.4 to xF = 0.8. We measure and compare the analyzing powers
of the two neutral mesons. In addition, we measure their cross-sections in the same
xF range in which the asymmetries are measured, which is crucial in understanding
the nature of the spin effects.
Chapter 2
Experimental Setup
2.1 Introduction
Out experiment is performed at the Relativistic Heavy Ion Collider (RHIC), as a
part of the STAR (Solenoidal Tracker At RHIC) collaboration. In this chapter,
we will cover the basics of the RHIC environment during polarized proton colli-
sions, as well as the details of the detector used for this analysis, the Forward Pion
Detector (FPD). The discussion includes a brief description of the machine called
the Siberian Snake, a crucial device that allows RHIC to successfully deliver the
world’s only polarized particle collisions.
2.2 Relativistic Heavy Ion Collider
Relativistic Heavy Ion Collider (RHIC) is a high energy particle collider located at
Brookhaven National Laboratory in Long Island, New York. In operation since the
year 2000, RHIC has unique physics capabilities that make it one of the premier
particle colliders in the world. RHIC was the first machine of its kind capable
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of colliding two beams of heavy ions, such as gold nuclei, at relativistic energy.
RHIC can accelerate the heavy ion beams up to 250 GeV of energy per nucleon,
or 99.999 % of the speed of light. This high energy heavy ion collisions are used to
create an extremely hot and dense state of nuclear matter, thought to have existed
during a brief period in the early universe following the Big Bang. [29] The precise
nature of this exotic state of matter, called quark gluon plasma, has fundamental
ramifications in diverse fields of physics, from nuclear and particle physics to cos-
mology. In addition, RHIC remains the first and the only particle collider in the
world capable of colliding polarized beams at relativistic energy, providing a vastly
higher center of mass collision energy than any previous spin physics experiments.
At RHIC, beams of protons are polarized either longitudinally, where the spins of
the protons are parallel/anti-parallel to the beam direction, or transversely, where
they are perpendicular to the beam direction. The longitudinal polarization is
used to study the spin structure of the proton, whose one half unit of spin must
originate from the spin and the orbital motion of its constituents. [30] [31] [32]
Despite the progress made in our understanding of the unpolarized structure of
the proton, a large portion of its spin structure still remains unknown. The RHIC
spin program probes the role of gluon polarization in constructing the proton spin.
In addition, the transverse polarization provides a unique opportunity to test the
inner workings of Quantum Chromo-Dynamics (QCD), an extremely successful
theory of nuclear interaction that nevertheless has struggled to explain the role
of transverse spin in relativistic scatterings of quarks and gluons. [3] By studying
transverse spin dependent observables in processes for which the unpolarized ob-
servables are well described by QCD, we can test the current theoretical framework
at its frontier.
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Figure 2.1. Schematic of the RHIC complex as of 2006, emphasizing the facilities
and functions related to the polarized proton collisions. The two smaller experiments,
BRAHMS and PHOBOS, are no longer active. Figure from [33].
Figure 2.1 shows the schematic of the RHIC complex. (The tandem Van de
Graff, which is used as a heavy ion source, is not shown in the schematic.) In addi-
tion to the two main rings of RHIC, we have the Alternating Gradient Synchrotron
(AGS) complex, which serves as both the particle source and pre-accelerator for
RHIC. The linear accelerator (LINAC) includes a polarized ion source that pro-
duces beams of polarized protons. The LINAC accelerates the proton beam up to
200 MeV, [33] and injects it into the AGS booster. AGS booster in turn forms
high intensity bunches by accumulating protons from the Linac. (The “beam”
of particles in a particle collider consists of many bunches of highly concentrated
particles. At RHIC, each beam is typically made up of around 100 bunches.) Once
the bunches are formed, they are sent to the AGS, which accelerates the beam up
to 25 GeV in preparation for the injection into the main rings of RHIC. [33] The
AGS itself used to be the main high energy physics facility at Brookhaven until
the construction of RHIC, and it was used for three Nobel prize winning researches
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(76’, 80’ and 88’).
2.2.1 Spin Precession in an External Magnetic Field
Until the RHIC era, virtually all the experiments that involved polarization were
performed in fixed target environments, where only one beam is accelerated and
collided into a stationary target. The advantage of this type of experiment is that
since only the target is polarized, one does not have to deal with accelerating a
polarized beam to a high energy. The disadvantage is that the center of mass energy
in a fixed target experiment is substantially lower than what can be achieved in a
collider environment, where two high energy beams are collided with each other.
However, the difficulty in maintaining polarization during acceleration and storage
of high energy beams is so significant, that RHIC will remain the only polarized
collider in the world in the foreseeable future. To examine the challenge associated
with polarizing high energy beams, we first look at the Thomas-BMT equation,
which classically describes the motion of the spin vector of a particle in an external
magnetic field: [34]
d~S
dt
=
e
γm
~S × {(1 +Gγ) ~B⊥ + (1 +G) ~B‖} (2.1)
Here, ~S is the spin vector of the particle, γ = 1/
√
1− β2 is the Lorentz factor,
and B⊥ and B‖ are the transverse and longitudinal components of the external
magnetic field, respectively. The e and m are the charge and mass of the particle,
and G is its anomalous magnetic moment, defined as:
G =
1
2
(g − 2) (2.2)
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It is very close to zero for an ideal, structureless fermion like the electron, which
has G = 0.001159652. For a proton, which is a composite particle, G = 1.792947.
For a nearly ideal particle collider, the longitudinal component of the mag-
netic field should be negligible compared to the transverse field produced by the
orbit guiding dipoles. Under that assumption, we can compare equation 2.1 with
the Lorentz force equation for the orbit of a charged particle in an external mag-
netic field:
d~v
dt
=
e
γm
~v × ~B⊥ (2.3)
Here, ~v is the velocity vector of the charged particle. It is easy to see that in the
absence of B‖, the two equations are nearly identical up to the factor of Gγ. In
fact, one of the clearest manifestations of the anomalous magnetic moment is that
if G = 0, the spin of a particle orbiting under a vertical magnetic field rotates along
the vertical axis at the same rate as the orbital motion. That is, the spin vector
makes one full rotation in the same time that it takes the particle to complete a
full revolution around its orbit. Consequently, the spin vector is stationary with
respect to the momentum vector.
In reality, because real particles have non-zero G, the spin will precess along
the direction of the transverse magnetic field. Again comparing the equations 2.1
and 2.3, we see that the number of times the spin vector precesses along the vertical
axis is equal to Gγ. For instance, if Gγ = 1, then the spin will rotate twice as fast
as the orbital motion, making one extra rotation relative to the momentum vector
per every revolution. Figure 2.2 shows an example of a spin precession, in the case
of Gγ = 6. We call this quantity, Gγ, the “spin tune”. Consequently, the stable
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Figure 2.2. Schematic of the spin vector precessing around the vertical axis, for the
case of Gγ = 6. The frequency of the spin precession is exactly 6 times that of the
orbital motion, locking the spin direction to the position in the orbit. Figure from RHIC
presentation by W. MacKay.
spin direction for a polarized beam in a particle accelerator is vertical, the same
as the guiding dipole field. If the direction of polarization was precisely identical
to the direction of the magnetic field, there will be no precession. In reality, due
to various imperfections, there will always be some level of precession along the
vertical axis.
The difficulty in accelerating a polarized beam without losing its polarization
comes from the following. Both the imperfections of a real-life accelerator, and the
need to have focusing magnetic fields for the beam, introduce depolarizing effects
that drive the spin direction away from the stable vertical direction. These effects
are generally localized in the ring, and the direction of the perturbation is deter-
mined by the direction of the spin at that location. This means that if the spin
tune has an integer value, so that the spin direction is fixed at a given point in the
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orbit, we could encounter a resonance condition in which the spin perturbing field
pushes the spin vector away from the vertical in the same direction every time the
particle completes a revolution. This is referred to as a depolarizing resonance.
For a proton beam with G = 1.792947, the energy interval between the resonances
is only 523.34 MeV. [35] It is clear that this poses an enormous challenge when we
want to accelerate the beam up to 100 GeV and higher.
2.2.2 Siberian Snakes
One way to avoid the depolarizing resonances is to flip the direction of the spin
once every revolution. This way, the effects of the depolarizing field will cancel
out over two complete revolutions, and the polarization can be retained. In ef-
fect, this makes the spin tune always half-integer, never satisfying the condition
for depolarizing resonances. [35] The device designed specifically to perform this
function is called a Siberian Snake, named for the two Soviet scientists (Derbenev
and Kondratenko) from the Institute of Nuclear Physics at Novosibirsk in Siberia.
The original idea was proposed by them in 1976. [36]
The simplest form of a Siberian Snake would be a solenoid, which provides
a longitudinal magnetic field. The advantage of a longitudinal field is that it does
not alter the orbit of the particle, and only rotates its spin. However, looking back
at equation 2.1, we see that the strength of the ~B‖ term is proportional to 1/γ.
This means that, assuming we cannot make an arbitrarily long solenoid, the field
strength has to scale with the Lorentz factor γ to produce a constant degree of spin
rotation. This is clearly very difficult, as γ scales with the beam energy. Therefore
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Figure 2.3. LEFT: X, Y, and Z components of the rotating magnetic field through the
four helical magnets of a Siberian Snake. RIGHT: Spin and orbit tracking of a particle
going through a full Snake. The outgoing particle has the same momentum vector as the
incoming one without any transverse offset. Only the spin direction has been reversed.
Figures from [33]
a solenoid Snake is only suitable for low energy applications.
On the other hand, the ~B⊥ term in equation 2.1 is proportional to (1+Gγ)/γ.
This means that for a large value of γ, the spin rotating effect of a transverse field
becomes constant independent of the beam energy, making it much more suit-
able for high energy applications. The clear downside to this approach is that ~B⊥
changes the orbit along with the spin, potentially disturbing the orbital motion
of the beam. However, it is important to note that the rates of change for the
spin and the orbit are different. Consequently, it is in principle possible to design
a device that reverses the spin direction, while inducing a change in the orbital
motion that cancels itself out.
At RHIC, a full Siberian Snake employs four helical dipole magnets to pro-
duce a rotating transverse magnetic field that flips the spin vector, without altering
the orbit in any direction. The changes in orbital motion introduced by the first
two magnets are exactly canceled out by the last two magnets. Figure 2.3 shows
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Figure 2.4. Locations of the Siberian Snakes and spin rotators. Also shown are the
rotational axis for the Snakes, and the spin directions along the ring. Figure from [33]
field configuration of the four helical magnets, and the particle trajectory and its
spin direction inside a Snake. We see that the outgoing beam is on the same path
as the incoming beam with no change in the direction of the motion or the trans-
verse offset, but with a reversed polarization.
There are two full Siberian Snakes for each of the two main rings, installed
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at the 3 o’clock and 9 o’clock sections. [33] In addition, RHIC requires spin ro-
tators for the collision points in order to provide longitudinal polarization for the
experiments. The spin rotators are essentially Siberian Snakes that rotate the spin
half-way through, turning a vertical spin state into a helicity state. There are
a total of four rotators, two for each of the two “large” experiments, STAR and
PHENIX. Figure 2.4 shows the overall layout of the Snakes and Rotators at RHIC.
Also shown in the figure are the axis around which the spin is flipped for each of
the Snake. Through the use of Siberian Snakes, RHIC is capable of delivering over
60 % polarization for the proton beams.
2.3 STAR Forward Pion Detector
The Solenoidal Tracker At RHIC (STAR) is one of the two large experiments at
RHIC. The collaboration consists of fifty five institutions from twelve countries,
with more than 500 collaborators. The complex detector system centers around the
massive Time Projection Chamber, capable of simultaneously tracking thousands
of particles created by a heavy ion collision. The subsystem of interest for this
analysis is the Forward Pion Detector (FPD), located in the very forward region of
STAR. It is a set of small electromagnetic calorimeters, covering pseudo-rapidity
range from 3.3 to 4.0. [37] First commissioned during RHIC run 3 (in 2003), the
FPD calorimeter modules were initially placed on both east and west sides of the
STAR wide angle hall, in front of the DX magnets that steer the beams for the
collision. All of the data for the current analysis were taken with the east FPD
during RHIC run 6 (2006). At the time, the west side of the forward calorimetry
was undergoing an upgrade, with a transitional detector called the FPD++ replac-
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FPD East North FPD East South
Beam Pipe
26.7 cm
Figure 2.5. Front view of the east Foward Pion Detector (FPD). Each cell is a 3.81 ×
3.81×45 cm lead glass column. The distance from the beam line to the detector is about
30 cm.
ing the west FPD. The data from the FPD++ are not included in this analysis.
The FPD is a modular lead (Pb) glass calorimeter. A main module contains
49 Pb glass cells, forming a 7 × 7 square array. Figure 2.5 shows a simplified
schematic of the FPD in its run 6 configuration. The glasses were previously
used in FermiLab E704, [11] and have been donated to the FPD project by IHEP
Protvino. The Moliere radius of the glass is 3.32 cm, and the radiation length is
around 2.5 cm. Each cell has a cross-sectional shape of a square, with the nom-
inal side length of 3.81 cm. The length of the cell is 45 cm, making it about 18
radiation lengths long. The optical property of the cells are also available, which
can be found in [38], and chapter 3. Each main FPD module is about 26.7 cm
wide, and there are two such modules placed on either sides of the beam pipe. As
will be discussed later, the size and granularity of the FPD is best suited to detect
π0’s in the energy range from around 15 GeV to 50 GeV. During RHIC run 6, the
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Figure 2.6. Top view of the east half of the STAR wide angle hall. The distance
between the FPD and the interaction point is about 8 m.
distance between the beam line and the nearest edge of the FPD was set at about
30 cm. The modules are horizontally movable, and during other runs the distance
to the beam line was varied to provide a wider pseudo-rapidity coverage.
Figure 2.6 shows the top view of the east side of the STAR wide angle hall.
The two FPD modules can be seen on the left corner, placed roughly 8 m away
from the interaction point. The long blue rectangles inside the FPD enclosure
represent the Pb glass cells. Also visible are blue squares at the front of the en-
closure, which represent the pre-shower detector. It is essentially 7 FPD Pb glass
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cells placed vertically, providing an additional ∼ 1.5 radiation length. Overall,
there are about 2 radiation lengths worth of material in front of the main Pb glass
array. (In other runs, a 1.27 cm thick Pb plate was often inserted in front of the
pre-shower, adding 2 more radiation lengths. This was absent during run 6.) [38]
A 12 stage, Russian design photo-multiplier tube (FEU-84) was attached to
the end of each glass column to collect the light from the electromagnetic shower.
The nominal phototube gain for the FPD main modules was set at 0.2 GeV per
count, based on on-line analysis of π0 events. Further corrections to the gain are
done off-line by more detailed analysis utilizing full simulation, as described in
chapter 4. All of the events for our analysis come from the FPD sum trigger, for
which the sum of ADC for any single module was required to be greater than or
equal to 150 counts, nominally equivalent to 30 GeV.
The FPD has been taking data continuously since RHIC run 3 (2003). Since
then, the STAR forward calorimetry has received significant upgrades, leading to
the commissioning of the Forward Meson Spectrometer (FMS) in 2008, a substan-
tially larger detector that replaced the west FPD [39]. Nevertheless, the east FPD
remains an important part of the forward physics effort, complementing the FMS
with a finer spatial resolution enabled by the shower maximum detector placed in
front of the FPD [40].
Chapter 3
Electromagnetic Shower in FPD
3.1 Introduction
The first step in our analysis is to understand how an electromagnetic shower de-
velops in Pb-glass cells of the FPD. There is a previous test beam measurement
[38] on this subject, where electron beams with energy between 3 GeV and 23
GeV were used to illuminate a calorimeter that consisted of the same Pb-glass and
photomultiplier tubes as the FPD. However, there are many differences between
the STAR environment and the test beam set up, and it is necessary to verify both
in simulation and data what the shape of the shower actually is in the FPD. The
purpose of this chapter is to compare and study three objects: the shower function
used in the reconstruction, the shower shape in the simulation, and the shower
shape in the data.
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3.2 FPD Shower Function
We present the transverse profile of the shower in the following way (For now,
we integrate over the longitudinal direction, z). For every event, we record the
fraction of the cluster energy deposited in each cell. For each cell, we calculate
the X and Y coordinates of the cell center relative to the true position of the photon.
x = xphoton − xcell
y = yphoton − ycell
(3.1)
The resulting distribution tells us the expected amount of energy deposited in a
given cell, as a two dimensional function of the relative coordinates between the
cell center and the photon location. We can think of this function as a definite
integral of the “true” shower shape over the transverse dimension of a cell.
To model this “apparent” shower shape (which contains the information
about the geometry), we use the following functional form.
G(x, y) =F (x+
d
2
, y +
d
2
)− F (x− d
2
, y +
d
2
)
− F (x+ d
2
, y − d
2
) + F (x− d
2
, y − d
2
)
(3.2)
F (x, y) =
1
2π
N∑
i
ai · {arctan( x
bi
) + arctan(
y
bi
) + arctan(
xy
bi
√
b2i + x
2 + y2
)} (3.3)
Here, d is the width of an FPD cell, which is equal to 3.81 cm. F (x, y) is the
indefinite integral of the “true” shower shape, and G(x, y) the definite integral
that folds in the detector geometry. We also note that the first two arctan terms
in equation 3.3 cancel when substituted into G, and only the third term that
contains both x and y survives. Often, we add multiple copies of this function
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i 1 2 3
ai 0.8 0.3 -0.1
bi 0.8 0.2 7.6
Table 3.1. Default parameters for the shower function. bi’s are in units of cm.
to describe the shower shape, in which case N is the number of copies. ai and bi
are free parameters for the height and the width of each copy, respectively. When
using multiple copies, we can impose a normalization condition that the sum of
ai’s should be equal to one. The “true” shower shape is given by,
fi(x, y) =
1
2π
· { 1
1 + ( x
bi
)2 + ( y
bi
)2
} 32 (3.4)
So we have a function that falls as 1
1+r2
3
2 . The choice of this functional form,
as far as we know, is purely empirical. It is introduced in the test beam measure-
ment [38], although in that paper only one copy was used to describe the shower.
For the FPD analyses, we have traditionally used three copies of the shower func-
tion with the “default” parameters shown in table 3.1. A much more detailed
discussion on the FPD reconstruction algorithm in general can be found in Yiqun
Wang’s PhD thesis [40].
3.3 Photon Shower Shape in Geant
As the FPD has been in use since 2003, it has been incorporated into the STAR spe-
cific version of the Geant3 package, called GSTAR. (GEometry ANd Tracking is
a detector response simulator developed by CERN. The newer, C++ based Geant4,
which addresses at least one issue of Geant3 discussed later, has not been imple-
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mented within the STAR software framework.) The natural place to start then is
to look at the photon showers in GSTAR as it was configured at the beginning of
the current analysis, which was the same set up used by all previous FPD analyses.
In the “default” setting, the shower is based on charged particle energy loss.
In this scheme, Geant tracks the showering process in which pair production and
Bremsstrahlung take place successively, down to a set threshold energy. Below that
energy, the energy is considered to be deposited in that Pb-glass cell. There is no
consideration for the propagation of optical photons, such as the transparency of
the glass or the photo-cathode quantum efficiency. The energy threshold was set
to be above the typical cutoff for pair production (∼ 2 MeV), and well above the
optical photon range. (∼ 1 eV) If the cell is long enough for the shower to fully
develop, nearly 100 % of the original photon energy would register as “measured”.
As the photon energy increases, the shower develops further into the detector,
opening up the possibility for energy loss due to “punch throughs”. For 200 GeV
collisions, the 18 radiation lengths of the FPD cells are sufficient to contain most
of the shower.
While the shower shape is a two dimensional function, it only takes a one
dimensional representation at a fixed x or y value to determine the free parame-
ters. (We have found that using two to three copies of the function is enough to
reproduce the full two dimensional structure in all cases we’ve looked at.) To do
this, we take those events that lie along the vertical line that goes through the
center of a given cell, x ≈ 0. We choose the vertical line to minimize the effect of
incident angle, as the FPD was placed on the horizontal plane that includes the
beam line. From these events, we create a two dimensional distribution that cor-
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Figure 3.1. Geant photon only simulation: Fraction of the cluster energy deposited
in a cell vs. the distance from the center of the cell to the photon location. BLACK:
Shower function using default values in table 3.1. RED: Best fit to the distribution
relates the fraction of the photon energy deposited in a cell with y in equation 3.1.
The function G(0, y), given by equation 3.2, is then fit against this distribution to
constrain the free parameters.
Figure 3.1 shows the shower shape distribution based on a 30 GeV single
photon only Geant simulation. Also shown are the black curve for the “default”
shower shape described in table 3.1, and the red curve for the fit against this
distribution. We see that the agreement is reasonable, with both functions getting
the high tower fraction at y = 0 correctly. The most significant deviation occurs
between y = 2 ∼ 3 cm, which would affect the energies in the nearest neighbor
cells of the high tower.
Given that the default shower shape largely agrees with the simulation, the
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Figure 3.2. LEFT: Di-photon invariant mass distribution. RIGHT: Di-photon separa-
tion distribution. Both are for events with 40 GeV < Eγγ < 45 GeV. BLACK: Data,
RED: Pythia + GSTAR simulation, energy loss based shower
question then is whether this is also the right shape for the data. Unfortunately,
there are indirect evidences that suggest that the shower shape is not being simu-
lated correctly. Here we briefly go over two examples.
The first example is the width of the π0 mass peak. Figure 3.2 shows the com-
parisons of the di-photon invariant mass and separation distributions between the
data and full simulation. As illustrated, the mass peak in the data is consistently
found to be 60 ∼ 70 % wider than what is seen in full Pythia + Geant simulation.
(Pythia is a high energy physics event simulator. [41]) Such a large difference in
the mass resolution is very difficult to explain away by reasons other than shower
simulation. The uncertainty in the interaction vertex can often broaden the mass
peak, but the magnitude of the broadening makes it an unlikely cause. Explaining
the 15∼20 % width seen in the data requires uncertainty of similar magnitude in
the distance between the interaction vertex and the detector, which is nominally
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around 8 meters. This means the error in vertex position needs to be over 1 meter,
which is extremely unlikely. (The nominal estimate for the uncertainty of STAR
BBC based vertex is around 30 cm, and the apparent width of the vertex distribu-
tion is no wider than 60 cm.) The cell by cell calibration non-uniformity can also
cause mass peak broadening, but the magnitude of random error in calibration
would have to be on the order of 20 %, which would manifest itself as an order
of magnitude non-uniformity in counting rate. In addition, the width of the mass
peak does not change significantly even for the π0’s that are well confined in a
particular pair of cells. On the other hand, the separation distributions are much
better matched between simulation and data, suggesting that the culprit may be
the resolution in total energy or error in energy sharing.
The second example is illustrated in figure 3.3. In the data, there is a clear
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Figure 3.3. Di-photon invariant mass centroid / Mpi0 vs. reconstructed energy for two
cluster events. BLACK: Data. RED: Pythia + GSTAR simulation based on energy loss
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energy dependence of the location of the π0 mass peak, where the mass increases
at a rate of a few percent per 10 GeV. This is in fact a phenomenon that we have
always seen in the previous FPD analyses, and it was dealt with under the assump-
tion that the cause was a shift in gain as a function of energy. Through further
simulation study, however, it was later found that the small energy dependence
seen in the simulation was caused not by a gain shift, but by an energy dependent
shift in two photon separation measurement caused by the discrepancy between
the shower shape and the shower function. But whatever the case may be, if the
shower shape is the same in the data and Geant, we would expect the effect to be
well simulated given the choice of a shower function. This is clearly not what we
see in figure 3.3, where the simulation shows very little energy dependence. Both
data and simulation were reconstructed using the same shower function, which is
the red curve in figure 3.1. If we use the default shower function, we find that the
simulation develops a mild energy dependence of mass (due to energy dependence
of separation), but the energy dependence in data gets even more severe.
These and other evidences made it necessary to directly measure the shower
shape in the data. In the following section, we will discuss how this was done, and
how the result compares to the shower shape in Geant.
3.4 Measuring the Shower Shape in Data
In order to determine the photon shower shape that appears in the data, the fol-
lowing three requirements need to be met. First, we need a sample of isolated
photons that have sufficient energy to provide meaningful information out to the
tail of the shower, given the limitation of ∼ 200 MeV per count ADC granularity.
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Second, we need to know the true positions of these photons relative to the de-
tector geometry, in order to produce the distribution of the deposited energy as a
function of the distance from the photon center. And finally, the gain calibration
in at least some part of the detector has to be uniform from cell to cell to within
2 %, so that we can constrain the shower shape with a reasonable accuracy and
avoid event selection bias.
The photon sample was obtained by imposing a narrow mass cut to the iden-
tified π0 events in the data with more than 30 GeV of energy and greater than 2.5
cell separation between the two photons. Figure 3.4 shows the di-photon invariant
mass and the separation distributions for the selected event sample. As can be
seen from the left panel, we have a very clean π0 mass peak even with less than
ideal calibration and shower function. On the right, we see that a good fraction of
the events have greater than 2.5 cell separation at this energy.
The selected events are highly asymmetric π0’s (Zγγ ≈ 0.8) with the average
energy for one of the photons reaching around 35 GeV, which is nominally equal
to 175 ADC counts. Figure 3.5 shows the energy sharing and the larger of the two
photon energy distributions for these events.
The remaining two requirements are more difficult to satisfy. Both our knowl-
edge of the true photon position and the calibration uniformity requires an accurate
knowledge of the shower shape, the very quantity we are trying to measure. The
reasons for this are the following.
First, the discrepancy between the shower function used in the reconstruc-
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Figure 3.4. For the events selected for the shower shape analysis, LEFT: Di-photon
invariant mass (Mγγ) distribution, RIGHT: Di-photon separation in units of FPD cell
width (Dγγ).
tion and the actual shower shape can systematically shift reconstructed photon
positions. We have generally found that the distribution of the photon position
within a cell is highly non-uniform, a convincing sign that the position accuracy
was compromised. Figure 3.6 shows the distribution of photon Y-coordinates in
the data, where we see a strong tendency for the reconstruction to pile up photons
at the cell boundaries. This suggests that the slope of this version of the shower
function near the boundary was too steep, forming a center of attraction. While it
is easy to change this pattern by tweaking the parameters of the shower function,
(for instance to make the photons accumulate at the cell center instead) we found
that making it completely uniform through ad-hoc changes of the parameters was
extremely difficult. In other words, while the intra-cell uniformity of the photon
position distribution is a good diagnostic for the match between the shower func-
tion and the actual shower shape, it has too many degrees of freedom to be a useful
handle to constrain the shower function.
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Figure 3.5. For the events selected for the shower shape analysis, LEFT: Di-photon
energy sharing(Zγγ) distribution, RIGHT: The larger of the two photon energy distri-
bution.
Second, the calibration has a strong dependence on the shower function. The
primary method of determining cell by cell calibration in the FPD, as is common
with most electromagnetic calorimeters, is π0 mass analysis. The difficulty with
this method is that the invariant mass is a function of multiple variables, such
as the two photon separation and energy sharing. In order to use the mass to
calibrate the energy, all other variables need to be well understood. More details
on the π0 based calibration can be found in chapter 4, especially equation 4.1. For
the current discussion, however, it suffices to note that the two photon separation
plays a crucial role in calibrating the FPD.
For a typical 35 GeV π0 used for calibration, the average two photon separa-
tion is around 1.5 cell width in the FPD. Since the photon shower has meaningful
contribution well beyond 0.5 cell width from the photon center, the two showers
often overlap, making the separation measurement very sensitive to the detailed
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Figure 3.6. Reconstructed photon Y-coordinate distribution in data, for the second
column.
matching between the shower function and the real shower shape. (Calibrating at
significantly lower energy was not an option as the hardware trigger threshold was
set nominally to 30 GeV)
It is possible to solve both of these problems if we know, for some part of
the detector, the true relative photon counting rates above some energy. For this,
we confine our attention to the two groups of three cells in which the counting
rate is expected to be nearly uniform within a group. They are from the central
three rows, on the second and the third column. (The first column was dropped
to avoid any edge issues.) Because of the proximity of these cells to the beam line,
the average pseudo-rapidities for the three vertically neighboring cells do not vary
much. Based on the full Pythia + Geant simulation, we indeed find the expected
counting rate to be nearly flat within a group of three. While the pseudo-rapidity
dependence of the cross-section in Pythia may not exactly match that in nature,
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Figure 3.7. LEFT: Average pseudo-rapidity of three vertically neighboring cells. The
central row has a small vertical offset relative to the beam line. RIGHT: Counting rate
comparison between data (black) and Pythia + Geant (red) for the same three cells.
the nearly constant average pseudo-rapidities for the three cells in a group ensure
that we are not very sensitive to the possible discrepancy between the simulation
and data. Figure 3.7 shows the average pseudo-rapidities for one such group of
three cells, along with the counting rate comparison between data and simulation.
In reality, because of the steeply falling cross-section as a function of energy
in the forward region, the counting rate is very sensitive to the calibration. (1
% change in gain roughly corresponds to 10 % change in counting rate.) This
in turn can cause a bias in our photon sample that would make the shower look
more peaked in the center than it really is, by accepting most of the events from
hot cells. On the flip side, given that we know the true relative counting rate, this
high sensitivity can be used to achieve the desired uniformity in relative calibration.
Based on the data-MC comparison shown in the right-hand panel of figure 3.7, we
expect the relative calibration for a group of three cells to be within well under 1 %.
Based on our knowledge of the true relative counting rate, we can also find
the functional form of the relationship between the true position and the recon-
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Figure 3.8. Reconstructed Y-coordinate vs. thrown Y-coordinate of photons in photon-
only Geant simulation. The Y-coordinate is the vertical axis in the STAR coordinate
system.
structed position of a photon. Furthermore, this is possible regardless of the details
of the pathology introduced by the incorrect shower function. Figure 3.8 is an ex-
ample of the correlation between the thrown and the reconstructed Y-coordinates
in Geant photon only simulation. (While we may not fully trust the simulation on
the exact shower shape, we can still rely on it to gain qualitative understanding
of the pathology caused by the incorrect shower function.) As it was generated
with a version of the shower function that did not match the Geant shower well,
we see a periodic modulation that indicates systematic miscalculations of photon
positions. However, we also note that the structure is mostly confined in each cell,
meaning that the problem is the redistribution of the photon coordinates within a
cell, not migration among cells. Assuming that the relative calibration is in good
shape, the highest tower in a cluster is always the one that contains the photon.
The reconstruction, regardless of the details of the shower shape, does utilize this
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fact well. Therefore as long as we focus on the vertical direction, (in STAR coordi-
nates the Y-direction) where there is very little incident angle to smear the shower
and cause a spill over, we can safely assume that the photon thrown within the
horizontal boundaries of a cell will reconstruct within those boundaries.
Under these assumptions, we obtain the relationship between the true and
reconstructed position within a cell as follows:
N = Total number of photons above some energy in a chosen cell
x = True photon coordinate
x′ = Reconstructed photon coordinate
f(x) = True counting rate as a function of true coordinate
g(x′) = Observed counting rate as a function of reconstructed coordinate
(3.5)
We define the coordinates within a cell in units of cell size, so that both x and x′
run from 0 to 1. Then we have,
1∫
0
f(x)dx =
1∫
0
g(x′)dx′ = N (3.6)
x0∫
0
f(x)dx =
x′
0∫
0
g(x′)dx′ = some fraction of N (3.7)
Here, x′0 is an arbitrary value of reconstructed coordinate we chose. Since f(x),
g(x′), and x′0 are all known, it is straightforward to calculate x0, which is the true
photon coordinate corresponding to x′0. In our case, the relationship is even more
simplified as we picked a region where we expect f(x) to be flat due to almost
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Figure 3.9. Data: Fraction of the cluster energy deposited in a cell vs. the distance
from the center of the cell to the photon location. BLACK: Best fit to the distribution.
RED: Fit to the Geant energy loss based shower shape (figure 3.1)
constant pseudo-rapidity within a cell. Then the true coordinate as a function of
the reconstructed coordinate is given simply by
x0 =
1
N
x′
0∫
0
g(x′)dx′ (3.8)
For more details on this method, refer to [38].
Now that we have all the pieces together, we can look at the photon shower
shape in the data. Figure 3.9 shows the shower shape distribution analogous to
the one shown in figure 3.1 in the previous section. Overlaid in red is the best fit
to the shower shape in Geant, which is again the same red curve as in figure 3.1.
As we suspected in the previous section, the showers in the data and simulation do
not agree perfectly. We see that in the data, a photon that hit very close to the cell
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center leaves about 82 % of the energy in that cell, whereas in Geant it only leaves
about 78 %. The fact that the shower is “narrower” (higher fraction at the origin)
in the data is especially strange. It is easy to imagine effects that can broaden the
shower in the simulation, for instance by adding hadronic background, but there
is essentially nothing we can tune in the simulation to make it narrower.
It can be said that the difference we see in figure 3.9 is relatively small, and
that such a difference may not be significant in some analyses. However, in the
current analysis we are attempting to measure the cross-section and asymmetry
at significantly higher energy than what was done previously. Many systematic
errors that were insignificant at 40 GeV may affect us much more seriously at 60
GeV, one such example being the energy dependent gain shift. (Details on this
subject can be found in section 3.5.3.) Because the calibration has to be done at
low energy due to statistics, the further we move up from that energy, the more
important it is to treat this energy dependent shift correctly. Furthermore, even
at low energy, a few percent difference in shower shape can become the source of
a significant error in calibration by affecting both the energy and separation mea-
surements. Such error in calibration again becomes amplified at higher energy,
becoming a source of a dominant systematic error.
3.5 Cˇerenkov Photon Based Shower
Given that Pb-glass is an optically transparent medium that isn’t a very good scin-
tillator, Cˇerenkov photons are likely the main source of the optical photons seen
by the phototube. It is then perhaps not surprising that the shower simulation
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that does not take into account any optical physics comes short in some areas.
The reason that the full Cˇerenkov simulation was originally omitted was simple
economics, as simulating optical photons properly can take orders of magnitude
more CPU time.
With the Cˇerenkov effect based shower, Geant simulates the generation and
propagation of the optical photons due to the Cˇerenkov effect. The photons are
generated within some energy range, (approximately between 1.8 eV and 3.8 eV)
with abrupt cut off on both ends of the energy scale. Generally, the frequency
dependence of the quantum efficiency effectively makes the cutoff smooth. The
user has to provide the optical properties of the medium, such as index of refrac-
tion (1.67 for Pb-glass) and attenuation length for dielectric, and surface reflection
coefficients for metal. The refraction at the dielectric-dielectric interface is han-
dled by Snell’s law. If the photon survives the propagation through Pb-glass and
quantum efficiency of the photo-cathode, it is recorded as measured. The num-
ber of photons measured per unit energy varies widely depending on the overall
strength of the attenuation, and the distance between the shower maximum and
the photo-cathode.
3.5.1 Shower Width
First we look at the question of narrowness, which is the most direct evidence
we have of the shower shape discrepancy between simulation and data. Figure
3.10 shows the Cˇerenkov based shower shape when we accept all generated optical
photons, with 100 % transparency of the glass and 100 % reflection at the surface.
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Figure 3.10. Shower shape based on Cˇerenkov light collection, with no attenuation.
BLACK: Best fit to the data shower shape. (figure 3.9) RED: Fit to the Geant energy
loss based shower shape (figure 3.1)
Under these ideal assumptions, we see that the shower is indeed even narrower
than what we see in the data with energy fraction reaching 85 % at the origin.
From here, there are multiple parameters that can be tuned to make the
profile wider, such as the absorption length in the Pb-glass, and the reflectivity of
the Pb-glass and aluminized mylar interface. Generally, the effect of such tuning is
that a higher level of attenuation (including reduced reflectivity) results in a wider
shower profile. The reason is the following. First, the narrowness of the shower
profile is largely determined by the ratio between the early and the late part of
the shower. For the former, most of the photons are concentrated along the core.
For the latter, the shower has already developed into a much wider shape (For
more details on the longitudinal shower development, refer to the next section,
especially figure 3.21). Second, the farther the photon has to travel to reach the
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Figure 3.11. Cˇerenkov photon detection probability vs. distance from generation to
photo-cathode. Standard values refer to the ones given in [38]. Surface reflectivity
between glass and aluminum is a function of optical photon energy, and 7 % reduction
was applied across the energy range.
photo-cathode, the more sensitive it is to factors that produce attenuation. Fig-
ure 3.11 shows the detection probability of Cˇerenkov photons as a function of the
distance between the point of generation and the photo-cathode. We see that the
effect of reduced attenuation is much more pronounced for the early part of the
shower (large x-value in figure 3.11) than the later part (small x-value in figure
3.11).
Unfortunately, our knowledge of the transparency of the Pb-glass and the
reflectivity at the glass-aluminum interface is very limited. The optical properties
of the FPD type Pb-glass and the aluminized mylar have been published [38], but
these values can only be used as starting points. The problem is that the attenua-
tion length can vary due to radiation damage, and the surface reflectivity depends
significantly on how much air gap exists between the glass and the wrapper. On
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the one hand, we have no way of knowing how much radiation damage was there
during run 2006, (the same glasses have been in use since) and on the other hand, it
is very difficult to measure the air gap in situ with micron level precision. (Glasses
are stacked on top of each other, and their weight and relative flatness of the sur-
face would all play into the thickness of the air gap).
While we can perhaps make a reasonable guess on the transparency of the
Pb-glass, as we don’t expect the radiation damage to be severe enough to change
it substantially from the previously measured values, the air gap poses a more
difficult challenge. The existence of the air gap improves the reflection at the
surface significantly, making its proper treatment important. The Cˇerenkov angle
is given by the following simple formula.
θCherenkov = cos
−1(
1
nβ
) (3.9)
For the Pb-glass with n=1.67, it is around 53 degrees relative the incident
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Figure 3.12. LEFT: Distribution of Cˇerenkov angle relative to the longitudinal axis of
the cell, normal incidence. RIGHT: Average Cˇerenkov angle vs. distance between the
photon generation point and the front face of the cell
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photon axis. Figure 3.12 shows the distribution of Cˇerenkov angle with respect
to the detector Z-axis, and how its mean varies as the shower progresses into the
detector. On the other hand, the total internal reflection angle for the Pb-glass
and air interface is about 52 degrees relative to the surface. This means that if the
shower initiating photon entered the glass column along its Z-axis, a large frac-
tion of the Cˇerenkov photons would be produced within the limit of total internal
reflection. (If the photon trajectory was confined in a plane normal to the sur-
face, the incident angle would be just above the limit of total internal reflection.
Many more photons fall within the limit due to the extra dimension.) Somewhat
counter-intuitively then, the air-glass interface can be more reflective than the
aluminum-glass interface, which is expected to have around 90 % reflectivity.
A few micron thick air gap should be sufficient to produce total internal
reflection, as the wavelength of Cˇerenkov photons is around 400 nm. It is very
difficult to know the extent to which this level of air gap exists when the cells
are stacked. Further complicating the matter, the FORTRAN based Geant3 has
a floating point rounding error that affects very thin volumes. Consequently, we
are not able to implement a few micron thick air gap properly, as the photons
very often overshoot the air gap and “reflect” off of the third volume beyond the
aluminized mylar.
Given these limitations, we take the point of view that the primary factor
that determines the physics is the total attenuation of the optical photons regard-
less of the source. This means that, for example, reduction in reflectivity can be
offset by increase in transparency in the glass, and vice versa. With this assump-
tion, the air gap was removed all together, and the thickness of the aluminum
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Figure 3.13. LEFT: Absorption length in the Pb-glass (cm) vs. photon energy (eV).
RIGHT: Reflection coefficient for the aluminum surface vs. photon energy (eV). BLACK:
“Standard” values [38]. RED: Modified values to compensate for the loss of air gap.
wrapper was widened from 10 to 100 microns to reduce the thin volume problem.
In order to compensate for the loss of total internal reflection, the standard [38]
surface reflectivity of aluminum was increased by 7.5 % across the energy range.
The unaltered standard [38] values are used for the attenuation length of the Pb-
glass. Figure 3.13 shows the absorption length and the reflection coefficients used
for the current analysis.
There are obvious holes in this argument, such as the fact that the angle
dependence is very different between total internal reflection and reflection off alu-
minum. This may have an effect in the shower shape, since the Cˇerenkov angle
changes with the progression of the shower as shown in the right-hand panel of
figure 3.12. Nevertheless, we have found the above described setting to be accept-
able for our purposes. Figure 3.14 shows the resulting shower shape, overlaid with
the fit to data and previous energy loss based simulation. We find that the energy
fraction at the origin now agrees very well, which was impossible to achieve with
energy loss simulation. The remaining discrepancies are likely due to the less than
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Figure 3.14. Shower shape based on Cˇerenkov light collection, with no air gap and 7.5
% increase in surface reflectivity. BLACK: Best fit to the data shower shape. (figure
3.9) RED: Fit to the Geant energy loss based shower shape (figure 3.1)
satisfactory treatment of the surface, and the resulting ad-hoc correction in the
Pb-glass attenuation length. Overall, while the agreement is far from perfect, it
does improve on the issue of narrowness.
3.5.2 Width of the π0 Mass Peak
Secondly, we look at the issue of the mass resolution, which was illustrated in figure
3.2. With the energy loss based simulation, it was found that the width of the π0
mass peak was much too narrow compared to the data. It was noted that only a
small portion of that difference was attributable to the simulation of two photon
separation.
With the Cˇerenkov based shower simulation, we find that the mass resolu-
61
 (GeV)γγM
0 0.05 0.1 0.15 0.2 0.25 0.3 0.350
5000
10000
15000
20000
25000
30000
Data
Pythia + GSTAR
 (FPD cell width)γγD
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 50
2000
4000
6000
8000
10000
12000
14000
16000
18000 Data
Pythia + GSTAR
Figure 3.15. LEFT: Di-photon invariant mass distribution. RIGHT: Di-photon sep-
aration distribution. Both are for events with 40 GeV < Eγγ < 45 GeV. Simulation
was normalized to make the comparison easier. BLACK: data, RED: Pythia + GSTAR
simulation, Cˇerenkov based shower
tion is much better simulated, as shown in the left-hand panel of figure 3.15. The
simulation is still slightly narrower than the data, but improvement is dramatic.
From the right-hand panel of the figure 3.15, we see that the separation distribu-
tion has also broadened, now matching the width in data almost exactly. However,
comparing figure 3.2 and figure 3.15, it is clear that the additional smearing of the
separation distribution is much smaller than what is seen in the mass resolution.
The main cause of the mass peak broadening is the energy. There are two
main ways in which the energy measurement based on the Cˇerenkov simulation
differs from the one based on the energy loss. First, the energy resolution is de-
graded by more than a factor of 7. Second, the ratio of deposited energy to thrown
energy now has a dependence on photon energy. Both of these effects come from
the attenuation of optical photons, meaning that they are found in the number
of detected optical photons after attenuation, but not in the number of generated
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Figure 3.16. LEFT: Gaussian mean of the deposited / thrown energy distribution vs.
thrown photon energy. RIGHT: Gaussian σ of the deposited / thrown energy distribution
vs. thrown photon energy. RED: Energy loss simulation. BLACK: Cˇerenkov simulation
with extremely low attenuation. BLUE: Cˇerenkov simulation with realistic attenuation.
photons. Figure 3.16 illustrates these differences, where a comparison is made for
three types of simulation. The first is the energy loss based simulation. The second
is a version of the Cˇerenkov simulation where the attenuation length was set to
38 meters for all optical photons, and reflection was set to almost 100 %. Around
4800 optical photons were detected per GeV of thrown energy. The third is the
Cˇerenkov simulation using the finalized attenuation parameters explained in the
previous section. Around 1400 optical photons were detected per GeV.
It is clear that if the optical attenuation is extremely low, the Cˇerenkov sim-
ulation behaves rather similarly to the energy loss simulation in this regard. (But
it will be much narrower in profile.) But once we put in more realistic estimates of
the attenuation, we see the emergence of the energy dependent gain, and the severe
broadening of the energy resolution. It was also found that these effects are largely
independent of how such attenuation is achieved, whether through the opacity of
the Pb-glass, or the absorption at the glass-aluminum interface. In other words,
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given the narrowness of the shower shape, one can predict the energy dependence
or the energy resolution reasonably well without regard to the details of the optical
physics.
3.5.3 Energy Dependent Mass Shift
Finally, we look at the issue of the energy dependent mass shift illustrated in figure
3.3. The energy dependent gain shift seen in figure 3.16 is clearly a mechanism
by which the Cˇerenkov simulation can generate the mass shift. Figure 3.17 shows
the data and simulation comparison of the energy dependent mass shift, where
the simulation is based on Cˇerenkov, and both the data and simulation were re-
constructed using the same shower function. When comparing the figures 3.3 and
3.17, the improvement is immediately clear. While the data still has a slightly
steeper slope, overall the trend is very well matched.
As already mentioned, one obvious cause of this effect in the simulation is
the energy dependent gain shift. However, we should note that the slope seen in
figure 3.17 is roughly 4 % per 10 GeV, whereas the slope of the energy mean shift
in figure 3.16 was closer to 2 % per 10 GeV. Clearly, there is something else that
is adding to the effect.
The culprit turns out to be the energy resolution, which causes a significant
bin migration when coupled with the rapidly falling cross-section. Whenever an
observable is binned in deposited/reconstructed energy, there will be events that
migrate to and from the neighboring true energy bins. Because of the rapidly
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Figure 3.17. Di-photon invariant mass centroid /Mpi0 vs. reconstructed energy for two
cluster events. BLACK: Data. RED: Pythia + GSTAR simulation based on Cˇerenkov
falling cross-section, however, the majority of such migrant events are the ones
that move up in observed energy relative to true energy. Since these events by
definition have their energy overestimated, the average energy in any given bin
will also be overestimated. If the observable depends on the energy, as is the case
with the invariant mass, the average will be shifted according to its energy de-
pendence. Figure 3.18 illustrates the difference between binning in thrown energy
and observed energy, where the observed energy has been corrected to take out
the energy dependent gain shift. With corrections, the energy dependent shift
in mass is largely gone on the left-hand side panel, where the observed mass is
binned in thrown energy. On the other hand, the same events show significant en-
ergy dependence on the right-hand side panel, where binning is in observed energy.
The degree to which the average energy in a particular observed energy bin is
65
overestimated depends primarily on two factors. The first is the energy resolution.
Clearly, the poorer the resolution is, the more migrant events there will be. The
second is the first derivative of the cross-section with respect to energy. Generally,
a steeper local slope of the cross-section will result in a greater overestimation of
the average energy by increasing the ratio of the upward migrant events (events
that move up in observed energy relative to true energy) from lower energy bins to
the events that are native to the bin. Depending on how these two factors combine,
the degree of overestimation can in principle take any functional form versus energy.
It is useful to present a set of conditions in which the degree of overestimation
becomes constant as a function of energy. While this is certainly not the only set of
conditions that has such an effect, it will help explain the observed trend in energy
dependent mass shift. First, we start with the assumption that the cross-section
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is purely exponential in energy,
dσ
dE
= ea−bE (3.10)
where both a and b are positive parameters. We define the energy smearing func-
tion S, which is a probability density function that returns the likelihood of mea-
suring observed energy Eobserved for an event with true energy Etrue. The “width”
of S can be interpreted as the energy resolution. The second assumption that we
make is that the functional form of S only depends on the difference between true
energy and observed energy, independent of the energy scale. (This means that
fractionally, the energy resolution gets better as the true energy increases.)
S(Eobserved, Etrue) = S(Eobserved − Etrue) (3.11)
As a simple example, we take an arbitrary energy bin, and calculate the ratio
between the number of events that came from lower energy bins, and the number
of events whose true energy belonged to this bin. We assume that the binning is
uniform, with the fixed bin width of Ebin. Then the number of events whose true
energy is between E0 and E0 + Ebin is given by,
N(E0) =
E0+Ebin∫
E0
ea−bxdx (3.12)
The ratio of upward migrant events to the native events is then given by,
f(E0) =
1
N(E0)
E0∫
Ethsh
ea−bx
E0−x+Ebin∫
E0−x
S(y)dxdy (3.13)
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where Ethsh is the threshold energy, such as the trigger threshold. We make one
final assumption, which is that E0 is sufficiently away from Ethsh in the scale of S.
That is, S dies out well before it reaches E0 − Ethsh, and the contributions from
the lower energy bins do not come from the threshold region.
We then calculate the same ratio for some other point in energy, at E =
E0 + δE.
f(E) =
1
N(E0 + δE)
E0+δE∫
Ethsh
ea−bx
E0+δE−x+Ebin∫
E0+δE−x
S(y)dxdy (3.14)
By substituting x′ = x− δE,
f(E) =
1
N(E0 + δE)
E0∫
Ethsh−δE
ea−b(x
′+δE)
E0−x+Ebin∫
E0−x′
S(y)dx′dy (3.15)
But the integral from Ethsh− δE to Ethsh is zero because E0−Ethsh is large in the
scale of S, which makes S(vicinity of E0 −Ethsh) = 0. Therefore,
f(E) ≈ 1
N(E0 + δE)
E0∫
Ethsh
ea−b(x
′+δE)
E0−x+Ebin∫
E0−x′
S(y)dx′dy
=
e−bδE
e−bδE ·N(E0)
E0∫
Ethsh
ea−bx
′
E0−x+Ebin∫
E0−x′
S(y)dx′dy
= f(E0)
(3.16)
For all bins, the ratio of the number of events that move in from the low en-
ergy bin to the number of events that truly belong to that bin is constant. While
the calculation of the ratio of the average observed energy to true energy would be
somewhat more complicated, it is easy to see that the same argument will apply.
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Figure 3.19. Energy distribution in the pi0 mass region. LEFT: data, RIGHT: Pythia
+ Geant simulation. Also shown in red are exponential fits.
We conclude that for an exponential cross-section coupled with a smearing function
that only depends on the difference in energy, the degree of energy overestimation
is constant for all bins sufficiently away from the threshold.
In figure 3.16, we have found that the energy resolution is fractionally energy
independent. Therefore, relative to the above described condition on the smearing
function, the real smearing becomes more severe with increasing energy. This will
results in shifting the observed mass up for higher energy bins. Furthermore, while
the functional form of the cross-section is locally very close to the exponential, it
tends to get softer at higher energy. Figure 3.19 show the energy distributions
in the π0 mass region for the data and full Pythia + Geant simulation, overlaid
with exponential fits. Such deviations from exponential will also create an energy
dependent mass shift in the observed direction. Therefore, the two effects add con-
structively, producing a positive slope for observed mass when binned in observed
energy.
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Figure 3.20. Shower shape based on Cˇerenkov light collection. LEFT: Vertical direc-
tion. RIGHT: Horizontal direction. RED: Shower function with incident angle effect
3.6 Incident Angle Effect
During RHIC run 6, the FPD was located at the “middle” position, which is about
30 cm from the beam line to the edge of the detector. The FPD itself has a width
of about 25 cm. Since the distance from the interaction point to the FPD is about
800 cm, the average incident angle was roughly 0.05 radians, or 3 degrees. Even
though the angle is very small, we have found that it causes a meaningful shift in
shower shape when measured in the horizontal direction along which the incident
angle is the largest. For the current analysis, we have folded in the effect of the
incident angle into the shower function.
Figure 3.20 shows the shower shape based on Cˇerenkov simulation, in both
vertical and horizontal direction. The vertical distribution is in fact identical to the
one shown in figure 3.14. The effect of the incident angle is clear when comparing
the two distributions. It is certainly true that the difference is in many ways much
greater than the difference between the energy loss and Cˇerenkov simulations, at
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Figure 3.21. Shower shape in four longitudinal segments of the 45 cm long Pb-glass of
the FPD. The segment boundaries are 10 cm, 20 cm, and 30 cm from the front face of
the glass. RED: Fit using the basic shower function described by equation 3.3
least in regard to the shower shape. The overlaid red curve is the final version
of the shower function used in the analysis, which incorporates the incident angle
effect. The function includes two angle parameters that can be set for individual
photons based on the location of the cluster. For the remainder of this brief sec-
tion, we will discuss how this shower function was constructed.
While the most rigorous way to fold in the incident angle would be a full
three dimensional shower simulation, it is too cumbersome and likely unnecessary
for small angles in the FPD. We took a much simpler approach, by dividing the
shower into four longitudinal segments, and creating a shower function for each
“slice”. Each segment was made by collecting only those photons that were gener-
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ated in a certain longitudinal interval in the Pb-glass cell. Each of the four shower
distributions is fit to the standard shower function. The four incomplete shower
functions can then be added with appropriate weights and offsets to form the full
shower function, where the offsets are given by the incident angle, and the relative
average positions from the shower maximum.
Figure 3.21 shows the transverse shower profile in each of the four longitu-
dinal segments, with segment boundaries at 10, 20, and 30 cm from the front face
of the glass. The distribution is normalized per segment, meaning that the shower
shape is measured relative to the energy deposited by only those photons that
originated from that segment. Notice that the shower is much more spread out
towards the end of the glass, closer to the photo-cathode. Before we can combine
them to produce the final shower shape, weighting factors need to be applied to
the four functions based on the ratio of the average energy per segment to the
total photon energy. Figure 3.22 shows the distribution of the ratio of the segment
energy to total energy for the four segments. The weighting factors were taken
from the means of these four distribution. The full list of parameters and weight-
ing factors appears in table 3.2.
The main limitation of this analysis, apart from the coarseness of the four
segment approximation, is that no concern is given to the event by event corre-
lations. In figure 3.22, there are small numbers of events that deposited 70 % of
the total photon energy within the very last segment. Clearly, such an anomalous
shower development during the last 15 cm of the glass has to be paired with equally
anomalous developments elsewhere in the glass, all of which are being averaged out
in the current analysis. But because of the incident angle being so small, we have
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Figure 3.22. Distribution of the ratio of the segment energy to total energy for the four
segments. The segment boundaries are 10 cm, 20 cm, and 30 cm from the front face of
the glass. RED: Fit using the basic shower function described by equation 3.3
weight z-offset a1 a2 a3 b1 b2 b3
0 ∼ 10 cm 0.09 6.73 0.999 0.432 -0.416 0.069 0.493 0.085
10 ∼ 20 cm 0.39 15.1 0.248 1.000 -0.229 0.041 0.399 0.946
20 ∼ 30 cm 0.33 24.5 0.141 0.896 0.0000 0.117 0.508 0.199
30 ∼ 45 cm 0.18 35.6 0.790 0.992 -1.074 0.662 6.685 19.23
Table 3.2. Parameters for the incident angle dependent shower function. The z-offset
and bi’s are in units of cm.
found that such omission is justified on a practical ground. For the future analysis
that may deal with much larger incident angles, however, the issue will likely have
to be revisited.
3.7 Photon Position Resolution
Despite various improvements in the shower shape function, such as the Cˇerenkov
based simulation and the inclusion of an incident angle effect, we still find that
the distribution of the reconstructed photon coordinates is less than uniform. Fig-
ure 3.23 shows the X and Y coordinate distribution from data and simulation,
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Figure 3.23. Reconstructed photon coordinate distributions for data and Pythia +
Geant simulation, LEFT: X-coordinate, RIGHT: Y-coordinate.
where the data is based on the most up to date calibration constants. Clearly, the
intra-cell structure remains, although it is much reduced compared to the original
reconstruction algorithm used for the previous FPD analysis. While the simulation
exhibits a somewhat different structure, the magnitudes of non-uniformity in data
and simulation are comparable.
Finally, we note that this is an area that needs to be improved in the future,
and that the shower shape is still not fully understood. There still remain mea-
surable differences in shape between the shower in simulation and the shower in
data, and we need to understand the precise optical properties of the Pb glass and
the glass-mylar interface in order to set up the Geant simulation more accurately.
Furthermore, the upgraded STAR forward calorimetry, the Forward Meson Spec-
trometer (FMS), covers a much wider range of pseudo-rapidity, which likely ne-
cessitates a more sophisticated approach to the incident angle dependence. These
remaining issues are left for the future FMS analyses.
Chapter 4
Off-Line Calibration
4.1 Introduction
The off-line, software calibration of the FPD relies primarily on π0 reconstruction.
Since π0’s are copiously produced, about 98.8 % of which then decay into two
photons, the π0 peak in the di-photon invariant mass spectrum provides useful
information on the absolute as well as relative (within the detector) energy scale.
However, as briefly discussed in chapter 3, the energy measurement is only one part
of the equation that describes the invariant mass, which also depends on various
other variables like the two photon separation (Dγγ), two photon energy sharing
(Zγγ), and the interaction vertex (ZV ertex). Therefore, for the invariant mass to be
an accurate indicator of the energy scale, all other quantities that it depends on
have to be brought under control, at least for the part of the phase space used for
calibration. In this chapter, we will study the dependence of invariant mass on a
number of variables based on data and simulation.
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4.2 π0 Mass Based Calibration Scheme
First, it is useful to describe the general scheme of the calibration. For each two
photon event selected for calibration, the invariant mass is associated with two
FPD channels that contain the reconstructed coordinates of the photons. (For
π0’s used for calibration, the separation is large enough that the two photons do
not reconstruct within a single cell.) For each channel, a mass histogram is accu-
mulated based on this association, which is used to determine the centroid of the
π0 mass peak. Figure 4.1 shows 49 mass histograms, which correspond to the 49
channels of the well calibrated FPD North detector. A Gaussian fit is visible for
each channel. Once the centroids are determined, channel by channel gain correc-
tions are made based on the ratio between the observed centroid and the target
mass. This constitutes one iteration, and if our method is successful, the mass
centroids will converge towards the target mass after enough iterations.
The di-photon invariant mass can be written as the following.
Mγγ =
√
2 ·E1E2(1− cos(θopen))
= 2
√
E1E2 · sin(θopen
2
)
= Etotal ·
√
1− Zγγ2 · sin(θopen
2
)
≈ Etotal ·
√
1− Zγγ2 · Dγγ
2 · ZV ertex
(4.1)
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Figure 4.1. Distributions of di-photon invariant mass divided by Mpi0 for the 49 chan-
nels of north FPD. Pseudo-rapidity of the cells decreases from left to right. Also shown
are Gaussian fits overlaid with the distributions, used for finding the mass centroid.
Etotal = E1 + E2
Zγγ =
E1 − E2
Etotal
Dγγ = Di-photon separation
θopen = Di-photon opening angle
ZV ertex = Interaction vertex
(4.2)
The last line in equation 4.1 uses a small angle approximation, as Dγγ ∼ 5
cm, and ZV ertex ∼ 8 meters. Since the gain correction factors are equal to the
ratio of the target mass to the mass centroid, which in turn is proportional to the
square root of the photon energy, the corrections tend to be conservative, and the
convergence generally requires many iterations.
The calibration process can in principle bring the energy scale to the correct
77
value, but only insofar as the target mass is chosen correctly. Ideally, the target
mass would be the known value of the π0 mass, at 135 MeV. However, that is only
true if all of the quantities that make up the observed mass are accurately mea-
sured. In reality, this is often not the case. The most problematic is the separation
measurement (Dγγ), which at the level of precision that we require, (1 %∼2 %)
has a strong dependence on variety of factors. The energy sharing (Zγγ) is also
a difficult measurement, but owing to the functional shape of the energy sharing
term (
√
1− Zγγ2) that largely suppresses the actual variation in Zγγ , it is much
less problematic.
4.3 1 Cluster vs. 2 Cluster Events
Depending on the separation and topology, a two photon event can yield either two
separate clusters of energy, or a single cluster. Because many aspects of the recon-
struction are affected by the result of clustering, it is useful to think of them as two
distinct event classes. The most obvious manifestation of their differences is shown
in figure 4.2, where we see a clear difference in the location of reconstructed mass
centroid between one and two cluster events. One cluster events return masses that
are roughly 5 % lower than that of the two cluster events, consistently throughout
the energy range. Since the effect is reasonably well simulated by Pythia + Geant,
we turn to simulation to study its origin.
For figure 4.2, we used the total deposited energy in the FPD instead of the
usual reconstructed energy to calculate the mass. By doing so, we remove the
reconstruction dependence of the total energy term in equation 4.1, reducing the
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Figure 4.2. Di-photon invariant mass / Mpi0 vs. deposited energy for 1 and 2 cluster
events, for data and Pythia + Geant simulation. Deposited energy refers to the sum of
energy observed in one FPD module. The invariant mass in this figure was calculated
by using the deposited energy instead of the reconstructed two photon energy.
effect of clustering in mass calculation. Nevertheless, the total deposited energy is
still affected by the clustering when binned in observed energy. Figure 4.3 shows
the dependence of the deposited energy measurement on the number of clusters.
On the left-hand panel, we see that when binned in thrown energy, indeed the two
types of events produce identical energy measurements. It is only when binned in
deposited energy, as shown in the right-hand panel, that we see that the energy
in two cluster events is overestimated by about 5 % relative to the energy in one
cluster events.
The difference is due to the bin migration effect described in chapter 3.5.
Here, the faster falling event rate as a function of energy for the two cluster events
results in a greater degree of overestimation. The energy slope difference between
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Figure 4.3. Deposited energy / thrown energy distribution, for 1 cluster (red) and 2
cluster (black) events. LEFT: Binned in thrown energy. RIGHT: Binned in deposited
energy. Pythia + Geant simulation.
the two types of events is simply due to the fact that as the energy increases, the
separation decreases, and the π0 events are more likely to yield only one cluster.
(For more details on number of clusters vs. energy, see figure 5.6)
When using deposited energy to calculate the mass, there are two terms in
equation 4.1 that depend on the reconstruction: Dγγ and Zγγ . Figure 4.4 shows
the reconstructed over generated distributions for Dγγ , and the term in equation
4.1 involving Zγγ . Both are binned in observed energy. As mentioned earlier, the
Zγγ term has a very narrow resolution, and does not behave differently for the two
classes of events. On the other hand, the peak of the separation measurement for
two cluster events is higher by about 2 % compared to one cluster events. Fur-
thermore, the width and shape of the distributions are significantly different.
Generally, events that produce two clusters tend to have cleaner topologies,
in that it is easier to separate out the two photons. The effect can be seen in
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Figure 4.4. Reconstructed / generated distributions for di-photon separation (LEFT)
and
√
1− Z2γγ (RIGHT), 45 GeV < Eγγ < 55 GeV, for 1 cluster (red) and 2 cluster
(black) events. Pythia + Geant simulation.
the left-hand panel of figure 4.4, where the separation resolution is significantly
better for the two cluster events. For this reason, we choose two cluster events for
calibration purposes. After all, the energy scale may be anchored for a subset of
the data, and the rest can be bootstrapped from there. As long as we understand
the differences in non-energy variables like separation and energy sharing between
the two classes of events, it is possible to translate the difference in mass into
difference in energy, and apply energy corrections accordingly to the events that
are not included in the calibration.
4.4 Separation Dependence of Mass
In comparing figure 4.3 and figure 4.4, we note that the width of the separation
resolution is comparable to that of the energy resolution. In addition, the π0 sep-
aration for a small range of energy is a highly peaked distribution, as shown in
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figure 3.15. For the energy range used for calibration (35 GeV ∼ 40 GeV), the
peak is just under 1.5 FPD cell width, with a steep slope on either side of the
peak. It is then not surprising that the separation measurement, when binned in
measured separation, will suffer from the bin migration problem similarly to the
energy measurement when binned in observed energy. Figure 4.5 illustrates this
point, where the observed separation binning produces a systematic underestima-
tion to the left side of the peak, and an overestimation to the right side of the peak.
For two cluster events only, now we look at the separation dependence of
mass. Figure 4.6 shows the location of mass centroids as a function of recon-
structed separation, for two FPD detectors and Pythia + Geant simulation. The
absolute scale difference between data and simulation is somewhat arbitrary, as it
depends on how we choose to calibrate. Overall, while the general trends of over-
and under-estimation around the peak is reproduced in the simulation, the mass in
data tends to exhibit a greater degree of variation as we move away from the peak
on either sides. The origin of this discrepancy is not exactly understood, since both
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the shape and the width of the separation distribution seem to be well simulated
in the Cˇerenkov based scheme, as seen in figure 3.15. We can only guess that the
remaining discrepancy in the shower simulation has to be the culprit, although the
exact mechanism remains unknown.
Identifying the range of separation in which the measurement is accurate
relative to the true separation is not crucial for our purpose. Rather, our focus
is to find a class of events for which the simulation matches the data well. As
long as the simulation is accurate, whatever systematic errors that are present in
the separation measurement will be folded into the definition of the target mass,
which need not be 135 MeV. In principle, we have no direct way of evaluating the
quality of the simulation in this regard. On the one hand, due to the limitations
of the shower simulation, small separation events in which much of the showers
overlap may bring in systematics that are not visible in figure 4.6. (For instance,
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1 1.2 1.4 1.6 1.8 2 2.2 2.4
0
pi
 
/ M
γγ
M
0.8
0.9
1
1.1
1.2
1.3
FPD South
Pythia + Geant
 vs. Separation, 35 GeV < E < 40 GeV0pi centroid / MγγM
Figure 4.6. Mγγ/Mpi0 vs. reconstructed separation, 35 GeV < Eγγ < 40 GeV, for data
and Pythia + Geant simulation.
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the total reconstructed energy measurement, or the energy sharing). On the other
hand, the effect of bin migration will average out if we integrate over all values of
separation. Added to that is a need to preserve enough statistics to calibrate on
the far edges of the detector, which sets a limit on how stringent we can be on
event cuts.
We have tried to impose a minimum separation requirement in order to min-
imize the effects of the shower shape discrepancy. However, it turns out that if the
minimum separation is too high, we lose too much statistics, and if the minimum
separation is around the peak of the separation distribution, the result becomes
too sensitive to the precise location of the cut. At the end, we chose to include all
two cluster events in the calibration process, noting that the very small separation
events that may be less well simulated are only a very small part of the event
sample.
4.5 Internal Angle Dependence of Mass
Even with the event cuts discussed so far, the invariant mass shows a significant
dependence on the internal azimuthal angle of the two photons, which we will call
θ. The angle θ is defined as following:
θ =
y1 − y2
|y1 − y2| · cos
−1(
x1 − x2
Dγγ
) (4.3)
where x1 and y1 are the coordinates of the photon with larger energy, and x2
and y2 are those of the photon with smaller energy. θ of 0 and π correspond to
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Figure 4.7. Mγγ/Mpi0 vs. internal azimuthal angle θ/pi, for data and Pythia + Geant
simulation.
a horizontal orientation of the two photons, and θ = ±0.5π to a vertical orientation.
Figure 4.7 shows the θ dependence of the mass for events satisfying the
“calibration” cut, for data and simulation. There is over 2 % variation in mass
depending on the orientation of the two photons, with a pronounced multi-peak
structure. The largest mass values are associated with the vertically oriented pairs
(θ = ±0.5π), and the horizontally oriented pairs where the larger energy photon
is farther away from the beam (θ = 0). The smallest mass values occur for the
horizontal pairs with the opposite energy configuration. Overall, the effect is rea-
sonably well simulated, which is one of the improvements of using the Cˇerenkov
photon based shower.
Figure 4.8 illustrates how the mass, energy, and separation measurements
depend on the angle θ. It is clear that the separation measurement is largely
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Figure 4.8. Reconstructed over generated Mγγ , Eγγ , and Dγγ vs. internal azimuthal
angle θ/pi, Pythia + Geant simulation
responsible for the observed structure. The reconstructed energy exhibits θ depen-
dence as well, but it is limited to about 1 %, and for the most part washed out
by the much larger variation in separation. (The average values shown here may
not necessarily agree with the centroids of the distribution. They are obtained by
taking a profile of a two dimensional distribution in a chosen range of mass.)
The precise form of this structure is not fully understood. However, the
strong angle dependence itself should not come as a surprise, given the complexity
of the reconstruction algorithms, and the fact that not all directions are equal
on a square grid. Photon pairs that are diagonally oriented have a significantly
different topology in energy distribution compared to vertical or horizontal decays,
and often times yield a different number of clusters. Furthermore, our version of
the incident angle effect does not take into account the energy dependence of the
shower depth. In general, a shower that develops deeper into the detector will
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reconstruct further away from the beam. The relatively small size of the FPD,
and the fast falling cross-section may also combine to produce edge effects that
are non-uniform in directions. We conclude that while the exact cause of this
structure has not been identified, there are a number of plausible mechanisms that
can generate such an effect, and that it is after all well simulated. The potential
systematics it may introduce to the calibration should be well contained in the
target mass definition, which can in principle be chosen differently for each cell.
4.6 Ambiguity Due to Energy Bin Migration
Due to the large bin migration effect in energy measurement, there is an ambigu-
ity as to how the absolute calibration should be normalized. One strategy is to
demand that the energy measurement be accurate in observed energy bins. Prac-
tically, this involves calculating the target mass in the simulation in an observed
energy bin, for instance for 35 GeV < Erecon < 40 GeV. The problem with this
strategy is that while the average energy measurement in a given observed energy
bin is normalized correctly, for a beam of photons at a particular energy, the cal-
ibration will be underestimated. Figure 4.9 illustrates how the normalization of
energy measurement changes depending on the type of binning used, much like
what we saw with the invariant mass measurement in figure 3.18, and energy mea-
surement in figure 4.3.
In this scheme, if a π0 with 30 GeV of energy hits the detector, the recon-
structed energy is likely to be lower than 30 GeV. It is only because there are
disproportionately larger numbers of lower energy π0’s, some of which reconstruct
to over 30 GeV of energy, that the normalization becomes correct when looking at
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Figure 4.9. Reconstructed energy / thrown energy distributions when calibrated in
reconstructed energy bins. LEFT: Binned in reconstructed energy. RIGHT: Binned in
thrown energy. Pythia + Geant simulation.
an ensemble of events within an observed energy bin. In other words, the calibra-
tion scheme compensates for the overestimation of energy due to bin migration,
effectively folding in the shape of the cross-section and the width of the energy
resolution.
The advantage of this strategy is clear. If there is little need to unfold the
effects of bin migration (for instance when measuring a quantity that does not vary
rapidly as a function of energy, such as the spin asymmetry), it allows us to simply
report the measurement at average energy in each observed energy bin. It also
puts the mass peaks close to their natural values in the binning that we actually
use for data analysis.
However, if the quantity that we are interested in has a strong dependence
in energy (such as cross-section), then given the energy resolution, some level of
unfolding is unavoidable. In this case, the above discussed strategy produces a
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largely off-diagonal and asymmetrical mixing matrix (one that maps true energy
to observed energy), since a large portion of the events in a given true energy bin is
likely to reconstruct in a lower reconstructed energy bin. Furthermore, the validity
of the calibration is intimately tied to the shape of the cross-section, which may
be different for different types of events. For instance, if we want to look at three
photon events in the FPD, which may have a different energy dependence of the
cross-section compared to two photon events, then we would need a different set
of correction factors to take into account the different degree of bin migration.
An alternative strategy is to pursue a photon-by-photon normalization. Prac-
tically, this involves calculating the target mass in the simulation in a generated
energy bin. The resulting target mass, when looked at in an observed energy bin, is
higher than standard PDG value of the π0, as the effect of bin migration, which has
not been folded into the calibration, causes energy overestimation. Consequently,
the average energy in any observed energy bin will require corrections. However,
the mixing matrix needed for this correction will be more diagonal and symmet-
ric in this scheme compared to the previous one. For a different measurement,
the same calibration can be used in conjunction with a mixing matrix calculated
specifically for the shape of the cross-section and energy resolution for that type
of events.
The difference between the two methods is largely a matter of convenience.
Either way, the bin migration effect has to be resolved, the only difference be-
ing whether it is included in the calibration, or in the unfolding process. For the
current analysis, we chose the second approach, in which we calculate the gain cor-
rection factors independently of the cross-section or energy resolution. We found
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Geant simulation. An equal number of pi0’s were generated for each bin. Also shown in
black is the function used to correct the energy in data and simulation.
that a more diagonal unfolding matrix is easier to deal with for the cross-section
analysis. The target mass in this scheme is set at 138.5 MeV, about 2.5 % higher
than the nominal value.
4.7 Energy Dependent Gain Shift
In chapter 3, we discussed the energy dependent mass shift, where we pointed out
that a part of the shift comes from the actual increase in gain as a function of en-
ergy, and the rest comes from bin migration that gets more severe at higher energy.
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Since we chose to normalize the calibration on a photon-by-photon basis without
folding in the bin migration effect, we take the same approach in correcting for
the energy dependent gain shift. Figure 4.10 shows the actual shift in gain as a
function of thrown energy, based on π0 only Geant simulation. The simulation
sample has a flat energy distribution, but it is not a concern since the binning is
in thrown energy. Also shown is a quadratic function used to correct the energy
dependent gain shift in simulation and data. This only corrects that part of the
shift that is caused by the actual shift in gain, and not the part caused by the
bin migration. The latter is dealt with when we unfold the energy smearing effect,
discussed in chapter 5.
4.8 Calibration Uncertainty
It is difficult to quantify the uncertainty in calibration precisely. The fundamental
issue is, as is often the case, the remaining discrepancy between data and simula-
tion. As a last part of the discussion on calibration, here we list the most likely
causes of calibration error.
Firstly, it is possible that due to the shower shape discrepancy discussed in
chapter 3, the target mass definition obtained in simulation is incorrect. The most
likely cause would be the simulation of di-photon separation, which depends criti-
cally on the shower shape. However, there are reasons to believe that this issue is
under control within 1 ∼ 2 %, by studying the width of mass peaks, and the overall
shape of the mass spectrum as a function of energy. Above all, various “tweaking”
of the shower function in the course of calibration yielded shift in invariant mass
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by no more than 2 %, but sometimes accompanied by recognizable patterns within
the detector. (For instance, the central row would change more than the others.)
Secondly, there is a persistent discrepancy in counting rate between the north
and the south FPD. Calibrating solely based on invariant mass results in the north
counting rate being about 30 to 40 % lower than that of the south. If we enforce
some level of counting rate equalization, the target masses of the two modules end
up differing by 1 ∼ 2 %. It is true that the on-line gain calibration for the north
was overestimated relative to the south, resulting in an effectively higher trigger
threshold for the north. However, the effect of trigger threshold should be limited
to the threshold region, (nominally 35 GeV) whereas we see a constant difference
in counting rate across the measured energy range. This issue is not fully under-
stood, but based on the study of mass spectrum as a function of energy, it was
concluded that forcing equal counting rate at the expense of invariant mass was
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a more desirable approach. As can be seen in figure 4.11, the rate equalization
actually results in an almost identical exponential slope for the north and south
in the higher energy region. If there is a relative difference in calibration between
the two modules, one that is artificially boosted will exhibit a harder slope (less
steep) than the other.
In the end, we conservatively estimate the absolute calibration uncertainty
at 3 %, and the relative calibration at 1.5 %. While these uncertainties matter
little for the spin asymmetry measurement, they are one of the main components
of the systematic error for the cross-section measurement.
Chapter 5
Data Analysis
5.1 Introduction
In this chapter, we will cover various correction factors needed for the physics
measurements. They include the background estimations for π0 and η signals, the
detection efficiencies, and the unfolding of the energy smearing. The latter two are
used only for the cross-section measurement.
5.2 Backgrounds
As we saw in invariant mass distributions in previous chapters, the π0 signal has
a relatively low level of background. Little more is needed than to simply apply a
cut in the invariant mass spectrum to achieve a reasonable level of signal purity.
The only potential issue with the π0 signal is the misidentification of single pho-
tons into π0’s. The η signal, on the other hand, has a background spectrum that
has a strong dependence on energy. Overall, the mass spectrum is judged to be
reasonably well simulated, and we rely on the Pythia + Geant simulation to study
the detailed composition of the mass spectrum.
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Figure 5.1. Di-photon invariant mass spectrum in three energy bins, BLACK: data,
RED: simulation. From left, 35 GeV < Eγγ < 45 GeV, 45 GeV < Eγγ < 55 GeV, and
55 GeV < Eγγ < 65 GeV. The simulation was normalized to data in each energy bin
separately. Two and only two photon events are included.
5.2.1 Di-Photon Invariant Mass Spectrum
With the Cˇerenkov-based shower simulation, the Pythia + Geant simulation does
reasonably well in reproducing the observed di-photon invariant mass spectrum in
the data. Figure 5.1 shows data-MC comparison of the mass spectrum in three
energy bins. In chapter 2, it was shown that the simulated π0 mass peak was
still slightly narrower than that in the data. The same can be said about the η
mass peak, while the continuum in between is well represented in the simulation.
However, the difference is small enough to be understood in terms of some minor
discrepancy in smearing, rather than the composition of the mass spectrum being
significantly different between simulation and data. Assuming that the former is
indeed the case, we proceed to study the background based on the simulation.
First, we look at the types of tracks that make up the mass spectrum. Since
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Figure 5.2. Simulated di-photon invariant mass spectra for various event types based
on the track composition. We select events with Eγγ > 45 GeV yielding two and only
two reconstructed photons from Pythia + Geant simulation.
two reconstructed photons have to be in the FPD for the current analysis, one
would hope that most of the events do come from two real photons. However,
the number of photons can be overestimated due to mis-reconstructed hadrons, or
split single photons. It is also possible to have two or more photons merge during
reconstruction and appear to be one.
Figure 5.2 superimposes mass spectra from various track compositions for
events with a total energy greater than 45 GeV. It is clear that the vast majority
of events in the π0 and η mass region come from two photons with no hadronic
tracks in the vicinity. It is also one of the two major sources of the continuum be-
tween π0 and η, the other being one photon events that have hadronic background.
The events in which there were three photons, or two photons with hadrons, tend
to be relatively more pronounced in the high mass tail of the π0 peak. The events
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Figure 5.3. Simulated di-photon invariant mass spectra, sorted by the parentage of the
tracks. We select events with Eγγ > 45 GeV yielding two and only two reconstructed
photons from Pythia + Geant simulation.
in which there was only one photon, or no photon and only hadrons, tend to re-
construct in the lower mass tail of the π0 peak. Both of these cases have a very
small contribution to the total mass spectrum. Overall, we conclude that two pho-
ton only events dominate the signal region, while the continuum has about equal
contributions from real two photon events and one photon plus hadron events.
Secondly, we identify the parentage of the tracks and estimate the signal
fractions in the mass regions for π0 and η. Figure 5.3 shows the breakdown of the
mass spectrum based on parentage for events with total energy greater than 45
GeV. The two mass peak regions are clearly dominated by signal, while most of
the continuum comes from combinations of π0 decay photons, η decay photons,
and hadrons. More specifically, it largely consists of π0 combinatorics background,
and a π0 decay photon plus hadron events. The mass spectrum from events in-
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Figure 5.4. Background estimation for the η signal, data and simulation comparison
with 5 GeV bins from 40 GeV to 60 GeV. BLACK: data, BLUE: simulation total, RED:
simulation non-η events. The simulation was normalized to data in each energy bin
separately. Two and only two photon events are included.
volving a prompt photon is shown separately, which may be an important source
of single photons at high energies where π0 decays become highly clustered. While
the accuracy of the Pythia prompt photon cross-section in this kinematic region
is unknown, the fact that it is roughly three orders of magnitude suppressed in
the usual π0 mass cut window (0.08 GeV < Mγγ < 0.19 GeV) suggests that it is
extremely unlikely to be a major source of background for π0.
Based on the analysis that produced figure 5.3, but over a wider energy range,
we can calculate the signal fractions for π0 and η mass cut regions as a function of
energy, as seen in the simulation. While this is perfectly adequate for the π0, the
same is not true for the η. As shown in figure 5.1, there is a significant difference
in the simulated strength of the η signal and what’s seen in the data. Figure 5.4
98
 (GeV)γγE
40 45 50 55 60 65 70
Si
gn
al
 / 
To
ta
l
0.4
0.5
0.6
0.7
0.8
0.9
1
 signal fraction, simulation0pi
 signal fraction, data0pi
 signal fraction, simulationη
 signal fraction, dataη
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shows the invariant mass spectrum from 40 GeV to 60 GeV in four bins, empha-
sizing the η mass region. We see that the continuum is reasonably well simulated,
and the main discrepancy is in the size of the η signal. As the simulation is nor-
malized to match the data in the total number of events for each panel, and the
number of events is dominated by π0’s, this essentially means that the π0− η ratio
in the simulation is different from that in the data. In fact, we have no reason to
expect them to be the same. Based on the assumption that the background is well
simulated but the signal isn’t, we can estimate the signal fraction in data.
The results are shown in figure 5.5. The values used for the mass cuts are
0.08 GeV < Mγγ < 0.19 GeV for the π
0, and 0.45 GeV < Mγγ < 0.65 GeV for
the η. As expected, there are significant differences in the η background estimate
between data and simulation, especially at lower energy. As the background es-
timate is nominally a part of the efficiency correction, this discrepancy is applied
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separately as an adjustment factor to the efficiency correction. Finally, we note
that the π0 mass region has signal purity over 90 % across the energy range, while
the η mass region reaches around 80 % purity by 60 GeV.
5.2.2 π0-γ Separation
As we are attempting to measure π0’s at higher energy than what was done in the
previous measurements with the FPD, one of the main concerns for the background
is the single photon splitting. The left-hand panel of figure 5.6 shows the distribu-
tion of di-photon separation as a function of energy for π0’s in the FPD. The y-axis
is measured in units of FPD cell size, which is equal to 3.81 cm. We see that the
peak separation in the energy range where we make most of the measurements is
less than two cells wide, which becomes smaller than one cell wide above 60 GeV
of π0 energy. The right-hand panel of figure 5.6 shows the fraction of π0 events
that yield one and two clusters. The clustering algorithm has the ability to break
off a cluster into two based on topology, but even with such functionality, the one
cluster case dominates at high energy. At this point, our ability to distinguish a
single photon cluster from a double photon one becomes crucial.
For the previous FPD analyses, we have relied on energy weighted cluster
moments to identify clusters that contain two photons versus one. The details of
this method, along with the details of the clustering algorithm, can be found in
Yiqun Wang’s thesis [40]. Here, we will only briefly discuss the overall scheme.
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First, for each cluster, we calculate the first and second moments in energy.
x¯ =
∑
iEi · xi∑
iEi
(5.1)
y¯ =
∑
iEi · yi∑
iEi
(5.2)
σx =
√∑
iEi · (x¯− xi)2∑
iEi
(5.3)
σy =
√∑
iEi · (y¯ − yi)2∑
iEi
(5.4)
σxy = σyx =
√∑
iEi · (x¯− xi)(y¯ − yi)∑
iEi
(5.5)
The index i runs up to the total number of cells included in the cluster. With the
three second moments, we form a 2× 2 matrix.
M =

 σ2x σ2xy
σ2xy σ
2
y

 (5.6)
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Figure 5.6. LEFT: Generated separation vs. thrown energy for the FPD. RIGHT: 1
and 2 cluster events fraction vs. thrown energy. Results are based on pi0 only Geant
simulation.
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Figure 5.7. Energy weighted σmax vs. cluster energy. LEFT: Pythia + Geant, RIGHT:
data.
This symmetric matrix has two eigenvectors, of which the one with the larger
eigenvalue maximizes the second moment in energy, while the one with the smaller
eigenvalue minimizes it. We call the second moments in these two directions σmax
and σmin, respectively.
Qualitatively, the second moment in energy is loosely related to the invariant
mass in that it is the product of the energy and the distance. It is then not too
surprising that the σmax for a given energy range can be a useful indicator of the
photon content of a cluster. Figure 5.7 shows the distribution of σmax as a function
of cluster energy, for single photon and π0 only Geant simulations. The σmax is
nearly constant for single photon clusters, with its mean at around 0.55. The σmax
for π0 clusters, on the other hand, show strong dependence on energy, as expected
from the decreasing two photon separation.
The goal is to make a cut in the σmax vs. cluster energy space, in such a
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Figure 5.8. Energy weighted σmax distribution in energy bins. BLACK: Data, RED:
Pythia + Geant simulation. From left, 40 GeV < Ecluster < 50 GeV, 50 GeV <
Ecluster < 60 GeV, and 60 GeV < Ecluster < 70 GeV. The simulation was normalized to
data in each energy bin separately.
way as to maximize the separation between the single photon and the π0 signal.
If a cluster has a σmax that is large for its energy, it is considered a two photon
cluster. If the σmax is small, then it is considered a single photon cluster. Ambigu-
ous cases are handed over to the shower fitting stage, where the photon content
is determined by performing both single and double photon fits, and by looking
at the quality of each fit. Figure 5.8 shows the σmax distributions, presented in
three energy bins between 40 GeV and 70 GeV. Up to the energy of about 50 GeV,
the σmax for the two types of clusters are reasonably well separated. Beyond that,
however, the two distributions merge significantly, making the distinction between
single photon and π0 much harder.
An obvious question to ask is then why we do not try both single and dou-
ble photon fits on all clusters, and determine the photon content that way. The
difficulty with this method is that the χ2 evaluation in shower fitting needs to be
very well understood in order to compare the qualities of the two different types
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of fits fairly. Because our understanding of the shower shape and its fluctuation
were limited, we had found the tried and true moment analysis to be more reli-
able. However, for future analysis, the reconstruction algorithm is being updated
to include more sophisticated means of separating π0’s from single photons.
For the current analysis, we take a more gradual approach, and make a fairly
minor change to the moment analysis that nonetheless improves the accuracy of
the method significantly. Namely, instead of using the energy, we now the use
logarithm of the energy as the weight to calculate the moments. As the logarithm
tends to emphasize the very low energy fluctuations too much, there needs to be
a sensible low energy cutoff, which comes naturally via the required offset to keep
the logarithmic weights positive. So instead of the equations 5.1 to 5.5, we have,
x¯ =
∑
i log(Ei + Eoffset) · xi∑
i log(Ei + Eoffset)
(5.7)
y¯ =
∑
i log(Ei + Eoffset) · yi∑
i log(Ei + Eoffset)
(5.8)
σx =
√∑
i log(Ei + Eoffset) · (x¯− xi)2∑
i log(Ei + Eoffset)
(5.9)
σy =
√∑
i log(Ei + Eoffset) · (y¯ − yi)2∑
i log(Ei + Eoffset)
(5.10)
σxy = σyx =
√∑
i log(Ei + Eoffset) · (x¯− xi)(y¯ − yi)∑
i log(Ei + Eoffset)
(5.11)
where the ith term in the sum is skipped if log(Ei + Eoffset) < 0. Therefore
1 − Eoffset can be thought of as the low energy cutoff. For the current analysis,
Eoffset is somewhat arbitrarily chosen to be 0.5 GeV. This choice was based on
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Figure 5.9. Logarithm of energy weighted σmax vs. cluster energy. LEFT: Pythia +
Geant simulation. RIGHT: Data.
the fact that the nominal resolution of the ADC was 200 MeV per count, and we
wanted to make sure that one or two count fluctuations were suppressed. Later
analysis showed that 0.5 GeV turned out to be a reasonable choice, even though
the rationale behind it was perhaps not the most relevant.
Given these changes, the rest of the analysis follows the same pattern as be-
fore. Figure 5.9 shows the σmax vs. cluster energy for simulation and data, using
log-weighted moments. There is a visibly well defined valley up until the statistics
run out. Figure 5.10 shows the σmax distribution in three energy bins from 45 GeV
to 75 GeV. Compared to figures 5.7 and 5.8, the improvement in π0 and single
photon separation is very significant. With this change, we can apply a simple
cut in the σmax vs. cluster energy space and classify all clusters at the moment
analysis level, without relying on the fit results.
Furthermore, the match between the data and simulation is better than it was
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Figure 5.10. Logarithm of energy weighted σmax distribution in energy bins. BLACK:
Data, RED: Pythia + Geant simulation. From left, 45 GeV < Ecluster < 55 GeV,
55 GeV < Ecluster < 65 GeV, and 65 GeV < Ecluster < 75 GeV. The simulation was
normalized to data in each energy bin separately.
with energy weighted σmax, suggesting that the remaining discrepancy in shower
shape likely resides in soft towers that are excluded in the new moment analysis
scheme. Granted, there is a noticeable difference between the relative size of the
single and double photon peaks, but that is not too surprising since we do not ex-
pect Pythia to be able to predict the relative cross-section between single photon
and π0 precisely in this very forward region.
To summarize, the logarithm of energy weighted moment analysis provides a
markedly improved separation between single photons and π0’s over the previous
linear energy weighted scheme. The signal to background analysis discussed in
the previous section (i.e. figure 5.5) already incorporates these new improvements.
Due to the general expectation that prompt photons, which do not go through
fragmentation, may become dominant at high energy relative to π0’s, it is essential
that we have a good handle on the single photon background to π0 signal. This
applies not only to the cross-section analysis, but also to the spin measurements
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where we do not a priori know the type of spin asymmetry that prompt photons
may carry. Conversely, these improvements, along with the continuing work on the
reconstruction algorithm, bode well for the possible future forward prompt photon
analysis.
5.3 Efficiency Correction
In order to translate the counting rates into measurements of the cross-sections
for π0 and η mesons, we need to know their detection efficiency. The total effi-
ciency is a combination of geometrical acceptance, reconstruction efficiency, and
the branching ratio into the 2γ channel. In chapters 3 and 4, we have found that
the Pythia + Geant full simulation (based on the Cˇerenkov effect) describes the
details of the shower shape and reconstruction reasonably well. Consequently, we
expect both the geometrical acceptance and the reconstruction efficiency to be well
simulated.
5.3.1 Geometrical Acceptance
For the calculation of the geometrical acceptance of the FPD, we consider π0 and
η mesons whose centers of mass satisfy the following condition.
(y + 3.65)2 + tan2(φ) < 0.15 (5.12)
where y is the pseudo-rapidity and φ is the azimuthal angle of the meson. (We
reserve η for the name of the meson to avoid duplicate notations.) This cut is
informally called the “center cut”, due to the fact that it covers roughly the cen-
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tral region of the FPD acceptance. The purpose of this cut is to enhance the η
signal relative to its background. Because η mesons barely fit inside the FPD,
the signals likely come from those events in which the center of mass of the η is
in the central part of the FPD. Figure 5.11 illustrates the overall coverage of the
FPD in pseudo-rapidity and tan(φ) space, along with the location of the center
cut. As described in chapter 6, both the cross-section and the spin asymmetry are
measured using the center cut.
For the π0 and η mesons that are thrown into the center cut region, the ac-
ceptance of the FPD is shown in figure 5.12. Only those π0’s and η’s that decay
into two photons are counted. We consider an event accepted if both of the decay
photons fall within the fiducial volume, which is defined to be 0.25 cell width away
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Figure 5.11. Distribution of di-photon center of mass in pseudo-rapidity (y) and tangent
of azimuthal angle (φ) space in data. Indicated in red are the events that pass the “center
cut” (equation 5.12)
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Figure 5.12. Geometrical acceptance of the FPD vs. thrown energy for pi0 and η
mesons whose thrown coordinates satisfy the center cut.
from the edge of the detector in this case. The acceptance is defined to be purely
geometrical, and no aspects of the reconstruction plays a role in its calculation.
We see that the π0 acceptance is very good, as the typical two photon separation is
on the order of one FPD cell width at around 55 GeV of energy. As expected, the
η acceptance suffers at low energy due to its large opening angle, but it improves
significantly as the energy increases. Above 65 GeV, the difference in acceptance
between π0 and η is only about 20 %.
5.3.2 Reconstruction Efficiency
Figure 5.13 shows the reconstruction efficiency, which is defined to be the fraction
of events that are reconstructed “correctly” out of the events that were “accepted”
in the FPD as described above. An event is considered correctly reconstructed if
the algorithm finds two and only two photons whose invariant mass falls within
109
Di-photon Energy (GeV)
40 45 50 55 60 65 70 75 80
R
ec
on
st
ru
ct
io
n 
Ef
fic
ie
nc
y
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
correctly reconstructed
outside of mass cut
only 1 photon found
3 or more photons found
 reconstruction efficiency0pi
Di-photon Energy (GeV)
40 45 50 55 60 65 70 75 80
R
ec
on
st
ru
ct
io
n 
Ef
fic
ie
nc
y
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
correctly reconstructed
outside of mass cut
only 1 photon found
3 or more photons found
 reconstruction efficiencyη
Figure 5.13. Reconstruction efficiency of the FPD vs. thrown energy for pi0 (LEFT)
and η (RIGHT) mesons that were accepted in the FPD. Correctly reconstructed means
that two photons were found whose invariant mass satisfies the mass cut. (0.08 GeV ∼
0.19 GeV for pi0 and 0.45 GeV ∼ 0.65 GeV for η.) Also shown are the three main modes
of reconstruction failure.
the mass cut used for the actual measurement (0.08 GeV ∼ 0.19 GeV for π0 and
0.45 GeV ∼ 0.65 GeV for η). We do not consider the effects of energy smearing
and resulting bin migration here, which is covered separately later in this chapter.
Also shown in the figure are the major modes of reconstruction failure.
For both π0 and η, the reconstruction efficiency is around 80 % throughout
the energy range, which is reasonably good. The most significant mode of failure
is the one in which more than two photons were reconstructed, which accounts
for about 20 % of the total events for π0’s and 15 % for η’s. Since the result is
based on the full simulation, the extra photon could be coming not only from the
splitting of one real photon into two, but also from hadronic and electromagnetic
backgrounds. We do not see significant merging of π0 photons at high energy, nor
do we see an alarming rate of single photon splitting. The latter would manifest
itself as three photon events, especially for the η’s. The only potential exception
is the very last energy bin for the η, where the significance is severely limited by
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poor statistics. (There are only four η events in that bin)
5.3.3 Total Efficiency Correction
The total efficiency is defined as the ratio between the number of events that pass
all our measurement cuts, and the number of π0’s and η’s that were thrown in
the kinematic region where we aim to make the measurement. In addition to the
geometric acceptance and the reconstruction efficiency discussed so far, it also in-
cludes the correction from branching ratios, as well as the event cuts not included
in the reconstruction efficiency. (For instance, the reconstructed position of the
center of mass has to satisfy the center cut (equation 5.12)). The branching ratios
into the 2γ channel are 98.8 % and 39.3 % for π0 and η, respectively. Along with
the limited geometrical acceptance, it is one of the main reasons for the reduc-
tion of η efficiency relative to that of the π0. The thrown particles are counted
within a rectangle in pseudo-rapidity (y) and azimuthal angle (φ) space, defined
by −3.85 < y < −3.45 and −0.2 < φ < 0.2.
Figure 5.14 shows the total efficiency correction for π0 and η from 40 GeV to
96 GeV. It is given as a function of thrown energy, and can be applied to the mea-
sured distribution once the effect of energy smearing is factored out and the “true”
energy distribution is obtained. Two different functions are shown, one from full
Pythia + Geant simulation, and the other from single particle Geant simulations
with flat energy and pseudo-rapidity distributions. The validity of the latter is
clearly compromised by the lack of background, and the completely unrealistic
shape of the cross-section. Normally, there would be no reason to look beyond
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Figure 5.14. Total efficiency correction based on the full Pythia + Geant simulation,
and single particle, flat distribution Geant simulation. LEFT: pi0, RIGHT: η.
the full simulation. However, as can be seen on the left-hand panel of figure 5.14,
the uncertainty in the η efficiency is extremely large beyond 72 GeV. This region
includes the last bin where we make a measurement, between 72 GeV and 80 GeV,
which has only four η events that pass all the cuts. Doubling the full simulation
statistics, which would cost significant CPU time, would still only produce ∼ 30
% measurement.
On the other hand, if we compare the results from full simulation to that
from single particle Geant for both π0 and η, we see a noticeable agreement in
the overall trend, with what seems to be a near constant offset across the energy
range. The offset is likely caused by two main shortcomings of the single particle
Geant simulation. Firstly, the lack of background would affect the reconstruction
at some level. Secondly, the flat energy and pseudo-rapidity distributions mean
that even with the same kinematic cut, the events are coming from different parts
of the detector compared to the full simulation. On the other hand, the effect of
energy bin migration is not a concern, as efficiency is calculated as a function of
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Figure 5.15. Total efficiency correction for pi0 and η mesons based on the full Pythia +
Geant simulation. The last bin for the η has been corrected based on the η only Geant
simulation.
thrown energy. Ultimately, we make the assumption that the single particle Geant
simulation contains information that is closely related to that in the full simulation.
Under this assumption, instead of using the nominal value calculated based
on four events, we can estimate the η efficiency for 72 ∼ 80 GeV bin based on
the apparent trend found in the single particle Geant simulation. As the geomet-
rical acceptance for η improves with energy, it is reasonable to assume that the
efficiency for the last bin should be no less than that for the previous bin. We
use one standard deviation below the previous bin value as our minimum, which
is equal to 0.068. At the same time, the single particle Geant simulation suggests
that the rate of increase tapers off above 70 GeV. This leads to the assumption
that the efficiency for the last bin should be no more than what we get by a linear
extrapolation from the four previous points above 40 GeV. Accordingly, we set
the maximum at 0.096. This gives us the estimated efficiency for the last bin as
0.082± 0.014. The final result for the total efficiency is shown in figure 5.15.
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5.4 Unfolding the Energy Smearing
In order to measure the cross-section accurately, it is crucial to unfold the effect
of energy bin migration. Due to the rapid fall of the cross-section as a function
of energy, smearing can change the shape of the cross-section significantly. The
details of the energy bin migration were discussed in chapter 3 in the context of
the energy dependent gain shift. Here, we focus on correcting the counting rates
in energy bins to derive the true energy distribution from the observed one.
5.4.1 Energy Smearing Matrix
As described in chapter 4, we chose to generate the off-line gain correction factors
so as to obtain the correct measurement of energy in true energy bins, independent
of the shape of the energy distribution. This choice results in the apparent gain of
the detector being on average about 2.5 % too high in measured energy bins, due
to bin migration. Simply shifting the average energy in each bin back down by
this amount may not be sufficient, especially for the cross-section measurement.
When the true shape of the smeared distribution varies rapidly, as is the case with
our analysis, the effect of bin migration can change the shape of the distribution
substantially. Consequently, it is necessary to unfold the effects of energy smearing
to recover the true energy distribution.
In order to do so, we generate the energy smearing matrix, S. S is an
Nbin × Nbin square matrix, where Nbin is the number of bins in which the cross-
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Figure 5.16. pi0 reconstructed energy distribution. LEFT: data, RIGHT: Pythia +
Geant simulation. The simulation has been weighted within each bin, but not overall.
Due to the Pythia filter at 40 GeV, the first bin in the simulation does not get much
contribution from previous bins, and therefore it is lower than it should be.
section is measured. Each column of S tells us the smearing probability of an event
in a particular true energy bin into all of the apparent energy bins. We define
vectors | τ〉 and | α〉, corresponding to the true and apparent energy distributions,
respectively. The dimensions of these vectors are equal to Nbin. Then we have,
| α〉 = S | τ〉 (5.13)
The idea is to obtain the matrix S in the full simulation, and apply it to the
data to produce the true energy distribution. For the simulation-based matrix to
be applicable to the data, there are two requirements. Firstly, the energy resolu-
tion must be well simulated throughout the energy range. Given the simulation
and data comparisons discussed in previous chapters, this condition is likely sat-
isfied. Secondly, the shape of the cross-section in the simulation within each true
energy bin must match that of the data. We are not sensitive to the overall shape
of the cross-section in the simulation, as each true energy bin does not affect the
counting rate in any other true energy bin. However, the shape of the apparent
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energy distribution within a true energy bin should resemble that in the data, so
as to correctly simulate the fraction of the events that would migrate up/down to
the neighboring bins. The cross-section from our full simulation is generally harder
in energy than that in the data, so weights were applied per bin to make it softer.
(Applying an overall weight across the energy range is, as explained, unnecessary,
and reduces statistics.) Figure 5.16 shows the comparison of the apparent energy
distribution between data and full simulation. Also shown are exponential fits,
which describe the slopes reasonably well but overshoot the highest energy bins.
As discussed earlier, the observed distribution generally falls faster than an expo-
nential at high energy.
5.4.2 Calculation of the Smearing Matrix
We obtain the matrix S in the following way. We first create a two dimensional
energy distribution, where the X-axis corresponds to the true energy bins, and the
Y-axis to the apparent energy bins, for the events that will be used to measure
the cross-section. The bin size is chosen based on the magnitude of the smearing.
While we use 5 GeV binning for the asymmetry measurement to capture the fine
structure, this binning tends to be too small for the cross-section measurement.
Too small a binning makes the smearing matrix overly off-diagonal, and we have
chosen 8 GeV binning instead. The left-hand side of figure 5.17 shows the 2-D
energy distribution for π0’s passing all the event cuts. We then divide each entry
by the total number of events within the same column, and throw away the edge
columns and rows to produce the matrix shown on the right-hand side of figure
5.17. This matrix tells us how events in each thrown energy bin are distributed in
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Figure 5.17. LEFT: Reconstructed vs. thrown energy distribution for pi0’s. The Pythia
level filter was set at 40 GeV, including hadronic energy. RIGHT: Smearing matrix S
for pi0’s obtained from the energy distribution on the left. The binning is from 40 GeV
to 80 GeV in 8 GeV interval, with a total of 5 bins.
apparent energy, so it is our smearing matrix S.
In chapter 4, we mentioned that the true energy bin based calibration pro-
duces the most diagonal and symmetric smearing matrix. This is not strictly true,
however, as the matrix shown in figure 5.17 has more strength below the diagonal
than above. This is due to the shape of the cross-section within each bin, which
falls rapidly with energy and has many more events in the lower bin boundary
than in the upper bin boundary.
However, if we chose the alternative calibration scheme based on the energy
measurements in apparent energy bins (which folds in the effect of bin migra-
tion), the matrix S would become even more off-diagonal and asymmetrical. If we
normalized S by rows instead of columns, which would make S something like a
reverse-smearing matrix, then such a calibration would make S more diagonal and
symmetric.
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Figure 5.18. Diagonal and off-diagonal elements for the smearing matrix, BLACK: full
Pythia + Geant simulation, RED: weighted Geant-only simulation. From left, diago-
nal elements, below diagonal elements (Erecon > Etrue), and above diagonal elements
(Erecon < Etrue). The X-axis is the column number for the 7 × 7 smearing matrix,
counting from 0. Only the central 5 rows and columns are used for the analysis.
The main problem in calculating the smearing matrix is the limited simu-
lation statistics at high energy, especially for the η. This is the same problem
that was discussed in section 5.3 about the efficiency correction, and here we again
take a similar approach, and utilize the Geant-only η simulation. The Geant only
simulation has been weighted in true energy and pseudo-rapidity, based on the
true distributions in the full simulation. The advantage of this method is that the
energy weighting needs to be done only within a true energy bin, as there is no
cross-talking between true energy bins. The resulting energy distribution resem-
bles a saw tooth, but it is perfectly usable for our purposes.
Figure 5.18 shows the comparison between the full and the Geant only sim-
ulation for the diagonal and the two off-diagonal matrix elements. For the last
two bins, there are too few events in the full simulation to really determine what
the matrix should look like. On the other hand, we note that for the first three
bins, which go up to 64 GeV, the agreement between the two simulations is very
good. Therefore, we take the point of view that the Geant only simulation, when
118
weighted properly, is a good surrogate for the full simulation. For the η, then,
we construct the smearing matrix by combining the first three columns from the
full simulation with the last two columns from the Geant only simulation. The
additional systematics that could come from this assumption are handled in a later
section with all other systematics. For π0’s, we only use the full simulation.
5.4.3 Unfolding Scheme
Now that we have S, the obvious approach is to invert S and apply it to the
measured energy distribution in the data to get the true energy distribution.
| τ〉 = S−1 | α〉 (5.14)
The problem with this method is that the matrix itself has uncertainties associated
with the limited simulation statistics, and any variation within these uncertainties
leads to a variation in the true energy distribution. In other words, there are a
range of true energy distributions that are consistent with the measured energy
distribution, given our limited understanding of the smearing. While most of these
distributions are qualitatively similar to each other, they are often not as smoothly
varying as the apparent distribution.
Instead of directly applying S−1, we choose the opposite approach. Given
the form of the apparent distribution shown in figure 5.16, we assume that the
form of the true energy distribution is a smoothly varying function that mostly
behaves like an exponential, but falls off slightly faster at high energy. The reason
for this choice is the following. If the underlying true distribution was a pure
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exponential, then a smearing effect that is fractionally constant across the energy
range results in an apparent distribution that falls slower than an exponential as
the energy increases. The smearing we have is fractionally constant, as seen in
figure 3.16, and as evidenced by the decrease of strength in diagonal elements at
high energy in the smearing matrix shown in figure 5.17. It is when the width of
the smearing is constant in energy that we find the apparent distribution to be also
an exponential with the same exponential coefficient. This rather obvious point,
which is related to the discussion in chapter 3 regarding the energy dependent
correction, is illustrated in figure 5.19. Since the apparent energy distribution
in data falls faster than an exponential at high energy (figure 5.16), given the
fractionally constant smearing, the underlying distribution has to fall even faster
as the energy increases. The following purely empirical function was found to be
sufficient for the job.
f(E) = ea+bE+cE
2+dE3 (5.15)
The goal is not to constrain the true distribution according to a specific form
of the function, but to merely impose a smoothness requirement. Parameters c and
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Figure 5.19. LEFT: Randomly generated exponential distributions with a constant
30 % Gaussian smearing. RIGHT: Exponential distributions with a constant 1.5 units
in X Gaussian smearing. Also shown are exponential fits to the original and smeared
distributions.
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Figure 5.20. Measured energy distribution | α〉, unfolded true energy distribution | τi〉,
and the apparent energy distribution | αi〉 derived from | τi〉. LEFT: For pi0, RIGHT:
for η.
d are expected to be very small, providing corrections for the highest energy bins.
We obtain an estimated true energy vector | τi〉, corresponding to a particular
parametrization Pi of this function, by integrating the function for each bin. | τi〉
can be transformed to an estimated apparent energy vector | αi〉 by multiplying
by the smearing matrix S. Therefore, by letting the parameters vary (scanning
through the index i), we can fit this function via | αi〉 against the measured en-
ergy vector in data, | α〉. By doing so, we select the | τi〉 that has the assumed
functional form, and when smeared to | αi〉, is the most consistent with | α〉. This
particular | τi〉 is our best estimate of the true underlying energy distribution.
Figure 5.20 shows the result of the fitting, for both π0 and η. The blue points
are the estimated true energy distribution, | τi〉. The error bars on the blue points
are statistical only, under the assumption that the functional form that we chose,
and the smearing matrix S, are both correct. The red points are | αi〉 ∼ S | τi〉.
The reason that the equality does not hold is because the very first bin in | αi〉
requires a correction that is outside the scope of the matrix S. S does not tell us
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how many events from the true energy bins that are outside of the matrix roll into
the bins that are included. Given that the binning is 8 GeV wide, and that the
width of the smearing is smaller in GeV at lower energy, most of the effect should
be confined to the very first bin only. For the π0’s, we can estimate the fraction
of events in bin 0 (32 GeV to 40 GeV, which is below Pythia filter threshold) mi-
grating into bin 1 based on the extrapolation of the true distribution function, and
from the off diagonal elements in S. For the η’s, however, there is an additional
uncertainty. Around 40 GeV, the η acceptance varies rapidly as a function of en-
ergy, so the actual number of events that can feed into the higher energy bins is
significantly reduced from the expected cross-section at low energy. The resulting
uncertainty is folded into the systematic error.
5.4.4 Statistical and Systematic Uncertainties
The statistical uncertainty is well defined in the observed energy bins, but it needs
to be translated into the true energy space. Instead of using explicit transforma-
tion, we calculated it by putting random Gaussian variations into the measured
distribution | α〉 according to its statistical uncertainty. For each of those trial, we
repeated the fitting process to obtain an ensemble of | τi〉’s. The uncertainty for
each bin was determined based on the degree of the variation within this ensemble.
The systematic uncertainty in the unfolding process comes largely from the
errors in the matrix S. Similar to the above described method, we estimate the
effects of the matrix uncertainty by randomly varying each elements, and for each
altered version of the matrix, repeating the fitting process. For the η matrix, the
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uncertainty for the last two bins that come from the Geant only simulation are
manually increased to allow for a more conservative estimation. The uncertainty
due to the end treatment is handled in the same way, by introducing random vari-
ation to the expected number of feed-downs from bin 0 within a reasonable limit.
Chapter 6
Physics Results
6.1 Introduction
In this chapter, we present four physics results. The first is the absolute cross-
section, based on the previously determined integrated luminosity measurement.
[3] The second is the cross-section ratio between π0 and η. The third is the an-
alyzing power as a function of di-photon invariant mass. Lastly, we present the
analyzing power as a function of xF for π
0 and η, including background corrections.
6.2 Cross-Sections for Forward π0 and η Produc-
tion at High xF
Figure 6.1 shows the absolute cross-section measurement for π0 and η. The center
cut (equation 5.12) was imposed for both mesons. Also shown are the previously
published results from RHIC runs 2 and 3, for three pseudo-rapidity points. Of
the three, only the result at pseudo-rapidity of 4.0 was measured by the FPD in
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Figure 6.1. Absolute cross-section for pi0 and η at average pseudo-rapidity of 3.7, with
center cut. p+p→M+X at √s = 200 GeV. Also shown are previously published results
in similar kinematic regions. The theory prediction was obtained by interpolation. Black
error bars indicate the combined statistical and systematic uncertainties.
run 3. The other two points were based on the data taken by the prototype FPD,
which utilized a substantially different detector technology. Finally, the next-to-
leading-order (NLO) pQCD theory prediction is shown in yellow band, [42] based
on CTEQ6M5 parton distribution function [43] and DSS fragmentation function
[44]. The uncertainty for the theory prediction indicates how much the result
changes when the factorization/renormalization scale is increased from µ = pT to
µ = 2pT . We note that the DSS fragmentation function includes in its calculation
the published STAR data points at pseudo-rapidity of 3.3 and 3.8, along with other
RHIC results. [44]
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π0 40-48 GeV 48-56 GeV 56-64 GeV 64-72 GeV 72-80 GeV
Nraw 378739 63443 9813 1435 148
Nunfolded 290431 42852 4862 408 24
Efficiency 0.4281 0.4386 0.4466 0.4589 0.4706
Eff. Error 0.48 % 1.06 % 2.49 % 6.77 % 19.2 %
Unfld. Error 1.04 % 1.13 % 3.11 % 7.66 % 13.9 %
Calib. Error 1.8 % 5.7 % 10.3 % 16.3 % 24.2 %
η 40-48 GeV 48-56 GeV 56-64 GeV 64-72 GeV 72-80 GeV
Nraw 15120 3998 766 111 14
Nunfolded 15475 2883 452 51 3
Efficiency 0.0437 0.0678 0.0885 0.1040 0.1163
Eff. Error 1.74 % 2.99 % 5.91 % 10.40 % 16.74 %
Background 0.8173 0.8989 0.9186 0.9196 0.9258
Bg. Error 0.52 % 0.21 % 0.35 % 0.59 % 1.5 %
Unfld. Error 4.35 % 2.5 % 6.3 % 17.7 % 48.4 %
Calib. Error 1.48 % 4.58 % 7.85 % 11.3 % 15.2 %
Table 6.1. Correction factors and systematic uncertainties. The “background correc-
tion” refers not to the actual signal-to-background ratio, but the ratio of the background
estimates in data and simulation. In the case of η, this factor is applied to the efficiency
correction that already includes the simulation estimate (figure 5.5). There is no addi-
tional background correction for the pi0, since the background estimate in the simulation
is nearly identical to the estimate in the data
The error bars include both statistical and systematic uncertainties. The
statistical uncertainties are indicated by the colored error bars, which are visible
only in the very last bins. The sources of the systematic errors are the following.
Firstly, there is the absolute calibration uncertainty of 3 %, which is the dominant
systematics for the π0. Secondly, there is the uncertainty from the efficiency cor-
rection, due to the limited simulation statistics. Thirdly, we have the uncertainty
from background estimation, which mostly affects the low energy η’s. Fourthly,
there is the uncertainty from unfolding the energy smearing, which dominates the
η systematics at high energies. Finally, there is also a conservatively estimated
normalization uncertainty of 20 %. The total integrated luminosity for this run
period has been previously measured at 6.8 pb−1 [3]. Table 6.1 lists correction
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Figure 6.2. η to pi0 cross-section ratio at average pseudo-rapidity of 3.7, with center
cut. p+ p→M +X at √s = 200 GeV. Error bars are for statistical uncertainties only.
The error band indicates the combined statistical and systematic uncertainties.
factors and systematic uncertainties, along with the original and unfolded number
of events in each bin.
Figure 6.2 shows the η to π0 cross-section ratio. The error bars indicate the
statistical uncertainty, while the blue error band includes both statistical and sys-
tematic uncertainties. The sources of systematic uncertainty are largely identical
to those in the absolute cross-section measurement. The calibration uncertainty is
reduced to 1.5 %, as we only need to know the relative calibration, which is much
better understood. The normalization uncertainty is not included, as the relative
cross-section does not require absolute normalization. The η fragmentation func-
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tion in this kinematic region has not been measured, and we do not have a theory
prediction at this point.
6.3 Transverse Single Spin Asymmetries for For-
ward π0 and η Production
Figure 6.3 shows the analyzing power (AN) as a function of the di-photon invariant
mass (Mγγ) for energy greater than 45 GeV. Two sets of data points are shown,
with and without the center cut. The polarization of the beam was 56 ± 2.6 %.
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Figure 6.3. Analyzing power (AN ) vs Mγγ at average pseudo-rapidity of 3.7. 56 %
beam polarization. p↑ + p → M +X at √s = 200. Center cut refers to equation 5.12.
The error bars are for the statistical uncertainty only.
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[45] We see a clear suppression of AN in the continuum region, while the shape
of the two mass peaks is recognizable in the structure of the asymmetry. Based
on this result, we estimate the analyzing power of the continuum region to be
around 0.02. Since we expect most of the events in this region to be related to
π0, it is conceivable that the asymmetry of the continuum may also grow with
the energy. On the other hand, for those events to appear under the high en-
ergy η mass peak, a substantial overestimation of energy is necessary. Combined
with the kinematic limit, it is likely that the background under η at high energy is
related to low energy π0’s, and therefore should have a very small analyzing power.
For the asymmetry measurement, the unfolding of the energy smearing has
not been applied. This is due to the limited statistics and the relatively large
smearing, which makes the unfolding difficult when splitting the data set into spin
states and using 5 GeV binning. It is also noted that because the spin asymmetry
varies only mildly with the energy (compared to the cross-section), it is not entirely
necessary to unfold the smearing.
Finally, figure 6.4 shows the analyzing power as a function of xF for π
0 and
η. Also shown are the published result for π0 AN at lower xF , which is based
on the same data set as the current analysis. The previous result does not in-
clude the center cut. The background correction, which only significantly affects
the η asymmetry measurement, is done based on the assumed analyzing power of
0.02 for the background. Table 6.2 lists the estimated signal fraction for each bin,
along with the uncertainties. The error bars indicate statistical errors only, while
the error bands indicate the systematic errors. The main source of the systematic
uncertainty is the background correction. The polarization uncertainty plays a
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Figure 6.4. Analyzing power (AN ) vs xF at average pseudo-rapidity of 3.7 for pi
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center cut. The error bars are for the statistical uncertainty only. The red error band
indicates the systematic uncertainty for the pi0, and the blue error band indicates the
systematic uncertainty for the η.
negligible role.
For all points between xF of 0.5 and 0.7, the η meson exhibits an analyzing
power that is significantly larger than that of the π0. Furthermore, the size of
the η asymmetry may be larger than any transverse spin effects that have been
reported at this energy. Currently, there are no definitive theoretical models that
can explain the difference between the two neutral mesons, or the potentially very
large η asymmetry.
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40 GeV 45 GeV 50 GeV 55 GeV 60 GeV 65 GeV 70 GeV
π0 0.944 0.955 0.96 0.967 0.972 0.967 0.955
error 0.32 % 0.14 % 0.19 % 0.28 % 0.42 % 0.78 % 1.7 %
η 0.506 0.641 0.7 0.778 0.786 0.851 0.737
error 9.8 % 2.6 % 2.9 % 3.3 % 5.2 % 7.1 % 15.9 %
Table 6.2. Background corrections for pi0 and η and associated uncertainties, from
figure 5.5.
We emphasize that the π0 cross-section measurement is consistent with the
pQCD prediction in the same kinematic region in which the spin asymmetry mea-
surement was made. Although there are no theoretical predictions for the η cross-
section in this kinematic region yet, we also note that the η-π0 cross-section ratio
is similar to what has been recently observed by PHENIX in mid-rapidity. [46] [47]
As there had been a decades old concern regarding whether the transverse
spin effects are in the realm of applicability of pQCD, as discussed in chapter 1,
it is important to acknowledge the ability of the pQCD calculations to predict
the unpolarized cross-section reliably. In addition, many pQCD based theoretical
models have already been developed to describe the observed π0 asymmetry. Nev-
ertheless, it is currently unclear as to how these models can be extended to explain
the difference between π0 and η asymmetries. Given the success of the pQCD
framework in describing both the unpolarized cross-section and the π0 asymmetry,
the problems posed by the η asymmetry should provide a fertile ground for future
theoretical development.
Chapter 7
Summary
In the past, there had been a considerable difficulty in understanding the large
transverse spin effects within the framework of perturbative QCD. In fact, it was
often true that where a large spin effect was observed, the unpolarized cross-section
deviated significantly from the pQCD prediction. All of these results were at rela-
tively low center of mass energy (
√
s), supporting the idea that the transverse spin
effects were likely outside the regime in which pQCD was believed to be applicable.
However, we have seen that AN for forward π
0 production continues to be
large at RHIC energy, where we can rely on pQCD to describe the unpolarized
cross-section. There has been significant developments in the theory sector as
well, which have produced multiple pQCD based models that turned out to be
successful in describing most, if not all, aspects of the observed π0 asymmetry. A
related topic that was not covered in this thesis is the pT (transverse momentum)
dependence of AN , which remains an aspect of π
0 asymmetry that is yet to be
fully understood. [3]
In order to make the asymmetry and cross-section measurement at higher
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energies than previously attempted with the FPD, we have improved upon a num-
ber of analysis procedures. We discovered that much of the previously observed
discrepancy between simulation and data could be traced back to the inadequate
simulation of the electromagnetic shower in the FPD. The charged particle energy
loss scheme, which had been used for all past FPD analyses, significantly under-
estimates the energy smearing as well as lacking the energy dependent gain shift
observed in data. Furthermore, the resulting shower shape differed in important
ways from what is observed in data. We found dramatic improvements in all of
these areas once we switched to the Cˇerenkov effect based shower simulation that
takes into account optical physics inside the Pb glass columns of the FPD. We have
also implemented an incident angle dependent shower function, which reproduces
the shower shape in data much more faithfully than the previous version based on
charged particle energy loss.
Based on the improved shower simulation, we were able to generate off-line
correction factors that are estimated to constrain the absolute calibration within
3 %, and the relative calibration within 1.5 %. While continuing with the π0 mass
based, iterative calibration procedure, we have found that the dependences of the
invariant mass on a number of variables, such as the number of clusters, two pho-
ton separation, and the azimuthal decay angle, are now much better simulated.
All of these factors are potentially problematic to the calibration process when left
uncorrected. Our increased confidence in calibration at high energies is largely due
to our improved ability to simulate these pathologies.
Another area of significant improvement is the π0 − γ separation. Initially
suspected to be a considerable source of background to high energy π0’s, the mis-
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reconstruction of a single photon into a π0 event is now significantly more sup-
pressed up to 70 GeV and above. This is largely due to the newly implemented,
logarithm of energy weighted cluster width calculation, which allows for a surpris-
ingly accurate distinction between one and two photon clusters at high energy.
As mentioned before, the energy smearing in data is now understood to be
much larger than our original estimation. This finding necessitated a procedure
to unfold the effects of energy smearing for the cross-section measurement. We
implemented a relatively simple, smearing matrix based unfolding scheme that re-
lies on a smoothness requirement to recover the true energy distribution from the
apparent one.
Based on these improvements, we reported the first measurement of AN for
forward η-meson production at RHIC energy, along with the cross-section mea-
surements for π0 and η for xF > 0.4. Our result suggests that the η asymmetry
is significantly larger than that of the π0 around a pseudo-rapidity of 3.7. At the
same time, the π0 cross-section is found to be consistent with the NLO pQCD
prediction. Furthermore, while lacking a direct theoretical prediction, the η to π0
cross-section ratio is consistent with the results from other experiments. [46] [47]
These findings strongly suggest that the η asymmetry can be understood within
the pQCD framework, similar to π0. However, currently no theoretical model
exists that can satisfactorily explain either the difference between the π0 and η
asymmetries, or the very large magnitude of the η asymmetry.
Appendix A
FMS Inner Calorimeter High
Voltage System
A.1 Introduction
Since RHIC run6, the west FPD has received significant upgrades, leading eventu-
ally to the commissioning of the Forward Meson Spectrometer (FMS) during RHIC
run 8. The FMS is a Pb glass calorimeter employing a similar detector technology
to the FPD, but it provides a vastly improved coverage both in azimuthal angle
and pseudo-rapidity. The FMS consists of 1264 Pb glass cells (The FPD has 98),
covering the full azimuth between a pseudo-rapidity of 2.5 and 4.0. Along with
the existing Barrel and End-cap calorimeters, STAR now has an almost complete
electromagnetic coverage in pseudo-rapidity from 1.0 to 4.0.
As a part of the effort to construct the FMS, the Penn State group has de-
signed and built Cockroft-Walton type photo-multiplier tube (PMT) bases for the
inner calorimeter of the FMS. Our design utilizes two Cockroft-Walton voltage
multipliers for each base, and employs I2C serial communication protocol for the
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on-board intelligence. [48]
The base design can be divided conceptually into two sections, one producing
the high voltage, and the other providing the control and read-back circuits. In the
first part of this chapter, we will study the load response of the Cockroft-Walton
multiplier by introducing a simple theoretical model. Results from SPICE simula-
tion will be presented and compared to the model predictions. In the second part
of this chapter, we will discuss selected elements of the base design that form the
on-board control circuitry. Finally, we will present a design overview of the con-
troller boards, which integrate two heterogeneous systems (Penn State and Yale)
to form the complete inner calorimeter high voltage system.
A.2 Cockroft-Walton Voltage Multiplier
A common choice for a PMT base is a resistor divider chain. It is extremely simple,
yet can produce the necessary voltage steps required by a PMT. However, it has
a number of disadvantages that make it less suitable for applications with limited
space and heat budget. The FMS was built in a metal enclosure with very limited
space, and the heat management is important especially for the tubes near the
center of the enclosure.
The main shortfall of the resistor divider is that the structure of its output
impedance (the ratio of the output voltage to the load current at a particular fre-
quency) is nearly the opposite of the characteristic load structure of a PMT. During
normal operations, the amount of current drawn from the PMT photo-cathode is
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negligible. But this is where the output impedance of the resistor divider is the
lowest, (voltage drop is the lowest per unit current drawn) as it is usually con-
nected directly to the high voltage supply. As the signal gets amplified through
the dynode stages, the current increases exponentially, leading to roughly six to
seven orders of magnitude amplification at the anode for a typical PMT. However,
this is the highest output impedance point (often on the order of mega-ohms) of
a resistor divider, because the current has to go through all the resistors in the
chain. In short, where it can provide the most current is where the PMT needs
the least, and where the PMT needs the most current is where it can provide the
least.
A good photo-tube base should minimize the rate dependence of the PMT
response. In other words, it should suppress the variation of the number of photo-
electrons per unit energy due to the varying event rate. In case of a resistor divider,
the rate dependence is dominated by the output impedance at the anode end, which
is equal to the total resistance of the chain. But decreasing the resistance to im-
prove the rate dependence in turn increases the quiescent current, which results
in increased power consumption and heat generation. The total resistance of the
chain then is chosen to provide the best compromise between these two competing
effects. In reality, however, the rate independence requirement tends to drive the
quiescent current to a level that is significantly higher than what can be achieved
by a well designed Cockroft-Walton system.
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Figure A.1. Schematic of a simple three stage, half-wave Cockroft-Walton voltage
multiplier chain. A load is represented by a resistive pathway to ground connected at
the top of the chain.
A.2.1 Cockroft-Walton PMT Base
A Cockroft-Walton (CW) voltage multiplier is a multi-stage charge pump that
amplifies a low voltage AC input into a high voltage DC output. In its most basic
form, each “stage” is made up of two capacitors and two diodes. In figure A.1,
the first stage consists of capacitors C0 and C1, and diodes D0 and D1. The am-
plification factor is equal to the total number of stages, up to corrections some of
which are driven by current load.
A major advantage of the CW multiplier is that its output impedance struc-
ture is very similar to the load structure of a PMT. Because the charge is pumped
from the anode up to the cathode, the output impedance is the lowest at the
anode, and rapidly increases as the stage number increases. This pattern is well
matched by a typical PMT, and allows for a much more efficient power and heat
management compared to a resistor divider with a similar level of rate dependence.
Furthermore, the CW multiplier itself has no quiescent current. If the PMT is not
producing signals, the CW chain does not draw current. While the circuit neces-
sary to drive the chain does have constant current load, it is on the low voltage
lines. This allows for a design that is power efficient, while reducing the risk asso-
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ciated with high voltage lines. Finally, the on-board generation of the high voltage
eliminates the need for external high voltage cables. Some examples of CW type
photo-tube bases can be found in [49] [50] [51]
A.2.2 Theoretical Model
Figure A.2 depicts a schematic of a 3-stage, half-wave CW chain in operation.
The two panels correspond to the two half cycles of the driving pulse, which has
peak to peak amplitude of Vinput and frequency of finput. The voltage range of
the driving pulse can be anywhere from −Vinput ∼ 0 V to 0 V∼ Vinput without
changing the outcome. For convenience, we assume that it is −Vinput/2 ∼ Vinput/2.
The “up”(“down”) half cycle corresponds to the upper panel, where the driving
pulse is high, and only the odd numbered diodes flow current. The active diodes
are indicated in black, and the inactive one in grey. The “down” half-cycle corre-
sponds to the lower panel, when the driving pulse is low. Only the even numbered
diodes are active in this case, and the charge flows are reversed from the previous
half-cycle. The details of the charge flow, shown in red, will be derived later in this
section. Naively, we would expect the output voltage to be simply Vinput times the
total number of stages. The actual output voltage will differ from this expectation
primarily due to two factors.
First, the load current introduces AC and DC voltage drops from the ideal
output voltage. The amount of voltage drop per unit load has a quadratic or cubic
dependence on the total number of stages in the CW chain, and to which stage
the load is attached. This determines the output impedance structure of the CW
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chain, although it is important to note that the CW is not a linear circuit (one
that conserves frequency between input and output), and a part of the voltage
drop is an AC response to a DC load. In the next two sub-sections, we will derive
the expression for the voltage drop as a function of load current, total number of
stages, capacitance of the chain, and the frequency of the driving pulse.
Second, the diodes produce a voltage drop with a small but non-linear load
current dependence. While the extreme non-linearity makes it difficult to predict
the relationship between the load current and the voltage drop, the magnitude of
the variation is small enough that it should be regarded as a constant for most
high voltage applications. As such, we do not attempt to model the load depen-
dence, but simply calculate the total voltage drop based on the nominal voltage
drop across a diode.
A.2.2.1 Charge Flow Pattern under Load
For the analysis, the chain is assumed to be charged to the maximum possible
voltage for the given load, and operating in equilibrium. (These two conditions
imply that finput is slow enough to allow all the capacitors to complete the nec-
essary charging and discharging during one half cycle.) There is a load current,
Iload, which is drawn from the top of the chain where the output impedance is the
highest. It is assumed that the amount of charge that leaves the system due to Iload
is the same for both half cycles. The load current may have finer time structure
within a half cycle, but this is irrelevant as long as the integral is approximately
the same for each half cycle. It is further assumed that the perturbation in the
total output voltage Vout due to Iload is small compared to Vout. Under these as-
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Figure A.2. Schematic of a three stage, half-wave Cockroft-Walton voltage multiplier
chain in equilibrium. Upper panel: “Up” half cycle in which the driving pulse is high.
Lower panel: “Down” half cycle in which the driving pulse is low. Indicated in red are
the sum of charges that move across the capacitors and diodes during one half cycle. The
equilibrium requirement implies that charge movements in the upper and lower panels
should be symmetric.
sumptions, the load can be thought of as a large resistor attached in between the
top of the chain and ground.
Figure A.2 shows a total of three stages, with the charge flow indicated in
red. In order to make the discussion more general, however, we will proceed by
considering the case in which the total number of stages is equal to an arbitrary
number N. The amount of charge drawn from the system at the top over one half
cycle is q, same as shown in figure A.2. During the down half cycle, all the even
numbered diodes are closed. Consequently, the load charge q must come entirely
from the final capacitor, C(N). (C3 in figure A.2) Conversely, the charge that leaves
C(N) must also leave the system as it has nowhere else to go, and we conclude that
over the down half cycle, C(N) is discharged by q. (Meaning q flows through C(N))
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Over the up half cycle, on the other hand, C(N) must be charged by the same
amount, q, in order for the system to remain in equilibrium. But this charge can
only come from C(N-1), as all the odd numbered diodes are closed. Furthermore,
C(N-1) has to supply the load charge q as well. Consequently, during the up half
cycle, C(N-1) is discharged by 2q.
Using similar arguments, we can easily see that over the down half cycle,
C(N-2) is discharged by 3q, and over the up half cycle, C(N-3) is discharged by 4q,
and so on and so forth. The pattern holds all the way down to the bottom, and we
conclude that the amount of charge that moves in and out of the capacitor C(i) is
equal to (2N−i)q. The charging bank gets charged during the down half cycle, and
the output bank gets charged during the up half cycle. Every diode passes 2q over
a half cycle in which it is active. It is clear that this is the only pattern of charge
flow that satisfies both the equilibrium requirement and the charge conservation.
A.2.2.2 Calculating the Voltage Drop
Now that we have established the pattern of charge flow in equilibrium, we can
derive the expressions for the non-diode part of the voltage drop, which is divided
into two components. The DC component is called Vsag, and the AC component
is called Vripple.
Nstage = Number of stages in the CW chain
Vout = Output voltage of the chain at the top
Vinput = Peak to peak amplitude of the input pulse
Vdiode = Total voltage drop due to diodes
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Using the above definitions,
Vsag = Nstage · Vinput − 〈Vout〉+ 〈Vdiode〉 (A.1)
Vripple = Vout(up half cycle)− Vout(down half cycle) (A.2)
Brackets indicate time average over one full cycle of the driving pulse.
To get the expressions for Vsag and Vripple, we calculate the voltage drop for
the two half cycles separately while ignoring the effects of the diode. The average
of the two is equal to Vsag, while the difference is equal to Vripple. To do so, it
is useful to express the change in voltage over a capacitor when its stored charge
increases or decreases by q. q is defined above to be the amount of charge that
leaves the system during a half cycle due to the load. From here on we assume
that the load current Iload is approximately constant, which would be true if the
load was a simple resistor. The driving pulse has frequency of finput and period of
T .
q ≈ Iload · T
2
=
Iload
2 · finput (A.3)
Using the capacitor equation q = C · V ,
δV =
Iload
2 · finput · C (A.4)
From figure A.2, we see that at the end of the down half cycle, the first
capacitor C0 gets charged to Vinput/2 as it is connected between ground and the
driving pulse, which is at −Vinput/2. A half cycle later, the charging bank is now
maximally discharged, and the voltage across C0 is down by 2N ·δV . We define the
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variable VC(i)(up/down) to be the voltage across C(i) at the end of the up/down
half cycle.
VC0(down) =
1
2
Vinput (A.5)
VC0(up) =
1
2
Vinput − 2N · δV (A.6)
The voltage relative to ground on the point between C0 and C2 is the sum of
the voltage across C0 and the driving pulse voltage. During the up half cycle, it is
therefore equal to Vinput−2N · δV . In fact, the voltage at this point is independent
of the choice of the driving pulse offset relative to ground, which is the reason that
the change in offset does not alter the output. If the driving pulse offset is chosen
such that the pulse range is from 0 V to Vinput, C0 may be omitted with minimal
change in the output.
The voltage between C0 and C2 is also the maximum charging voltage for C1
during the up half cycle, as it is connected between this point and ground through
the active diode D1.
VC1(up) = Vinput − 2N · δV (A.7)
Since it is on the output bank, C1 goes through discharging during the down half
cycle. The amount of charge lost is equal to (2N − 1)q.
VC1(down) = VC1(up)− (2N − 1) · δV
= Vinput − (2 · 2N − 1) · δV
(A.8)
At the same time, C1 is connected to C2 on both ends via the active diodes D0 and
D2. Therefore by the end of this half cycle, the voltage across the two capacitors
should be equal. (As mentioned above, the diode effects are explicitly ignored
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during this derivation.)
VC2(down) = VC1(down) = Vinput − (2 · 2N − 1) · δV (A.9)
Since it is on the charging bank, C2 goes through discharging during the up half
cycle. The amount of charge lost is equal to (2N − 2)q.
VC2(up) = VC2(down)− (2N − 2) · δV
= Vinput − (3 · 2N − 1− 2) · δV
(A.10)
Similarly to the C1 and C2 pair in the down half cycle, C2 is connected to C3
through D1 and D3 in the up half cycle.
VC3(up) = VC2(up) = Vinput − (3 · 2N − 1− 2) · δV (A.11)
It is easy to see what the voltage across C3 is at the end of the down half cycle,
given that the amount of charge that leaves C3 is equal to (2N − 3)q.
VC3(down) = VC3(up)− (2N − 3) · δV
= Vinput − (4 · 2N − 1− 2− 3) · δV
(A.12)
Looking at the equations from A.8 to A.12, a pattern emerges. For an even num-
bered capacitor on the charging bank where i = 2k, (k > 0),
VC(i)(down) = VC(i−1)(down) (A.13)
VC(i)(up) = VC(i)(down)− (2N − i) · δV (A.14)
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For an odd numbered capacitor on the output bank where i = 2k − 1, (k > 0),
VC(i)(up) = VC(i−1)(up) (A.15)
VC(i)(down) = VC(i)(up)− (2N − i) · δV (A.16)
To summarize, the maximum voltage of any given capacitor is equal to the
minimum voltage across the previous capacitor. The minimum voltage of the ca-
pacitor is obtained by subtracting (2N − i) · δV from its maximum voltage. The
only exception to this rule is C0, which is a special case. It is clear how every
capacitor has the “floor” that becomes the “ceiling” for the next capacitor, accu-
mulating the effect of the load current as we move up along the chain.
In order to calculate the output voltage at the end of either half cycles, we
simply have to add the voltages across all the odd numbered capacitors on the
output bank. For the up half cycle,
Vout(up) =Vinput − 2N · δV+
Vinput − {3 · 2N − (1 + 2)} · δV+
Vinput − {5 · 2N − (1 + 2 + 3 + 4)} · δV+
Vinput − {7 · 2N − (1 + 2 + 3 + 4 + 5 + 6)} · δV+
. . .
=N · Vinput −
N∑
i
{
(2i− 1) · 2N −
2i−2∑
k
k
}
· δV
=N · Vinput −
N∑
i
{
− 2i2 + (4N + 3)i− (2N + 1)
}
· δV
=N · Vinput − 1
6
·
{
8N3 + 3N2 +N
}
· δV
(A.17)
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For the down half cycle,
Vout(down) =Vinput − {2 · 2N − 1} · δV+
Vinput − {4 · 2N − (1 + 2 + 3)} · δV+
Vinput − {6 · 2N − (1 + 2 + 3 + 4 + 5)} · δV+
Vinput − {8 · 2N − (1 + 2 + 3 + 4 + 5 + 6 + 7)} · δV+
. . .
=N · Vinput −
N∑
i
{
2i · 2N −
2i−1∑
k
k
}
· δV
=N · Vinput −
N∑
i
{
− 2i2 + (4N + 1)i
}
· δV
=N · Vinput − 1
6
·
{
8N3 + 9N2 +N
}
· δV
(A.18)
The terms that include δV are the load-dependent part of the output devia-
tion from N · Vinput, which is the naive expectation. Referring back to equations
A.1 and A.2, Vsag is obtained by taking the average of these two terms for up and
down half cycles,
Vsag =
1
6
·
{
8N3 + 6N2 +N
}
· δV (A.19)
and Vripple is obtained by taking the difference between Vout(up) and Vout(down).
Vripple = N
2 · δV (A.20)
Finally, we note that the equation for Vripple can be obtained through an
alternative method, by recognizing that it is simply the sum of voltage differences
between two half cycles for all the capacitors in the output bank. Looking back at
figure A.2, it is clear that Vripple is equal to the sum of all odd numbers from 1 to
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2N − 1, times δV . Therefore we have,
Vripple =
N∑
i
(2i− 1) · δV = N2 · δV (A.21)
which gives the same result as equation A.20.
A.2.2.3 Full-Wave Cockroft-Walton Multiplier
From equations A.19 and A.20, we see that both types of load dependent devia-
tions have a strong dependence on the total number of stages. For our purposes,
the particular voltage tapering of the FEU-84 photo-tube required a twenty-two
stage CW chain. For a capacitance of 0.5 µF and driving frequency of 20 kHz, we
can calculate the sag and the ripple voltages per unit load current drawn at the
top from equation A.4; They are 1.46 V and 0.05 V per 1 µA, respectively.
Considering that the output voltage is typically on the order of 1500 V, these
are fairly small numbers. On the other hand, the exponential dependence of the
PMT gain on the high voltage means that a 1 V change in high voltage can cause
a gain change on the order of 1 %.
Figure A.3 illustrates the schematic of a 3 stage, full-wave Cockroft-Walton
chain. It is essentially two mirror imaged half-wave chains sharing a common out-
put bank. The dual charging banks are driven by two pulses with their phases
anti-aligned by 180 degrees. This ensures that at any given point, one of the
charging banks is in the up half cycle, providing charges for the rest of the cir-
cuit. Consequently, there is no time at which the output bank has to replenish the
charging bank capacitors, and this results in a significant reduction in both the
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Figure A.3. Schematic of a three stage, full-wave Cockroft-Walton voltage multiplier
chain in equilibrium. Indicated in red are the sum of charges that move across the
capacitors and diodes during one half cycle. The equilibrium requirement implies that
charge movements in the upper and lower banks should be symmetric.
sagging and the ripple voltages.
As before, the movement of the charges is indicated in the figure in red. Un-
like figure A.2, there is no need to depict both half cycles, as the only difference
between them is the two charging banks reversing their role. The argument for
the charge movement is largely identical to the one made for the half-wave design,
based on the equilibrium requirement and charge conservation. In fact, it is easy
to see that the pattern shown in figure A.3 is the only one that satisfies both condi-
tions. The key point is to realize that the two charging banks are always charging
each other. For example in figure A.3, C0A is charging C2B, C2A is charging C4B,
and C4A is providing the load current.
The most significant improvement is that now there is no movement of charge
across output bank capacitors. Once brought to equilibrium, they do not charge or
discharge. At any given half cycle, one of the charging banks is both replenishing
the other charging bank, and providing the load current. Since there is no longer a
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difference between up and down half cycle for the output bank, the voltage ripple
is limited to finer structures within a half cycle, which is a second order effect.
Vripple ∼
N∑
i
0 · δV = 0 (A.22)
The equation for Vsag can be obtained in a similar way as before, by recog-
nizing the limit that each capacitor imposes on the maximum charging level of the
subsequent capacitors. Once again, we derive the general formula based on the
3-stage schematic. Since the distinction between up and down half cycle no longer
exists, we find expressions for the voltage across a capacitor in its maximum and
minimum. From figure A.3, we see that the maximum voltage across C2 is equal
to the minimum voltage across C0. (In the figure, C2B is at its maximum, and
C0A at its minimum.) At the same time, this voltage is equal to the voltage across
C1, as C2B and C1 are connected on both ends through D0B and D2B.
VC2(max) = VC0(min) = VC1
= Vinput −N · δV
(A.23)
The minimum voltage across C2 is (N − 1) · δV lower than its maximum, as is the
case with C2A.
VC2(min) = VC2(max)− (N − 1) · δV
= Vinput − (2N − 1) · δV
(A.24)
Similarly, for C3 and C4,
VC4(max) = VC2(min) = VC3
= Vinput − (2N − 1) · δV
(A.25)
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VC4(min) = VC4(max)− (N − 2) · δV
= Vinput − (3N − 1− 2) · δV
(A.26)
The pattern is clear. We proceed to derive the equation for the output voltage
by adding voltages across all odd numbered capacitors as before.
Vout =Vinput −N · δV+
Vinput − {2N − 1} · δV+
Vinput − {3N − (1 + 2)} · δV+
Vinput − {4N − (1 + 2 + 3)} · δV+
. . .
=N · Vinput −
N∑
i
{
i ·N −
i−1∑
k
k
}
· δV
=N · Vinput − 1
2
N∑
i
{
− i2 + (2N + 1)i
}
· δV
=N · Vinput − 1
6
·
{
2N3 + 3N2 +N
}
· δV
(A.27)
Since the output voltage no longer depends on the half cycle, the term that included
δV is equal to the voltage sag.
Vsag =
1
6
·
{
2N3 + 3N2 +N
}
· δV (A.28)
Comparing equation A.28 to equation A.19, we see that the full-wave design
reduces Vsag by a factor of 4 for N=22. Combined with the elimination Vripple, it is
clear that the full wave design can provide a much improved high voltage stability
in both short and long time frames.
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A.2.3 SPICE Simulation Results
In order to verify the model calculation, commercial circuit design software called
CircuitMakertm was used to perform SPICE simulation. Simulation Program
with Integrated Circuit Emphasis (SPICE) is an analog circuit simulator widely
used as a circuit design tool, while CircuitMakertm provides an easy to use graphic
interface to SPICE.
A full-wave Cockroft-Walton circuit with nine stages was simulated. The
peak to peak amplitude of the driving pulse was set at 70 V, and its frequency at
10 kHz. (N · Vinput = 630 V) The load was attached at the top of the chain, with
a load current of 60 µA. Using the more realistic load current of less than 1 µA
resulted in effects that were too small to be reliably read off from the simulation.
From the second to the last line from equation A.27, we obtain the expression
for the voltage drop corresponding to each stage of the output bank. It is given
by,
Vdrop(i) =
1
2
{
− i2 + (2N + 1)i
}
· δV (A.29)
To make a direct comparison to this quantity, we sample the voltage at every stage
of the charging bank at the beginning and the end of a half cycle in which it is
being discharged. In figure A.3, this is equivalent to measuring voltages on the
charging bank A at points to the right of the three capacitors. In this way, we
can factor out the effects of diode related voltage drops, and only focus on the
cumulative effects of charge flow. The difference between the beginning and the
end of the half cycle for each of these points corresponds to one term in equation
A.29.
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Figure A.4. Vdrop per stage vs Stage number for SPICE simulation and model predic-
tion. The model prediction for Vdrop is defined in equation A.29.
The result is shown in figure A.4, where we see an excellent agreement be-
tween the model prediction and simulation. We conclude that our simple model of
the Cockroft-Walton chain is adequate in describing the linear part of the voltage
drop in the limits of small load current.
The piece of the voltage drop equation that has not been covered so far is
the drop due to diodes. Looking back at figure A.3, there is a charge flow through
diodes, which is equal to q per half cycle. But unlike the capacitors, it is very
difficult to predict how much voltage will be dropped due to this current. As is
well known, the relationship between current and voltage across a diode is highly
exponential. While it is common to approximate the voltage drop for silicon diodes
to be around 0.6 V, we do not a priori know if this estimation is accurate enough
for our purpose. What is relevant to us is the variation from this nominal value as
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Figure A.5. Voltage drop across a pair of diodes in each stage vs. Stage number for
SPICE simulation. For fixed frequency and amplitude of the driving frequency, the size
of the load resistor connected to the top of the chain was varied to obtain a range of load
current.
a function of load current, as a constant drop does not affect the stability. Instead
of trying to model this highly non-linear behavior, we will simply characterize it
based on the SPICE simulation.
Each stage of a Cockroft-Walton chain has two diodes, and both of them con-
tribute to the diode drop. Figure A.5 shows the diode drop per stage as a function
of the stage number, for various load currents. The result is based on a SPICE
simulation of a nine stage Cockroft-Walton chain. As the load current increases
from 10 µA to 100 µA, the diode drop per stage changes by at most around
0.1 V. The maximum change occurs at the lowest stage, and curiously, the data
points tend to merge when the stage number is equal to 6. Considering that the
values of load currents used in this simulation are likely orders of magnitude larger
than what is expected in reality, we conclude that the load current dependence of
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the diode drop, while highly non-linear, is very small compared to the scale of the
high voltage. It can safely be considered a constant in the scale of the high voltage.
A.3 PMT Base Design Overview
In designing the PMT base for the FMS inner calorimeter, there were several areas
of concern that motivated our approach. The lack of space and cooling within the
metal enclosure became one of the main constraints, raising a number of concerns.
Because the inner calorimeter is located at the center of the enclosure, limiting
the power consumption and heat generation was considered essential. There was
a strict limit for the size of the base, and the ease of installation in tight, blind
areas was also a concern.
On the logistics side, the main limitation was the time. The project went
from concept study to mass production in less than a year, which forced us to
focus on designs that were simple and robust. Any design that would have re-
quired extensive tuning was deemed unsuitable. It was also useful to put as much
control circuits as we could on the base itself, so as to avoid building any elaborate
control electronics later. Along with low power consumption, keeping the supply
voltages under 50 V was necessary to reduce safety related concerns. The fabrica-
tion process had to be simple as well, much of which was done in-house by summer
undergraduate students.
Figure A.6 shows the simplified schematic of the Penn State photo-tube base.
In this section, we will discuss selected elements of the base design.
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A.3.1 Feedback-less Design
Commonly, Cockroft-Walton systems employ a feedback circuit to counteract the
time varying load, and stabilize the output voltage. [50] This can be achieved
by sampling the high voltage at the top of the chain (cathode) through a high
impedance voltage divider, and adjusting the amplitude or frequency of the input
pulse accordingly. The amplitude adjustment counteracts the change in voltage
sag by changing the target voltage N · Vinput, whereas the frequency adjustment
works by changing the magnitude of δV , which has a frequency dependence as
given by equation A.4. While this is the most direct way to ensure stability of
high voltage, there are a number of drawbacks as well.
First, the feedback requires an accurate measurement of the high voltage,
which involves drawing current at the top of the chain where the output impedance
is the highest. The amount of current draw cannot be made arbitrarily small, as
in general a higher precision measurement requires a larger amount of current. It
is easy to make the feedback circuit the dominant load on the Cockroft-Walton
chain, eclipsing the load from actual operation of the PMT. This is not necessarily
a bad strategy in terms of stabilizing the rate dependence, as the change in event
rate will result in a small fractional change in total load. However, the ripple can
become a serious issue when running with a large constant load, especially for
half-wave designs.
Secondly, the Cockroft-Walton chain is slow to react to the change in input
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pulse. The natural time scale is determined by the driving frequency, and any
feedback-adjustment with finer time structure becomes irrelevant. (For instance,
a feedback cannot cancel out the ripple, which has the same frequency as the driv-
ing pulse.) Furthermore, any change made to the input pulse takes many cycles
to propagate through the chain, since the charges on the capacitors have to be ad-
justed sequentially. This is especially true when lowering the voltage, as the only
way that the stored charges can leave the system is in the form of load current.
This time delay can make stabilizing the feedback circuit very difficult. The time
scale for the operating amplifiers would have to be carefully tuned to match that
of the Cockroft-Walton chain.
Finally, the relative step sizes of the dynode voltages may not be preserved
by the feedback mechanism. For instance, if the high voltage drops due to in-
creased rate, the feedback circuit may counteract by increasing the amplitude of
the driving pulse to maintain the high voltage at the target value. However, be-
cause we have increased Vinput to cancel out increased δV in equation A.27, the
tapering of the voltages would change, potentially altering the gain and linearity
of the PMT. In this sense, varying the frequency of the driving pulse is a better
way to do feedback, as it directly cancels out the change in Iload within δV .
While it is certainly possible to build a robust feedback circuit for a Cockroft-
Walton system, we chose to forgo the feedback altogether in order to save develop-
ment time. Based on the model study of Cockroft-Walton as described in previous
sections, we determined that the full-wave design was inherently stable enough to
make active corrections unnecessary. This was especially true in the absence of
a feedback circuit, which puts significant load at the top of the chain. Another
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advantage of building a robust system that minimizes voltage drop was that the
tapering was better preserved under load.
A.3.2 Dual Cockroft-Walton Amplifiers
With the required 22 stages in the main Cockroft-Walton chain, the amplitude of
the driving pulse needed to be upward of 80 V to reach the maximum required
output voltage of 1800 V. In order to keep the supply voltage levels low, it was
necessary to derive this 80 V from a lower voltage on-board. Utilizing much of
the circuitry needed to operate the main Cockroft-Walton, we chose to add an
additional three stage, high capacitance full-wave chain to serve as the first level
amplifier. With the amplification factor close to three, the supply voltage of no
more than 30 V was needed to produce the 80 V required by the main Cockroft-
Walton.
The obvious downside to this approach is the increased load current depen-
dence due to voltage sag. However, as described by equation A.27, the sagging has
a strong dependence on the total number of stages. During normal operation, the
total current draw from a PMT is on the order of 1 mA, which sets the scale on
the potential rate dependent load variations. With N=3 and capacitance of 10µF,
1 mA of load current only introduces 0.035 V of voltage sag. After amplification
by the main Cockroft-Walton, this is still well under 1 V off the output high voltage.
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A.3.3 I2C Serial Bus
I2C is a two line serial bus created by Philips. The typical bus speed is 100 kbits/s,
which is slow by modern standards. However, it is commonly used for household
electronics and computer peripherals that do not require fast communication. In
addition, there is no licensing fee. Consequently, there is an abundance of afford-
able integrated circuits from multiple manufacturers that conform to I2C protocol.
It is also relatively power efficient, and the low line count makes it very simple to
design. In short, it is well suited for the high voltage control circuit.
In figure A.6, there are four integrated circuits that are connected to the
I2C serial bus, shown in double lines. The first two ICs, the repeater (PCA9515)
and the multiplexer (PCA9541), handle the connection between global and local
I2C buses. The address space for most I2C compatible chips is limited to two
or three bits, meaning that we can only connect a handful of the same types of
ICs to the bus before we run out of address space. To get around this issue, each
base is given a local I2C bus that can be disconnected from the global bus. The
multiplexer, which has a four bit address space, serves as the gate between the two
buses, making the local bus visible to the master only when it is called upon. A
user configurable 16 position address switch is connected to it, giving each base an
address from 1 to 16.
One downside of this multiplexer is that it does not isolate the capacitance of
the local bus. Due to the maximum bus capacitance limit of 400 pF, much of which
is taken up by the capacitance of the cables, it is essential that the capacitance of
the base be disconnected from the global bus. This is the job of the repeater, which
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physically separates the two buses by introducing a pair of buffers for each of the
two lines. The added benefit of the local and global bus separation is that when
a failure occurs in the local bus, it does not bring down the entire communication
system.
A.3.4 High Voltage Generation and Read-Out
High voltage generation starts with the regulation of the 30 V analog supply volt-
age. The output voltage is controlled via the I2C serial bus, which is fed into a
pair of gate drivers (drivers A and B in figure A.6) that produce two phase anti-
aligned pulses. These pulses drive the first level Cockroft-Walton chain, the output
of which is fed into another pair of gate drivers (drivers C and D in figure A.6).
They in turn drive the main 22 stage amplifier, producing the final high voltage.
Consequently, the output voltage of the PMT base is directly proportional to the
output of the 30 V regulator.
LP2952 is a low drop out, high precision adjustable regulator with a maxi-
mum input voltage rating of 32 V. With a 30 V supply, it is capable of producing
an output up to 29 V. As with most adjustable regulators, the output is controlled
by two resistors connected to the output and feedback pins, the ratio of whose
resistances determines the output voltage.
One part of this resistor assembly consists of a 50 kΩ resistor and a 50 kΩ
digital potentiometer (AD5259) in series. In this configuration, the output can
be adjusted down to 50 % of its maximum value. The digital pot has an 8-bit
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volatile register that controls the resistance between two output pins from 0 to 50
kΩ in 256 steps. In addition, it has a non-volatile register that stores the start-up
value. Read and write operations to these registers are carried out via the I2C
serial bus, enabling digital control of the high voltage. The advantage of digi-
tal control is that there is no need for an external “reference” signal. Usually,
the reference signal needs to be very carefully regulated, as it is directly propor-
tional to the high voltage, and sending it through a long cable can become an issue.
There are two pairs of phase anti-aligned pulses that are needed to drive
the pair of Cockroft-Walton chains. The first pair has the maximum amplitude of
around 30 V, and the second pair around 80 V. We use a 555 timer to generate a
20 kHz clock signal, which is fed into a flip-flop. The two complementary outputs
of the flip-flip produce a pair of TTL signals that are off-phase by 180 degrees.
These pulses control the gate driver (LM5000A), which chops a DC input of up to
100 V into a square pulse of identical frequency and duty cycle to the TTL driving
signal. The only downside of the gate drivers is that they require a somewhat high
supply voltage of 9 V. This was the reason for choosing 9 V as the second supply
voltage.
While there is no feedback circuit, it is still useful to read out the high voltage
for diagnostic purposes. As discussed earlier, putting a constant load of reason-
able size can also improve the overall stability. For these reasons, a 1 GΩ resistor
was attached to the top of the main Cockroft-Walton, through which a high input
impedance, unity gain operational amplifier samples 1/1000 of the high voltage.
The output of the op-amp is routed to the input of the PCF8591, an I2C compati-
ble, four channel 8-bit ADC. Since the entire range of the output has to be covered
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by 8 bits, the accuracy of the read out is limited to ∼ ±5 V. This means that
the resolution is insufficient to provide meaningful information about photo-tube
gains. Nevertheless, it is useful for monitoring the operation of the bases, as the
common modes of failure tend to produce large change in high voltage.
A.3.5 Power Consumption and Cabling
There are two supply voltages in total, 30 V and 9 V. 30 V is used exclusively to
drive the photo-tube, whereas 9 V is used mostly to power the on-board electronics.
The average current draws are ∼ 3 mA for the 30 V line, and ∼ 10 mA for the 9 V
line during normal operation. This results in total power consumption of around
200 mW, which is about half as much as that of the resistive divider that it replaces.
In addition to the two supply voltage lines, the I2C bus has two lines for
data and clock, making the total line count equal to four. (The photo-tube signal
is routed through the usual 50 Ω BNC cables.) The supply voltages carry no more
than 10 mA per line, while the I2C lines have a maximum voltage of 3.3 V and
minimal current. The lack of high voltage, high current, and analog signal allowed
us to choose the CAT5E cable, commonly used for Ethernet connections. It has
eight conductors, which are used to form four pairs of signal and ground. It comes
with a locking and polarized connectors, alleviating the difficulties with the instal-
lation within the enclosure. The low price and wide availability were also useful.
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A.4 Controller Boards
The initial plan was to use the FEU-84 photo-tube and the Penn State base com-
bination for the entire FMS inner calorimeter. However, a last minute logistics
problem prevented us from acquiring enough FEU-84’s to cover the full detector.
Instead, we had to find a replacement photo-tub and base for roughly half of the
inner calorimeter. Fortunately, the STAR collaborators from Yale University do-
nated to the FMS project XP2972 photo-tubes and Nanometric bases that were
used in the AGS E864 experiment. [52] As a result, the inner calorimeter high
voltage system was built as a hybrid unit consisting of two different photo-tube
and base combinations.
A.4.1 Penn State Controller
Because the Penn State base has all the intelligence it needs on-board, the Penn
State controller is simply a CAT5e hub that allows 16 bases to be connected to a
single CAT5e cable. The only additional components on the board are the poly-
fuses (thermisters) for current limiting +30 V and +9 V lines, and an EEPROM
to store the controller ID.
A.4.2 “Yale” Controller
The Nanometric base is also of Cockroft-Walton type, with similar power consump-
tion to that of the Penn State Base. It is a half-wave design utilizing feedback cir-
cuitry that controls the frequency of the driving pulse. Unlike the Penn State base,
it requires an external analog input to set the high voltage, and produces an analog
output that is proportional to the high voltage. It also has a discriminator output
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with its threshold set externally. (This functionality is not used in our system)
It needs a set of supply voltages that are different from the PSU base, including
a negative voltage line. Twelve conductor ribbon cables are used for connections.
In order to interface the “Yale” system to the existing I2C framework, a control
board was designed to operate the Nanometric base via I2C communication.
Figure A.7 shows the simplified schematic of the “Yale” controller board. The
goal was to make the integration as transparent as possible by using a modified
version of the circuits that are found in the Penn State base. One Yale controller
board has 16 channels, and each of these channels receives an I2C circuit that is
very similar to that of one Penn State base. For instance, the addressing and ca-
pacitance management are handled by the same two IC’s, PCA9515 and PCA9541.
The differences are minor, such as the fact that there are 4 repeaters (PCA9515)
per controller, each forming an I2C subnet that talks to four channels. In the
Penn State system, each channel has its own repeater. (Sharing repeaters does
increase the risk of multiple channel communication failure.) Another difference
is that while there is an address switch in every Penn State base that allows the
user to choose a 4-bit address, the addresses for the Yale system are built into the
controller.
The Nanometric base uses three types of supply voltages, which are +24 V,
+6 V, and −6 V. Of these, +24 V and +6 V are derived from the existing +30 V
and +9 V, respectively, on the controller board. Only −6 V is unique to the Yale
system. The two positive voltages (+30 V and +9 V) arrive at the Yale board
through a CAT5e connection, which also carries the I2C lines. In this way, we
have only one type of CAT5e connection in the system, which is shared by the
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Penn State and Yale sub-systems. Additional two pin Molex connectors are used
for distributing −6 V to the Yale controllers.
As mentioned before, high voltage control for the Nanometric base requires
an external analog signal between 0 V and 10 V. The constant of proportionality is
around 200, which means that a 10 V signal corresponds roughly to 2000 V output.
We use the same precision regulator (LP2952) and the 50 kΩ digital potentiometer
(AD5259) circuit used for high voltage control in the Penn State base to generate
this control voltage. The only change is the size of the resistors in the digital pot
circuit, since the output for the Yale system needs to be between 4.7 V and 9.2
V. (This corresponds to roughly 900 V to 1800 V range in output.) High voltage
read-out is done similarly as well, utilizing the same 8-bit ADC (PCF8591) used
in the Penn State base. The analog output from the Nanometric base has a 1000:1
reduction factor from the actual high voltage, which is the same as the read-back
signal in the Penn State base.
Because each Yale channel uses the same addressing, high voltage control
and read-out scheme, it looks almost identical to a Penn State base as an I2C
device. Even the high voltage read-out is independent of the base type. The only
significant difference is the interpretation of the set high voltage bits, which is
determined automatically by the in-house control software based on the controller
board ID.
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A.4.3 Master Controller
The master controller provides the highest level I2C multiplexing and supply volt-
age distribution. The master controller can operate up to 16 daughter controllers,
which may be any mixture of Penn State or Yale type. This allows it to control
up to 256 bases, enough to cover one half of the FMS inner calorimeter that has
238 active cells.
Figure A.8 shows a simplified schematic of the master controller. Its pri-
mary function is I2C multiplexing. The address space for each Penn State or Yale
channel is limited to 4 bits, which means that at any given time, no more than
16 bases should be visible to the I2C master. The multiplexer chip used in the
bases (PCA9541) cannot be reused at a higher level, since its I2C address will
conflict with one of the down-stream channels. The master controller employs four
4-channel “master” multiplexers (LTC4306) to route the communication to only
one of the 16 daughter controllers at a time. Each master multiplexer provides
multiplexing and capacitance decoupling for four downstream channels. A NOR
gate circuit (not shown in figure A.8) connecting the enable pins of the four master
multiplexers ensures that only one of them is active at any given time. (If more
than one downstream channels become visible to the master, it requires a reboot
of the communication system to restore normal operation.)
The downside of the LTC4306 master multiplexer is that it is in principle
incompatible with the PCA9515 repeater. Both devices decouple the capacitance
of the upstream and downstream buses by inserting two buffers for each com-
munication line. Two buffers are needed to drive the communication in both
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up-to-downstream and down-to-upstream directions. Since one buffer’s output is
connected to the other buffer’s input, a lock-up can occur where the output of
one buffer in turn drives the buffer in the opposite direction. To avoid this con-
dition, a “low” level voltage that is slightly higher than the legal level is used to
distinguish the buffer driven low from the actual lows driven by other components.
Because both LTC4306 and PCA9515 employ this scheme to avoid lock-up, and
the illegal-low for LTC4306 is lower than that of PCA9515, the lows created by the
PCA9515 are not recognized by LTC4306 as such, blocking the down-to-upstream
communication. We got around this issue by inserting a simple RC circuit into
the two I2C lines in between LTC4306 and PCA9515 (not shown in figure A.8)
to manually lower the voltage level on the LTC4306 side, so that the PCA9515
generated low comes upstream as a legal low level.
The secondary function of the master controller is to distribute supply volt-
ages to the daughter controllers. For each of the 16 channels, there are three
MOSFET voltage switches for +30 V, +9 V and −6 V. They are controlled by an
I2C EEPROM DIP switch (PCA9559) that provides channel by channel switching
of the three supply voltages. PCA9559 is the only I2C device located between
the master multiplexer and the repeater. The voltage control bits are stored in
the EEPROM, allowing any combination of supply voltages to become a start-up
value for each channel. An emergency manual override function is implemented,
which opens all three switches for all 16 channels by forcing the DIP switches to
produce high level outputs regardless of the stored values in the register. It is done
by simply removing a jumper on the master controller board. This can be useful
if the communication circuit is damaged, and the stored control bits leave some
voltage gates closed.
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The rush current at startup for both Penn State and Yale system can be
an order of magnitude greater than the normal operating current. Having all 16
channels go through the start-up process can put unnecessary load on the power
supply. In order to reduce this effect, a sequential turn-on function was employed.
There is a daisy chain of 16 digital buffers, one for each channel. In between the
neighboring buffers is an RC circuit with time constant on the order of 30 seconds.
Once a buffer flip its state to high, it has to charge up the capacitor before the next
buffer can flips the state. The output of a buffer is routed into three AND gates,
whose inputs are the three voltage control bits from the DIP switch. This allows
the channels to receive the supply voltage in sequence at startup, with around 30
seconds delay from one channel to the next. All of the supply voltages are current
and voltage limited on the master controller before distribution, and current lim-
ited on the daughter controller channel by channel.
The communication to the master controller is done through a small com-
mercial circuit board that translates USB into I2C, called DeVaSys. This device
allows a PC running the control software to operate the entire inner calorimeter
high voltage system through two USB ports, one for each half of the detector. As
of 2010, the control system has been integrated into the STAR main slow control
system.
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