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ОБЩАЯ ХАРАКТЕРИСТИКА РАБОТЫ 
 
Актуальность темы. В данной работе рассматриваются автономные 
нелинейные системы дифференциальных уравнений, зависящие от пара-
метра. Задачей исследования является отыскание условий существования 
периодических решений системы, период которых находится в окрестно-
сти заданного числа. 
Проблема нахождения периодического решения является одной из ос-
новных проблем теории дифференциальных уравнений. Дифференциаль-
ные уравнения широко используются для моделирования процессов, про-
исходящих в физических, химических и биологических системах. В част-
ности, системы дифференциальных уравнений с параметром необходимо 
исследовать при анализе экономических моделей. 
Такое широкое разнообразие применения теории периодических реше-
ний вызывает дополнительный интерес к более глубокому исследованию 
проблем существования периодических решений систем дифференциаль-
ных уравнений, к поиску методов исследования этих проблем. 
Несмотря на то, что изучению периодических решений нелинейных 
систем дифференциальных уравнений посвящено большое количество ра-
бот, недостаточно изучены условия существования периодических реше-
ний, при рассмотрении которых требуется привлекать свойства нелиней-
ных членов системы. Требует более глубокого рассмотрения вопрос о 
влиянии параметра на свойства нелинейных систем дифференциальных 
уравнений, особенно для систем, линейное приближение которых зависит 
от параметра. 
Поэтому задача поиска условий существования периодического реше-
ния системы дифференциальных уравнений с заранее неизвестным перио-
дом, который находится в окрестности заданного числа, является доста-
точно важной задачей. Все это подтверждает актуальность предлагаемой 
работы. 
Цель работы состоит в получении условий существования ненулевых 
ω~ -периодических решений системы автономных дифференциальных 
уравнений. 
Методика исследования. Отыскание решений нелинейных систем 
дифференциальных уравнений проводится в окрестности состояния равно-
весия, положение которого в пространстве зависит от параметра. Путем 
замены переменной вопрос существования ω~ -периодического решения ис-
ходной системы сводится к поиску 2π-периодического решения изменен-
ной системы. Решение полученной системы ищется в виде тригонометри-
ческого ряда. Методом разбиения основного пространства на три подпро-
странства устанавливается соответствие между 2π-периодическим реше-
нием системы и решением операторных уравнений. Методом неподвижной 
точки устанавливаются условия разрешимости операторных уравнений и, 
следовательно, условия существования периодических решений системы 
дифференциальных уравнений.  
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Научная новизна. В работе найдены новые достаточные условия су-
ществования периодических решений системы дифференциальных урав-
нений с заранее неизвестным периодом. 
Практическая ценность работы. Полученные в работе результаты мо-
гут быть использованы при исследовании конкретных систем автономных 
дифференциальных уравнений, являющихся моделями реальных процес-
сов, протекающих в природе и социуме. 
Апробация диссертации. Полученные результаты докладывались на 
1. Заседаниях научно-исследовательского семинара по качественной 
теории дифференциальных уравнений в Рязанском государственном 
университете им. С.А. Есенина; 
2. X, XIII Всероссийских научно-технических конференциях студентов, 
молодых ученых и специалистов “Новые информационные техноло-
гии в научных исследованиях и в образовании” в Рязанском государ-
ственном радиотехническом университете 2005, 2008г.;  
3. VII Международной конференции "Дифференциальные уравнения и 
их приложения" в г. Саранск, 2008;  
4. XVI конференции серии «Математика. Компьютер. Образование», в 
г.Пущино 2009г;  
5. Международной научной конференции «Современные проблемы ма-
тематики, механики, информатики» в Тульском государственном уни-
верситете 2009г; 
6. Международной конференции «Современные проблемы математики, 
механики и их приложений» в МГУ, 2009г. 
Публикации. Основные результаты работы отражены в двенадцати 
публикациях, список которых приведен в конце автореферата. 
Структура и объем диссертации. Диссертация состоит из введения, 
трех глав, разбитых на параграфы, заключения и библиографического спи-
ска литературы. Общий объем диссертации – 96 страниц машинописного 
текста. Библиографический список содержит 99 наименований. 
 
КРАТКОЕ СОДЕРЖАНИЕ РАБОТЫ 
 
Во введении дается обоснование актуальности темы диссертации, со-
держится краткий обзор работ по ее тематике, сформулированы основные 
результаты, полученные в работе. 
В главе 1 рассматривается автономная система дифференциальных 
уравнений. §1 содержит основные определения и вспомогательные резуль-
таты. В диссертации рассматривается автономная система дифференци-
альных уравнений вида 
(y,λψ
dτ
dy = ) ,     (1.1) 
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Е λ ( )λψ ,y  – конечная сумма вектор-
форм относительно вектора . Предполагаем, что в точке y ( ) ( )
000
, δλ Dy ∈  ( ) 0,
00
=λψ y , система уравнений ( ) 0, =λψ y  имеет решения ( )λθ
i
y = , 
, { }ri ,,2,1 K∈ 1≥r , ( 00 )λθ iy =  такие, что ( )( ) 0, ≡λλθψ i , и в окрестности 
точки ( )λθ i  справедливо представление  ( ) ( )( ) ( )( ) ( ) ( )( ) ( ) ( )( )λθy,λλθDλθy,λθCλθy,λλθΑy,λψ ii*ii*sii* −+−+−= ,,λ , 
где ( ) ( )( )λθy,λθC
ii
* −,λ  – форма порядка 1>s  относительно переменных 
, y λ , ( ) ( )( )λθλλθ
ii
yD −,,*  – конечная сумма форм порядка более высоко-
го, чем s , относительно тех же переменных, ( )( ) 00,,* ≡λλθ isC , 
( )( ) 00,,* ≡λλθ
i
D . 
Ставится задача – определить условия существования ω~ -
периодического решения системы (1.1) в окрестности точки ( )λθi . При 
этом ω~  принадлежит окрестности некоторого известного числа. 
С помощью замены переменных ( )λθ
i
yx −= , τω
π
~
2=t , систему (1.1) 
можно привести к системе вида  ( ) ( ) ( ) ( ) ( ) ( )( ) 0,,,,R 00 =++−Α−−≡ λλμωλμλωμλ xDxCxxАxx & , (1.5) 
в которой ( )( ) λλλθ ( )π AA i =,2
1 * ,  ( ) ( )λλ KAA += ,  ( ) 0lim
0
=→ λλ K , 
( )( ) ( )λλλθπ ,,,2
1 * xCxC is = , ( )( ) ( λλλθπ ,,,2
1 * xDxD i = ( )μωπω += 02~), , для 
простоты записей индекс i опустили. Число ω0 считаем известным, μ  – па-
раметр. 
Отметим, что ω~ -периодическому по τ решению системы (1.1) соответ-
ствует 2π-периодическое по t решение системы (1.5). Будем искать 2π-
периодическое решение системы (1.5). 







kk ktbktaax 0, ak, bk – n-мерные векторы (коэффициен-









n (обозначим его 0). Под  будем понимать ряд вида 








kk ktkaktkbx& n определяются операции сложе-
ния рядов, умножения ряда на число и умножения ряда на матрицу. 




 назовем π2 -периодическим ре-
шением системы (1.5) при некотором λ ( )
0
δλ ≤ , если ),,(
0
μλxR  – нулевой 




Определим оператор B равенством  
АxxBx
0
ω−= & .    (1.6*) 
Очевидно, что B – линейный оператор на множестве Mn.  
Теорема 1.1. Если оператор B не имеет нулевого собственного значе-
ния, то он имеет обратный на множестве Mn. 
Теорема 1.2. Оператор B имеет собственный элемент, соответствую-
щий нулевому собственному значению тогда и только тогда, когда сущест-
вует такое k∈N , что 0 0)(det =kL , где , N – множест-













Замечание 1.1. В случае, когда определитель матрицы  тождест-
венно не равен нулю, уравнение 
)(kL
0)(det =kL  при фиксированном ω0 имеет 
не более чем 2n различных натуральных корней.  
Далее предполагается, что определитель матрицы  тождественно 
нулю не равен. 
)(kL
Введем пространство Mn(l1) – пространство тригонометрических рядов 









1110 ,...),,...,,,( lbabaa kk ∈ . Норму элемента 












kk baax .  
Обозначим ( ) ( ) ( ){ }ελλελε ≤∈≤∈= ,,,:, 1 рnn ЕzlMzzZ , ε > 0 – неко-
торое число. 
Доказано, что на множестве ( )ε
n
Z  справедливы неравенства 








,   (1.8) 
где  – некоторое число, 00 >q 0lim 10 =−→ s
q
εε . 
В §2 основное пространство представляется в виде прямой суммы 
трех подпространств. Задача нахождения решения системы дифференци-
альных уравнений сводится к задаче разрешимости операторных уравне-
ний методом неподвижной точки. Получено необходимое и достаточное 
условие существования периодического решения исходной системы. 
Пусть число ω0 такое, что у оператора B существует нулевое собст-
венное значение. Множество всех натуральных корней уравнения 




= . Считаем, что при любом 
Wk∈  матрица L(k) имеет жорданову форму. Тогда пространство Mn(l1) 
представимо в виде прямой суммы трех подпространств 








1, ... , hm оператора B, соответствующими нулевому соб-
 6
ственному значению,  является инвариантным подпространством опе-




W 1, ... , gl, которые 
однозначно определяются свойствами оператора B. 
В этом случае любой элемент x∈Mn(l1) можно единственным образом 











)()( ηξ ,    (1.8*) 
где P – оператор проектирования пространства Mn(l1) в подпространство 







































.) Под произведением коэффициентов ряда понимается 
скалярное произведение векторов. 
Теорема 1.3. Если существует число 0  такое, что при любом >d
Wk ∉  dkL ≤− )(1 , то оператор  на множестве  линейный и ограни-
ченный. 
1−B 2W
Теорема 1.4. При любом Wk ∉  существует такое число 0 ,что >d
dkL ≤− )(1 . 
Таким образом, условие теоремы 1.3 выполнено при любом Wk ∉ . 
Теорема 1.5. Норма оператора P  равна 1. 
В §3 задача нахождения решения системы дифференциальных урав-
нений сводится к задаче разрешимости операторных уравнений методом 
неподвижной точки.  
Учитывая вид решения (1.8*), можно убедиться, что система (1.5) рав-
носильна системе: 
0)),,(( =μλxRP ,     (1.9) 
( )( ) 0,, =μλξ xR , ( )( ) 0,, =μλη xR    (1.10) 
Решение системы (1.9), (1.10) ищем во множестве Mn(l1) в виде 










),(),( βαβαβα 1, ... , αm), β = (β1, ... , βl) – по-
стоянные векторы, подлежащие определению, нормы которых определя-
ются соответственно равенствами { }
ii
αα max= , { }
ii
ββ max= . 
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Из определения матрицы )  и неравенства (
j
kL 0)(det ≠kL  при  сле-
дует, что равенство (1.9) можно записать в виде  
0Nk∈
( ) ( ) ( ) ( )( ++−= − α,βxλμAα,βxλKωPBz
0
1 ( ) ( )( ) ( )( )( ),λα,βxD,λα,βxCμω ++
0
,(1.11) 
где ),( βαPxz = . Символом ),,,( μλβαΓ  обозначим оператор, определяе-




),,,( WzΓ ∈μλβα .  
 Для краткости записей положим { }εε ≤=Δ aa :)(
1
, 
{ }εββε ≤=Δ :)(
2
, { }ελλε ≤=Λ :)( , { }εμμε ≤= :)(M , { }εε ≤= zzT :)( , 
00 2dd = . 
 Теорема 1.6. Существует число 0
1
>ε  такое, что при любых 
, ( ]
1
,0 εε ∈ )(
1
εα Δ∈ , )(
2
εβ Δ∈ , )(ελ Λ∈ , )(εμ M∈  оператор ),,,( μλβαΓ  
на множестве )(εT  имеет единственную неподвижную точку. 
Далее будем предполагать, что число 
1
ε  выбрано так, что для любого ( ]
1
,0 εε ∈  выполнены условия теоремы 1.6. 
Замечание 1.3. На множестве )(εT  оператор ),( μα,β,λΓ  удовлетворя-
ет условию Липшица с постоянной γ . 




εβ ∈i 2,1=i , 
,  – неподвижные точки соответственно операторов 
,  на множестве )
),( 11 βαPx ),( 22 βαPx
),( 11 μ,λ,βαΓ ),( 22 μ,λ,βαΓ (εT , то 
⎟⎠
⎞⎜⎝



















Замечание 1.5. При доказательстве теоремы 1.6 была получена про-





βαεεεεωεωμλβα ++++++≤ −− zqAqdΓ ss . 





βαεεεεωεωμλβα +++++≤ −− ss qAqdΓ .  
Учитывая последнее неравенство и то, что оператор ),( μα,β,λΓ  удовлетво-



















Из теоремы 1.6 следует, что для того чтобы, ),( βαx  было решением 
системы (1.5), необходимо и достаточно, чтобы векторы α  и β  удовлетво-
ряли равенствам 
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( )( )( ) 0,,, =μλβαξ xR ,  ( )( )( ) 0,,, =μλβαη xR ,  (1.12) 
где ( )( ) ( ) ( ) ( ) ( ) ( ) ( )−≡ α,βBx,λα,βxR μ,  ω λ α β − μ α β − μ λ α β −,,,
0
xKAxxK  
( )( ) ( )( ) −− λβαμλβαω ,,,,
0
xCxC ( ) ( )( )λβαμω ,,
0
xD+ . 
В главе 2 рассматривается задача разрешимости операторных уравне-
ний (1.12). Найдены необходимые и достаточные условия существования 
ненулевых решений системы (1.12). Показано применение теории нели-
нейных векторных уравнений к вопросу существования ненулевых ω~ -
периодических решений автономных систем дифференциальных уравне-
ний. 
В §1 рассмотрены операторные уравнения (1.12). Из свойств операторов P, 
B следует, что систему уравнений (1.12) можно записать соответственно в 
виде  ( ) ( )( ) ( ) ( ) 0,,~ 110111 =+Ο++− sJСKM εομωλβααλβ ,  (2.4) ( ) ( )( ) ( ) ( ) 0,,~ 220222 =+Ο++− sJСKM εομωλβαβλβ ,  (2.5) 
где  – постоянные матрицы, 21 , ММ ( ) ( )λλ 21 ~,~ KK  - матрицы, зависящие от 
параметра λ , (( ))βα ,JС  – конечные суммы вектор-форм относительно 








, βαβα ( )βαγ ,colon= . 
Положим , ),( 21 MMcolonM = ( ) ( ) ( )( )λKλKcolonλK 21 ~,~~ −−= , 
( )( ) ( )( ) ( )( )( )λβαλβαλβα ,,,,,,,~ 21 JСJСcolonJC = , ),( βαγ colon= , ( ))(),()(
21
μμμ ΟΟ=Ο colon , ( ) ( )( )sss colon εοεοεο 21 ,)( = . Систему уравнений 
(2.4) и (2.5) запишем следующим образом 
( ) ( )( ) ( ) ( ) 0,,~~ 0 =+Ο+++ sJСKM εομωλβαγλβ .  (2.6*) 
Предположим, что rM =rang , lr ≤<0 . Заменой переменных 
1
ββ Φ= , где  - матрица, столбцами которой являются линейно незави-
симые решения системы 
Φ
0=βM . Последнюю сведем к системе 
( ) ( )( ) ( ) ( ) 0,,~~~ 01 =+Ο+Φ+ sJСK εομωλβαγλ ,  (2.6) 
в которой ( )
1
,~ βαγ = . 
В §2 определены условия существования ненулевого решения сис-
темы (2.6) в случае линейной зависимости ( )λK~  от λ . Учитывая, что 
( )( ) ( ) ( ssJС εοεοωλβα =+0,, )~ , и полагая ,~ eργ =  0,>ρ  ( )βα eee ,= , αρα e= , 
βρβ e=1 , систему (2.6) запишем в виде 
( ) ( ) ( ) 0~ =++ sεομΟeλΚρ . 
И, следовательно, в виде 









где матрица ( )eΚ *  определяется равенством ( ) ( λλ eΚeΚ * )~ = . 
Введем обозначение { }1||: == eeE . Пусть Ee ∈*  такое, что ( ) lmerangΚ ** += : 







** .    (2.7) 
Предположим, что минор порядка lm +  расположен на первых lm +  
столбцах матрицы ( )** eΚ . Тогда систему (2.7) можно записать так 
( ) ( ) ( ) ( ) 02211 =+++ ρεορμΟλeΚλeΚ
s
**** , 
где ( ) ( ) ( ) 2**21**1** λλλ eΚeΚeΚ += , ( ) ( ) ( )lmlmeΚ +×+−**1 -матрица, ( ) ( ) (( lmplmeΚ +−×+−**1 ))-матрица. Отсюда  













Оператор Γ  определим равенством 














Теорема 2.1. Существуют положительные числа , δ
1
δ  такие, что при 
любых фиксированных 
2
λ  ( )
12
δλ ≤ , μ  ( )
1
δμ ≤  оператор Γ  имеет непод-
вижную точку на множестве 
1
λ ( )δλ ≤
1
. 
Фиксируем *ε  ( )δε ≤< *0 , *α  ( )** εα < ,  *
1
β ( )** εβ <
1
,  *μ ( )
1





. Тогда существует  *
1
λ ( )δλ* ≤
1
 такое, что . Следовательно, 









* ,λλλ = , ( )*
1
** ,~ βαγ = , а значит и равенство 
0)()()(~ ***** =+Ο++ εομγλβ KM , 
то есть  - ненулевое решение системы 
(1.5). 













Пример 2.1. Пусть дана система вида 
( ) 2211212211 842 λλλλτ ++−= yyddy ,     











2 33 λλλλλλλτ +++−−−−= yyyyyyd
dy ,  (2.8) 
2112132332
3 3232 λλλλλτ +−+−+−= yyyyyd
dy .    
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3,32,4, λλλλλλθ ++−= , ( ) ( )2
1222212
3,32,2, λλλλλλθ ++−=  при 
любых фиксированных ( )021, δλλ Λ∈ , являющиеся состояниями равнове-




3,32,4, λλλλλλθ ++−=  система (2.8) имеет решение 
( )εολ += 21*1 4y , ( )εολτω
πρ +−+= 2**2 32~2siny , +++= 2**3 3~2sin λτω
πρy  
( )εολ ++ 21 , в окрестности точки ( ) ( )21222212 3,32,2, λλλλλλθ ++−=  – ре-
шение ( )εολ += 2**1 2y , ( )εολτω
πρ +−+= 2***2 32~2siny , 
( )εολλτω
πρ ++++= 212***3 3~2siny , μω += 6
1~ , ( )δμ ≤ , 0>δ .  
В главе 3 изложен алгоритм нахождения необходимых и достаточных 
условий существования ненулевых решений системы. 
В §1 рассмотрены условия существования ненулевого решения систе-
мы (2.6) в случае нелинейной зависимости ( )λK~  от λ .  
Пусть ( )λγχ ,~= , ( ) ( ) ( )( ) 01 ,,~~~,~ ωλβαγλλγ Φ+Κ=Η JСs . Система (2.6) 
примет вид:  ( ) ( ) ( ) 0=+Ο+Η ss εομχ ,    (3.2) 
где ( )χsΗ  – s -мерная вектор-форма относительно переменной χ . Введем 
замену eρχ = , 0>ρ , Ε∈e , { }1: ==Ε ee . Тогда, полагая ρε = , систему 
(3.2) сведем к системе 
( ) ( ) ( ) 0=+Ο+ ρΟeΗ ss ρ
μ .    (3.5) 
Теорема 3.1. Если для любого Ε∈e  ( ) 0≠Η es , то существует окрест-
ность точки 0=χ  в которой нет ненулевых решений системы (3.5). 
Далее предполагаем, что существует Ee ∈*  такое, что ( ) 0* =Η es . Век-
тор-форму  представим равенством ( )esΗ




s e,eePeeeDeΗ −+−= ∑
=2
), 
где ( )*eD  – значение матрицы Якоби вектор-формы ( )esΗ , ( )** , eeePi −  – 
вектор-форма порядка относительно i *ee − . Положив *ee −=θ , систему 
(3.5) запишем в виде 









* .    (3.6) 
Теорема 3.2. Если ( ) rerangD =* , lmr += , то система (3.6) имеет не-
нулевое решение в достаточно малой окрестности .  *e
В случае, когда lmr +< . Систему (3.6) можно представить в виде 
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( ) ( ) ( )

























    (3.9) 
где  - матрица размерности *D ( )pmr +× , ( )θ,*eP
i
, ( )θ,*eP  - вектор-формы 
порядка ,  i ( ) 0lim
0







μ  при фик-
сированном ρ . Предположим, существование sj ≤  такого, что ( )θ,*eP
j
0 
и для любого ji <  ( ) 0,* ≡θePi . Тогда систему (3.9) перепишем следующим 
образом 
( ) ( ) ( )





















   (3.10) 
В системе (3.10) сделаем замену u
1
ρθ = , 01 >ρ , получим систему 








i ρμρο , (3.12) 













i ,u,ρePcolon ρ , ( ) ( )( )11 ,,0, ρορο ucolonu = , 
( ) ( ) ( ) ⎟⎟⎠
⎞
⎜⎜⎝
















Пусть множество { }1: == uuU .  
Теорема 3.3. Если для любого Uu∈  ( ) 0≠uТ , то в любой окрестности 
точки 0=χ  существует множество, в котором нет ненулевых решений 
системы (2.6). 
Далее предполагаем, что существует Uu ∈*  такое, что ( ) 0* =uT . В ок-
рестности точки   представим в виде: *u ( )uT















где ( * )~ uD  – матрица Якоби, *uuv −= . Обозначим 










** ,,0, . 
Отсюда система (3.12) примет вид 
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i uvuLvuD   (3.13) 
Теорема 3.4. Если ( ) lmuDrang +=*~ , то система (2.6) имеет ненулевое ре-
шение в достаточно малой окрестности 0=χ . 
Пусть ( ) 1*~ lmuDrang +< , тогда построенный алгоритм поиска ненуле-
вых решений в случае нелинейной зависимости ( )λK  от λ  может закон-
читься на конечном числе шагов, если: 
1) матрица вновь полученной системы линейных приближений имеет ранг 
m+l1, тогда система (1.1) имеет ненулевое периодическое решение; 
2) вновь полученная система не имеет ненулевых решений в достаточно 
малой окрестности точки 0=χ .  
В противном случае, алгоритм продолжается неограниченно, и проблема 
нахождения периодического решения системы (1.1) не решается предло-
женным методом. 
В §2 исследована математическая модель стабильной работы трех-
секторной экономики. Предположим, что  - объем производственных 
фондов (объем сырья, трудоемкость, квалификация рабочих и др.), 
у
λ  оп-
ределяет внешние воздействия (уплата налогов, конкуренция, потреби-
тельский спрос и другие факторы),  - темп изменения фондов y, который 
пропорционален наличному объему фондов, регулярное обновление про-
изводственных фондов происходит за счет использования внутренних ре-
зервов и внешних инвестиций.  
y&
Под стабильной работой многосекторной экономики понимаем цик-
лическое изменение производственных фондов экономики. 
Экономическая задача состоит в определении условий, стабильного 
развития предприятия. 
Математическая модель трехсекторной рассмотрена в виде 
3212132131121 yyyyyyyy λλλλλ +++=& ,     
321213122132 yyyyyyyy λλλλ +++=& ,                       (3.14) 
321212113223 yyyyyyyy λλλλ +++−=& ,     
в которой , ( )321 ,, yyyy = ( )21,λλλ =  слагаемые , , ,  ха-









321 yyλ , 312 yyλ , 
211 yyλ , 32121 yyyλλ  – дополнительные члены, которые отображают дейст-
вие внешних воздействий и объемов производственных фондов. 
Математическая задача формулируется так: определить условия су-
ществования ненулевого периодического решения системы дифференци-
альных уравнений с параметром (3.14). 
Предполагаем, что в некоторый момент времени известны количест-
во наличных фондов производства ( )0,2,30 =y  и уровень внешних воздей-
ствий ( )0,20 −=λ .  
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Непосредственным вычислением убедились, что Якобиан правой 
части системы (3.14) в стационарной точке ( )00 ,λy  отличен от нуля. Мето-
дами, изложенными в работе, установлены условия существования перио-
дического решения системы (3.14).  
В результате исследования, определены условия стабильного разви-
тия многосекторной экономики при наличии внешних воздействий, найде-
ны границы внешних воздействий, при которых многосекторная экономи-
ка развивается стабильно, определены условия циклического развития 
объема производственных фондов, оценка периода циклического развития 
фондов. 
Рассмотрены численные примеры.  
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