Every clustering algorithm requires a similarity measure, ideally optimized for the task in question. In this paper we are concerned with the task of identifying events in social media data and address the question of how a suitable similarity function can be learned from training data for this task. The task consists essentially in grouping social media documents by the event they belong to. In order to learn a similarity measure using machine learning techniques, we extract relevant events from last.fm and match the unique machine tags for these events to pictures uploaded to Flickr, thus getting a gold standard were each picture is assigned to its corresponding event. We evaluate the similarity measure with respect to accuracy on the task of assigning a picture to its correct event. We use SVMs to train an appropriate similarity measure and investigate the performance of different types of SVMs (Ranking SVMs vs. Standard SVMs), different strategies for creating training data as well as the impact of the amount of training data and the kernel used. Our results show that a suitable similarity measure can be learned from a few examples only given a suitable strategy for creating training data. We also show that i) Ranking SVMs can learn from fewer examples, ii) are more robust compared to standard SVMs in the sense that their performance does not vary significantly for different sizes and samples of training data and iii) are not as prone to overfitting as standard SVMs.
INTRODUCTION
As the amount of data uploaded to social media portals such as Flickr 1 , Youtube 2 , Panoramio 3 , etc. keeps proliferating, techniques for structuring this massive content become crucial. Clustering approaches represent an important technique to organize social media data according to topics, for example by grouping Flickr data into clusters of pictures describing the same event (Becker et al., 2010; Firan et al., 2010) . The latter task has been dubbed event identification (Becker et al., 2010) .
While this task can be formulated as a supervised classification task (Firan et al., 2010) , it is most naturally modeled as a clustering task as the set of events is not fixed, but changes over time. Previous re-1 http://flickr.com 2 http://youtube.com 3 http://panoramio.com search has in fact shown that incremental clustering approaches which assign a new data point to the most similar cluster can be applied successfully to the event identification problem (Becker et al., 2010) .
In order to apply clustering algorithms to social media data, an appropriate similarity measure sim : D × D → ℜ is needed, where D is the representation of some social media document.
This similarity measure can then be used in a clustering algorithm of our choice. In order to improve the performance of a clustering approach on a given problem, it seems natural to optimize the similarity measure and other parameters of the clustering algorithm for the task at hand. This has been referred to as supervised clustering (Finley and Joachims, 2005) . While some approaches only optimize the similarity measure (Eick et al., 2005) , other approaches even optimize the clustering parameters in a supervised fashion by using a genetic algorithm to search efficiently for a good clustering (Demiriz et al., 1999) .
In this paper we are concerned with the optimization of the similarity measure in the context of the event identification task. Building on state-of-theart machine learning techniques, Support Vector Machines in particular, we analyze different approaches to learn a similarity measure for the task of event identification. First of all, we analyze the impact of using different types of Support Vector Machines, comparing standard SVMs to the RankingSVMs by Joachims (Joachims, 2002) . Further, we show the impact of different strategies for constructing the training dataset and investigate the performance of the learned models depending on the number of training examples used. We also analyze the impact of using a linear vs. RBF kernel on the task and carry out a feature analysis.
In our experiments, we use a dataset derived from Flickr consisting of 300,000 pictures. These pictures have been uploaded to Flickr by users together with a so-called machine tag that uniquely assigns these pictures to an event from last.fm 4 . As we have knowledge about which events pictures belong to, this data is a natural choice to optimize the similarity measure in a supervised fashion. We evaluate the similarity function on the task of predicting the right cluster that a new data item should be assigned to, using a similar algorithm as presented by Becker et al. (Becker et al., 2010) . The main evaluation criteria is accuracy, i.e. the percentage of data points that have been assigned to the correct cluster. In particular, we provide the following contributions in this paper:
1. We directly compare standard SVMs and Ranking SVMs on the task of inducing an appropriate similarity measure for event identification on the basis of training data consisting of assignments of pictures to events. We show that the performance of the RankingSVM is much more robust compared to the performance of the standard SVM as the results of the SVM vary significantly depending on the amount of training data. In particular, we show that the SVM is more prone to overfitting. 2. The ranking SVMs can learn very good models with a small number of training examples, while a standard SVM needs considerably more examples. 3. We investigate different strategies for creating training datasets and show that strategies which use the temporal order of the data are better than a random strategy for sampling training examples. 4. Finally, we show that linear kernels outperform RBF kernels on both a standard SVM as well as the RankingSVMs of Joachims (Joachims, 2002) .
The paper is structured as follows: in Section 2 we describe the event identification problem more formally and show how standard SVMs and Ranking SVMs can be used to optimize the parameters of a similarity measure. We describe our dataset and show the results of our experiments in Section 3. In Section 4 and 5 we discuss related work and conclude.
PROBLEM STATEMENT
The problem of event identification in social media has been introduced by (Becker et al., 2010) . They formulate this problem as a supervised clustering problem in which the underlying similarity function and other parameters of the clustering algorithm are optimized using labeled data.
Let E be the set of all event clusters. In principle we need a function a t : D → E t which assigns a document d ∈ D to some of the events E (clusters) available at time t. As the number of documents and event clusters is not known, we want our decision to depend on a similarity function sim which assigns the document to the event cluster maximizing the similarity:
The similarity function to be learned has the following form:
A central question is which model is assumed for such a function. In our approach we follow Becker et al. who assume a linear model for this function, using features such as time, location, tags etc. The features correspond essentially to simple similarity measures for different dimensions. The similarity between a picture and a centroid is calculated using the following linear model:
where w is a weight vector and v is the feature vector for a document pair (see Section 2.1).
Therefore, the problem is to optimize the weight vector w (and thus the function sim) for the task of assigning documents to the right event.
In order to formalize the idea, let us introduce some terminology. Let d i be a datapoint to be assigned to some cluster. Let e(d i ) be the correct cluster for d i according to our labeled training data. We define the following functions:
• a function cent assigning each event a centroid vector averaging over all data items belonging to this event: cent : E → R n
• a function e assigning each document d i to its corresponding event: e : d i → E (only used for evaluation purposes)
• a function defining the extension ext of a certain event e ∈ E consisting of all the data items belonging to this event: ext : E → P(D)
Pairwise features
We use 3 features to build up the feature vector v sim (d, c): timestamp, geographic feature, and tags. The single features are defined as described in Reuter et al. (2011) . Overall, a feature vector for a pair of a document and centroids looks as follows:
2.2 Problem formulation using a "Standard" SVM Becker et al. show that using SVMs to learn such a similarity function for the event identification problem delivers satisfactory results compared to more naive strategies. A "standard" SVM determines a hyperplane w, v sim (d, c) + b = 0 which separates two classes in a way that the margin to the hyperplane is maximized. As a perfect separation between positive and negative examples can not always be achieved, classification errors are allowed, the goal being to determine a hyperplane which minimizes errors and maximizes the margin that separates the data. According to Cortes and Vapnik, this problem can be formulated as follows (Cortes and Vapnik, 1995) :
As usual, Φ(x i ) is some kernel, the dot product in the simplest case, C is a user-defined constant allowing to trade-off margin size against the training error, ξ i are slack variables and y i ∈ {−1, 1} is the class label.
In our case the training examples x i are defined as follows:
Assuming a functional margin of 1 as typically used in Support Vector Machines, the weight vector w needs to fulfill the following conditions:
In Becker et al. such a function is applied to compare a new document to the centroid of every cluster constructed so far, assigning the new data point to the cluster maximizing this similarity, provided it is over a threshold θ sim . If the similarity is under the threshold, a new event cluster is created. If a new cluster e is created at time t, then E(t +1) = E(t)∪e . Learning the similarity function is thus formulated essentially as a standard classification problem, separating those pairs of documents that belong to the same event from those that do not.
Event identification as a Ranking SVM problem
According to the formulation of the event identification problem according to Becker et al., the similarity function is used to determine that cluster having the highest similarity to the given data point. This can be seen in fact as a ranking problem, the task being to rank all the clusters according to their similarity to the data point. This would provide us with an alternative formulation of the problem, i.e. the one of learning a similarity function that always assigns a higher value to the right cluster compared to all the other clusters. The task is to learn a similarity function that satisfies the following condition:
or, which is equivalent:
Assuming that we have a linear model for sim and the weight vector is denoted by w, we have the following condition:
Note that this problem is essentially equivalent to the optimization problem solved by the ranking SVMs of Thorsten Joachims (Joachims, 2002) . Assuming a margin of 1 we would get the equivalent formulation, which is the one used by Joachims:
Given this formulation of the problem of learning an adequate similarity as a learning to rank problem, we can apply the Ranking SVM of Joachims in an offthe-shelf manner directly to the problem of learning a suitable similarity function for the event identification problem.
Clearly, learning a w that fulfills the condition in (8) also implies finding a w that fulfills the conditions (1) and (2). In some sense, the conditions in (2) might be too restrictive for the problem at hand. In this sense, we might be solving a more difficult problem than the one we indeed have to solve when using the standard SVM criteria.
Sampling Strategies
In this section we describe three different strategies to construct the training dataset on the basis of which the similarity function is learned. Each data split consists of a subset of all the documents in question. For each document and each centroid representing an event, the corresponding similarity vector v sim (d, c) is computed. Pairs (d i , e(d i )) consisting of a document d i and the event e(d i ) it belongs to are used as positive examples. For all strategies, we make sure that the training data set is balanced, generating a number of negative examples that matches the number of positive examples. We describe below how this is achieved for the three different strategies we consider:
• Random: Using this method, we retrieve the subset of documents from the training set randomly. In order to create the negative examples, we compute the similarity vector using the document and a randomly chosen centroid to which the document does not belong. • Time-based: As documents of events are uploaded in a time-ordered manner to Flickr, it seems natural to choose n consecutive documents from the training dataset. For that, we use the first documents appearing in each split. To create the negative examples we use the random strategy as described above.
• Nearest: Here, we also choose n consecutive documents from the training dataset as we did in the time-based strategy. However, in this case, the negative examples are chosen using the nearest event class where the document does not belong to:
EXPERIMENTS
In this section we describe our dataset which has been derived from Flickr. Furthermore, we present our experimental settings and finally we describe the results for the experiments.
Experimental Settings

Dataset
For our experiments we use a dataset derived from Flickr. We consider only pictures assigned to a specific event via a so-called machine tag.
Machine tags represent unique event IDs -such as "lastfm:event=679065" originating from last.fm. Each event on last.fm has an unique ID assigned which can thus be used by users when uploaded a picture on Flickr to mark it as belonging to a certain event. This assignment of pictures to events via machine tags can be used to construct a gold standard by assuming that all pictures with the same machine tag belong to the same event.
We downloaded a large number of Flickr pictures with machine tags that have a lastfm:event as prefix using the Flickr API. In particular, we are interested in the assigned metadata like the capture time, geographic information, user-defined tags and many more. Previous work showed that certain metadata is more useful than other for clustering (Reuter et al., 2011) . Therefore, we concentrate on temporal and spatial features as well as tags and titles. The titles are tokenized and the resulting tokens are added to the set of tags. All tags consisting of only a single character are removed in order to reduce noise. Furthermore, we remove all pictures whose timestamp is not plausible at the moment of download (taken before January 2006 or after April 2011). As we desire only pictures to be in the dataset which are feature-complete, i.e. have time and geographic information as well as tags assigned to it, we filter out all pictures which did not contain these features. The final dataset consists of 300,000 documents spread over 11,730 unique event clusters. An event cluster thus contains 25.6 pictures on average.
All machine tags were removed from the data and we use them only to create the gold standard.
Data Splits
The documents in the dataset are ordered by their capture time. We divide the dataset into three equal parts which we use for cross validation. This allows us to train on one split and to test this model on the two other splits.
Creation of training examples
For the creation of our training examples, we consider each data split individually. We choose m positive and m negative examples from each split according to the three sampling strategies presented in section 2.4. For m we consider the following values: m ∈ 100, 200, 300, 400, 500, 1000, 2000, 4000, 8000, 16000, 32000, 100000. In order to be able to compare the results between the standard SVM and the ranking one, we use the same training examples for both.
For the standard SVM we use the class labels 1 for positive and −1 for negative examples. For the ranking SVM we have to group positive and negative examples into a ranked group where the correct document-centroid pair (d i , e(d i )) gets a higher rank (label 2) than the pair (d i , e ) where the same document is compared to a centroid of an event cluster where it does not belong to (label 1).
Leave-One-Out
To conduct our experiments we use a leave-one-out strategy. In particular, we choose k event clusters from our test set and take one document out. The centroids of the event clusters are thus recomputed as if the document taken out was never part of it. We do this for each data split individually.
Actually, we select 1000 event clusters from each data split and choose a random document from each cluster to be taken out. We end up with 1000 documents and 1000 clusters. In our experiments we thus compare every document to every event cluster centroid. As we know the correct assignment for each document, we are able to measure the correct assignment rate for each method. The accuracy is averaged over all 6 train-test split pairs.
SVM training
In our experiments we rely on a ranking SVM and a standard SVM. As ranking SVM we use SVM rank , the implementation from T. Joachims (Joachims, 2002) . For the standard SVM we make use of libsvm (Chang and Lin, 2001 ). We feed both SVMs with the same training data for equal scenarios (both SVMs get the same correct and negative examples). For both SVMs we use their standard settings. The trade-off between training error and margin (C) is set to 1.0 for both SVMs. We use two kernels for our experiments:
(RBF kernel) In order to yield an actual similarity measure, the output of the SVMs needs to be normalized into the interval [0..1]. We rely on the probability estimates provided by libSVM for this purpose.
Results
In this section we present our results. Table 1 and  Table 2 show the average accuracy for both types of Support Vector Machines using the different sampling strategies and a different number of training examples.
Standard vs Ranking SVM
Overall, one very surprising conclusion of our experiments is the fact that a good similarity function can already be learned with very few examples. While the Ranking SVM can already learn a model with close to 98% accuracy with only two examples (one positive and one negative), the standard SVM needs at least 10 positive and 10 negative examples to learn a model with 98% accuracy. While the performance of the RankingSVM does not vary depending on the amount of training data, the standard SVM clearly suffers from overfitting, shown by the drop of performance from around 2000 training examples onwards. The RankingSVM does not suffer from such a performance drop, thus showing a more robust behavior. 
Impact of sampling
The results license the conclusion that the sampling strategy is crucial for the creation of a model as the quality varies a lot. We see that the random sampling strategy does not allow to learn a good model. It might be possible that a model created by a random selection of positive and negative pairs gives acceptable results but in general the results are much worse and unstable.
Both of the other methods work very well. We expected the nearest method to be the most compelling but this is not true for a ranking SVM. Using a standard SVM we see clearly that the search for the nearest wrong pair helps to create a better model. Using the time-based sampling strategy we can see this effect, too. As the maximal distance between two data points is low for smaller examples, the choice of a random negative pair is comparable to the choice of the nearest.
Choice of SVM kernel
Both SVMs always achieve better results if a linear kernel is used. This leads to the assumption that a linear kernel suits better to the problem. In the following, we will thus report results using a linear kernel only.
Feature analysis
In Figure 1 and Figure 2 we compare the accuracy rates of the different features and all possible combinations.
To obtain these figures, we averaged over all accuracy rates for m ∈ 500, 1000, 2000, 4000, 8000, 16000 as well as the time-based and nearest sampling strategy. We discovered that the use of only one single feature is not enough to ensure good predictions. It is surprising that it is not possible to use textual features, tags in our case, to determine a correct cluster assignment at all. As there are a lot of events at the same time or at the same location, it seems to be natural that these features are not sufficient if they are used alone. Nevertheless, the accuracy rate when using geographic information only is high which leads us to the hypothesis that the uniqueness of locations in our dataset is high.
It is interesting that all combinations of two features out of the three are enough to produce reasonable results. This is independent from their actual results as a single feature, e.g. even if the features time and tags used with a standard SVM do not produce any acceptable result, the combination of both reaches a very high result. This leads us to the assumption that the availability of all features for a single document is not compulsory and the lack of features can be compensated.
In this paper, we compared different methods to learn similarity functions for event identification. The most directly related work is Becker et al. who also learn a similarity function using supervised machine learning techniques (Becker et al., 2010) . In their paper they use a standard SVM which they did not compare to other types of SVMs such as ranking SVMs. Becker et al. neither have systematically investigated the impact of different strategies for creating training data nor have carried out a systematic feature analysis. In this sense our work closes a gap by providing advice on how to learn an optimal similarity function for a similar task.
The task of learning a similarity function from training data is typically also addressed in the context of supervised clustering, where some approaches optimize or learn the clustering similarity function from the training data. Eick et al. use a process of interleaving clustering with distance function in order to learn a distance function (Eick et al., 2005) . Demirez et al. (1999) use genetic algorithms and an appropriate fitness function to guide the search for an optimal clustering. Rendle et al. (2006) have also proposed supervised techniques that use labelled data in the form of Must-Link and Cannot-Link constraints to guide the search for a clustering, have also applied in the field of Record Linkage. Basu et al. use labelled data to create Must-Link and Cannot-Link constraints in their semi-supervised clustering approach in order to cluster unlabeled data (Basu et al., 2003) .
The Learning of a similarity function between documents is directly related to the task of learning a ranking function in the area of Information Retrieval. In our paper we propose to use a method similar to traditional information retrieval where the system retrieves and ranks a document according to the similarity between the queried document and the entries in the document collection. Joachims proposes RankingSVMs to learn a linear ranking model that can be exploited to rank documents in information retrieval scenarios (Joachims, 2002) . In his scenario, the targets are not class labels but a binary ordering relation. Others like Fakeri-Tabrizi et al. use a Ranking SVM for an imbalanced classification problem with image annotation and show that this type of SVM performs better than a standard SVM (Fakeri-Tabrizi et al., 2011). Freund et al. propose an efficient boosting algorithm to combine linear rankings by experts (Freund et al., 2003) . These experts correspond to the similarity functions we use as features in our approach. Our results indeed show that a ranking SVM can be successfully applied for the task of finding and learning a similarity function for the event identification problem. It is showing a more stable behavior than a standard SVM and is also able to learn the similarity function with less training examples. Gao et al. have developed a similar approach but using a perceptron to learn the ranking function instead of a SVM (Gao et al., 2005) .
In the area of event identification, there have been several attempts to decide whether a document is associated with an event or not. The task of grouping documents into clusters describing the same event has been dubbed event identification (Becker et al., 2010) . Others learn to distinguish Flickr documents representing an event from those that do not (Rattenbury and Naaman, 2009 ). Allan and Papka used an incremental clustering approach for detecting events in text document streams (Allan et al., 1998) . Becker et al. use a similar method to identify event clusters (Becker et al., 2010) .
Firan et al. provide a formulation of the event identification problem as a standard classification task, thus learning a function class : D → E (Firan et al., 2010) . They used a Naive Bayes classifier to do this. This is problematic in our view. It does not account for the dynamic nature of data in the sense that it does not model the fact that new events constantly emerge. In order to accommodate this, a new classifier has to be trained for each new event that is added to the system. There is no mechanism for detecting new events. Our results have shown that there are on average only 26 data points on each event. Given this sparsity of data, it is not clear if it is possible to learn appropriate classifiers for each of them.
CONCLUSION
In this paper we addressed the question of how we can learn a suitable similarity function from training data for the task of identifying events in social media data. We made use of different types of SVMs (Ranking and Standard SVMs) in order to train an appropriate similarity measure. We investigated different strategies for creating training data, the impact of the amount of training data and the kernel used. We have shown that it is possible to learn a suitable similarity measure using both SVMs. It is sufficient to use only few examples to train a model. Using a ranking SVM, one positive and one negative pair allows the creation of a suitable similarity measure. Furthermore, the performance of a ranking SVM does not vary significantly for different sizes of training data and is thus more robust than a standard SVM. Besides, we figured out that a linear kernel always outperforms an RBF one regardless of which type of SVM we use.
We have clearly shown that the sampling strategy is crucial for the success of the training process. The use of well-chosen training examples improve the quality significantly. We have seen that the search for the nearest wrong pair helps to create a good model. The fact that the time-based sampling strategy is comparable to the nearest one for small amounts of data explains the good results of the SVM in the approach of Becker et al. They used a time-based strategy with 500 training examples (Becker et al., 2010) . In general there is only few data needed to be able to create a working model. If too much training data is used, at least the standard SVM suffers from overfitting.
Furthermore, we have discovered in our feature analysis that the lack of a single feature has no great impact on the quality of the system. The results are still compelling with the use of only two features. A lot of pictures in social media are missing some of the features but our method is still applicable as we know from our downloaded data that about 99.8% of all documents have at least two features assigned. Thus, the methods we proposed in this papers are applicable in a real-world scenario. In addition there is other data like author and a description available which also might be useful as a feature.
