Sufficient conditions for the oscillation of solutions to the differential system X"(7) + A(t)X(t) = 0 are established which are valid when the matrix A is not symmetric. An example is given to demonstrate that a condition known to be sufficient for the oscillation of solutions when A is symmetric is not valid in the nonsymmetric case.
There is a rather extensive literature on the Sturmian propererties of second-order differential systems of the form X"(t) + A(t)X(t) = 0,
where A(t) = (a¡j(t)) is a symmetric n X n matrix and X(t) = (X¡(t)) is an 77-dimensional vector. Most of these results are established by using, either directly or indirectly, techniques from the calculus of variations. The assumption that A is symmetric is essential since it is required in the application of the variational techniques. Recently, however, Ahmad and Lazer [2] , [3], Ahmad [1] , Schmitt and Smith [14] , and Keener and Travis [10], using the theory of positive linear operators defined on a Banach space equipped with a cone, have obtained Sturmian type results for equation (1) which do not require the assumption that A is symmetric (also see Gentry and Travis [7] and Keener and Travis [9] for related results). It is the purpose of this note to continue with these investigations and, in particular, to establish sufficient conditions for the oscillation of solutions to equation (1) which are valid when the matrix A is nonsymmetric. We will call the system (1) oscillatory on [a, oo) if for each T > a, there exist a, ß > T and a nontrivial solution X(t) of equation (1) satisfying X(a) = X(ß) = 0. Recall that a number b > a is said to be a conjugate point of a if there exists a nontrivial solution X(t) of equation (1) satisfying X(a) = X(b) = 0. Equation (1) is said to be disconjugate on an interval / if no nontrivial solution of (1) has more than one zero in /.
In order to relate our work to those mentioned in the bibliography, we will briefly discuss some other definitions of oscillation found in the literature. When A is symmetric, our definition of oscillation is equivalent to the statement that for each b > a, b has infinitely many conjugate points in the interval [b, oo) . This equivalence can be verified as follows: assume that b > a, that equation (1) is oscillatory, and that there exist b > a and T0> b such that b has no conjugate points in the interval [F0, oo). Let X(t) be the matrix solution of X"(t) + A(t)X(t) = 0, 
W'(t)= -A(t)-W2(t).
Therefore, equation (1) is disconjugate on [F0, oo) (see [5] and [13] ), and hence not oscillatory. Conversely, if we assume that for each b > a, b has infinitely many conjugate points in the interval [b, oo), then clearly equation (1) is oscillatory.
Another definition of oscillation which has frequently appeared in the literature is that the determinant of every prepared matrix solution of equation (2) has arbitrarily large zeros. A matrix solution X of equation (2) is said to be prepared if X*(t)X-x(t) = (X-x(t))*X(t) for all t in (a, oo). When A(t) is symmetric, this definition of oscillation is equivalent to the one we have given. To verify this, assume that the determinant of every prepared solution of equation (2) has arbitrarily large zeros. Then given T > a, there exists ß > a > T such that the prepared solution of equation (2) satisfying A (a) = 0 and X'(a) = I has_a determinant of zero at ß. Thus there exists a nonzero vector c such that X(ß)c = 0 and the solution y(t) = X(t)c of equation (1) vanishes at a and ß. To prove the converse, let X(t) be a prepared solution of equation (2) andy(r) a solution of equation (1) We recall that when A (t) is a sealer function, a sufficient condition for the oscillation of equation (1) [4] , and Etgen and Pawlowski [6] . We give similar generalizations of Wintner's result to nonselfadjoint systems of the form (1). We use the following theorem in our proof. Recall that an ti X tj matrix A = (a¡j), 1 < 7, j < 77, is called irreducible if it is impossible to have (1, 2,. . . , «} = / u J, I nJ = 0, I =£0= J, and a¡j = 0 for all i £ /, jEJ.
Theorem 2. (See [1] .) Let A(t) = (a¡j(t)) be continuous on (a, oo) with a¡j(t) > 0, 1 < 7, j < n. If (1) is disconjugate on (a, oo), then there exists a nontrivial solution p = col(jti,, . . . , jul,) of (I) such that p(a) = 0 and p¡(t) > 0 for / = 1, . . . , n and t > a. If, in addition, A(t0) is irreducible for some t0 > a, then Pi(t) > Ofor i = 1, . . . , n and t > a.
Proof of Theorem 1. Assume that (1) is not oscillatory on (a, oo). Then for some T, T > a, (1) is disconjugate on (T, oo). By Theorem 2, there exists a nontrivial solution p = col(w,, .. ., pn) of (1) such that p(t) > 0 on (T, oo).
Since for each i, 1 < i < n, we have p¡'(t) < 0 for t > T. It follows that jtx/(0 > 0 for t > T. For, if p¡(t0) < 0 for some t0, t0 > T, then p¡(t) < p¡(t0) < 0 for t > t0. But this would imply that p¡(t)^> -oo as t -> oo, in contradiction to the fact that Pi(t) > 0. Now, since p¿(t) > 0 and p¡(t) > 0 on (T, oo), it follows that for each /, 1 < 7 < tj, either pi(t) = 0 or ju,(i) > 0 for / > T. Let T0 > T. Since p(t) is a nontrivial solution, there exists an integer/, I < j < n, such that Pj(t) > 0 for t > T0. By hypothesis, there exists an integer i, I < i < n, such that (Xaij(s)ds= oo.
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As juj(/) > 0 and p¡(t) > 0 on (F0, oo), we can find a real number k such that 0 < k < ty.(f) for í > T0. If we let e,-be the y'th unit basis vector, then kej < p(t) for t > T0. Therefore, kA(t)e} + p"(t) < ,4(0/7.(0 + p"(t) = 0, from which it follows that ka¡j(t) < -p"(t), and consequently that k('ay(s)ds-p¡(T0)< -p¡(t). Remarks. If A (t) = (a¡j(t)) is an n X n symmetric matrix with au(t) > 0, 1 < i,j < n, then a sufficient condition for the oscillation of equation (1) is that /•OO I a0(s) ds= oo, J n for some pair (i,j), 1 < i,j < n (see [4] ). On the basis of this result, one might conjecture that Theorem 1 could be improved. To see that this is not the case without an additional hypothesis, consider equation (1) Then the general solution of equation (1) with A given by (3) is X(t) = (Vt(Kx + K2lnt),g(t)).
If A, or K2 is nonzero, then the first component has at most one zero. If Kx = K2 = 0, then g(t) = V7 (a, + a2 In /), and the second component has at most one zero. Thus, even though jf a2x(s) ds = oo, equation (1) is nonoscillatory.
Theorem 3. Assume that A(t) = (a0(t)) is continuous on (a, oo) with a¡j(t) > 0, 1 < i,j < n. Assume, further, that for each number T, T > a, there exists a number t0, t0 > F, such that A (tQ) is irreducible. Let 1.A (t) denote the sum of all of the entries of the matrix A (t). Then equation (1) is oscillatory if I ZjA(s) ds= oo.
Proof. Assume that (1) is not oscillatory on (a, oo). Then for some T > a, equation (1) is disconjugate on (T, oo). By Theorem 2, there exists a nontrivial solution ju. = co\(px, . . . , pn) of (1) such that p(t) > 0 on (T, oo). In particular, pj(t) > 0 on (F0, oo), where F0 is any number such that T0 > T. Applying the same argument as in the proof of Theorem 1, we may conclude that ju'(0 > 0 for í > T0. If we now let e = col(l, 1, . .., 1), then we can find a real number k such that 0 < ke < p(t) for t > T. Therefore k^A(t) + ¿ p!'(t) = k(e,A(t)e) + (e, p"(t)) ; = 1 <(e,A(t)p(t) + p"(t)) = 0.
The proof now follows from an argument similar to that used in the proof of Theorem 1. 
