Symbolic analysis of a decomposition of information processing machines  by Hartmanis, J.
INFOI~I~IAT ION AND CONTROL 8, t54--178 (1960) 
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Information Processing Machines 
J. HARTMANIS 
General Electric Research Laboratory, Schenectady, N. Y. 
In this paper we study the problem of replacing (decomposing) a 
complex finite state sequential machine by several simpler ones which 
operate in parallel and yield the same result. In the first part, we give 
the necessary mathematical background and results. In the second 
part, we apply these results and derive the necessary and sufficient 
conditions for the existence of a decomposition for a given machine. 
If a decomposition exists then the required simpler machines which 
have to be connected in parallel are given. 
INTRODUCTION 
In this paper we study the problem of replacing a complex finite 
state sequential machine by several simpler ones which operate in paral- 
lel. If this is possible, then each of the smaller machines will operate on 
differently simplified information and the combination of these "partial" 
results will yield the required result. In the first part we  give the neces- 
sary mathematical background. We restrict ourselves to those simplifi- 
cations of the information which correspond to partitioning of the 
information in disjoint sets, considering all elements in one set as equiva- 
lent. To deal with the interconnection of such simplifiers, we develop 
the switching theory for these devices. This theory differs radically from 
the classical switching theory, in that the distributive law holds only 
in special eases and that eomplementation is not unique. These differ- 
ences are discussed and necessary and sufficient conditions are given 
for the distributive law to hold. I t  is shown how to implement hese 
ideas so that the derived switching theory can be applied. 
In the second part, these results are applied to the study of decompos- 
ing a complex operation into simpler operations which can be carried 
out in parallel on reduced information. The necessary and sufficient 
conditions for such decompositions are derived. If  a decomposition is
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possible, then the required simplifiers and the operations which have to 
be performed in parallel are obtained. 
These methods allow us to determine the "minimal building blocks" 
which can be connected in parallel to perform a given set of operations. 
This could be utilized to design reliable electronic ircuits with a small 
number of elements which operate in parallel. In other applications 
these decompositions may allow operations to be performed faster if we 
are willing to pay for it by larger quantities of hardware. This paper 
utilizes many ideas from modern algebra; still we have tried to make it 
self-contained. 
A very interesting example for the partitioning of information and 
paralleling of operations has been given by Svaboda (1959) for the 
arithmetic operations. We shall give a very short outline of these ideas 
to provide an example and motivation for the following study. If we are 
interested in performing addition and multiplication of integers, then 
we can pick a sufficiently larger integer N and perform the operations 
modulo N. If N can be factored in k factors, N = nl • n2 . . .  nk, so 
that the factors are pairwise prime, then we can replace the modulo N 
operations by k simpler operations performed in parallel. The ith parallel 
unit will receive simplified (or partitioned) information where all num- 
bers having the same remainder after division by nl are identified, and 
will perform modulo n~ operations on this information. It can be seen 
that (this is a special case of Theorem 12) the/~ partial results can be 
uniquely recombined to yield the required answer modulo N. 
SWITCHING THEORY FOR PARTITIONS, I 
In this section we shall describe the algebra for simplifications or par- 
titions. For a complete mathematical treatment of this topic see O. Ore 
(1942) and for a discussion of related topics see Hartmanis (1959). 
Let S denote the set of possible events. In our consideration we shall 
treat this set as a point set without specifying any further character- 
istics of its elements. If S is large then we may want to simplify this set 
by identifying some of these events. In this study we shall restrict our- 
selves to simplifications which correspond to partitions of S. 
DEFINrrlON 1: A partition ~r on the set S is a collection of disioint 
subsets/S~} of S such that their set union is S. 
This implies that every element of S is contained in one and only one 
subset of the partition. The subsets of a partition r on S will be called 
the blocks of their partition. All the events or points of S which are 
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contained in a block of ~r are considered equivalent under this partition. 
This induces an equivalence relation on the set S and, vice versa, every 
equivalence relation on an S induces a partition. 
I t  has been shown, by Epstein (1939) and Williams (1945), that the 
numer of partitions on a set can be computed reeursively. If p~ denotes 
the number of partitions on a set with i elements then 
w oro 0  
We shall say that a partition ~rl on S is smaller than or equal to r2 on 
S, 7rl <_ 7r2, if and only if any block of ~rl is contained in a block of 7r2. 
Thus the smallest partition on S is the partition in which each block 
consists of a single element. The largest partition on S has only one 
block and this block is S. We shall refer to these two partitions as trivial 
and denote them by 0 and I respectively. Note that under 0 no two 
elements are identified and thus no simplification is achieved; on the 
other hand, under I all elements are identified. 
Under the above-defined ordering of the partitions on a set S there 
are pairs of partitions which cannot be compared, that is, for some 7rl 
and 7r~ we have that ~rl ~: 7r~ and r~ ~< 7n. In such cases, it is useful to 
be able to construct the least upper bound and the greatest lower bound 
for these partitions. The least upper bound (1.u.b.) of any two parti- 
tions ~rl and ~r2, is a partition Ir~ such that vl _< 7r~, ~r2 _< m and if 
7rl < 7r4, ~r2 <_ m then ~r3 _< m • Dually the g.l•b, is defined for ~rl and 
7r2 • We shall denote the 1.u.b. of ~rl and 7r2 by ~rt ~- 7r2 and the g.l.b, by 
~1 • ~2. From the following construction it will be seen that the 1.u.b. 
and the g.l.b, always exist and thus the set of all partitions on a set S 
forms a lattice (Birkhoff, 1948). Given 7n and r2 then the blocks of 7n • ~2 
are obtained by intersecting the blocks of v, and 7r2. Thus x and y of S 
are contained in the same block of ~ • v2 if and only if x and y are con- 
tained in the same block in r~ and ~.  To construct the blocks of 7n -t- 
7r~ we shall introduce some notation• 
If a family of sets is given, then we say that two sets A and B from 
this family are connected if their intersection is nonvoid, A /% B ~ ~. 
Two sets of this family, say A and C, are said to be chain connected in 
this family of sets if there exists a sequence of sets A = A~, As, A~, 
• - . ,  A~ = C such that A~is connected to A~I ,  i = 1, 2, . . - ,  n - 1. 
If two partitions ~n and ~r~ are given and A is a block of ~r~ then in the 
partition 7rl + ~r~ the block which contains A is the set union of all blocks 
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of r l  and ~r2 which are chain connected to A, in the family of subsets 
consisting of the blocks of ~t and ~2. Again, it is not hard to check 
that the collection of all such blocks form a partition and that this 
partition is the 1.u.b. of 7rl and ~r2. To illustrate the construction of 
77"1 " 71"2 and ~r~ + ~r2 let us consider a set S with nine elements, say S = 
{a, b, c, - . . ,  i} and let 
and 
Then 
and 
7r~ = lab; cd; el; ghi} 
7r2 = {af; be; de; gh; i}. 
r~ • ~2 = {a; b; c; d; e ; f ;  gh; i} 
~rl + 7r2 = {abcdef; ghi}. 
Before we proceed with further discussion of the laws governing the 
partition operations, we shall discuss the physical realization of parti- 
tions and the described operations. Let ~r be a partition with k blocks 
on a set S with n elements. Then ~r can be represented by a combinatorial 
network with n inputs corresponding to the n elements of S and k out- 
puts corresponding to the k blocks of 7r. The activation of any input will 
activate the output corresponding to the block which contains this in- 
put. Figure 1 gives the implementation of ~'1 = {B1, B~, B3, B4} = 
{at, cd, el, ghi I . 
In certain applications partitions on the same set will have to be con- 
nected in parallel or series. For such applications it is more practical to 
replace the one output for each block of ~ by a number of outputs corre- 
sponding to the elements in this block. Then the activity of any one of 
the inputs activates all the output lines corresponding to the elements 
which are contained in the block which contains the active input line. 
Figure 2 gives an example for such an implementation. 
Let us now discuss the intereonnection of partitions to realize the 
previously described operations. I f  two partitions ~1 and ~'2 on S are 
given then Fig. 3 gives an intereonneetion of ~-~ and 7r2 which realizes 
7r~ • ~2 • To see this let us activate the line corresponding to x in S. Then 
~rl will activate the output lines corresponding to A~, where As is the 
block of 7r~ which contains x. Similarly, 7r2 will activate the lines corre- 
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FIG. 3. Realization of ~rl • ~2 
sponding to B~. This implies that  the output lines of the network corre- 
sponding to the intersection of A~ and B~ will be active. But  this is 
exactly the block of 7rl • ~2 which contains the element x. 
Note that  this interconnection to realize ~rl • ~r~ is a connection of r l  
and r~ in parallel. At the first sight one could hope that  a connection of 
~h and 7r2 in series, as indicated in Fig. 4, would yield a realization of 
7h + ~.  I t  is not hard to see that, in general, this will not be the case. 
For example, let 
7rl = {ab; cd; el; ghi} and ~2 = {af; bc; de; gh; i}. 
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I f  we now activate the input "a" then these output lines "abcf" are 
active. On the other hand, if we activate the line "c" the output lines 
"bcde" are active. Thus we observe that this network does not realize a 
partition since the two output subsets are different but not disjoint. 
From the previous computation of vl + v2, we know that a and b are 
contained in tile block consisting of a b c d e f. Thus in both cases the 
output sets are not sufficiently large. I t  is not hard to observe that the 
output sets could be enlarged if we would connect further partitions r l  
and ~2 in series as indicated in Fig. 5. In this particular case, it can be 
checked that this network does realize ~1 + ~r~. Furthermore, it can be 
seen that a connection of additional pairs of ~n and ~r2 in series will not 
change the result. To be able to discuss these operations we shall denote 
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the series connection of rl and ~2 as indicated in Fig. 4 by 7rl × ~2. 
Thus in the previously described example we have 
(~-~ x ~-~) x (~-~ x ~-~) = [~1 x ~-~1~ = ~-, + ~-~. 
I t  should be recalled that 711 X 71"2 in general is not a partition and that 
the operation is associative but not commutative, 
~rl X ~'2 ~ 7r2 X ~1.  
I t  is not hard to generalize the previous example and show that for 
any two partitions ~r~ and r~ on S there exists n(n "4 N/2, where N is 
the number of elements in S) such that (~1 X ~2) n = rl + r2. This 
allows a realization of ~rl + ~2 by interconnecting vl X r2 n times in 
series. To obtain a more economical realization of r~ + r2 we can use a 
feedback path. Figure 6 shows how this can be done by using only one 
pair of partitions: 
At this point it should be observed that for two given partitions rl 
and ~2, r~ • ~2 yields all the information which can be extracted by 
using the information contained in ~ and r2 • One could think of having 
a universe which is too complex to be described by one "observer." Then 
the partitions correspond to different observers who pay attention to 
different aspects in the universe. The product of the corresponding 
partitions 7r~ • ~2 . . . .  ~k shows what information can be obtained if the 
t J  
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FIG. 6. Real izat ion of ~-1 + ~r~ 
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results from all the simplified observations are known. This allows simple 
computations of what effects separate partitions have on the results. It 
can be seen that if the product is equal to the 0 partition (every block 
consists of a single element) then the corresponding "observers" yield 
a complete description of the "universe under observation." This indi- 
cates the interest in studying certain pairs of partitions whose product 
is the zero-partition. Later in this paper it will be seen that similar con- 
siderations can be applied to the decomposition f information processing 
machines. A similar interpretation i terms of observers can be given 
for the + operation. Note that ~1 + ~r2 yields the smallest partition 
larger than ~1 and ~r2. This is the amount of redundant information 
between the two observers. Thus, if 7rl • r2 = m but vl + 7r2 < I, then 
we can simplify either 71 or ~r2 by identifying further elements, so that 
for the simplified partitions we have that m = vl' • 72' and r~' + 7r2' = I. 
Note that if 7r~ • 72 = 0 and 71 + ~2 = I then under this interpreta- 
tion all the information is reported and there is no redundant informa- 
tion being reported by the observers corresponding to 71 and ~r2. This 
interpretation i dicates the correspondence of ~rl • v2 to result of "first 
and second observation" and ~rl ~- ~r2 to result of "first or second ob- 
servation." 
This interpretation suggests also the definition of a complement to a 
partition. 
DEFINITION 2 : The partition ~rl on S is a complement of the partition 
7r~ on  S if 
71 + 72 = I. 
SWITCHING THEORY FOR PART IT IONS,  I I  
We shall now investigate the laws governing the above discussed oper- 
ations. The knowledge of the results contained in this section will be 
helpful in understanding and manipulating of partitions and in their 
applications to the decomposition of machines. On the other hand, for 
the understanding of the basic idea of decomposition only Definition 4= 
and Theorem 8 are necessary. 
Let ~rl, 72, and ~a denote any partitions on a set S. Then 
THEOREM 1.  ~1 " 71 = Vl  ; 71 -{- 71 ~--- 71"1 
THEOREM 2.  71 " 7r2 ----- v2  " ~1 ; ~'1 "4- 71-2 = 7i"2 -{- ~1 
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T~EOREM 3. ~ • (~2 " ~)  = (~1 " ~2) " ~ ; ~1 + (~ + ~3) = 
(~1 + ~)  + ~ 
THEOREM 4. ~rl " (~'1 + ~r2) = ~'1 ; ~I + ( r l  • r2) = ~1 
Note that  r l  >_ 7r2 if and only if r~ • r2 = ~2, dual ly,  lrl _> ~r2, if and 
only if ~1 + ~r2 = ~.  Furthermore,  ~ < r2 implies that  ~1 • 7ra _< 
~2 • m and r~ + m _~ ~2 + m • F rom this we conclude that  ~1 _~ ~ and 
~r3 _< m implies that  7r~ • 7r~ < 7r2 • ~r4 and 7rl q- 7r3 < qr2 q- 7r4. 
These four laws are similar to the laws which hold for the operat ions 
in classical switching theory.  (More generally, these laws hold in any  
latt ice if q- and • denote the g.l.b, and l.u.b., Birkhoff, 1948.) On the 
other hand these operat ions differ from the classical switching theory  in 
the complementat ion a d distr ibut ive laws. In  general, the d istr ibut ive 
relat ions satisfy only inequalit ies in this system. 
TI~EOREM 5. For  any  three part i t ions ~n, 7r2, and 7r3 on S the follow- 
ing two inequal it ies hold. 
~ + [~ • ~] _< (~1 + ~) .  (~ + ~).  
To see this note that  ~rl ~ r~ .~r~ and ~rl >_ ~r~ • 7r3. Thus ~r~ > ~r~ .~r~ -ff 
~1 • r~. On the other hand, ~r~ >_ ~I • ~r~ and m >_ ~r~ • r~. Thus ~r2 q- 
7r~ > ~n • 7r~ q- ~rl • m.  Combining these results we obtain the first 
inequal i ty.  Similar ly,  we can verify the second inequal ity.  
The circuits corresponding to the r ight-  and left -hand sides of these 
inequal it ies are given in Fig. 7. In  this figure and the further figures we 
F~G. 7(a). ~ • (~ + m) 
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F IG .  7 (b) .  ~rl • ~r2 + ~-1 • lr3 
] 
I~IG. 7(e). ~'1-4- (7r2 • ~'3) 
F IG .  7 (d) .  (~rl +1r3)  • (lrl + lr~) 
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simplify the representation by replacing the n input and n output leads 
by a double line. (Compare this with Figs. 3 and 6.) 
To discuss the special cases when the distributive law holds we shall 
introduce a definition. 
DEFINITION 3: Two partitions 711 and 712 on S are called associable if
and only if every block of the partition zrl q- 712 is a block of 711 or 712 • 
THEOREM 6: The distributive law 
71 • (712 + 71~) = 71 • 712 + ~ • ~ 
holds for all 71 on S if and only if 712 and 7r3 are associable. 
The proof of this and the following theorems i due to O. Ore (1942). 
To illustrate the reasoning the proof of Theorem 6 is given in the ap- 
pendix. 
THEOREM 7: The distributive law 
+ (~2 . 71~) = (71 + ~2)  • (71 + ~)  
holds for all 71 on S only in the trivial case when 
7i" 1 ~ 71" 2 o r  71" 1 ~ 71 2 . 
I t  can be seen that if 7rl and ~r2 are associable then 
711 X 712 = 712 X 71t = 7rl + 7r2 
which implies that in this case we can realize the + operation without 
using a feedback. 
Since the realization of the -{- operation is simplified if we do not need 
feedback we shall give necessary and sufficient conditions when this 
can be done. These results will also be essential for the study of de- 
composition of information processing machines. 
DEFINITION 4 : The partitions 711 and 712 on S are said to be permutable 
if and only if any two blocks A of 711 and B of ~r2, which are contained 
in the same block D of 711 -]- 712, overlap (i.e., A /~ B #0).  
Note that any two partitions which are associable are also permutable, 
but that there are permutable partitions which are not associable. (The 
importance of permutable quivalence relations was first stressed by P. 
Dubreil and M. L. Dubreil-Jacotin, 1939.) 
THEOREM 8: Let ~rl and 712 be any two partitions. Then 
711 X ~r2 = 712 X 711 -- 711 + 712 
if and only if 711 and ~r2 are permutable partitions. 
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First we shall show that 7rl X ~r~ = 7rl -t- 7r2 if 7rl and 7r2 are permutable. 
To see this we just have to observe that  (see Fig. 4) if any one of the 
input leads x is active, then ~rl will activate all the outputs corresponding 
to the block A~ of ~rl which contains x. Let the block D~ of 7rt + 7r~ con- 
rain x. Then, since 7r~ and 7r2 are permutable, all blocks of 7r2 which are 
contained in D~ intersect A~. This implies that all the output elements 
which correspond to elements in D,  will be activated by 7r2. Thus ~r~ X 
~2 = 7rl + ~r2 ; similarly, we can show that  7r2 X ~rl = ~r~ -t- ~r2 • 
If 7r~ and 7r~ are not permutable then there exists a block D of 7rl ~- 7r2 
such that  A of ~rl and B of ~2 are contained in D, but A and B are dis- 
joint. If we now activate an input x which is contained in A then 7u will 
activate all the outputs corresponding to A. These inputs to 7r2 will acti- 
ra te  certain outputs of 7r2 which will not contain the ones corresponding 
to B, since B is disjoint from A and any block of 7r~. Thus 7rl X ~r2 
~h + ~r2. Similarly, it follows that  7r2 X 7rl ~ 7rl + 7r~ which completes 
the proof. 
The previous theorem implies that  7rl + ~r, can be realized without a 
feedback from two partit ions if and only if they are permutable parti- 
tions. Since the class of permutable partit ions is larger than the class of 
associable partitions, we see that  there are partitions for which ~r~ + 7r~ 
can be realized without a feedback but for which the distributive law 
does not hold. 
We shall now study the complements in this algebra (Ore, 1942). 
THeOrEM 9: For any given partit ion ~r on S there exists a partit ion 
~r ~ On S such that  
~" JF 7rl ---- I 
1 
To see this we shall give a simple construction of 7F 1. Let {A,} be the 
set of blocks of a nontrivial partit ion ~r. Let us pick one element x~ from 
each block A ,  and denote the set union of these elements by U. Then 
1 7r can be chosen to be the partit ion whose only nontrivial block is U. 
I t  can now be seen that  7r q- 7r ~ = I ,  and 7r. 7r ~ -- 0. Furthermore, it can 
be seen that  7r and 7r ~ are permutable. I f ~r = 0 or I then the complement 
r 1 is I or 0, respectively. Note that  if 7r ~ 0 or I then there is a non- 
trivial block and we can pick different elements from this block to con- 
struct the complement v1, as described previously. This implies the 
following result. 
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COROLLARY 1: v has a unique complement if and only if ~ = 0 or 
Finally, note that we can always pick a fixed element a of S to be con- 
tained in the block U of 1 if ~ is nontrivial. Let va be the set of parti- 
tions which consist of 0, I and all the partitions which have exactly one 
nontrivial block and this block contains the fixed element a. Then the 
previous result implies that every partition ~ on S has a complement ~r 1 
which is contained in Vo • Furthermore, Va is closed under ~- and • and 
the distributive law holds in 7~ and for every ~r in 7a there exists exactly 
one complement for ~r in 7a • Thus "~a is a Boolean algebra. 
DECOMPOSITION OF MACHINES 
In the previous part, we developed the algebra for partitions. In the 
following we shall apply these ideas to obtain decompositions of finite 
state sequential machines. 
So far, we studied only the formalism of combining partitions. If  we 
have to perform operations on the information, then, in general, there 
will be a class of partitions which yield simplifications which are "com- 
patible" with the operations. Since our results of decomposition will be 
obtained in terms of these "compatible" partitions (or partitions with 
the substitution property, as they shall be called) we have defined these 
concepts for a binary operation. 
Let • be a binary operation on the set of elements W = Ix, y, z, . . .}  
which maps ordered pairs of W into W. Thus, for x and y in W, we have 
that 
x .y  = z in  W. 
A partition r on the set W will be said to have the substitution property 
(S.P.) with respect o the operation if x in block A, y in block B and 
x * y = z in block C of 7r implies that for any other element x' in A and 
yr in B 
x' * y' is in C. 
(For a general study of these concepts ee Birkhoff, 1948.) Let us write 
x ~ y (Tr) if x and y are in the same block of v. Then the substitution 
property states that, x ~ x r Or), y --~ yr (~) implies x *y  ~-- x' * y' (~).  
Thus S.P. implies that the block in which the result x * y will be con- 
tained depends only on the blocks from which x and y were chosen, not 
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on the particular elements which were chosen. Therefore, we can now 
refer to the uniquely defined operations on the blocks of 7r and write 
A,B=C.  
The partitions with the substitution property can be combined to yield 
other partitions with S.P. Since we have to obtain partitions with S.P. 
for the decomposition of machines, the following result can often be 
used to eliminate lengthy computations. 
Ti~EOl~t 10. If 7rl and ~r2 are two partitions with the substitution 
property with respect o a binary operation, then so are 
71"1 " 7f'2 and ~rl -t- ~r2 • 
(This theorem is due to G. Birkhoff, 1933 and V. S. Krishnan, 1943.) 
To verify this result, observe that the hypothesis a - a' (Trl) and 
b =- b' (Try) implies that a ,  b = a' • b' (~ri), i = 1, 2. This clearly im- 
plies that a • b =-- a' * b' (~1 • ~2) if we recall the meaning of ~r~ • ~r2. 
To show that ~r~ -t- 7r~ has the substitution property we observe that 
a -~ a' (7rl -t- 7r2) implies that there exists a chain a = xo ,  x l ,  . . .  , 
x~=a'suehthatx i -~x j+ l (~ i ) , i=  l o r2 ,  j = 0,1, ,m-  1. We 
shall show that this implies that 
a,b - - - -  a ' ,b  (~h~-Tr~) .  
First, note that 
a • b --= X l  * b (T r i ) ,  i = 1 or 2. 
Since ~ and 7r~ <_ v~ -~ 7r2 we conclude that 
a *b  - -  x l  *b  (~h + 7r~). 
Proceeding this way in m steps we obtain that 
a • b --- a' * b (7rl -t- ~r2). 
Similarly, we can replace b by b' without changing the expression under 
the partition 7r~ -~ 7r2. Thus 
a * b -~ a l * b' (~h + v2) ,  
and we conclude that 7rl + 7r2 is a congruence relation (a partition with 
S.P.). 
For the sake of brevity, we  shall restrict our discussion to the de- 
composition of finite state sequential machines for which the output 
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variable is identical with the state variable. I t  will be seen that these 
results can easily be extended to machines for which this condition does 
not hold. 
A sequential machine M has a set of inputs I = { I1 , /2 ,  • • • , I~} and 
set of states S = {$1, . . .  , Sin). The present state S~ and input I~- 
uniquely determine the next state Sk. Thus the sequential machine M 
is a mapping of the pairs S i ,  I i  into S. We can also think of M as a 
binary operation • and write 
St * I j  = Sk. 
The machine M is completely described by the matrix relating the 
present input I j  and state S~ to the next state S~j as shown in Fig. 8. 
In this case we are interested in a partition on the set S and a parti- 
tion on I. I f  the two sets S and I are not the same we shall understand 
that ~r on S and I is a partition on the set union S V I such that no 
elements of S are identified with elements of I .  Thus, in this case the 
largest partition is the partition which identifies all elements of S and 
all elements of I .  Thus 7r on S and I has the S.P. if 
St -- Sj (~) and L. ~- I t  (~) 
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implies that 
Si * Ir =- Sj * I~ Or). 
To determine all possible decompositions of a sequential machine we 
first have to find the partitions with S.P. on M and then show how to 
utilize these partitions to obtain the decompositions. 
Let us now describe a method to determine whether the partition ~r on 
S and I has the S.P. 
Test. The partition ~r has the S.P. for M if 
1. for any two states Si ,  S~ which are identified by 7r (S i ,  Si con- 
tained in the same block of 7r) the corresponding pairs of states Sik Sjk 
contained in the Si and Sj rows are also identified by 7r, k = 1, 2, • • • , n. 
2. Similarly, for any two inputs Is ,  Ir which are identified by ~r the 
corresponding pairs of states St, ,  Str contained in the I~ and I t  columns 
are identified by 7r, t - 1, . . .  , m. 
This test can be used to determine the set of partitions which have 
S.P. for M. To do this we can take any pair of states Si and Sj and 
consider them identified. Then we list all the corresponding pairs Si~ 
and Sjk which have to be identified, and repeat the process for these 
pairs (or blocks) listing the further elements which have to be identified. 
If after R steps the (R + 1)st step does not yield any new elements 
which have to be identified we have constructed a partition on S which 
has the S.P. We can now make a new list in which the states are replaced 
by the blocks of states of 7r. 
In this reduced table we identify the input states Ik and I ,  if the col- 
umns under Ik and I ,  are identical. This construction could also be 
started by identifying the input states. Note that Theorem 10 aids this 
construction considerably since from any two partitions ~rl and ~r2 with 
S.P. we obtain that 7r~ • ~ and 7rl + 7r2 have the S.P. 
It  should be observed that the process of constructing all partitions 
with S.P. for M could be programmed and carried out by a computer. 
We shall now give the basic results of machine decomposability and 
illustrate them with several examples. The following defines what is 
meant by a direct product of two machines. 
Let M~ and M~ be two sequential machines with input sets F and F ~, 
and state sets S ~ and S ~p, respectively. Then the machine M whose set 
of inputs is the Cartesian product I -- I '  X I #, and whose set of states 
S = S' X S ~, is called a direct product of M~ and M~ if the first corn- 
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ponent of S and I are combined according to M~ and the second compo- 
nent is combined according to 21//2 to obtain the new state. 
Two sequential machines M1 and M2 will be called isomorphic if we 
can relabel the set of states and the set of inputs of one of the machines 
so that they are identical. 
THEOI~EM 11: A sequential machine M is isomorphic to the direct 
product of two simpler machines M~ and Ms if and only if there exist 
two nontrivial permutable partitions 7rl and ~r2 with S.P. for M such that 
and 
zx + z2 - I 
71"1 " 11"2 : O. 
If the required ~rl and ~r2 exist, then the machines M1 and 21//2 are ob- 
tained by determining the action of M on the blocks of 7rl and ~r2, re- 
spectively. 
To prove this result we have to show first, that there is a one-to-one 
correspondence b tween the elements of M and the elements of the set 
of pairs (A, B) where A is a block of ~rl and B is a block of 7rs. Let x 
of M correspond to (A~, B~) where A~ is the block of ~rl which contains 
x and B~ is the corresponding block of 7r2. Since 71"1 " 71"2 = 0 We see that 
if x # y in M then (A~, B~) ~ (Ay, By). On the other hand, since r~ 
and 7r2 are permutable and ~n + 7r2 = I,  we conclude from Definition 
3 that any two blocks A and B of 7n and ~r2, respectively, have at least 
one clement in common. Thus any two blocks A in 7rl and B in ~r2 have 
exactly one element in common and therefore the mapping 
x --~ (A~, B~) 
is one-to-one. 
Note that the substitution property implies that if for M 
x ,y  =z  
then for MI (or 7n) 
A~ • Av = A, 
and similarly for 3/2 (or 1r2) 
B~,  B~, = B~ 
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0 0 
I 1 
2 2 
5 3 
4 4 
I 2 3 4 
2 3 4 0 
3 4 0 I 
4 0 I 2 
0 I 2 5 
FIG. 9(a). Modulo 5 accumulator 
which shows that this mapping preserves the operations and thus 
M is isomorphic to M1 X M2. 
We shall illustrate these results by two simple and well known exam- 
ples and show how the decompositions can be realized if they exist. 
Consider the two sequential machines described in Fig. 9. 
In both examples we are performing modulo m addition. In the first 
case m = 5 and the second case m = 6. It  can easily be seen that when 
we apply the previously given rule for construction of the partitions 
with S.P. the first example has only trivial partitions. That is, if we 
0 
I 
2 
3 
4 
5 
I 
0 I 2 3 4 5 
I 2 3 4 5 0 
2 5 4 5 0 I 
5 4 5 0 I 2 
4 5 0 I 2 3 
5 0 I 2 3 4 
FIG. 9(b). Modulo 6 accumulator 
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identify any two elements we have to identify all the elements. Thus, 
in this case there does not exist a decomposition of this sequential ma- 
chine. In the second case we obtain that there exist two nontrivial par- 
titions on the set of states and inputs, 
and 
7rl = {024; 135} = {A0 ;A1} 
7r2 = {03; 14;25} ---- (B0 ;B1 ;B2} 
It, can be seen that these partitions are permutable and that 
7rl X 7r2 = I 
and 
7rl. Tr~-= 0. 
Note that M1 is isomorphic to modulo 2 addition and that Ms is iso- 
morphic to modulo 3 addition. In Fig. 10 we have shown how this de- 
FIG. 10. Direct product M1 × M2 
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composition can be implemented. In this figure ~i denotes a circuit which 
activates all the lines corresponding to the elements contained in As if 
the input line As is active, i = 0, 1. ~2 represents a similar network for 
the partition 7r2. It can be checked that M2 cannot be further decom- 
posed and thus this yields the minimal decomposition f M. 
It should be observed that the existence of a decomposition indicates 
also what encoding of the inputs and outputs can be used economically. 
Thus, in our previous example, if we code the inputs and outputs in a 
binary code we can already separate in the code the information which 
will be processed by M1 from the information to be processed by M2. 
For example, we could achieve this by the following code 
0 -*000  
1 - .011  
2 - .1  0 0 
3 - .001  
4 -*0  1 0 
5 - .1  0 1 
In this case the operation of M1 is performed on the last digit only and 
the operation of 3/2 is performed only on the first two digits. (See Fig. 
11.) For a related example see MacLean and Aspinall (1958). 
In general, if M can be decomposed asa direct product of M1 and 3/2, 
then we can encode the input information in a binary code of kl + k2 
digits so that Mx operates only on the first kx digits and M2 operates only 
on the last k2 digits. It can be seen that ki, i = 1, 2, can be so chosen 
that 
I -  . . . . . . . .  "7  
i 
' 
X, I 
I 
I 
I 
Y'  M~ [ 
Z ] 
I _ _ . . .  . . . . .  
y z x 
o o 0 0 
I 0 I I 
2 I 0 0 
3 0 0 I 
4 0 I 0 
5 I 0 I 
FIG. 11. Binary coding for the decomposed machine 
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log2 N(~r~) -I- 1 > /c~ >_ log2 N(~r~), 
where N(~r~) is the number of blocks of ~r~ on the input set. A similar 
coding can be obtained for the output variable. The previous theorem 
can be extended by mathematical induction to cover also decomposi- 
tions involving more than two machines. 
T~EORnM 12: The decompositions of a machine M as a direct product 
M = M1 X • • • X M~ corresponds one-one with the sets of permutable 
partitions 7r~, . . .  , 7r~ with S.P. on M satisfying 
71" 1 " 71" 2 . . . .  71"~ ~ 0 
and 
(71" 1 . . . . . .  71"i--1) A- ~rl = I i = 2, . . -  , r. 
I t  should be mentioned that the possibility of decomposing arithmetic 
operations by using modulo operations in parallel has been investigated 
by A. Svaboda (1959). An interesting implementation of the idea sug- 
gested by Svaboda has been described by MacLean and Aspinall (1958). 
The previous theorems howed when and how we can decompose a 
machine M into simpler machines which operate inparMlel. 
The proof of Theorem 11 was based on three assumptions: 
(1) 7rl and 7r2 have S.P. for M 
(2) ~rl • ~r2 = 0 
(3) ~rl and ~r2 are permutable and ~rl + ~r2 = I.  
The third property was used to show that to every pair of blocks (A, B), 
A in ~r~, B in 7r2, there corresponds an element of M. If  we assume only 
(1) and (2) then we are not able to show this latter property and, in 
general, it will not hold. This implies that to every element of M there 
will correspond an element of M1 X M2, but that there may be elements 
of M~ × Ms to which no element of M corresponds. Thus, in general, 
M1 )< -/]/]2 will be a machine with more states and inputs than M. On 
the other hand, since ~n and ~r2 have the S.P., if M1 X Ms is in a state 
corresponding to a state of M and if we restrict the inputs similarly, 
Mx X Ms will be isomorphic to M on these restricted sets of inputs. In 
other words M is isomorphic to a submachine of M1 X Ms.  We shall 
say that M is isomorphic to the subdirect product of M1 and Ms • These 
results can be summarized in the following theorem (Birkhoff, 1948). 
THEORE~ 13: The representations of a M as a subdirect product of 
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O 
I 
2 
0 I 2 
O 0 O 
O I I 
O I 2 
FIG. 12. Minimum operation 
M1, M2," .  M, correspond one-one to the sets of partitions with 
S.P. on M satisfying the property that 
71"1 " 71"2 . . . .  7rr ~ 0 .  
To give a simple illustration of this result let us consider the sequen- 
tial machine described in Fig. 12. 
Note that this corresponds to taking the minimum of the state and the 
input variables. There exist two nontrivial homomorphisms with S.P. 
on the set of states, 
r l  = {01; 2 / = {Ao ;All and ~r~ = {0; 121 = {Bo ;BI}. 
It can be seen that 
71" 1 " 71" 2 ~ 0 
"~ Ao,Bo Ao,Bi Ai,Bo AI,B, 
Ao Bo Ao Bo AoBo Ao Bo 
Ao Bo AoB, Ao Bo AoB, 
Ao Bo AoBo A, Bo A, Bo 
Ao,Bo 
Ao ,B, 
A, ,Bo 
Ai,B, Ao Bo Ao B, A, Bo A, B~ 
FIG. 13. Description of the decomposed machine 
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but that 
Irl X ~r2 # 7rl q- Ir=. 
Note that  if we consider M1 X M2 then there are now four states 
(Ao,  Bo), (A1, B0), (A0, B1) and (At ,  B~). Similarly, there are four 
inputs. M1 X M2 is described in Fig. 13. Note that  M is isomorhpie to 
M1 X M2 restricted to (A0, Bo), (A0, B~) and (A1, B~). I t  should be 
observed that  if we realize the decomposition of M in subdirect prod- 
ucts in the same way as it was done in Fig. 10 for the direct product, 
we automatical ly have restricted the inputs to the set which corre- 
sponds to inputs of M. 
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APPEND IX 
THEOREM 6. The  distributive law 
• (~+~)  = ~ . ~ + ~ . ~  
holds for all ~r on S if and only if ~r2 and m are associable. 
PROOF: This d istr ibut ive law can be stated equivalent ly  in the form 
that  for every part i t ion m _< ~2 + ~3 we have 
T" 4 ~ 71- 2 • 71" 4 -3 C 71" 3 • 71" 4 . 
Suppose that a block BI of ~ overlaps at least two blocks CI and C2 of 
~r3 • If CI and Ca are not entirely contained in BI we can assume, for in- 
stance, that CI overlaps ome block B~. We select our element bl in BI 
and C2 and an element b2 in B~ and CI. Let 7r, be the partition which has 
only one nontrivia] block and let this block consist of b~ and b2. Note 
that  m _< ~r2 + ~3. In  this case 
~r2" ~r4+ 7r4" m = 0 # ~r4 
and thus the d istr ibut ive law does not  hold. Thus we have shown that  
block B which over laps more than one block m must  be a sum of blocks 
in m • The same argument  appl ies to m so that  z2 and ~3 must  be asso- 
ciable. Conversely,  if ~r2 and m are associable and m _< ~2 + m we see 
that 
T" 4 ~ 71- 2 • 7i- 4 -~- 7r 3 • 71- 4 
and thus the d istr ibut ive law holds. 
