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A KNOWLELGE-BASED APPROACH TO THE ANALYSIS AND DESIGN O F  
B U S I N E S S  TRANSACTION PROCESSING SYSTEMS 
Abstract  
In t h i s  paper, we propose a new approach t o  t h e  
a n a l y s i s  and design of management information systems. 
While previous methods were e i t h e r  s y n t a c t i c  i n  na ture  
( s t r u c t u r e d  a n a l y s i s  and des ign,  problem statement 
languages) o r  focused on t h e  user-analyst  i n t e r a c t i o n  
(user-contro l led  des ign,  p ro to typ ing) ,  our method - while 
compatible with both - a d d i t i o n a l l y  incorpora tes  t h e  
e x p e r i e n t i a l  knowledge gained from the  thousands of systems 
i n  opera t ion  today. 
This goa l  i s  achieved through providing t h e  systems 
a n a l y s t  with a business systems a r c h i t e c t u r e  ( B S A )  
cons i s t ing  of two p a r t s :  a s e t  of r u l e s  represent ing  the 
knowledge about a general ized app l i ca t ion  domain, and a 
domain-speci f i c  database a r c h i t e c t u r e  t h a t  enforces  these  
ru les .  The r u l e s  can a l s o  be used t o  check t h e  design of 
e x i s t i n g  systems and t o  guide the  a n a l y s i s  process f o r  new 
systems. 
The paper desc r ibes  a BSA f o r  t r ansac t ion  processing 
systems. The approach can be appl ied  i n  a s i m i l a r  way t o  
o the r  app l i ca t ion  domains such a s  dec i s ion  suppor t  systems. 
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1 .0 INTRODUCTION 
Three main problem a r e a s  a r e  commonly encountered i n  system 
development: ( a )  Time and c o s t  overruns. ( b )  The r e s u l t i n g  system 
does n o t  s a t i s f y  the  requirements. Wen i f  the  des i red  ou tpu t s  a r e  
produced, t h e  user  i n t e r f a c e  i s  o f t e n  n o t  acceptable. (c) The system 
is  d i f f i c u l t  and c o s t l y  t o  maintain. 
Although from a management viewpoint these  a r e  se r ious  problems 
i n  themselves, the  system developer views them a s  symptoms of  
underlying problems i n  the  systems development process. It i s  
well-known t h a t  40% of t h e  development e f f o r t  and up t o  80% of t h e  
e r r o r  handling e f f o r t  a r e  spen t  i n  the  systems a n a l y s i s  and des ign 
phase of the  l i f e  cycle  [Alber ts  1976, Boehm 1973, 1976, Brooks 19751. 
Y e t  e x i s t i n g  methods o f t e n  f a i l  t o  improve s i g n i f i c a n t l y  the  q u a l i t y  
of these  c r i t i c a l  s teps .  
In t h i s  paper, we analyze some of the  underlying reasons f o r  t h i s  
f a i l u r e  and propose a new method t h a t  adds t h e  sys temat ic  use of 
semantic knowledge about a genera l ized  app l i ca t ion  domain - i n  t h i s  
paper: business t r ansac t ion  processing systems (BTPS) - t o  the  
systems ana lys i s  phase. This knowledge i s  derived with r e l a t i v e  ease  
from the  ava i l ab le  experience with t h e  development of t h e  thousands of 
systems i n  opera t ion  today, y e t  none of t h e  a v a i l a b l e  methods e x p l o i t s  
it  sys temat ica l ly  f o r  the  development of new systems. 
We express the  knowledge about BTPS i n  a bus iness  systems 
a r c h i t e c t u r e  (BSA), cons i s t ing  of a s e t  of r u l e s  and of a s p e c i a l i z e d  
database a r c h i t e c t u r e  based on these  r u l e s .  The r u l e s  can b e  used t o  
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eva lua te  an e x i s t i n g  design a s  we l l  a s  t o  guide t h e  a n a l y s i s  process  
by "asking the  r i g h t  quest ions".  
The BSA database  a r c h i t e c t u r e  i s  described i n  a companion paper 
[Jarke and Shalev 19831 . An important  p a r t  of t h a t  a r c h i t e c t u r e ,  
i n p u t  management, has  been implemented and is being used i n  the 
development and opera t ion  of defense BTPS i n  severa l  coun t r i e s .  
A f u r t h e r  informal t e s t  of our methodology was conducted wi th  a 
group of advanced s tuden t s  who were asked t o  eva lua te  a des ign 
proposed i n  a textbook. While they f a i l e d  t o  d e t e c t  any major 
problems, the  app l i ca t ion  of our r u l e s  revealed a number of grave  
omissions and e r r o r s  i n  the  design.  Nevertheless, no claim can be  
made t h a t  the  r u l e s  a r e  complete. Therefore, a f l e x i b l e  s t r u c t u r e  i s  
required t h a t  allows extens ions  of the  knowledge base. 
The paper i s  organized a s  fol lows.  Sect ion 2 g ives  a t h e o r e t i c a l  
t reatment of the  inheren t  d i f f i c u l t i e s  of  systems a n a l y s i s  and design.  
Sect ion 3 analyzes t h e  shortcomings of c u r r e n t  methods with r e s p e c t  t o  
these  d i f f i c u l t i e s  and r e l a t e s  our approach t o  work done i n  o t h e r  
a r e a s ,  mainly a b s t r a c t i o n  mechanisms developed i n  a r t i f i c i a l  
i n t e l l i g e n c e ,  database,  and programming language research .  
Section 4 desc r ibes  t h e  d e r i v a t i o n  process of domain-specific 
knowledge about BTPS t o  be  used i n  our  method. A s  an example, two 
requirements, monitoring and systems v i s i b i l i t y /  u s e r  c o n t r o l ,  a r e  
r e f ined  t o  more d e t a i l e d  r u l e s .  F i n a l l y ,  s e c t i o n  5 summarizes t h e  
app l i ca t ion  of knowledge i n  our  a r c h i t e c t u r e  and the  expected impact 
on the  systems a n a l y s i s  and des ign process. 
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2.0 SYSTEMS ANALYSIS AND DESIGN -- A TRANSFORMATION PROBLEM 
When t r y i n g  t o  develop an  information processing system ( I P S ) ,  
two domains a r e  given: t h e  e n t e r p r i s e  ( t h e  " r e a l  world") and t h e  
computer environment. The IPS developer in t roduces  new domains by 
developing models of  t h e  IPS t o  be constructed. 
The l i f e -cyc le  approach t o  systems ana lys i s  and des ign is aimed 
a t  breaking down the  lengthy and expensive system development process 
i n t o  manageable phases. Each phase has spec i f i ed  o b j e c t i v e s  and 
r e s u l t s  i n  t h e  production of necessary system documents and products.  
The output  of each phase becomes t h e  i n p u t  t o  t h e  fol lowing phase 
[DeMarco 1978 I . 
The IPS const ruct ion  can be seen a s  success ively  so lv ing  a s e r i e s  
of transformation problems t h a t  optimize ( o r  s a t i s f i c e )  an o b j e c t i v e  
funct ion  s u b j e c t  t o  c o n s t r a i n t s .  A t  each phase, t h e  s o l u t i o n  of the  
problem genera tes  c o n s t r a i n t s  f o r  the  following one: 
( A )  The Information Requirements Analysis Problem: 
Objective: At ta in  t h e  e n t e r p r i s e ' s  goals  ( p r o f i t ,  market s h a r e )  
Constraints:  Resources, environment imposed, e t c .  
Domain of dec i s ion  va r i ab les :  Technology, people,  t a s k s ,  
organiza t ional  s t r u c t u r e ,  IPS requirements. 
Note t h a t  t h i s  formulat ion views t h e  IPS a s  a component i n  t h e  
o v e r a l l  s t r u c t u r i n g  of  an  e n t e r p r i s e  and i s  thus  compatible with t h e  
Organizational Behavior approach of viewing the  i n t r o d u c t i o n  of an  IPS 
a s  a process of o rgan iza t iona l  change. 
Center for Digital Economy Research 
Stem School of Business 
IVorking Paper IS-83-52 
Page 4 
( B )  The System Analysis Problem: 
Ob j ec t i v e s  : Produce an understandable , bu i ldab le  and 
mainta inable  system spec i f i ca t ion .  
Const ra in ts :  The information requirements and eventual ly  the  
r e s t  of  t h e  e n t e r p r i s e  domain va r i ab les .  
Domain of dec i s ion  va r i ab les :  Data flows, d a t a  s t r u c t u r e s ,  
processes  and t h e i r  d a t a  t ransformation spec i f i ca t ions .  
( C )  The System Design Problem: 
Object ives:  Produce a maintainable,  e r r o r  f r e e  des ign,  t h a t  
maximizes cohesion and minimizes coupling. 
Const ra in ts :  Data f lows,  d a t a  s t r u c t u r e s ,  t ransformat ion  specs, 
phys ica l  computer environment. 
Domain of dec i s ion  va r i ab les :  System s t r u c t u r e ,  program modular 
s t r u c t u r e ,  module s p e c i f i c a t i o n s ,  f i l e  s t r u c t u r e ,  d a t a  s t r u c t u r e s ,  
( D )  The System Construct ion Problem (programming): 
Obj ec t i v e s  : Produce a maintainable,  e r r o r  f r e e  and e f f i c i e n t  
system. 
Const ra in ts :  System s t r u c t u r e ,  program modular s t r u c t u r e ,  module 
s p e c i f i c a t i o n s ,  f i l e  s t r u c t u r e ,  d a t a  s t r u c t u r e s ,  a v a i l a b l e  programming 
t o o l s  and t h e  computer environment. 
Domain of d e c i s i o n  va r i ab les :  program cons t ruc t s  ( i f . .  then., 
e l se . . ,  sequence, i t e r a t i o n ,  e t c . ) ,  i n t e r n a l  d a t a  s t r u c t u r e s ,  
algorithms. 
Figure 2-1 summarizes t h e  above desc r ip t ion .  The IPS developer 
i s  faced with a l a r g e  combined gap - from t h e  e n t e r p r i s e ' s  r e a l  
va r i ab les  t o  t h e  end r e s u l t  of programming language c o n s t r u c t s  and 
program da ta  s t r u c t u r e s .  H e  t r i e s  t o  c r o s s  t h e  gap by i t e r a t i v e l y  
solv ing the  above problems, An e r r o r  i n  an e a r l i e r  phase may have 
profound impl ica t ions  f o r  t h e  l a t e r  phases. 
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Figure 2-1: The Trans+ormation Problems 
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The development time of a  l a r g e  IPS is  long. U s e r  requirements 
change over t i m e ,  a t  a  r a t e  t h a t  may be f a s t e r  than t h a t  of  
development. These changes do n o t  only have t o  go through t h e  same 
t ransformat ions  b u t  may s e r i o u s l y  impact the  c u r r e n t  s o l u t i o n  a t  each 
phase, Thus t h e  inheren t  d i f f i c u l t y  of the  development process 
becomes almost obvious. We need ways t o  speed up t h e  process and 
i n c r e a s e  i t s  f l e x i b i l i t y  and " to lerance"  f o r  change. 
3.0 REVIEW OF SYSTEMS ANALYSIS APPROACHES 
I n  t h i s  s e c t i o n ,  we review t h e  so lu t ions  of t h r e e  groups of  
methods concerned with systems development ( l i f e  cyc le  methods, 
proto typing,  a b s t r a c t i o n  mechanisms), and c o n t r a s t  them with our 
approach. 
3.1 L i fe  Cycle Methods 
The MIS l i t e r a t u r e  provides u s  with l i f e  cycle  o r i en ted  methods. 
We w i l l  focus on the  s t ruc tu red  a n a l y s i s  methods [DeMarco 1978, Ross 
1977, O r r  1977; 1981 , Yourdon and Constantine 1978, Gane and Sarson 
1979 , Warnier 1987 I . 
Some methods designed f o r  information requirements a n a l y s i s  
extend i n t o  system ana lys i s ,  BSP [IBM 19811, BIAIT [Carlson 1979, 
Burnstine 1979 ; 1 9801 and BICS [Kerner 1 979, Zachman 1 982 I seek t o  
perform an e n t e r p r i s e  l e v e l  a n a l y s i s  of t h e  information needs, and t o  
f a c i l i t a t e  a  smooth t r a n s f e r  t o  t h e  d e t a i l e d  l e v e l s  of  subsystem 
a n a l y s i s  and d a t a  base design, 
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Another group of methods a r e  t h e  problem s p e c i f i c a t i o n  languages 
(PSL). The e a r l y  PSLs of t h e  50 ' s  and 60 's  [Young and Kent 1958, 
Grindley 19563 w e r e  motivated by t h e  need t o  accura te ly  cap tu re  u s e r  
requirements, l i nk ing  a l l  the  components i n  a comprehensive way. 
PSLs served a s  the  foundation upon which a ve ry  ambitious 
approach was attempted - ISWS. This method t r i e d  t o  automate t h e  
o v e r a l l  system development process from a problem s p e c i f i c a t i o n  i n  PSI, 
through s p e c i f i c a t i o n  ana lys i s  (PSA) and physical  design (SODA) t o  
code genera t ion  [Teichroew 1970, Teichroew and Sayani 1971, Nunamaker 
1971, Nunamaker and Konsynski 19761. 
The expecta t ions  t h a t  ISDOS w i l l  become the  system development 
-
method d id  no t  ma te r i a l i ze  [Couger e t  a l .  19821. However, a l e s s  
ambitious method, PLEXSYS, emerged from the  ISDOS approach t h a t  
supports  the  development e f f o r t  by providing a workbench environment 
f o r  system development [Nunamaker and Konsynski 19821. 
Like any o the r  system development methodology, the  l i f e  cyc le  
approach cannot avoid the  b a s i c  t ransformation problem: from the  
e n t e r p r i s e ' s  ob jec t ives  t o  a s e t  of working machine language programs. 
However, a d d i t i o n a l l y  the  l i f e  cyc le  phases have been c r i t i c i z e d  f o r  
being too  d i f f i c u l t  t o  be a c t u a l l y  c a r r i e d  ou t  with acceptable  
q u a l i t y ,  and f o r  taking too much time [Freeman 1980, McCracken 1980, 
Mar t i n  1 982 I . 
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3.2 Prototyping 
The f a i l u r e  of t h e  l i f e  cyc le  methods t o  s i g n i f i c a n t l y  reduce t h e  
develolpaent t h e  and assure  acceptable  system q u a l i t y ,  prompted a c a l l  
t o  abandon them i n  favor  of prototyping. Rather than developing a 
l a r g e  IPS i n  phases, prototyping c a l l s  f o r  implementing a sequence of  
systems, each t i m e  r e f i n i n g  the  c u r r e n t  "coarse" vers ion  i n  accordance 
with user  feedback. The approach shortens the  time needed t o  produce 
i n i t i a l  vers ions  by r e l y i n g  on h igh l e v e l  languages (HLLs) and d a t a  
base management systems [McCracken 7980, Zmud 1980, Martin 19821. 
If  the  performance of the  l a s t  prototype i s  poor, o r  i f  t h e  
app l i ca t ion  w i l l  be run f requent ly ,  the  heavy time consumers w i l l  be 
r ewr i t t en  i n  a more e f f i c i e n t  language, o r ,  i f  t h a t  i s  n o t  poss ib le ,  
the  system serves  a s  the  s p e c i f i c a t i o n  f o r  the  t a r g e t  a p p l i c a t i o n  t o  
be developed using conventional  languages and DBMS. 
Our perception i s  t h a t  t h i s  approach makes a number of hidden 
assumptions. We summarize them i n  the  following l is t  t o  exp la in  our  
b e l i e f  t h a t  prototyping ( a t  l e a s t  a lone)  may n o t  be s u i t a b l e  f o r  
bui ld ing l a rge  backbone BTPS. 
1 .  The app l i ca t ion  i s  b u i l t  upwards and never has t o  r e s t a r t .  This 
assumption i s  very op t imis t i c .  Design dec i s ions  made when only a 
small  por t ion  of t h e  system requirements a r e  known may have t o  be  
severe ly  modified requ i r ing  extens ive  reprogramming. 
2. Users use the  prototype long enough t o  provide good feedback. 
This assumption may no t  be r e a l i s t i c  f o r  a BTPS environment, Data 
may be output  of another  subsystem no t  y e t  b u i l t ,  t h e  u s e r  may be 
busy doing h i s  r egu la r  work. The e f f o r t  of producing t h e  
necessary v a r i e t y  of  s i t u a t i o n s  s o  a s  t o  make u s e r  sess ions  
r e a l i s t i c  may approach t h a t  of d e t a i l e d  des ign,  b u t  now we a l s o  
have t o  program and very probably modify. The e f f o r t  involved may 
inadver tent ly  l i m i t  t he  scope of the  ana lys i s .  
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3 .  The d i f f e r e n c e  i n  the  end may only be t h a t  of e f f i c i e n c y .  This  
assumption h ides  the  f a c t  t h a t  c u r r e n t  HLLs use  d i f f e r e n t  
environments from common BTPS. An incompatible environment i s  a 
s e r i o u s  disadvantage: 40% of package buyers i n d i c a t e d  t h a t  
environment compa t ib i l i ty  has  a major in f luence  on choosing a 
package (Datamation software r a t i n g ,  March 1983). 
4, The a p p l i c a t i o n  can serve a s  a s p e c i f i c a t i o n  f o r  conventional  
program development. However remember t h a t  w e  do  n o t  have a 
documented statement of t h e  requirements, no DFDs and no d a t a  
d ic t ionary .  Program conversion experience shows t h a t  a working 
program is  a very poor s p e c i f i c a t i o n  too l .  
5. Prototyping p r e s e n t s  a process of improved use r  requirements 
e l i c i t a t i o n .  The above s tudy found t h a t  an overwhelming 8 7 %  o u t  
of 2387  use r s  based t h e i r  dec i s ion  t o  buy a package h e a v i l y  on t h e  
f e a t u r e s  and funct ions  provided. It is n o t  c l e a r  whether 
prototyping produces more f e a t u r e s  and funct ions  than a sys temat ic  
analys is .  
3 . 3  The Knowledge-Based Approach 
W e  w i l l  no t  concentra te  on t h e  sometimes u n s a t i s f a c t o r y  r e s u l t s  
of the  above methods but  r a t h e r  on the  inadequate i n p u t s  t o  t h e  
process. Tens of thousands BTPS have been implemented, and s t i l l ,  
when we examine t h e  phases of  the  methods we make t h e  following 
observations : 
1. They n e i t h e r  incorpora te  p a s t  experience nor do they draw upon a 
common base of knowledge. They requ i re  experienced people b u t  do 
n o t  support  knowledge accumulation. 
2. They do n o t  use  standard requirements, even f o r  "standard" 
appl ica t ions  ( l i k e  Accounts Payable, General Ledger, Personnel,  
e t c . ) .  In s tandards  here  we mean s tandards  t h a t  app ly  t o  t h e  
appl ica t ion  i t s e l f  and n o t  t o  the  methods of i t s  s p e c i f i c a t i o n  
( l i k e  Data Flow Diagrams, s t r u c t u r e  c h a r t s ,  e t c . ) .  
3. They do n o t  use pre- fabr ica ted  appl ica t ion-or iented  components a t  
the  design l e v e l  o r  a t  t h e  software l e v e l .  
4. They do n o t  recognize s tandard  opera t ions  (e.g. e r r o r  checking) 
and thus may n o t  use  pre-fabricated components even i f  they  e x i s t ,  
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The l a c k  of these  f e a t u r e s  f o r c e s  the  des igner  and t h e  user  t o  
r e f i n e  t h e i r  design t o  a very d e t a i l e d  l e v e l ,  making it v i r t u a l l y  
impossible t o  cover a l l  d e t a i l s  and aspec t s  o f  the  system. The 
c u r r e n t  methods do n o t  ensure reproducible designs.  Rather we  f ind  
"ad-hoc" des igns  t h a t  a r e  i n t e r n a l l y  incons i s t en t .  Designs a r e  even 
l e s s  c o n s i s t e n t  across  (sub)systems leading t o  extens ive  debugging and 
modificat ions.  
Even t h e  s t ruc tu red  methods do n o t  d i r e c t l y  address  t h e  above 
problems. In a way one could regard them a s  t i syntac t ic" ,  whereas we 
po in t  o u t  t h e  lack of a "semantic" knowledge base ,  and of t o o l s  based 
on app l i ca t ion  knowledge. Applicat ion genera to r s  can be  seen a s  an 
ad-hoc answer t o  these  i s s u e s  b u t  l a c k  an underlying theory. 
The c e n t r a l  idea  of our approach i s  t h a t  such a knowledge base 
cannot be developed f o r  IPS i n  genera l .  It is necessary t o  focus on a 
s p e c i f i c  genera l ized  app l i ca t ion  domain such a s  bus iness  t r a n s a c t i o n  
processing t o  capture  knowledge t h a t  i s  s p e c i f i c  enough t o  r e a l l y  
support  the  systems a n a l y s i s  process. To understand t h i s  p o i n t ,  t he  
reader should consider  f o r  a moment how t h e  knowledge domain i s  
enriched i f  one zooms i n  from a requirements a n a l y s i s  of  e d i t o r s  i n  
genera l  t o  one f o r  word processors  i n  an o f f i c e  environment: many 
necessary f e a t u r e s  of word processors  (e.g., s p e l l i n g  c o r r e c t i o n ,  
l e t t e r  formatt ing) a r e  meaningless f o r  e d i t o r s  i n  genera l .  
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3.4 Re la t ionsh ip  To Other Disc ip l ines  
Fig. 3-1 sunmarizes t h e  e x i s t i n g  methods and shows which l i f e  
cyc le  phases a r e  ,covered by each methodology. The bottom of the  
f i g u r e  in t roduces  two o t h e r  d i s c i p l i n e s ,  d a t a  base management systems 
(DBMS) and programming languages (PL). These d i s c i p l i n e s  a r e  mainly 
concerned wi th  t o o l s  f o r  the  system const ruct ion  phase and n o t  f o r  
ana lys i s ,  However, the  development of h igh l e v e l  programming 
languages (HLL) and of powerful d a t a  manipulation languages (DML) 
a c t u a l l y  changes the  physica l  environment t h a t  t h e  a n a l y s t  sees .  
The main advances i n  the  PL d i s c i p l i n e  t h a t  w i l l  impact system 
a n a l y s i s  a r e  a b s t r a c t i o n  mechanisms [Shaw and Wulf 7977, Schmidt and 
Mall 19831. Abst rac t ions  suppor t  a methodology i n  which programs a r e  
developed by means of problem decomposition. A t  each s t a g e  of the  
program development, lower l e v e l  a b s t r a c t i o n s  a r e  used t o  implement 
t h e  c u r r e n t  a b s t r a c t i o n ,  thus  i s o l a t i n g  use from implementation, 
Abst rac t ions  seem t o  be a veh ic le  t h a t  can move programming languages 
from a mere cons t ruct ion  t o o l  t o  the  e a r l i e r  phase of a n a l y s i s ,  
A s i m i l a r  path has  been taken by t h e  database  re sea rchers  who 
have developed conceptual modelling t h a t  encompasses both  d a t a  
modelling and behavior modelling [Brodie and Z i l l e s  1980, Schmidt and 
Mall 19831. In t h e  BTPS context ,  t h e  concept of database t r a n s a c t i o n s  
a s  a behavior modelling c o n s t r u c t  i s  of  p a r t i c u l a r  importance [Gray 
1981, Rolland and Richard 19821. A r e c e n t  a t tempt  t o  i n t e g r a t e  these  
concepts i n t o  a complete system f o r  IPS s p e c i f i c a t i o n  and 
implementation through compilat ion i n t o  a da tabase  programming 
language [Schmidt e t  a l .  19821 i s  TAXIS [Mylopoulos e t  a l .  19781. 
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FIGURE 3-1: System Development Methods 
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4.0 KNOWmDGE STRUCTURE FOR BTPS 
I n  t h i s  sec t ion ,  a  domain-specific knowledge s t r u c t u r e  f o r  BTPS 
i s  developed, F i r s t ,  t h e  fundamental concept of a  bus iness  program 
governing t h e  bus iness  t r ansac t ions  i s  introduced. Within t h i s  
framework, the  s p e c i f i c  c o n s t r a i n t s  and requirements of 
t ransact ion- level  processing a r e  derived. The requirements a r e  
f u r t h e r  r e f ined  i n t o  s p e c i f i c  r u l e s  t o  be considered i n  o rde r  t o  
a r r i v e  a t  a  s a t i s f a c t o r y  BTPS design. For space reasons,  on ly  two 
requirement a r e a s  can be discussed i n  d e t a i l .  
4.1 The Concept Of Business Transactions. 
A t  t he  opera t iona l  l e v e l ,  a  bus iness  i s  s e t  up t o  c a r r y  ou t  
c e r t a i n  business t r ansac t ions .  The s p e c i a l  proper ty  of t h i s  l e v e l  i s  
t h a t  the re  i s  usual ly  a  l a r g e  number bu t  only a  small v a r i e t y  of 
business t ransact ions .  Speaking i n  programming language terms, one 
can de f ine  a  small  number of t r ansac t ion  types. Such a  type 
d e f i n i t i o n  w i l l  be c a l l e d  a  bus iness  program. E s s e n t i a l l y ,  the  
business program d e f i n e s  a  s c r i p t  together  with t h e  a s soc ia ted  planned 
processes. A planned process can be  f u r t h e r  r e f ined  i n t o  a  c o l l e c t i o n  
of planned a c t i v i t i e s .  A c t i v i t i e s  of the  same type may occur i n  
mul t ip le  process d e f i n i t i o n s .  
Each ins tance  of a  bus iness  program i s  c a l l e d  a  bus iness  
t ransact ion .  Corresponding t o  t h e  components of a  bus iness  program, a 
business t r ansac t ion  i s  composed of ( a c t u a l )  processes which can be 
f u r t h e r  described by ( a c t u a l )  a c t i v i t i e s .  In c o n t r a s t  t o  database 
Center for Digital Economy Research 
Stem School of Business 
IVorking Paper IS-83-52 
Page 12 
t r a n s a c t i o n s ,  business t r ansac t ions  a r e  long-lived ( t a k e  weeks r a t h e r  
than seconds and nes ted  ( contain major subt ransact ions)  [Gray 1981 I . 
A s  an example, consider  an Accounts Payable department t h a t  
r ece ives  invoices ,  approves and pays them. In t h e  invo ice  approval 
a c t i v i t y ,  an approver e n t e r s  the  invo ice  data.  It is  checked by t h e  
computer a g a i n s t  t h e  purchase order  (P.O.) da ta .  If approved, t h e  
total-amount-approved f o r  the  P.O. i s  increased,  a s  is t h e  
total-amount-approved f o r  t h e  vendor, Also, a payment voucher is  
prepared, and a record t h a t  w i l l  be s e n t  t o  Headquarter 's c e n t r a l  
computer . 
This a c t i v i t y  i s  p a r t  of the  payment process t h a t  inc ludes  the  
a c t i v i t i e s  of p r i n t i n g  the  check on the  voucher's due d a t e ,  and l a t e r  
on, the  check reconc i l i a t ion .  The payment process i s  p a r t  of the  
o v e r a l l  business program s e t  up t o  handle purchasing. Note, t h a t  once 
a check i s  ou t  and paid ,  t h e r e  i s  l i t t l e  chance t o  g e t  t h e  money back 
( =  r e s e t  t h e  payment sub- t ransact ion)  without major c o r r e c t i v e  ac t ion .  
4.2 Business Const ra in ts  And Requirements 
A business program must be designed a s  t o  achieve t h e  bus iness  
goal  (performing the  t r a n s a c t i o n )  while complying with c e r t a i n  
c o n s t r a i n t s  and p rac t i ces .  W e  have developed a h ie ra rchy  of bus iness  
c o n s t r a i n t s  using t h e  process sketched i n  Figure 4-1. W e  i d e n t i f y  
these  c o n s t r a i n t s  and p r a c t i c e s  and show t h e i r  impl ica t ions  f o r  the  
design of d e t a i l e d  r u l e s  i n  two areas .  
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11. Qual i ty  of the  program's outputs.  The bus iness  program has  
t o  i a k e  sure t h a t  a l l  necessary outputs  a r e  produced, and a r e  c o r r e c t  
and p rec i se .  This i s  an i s s u e  of major importance n o t  only  because 
customer r e l a t i o n s  a r e  a t  s t ake ,  b u t  because se r ious  e r r o r s  can 
t h r e a t e n  the business1  existence.  Hence t h e  commonly found bus iness  
r u l e s ,  s i g n a t u r e  repuirements, au thor iza t ions  and o t h e r  bus iness  
q u a l i t y  c o n t r o l  devices. 
12, Timelinessg A t r ansac t ion  may be long-lived, b u t  has  t o  be 
completed wi th in  a predetermined t i m e  period. The t i m e  per iod  i s  
e i t h e r  determined con t rac tua l ly  (e ,g,  de l ive ry  d a t e s ,  n e t  30 payment, 
e t c . ) ,  o r  by laws and regu la t ions  (e.gg t a x  r e t u r n s ) ,  o r  a s  a  
performance goa l  of  t h e  bus iness  (e.g. f a s t  s e r v i c e ) .  The bus iness  
may a l s o  e l e c t  t o  e s t a b l i s h  time c o n s t r a i n t s  f o r  processes  and 
c r i t i c a l  a c t i v i t i e s .  
13. Accountabil i ty.  The business i s  held accountable f o r  i t s  
a c t i v i t i e s  by i t s  c l i e n t s ,  t h e  law, and i t s  shareholders.  W e  can 
d i s t i n g u i s h  between s h o r t  term ( c u r r e n t  t r a n s a c t i o n s )  and long term 
( r e p o r t i n g  and a u d i t )  accoun tab i l i ty ,  
14. Responsiveness. We de f ine  responsiveness a s  t h e  bus iness '  
wi l l ingness  t o  accommodate a changing environment. In t h e  s h o r t  run,  
the  business w i l l  accept  and a c t  on reques t s  f o r  change i n  a c u r r e n t  
t r ansac t ion .  Long run changes w i l l  induce the  bus iness  t o  change the  
business program i t s e l f .  
The above business i s s u e s  a r e  n o t  the  only c o n s t r a i n t s  imposed on 
t h e  business program. Besides s a t i s f y i n g  c o n s t r a i n t s  o r i g i n a t i n g  from 
the  environment, such a s  l i m i t s  on the  use of e x t e r n a l  r e sources ,  we 
must a l s o  note  t h a t  two types of processors perform the  a c t i v i t i e s  of 
t h e  business program: people ( t h e  human processor)  and computers ( t h e  
machine processor . 
PI. The human processor. People make mistakes when processing 
documents. They e r r  i n  performing decis ion  r u l e s  and r o u t i n g  t a sks .  
Their  document s to rage  and r e t r i e v a l  a b i l i t i e s  a r e  l i m i t e d ,  causing 
l o s t  and misplaced documents. 
P2. The computer. Computers b r ing  a new source of e r r o r s  i n t o  
the  business program. They l ack  t h e  i n t e g r a l  ( l i m i t e d )  q u a l i t y  
con t ro l  capaci ty  of humans: common sense,  Transformations of  d a t a  
i n t o  and ou t  of t h e  computer a r e  required.  This  man-machine i n t e r f a c e  
i s  an add i t iona l  cause of e r r o r s  and d i f f i c u l t i e s .  The computer 
provides only t h a t  f l e x i b i l i t y  and d a t a  access  t h a t  has  been designed 
i n t o  i t ,  thus inadequate design may severe ly  l i m i t  u s e r  c o n t r o l  and 
d a t a  v i s i b i l i t y .  
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The complexity and pa ra l l e l i sm , of t h e  bus iness  program 
( c o n s t r a i n t  C l ) ,  coupled with the  above c o n s t r a i n t s  (11-I4,Pl-P2) 
i d e n t i f y  requirements t h a t  the  design of every BTPS must resolve ,  W e  
b r i e f l y  desc r ibe  a s e t  of genera l  requirements t h a t  a good bus iness  
program must s a t i s f y  and then d i s c u s s  two of them i n  more d e t a i l .  
R1. Monitoring i s  t h e  a b i l i t y  t o  know f o r  each t r a n s a c t i o n ,  i n  
what p rocess /ac t iv i ty  it i s  and conversely,  what i s  a c e r t a i n  a c t i v i t y  
doing. This must be compared a g a i n s t  dead l ines  set by t h e  bus iness  o r  
ou t s ide  c o n s t r a i n t s .  
R2. Scheduling and c o n t r o l  is  the  a b i l i t y  t o  a l t e r  t h e  d i r e c t i o n  
of flow, o r  the  order  i n  which t r a n s a c t i o n s  a r e  processed. A bus iness  
program lacking these f e a t u r e s  i s  i n f l e x i b l e .  
R3. Queue management: A s  t h e  a c t i v i t i e s  a r e  performed i n  
p a r a l l e l ,  it i s  probable t h a t  a c t i v i t y  B w i l l  n o t  be ready t o  
immediately process the  r e s u l t s  (ou tpu t )  of a c t i v i t y  A. This g ives  
r i s e  t o  i n p u t  and output  queues, and the  need f o r  t h e i r  management a s  
an i n t e g r a l  p a r t  of the  bus iness  program (e.9. can we recover a queue 
of i n p u t  documents?). . 
R4. Error  handling: Whereas i n  o t h e r  system types an e r r o r  may 
j u s t  prevent  successful  completion, i n  a bus iness  environment it may 
have a d d i t i o n a l  adverse e f f e c t s .  The bus iness  processes  must 
the re fo re  be designed t o  a c t i v e l y  d e t e c t  and e l imina te  e r r o r s ,  with an 
emphasis on e f f e c t i v e  e r r o r  p resen ta t ion  and cor rec t ion .  
R5. Quali ty con t ro l  t akes  i n t o  account t h e  i n a b i l i t y  of t h e  
business program processors (P I -P2)  t o  d e t e c t  a l l  In high r i s k  
s i t u a t i o n s ,  q u a l i t y  con t ro l  a c t i v i t i e s  w i l l  check ou tpu t s ,  and may 
requ i re  compensating t r ansac t ions  and amendment c a p a b i l i t i e s  t o  be 
added t o  the  business program. 
R6. System v i s i b i l i t y  and use r  con t ro l :  The bus iness  program 
should have t o o l s  t h a t  w i l l  answer a t  l e a s t  t h e  same use r  ques t ions  
t h a t  could be answered i n  a manual system. 
R7.  Aud i t ab i l i ty  i s  the  a b i l i t y  t o  take  a c e r t a i n  da tabase  
s t a t e ,  o r  some output ,  and t r a c e  back, How was it a r r i v e d  a t ?  What 
a c t i v i t i e s  modified i t ?  Who d i d  what, and when? 
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Figure 4-2: Derivat ion of Business Requirements and BSA Serv ices  
The l e f t  ha l f  of f i g u r e  4-2 desc r ibes  which of t h e  bus iness  
c o n s t r a i n t s  discussed previous ly  g ive  r i s e  t o  each of  these  
requirements. The r i g h t  s i d e  says  how, i n  t u r n ,  the  requirements lead  
t o  t h e  bus iness  a r c h i t e c t u r e  s e r v i c e s  t o  be described i n  s e c t i o n  5. 
For space reasons,  we cannot  d i s c u s s  a l l  these  r e l a t i o n s h i p s  i n  
d e t a i l .  However, two examples (R1  and R6) may i l l u s t r a t e  t h e  process. 
They a l s o  i n d i c a t e  how the  genera l  requirements can be broken down 
i n t o  more d e t a i l e d  r u l e s  t o  be used i n  the  design process. Since the  
f i r s t  use of such r u l e s  i s  t y p i c a l l y  design checking, t h e  r u l e s  a r e  
mostly s t a t e d  a s  ques t ions  any BTPS design should have an answer f o r .  
4.3 Monitoring 
Consider t h e  i s s u e  of t ime l iness  ( 1 2 ) .  The bus iness  t r a n s a c t i o n  
has  t o  be completed wi th in  a predetermined time period.  W e  view t h a t  
a s  an objec t ive  of  the  bus iness  program. The ques t ion  t h a t  a r i s e s  is:  
I f  we design t h e  bus iness  program t o  j u s t  do the  d a t a  t ransformat ions  
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of t h e  t r ansac t ion ,  w i l l  the  t r a n s a c t i o n  a c t u a l l y  complete i n  time? 
S ta ted  d i f f e r e n t l y ,  do we  need t o  add some components t o  t h e  design of  
t h e  bus iness  program so a s  t o  make su re  t h a t  we  a t t a i n  t h e  t ime l iness  
ob jec t ive?  
The complexity of  t h e  bus iness  program (Cl )  and t h e  l i m i t a t i o n s  
of  t h e  human processor (PI) provide an obvious answer. The bus iness  
program is a complex network of  a c t i v i t i e s  t h a t  a r e  performed 
asynchronously and i n  p a r a l l e l  and it i s  the re fo re  h igh ly  probable 
t h a t  a  t r ansac t ion  w i l l  n o t  complete on time i n  such an environment. 
This p r o b a b i l i t y  i s  even h igher  i f  we consider  the  slowness and t h e  
propensi ty  t o  e r r  of t h e  network's human processors. 
We the re fo re  conclude t h a t  monitoring c a p a b i l i t i e s  must be 
designed i n t o  the  bus iness  program t o  ensure the  a t t a inment  of t h e  
t imel iness  ob jec t ive ,  o r  i n  o t h e r  words: t h e  r e l a t i o n s h i p  of  12, Pl 
and C1 y i e l d s  t h e  genera l  requirement of monitoring (R7 1. Spec i f i c  
monitoring r u l e s  a r e  aimed a t  s a t i s f y i n g  the  t ime l iness  o b j e c t i v e  i n  
the  presence of complexity and processor imperfect ions.  The fol lowing 
monitoring ques t ions  should be answerable i n  any well-designed BTPS: 
1. In which process  and a c t i v i t y  i s  t r ansac t ion  X? 
2. What i s  a c t i v i t y  Y processing? 
3. What t r ansac t ions  do n o t  m e e t  time l i m i t s  imposed on a c t i v i t y  X ,  
o r  on process Y ,  o r  on t h e  whole program? 
4. What t r ansac t ion  o r  a c t i v i t y  i s  i n  a  s p e c i a l  s t a t u s  (ho ld ,  
urgent )  ? 
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4.4 System V i s i b i l i t y  And User Control  
Consider the i s s u e  of accoun tab i l i ty  (13). The bus iness  has t o  
be a b l e  t o  answer ou t s ide  ques t ions  and expla in  i t s  a c t i o n s  while t h e  
t r a n s a c t i o n s  a r e  i n  progress o r  l a t e r ,  W e  a l s o  know from t h e  need t o  
be responsive (141, t h a t  some ques t ions  may be connected wi th  reques ts  
f o r  change. We again  view accoun tab i l i ty  (13)  a s  an o b j e c t i v e  and ask  
i f  i t  can be  a t t a i n e d  without s p e c i f i c a l l y  designing f o r  it. 
When we r e l a t e  t h i s  o b j e c t i v e  t o  the  a t t r i b u t e s  of t h e  computer 
processor (P21, we note  t h a t  one of the  most elementary ways of  
providing accoun tab i l i ty :  reviewing a l l  documents and paperwork 
r e l a t e d  t o  the  r eques t ,  i s  p o s s i b l e  only i f  designed fo r .  m e  l imi ted  
s to rage  and r e t r i e v a l  a b i l i t i e s  of humans (PI), and the  mul t i tude  of 
a c t i v i t i e s  and t r ansac t ion  ins tances  (Cl) add t o  t h e  inheren t  
d i f f i c u l t y  of a t t a i n i n g  the  accoun tab i l i ty  objec t ive .  W e  t h u s  de r ive  
t h e  need t o  a c t i v e l y  design the  bus iness  program f o r  accoun tab i l i ty  by 
providing t o o l s  f o r  system v i s i b i l i t y  and t h e  following u s e r  a c t i o n  
which we term a s  u s e r  con t ro l .  
To achieve system v i s i b i l i t y  and user  c o n t r o l ,  a  bus iness  program 
should be designed s o  a s  t o  enable answering the  fol lowing user  
ques t ions  and reques ts :  
1. What a c t i o n s  d i d  I reques t  (submit)? 
2. Was an a c t i o n  successful?  I f  successful :  
1, What were t h e  r e s u l t s  of  t h e  ac t ion?  
2. I want t o  amend the  r e s u l t s .  
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3. I want t o  reproduce t h e  output  (without  re-applying the  
ac t ion!  1. 
I f  unsuccessful: 
1. Where was I wrong? 
2. I want t o  c o r r e c t  my request .  
3. How was a c e r t a i n  r e s u l t  generated? 
The l a s t  ques t ion  may seem s i m i l a r  t o  the  a u d i t a b i l i t y  
requirement (R7). In a sense w e  may th ink of it a s  a  short-term 
" l o c a l "  a u d i t a b i l i t y  - t r ac ing  the  r ecen t  a c t i o n s  t o  e f f e c t  t h e  r e s u l t  
of i n t e r e s t .  This r u l e  supports  the  u s e r ' s  immediate c o n t r o l  
c a p a b i l i t y .  
5.0 APPLYING THE KNOWLEDGE TO IMPROVE BTPS DEVELOPMENT 
The BSA provides a three-faceted knowledge base: ( a )  the  
business program model, (b) the  genera l  r u l e s  and requirements, and 
(c) the  design a rch i t ec tu re .  In t h i s  s e c t i o n ,  w e  o u t l i n e  the  
app l i ca t ion  of t h i s  knowledge t o  improved systems development. 
5.1 A Database Archi tec ture  For BTPS 
Some requirements take  app l i ca t ion-spec i f i c  forms when a c t u a l l y  
used. The o t h e r s  provide a common denominator f o r  a l l  BTPS. A 
spec ia l i zed  database a r c h i t e c t u r e  described i n  [Jarke and Shalev 19831 
provides an envelope of bus iness  program s e r v i c e s  t o  suppor t  those 
requirements, leaving t h e  developer only wi th  t h e  design and 
implementation of an appl ica t ion-speci f  i c  kernel .  
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The c o n s t r u c t s  of t h i s  a r c h i t e c t u r e  include genera l  s e r v i c e s  t h a t  
can b e  mapped t o  pre-fabricated d a t a  flow diagrams o r  parametrized 
software modules along with t h e i r  supporting d a t a  s t r u c t u r e s  ( o r  d a t a  
bases ) .  W e  b r i e f l y  summarize the  components. 
An i n p u t  management se rv ice  provides the  c a p a b i l i t y  t o  handle 
-
erroneous - i n p u t  documents without i n t e r r u p t i n g  processing o r  r equ i r ing  
unnecessary d a t a  re-entry. For t h i s  purpose, a l l  documents a r e  s to red  
i n  an i n p u t  database. 
Output of database t r ansac t ions  can be used i n  mul t ip le  d i f f e r e n t  
forms and may have t o  be reproduced l a t e r  (without  r epea t ing  a l l  t h e  
p rocess ing) .  Output management provides the  se rv ice  of maintaining 
and present ing  output  d a t a  using an output  database. 
Between inpu t  and output ,  t ransformation management roughly 
covers t h e  funct ions  of conventional database t r ansac t ion  execution 
and supervis ion ,  with funct ions  added f o r  modifying the  s t a t u s  of  t h e  
inpu t ,  output ,  and con t ro l  da tabases  when t h e  main database  has  
changed. 
In add i t ion ,  t h e r e  a r e  sub-databases f o r  t h e  c o n t r o l  and l a t e r  
a u d i t  of t ransact ions .  The c o n t r o l  database o f f e r s  t h e  u s e r  system 
v i s i b i l i t y  through access  s e r v i c e s ,  and a l imi ted  amount of i n t e r r u p t  
f a c i l i t i e s  through c o n t r o l  se rv ices .  The a u d i t  da tabase  permits  
ex-post t r a c i n g  of t ransact ions .  
Taken together ,  these  standard components enforce  t h e  use of many 
of the  business requirements and r u l e s  a s  ind ica ted  i n  f i g u r e  4-2. 
For example, one of t h e  main purposes of  the  c o n t r o l  da tabase  i s  t o  
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s a t i s f y  t h e  requirements presented i n  sec t ions  4.3 and 4.4. The 
s e r v i c e s  can be described on the des ign  l e v e l  by s tandardized d a t a  
flow diagrams, o r  t h e y  can b e  implemented a s  parameterized sof tware  
packages. In  both cases ,  they r e l i e v e  the  app l i ca t ion  des igner  from 
the  t a s k  of reinventing standard operat ions.  
5.2 Impact On The Structured Analysis And Design Process. 
The knowledge-based approach can enhance both t h e  l i f e - c y c l e  
methods and the  prototyping approaches. In t h i s  subsect ion ,  w e  
b r i e f l y  analyze the  impact of t h e  approach when added t o  t h e  
s t ruc tu red  l i f e  cycle  a s  descr ibed i n  sec t ions  2 and 3.1. The 
knowledge s t r u c t u r e  out l ined i n  s e c t i o n  4 can be used i n  s e v e r a l  
phases of the  l i f e  cycle.  
The genera l  model of a bus iness  program a i d s  i n  t h e  e a r l i e r  
phases of de ta i l ed  requirements a n a l y s i s  t o  s t r u c t u r e  t h e  problem a t  
hand. Addit ionally,  a l s o  the  r u l e s  and requirements can be used a s  
i s s u e s  f o r  d iscuss ion and a n a l y s i s  wi th in  the  p r o j e c t  group, and a s  an 
a id  i n  e l i c i t i n g  user  requirements and p r i o r i t i e s .  
In  l a t e r  s t ages ,  the  BSA provides  pre- fabr ica ted  components of  
the  o v e r a l l  l o g i c a l  design t o  which t h e  a n a l y s t  adds t h e  
appl ica t ion-speci f ic  kernel .  Furthermore, requirements and r u l e s  can 
be used t o  evaluate  a proposed systems design a s  demonstrated i n  t h e  
informal experiment mentioned i n  s e c t i o n  1. 
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Analysis  and design a r e  n o t  atomic phases. They a r e  broken down 
i n t o  more than t e n  i n t e r r e l a t e d  activities [DeMarco 1978, ch. 21, and 
one can s tudy the  BSAts impact on each. A complete d i s c u s s i o n  i s  
beyond t h e  scope of t h i s  paper b u t  w i l l  be a l o g i c a l  n e x t  s t e p  i n  our  
work. 
6.0 CONCLUS I O N  
The BSA was der ived a s  a r e s u l t  of focusing on a s u b s e t  of  IPS, 
BTPS. It provides t o o l s  t h a t  improve the  d e t a i l e d  requirements 
d e f i n i t i o n  and l o g i c a l  design of  a BTPS. It  then proceeds t o  provide 
standard designs t h a t  address themselves t o  t h e  common denominator of 
most BTPS, assur ing  acceptable q u a l i t y  and lower implementation c o s t s .  
Considering the  f u t u r e ,  it is conceivable t h a t  BSA-based software 
packages can provide " t a i l o r e d  environments" ( f o r  a c e r t a i n  machine, 
DBMS and on-line monitor) f o r  BTPS implementation. The bus iness  w i l l  
then be a b l e  t o  t a i l o r  an a p p l i c a t i o n  t o  i t s  s p e c i f i c  needs while 
s t i l l  enjoying many of the  b e n e f i t s  of packages. 
Another obvious extension of our  approach i s  t o  incorpora te  p a r t  
of the  BTPS knowledge s t r u c t u r e  i n t o  an a r t i f i c i a l  in te l l igence-based 
exper t  system [Nau 19831 t h a t  suppor t s  design checking and i s  l inked 
t o  information about the  special-purpose database  s t r u c t u r e .  The 
problem of l inking e x p e r t  systems t o  da tabases  has been s tud ied  i n  
[Jarke  and Vass i l iou  19831. However, it should be noted t h a t  a major 
add i t iona l  e f f o r t  would be requi red  t o  encode the  knowledge captured 
i n  our r u l e s  i n  a u s e f u l  computerized form. 
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F i n a l l y ,  the  p o r t a b i l i t y  of our  approach beyond t h e  domain of  
BTPS w i l l  be  inves t iga ted .  For example, i n  [Jarke  19821 we  show t h e  
usefulness  of  t i m e  concepts ,  i n p u t  and output  management mechanisms i n  
an opera t iona l  l e v e l  dec i s ion  suppor t  system. On t h e  o t h e r  hand, t h e  
purpose of these  s e r v i c e s  i s  q u i t e - d i f f e r e n t  from those i n  BTPS, and 
i n  genera l ,  many BTPS requirements (e.g., t ime l iness ,  a c c o u n t a b i l i t y )  
do n o t  p lay  a major r o l e  i n  o t h e r  system types while o t h e r s  (e.g., 
f l e x i b l e  u s e r  i n t e r f a c e s )  may be more important i n  those than i n  BTPS. 
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