Introduction
To judge whether a certain economic variable follows an I(1) process or not is a very important issue but has also been controversial. If we regress an I(1) process, mistakenly thinking it to be an I(0) process, the result is meaningless since it becomes a spurious regression. Up to now, Dickey-Fuller test has been routinely used to test whether the data generating process (DGP) is I(1) or not. However, many economists reported that if the innovation is not white noise and has a variance break, the size of the Dickey-Fuller test can be severly distorted. For example, Leybourne et al. (1998) warned that the rejection rate of Dickey-Fuller test increases significantly when there exists a variance break in innovation. According to the simulation evidence in Kim et al. (2002) , the asymptotic size of nominal 0.05 level Dickey-Fuller tests is oversized to 0.4 when there is a relatively early decrease in innovation variance. Obviously, Dickey-Fuller test fails to control the size when there exists a break in innovation variance. Unfortunately, Sensier and van Dijk (2004) showed that there existed a volatility change in U.S. macroeconomic variables and they discussed the method to test this structural break. Fukuda (2007) also mentioned the variance break in the GDP data for the U.S., emphasizing the necessecity of correcting the problem caused by the variance break.
Many efforts were made to establish a method to detect the break point. Wichern et al. (1976) used the maximum likelihood estimation (MLE) to detect the unknown break point of first order autoregressive (AR(1)) process while Hsu (1977) suggested a method to test whether there exists a break point in an independent and normally distributed random variable. Inclán (1993) suggested a method to find the variance break point in a time series using Bayesian method. Many attempts were made as well to construct a unit root test that is robust to a variance break. Phillips and Peron (1988) suggested a unit root test using the nonparametric estimation method.
However, it is known to have a severe size distortion when the sample size is small.
According to Kim et al. (2000) , the presence of a break causes spurious rejections by Perron tests. Kim et al. (2002) suggested a unit root test (hereafter called the Leybourne-Kim-Newbold test) that is robust to a single variance break by first finding a break point with the quasi MLE or the least squares (LS) method and correcting this variance break by using the feasible generalized least squares method (FGLS).
This Leybourne-Kim-Newbold test controls the size well and it is also very powerful.
Nevertheless, it has a weak point : it can only be used when innovation has just one variance break.
Up to now, unit root test correcting the variance break by using the wild bootstrap
has not yet been introduced. In this paper, we suggest a unit root test by making use of the wild bootstrap method. Through simulation experiments, we show that this wild bootstrapped unit root test has nice size and power properties. Particularly, we take much interest in how the wild bootstrapped unit root test performs when there exist multiple breaks in innovation variance. This demonstrates how the wild bootstrapped unit root test can complement the weak points of the existing unit root tests such as the Dickey-Fuller test and Leybourne-Kim-Newbold test. To investigate the suitability of applying the wild bootstrapped unit root test for not only the case of a single variance break but also the case of multiple number of variance breaks as well, we simulate under the DGP with a single variance break and multiple variance breaks.
In addition, we consider the case when there exists a conditional heteroskedasticity in innovation of I(1) process.
In section 2 of the paper, we will discuss the basic model for conducting unit root tests in the presence of a single or multiple breaks in its innovation variance. We will also demonstrate the procedure of conducting Leybourne-Kim-Newbold test when there is a single variance break. Section 3 of the paper discusses the wild bootstrap method and its application to unit root tests. Lastly, we assess the size and power of the wild bootstrapped unit root test and compare them with those of Dickey-Fuller test and Leybourne-Kim-Newbold test.
Unit root tests
Let {y t : t = 1, 2, · · ·, T } be generated from an AR(1) process defined by
where {η t : t = 1, 2, · · ·, T } is generated from the independent and identically distributed standard normal distribution, denoted by IIN(0, 1). Practically, this true DGP (1) is unknown. For that reason, we need to estimate the DGP with a given data set {y t : t = 1, 2, · · ·, T }. We construct the model as the following:
E(u t ) = 0 E(u t u s ) = 0 for all t 6 = s where 4 represents the difference operator. Our interest is in testing the null hypothesis H 0 : β = 0 against the alternative hypothesis H a : β 6 = 0. If we reject the null H 0 : β = 0, then we conclude that {y t : t = 1, 2, · · ·, T } does not have a unit root. In other words, it is not an I(1) process. Naturally, it is plausible to use a unit root test that controls the size well in order to avoid making a type I error. 
where 0 < τ < 1. 
where 
i , E( t s ) = 0 for all t 6 = s. The weighted bootstrap DGP originally proposed by Wu (1986) is the following:
whereβ is the OLS estimator of β,ˆ i is the i th residual, 
be defined as 
Monte Carlo Simulation
For simulation experiments, the DGP is defined by (1) with y 0 = 0. Once we obtain data {y t : t = 1, 2, · · ·, T } by the DGP (1), we implement the standard Dickey-Fuller test and Leybourne-Kim-Newbold test described in section 2 to conduct unit root tests. For wild bootstrapped unit root test, we follow the procedure demonstrated in section 3 previously. With the GAUSS programming language, we perform Monte Carlo simulations to obtain and compare empirical sizes and powers of these three unit root tests. We choose the sample size T ∈ {50, 100} to investigate the small sample properties for each test. Additionally, we may extend the sample size T ∈ {500, 1000} to examine how empirical sizes converge in large samples. For our convenience, let us
for a single variance break case as (3) and
for a multiple variance break case as (4). We normalize σ 1 = 1 so that we can control the degree of variance shift δ by only using numerators. The nominal size is 5% while the empirical size of each test is calculated through 1000 replications. The number of bootstrap m is fixed to 1000 for all the simulation experiments of wild bootstrapped unit root test.
Single Variance Break
In this subsection, we consider the DGP (1) 
Multiple Variance Break
Now, let us examine the case of multiple variance breaks as in (4) . We consider the DGP (1) by choosing n = 2 and n = 3 in (4) Table 6 that the size of Dickey-Fuller test is distributed widely from 7.3% to 47%.
It obviously over-rejects the null hypothesis of random walk for small sample size T ∈ {50, 100}. This shows that there exists a severe size distortion when implementing Dickey-Fuller test in the presence of double variance breaks. Likewise, LeybourneKim-Newbold test over-rejects the null for small sample size T ∈ {50, 100} when the variance after the first break increases (i.e. δ 1 > 1). As shown in Table 7 . According to Table 8 , the empirical size of wild bootstrapped unit root test may also be larger than the nominal size under certain conditions. In other words, when the variance decreases after the first break point (i.e. δ 1 < 1) and the sample size is as small as T = 50, wild bootstrapped unit root test may over-reject the null.
Even so, we notice that the empirical size of wild bootstrapped unit root test is more stable than that of Leybourne-Kim-Newbold test for the sample size T = 50.
Moreover, as the sample size increases to T = 100 or T = 500, we can verify that the size of wild bootstrapped unit root test becomes much more accurate. The size of wild bootstrapped unit root test in the presence of double variance breaks ranges from 4.6% to 6.7% and from 3.9% to 6.2% for T = 100 and T = 500, respectively.
Unlike the Leybourne-Kim-Newbold test, the spurious rejection problem for the wild bootstrapped unit root test is restricted only for the sample size as small as T = 50.
As the sample size T increases, over-rejection problem for the wild bootstrapped unit root test is corrected. It can be concluded from when the sample size T = 50. However, Table 10 . On the other hand, it can be seen from Table 12 that the size of wild bootstrapped unit root test is between 4.8% and 6.8% for any T ∈ {50, 100, 500}. 
Conditional Heteroskedasticity
In this subsection, we now consider the DGP (1) in the presence of conditional heteroskedasticity given by (5) . Obviously, θ represents the magnitude of heteroskedasticity. We choose θ ∈ {0, 10, 20, 50}. If θ = 0, there exists no heteroskedasticity in innovation.
Sizes of Dickey-Fuller test, Leybourne-Kim-Newbold test and wild bootstrapped unit root test in the presence of conditional heteroskedasticity (5) are shown in Table   14 . Interestingly, all three unit root tests control the size considerably well. Just to compare the case when the sample size T = 100, sizes range from 4.7% to 5.5%, 4.4% to 5.8% and 5.1% to 6.2% for Dickey-Fuller test, Leybourne-Kim-Newbold test and wild bootstrapped unit root test, respectively. It can be concluded from Table 14 that conditional heteroskedasticity as in (5) does not induce any size distortion of a unit root test. However, the difference in powers of these three tests is notable. The powers of all three unit root tests in the presence of conditional heteroskedasticity (5) are presented in Table 15 . For every value of ρ and θ, the power of wild bootstrapped unit root test is the highest among the three unit root tests. Particularly when the sample size T = 50, the power of wild bootstrapped unit root test for some (ρ, θ) is more than twice as high as that of Dickey-Fuller test or Leybourne-Kim-Newbold test.
By comparing Table 14 and 15, we can even verify that Leybourne-Kim-Newbold test may become a biased test when T = 50 and θ ∈ {10, 50}. 5 Therefore, when there exists conditional heteroskedasticity as (5), the result of wild bootstrapped unit root test is the most reliable among the three unit root tests considered above.
Conclusion
We have seen that standard Dickey-Fuller test over-rejects the null hypothesis of random walk when there exist one or more breaks in innovation variance. LeybourneKim-Newbold test has been proposed to correctly test for unit roots in the presence of a single variance break. However, the size of Leybourne-Kim-Newbold test is distorted when there exist more than one variance break. For this reason, we propose a unit root test applying the wild bootstrap method that performs well even when there exist multiple breaks in innovation variance. Simulation evidence indicates that the wild bootstrapped unit root test has good size and power properties regardless of the number of variance breaks presented. 5 See the case of ρ = 0.9. Table 12 . Empirical size of nominal 5% level wild bootstrapped unit root test with three variance breaks 
