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08 CLOˆTURE INTE´GRALE DES
IDE´AUX ET E´QUISINGULARITE´
par Monique LEJEUNE-JALABERT et Bernard TEISSIER
Avec un appendice de Jean-Jacques RISLER
English summary
This text has two parts. The first one is the essentially unmodified text
of our 1973-74 seminar on integral dependence in complex analytic geometry at
the Ecole Polytechnique with J-J. Risler’s appendix on the  Lojasiewicz exponents
in the real-analytic framework. The second part is a short survey of more recent
results directly related to the content of the seminar.
The first part begins with the definition and elementary properties of the ν¯ order
function associated to an ideal I of a reduced analytic algebra A. Denoting by
νI(x) the largest power of I containing the element x ∈ A, one defines ν¯I(x) =
limi→∞νI(x
k)/k. The second paragraph is devoted to the equivalent definitions
of the integral closure of an ideal in complex analytic geometry, one of them
being I = {x ∈ A/ν¯I(x) ≥ 1}. The third paragraph describes the normalized
blowing-up of an ideal and the fourth explains how to compute ν¯I(x) with the
help of the normalized blowing-up of the ideal I. It contains the basic finiteness
results of the seminar, such as the rationality of ν¯I(x) (which had been proved by
Nagata in algebraic geometry, a fact of which we were not aware at the time), the
definitions of the fractional powers of coherent sheaves of ideals and the proof of
their coherency. Given a coherent sheaf I of OX -ideals on a reduced analytic space
X one can define for each open set U of X and f ∈ Γ(U,OX) the number ν¯UI (f)
as the infimum of the ν¯Iy (fy) for y ∈ U .
Then one defines for each positive real number ν the sheaf Iν (resp. Iν+)
associated to the presheaf
U 7→ {f ∈ Γ(U,OX)/ν¯UI (f) ≥ ν}
(resp.
U 7→ {f ∈ Γ(U,OX)/ν¯UI (f) > ν}).
Finally one has the graded OX/I-algebra
grIOX =
⊕
ν∈R0
Iν/Iν+.
One important result is then that this algebra is locally finitely generated and that
locally there is a universal denominator q in the sense that all nonzero homogeneous
components of the graded algebra have degree in 1qN.
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In § 5 it is shown that one can compute ν¯ using analytic arcs h: (C, 0) →
(X, x), and §6 shows that  Lojasiewicz exponents are the inverses of ν¯, which
implies that they are rational.
Risler’s appendix shows how to use blowing-ups to compute  Lojasiewicz
exponents and prove their rationality in the real analytic case.
The complements, added for this publication, point to some developments
directly related to the subject of the seminar:
The first one is the proof in the spirit of the seminar of the classical
 Lojasiewicz inequality |grad(f(z))| ≥ C1|f(z)|θ with θ < 1.
Then we point to later work which shows that in fact given an ideal I and
an element f ∈ A the rational number ν¯I(f) can be seen as the slope of one of
the sides of a natural Newton polygon associated to I and f , which is in several
ways a better indicator of the relations of the powers of f with the powers of I
and has some useful incarnations. The third complement points to results of Izumi
using ν¯ to characterize the Gabrielov rank condition for a morphism of analytic
algebras, the fourth is a presentation of a generalization due to Ciupercˇa, Enescu
and Spiroff of the rationality of ν¯ to the case of several ideals, where it becomes
the rationality of a certain polyhedral cone.
The fifth comment presents the connection of ν¯ with the type of ideals, which
was introduced by D’Angelo in complex analysis and used recently by Heier for the
proof of an effective Nullstellensatz. In the middle 1980’s, A. P loski, J. Chadzyn´ski
and T. Krasin´ski found methods of evaluation for the local and global  Lojasiewicz
exponents in inequalities of the form |P (z)| ≥ C|z|θ where either P = (P1, . . . , Pk)
is a collection of analytic functions on Cn having an isolated zero at the origin
and the inequality should be true for |z| small enough, or P is a collection of
polynomials with finitely many common zeroes and the inequality should be true
for |z| large enough. The results on the type are of the same nature, because it
follows from the seminar that the type is in fact a  Lojasiewicz exponent.
The sixth comment points to results of Morales and others about the Hilbert
function associated to the integrally closed powers In of a primary ideal in an
excellent local ring and the associated graded algebra.
Finally we point to two different but not unrelated uses of what is in fact
the main object of study in the seminar: the reduced graded ring grIA defined and
studied in §4. In [T5] the second author uses the fact that for the local algebra
O of a plane analytic branch the algebra grmO is the algebra of the semigroup
associated to the singularity and is a complete intersection (a result due to the
first author) to revisit the local moduli problem. The key is that the local analytic
algebra O of every plane branch in the same equisingularity class has the same
grmO because it has the same semigroup, so that the branch is a deformation of
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the monomial curve corresponding to that algebra. In [Kn], Allen Knutson uses
the same specialization to the ”balanced normal cone” corresponding to grIA in
intersection theory.
Each paragraph has its own bibliography. Unfortunately at the time of the seminar
we were unaware of the beautiful results of Samuel, Rees and Nagata (see [Sa],
[N], [R1], [R2], [R3] in the bibliography of the complements), of which it appears a
posteriori that some parts of the seminar are translations into the complex analytic
framework. The demand for this text over the years, however, and the fact that
some mathematicians are led to rediscover some of its results, indicate that its
publication is probably of some use.
Pre´ambule
Ceci est le texte du se´minaire tenu a` l’Ecole Polytechnique en 1973-74,
re´dige´ presque aussitoˆt et paru comme pre´publication de l’Institut Fourier, auquel
nous avons ajoute´ a` la fin quelques indications sur des re´sultats plus re´cents qui
sont en rapport direct avec le texte et une bibliographie comple´mentaire. Chaque
paragraphe a par ailleurs sa propre bibliographie.
Introduction
La motivation originelle des re´sultats du chapitre I venait d’une
de´monstration du the´ore`me de “continuite´ du contact” de Hironaka, point
important de sa de´monstration de la re´solution des singularite´s des espaces
analytiques complexes.
Il s’est ave´re´ que ces re´sultats e´taient aussi fort utiles dans l’e´tude des
proble`mes d’e´quisingularite´, et c’est cela qui a e´te´ expose´ dans la seconde partie
du se´minaire qui sera re´dige´e ulte´rieurement. Une des ide´es essentielles de ces ap-
plications se trouve d’ailleurs de´ja` au chapitre I, dans le lien entre ν¯ et l’exposant
de  Lojasiewicz, lien qui permet d’alge´briser des conditions de nature transcen-
dante dans certains cas, et en particulier d’appliquer a` l’e´tude de “conditions
d’incidences” du type conditions de Whitney la puissance de l’alge`bre. (Voir en
particulier Aste´risque n◦ 7–8, 1973).
Signalons pour terminer qu’a` l’e´poque du se´minaire nous ignorions
l’existence des travaux de Samuel (Some asymptotic properties of powers of
ideals, Annals of Math., Series 2, t. 56) et de Nagata (Note on a paper of Samuel,
Mem. Call. of Sciences Univ. of Kyoto, t. 30, 1956–1957) ou` la rationalite´ de ν¯
en ge´ome´trie alge´brique est de´montre´e par une me´thode qui est essentiellement
celle donne´e ici au §4. Ces articles nous ont e´te´ signale´s par L. Szpiro ; nous
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l’en remercions. Apre`s re´flexion, il nous a semble´ que notre travail d’e´tude
syste´matique de la filtration par le ν¯ et de ses proprie´te´s de finitude en ge´ome´trie
analytique complexe, pre´cisait suffisamment les re´sultats de Samuel et Nagata,
et en montrait des applications assez nouvelles, pour pre´senter un certain inte´reˆt
par lui-meˆme.
0. Fonction d’ordre, gradue´ associe´. De´finition de ν¯
Tous les anneaux conside´re´s ici sont unitaires et commutatifs et les homo-
morphismes d’anneaux transforment l’e´le´ment unite´ en l’e´le´ment unite´.
Z de´signe l’anneau des entiers relatifs, N les entiers non ne´gatifs, R le corps
des re´els, R0 les re´els non ne´gatifs, R+ les re´els positifs et R0 = R0 ∪∞.
0.1. Quelques rappels.
0.1.1. De´finition. — SoitA un anneau. Soit µ : A→ R0 une application.
On dit que c’est une fonction d’ordre, si elle ve´rifie les proprie´te´s suivantes pour
tout (x, y) ∈ A×A :
i) µ(x + y) ≥ inf (µ(x), µ(y))
ii) µ(x · y) ≥ µ(x) + µ(y)
iii) µ(0) =∞ µ(1) = 0.
(Pour donner un sens pre´cis a` ces conditions, on utilise les conventions
habituelles sur le symbole∞, a` savoir :∞ est le seul e´le´ment deR0 a` eˆtre supe´rieur
a` tout d ∈ R0, ∞+ d = d+∞ =∞ pour tout d ∈ R0).
0.1.2. De´finition. — Soit A un anneau. On appelle filtration (de´crois-
sante) sur A, une suite de´croissante (Ad)d∈R0 de sous-groupes de A ve´rifiant :
i) Ad ·Ae ⊂ Ad+e pour d ∈ R0, e ∈ R0
ii) A0 = A
iii) Il existe d ∈ R+ tel que Ad 6= A.
A est alors dit filtre´.
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0.1.3. Remarques. — Si µ est une fonction d’ordre, on a toujours µ(x) =
µ(−x), et si µ(x) < µ(y), µ(x+ y) = µ(x).
Si A est un anneau filtre´, Ad est un ide´al de A pour tout d ∈ R0 et pour
tout d ∈ R+, Ad 6= A.
0.1.4. Remarque. — Il y a e´quivalence entre les notions de fonction d’ordre
et d’anneau filtre´.
La fonction d’ordre e´tant donne´e, on de´finit
Ad = {x ∈ A : µ(x) ≥ d}, d ∈ R0 .
Re´ciproquement, la filtration e´tant donne´e, on pose :
µ(x) = {supd : x ∈ Ad} .
0.1.5. — Dans ces conditions, on pose
d(x, y) = e−µ(x−y) pour x, y dans A .
On ve´rifie que :
• d(x, x) = 0
• d(x, y) = d(y, x)
• d(x, y) ≤ sup(d(x, z), d(z, y))
d est donc un e´cart ultrame´trique sur A, invariant par les translations et Ad =
{x, d(0, x) ≤ e−d}. La topologie de´finie par d est compatible avec la structure
d’anneau de A. C’est celle pour laquelle les Ad constituent un syste`me fondamen-
tal de voisinages de 0 dans A. On obtiendrait d’ailleurs la meˆme topologie en
choisissant comme syste`me fondamental de voisinages de 0 les Ad ou` d parcourt
N. A admet alors un se´pare´ comple´te´ Â qui a lui-meˆme une structure d’anneau
topologique filtre´ et on sait que le morphisme canonique i : A → Â est une in-
jection si et seulement si A est se´pare´. Ceci a lieu si et seulement si l’une des
conditions suivantes est satisfaite :
• µ(x) =∞⇒ x = 0
• ⋂
d∈R0
Ad = {0}.
0.1.6. De´finition. — Soient A un anneau et G une A-alge`bre. On dit
que G est une A-alge`bre gradue´e si l’on s’est donne´ une de´composition :
G =
⊕
d∈R0
Gd
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ou`
1) Gd est un A-module pour d ∈ R0
2) G0 = A
3) Gd1 ·Gd2 ⊂ Gd1+d2 pour d1, d2 dans R0.
On appelle Gd la composante homoge`ne de degre´ d de G.
0.1.7. — Soient A un anneau et µ une fonction d’ordre. On pose
Ad(resp. A
+
d ) = {x ∈ A µ(x) ≥ d(resp. > d)}, d ∈ R0
grA = ⊕d∈R0Ad/A+d
est une A/A+0 -alge`bre gradue´e.
0.1.8. — La construction de 0.1.7 est fonctorielle.
0.1.9. Un exemple fondamental. — Soient A un anneau, I un ide´al de A
ne contenant pas 1, et conside´rons la suite de´croissante d’ide´aux de A, (In)n∈N.
Par convention I◦ = A. C’est la filtration I-adique de A. Pour eˆtre cohe´rent avec
0.1.2, nous poserons naturellement pour d re´el non ne´gatif quelconque
Id = In(d)
ou` n(d) est le plus petit entier supe´rieur ou e´gal a` d.
Dans ce cas particulier, nous noterons la fonction d’ordre νI . Ainsi :
νI(x) = sup{n : n ∈ N, x ∈ In}
et elle est en fait a` valeur entie`re. Quant au gradue´ associe´, nous le noterons grI A.
Soit x un e´le´ment de A tel que νI(x) ∈ R0. On note inI(x) l’image canonique
de x dans la composante homoge`ne de degre´ νI(x) de grI A. Si A est un anneau
nœthe´rien et si I est contenu dans le radical de A, la topologie I-adique sur A est
se´pare´e [1]. De plus Â est un A-module fide`lement plat [1].
Par exemple si A = C{x1, . . . , xr; y1, . . . , ys} est l’anneau de se´ries con-
vergentes a` r + s variables et si I = (y1, . . . , ys), Â s’identifie a` C{x1, . . . , xr}
[[y1, . . . , y0]] anneau de se´ries formelles a` s variables sur C{x1, . . . , xr} et grI A
s’identifie a` C{x1, . . . , xr} [y1, . . . , ys] anneau de polynoˆmes a` s variables sur
C{x1, . . . , xn}.
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0.1.10. — De meˆme si J est un ide´al de A, on pose :
νI(J) = {supn : n ∈ N, J ⊂ In} .
On a e´videmment
νI(J) = inf
x∈J
νI(x)
et si (x1, . . . , xn) est un syste`me de ge´ne´rateurs de J
νI(J) = inf
i=1···n
νI(xi) .
0.2. Une autre fonction d’ordre ν¯. Quelques proprie´te´s ge´ne´rales.
Revenons a` l’exemple 0.1.9. A e´tant un anneau et I un ide´al de A, grI A a
en ge´ne´ral des e´le´ments nilpotents. Ceci vient du fait qu’on peut tre`s bien avoir
νI(x
k) > kνI(x) avec k entier positif. Par exemple si A = C{x, y}/x2 − y3 et si
I = (x, y), on a
et
grI A = C[X,Y ]/X
2
νI(x
2) = 3 > 2νI(x) = 2 .
0.2.1. Lemme. — Soient A un anneau, I un ide´al de A ne contenant pas
1. Soit J un ide´al de A. La suite
uk =
νI(J
k)
k
, k ∈ N
est convergente dans R0.
De´monstration. — Soit u¯(resp. u) la limite supe´rieure (resp. infe´rieure) de
la suite uk. Il s’agit de montrer que u = u¯. Si u = ∞ ou u¯ = 0, c’est clair. Nous
supposerons donc u fini et u¯ > 0. Par de´finition,
∗ ∀ε > 0, ∀i ∈ N, ∃j ≥ i : uj ≤ u+ ε
∗∗ ∀ε > 0, ∀i ∈ N, ∃j ≥ i : uj ≥ u¯− ε (si u¯ <∞)
∗ ∗ ∗ ∀N ∈ N, ∀i ∈ N, ∃j ≥ i : uj ≥ N (si u¯ =∞) .
Fixons un ε > 0 (et si u¯ = ∞ un N) et choisissons un indice i assez
grand pour que 1i <
ε
u¯−ε (resp.
ε
N ). D’apre`s ** (resp. ***) il existe j ≥ i tel que
uj > u¯− ε(resp.N) et d’apre`s *, il existe k ≥ ji tel que uk < u+ ε.
Divisons k par j, k = jℓ+ q ou` q < j. On a alors
u+ ε >
νI(J
jℓ+q)
jℓ+ q
≥ ℓνI(J
j)
ℓj + q
=
νI(J
j)
j
(1− q
k
) ≥ (u¯− ε)(1− 1
i
) ≥ u¯− 2ε
(
resp.N(1− 1i ) ≥ N − ε
)
.
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Nous avons ainsi montre´ que pour tout ε > 0, u + ε ≥ u¯ − 2ε (resp. pour
tout ε > 0 et tout N , u+ ε ≥ N − ε) et donc u = u¯.
0.2.2. Remarque. — La suite (uk)k∈N n’est pas croissante en ge´ne´ral. Ne´an-
moins si on fixe i la sous-suite (uin)n∈N est croissante. Ceci montre que :
lim
k→∞
(uk) = sup
k∈N
uk .
0.2.3. De´finition. — Soient A un anneau et I un ide´al de A ne contenant
pas 1. Soient x un e´le´ment de A et J un ide´al de A. On pose
ν¯I(x) = lim
k→∞
νI(x
k)/k
ν¯I(J) = lim
k→∞
νI(J
k)/k .
0.2.4. Un exemple. — Limite de rationnels, ν¯I(x) n’est pas en ge´ne´ral un
rationnel comme le montre l’exemple suivant :
Soit A l’alge`bre du mono¨ıde additif R0, c’est-a`-dire l’anneau de polynoˆme
a` une variable X a` cœfficients dans Z dont les exposants prennent leurs valeurs
dans R0. Soit I l’ide´al engendre´ par X
ν¯I(X
λ) = λ alors que νI(X
λ) = [λ]
ou` [] de´signe la partie entie`re.
0.2.5. Proposition. — Si (x1, . . . , xm) est un syste`me de ge´ne´rateurs
de J ,
ν¯I(J) = inf
1≤i≤m
ν¯I(xi) .
De´monstration. — Tout d’abord, il est clair que ν¯I(J) ≤ inf ν¯I(xi). En
effet xki ∈ Jk, k ∈ N, donc νI(Jk) ≤ νI(xki ).
Re´ciproquement Jk e´tant engendre´ par les xa11 · · ·xamm tels que a1+· · ·+am =
k,
νI(J
k) = inf
Σai=k
νI(x
a1
1 · · ·xamm ) .
Fixons un ε > 0 et soit k′0 le plus petit entier tel que pour tout k > k
′
0 on
ait, pour tout 1 ≤ i ≤ m,
ν¯I(xi)− ε ≤ νI(x
k
i )
k
.
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Soit k0 = mk
′
0 et posons N = sup
1≤i≤m,a≤k′0
[aν¯I(xi)− νI(xai )]. On a :
νI(x
a1
1 · · ·xamm ) ≥
∑
1≤i≤m
νI(x
ai
i ) =
∑
ai>k′0
νI(x
ai
i ) +
∑
ai≤k′0
νI(x
ai
i ) .
(Si a1 + · · ·+ am = k > k0, la 1e`re sommation n’est certainement pas vide).
Donc :
νI(x
a1
1 · · ·xamm ) ≥
∑
ai>k′0
(
aiν¯I(xi)− aiε
)
+
∑
ai≤k′0
(
aiν¯I(xi)−N
)
.
Or puisque a1 + · · ·+ am = k, on a
∑
ai>k′0
ai ≤ k. Ainsi
νI(x
a1
1 · · ·xamm ) ≥
∑
1≤i≤m
aiν¯I(xi)− εk −mN ≥ k( inf
1≤i≤m
ν¯I(xi)− ε)−mN .
Finalement νI(J
k) ≥ k[ inf
1≤i≤m
ν¯I(xi)− ε− mNk
]
. Faisant tendre k vers l’infini, N
ne de´pendant que de ε, il vient
ν¯I(J) ≥ inf
1≤i≤m
ν¯I(xi)− ε
et ceci e´tant vrai pour tout ε, ν¯I(J) ≥ inf
1≤i≤m
ν¯I(xi).
0.2.6. Corollaire. — ν¯I est une fonction d’ordre.
De´monstration. — Soient x, y dans A et soit J l’ide´al engendre´ par x et y.
Alors ν¯I(J) = inf
(
ν¯I(x), ν¯I(y)
)
. Mais x + y ∈ J . Donc ν¯I(x + y) ≥ ν¯I(J). C’est
i). D’autre part νI(x
k · yk) ≥ νI(xk) + νI(yk). Ceci donne ii). Finalement puisque
νI(0) =∞, a fortiori ν¯I(0) = ∞. De plus, puisque 1 /∈ I, νI(1) = 0. Mais 1k = 1.
Donc ν¯I(1) = 0.
0.2.7. Remarque. — Si x est un e´le´ment nilpotent de A, ν¯I(x) =∞. On a
en fait le re´sultat plus pre´cis suivant :
0.2.8. Proposition. — Soient A un anneau, N son nilradical. Soient I
un ide´al de A ne contenant pas 1, J un ide´al de A. Soient A1 = A/N , I1, J1 les
images respectives de I, J . Si J est de type fini, alors
ν¯I(J) = ν¯I1(J1) .
De´monstration. — Soit (x1, . . . , xm) un syste`me de ge´ne´rateurs de J .
D’apre`s 2.5, ν¯I(J) = inf
1≤i≤m
ν¯I(xi) et ν¯I1(J1) = inf
1≤i≤m
ν¯I1 (cl ximodN). Il
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suffit donc de montrer que si y est un e´le´ment de A, y1 son image dans A1,
ν¯I(y) = ν¯I1(y1). Il est clair que ν¯I(y) ≤ ν¯I1(y1). D’autre part si νI1(yk1 ) = ν(k),
alors yk ∈ Iν(k) +N ou encore yk = zk + uk ou` νI(zk) ≥ ν(k) et uk ∈ N .
Soit i le plus petit entier tel que ui+1k = 0.
Pout tout n ∈ N, on a
ykn = znk +
(
n
1
)
zn−1k uk + · · ·
(
n− i
i
)
zn−ik u
i
k,
νI(y
kn) ≥ (n− i)ν(k) .
Faisons tendre n vers l’infini en laissant k fixe.
Or
lim
n→∞
νI(y
kn)
n
= ν¯I(y
k) ≥ lim
n→∞
n− i
n
· ν(k) = ν(k).
ν¯I(y
k) = kν¯I(y) et ν¯I(y) ≥ ν(k)
k
.
Faisant maintenant tendre k vers l’infini, on obtient ν¯I(y) ≥ ν¯I1(y1).
0.2.9. Proposition. — On a :
ν¯I(J
k) = kν¯I(J) k ∈ N
ν¯Ik(J) =
1
k
ν¯I(J) k ∈ N.
De´monstration. — La premie`re assertion est une conse´quence imme´diate
de 0.2.3. D’autre part k · νIk(Jn) ≤ νI(Jn) et donc ν¯Ik(J) ≤ 1k ν¯I(J). Soit ν(n) =
νI(J
n). Divisant ν(n) par k, on obtient ν(n) = qk + r ou` 0 ≤ r < k et νIk(Jn) ≥
q = ν(n)−rk ≥ ν(n)−k+1k . Faisant tendre n vers l’infini, on obtient
ν¯Ik(J) ≥
1
k
lim
n→∞
ν(n)
n
=
1
k
· ν¯I(J) .
0.2.10. Proposition. — Soit A un anneau nœthe´rien re´duit et soit A le
normalise´ de A. Soit I un ide´al de A ne contenant pas 1, J un ide´al. On pose
J ′ = JA, I ′ = IA.
Si A est un A-module de type fini (par exemple si A est un anneau local
excellent), ν¯I(J) = ν¯I′(J
′).
De´monstration. — Comme ci-dessus, ν¯I(J) ≤ ν¯I′(J ′) est imme´diat.
D’apre`s Artin-Rees, A e´tant nœthe´rien et A fini sur A, il existe n0 ∈ N tel que si
n ≥ n0
I ′n ∩A = In−n0 · (I ′n0 ∩ A).
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Soit ν(n) = νI′(J
′n)
Jn ⊂ J ′n ∩A ⊂ I ′ν(n) ∩ A ⊂ Iν(n)−n0
νI(J
n)
n
≥ ν(n)− n0
n
et ν¯I(J) ≥ ν¯′I(J ′) .
0.2.11. Notations. — Soient A un anneau, I un ide´al ne contenant pas 1.
ν¯I la fonction d’ordre correspondante. On note grIA l’anneau gradue´ obtenu par
la construction de 0.1.7.
Soit x un e´le´ment de A tel que ν¯I(x) ∈ R0. On note inIx (ou inx
lorsqu’aucune confusion n’est possible) l’image canonique de x dans la com-
posante homoge`ne de degre´ ν¯I(x) de grIA. C’est un e´le´ment non nul.
Soit J un ide´al de A non inclus dans A∞ = {x ∈ A ν¯I(x) = ∞}. On
note inI(J,A) l’ide´al de grIA engendre´ par les inIx pour x parcourant I tels que
ν¯I(x) ∈ R0.
0.2.12. Remarques. — grIA est un anneau re´duit. Il existe un homomor-
phisme canonique (d’alge`bres gradue´es)
τ : grI A −→ grIA
dont le noyau est le nilradical de grI A. C’est un isomorphisme si et seulement si
grI A est un anneau re´duit.
Il suffit de remarquer que tout e´le´ment homoge`ne non nul de grIA est de
la forme inIx et que (inIx)
k = inI · xk 6= 0 car ν¯I(xk) = kν¯I(x). De meˆme tout
e´le´ment homoge`ne non nul de grI A est de la forme inI x et τ(inI x) = inIx ou 0
selon que ν¯I(x) = νI(x) ou ν¯I(x) > νI(x). Cette dernie`re condition signifie qu’il
existe k tel que νI(x
k) > kν¯I(x) ou encore (inI x)
k = 0. Si maintenant grI A est
re´duit, on a toujours ν¯I(x) = νI(x).
0.2.13. — Soient A un anneau, I, J des ide´aux tels que 1 /∈ I+J . La suite
0 −→
√
inI(J,A) −→ grIA α−→ grI/JA/JZ
est exacte. (On prendra garde a` ne pas ajouter un 0 a` droite).
De´monstration. — Soit H = inIx un e´le´ment homoge`ne non nul de degre´
ν¯ de grIA. H ∈ kerα si et seulement si ν¯I/J(xmod J) > ν¯. Ceci se produit encore
si et seulement s’il existe k ∈ N tel que
νI/J(x
kmod J) > kν¯
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ou encore xk = y + z ou` νI(y) > kν¯ et z ∈ J . Or,
ν¯I(x
k) = kν¯, ν¯I(y) > kν¯; ν¯I(z) = kν¯
et
inIx
k = (inIx)
k = inIz ∈ inI(J,A) .
Re´fe´rences
[1] Bourbaki n. — Alge`bre commutative, chapitres 3 et 4, Hermann.
1. La notion de cloˆture inte´grale d’un ide´al
Dans tout ce paragraphe, A est un anneau commutatif et unitaire et I un
ide´al propre.
1.1. De´finition. — On dit qu’un e´le´ment f ∈ A est entier sur I (ou
satisfait une relation de de´pendance inte´grale) s’il existe une relation :
(1.1.1) fk + a1f
k−1 + · · ·+ ak = 0
ou` ai ∈ A et νI(ai) ≥ i, i.e. , ai ∈ Ii pour i = 1 · · · k.
1.2. Notation. — Soit A[T ] l’anneau de polynoˆme a` une inde´termine´e T
sur A. On note P(I) le sous-anneau ⊕
n∈N
InT n de A[T ].
Le lemme suivant relie la notion de de´pendance inte´grale sur un ide´al, avec
la notion classique de de´pendance inte´grale sur un anneau.
1.3. Lemme. — L’e´le´ment f est entier sur I si et seulement si fT est
entier sur l’anneau P(I) au sens usuel ([4], Vol.1, chap. V).
De´monstration. — Soit fk + a1f
k−1 + · · · + ak = 0, ai ∈ Ii, une relation
de de´pendance inte´grale de f sur I. Alors :
(fT )k + (a1T )(fT )
k−1 + · · ·+ (akT k) = 0
est une relation de de´pendance inte´grale de fT sur P(I).
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Re´ciproquement, soit
(fT )k + b1(fT )
k−1 + · · ·+ bk = 0, bi ∈ P(I)
une relation de de´pendance inte´grale de fT sur P(I).
On en de´duit, en annulant les termes de degre´ k dans A[T ], la relation de
de´pendance inte´grale de f sur I cherche´e.
1.4. Corollaire-De´finition. — L’ensemble des e´le´ments f de A entiers
sur I est un ide´al qu’on appelle la cloˆture inte´grale de I dans A et qu’on note I.
On dit que I est inte´gralement clos si I = I.
De´monstration. — Il suffit de voir que si f et g sont entiers sur I, f+g l’est
aussi. Or la fermeture inte´grale de P(I) dans A[T ] est un sous-anneau de A[T ].
1.5. Lemme. — Si I et J sont des ide´aux de A, tels que I ⊂ J , alors
I ⊂ J .
C’est e´vident d’apre`s 1.1.
1.6. Lemme. — I ⊂ I ⊂ √I. En particulier si I est un ide´al e´gal a` sa
racine, I est inte´gralement clos. (On se gardera de croire que les puissances de I
sont alors e´galement des ide´aux inte´gralement clos.)
De´monstration. — 1.1. montre que si f est entier sur I, fk ∈ I.
1.7. Lemme. — La fermeture inte´grale de P(I) dans A[T ] est ⊕
n∈N
InT n.
De´monstration. — Tout d’abord [1] p. 30, la fermeture inte´grale de P(I)
dans A[T ] est un sous-anneau gradue´ de A[T ]. Il suffit donc d’en de´terminer les
composantes homoge`nes. Comme en 1.3, si fT n est entier sur P(I), la relation de
de´pendance inte´grale :
(fT n)k +Σbi(fT
n)k−i = 0, bi ∈ P(I)
fournit, en annulant les termes de degre´ nk dans A[T ], la relation de de´pendance
inte´grale de f sur In cherche´e.
1.8. Corollaire.
i) (I)n ⊂ In
ii) I · In ⊂ In+1
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iii)
=
I = I.
De´monstration.
i) La fermeture inte´grale de P(I) dans A[T ] est une sous-alge`bre de A[T ]
contenant IT . Elle contient donc ⊕(I)nT n.
ii) La fermeture inte´grale de P(I) dans A[T ] est une sous-alge`bre de A[T ]
contenant I · T et InT n. Elle contient donc I · InT n+1.
iii) Soit maintenant f entier sur I. Alors d’apre`s 1.3. fT est entier sur P(I)
qui est une sous-alge`bre de ⊕
n∈N
InT n et est de ce fait entie`re sur P(I).
1.9. Proposition. — f est entier sur I, si et seulement s’il existe un
A-module de type fini M tel que :
i) fM ⊂ I ·M
ii) Si aM = 0, il existe k ≥ 0 tel que afk = 0.
De´monstration. — Supposons f entier sur I et conside´rons une relation de
de´pendance inte´grale (1.1.1) satisfaite par f . Soit I0 un ide´al de type fini de A
inclus dans I tel que νI0(ai) ≥ i, i = 1, . . . , k. Alors fk ∈ I0 · (I0 + fA)k−1 et donc
(I0 + fA)
k ⊂ I0 · (I0 + fA)k−1. Ainsi, nous pouvons choisir M = (I0 + fA)k−1.
Le A-module M est de type fini et posse`de la proprie´te´ i). D’autre part, si a(I0 +
fA)k−1 = 0, alors afk ∈ aI0 · (I0 + fA)k−1 = 0.
Re´ciproquement, soient m1, . . . ,ms des ge´ne´rateurs de M . i) nous fournit
un syste`me line´aire :
fmi =
∑
j=1,...,s
bijmj , i = 1, . . . , s ou` bij ∈ I, i, j = 1, . . . , s
et pour tout i = 1, . . . , s, on a :∣∣∣∣∣∣∣
b11 − f b12 · · · b1s
...
...
bs1 · · · · · · bss − f
∣∣∣∣∣∣∣mi = 0 .
Le de´terminant annule doncM . ii) nous permet d’obtenir la relation de de´pendance
inte´grale cherche´e.
1.10. Remarque. — Si I est de type fini et contient un e´le´ment non diviseur
de 0, la condition ii) de 1.9 peut eˆtre remplace´e par :
ii’) M est un A-module fide`le (aM = 0⇔ a = 0).
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En effet d’une part ii’) entraˆıne ii). D’autre part, si f est entier sur I, on peut
choisir M = (I + fA)k−1, qui est un A-module fide`le puisqu’il contient l’e´le´ment
non diviseur de 0 de I.
1.11. Corollaire. — Soient I et J des ide´aux de A. Alors :
I · J ⊂ I · J .
De´monstration. — Il suffit de montrer que si f ∈ I et g ∈ J alors fg ∈
I · J . Comme dans le de´but de la de´monstration de 1.9, choisissons pour modules
ve´rifiant les conditions i) et ii) de 1.9 relativement a` f et g des ide´aux M et N de
type fini de A. Et, soit R = MN . R est un ide´al de type fini de A. De plus :
i) fgR = fgMN = fM · gN ⊂ IJMN = IJR
ii) Si aR = 0, de´signant par m1, . . . ,ms un syste`me de ge´ne´rateurs de M
on obtient que amiN = 0, i = 1, . . . , s. Il existe donc ki, i = 1, . . . , s, tels que
amig
ki = 0 et si k = supki, ag
kM = 0. Il existe alors ℓ, tel que agkf ℓ = 0 et
a(fg)sup k,ℓ = 0.
1.12. Lemme. — Soient A un anneau normal (*) et f un e´le´ment non
diviseur de ze´ro dans A ; alors fA est un ide´al inte´gralement clos.
De´monstration. — Soit g entier sur fA. Une relation (1.1.1) s’e´crit :
gk + b1fg
k−1 + · · ·+ bkfk = 0 .
L’e´le´ment g/f de TotA est donc entier sur A. Ainsi, il appartient en fait a` A et g
appartient a` fA.
1.13. Lemme. — Soit A un anneau nœthe´rien. Pour un ide´al I de A, les
conditions suivantes sont e´quivalentes :
i) ⊕
n∈N
InT n[resp. ⊕
n∈N
(I)nT n] est un ⊕
n∈N
InT n-module de type fini.
ii) Il existe un entier N tel que si n ≥ N on ait l’e´galite´ I · In = In+1
[resp. I · (I)n = (I)n+1].
De´monstration. — i) ⇒ ii). Soit E1, . . . , Es un syste`me de ge´ne´rateurs de
⊕InT n. On peut supposer les Ei homoge`nes. Posons ni = degEi, i = 1, . . . , s ; et
(*) un anneau est dit normal s’il est re´duit et inte´gralement clos dans son anneau
total de fractions.
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N = supni. Soit n ≥ N et soit f ∈ In+1. Alors :
fT n+1 =
s∑
i=1
AiEi Ai ∈ ⊕IkT k
et on peut supposer que Ai est homoge`ne de degre´ n+ 1− ni. Ceci entraˆıne que :
f ∈
s∑
i=1
In+1−niIni ⊂ I.In
en utilisant (1.8, ii)).
ii) ⇒ i): L’hypothe`se permet d’e´crire que :
⊕n∈NIn = ⊕n≤NIn + INP(I),
resp:
⊕n∈N(I)n = ⊕n≤N(I)n + (I)NP(I).
L’anneau A e´tant nœthe´rien, chaque In (resp. (I)n) est donc un A-module de
type fini et a fortiori un P(I)-module de type fini. ⊕
n∈N
InT n (resp. ⊕
n∈N
(I)nT n)
est donc lui-meˆme un P(I)-module de type fini.
1.14. Proposition. — Soient A un anneau excellent re´duit (*) et I un
ide´al contenant un e´le´ment non diviseur de ze´ro dans A. Alors il existe un entier
N tel que si n ≥ N
1) I · In = In+1
2) I · (I)n = (I)n+1 .
De´monstration. — A e´tant un anneau nœthe´rien, les assertions 1) et 2) sont
respectivement e´quivalentes a` 1’) ⊕
n∈N
InT n est un P(I)-module de type fini et 2’)
P(I) est un P(I)-module de type fini; voir (1.13). De plus, P(I) e´tant alors lui-
meˆme un anneau nœthe´rien, d’apre`s 1.8 i), 1’) entraˆıne 2’). En effet, ⊕
n∈N
(I)nT n
est un sous P(I)-module de ⊕
n∈N
InT n, il est donc lui-meˆme de type fini si ce
dernier l’est. On remarque aussi que P(I) a meˆme anneau total de fractions que
A[T ]. En effet, si H ∈ A[T ] et si g est l’e´le´ment de I non diviseur de ze´ro dans
A, gdegH · H ∈ P(I). Par suite si F (T )G(T ) ∈ TotA[T ], F (T )G(T ) = g
mF (T )
gmG(T ) ∈ TotP(I)
si m ≥ sup(degF, degG). Utilisant maintenant que A est excellent, la fermeture
inte´grale ⊕
n∈N
InT n de P(I), (qui est une A-alge`bre de type fini) dans son anneau
(*) Voir [2] pour la notion d’anneau excellent. Un anneau local complet est un
anneau excellent, de meˆme que les anneaux locaux de la ge´ome´trie analytique.
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total de fractions n’est donc rien d’autre que sa fermeture inte´grale dans l’anneau
total de fractions de A[T ], et est un P(I)-module de type fini d’apre`s [2], 2e partie,
7.8.
1.15. Proposition. — Soit f un e´le´ment entier sur I. Alors ν¯I(f) ≥ 1.
De´monstration. — Soit fk+a1f
k−1+ · · ·+ak = 0, νI(ai) ≥ i, i = 1, . . . , k,
une relation de de´pendance inte´grale de f sur I. ν¯I e´tant une fonction d’ordre :
ν¯I(f
k) = kν¯I(f) ≥ inf
i=1···k
ν¯I(ai) + ν¯I(f
k−i) = inf
i=1···s
ν¯I(ai) + (k − i)ν¯I(f) .
Or ν¯I(ai) ≥ νI(ai) ≥ i. On en de´duit que :
kν¯I(f) ≥ inf
i=1···k
i+ (k − i)ν¯I(f) .
Soit i0 l’indice re´alisant cet inf
kν¯I(f) ≥ i0 + (k − i0)ν¯I(f) .
Ceci montre que ν¯I(f) ≥ 1.
1.16. Corollaire. — Si J est un ide´al de type fini et si J ⊂ I, alors
ν¯I(J) ≥ 1.
De´monstration. — En effet si x1, . . . , xn est un syste`me de ge´ne´rateurs de
J , on sait que ν¯I(J) = inf
1≤i≤n
ν¯I(xi).
1.17. Remarque. — Nous montrerons la re´ciproque de 1.15 si A est une
alge`bre analytique locale ou un anneau local complet ou le localise´ d’une C-alge`bre
de type fini.
1.18. Proposition. — Soit A un anneau local nœthe´rien. Si I1 et I2 sont
deux ide´aux primaires pour l’ide´al maximal de A ayant meˆme cloˆture inte´grale, ils
ont meˆme multiplicite´.
De´monstration. — Supposons d’abord I2 ⊂ I1. Alors d’apre`s 1.16,
ν¯I1(I2) ≥ 1. Choisissons ε > 0. Il existe N tel que si n ≥ N
νI1(I
n
2 ) ≥ n(1− ε) .
Soit m le plus petit entier supe´rieur ou e´gal a` n(1− ε). On a
νI1(I
n
2 ) ≥ m et In2 ⊂ Im1 .
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De la de´finition de la multiplicite´ d’un ide´al primaire, on de´duit imme´diatement
que, de´signant par e(I2)
(
resp. e(I1)
)
la multiplicite´ de I2 (resp. I1) et d la dimen-
sion de A
et que
e(In2 ) = n
de(I2) ≥ mde(I1) = e(Im1 )
e(I2)
e(I1)
≥ (m
n
)d .
Or n(1− ε) ≤ m. Par suite :
e(I2)
e(I1)
≥ (1− ε)d .
Ceci e´tant vrai pour tout ε > 0, e(I2) ≥ e(I1). On obtient l’ine´galite´ oppose´e en
utilisant I1 ⊂ I2.
1.19. Remarque. — Si A est une alge`bre analytique locale e´qui-
dimensionnelle, D. Rees [3] a montre´ que re´ciproquement si I1 et I2 sont
des ide´aux primaires pour l’ide´al maximal ayant meˆme multiplicite´ et tels que
I1 ⊂ I2, alors I1 et I2 ont meˆme cloˆture inte´grale.
Re´fe´rences
[1] Bourbaki n. — Alge`bre commutative. Chapitres 5 et 6, Hermann.
[2] Grothendieck a. — E´le´ments de ge´ome´trie alge´brique, IV, Publications
de l’IHES, PUF.
[3] Rees d. — a-transforms of local rings and a theorem on multiplicities of
ideals, Proceedings Camb. Philos., 57, 1, 8–17.
[4] Zariski o. et Samuel p. — Commutative algebra, Vol.I, Chap. V et Vol.
II Appendice 4 Van Nostrand,.
2. Les avatars de la cloˆture inte´grale d’un
ide´al en ge´ome´trie analytique complexe
Les anneaux qui vont nous inte´resser maintenant sont les C-alge`bres ana-
lytiques locales i.e. , celles obtenues comme quotient d’un anneau de se´ries con-
vergentes C{x1, . . . , xn}. Nous nous pre´parons a` de´crire la filtration associe´e a` la
fonction d’ordre ν¯I . Nous emploierons syste´matiquement le langage ge´ome´trique.
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2.1. The´ore`me. — Soient X un espace analytique complexe re´duit, Y un
sous-espace analytique ferme´ rare de X , x un point de Y . Soit I l’ide´al cohe´rent
de OX de´finissant Y . Soit J un OX -ide´al cohe´rent. Soit I(resp. J) le germe de
I(resp.J ) en x. Soit I la cloˆture inte´grale de I dans OX,x. Les conditions suivantes
sont e´quivalentes :
i) J ⊂ I.
ii) ν¯I(J) ≥ 1.
iii) Soit D le disque unite´ du plan complexe (D = {t ∈ C, |t| < 1}). Pour
tout germe de morphisme h : (D, 0)→ (X, x)
h∗J · OD,0 ⊂ h∗I · OD,0 .
iv) Pour tout morphisme π : X ′ → X tel que 1) π soit propre et surjectif, 2)
X ′ soit un espace analytique normal, 3) I · OX′ soit un OX′ -module inversible, il
existe un ouvert U de X contenant x tel que :
J · OX′|π−1(U) ⊂ I · OX′|π−1(U) .
v) Il existe un OX -ide´al cohe´rent K dont le support est rare dans X tel que
si π : X˜ → X est l’e´clatement de K, il existe un ouvert U de X contenant x tel
que :
J · O
X˜|π−1(U)
⊂ I · O
X˜|π−1(U)
.
vi) Soit V un voisinage de x sur lequel J et I sont engendre´s par leurs
sections globales. Pour tout syste`me de ge´ne´rateurs g1, . . . , gm de Γ(V, I) et tout
e´le´ment f de Γ(V,J ), on peut trouver un voisinage V ′ de x et une constante C
tels que :
|f(y)| ≤ C sup
i=1,...,m
|gi(y)|, pour tout y ∈ V ′ .
Avant de donner la de´monstration de ce the´ore`me, nous allons e´noncer et
de´montrer quelques lemmes que nous aurons a` utiliser.
2.1.1. Lemme. — Soit A un anneau local nœthe´rien, I = (g1, . . . , gp) un
ide´al 6= 0 de A qui est principal. Alors I est engendre´ par l’un des gi.
De´monstration. — Soit g un ge´ne´rateur de I. Il existe a1, . . . , ap et
b1, . . . , bp dans A tels que :
gi = aig, i = 1, . . . , p et g =
∑
i=1,...,p
bigi .
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Alors :
g
(
1−
∑
i=1,...,p
aibi
)
= 0 .
Il s’agit de voir que l’un des ai au moins est une unite´ dans A. S’il n’en e´tait pas
ainsi, 1− ∑
i=1,...,p
aibi serait une unite´ et g serait nul.
2.1.2. Lemme. — Soient A un anneau nœthe´rien de caracte´ristique 0, I
un ide´al contenant au moins un e´le´ment non diviseur de ze´ro. Alors I admet un
syste`me de ge´ne´rateurs forme´s d’e´le´ments non diviseurs de ze´ro.
De´monstration. — Soit h1 l’e´le´ment de I non diviseur de ze´ro et soit
(h1, . . . , hn) un syste`me de ge´ne´rateurs de I. Supposons que h1, . . . , hk soient non
diviseurs de ze´ro. Nous allons montrer que nous pouvons modifier hk+1.
Conside´rons :
gs = hk+1 + shk, s ∈ N .
On sait qu’un anneau nœthe´rien posse`de un nombre fini d’ide´aux premiers mini-
maux et qu’un e´le´ment est diviseur de ze´ro si et seulement s’il appartient a` l’un
d’entre eux. A e´tant de caracte´ristique 0, si tous les gs, s ∈ N, e´taient diviseurs
de ze´ro, d’apre`s le principe des tiroirs, on pourrait de´terminer 2 entiers s1 et s2 et
un ide´al premier minimal P tels que gs1 et gs2 appartiennent a` P . On en de´duirait
que (s1 − s2)hk et donc hk lui-meˆme est dans P , ce qui est impossible puisque hk
est non diviseur de ze´ro. Il existe donc s0 ∈ N tel que gs0 = hk+1 + s0hk est non
diviseur de ze´ro. On remplace hk+1 par gs0 et l’on construit ainsi par re´currence
le syste`me de ge´ne´rateurs de´sire´.
2.1.3. Lemme. — Soient X un espace analytique re´duit et x un point de
X . On suppose que X est normal au voisinage de x. Soit f un germe de fonction
me´romorphe, non holomorphe, au voisinage de x. Alors il existe un germe de
morphisme h : (D, 0) → (X, x) ou` D de´signe le disque unite´ du plan complexe
tel que f ◦ h soit un germe de fonction me´romorphe, non holomorphe, a` l’origine
de D.
De´monstration. — Soit π : X˜ → X une re´solution des singularite´s de X .
f ◦ π est un germe de fonction me´romorphe au voisinage de π−1(x) et il existe
un point x˜ ∈ π−1(x) tel que f ◦ π ne soit pas holomorphe au voisinage de x˜. En
effet s’il n’en e´tait pas ainsi, f ◦ π serait borne´e sur un voisinage de π−1(x) et π
e´tant propre, f elle-meˆme serait borne´e au voisinage de x. X e´tant normal en x, f
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me´romorphe et borne´e serait holomorphe. Nous sommes donc ramene´s a` montrer
2.1.3 en supposant en plus que X est non singulier au voisinage de x. L’anneau
local de X en x est alors factoriel et le germe de fonction me´romorphe f conside´re´
a un repre´sentant pq ou` p et q sont holomorphes au voisinage de x sans facteurs
irre´ductibles en commun. L’ensemble des ze´ros de q contient donc une hypersurface
H au voisinage de x non contenue entie`rement dans l’ensemble des ze´ros de p. On
peut alors trouver un germe de courbe irre´ductible (en ge´ne´ral singulier en x) Γ tel
que Γ soit contenu dans H et non dans les ze´ros de p. La normalisation de Γ nous
fournit un germe de morphisme h˜ : (D, 0) → (X, x) tel que, identifiant OD,0 a`
C{t} anneau des se´ries convergentes a` une variable et de´signant par v la valuation
naturelle sur C{t},
v(p ◦ h˜) = α et v(q ◦ h˜) =∞ .
Nous allons montrer que modifiant h˜ par des termes en t d’ordre assez grand on
peut trouver h : (D, 0)→ (X, x) tel que :
v(p ◦ h) = α et v(q ◦ h) = β, β > α .
En effet soit (x1, . . . , xn) un syste`me de coordonne´es sur X au voisinage de x et
posons h˜i(t) = xi ◦ h˜. Alors,
p
(
h˜1(t) + t
N , h˜2(t), . . . , h˜n(t)
)− p(h˜1(t), . . . , h˜n(t)) = tNR(t) ou` R ∈ C{t},(∗)
q
(
h˜1(t) + t
N , h˜2(t), . . . , h˜n(t)
)− q(h˜1(t), . . . , h˜n(t)) = tNS(t) ou` S ∈ C{t}.(∗∗)
Si donc N > α, on de´duit de (∗) que v
(
p
(
h˜1(t) + t
N , h˜2(t), . . . , h˜n(t)
))
= α et
de (∗∗) que v
(
q
(
h˜1(t) + t
N , h˜2(t), . . . , h˜n(t)
)) ≥ N > α. On peut donc choisir
h1(t) = h˜1(t) + t
α+1, hi(t) = h˜i(t), i ≥ 2.
De´monstration du the´ore`me 2.1. — Il suffit de montrer 2.1 si J est princi-
pal. Notons f son ge´ne´rateur.
i) ⇒ ii) Voir proposition 1.15.
ii) ⇒ iii) Soit ϕ : OX,x → C{t} le morphisme associe´ a` h et soit v la
valuation naturelle sur C{t}. Il s’agit de voir que ϕ(f) ∈ I ·C{t}. Or, il existe un
entier m ≥ 1 tel que I ·C{t} = tm ·C{t} et il suffit en fait que :
v
(
ϕ(f)
) ≥ m .
Mais ν¯I·C{t}
(
ϕ(f)
) ≥ ν¯I(f) ≥ 1 d’apre`s la de´finition de ν¯ et on a vu que :
ν¯I·C{t}
(
ϕ(f)
)
= ν¯tm·C{t}
(
ϕ(f)
)
=
1
m
ν¯t·C{t}
(
ϕ(f)
)
=
1
m
v
(
ϕ(f)
)
.
iii) ⇒ iv) Nous utilisons ici le lemme 2.1.3. Le morphisme π e´tant propre,
il s’agit en fait de montrer que pour tout x′ ∈ π−1(x)
f · OX′,x′ ∈ I · OX′,x′ .
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Supposons qu’il n’en soit pas ainsi en x′. Soit g un ge´ne´rateur de I ·OX′,x′ . D’apre`s
l’hypothe`se 3), g est non diviseur de ze´ro et fg est un e´le´ment de TotOX′,x′ qui
n’est pas dans OX′,x′ .
Il existe alors un germe de morphisme h′ : (D, 0) → (X ′, x′) tel que, v
de´signant la valuation naturelle sur C{t}, si ϕ′ : OX′,x′ → C{t} est le morphisme
associe´ a` h′, on ait v
(
ϕ′(f)
)
< v
(
ϕ′(g)
)
<∞.
Nous obtenons la contradiction cherche´e avec le morphisme h = π ◦ h′ :
(D, 0)→ (X, x).
iv) ⇒ v) Soit π : X ′ → X l’e´clatement normalise´ de Y . Y e´tant rare
dans X , π satisfait les conditions 1), 2) et 3) de iv). Or, e´tant donne´ un espace
analytique X re´duit, il existe un ide´al cohe´rent sur cet espace dont l’e´clatement
est la normalisation de X . De plus, le compose´ de 2 e´clatements est un e´clatement
(non canoniquement).
v) ⇒ i) L’ide´al K de´finissant un sous espace rare dans X , en tout point
son germe contient un e´le´ment non diviseur de ze´ro. Utilisant le lemme 2.1.2 et
la cohe´rence de K on peut supposer que U est assez petit pour que K|U soit
engendre´ par un nombre fini de sections globales g1, . . . , gm sur U , chaque gi e´tant
non diviseur de ze´ro. On peut supposer e´galement que U est assez petit pour que
I|U soit engendre´ par ses sections globales. Alors π−1(U) est recouvert par un
nombre fini d’ouverts Vi tels que :
X˜ |Vi ≃ SpecanOX|U
[g1
gi
, . . . ,
gˆi
gi
, . . . ,
gm
gi
]
.
(On utilise ici la convention habituelle, l’e´le´ment sous le ∧ est omis). Sur chaque
ouvert Vi, f s’exprime donc polynomialement en fonction des gk/gi, k 6= i. K
de´signant le germe en x de K, on de´termine un entier ni ≥ 1 tel que :
f · gnii ∈ I ·Kni .
Posons n =
∑
i=1,...,m
ni et soit fg
α1
1 · · · gαnn . Si α1 + · · ·+ αn ≥ n, il existe certaine-
ment i0 tel que αi0 ≥ ni0 . On peut alors e´crire que :
fgα11 · · · gαnn = fgni0i0 · g
αi0−ni0
i0
∏
j 6=i0
g
αj
j ∈ I ·Kni0Kn−ni0 = IKn .
Ceci montre que :
f ·Kn ⊂ I ·Kn .
K contenant un e´le´ment de OX,x non diviseur de ze´ro, Kn est un OX,x-module
de type fini fide`le. D’apre`s 1.10, ceci suffit a` assurer que f ∈ I.
iv) ↔ vi) Soit g1, . . . , gm un syste`me de ge´ne´rateurs de I forme´ d’e´le´ments
non diviseurs de ze´ro. Le morphisme π e´tant propre, on peut recouvrir π−1(x) par
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un nombre fini d’ouverts Vα relativement compacts sur chacun desquels un des gi
engendre I ·OX′ (lemme 2.1.1). Le morphisme π π e´tant surjectif, la condition vi)
est satisfaite si et seulement si sur chaque Vα le quotient
|f◦π|
sup |gi◦π|
est borne´. Or
si g1 est le ge´ne´rateur de I · OX′ sur Vα, cette dernie`re fonction est borne´e, si et
seulement si |f◦π||g1◦π| l’est. Mais en tout point y de Vα, le germe de g1 est non diviseur
de ze´ro dans OX′,y et par conse´quent f◦πg1◦π induit un e´le´ment de TotOX′,y et X ′
e´tant un espace normal, on sait que le fait que cet e´le´ment soit borne´ e´quivaut au
fait que f◦πg1◦π appartient a` OX′,y pour tout y de Vα, i.e. , f · OX′|Vα ∈ I · OX′|Vα .
2.2. Corollaire. — Meˆmes hypothe`ses qu’au the´ore`me 2.1. Soit k un
entier ≥ 1. Les conditions suivantes sont e´quivalentes :
i) J ⊂ Ik.
ii) ν¯I(J) ≥ k.
De´monstration. — C’est imme´diat puisque ν¯Ik(J) =
1
k ν¯I(J).
2.3. Corollaire. — Meˆmes hypothe`ses qu’au the´ore`me 2.1. Les condi-
tions suivantes sont e´quivalentes :
i) ν¯I(f) =∞.
ii) f = 0.
De´monstration. — Il suffit de montrer que i)⇒ ii). Or, dire que ν¯I(f) =∞
signifie que ν¯I(f) ≥ k pour tout entier k. D’apre`s 2.2, ceci entraˆıne que :
f ∈ ∩k∈NIk .
De plus, d’apre`s 1.14, puisque une alge`bre analytique locale est un anneau excellent
il existe N tel que si k ≥ N , Ik = Ik−N · IN . Ceci entraˆıne que :
f ∈ ∩k≥N Ik−N = 0 .
2.4. Corollaire. — Meˆmes hypothe`ses qu’au the´ore`me 2.1. La topologie
de OX,x associe´e a` la fonction d’ordre ν¯I est la topologie I-adique.
De´monstration. — D’apre`s 2.2, la topologie de OX,x associe´e a` la fonction
d’ordre ν¯I est la topologie associe´e a` la filtration de OX,x par les ide´aux Ik. Cette
filtration est I-bonne d’apre`s 1.14. Elle de´finit donc la topologie I-adique [1] § 3.
23
2.5. Corollaire. — Meˆmes hypothe`ses qu’au the´ore`me 2.1. Soit k ∈ N.
Si ν¯Ix(f) ≥ k, il existe un voisinage U de x dans X tel que ν¯Iy(f) ≥ k pour tout
y ∈ U .
De´monstration. — D’apre`s 2.2, f ve´rifie une relation de de´pendance inte´-
grale :
fk +Σaif
k−i = 0, νIx(ai) ≥ ik .
Il existe un voisinage U de x dans X tel que νIy (ai) ≥ ik, si y ∈ U . Ceci montre
que fy ∈ Iky et donc, toujours d’apre`s 2.2 que ν¯Iy(f) ≥ k, si y ∈ U .
2.6. The´ore`me. — Soit X un espace analytique complexe re´duit, Y un
sous-espace analytique ferme´ rare de X , I l’ide´al cohe´rent de OX de´finissant Y . Il
existe un OX -ide´al cohe´rent note´ I tel que pour tout point y de X :
(I)y = Iy = {f ∈ OX,y, ν¯Iy(f) ≥ 1} .
On l’appelle la cloˆture inte´grale de I.
De´monstration. — Soit I l’ide´al de OX dont les sections sur un ouvert
quelconque U de X sont donne´es par :
Γ(U, I) = {f ∈ Γ(U,OX) : ν¯Iy (f) ≥ 1, ∀y ∈ U} .
Il est imme´diat que I ainsi de´fini est un faisceau d’ide´aux de OX et que, d’apre`s
2.5, son germe en y est Iy. Montrons que c’est un ide´al cohe´rent. Soit π : X ′ →
X l’e´clatement normalise´ de I. On a le diagramme (dans la cate´gorie des OX -
modules)
I −→ π∗(π∗I) −→ π∗(IOX′)y y
OX −−−−−−−−−−−−→ π∗(OX ′)
Les fle`ches dispose´es aux 4 coˆte´s du carre´ sont des injections. En effet, X est
re´duit et π surjectif, et π∗ est exact a` gauche. L’e´quivalence de i), iv) et v) dans
2.1 montre que :
I = π∗(IOX′) ∩OX .
Mais d’apre`s le the´ore`me de Grauert, l’image directe d’un module cohe´rent en est
un et l’intersection de 2 sous-modules cohe´rents d’un module cohe´rent est lui-meˆme
un module cohe´rent.
2.7. Corollaire. — Les hypothe`ses sont celles du the´ore`me 2.6. Soit
k ∈ N. Il existe un OX -ide´al cohe´rent note´ Ik tel que pour tout y ∈ X
(Ik)y = Iky = {f ∈ OX,y, ν¯Iy (f) ≥ k} .
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De´monstration. — C’est la cloˆture inte´grale de Ik.
2.8. Proposition. — Les hypothe`ses sont celles du the´ore`me 2.6. ⊕
n∈N
In
est une OX -alge`bre de pre´sentation finie. ⊕
n∈N
In est un ⊕
n∈N
In-module de type
fini.
Nous allons d’abord montrer le lemme suivant dont nous aurons besoin dans
la de´monstration et dans la suite :
2.8.1. Lemme. — SoitK un polycylindre. Il existe un entierN (de´pendant
uniquement de K et de I) tel que si n ≥ N , n ∈ N, on a
Γ(K, In) = Γ(K, I)n−N · Γ(K, IN ) .
De´monstration. — 2.5 entraˆıne imme´diatement que pour tout polycylindre
K,
Γ(K, In) = {f ∈ Γ(K,OX); ν¯Iy(f) ≥ n, ∀y ∈ K} .
Soit K le OX -ide´al cohe´rent de´finissant un sous-espace rare dans X et dont
l’e´clatement est OX -isomorphe a` l’e´clatement normalise´ de I dans X . Soit x
un point de K et soit f1, . . . , fs un syste`me de ge´ne´rateurs de Inx . Puisque
ν¯Inx (fi) ≥ 1, d’apre`s 2.1 (voir la partie de la de´monstration v) ⇒ i), il existe
pi ∈ N tel que :
fiKpix ⊂ Inx · Kpix .
Soit px = sup pi
Inx · Kpxx ⊂ InxKpxx .
In, K et In e´tant cohe´rents, il existe Ux un voisinage de x tel que :
Iny · Kpxy ⊂ InyKpxy pour tout y ∈ Ux .
Le polycylindre K e´tant compact est recouvert par un nombre fini d’ouverts.
De´signons les Ux1 , . . . , Uxt et soit p = sup
i=1,...,t
pxi et U =
⋃
i=1,...,t
Uxi . L’ouvert
U est un voisinage de K dans X .
Iny · Kpy ⊂ Iny · Kpy, pour tout y ∈ U,
autrement dit
In|U · Kp|U ⊂ In|U · Kp|U.
D’apre`s [2] lemme 1.12 (c’est une conse´quence imme´diate du the´ore`me B), on a
Γ(K, In) · Γ(K,K)p ⊂ Γ(K, I)n · Γ(K,K)p .
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De plus, Γ(K,K)p est un module fide`le. En effet si a ∈ Γ(K,K) est tel que
aΓ(K,K) = 0, ceci entraˆıne que pour tout x de K, on ait axKx = 0. Le sup-
port du sous espace de´fini par K e´tant rare, Kx contient certainement un e´le´ment
non diviseur de ze´ro de OX,x. Ainsi ax = 0 pour tout x de K et a = 0.
D’apre`s 1.9, Γ(K, In) est donc contenu dans la cloˆture inte´grale de Γ(K, I)n.
Re´ciproquement, il est facile de voir que si g ∈ Γ(K,OX) est entier sur Γ(K, I)n,
alors g ∈ Γ(K, In), puisque la relation de de´pendance inte´grale dans Γ(K,OX)
gk +Σaig
k−i, ai ∈ Γ(K, I)ni
induit pour tout x de K, une relation de de´pendance inte´grale de gx sur Inx donc
que ν¯Ix(f) ≥ n. Nous avons donc montre´ finalement que Γ(K, In) est la cloˆture
inte´grale de Γ(K, I)n dans Γ(K,OX).
Appliquant maintenant le lemme 1.7, nous obtenons que ⊕
n∈N
Γ(K, In)T n est la
fermeture inte´grale de P(Γ(K, I)) dans Γ(K,OX)[T ]. L’anneau Γ(K,OX) e´tant
excellent, ⊕
n∈N
Γ(K, In) est un P(Γ(K, I))-module de type fini et d’apre`s 1.13, il
existe un entier N tel que si n ≥ N
Γ(K, I) · Γ(K, I)n = Γ(K, I)n+1
ou encore
Γ(K, I) · Γ(K, In) = Γ(K, In+1) .
De´monstration de 2.8. — Puisque ⊕
n∈N
Γ(K, In)( resp. ⊕
n∈N
Γ(K, In))
est canoniquement isomorphe a` ⊕
n∈N
Γ(K, In)T n ( resp.P(Γ(K, I))), le lemme
pre´ce´dent a montre´ que ⊕
n∈N
Γ(K, In) est un ⊕
n∈N
Γ(K, In)-module de type fini.
Ceci signifie qu’il existe un entier s et un morphisme surjectif, ⊕
n∈N
Γ(K, In)
line´aire :
(∗) ( ⊕
n∈N
Γ(K, In))s −→ ⊕
n∈N
Γ(K, In) .
Ceci permet de construire un morphisme de ⊕
n∈N
In|K-modules
( ⊕
n∈N
In|K)s −→ ⊕
n∈N
In|K
dont il s’agit de voir qu’il est surjectif. Pour qu’il en soit ainsi, il faut et il suffit
que pour tout x ∈ K, le morphisme
( ⊕
n∈N
Inx )s −→ ⊕
n∈N
Inx
le soit.
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Or, tensorisons (∗) au-dessus de Γ(K,OX) par OX,x.
⊕
n∈N
(
Γ(K, In)⊗Γ(K,OX) OX,x
)s −→ ⊕
n∈N
(
Γ(K, In))⊗Γ(K,OX) OX,x
est aussi surjectif. Mais In et In e´tant des OX -ide´aux cohe´rents et K e´tant un
polycylindre, le the´ore`me A nous dit justement que Γ(K, In) ⊗
Γ(K,OX)
OX,x = Inx
et que Γ(K, In) ⊗
Γ(K,OX)
OX,x = Inx .
L’alge`bre ⊕
n∈N
In est donc un ⊕
n∈N
In-module de type fini. La OX -alge`bre
⊕
n∈N
In e´tant elle meˆme de type fini (en tant qu’alge`bre), ceci entraˆıne a` son
tour que ⊕
n∈N
In est une OX -alge`bre de type fini. Puisque In est un OX -module
cohe´rent pour chaque n, ⊕
n∈N
In est une OX -alge`bre de pre´sentation finie.
Re´fe´rences
[1] Bourbaki n. — Alge`bre commutative, chapitres 3 et 4, Hermann.
[2] Frisch j. — Points de platitude d’un morphisme d’espaces analytiques
complexes, Inventiones 4 (), 118–138.
3. Cloˆture inte´grale d’un ide´al et e´clatement normalise´
3.1. Remarque. — Soit A un anneau nœthe´rien re´duit, A sa normalisation,
I un ide´al propre de A et soit J = I.A
Jn = {f ∈ A ve´rifiant une relation fk +
k∑
i=1
aif
k−i = 0, ai ∈ A, νI(ai) ≥ ni}.
De´monstration. — Il suffit de remarquer que la fermeture inte´grale de P(I)
dans A[T ] est aussi celle de P(J) dans A[T ]. En effet JT = I.AT est forme´
d’e´le´ments de A[T ] entiers sur P(I).
D’autre part, un calcul analogue a` celui de 1.7 montre que la fermeture
inte´grale de P(I) dans A[T ] est ⊕
n∈N
JnT
n ou` Jn = {f ∈ A ve´rifiant une relation
fk +Σaif
k−i = 0, ai ∈ A, νI(ai) ≥ ni}.
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Mais on sait aussi (1.7) que la fermeture inte´grale de P(J) dans A[T ] est
⊕JnT n.
3.2. Proposition. — Soient X un espace analytique complexe re´duit et
n : X → X le morphisme de normalisation. Soit Y un sous-espace analytique
ferme´ rare de X , W son image re´ciproque par n. Soit I (resp.J ) l’ide´al cohe´rent
de OX(resp.OX) de´finissant Y (resp.W ).
L’e´clatement normalise´ de Y est X-isomorphe au morphisme compose´
ProjanX ⊕n∈NJ n
π−→ X n−→ X
ou` π de´signe le morphisme structural.
De´monstration. — Posons Z = Projan ⊕
n∈N
J n et soit p : X ′ ≃
Projan ⊕
n∈N
In → X l’e´clatement de Y dans X . Par fonctorialite´ de la formation
du Projan, il existe q : Z → X ′ tel que q ◦ p = π ◦ n. On sait d’apre`s 2.8
que ⊕In est un ⊕In-module de type fini. Apre`s la remarque 3.1 le meˆme
raisonnement montre que ⊕J n est un ⊕In-module de type fini. De [1] expose´
19, on de´duit que le morphisme canonique Specan⊕J n → Specan⊕In est un
morphisme fini et a fortiori q. Soit N(X) l’ouvert des points normaux de X et soit
F = ∁N(X) ∪ |Y |. C’est un ferme´ analytique rare de X dont l’image re´ciproque
F ′ dans X ′ est e´galement un ferme´ rare et q induit un isomorphisme analytique
de Z − (π ◦ n)−1(F ) sur X ′ − p−1(F ).
Montrons maintenant que Z est un espace normal. Pour cela, il suffit que
CZ = Specan⊕J n le soit, i.e. , il suffit, que pour tout x deX, le germe en x de⊕J n
soit inte´gralement ferme´ dans son anneau total de fractions. Or posant J = Jx,
A = OX,x, nous avons de´ja` remarque´ (1.14) que ⊕JnT n (qui est canoniquement
isomorphe a` ⊕Jn) a meˆme anneau total de fractions que A[T ]. L’espace X × C
e´tant normal et l’anneau ⊕JnT n e´tant la fermeture inte´grale de P(J) dans A[T ], il
est inte´gralement clos. D’apre`s [1] expose´ 21, cor. 3, q : Z → X ′ est le morphisme
de normalisation de X ′.
3.3. Proposition. — Soit X un espace analytique complexe re´duit, Y un
sous-espace analytique ferme´ rare dont le support contient l’ensemble des points
non normaux de X . Soit I l’ide´al cohe´rent de OX de´finissant Y . L’e´clatement
normalise´ de Y est X-isomorphe au morphisme canonique
Projan ⊕
n∈N
In −→ X .
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De´monstration. — Soit C le conducteur de OX dans OX . Y contenant tous
les points non normaux de X ,
√I est contenu dans√C. Localement surX , il existe
donc un entier k tel que Ik ⊂ C. Soit, comme en 3.2, J l’ide´al cohe´rent de OX
de´finissant l’image re´ciproque W de Y dans X . Localement sur X , d’apre`s 2.8,
il existe un entier N tel que si n ≥ N , J n = J n−NJ N . Si donc n ≥ N + k
J n ⊂ C · J n−N−k · J N ⊂ OX ∩ J n = In d’apre`s 3.1.
Or (3.2), Projan⊕J n est isomorphe a` l’e´clatement normalise´ de Y et on sait
que pour tout entier d, Projan ⊕
n∈N
J n (resp.Projan ⊕
n∈N
In) est canoniquement
isomorphe a` Projan ⊕
n∈N
J nd (resp.Projan ⊕
n∈N
Ind). De plus, le terme de degre´ 0
dans les sommes directes est inessentiel.
On prendra garde que Specan ⊕
n∈N
In peut ne pas eˆtre un espace normal
comme le montre l’exemple suivant : soit X le cusp. Son anneau local est C{t2, t3}.
Soit I l’ide´al maximal. On ve´rifie que In = {Σaiti ∈ C{t}, ai = 0, i < 2n} si n ≥ 1.
Soit ϕ : C{t2, t3}[U, V ]→ ⊕
n∈N
In le morphisme gradue´ qui envoie U de degre´ 1 sur
t2 ∈ I et V de degre´ 1 sur t3. Le morphisme ϕ est surjectif. En effet, on remarque
que In = In. Il suffit donc que la composante homoge`ne de degre´ 1 de ϕ soit
surjective. Or t2 est l’image de U , t3 celle de V , t2n est l’image de t2(n−1)U , t2n+1
est l’image de t2(n−1)V . D’autre part kerϕ = (t3U − t2V ) et ⊕In n’est donc pas
normal puisque t = VU est un e´le´ment de son corps des fractions entier et ne lui
appartenant pas.
3.4. Proposition. — Les notations et hypothe`ses sont celles de 3.3. Pour
que l’e´clatement X ′ de Y soit un espace analytique normal, il faut et il suffit que
localement sur X , il existe un entier N tel que l’on ait In = In pour tout n ≥ N .
De´monstration. — Supposons X ′ normal. D’apre`s 2.8, pour tout x ∈ X , il
existe un voisinage U de x dans X et un entier N tel que :
3.4.1. — In+N |U = In|U · IN |U, n ∈ N.
D’autre part, l’e´clatement de IN e´tant canoniquement isomorphe a` celui
de I est e´galement un espace analytique normal et d’apre`s 2.1 iv) et v) quitte a`
restreindre U , on de´termine un entier k tel que :
3.4.2. — IN |U · INk|U = IN(k+1)|U .
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En effet, on peut choisir pour K et I, IN , et pour J , IN ; dans la
de´monstration de v)→i) on avait montre´ que localement il existe k ∈ N tel que
JKk ⊂ IKk. Remplac¸ons n par Nk dans 3.4.1 ; nous obtenons :
IN(k+1)|U = INk|U · IN |U .
Comparant avec 3.4.2, il vient :
IN(k+1)|U = IN(k+1)|U .
Soit M = N(k + 1), il suffit pour conclure de remarquer que si s ≥M
Is|U = Is−M |U · IM |U .
Re´ciproquement, on sait que pour tout entier d, l’e´clatement de I est isomorphe
a` Projan⊕
n
Ind et d’apre`s 3.3 que l’e´clatement normalise´ de I est isomorphe a`
Projan⊕In donc aussi a` Projan⊕Ind.
3.5. Remarque. — Les notations et hypothe`ses sont celles de 3.4. Si l’e´clate-
ment de I est un espace analytique normal, pour tout x de X , il existe un entier
Nx tel que pour tout f ∈ OX,x tel que νIx(f) ≥ Nx, νIx(f) est la partie entie`re
de ν¯Ix(f).
3.6. Avis. — Nous recherchons un contre-exemple a` la proposition 3.4 avec
N = 1. (X non re´duit s’abstenir).
Re´fe´rence
[1] Cartan h. — Familles d’espaces complexes et fondement de la ge´ome´trie
analytique, Se´minaire Henri Cartan, 13, 2,–.
4. ν¯ et e´clatement normalise´
4.0. — Dans ce paragraphe nous allons montrer comment l’on peut cal-
culer ν¯ apre`s e´clatement normalise´, et en de´duire d’importants re´sultats de fini-
tude, notamment la rationalite´ de ν¯, et le fait que les alge`bres gradue´es associe´es
a` la “filtration par le ν¯” sont de pre´sentation finie.
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4.1. Calcul de ν¯ dans l’e´clatement normalise´.
4.1.1. — Soient X un espace analytique complexe re´duit et I un OX -ide´al
cohe´rent tel que le support de OX/I soit rare dans X .
Soient π0 : X
′
0 → X l’e´clatement de X de´fini par I, et π : X ′ → X
l’e´clatement normalise´ de X de´fini par I, de´fini comme morphisme compose´ π :
X ′
n→ X ′0 π0→ X ou` n de´signe la normalisation de X ′0. On remarquera que, puisque
X est re´duit et suppOX/I rare dans X , l’espace X ′0 est re´duit et donc la normal-
isation a un sens.
4.1.2. — Ainsi, I · OX′ est un ide´al inversible dans l’espace normal X ′,
et pour tout ouvert U ⊂ X on peut de´finir un ensemble de fonctions d’ordre sur
l’anneau Γ(U,OX) comme suit :
Conside´rons les composantes irre´ductibles (Dα)α∈A(U) de D|U
(
= D ∩
π−1(U)
)
, ou` D est le diviseur exceptionnel de π, i.e. , le diviseur de X ′ de´fini
par I · OX′ .
Puisque X ′|U( = π−1(U)) est normal, pour chaque α ∈ A(U), il existe
un ouvert analytique dense Vα de Dα tel que, pour tout point x
′ ∈ Vα, X ′ et
Dred soient lisses en x
′. On peut alors choisir un syste`me de coordonne´es locales
(u, t1, . . . , tm) pour X
′ en x′ tel que :
i) OX′,x′ ≃ C{u, t1, . . . , tm}
ii) I · OX′,x′ = (ueα) ·C{u, t1, . . . , tm}, ou` eα ∈ N.
4.1.3. — Conside´rons maintenant f ∈ Γ(U,OX), et le sous-espace Zf de
X ′|U de´fini par l’ide´al f · OX′|U (= f ◦ π|U). Puisque D est un diviseur de X ′|U ,
et que X ′|U e´tant normal, d’apre`s le “hauptidealsatz”, si f · OX′|U ne s’annule
pas identiquement au voisinage d’un point x′ ∈ X ′|U , toutes les composantes
irre´ductibles de Zf sont de codimension pure 1 en ce point, nous pouvons trouver
un ouvert analytique Uα ⊂ Vα tel que, en tout point x′ ∈ Uα nous ayons :
ii)f : f · OX′,x′ = (umα) ·C{u, t1, . . . , tm}
ou` :
mα ∈ N, si |Dα| co¨ıncide ensemblistement avec une composante irre´ductible
de Zf ,
mα = 0, si dim(Dα ∩ Zf ) < dimDα,
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et l’on pose : mα = +∞ si f ◦ π s’annule identiquement au voisinage d’un point
de Vα, c’est-a`-dire en fait si Dα est contenu dans une composante irre´ductible de
X ′|U qui est contenue dans Zf .
4.1.4. — Puisque Dα est irre´ductible, Uα est connexe, et puisque les en-
tiers mα et eα que nous venons de de´finir sont clairement localement constants sur
Uα, ils sont en fait inde´pendants du choix de x
′ ∈ Uα.
4.1.5. Remarque. — Pour tout α ∈ A(U), l’application vα : Γ(U,OX) →
N ∪ {+∞} de´finie par vα(f) = mα satisfait :
01) vα(f + g) ≥ min
(
vα(f), vα(g)
)
02) vα(f · g) = vα(f) + vα(g)
vα est donc une fonction d’ordre.
On de´finit comme d’habitude vα(I) par un ide´al I de Γ(U,OX) par vα(I) =
inf
f∈I
vα(f), et l’on a alors :
eα = vα
(
Γ(U, I)) .
4.1.6. The´ore`me. — Soient X un espace analytique complexe re´duit, I
un OX -ide´al cohe´rent tel que suppOX/I soit rare dans X , et K un sous-ensemble
compact de X .
Il existe un voisinage ouvert U de K dans X tel que :
1) L’ensemble A(U) des composantes irre´ductibles du diviseur exceptionnel
de l’e´clatement normalise´ π|U : X ′|U → X |U de I est fini.
2) Pour tout f ∈ Γ(K,OX), il existe un voisinage ouvert U˜ de K dans X
contenu dans U et un prolongement f˜ de f a` U˜ tel que :
ν¯KI (f) = min
α∈A(U˜)
vα(f˜)
vα(I|U˜)
.
(Notations de 4.1.5 : vα(I|U˜ ) = vα
(
Γ(U˜ , I)) ou` l’on a pose´ par de´finition : ν¯KI (f) =
inf
x∈K
ν¯xI (f)).
Avant la de´monstration, donnons le
4.1.7. Corollaire. — Il existe un entier q = q(K, y), que nous ap-
pellerons “de´nominateur universel” tel que pour tout ouvert V contenant K, et
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tout f ∈ Γ(V,OX), on ait
ν¯KI (f) ∈
1
q
N ∪ {+∞} .
En particulier, ν¯KI (f), s’il est fini, est un nombre rationnel. (On peut prendre
pour q le p.p.c.m. des vα(I|U)).
La de´monstration du the´ore`me 4.1.6 repose sur la proposition suivante.
4.1.8. Proposition. — Soient X un espace analytique normal, de´nom-
brable a` l’infini, I un OX -ide´al inversible et f ∈ Γ(X,OX). Notons D le diviseur de
Cartier de´fini par I etD = ⋃
α∈A
Dα sa de´composition en composantes irre´ductibles.
Une condition ne´cessaire et suffisante pour que fx ∈ Ix pour tout x ∈ X est que
pour tout α ∈ A, il existe un point xα ∈ Dα tel que fxα ∈ Ixα .
De´monstration. — La condition est e´videmment ne´cessaire, montrons
qu’elle est suffisante. Notons ϕ ∈ Γ(X,MX) la fonction me´romorphe I−1 · f .
Nous appellerons sous-espace-polaire de ϕ, le sous-espace analytique ferme´ Pϕ de
X associe´ a` l’ide´al cohe´rent Pϕ de OX de´fini par
Γ(U,Pϕ) = {h ∈ Γ(U,OX) : h · (ϕ|U) ∈ Γ(U,OX) .
Il est clair que Pϕ ⊂ D et que fx ∈ Ix si et seulement si x /∈ Pϕ. Le germe en
tout point x ∈ X de Pϕ est soit vide, soit de codimension 1. (Il contient une
composante irre´ductible de codimension 1). En effet, e´crivons la de´composition
primaire de Pϕ,x dans OX,x
Pϕ,x = q1 ∩ · · · ∩ qk .
Supposons qu’aucun des
√
qi ne soit de hauteur 1. Alors, pour tout ide´al premier
p de hauteur 1, il existe h ∈ Pϕ,x tel que h /∈ p. Sinon Pϕ,x ⊂ p et puisque p
est de hauteur 1, il doit co¨ıncider avec
√
qi pour au moins un i = 1 · · · k. Donc
hϕx ∈ OX,x et ϕx ∈ (OX,x)p. L’anneau OX,x e´tant normal, d’apre`s le crite`re de
Serre, ceci entraˆıne que ϕx ∈ OX,x, que 1 ∈ Pϕ,x, et donc que x /∈ Pφ.
Puisque Pϕ ⊂ D et que tout α ∈ A, xα /∈ Pϕ, Pϕ = ∅ (sinon il co¨ınciderait
avec une composante de D) et fx ∈ Ix pour tout x ∈ X .
4.1.8.1. De´monstration du the´ore`me (4.1.6). — Soit π : X ′ → X l’e´clate-
ment normalise´ de I dans X , comme au 4.1.1. Le morphisme π est propre, puisque
compose´ de deux morphismes propres, et donc tout compact K de X posse`de un
voisinage U tel que :
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i) D|U n’ait qu’un nombre fini de composantes irre´ductibles (ou` D est le
diviseur exceptionnel de π, de´fini par I · OX′ , et D|U signifie D ∩ π−1(U)).
ii) Pour tout voisinage ouvert U˜ ⊂ U deK, π−1(U˜) rencontre toutes les com-
posantes irre´ductibles de D|U . Si l’on pre´fe`re, toutes les composantes irre´ductibles
de D|U rencontrent π−1(K).
En effet, π−1(K) est compact, et par la finitude locale du nombre des com-
posantes irre´ductibles d’un espace analytique, posse`de un voisinage V tel que
D∩V n’ait qu’un nombre fini de composantes irre´ductibles, qui rencontrent toutes
π−1(K). π e´tant propre, on peut choisir V de la forme π−1(U) avec U ⊂ X voisi-
nage de K.
Supposons maintenant inf
x∈K
ν¯Ix(f) ≥ pq , nombre rationnel. Nous savons
graˆce a` (2.2 et 2.5) que ν¯Ix(f) ≥ pq e´quivaut a` l’existence d’un voisinage ouvert
Ux de x dans X tel que pour tout x1 ∈ Ux on ait :
f q · OX,x1 ∈ Ip · OX,x1 .
Ainsi, si nous posons U˜ = (
⋃
x∈K
Ux)∩U , (qui est un voisinage de K dans U), nous
avons, en tout point x′ ∈ π−1(U˜)
f q · OX′,x′ ∈ Ip · OX′,x′
et donc
q · vα(f |U˜) ≥ p · vα(I|U˜)
et donc
min
α∈A(U)
vα(f |U˜)
vα(I|U˜ )
≥ p
q
.
Ceci nous montre que
inf
α∈A(U˜)
vα(f |U˜)
vα(I|U˜)
≥ inf
x∈K
ν¯Ix(f) .
Or, supposons que cette ine´galite´ soit stricte ; nous pouvons choisir un rationnel
p′
q′ et un point x0 ∈ K tels que
inf
α∈A(U˜)
vα(f |U˜)
vα(I|U˜)
>
p′
q′
> ν¯Ix0 (f) ≥ infx∈K ν¯Ix(f) .
Mais d’apre`s la proposition 4.1.8, inf
α∈A(U˜)
vα(f |U˜)
vα(I|U˜)
≥ p′q′ indique qu’en tout point x ∈
K, f q
′OX,x ∈ Ip′ · OX,x, et donc, d’apre`s (2.2), ν¯Ix(f) ≥ p
′
q′ , d’ou` la contradiction
cherche´e.
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4.2. De´finition des Ip/q.
4.2.1. De´finition. — Soient X un espace analytique complexe re´duit, I
un OX -ide´al cohe´rent tel que suppOX/I soit rare. Pour tout ouvert U ⊂ X on
de´finit :
ν¯UI : Γ(U,OX) −→ R
par
ν¯UI (f) = inf
x∈U
(
ν¯xIx(f)
)
.
4.2.2. De´finition (hypothe`ses et notations de 4.2.1). — Soit ν ∈ R+.
Conside´rons le faisceau :
U 7−→ {f ∈ Γ(U,OX)/ν¯UI (f) ≥ ν} .
Puisque clairement si U ′ ⊂ U , on a ν¯U ′I (f |U ′) ≥ ν¯UI (f), ce faisceau est un ide´al
de OX , que nous noterons Iν , et dont le germe en x ∈ X est (Iν)x = {f ∈
OX,x/ν¯Ix(f) ≥ ν} et plus ge´ne´ralement, pour tout compact K, l’anneau des sec-
tions sur K est
Γ(K, Iν) = {f ∈ Γ(K,OX), ν¯KI (f) ≥ ν} .
4.2.3. Proposition (hypothe`ses et notations de 4.2.1). — Pour tout
nombre rationnel positif pq , l’ide´al Ip/q de OX est cohe´rent.
De´monstration. — 1e`re e´tape. Ve´rifier le re´sultat quand X est normal et
I inversible.
Soit X =
⋃
K
Vk un recouvrement ouvert tel que pour tout k,
I|Vk = ϕk · OX|Vk , ϕk ∈ Γ(Vk,OX) .
Conside´rons, pour chaque k, le morphisme πk : V
q
k → Vk de´fini comme
compose´ V qk
n→ V qk
ωk−→ Vk ou` n est la normalisation, et ωk le morphisme structural
SpecanVk Bk −→ Vk, ou` Bk de´signe la OVk -alge`bre finie OVk [T ]/(T q − ϕk). Nous
disposons de l’ide´al inversible Jk sur V
q
k engendre´ par (t◦n)OV q
k
, ou` t ∈ Γ(V qk ,OV qk )
est l’image de T .
4.2.3.1. Lemme. — Ip/q|Vk=πk∗(Jpk )∩OX |Vk (intersection dans πk∗OV q
k
).
De´monstration. — Soient U un ouvert de Vk, et f ∈ Γ(U,OX). Supposons
ν¯UI (f) ≥ pq . Alors, puisque I est suppose´ inversible, et que X est normal, d’apre`s
2.1, on a l’inclusion f q · OX|U ⊂ IpOX|U et a fortiori f q · OV q
k
|U
⊂ Ip · OV qk|U .
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Mais par de´finition de Jk, (Ip|U)OV q
k
|U
= Jpqk · OV q
k
|U
. (La restriction a` U
dans V qk signifie bien suˆr a` π
−1
k (U)). Et puisque V
q
k est normal et Jk inversible, on
peut de´duire du fait que f q ∈ Jpqk que f ∈ Jpk ; en effet (J−pk · f)q ⊂ OV q
k
ce qui,
puisque V qk est normal, implique J
−p
k · f ⊂ OV qk , donc f ∈ J
p
k .
Ainsi, nous venons de ve´rifier que :
ν¯UI (f) ≥
p
q
⇒ f ∈ Γ(U, πk∗Jpk ∩ OVk)
c’est-a`-dire encore :
Ip/q|U ⊆ (πk∗Jpk ∩OVk)|U .
Montrons l’inclusion inverse. Soit f ∈ Γ(U, πk∗Jpk ∩OVk) il vient, par de´finition de
l’image directe :
f ◦ πk = f · OV q
k
|U
∈ Jpk · OV q
k
|U
,
d’ou`
f q · O
V q
k
|U
⊂ ϕpk · OV q
k
|U
et donc, d’apre`s 2.1 iv), puisque V qk est normal, que πk est surjectif, pour tout
x ∈ U , f q · OX,x ∈ Ip · OX,x, donc ν¯xI(f) ≥ pq et f ∈ Γ(U, Ip/q). QED pour le
lemme.
4.2.3.2. Corollaire. — Si I est un ide´al inversible d’un espace normal
X , tel que suppOX/I soit rare dans X , Ip/q est un OX -ide´al cohe´rent, pour tout
rationnel positif pq .
En effet, πk est propre, et J
p
k un ide´al cohe´rent pour tout p. Donc d’apre`s
le the´ore`me de Grauert, son image directe πk∗J
p est cohe´rente, et son intersection
dans le OVk -module cohe´rent πk∗OV q
k
avec OVk est encore un module cohe´rent, et
donc un ide´al cohe´rent de OVk .
4.2.4. Remarque. — Ip/q n’est pas en ge´ne´ral inversible, comme le montre
l’exemple suivant : soit X le coˆne quadratique de´fini dans C3 par ξη = z2 et soit
I l’ide´al engendre´ par ξ. L’ide´al I1/2 est engendre´ par ξ et z.
2e e´tape de la de´monstration de 4.2.2 :
4.2.5. Lemme. — Soient X un espace analytique complexe re´duit, I un
OX -ide´al cohe´rent de´finissant un sous-espace rare dans X . Soit π : X ′ → X
l’e´clatement normalise´ de I (4.1.1). On a :
Ip/q = π∗(I · OX′)p/q ∩OX .
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De´monstration. — Soient U un ouvert de X , et f ∈ Γ(U, Ip/q). Pour tout
x ∈ U , ν¯xI(f) ≥ pq , i.e. , ν¯Ix(f · OX,x) ≥ pq , ce qui d’apre`s (2.1) entraˆıne que pour
tout x′ ∈ π−1(U), on a f q · OX′,x′ ⊂ Ip · OX′,x′ , d’ou` : ν¯x′I·OX′ (f · OX′) ≥
p
q pour
tout x′ ∈ π−1(U). Donc
f · OX′|U ⊂ (I · OX′|U )p/q ,
ce qui montre
Ip/q ⊂ π∗(I · OX′)p/q ∩ OX .
Re´ciproquement si f ∈ Γ(U,OX) est tel que f ·OX′|U ⊂ (I · OX′|U )p/q, on a (2.1)
f q · OX′|U ⊂ (I · OX′|U )p = (I · OX′|U )p
puisque I · OX′ est un ide´al inversible d’un espace normal. Donc
f q · OX′|U ⊂ Ip · OX′|U
ce qui, toujours d’apre`s (2.1), signifie que pour tout x ∈ U
f q · OX,x ⊂ Ip · OX,x ,
i.e. , ν¯xI(f) ≥ pq , ∀x ∈ U et donc f ∈ Γ(U, Ip/q). QED pour le lemme.
4.2.6. Corollaire. — Soient X un espace analytique re´duit et I un
OX -ide´al cohe´rent de´finissant un sous-espace rare dans X . Le OX -ide´al Ip/q est
cohe´rent, et son germe (Ip/q)x en un point x ∈ X est Ip/qx = {f ∈ OX,x/ν¯Ix(f) ≥
p/q}.
De´monstration. — D’apre`s 4.2.3.2, (I · OX′)p/q est un OX′ -ide´al cohe´rent ;
puisque π : X ′ → X , e´clatement normalise´ de I, est propre, π∗(I · OX′)p/q est un
sous-OX-module cohe´rent du OX -module cohe´rent π∗OX′ , donc Ip/q, intersection
de deux sous-OX-modules cohe´rents d’un OX -module cohe´rent, est cohe´rent.
4.3. L’alge`bre gradue´e P1/q(I).
4.3.0. De´finition. — Soient X un espace analytique complexe re´duit, I
un OX -ide´al cohe´rent et q un entier positif. On appelle alge`bre des 1q -puissances
de I la OX -alge`bre
P1/q(I) = ⊕∞p=0Ip/q · T p/q ⊂ OX [T 1/q]
ou` OX [T 1/q] de´signe la OX -alge`bre OX [T, U ]/(T − U q).
4.3.1. Proposition. — Pour tout entier positif q, la OX -alge`bre gradue´e
P1/q(I) est de pre´sentation finie.
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De´monstration. — D’apre`s ([1] ch. I, 1.4) puisque Ip/q est un OX -ide´al
cohe´rent, il suffit de ve´rifier que P1/q(I) est une OX -alge`bre de type fini.
4.3.2. Lemme. — La OX -alge`bre P1/q(I) est la fermeture inte´grale dans
OX [T 1/q] de P(I) =
∞∑
n=0
InT n ⊂ OX [T ] ⊂ OX [T 1/q].
De´monstration. — Nous savons graˆce a` ([3] ch. VII §2, ou Bourbaki, Alg.
Comm., ch. 5-6, page 30) que la fermeture inte´grale P(I) de P(I) dans OX [T 1/q]
est une sous-OX-alge`bre gradue´e deOX [T 1/q]. Nous pouvons donc nous restreindre
au calcul de ses e´le´ments homoge`nes.
Nous allons voir que le lemme 4.3.2 re´sulte de :
4.3.3. Proposition. — Soient O une alge`bre analytique, I un ide´al de O,
f ∈ O non inversible, et d ∈]0,+∞]. Les conditions suivantes sont e´quivalentes :
1) ν¯I(f) ≥ d
2) Il existe une relation de de´pendance inte´grale
fk + a1f
k−1 + · · ·+ ak = 0
avec ai ∈ O tels que νI(ai) ≥ id.
En fait, nous n’avons besoin ici que du cas particulier ou` d = pq , que nous
allons montrer directement, et qui d’ailleurs, apre`s 4.1.7 suffit pour montrer le cas
ge´ne´ral. Une autre de´monstration, n’utilisant pas le The´ore`me 2.1, est donne´e en
appendice.
Supposons donc ν¯I(f) ≥ pq , c’est-a`-dire ν¯I(f q) ≥ p. On a, graˆce a` (2.1) :
f q ∈ Ip, c’est-a`-dire que nous disposons d’une relation de de´pendance inte´grale :
f qk +
k∑
i=1
aif
q(k−i) = 0 ou` ai ∈ Ipi,
mais cette relation peut aussi se lire comme relation de de´pendance inte´grale pour
f
f qk +
qk∑
j=q
ajf
qk−j ve´rifiant νI(aj) ≥ j p
q
.
Re´ciproquement, supposons que f satisfasse
(E) f ℓ + a1f
ℓ−1 + · · ·+ aℓ = 0 avec νI(aj) ≥ j p
q
.
Pour tout morphisme O ϕ→ C{t}, on a(
ϕ(E)
)
ϕ(f)ℓ + ϕ(a1)ϕ(f)
ℓ−1 + · · ·+ ϕ(aℓ) = 0
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et
v
(
ϕ(aj)
) ≥ j p
q
v
(
ϕ(I)
)
ou` v de´signe la valuation t-adique. Nous allons en de´duire que
v
(
ϕ(f)
) ≥ p
q
v
(
ϕ(I)
)
.
Pour cela remarquons d’abord que
v
(
ϕ(f)ℓ−j · ϕ(aj)
) ≥ (ℓ− j)v(ϕ(f))+ j p
q
v
(
ϕ(I)
)
puisque v
(
ϕ(aj)
) ≥ j pq v(ϕ(I)). Donc si nous avions
v
(
ϕ(f)
)
<
p
q
v
(
ϕ(I)
)
,
nous en de´duirions
v
(
ϕ(f)ℓ−j · ϕ(aj)
)
> ℓ · v(ϕ(f)) pour tout 1 ≤ j ≤ ℓ
et d’apre`s la relation de de´pendance inte´grale ϕ(E) :
ℓ · v(ϕ(f)) ≥ min
1≤j≤ℓ
v
(
ϕ(f)ℓ−j · ϕ(aj)
)
> ℓ · v(ϕ(f))
et donc une contradiction.
Ceci montre que pour tout morphisme ϕ : O → C{t}, nous avons v(ϕ(f)) ≥
p
q v
(
ϕ(I)
)
, i.e. , v
(
ϕ(f q)
) ≥ v(ϕ(Ip)) et d’apre`s (2.1), ceci implique f q ∈ Ip dans
O, c’est-a`-dire ν¯I(f) ≥ pq .
4.3.5. — De´montrons maintenant 4.3.2.
Il suffit de montrer que pour tout x ∈ X , le germe P1/q(I)x en x de P1/q(I)
est la fermeture inte´grale dans OX,x[T 1/q] de P(I)x ⊂ OX,x[T ] et comme nous
avons vu, il suffit de montrer qu’un e´le´ment homoge`ne de OX,x[T 1/q] est entier sur
P(I)x si et seulement s’il appartient a` P1/q(I)x.
Soit donc f · T p/q ∈ OX,x[T 1/q], entier sur P(I)x, c’est-a`-dire satisfaisant
une e´quation :
(f · T p/q)k +A1(f · T p/q)k−1 + · · ·+Ak = 0 ; Ai ∈ P(I)x
dans OX,x[T 1/q]. Par homoge´ne´ite´, nous pouvons supposer Ai = Bi · T a(i) avec
Bi ∈ Ia(i)x , et a(i) = ipq , et e´galer a` ze´ro le cœfficient de T
kp
q donne :
fk +B1f
k−1 + · · ·+Bk = 0 avec νIx(Bi) ≥ i
p
q
ce qui entraˆıne, d’apre`s 4.3.3 :
f ∈ Ip/qx , donc f · T p/q ∈
(P1/q(I))
x
= P1/q(Ix) .
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Re´ciproquement, supposons f · T p/q ∈ P1/q(Ix), c’est-a`-dire f ∈ Ip/qx , ou encore
f q ∈ Ipx . Ecrivons une relation de de´pendance inte´grale :
(f q)k +B1(f
q)k−1 + · · ·+Bk = 0 avec Bi ∈ Ip·ix .
Apre`s multiplication par T kp, on peut re´e´crire ceci :
(f · T p/q)kq +B1T p(f · T p/q)(k−1)q + · · ·+BkT pk = 0
ce qui montre bien que f · T p/q est entier sur P(Ix), et ache`ve la de´monstration
de 4.3.2.
Remarque. — En fait 4.3.2 et 4.3.3 sont des e´nonce´s e´quivalents. Le meˆme
argument que celui de´veloppe´ en 2.8 montre que P1/q(I) est un P(I)-module de
type fini donc une OX -alge`bre de type fini, ce qui ache`ve la de´monstration de 4.3.1.
4.3.6. Corollaire. — Soient X un espace analytique complexe re´duit,
et I un OX -ide´al cohe´rent dont le support est rare dans X . Tout point x ∈ X
posse`de un voisinage ouvert U tel qu’il existe un entier N = N(U) tel que :
(I|U)k · (I|U)p/q = (I|U)(p/q)+k de`s que p
q
≥ N .
4.3.7. Corollaire. — Dans la situation de 4.3, pour tout entier positif
q, la OX -alge`bre gradue´e de´finie par
gr
1/q
I OX = ⊕∞p=0Ip/q/I
p+1
q
est une OX/I-alge`bre gradue´e de pre´sentation finie.
De´monstration. — Tout d’abord, il re´sulte imme´diatement du fait que
ν¯Ix(f · g) ≥ ν¯Ix(f) + ν¯Ix(g) pour tous f, g ∈ OX,x, que I · Ip/q ⊂ I
p+1
q et donc
que gr
1/q
I OX est en fait une OX/I-alge`bre gradue´e. De plus, ceci nous donne un
homomorphisme surjectif de OX/I-alge`bre gradue´es :
P1/q(I)⊗OX OX/I −→ gr1/qI OX −→ 0
ce qui entraˆıne que gr
1/q
I OX est une OX/I-alge`bre gradue´e de type fini, d’apre`s
4.3.1, et donc est de pre´sentation finie d’apre`s ([1] ch. I, 1.4) puisque chacune de
ses composantes homoge`nes est un OX/I-module cohe´rent, comme quotient du
OX/I-module cohe´rent Ip/q ⊗
OX
OX/I.
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4.4.0. — Nous allons maintenant utiliser l’existence du “de´nominateur
universel” de 4.1.7 pour montrer que localement, toutes les alge`bres gradue´es que
l’on a envie d’associer a` la filtration par le ν¯ sont du type e´tudie´ ci-dessus.
4.4.1. Proposition. — Soient X un espace analytique re´duit, et I
un OX -ide´al cohe´rent. Conside´rons, pour tout nombre re´el ν ∈ R+ le faisceau
Iν(resp.Iν+) associe´ au pre´faisceau
U 7−→ {f ∈ Γ(U,OX)/ν¯UI (f) ≥ ν}(
resp. U 7−→ {f ∈ Γ(U,OX)/ν¯UI (f) > ν}
)
et la OX/I-alge`bre gradue´e (par R0 = {ν ∈ R, ν ≥ 0})
grIOX = ⊕ν∈R0Iν/Iν+ .
Pour tout x ∈ X , il existe un voisinage ouvert U de x dans X et un entier q tels
que l’injection canonique gr
1/q
I OX |U →֒ grIOX |U soit un isomorphisme.
De´monstration. — D’apre`s 4.1.7, il existe un voisinage U de x ∈ X et un
entier q tel que ∀x′ ∈ U , ν¯Ix′ (f) ∈ 1qN pour tout f ∈ OX,x′ . En effet, il suffit
de choisir U assez petit pour que toutes les composantes irre´ductibles du diviseur
exceptionnel D de l’e´clatement normalise´ π : X ′ → X de I qui rencontrent π−1(U)
rencontrent π−1(x), et de prendre pour q le p.p.c.m. de {eα, α ∈ A(U)}.
4.4.2. Corollaire. — grIOX est une OX/I-alge`bre gradue´e de pre´sen-
tation finie.
En effet, eˆtre de pre´sentation finie est une condition locale, par de´finition,
et gr
1/q
I OX est de pre´sentation finie d’apre`s 4.3.5.
4.4.3. Remarque. — grIOX e´tant en fait re´duite, elle est de fac¸on naturelle
une OX/
√I-alge`bre, et de pre´sentation finie en tant que telle, d’apre`s 4.3.8.
Appendice au § 4
De´monstration de 4.3.3 en ge´ne´ral, et une autre de´monstration de la ratio-
nalite´ de ν¯I(f) au moyen de la the´orie des installations.
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A 1. — Rappelons brie`vement qu’on appelle installation la donne´e d’un
espace analytique complexe Z, de sous-espaces X et W de Z et d’une re´traction
r : Z → W , et que l’on note un tel objet △· = (X,Z,W, r). La cate´gorie des
installations est le cadre naturel de construction de polygones de Newton. Nous
nous plac¸ons dans le cas ou` r est une re´traction lisse a` fibre isomorphe a` Ct. Etant
donne´ est un sous-espace analytique ferme´ Y de X ∩W , pour tout d ∈ R+∪{∞},
on associe a` △· son coˆne normal anisotrope de long de Y , de tropisme d, note´
Cd△· ,Y . C’est le sous-coˆne de CW,Y ×
Y
[CZ,W ×
W
Y ] de´fini par l’ide´al inY (△· ,△· , d)
de grY OW [Z1, . . . , Zt] construit comme suit: pour
g =
∑
a∈Nt
gaz
a ∈ OZ,x ≃ O{z},
on pose νY (g, d) = sup{µ/g ∈ I(d, µ)}, ou` I(d, µ) est l’ide´al de O{z} engendre´ par
les hza tels que a+ νY (h)/d ≥ µ, et
inY (g, d) =
∑
a+νY (gA)/d=νY (g,d)
inY gaZ
a.
L’ide´al inY (△· ,△· , d) est l’ide´al de grY OW [Z1, . . . , Zt] engendre´ par les e´le´ments
inY (g, d) lorsque g parcourt l’ide´al J de´finissant X dans Z.
On a alors le
The´ore`me [1], [2]. — E´tant donne´ x ∈ Y ⊂ W ∩X , il existe une suite
finie de nombres rationnels 0 < d1 < · · · < ds <∞ telle que l’on ait :
1) Pour tout i, 1 ≤ i ≤ s + 1, le germe de Cd△· ,Y en x est inde´pendant de
d ∈]di−1, di[. Notons C△· ,Y (i) ce germe.
2) Les C△· ,Y (i) sont tous distincts.
Les di sont appele´s tropismes critiques de l’installation△· le long de Y en x.
De plus, si nous conside´rons l’installation :(
Cd△· ,Y , CW,Y ×
Y
[CZ,W ×
W
Y ], CW,Y , P1
)
il existe ε > 0 tel que le germe en x du coˆne normal anisotrope le long de Y , de
tropisme 0, de cette installation s’identifie canoniquement au germe en x de Cδ△· ,Y
pour δ ∈ [d− ε, d[.
A 2. — Reprenons maintenant notre alge`bre analytique O, correspondant
a` un germe d’espace analytique (W,x), notre ide´al I de´finissant un sous-espace
ferme´ (Y, x) ⊂ (W,x), et soient Z = W ×C et y = x × {0}. On conside`re (W,x)
comme un sous-espace de (Z, y) en identifiant (W,x) a` (W ×{0}, y). Etant donne´
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f ∈ O tel que ν¯I(f) 6= 0, l’ide´al J = (z − f) ⊂ OZ,y ∼= O{z} de´finit un sous-
espace ferme´ (X, y) de (Z, y), et quitte a` e´lever f a` une puissance assez grande,
nous pouvons supposer que f ∈ I, d’ou` (Y, y) ⊂ (X ∩W, y). Nous pouvons donc
conside´rer l’installation △· (f) = △· = (X,Z,W, pr1) ou` pr1 est la projection
W ×C→W , et le germe en y des coˆnes normaux anisotropes Cd△· ,Y le long de Y .
A 3. — Nous sommes maintenant en position pour de´montrer 4.3.3,c’est-
a`-dire l’e´quivalence, pour un d ∈]0,+∞] des assertions :
1) ν¯I(f) ≥ d.
2) Il existe une relation de de´pendance inte´grale
f ℓ + a1f
ℓ−1 + · · ·+ aℓ = 0 avec νI(ai) ≥ d · i·
A.3.1.
1) ⇒ 2). Le point crucial est que par de´finition de ν¯, pour tout ε > 0
(resp. pour tout A si d = +∞) il existe un k0 tel que si k ≥ k0, νI (f
k)
k > d − ε
(resp. νI(f
k)
k > A) ce qui signifie que dans notre installation △· = △· (f), puisque
zk − fk = (z − f)(zk−1 + zk−2f + · · · + fk−1) ∈ J ide´al de´finissant X dans Z,
par de´finition des coˆnes normaux anisotropes le long de Y , (en e´crivant z pour
inY
(
(z),△· , d− ε)) nous avons
zk ∈ inY (△· ,△· , d− ε) ⊂ grI OW,x[z](
inY (△· ,△· , d−ε)
)
est l’ide´al de´finissant Cd−ε△· ,Y dans CX,Y ×C = CX,Y ×[CZ,W ×
W
Y ]. Ainsi, il doit exister g ∈ (z − f)OW,x{z} = J tel que
inN
(
inY (g,△· , d)
)
= zk (resp. avec d = +∞)
ou` N est l’ide´al de grI O[z] engendre´ par
∞⊕
i=1
griI O (ou` OW,x = O). Nous pouvons
e´crire un tel e´le´ment g sous la forme :
g = (b0 + b1z + · · ·+ bk−1zk−1 + · · ·)(z − f)
= −b0f + (b0 − b1f)z + · · ·+ (bk−1 − bkf)zk + · · ·
et le fait que inN
(
inY (g,△· , d)
)
= zk impose que :

bk−1 − bk · f = 1mod I
νI(bi−1 − bi · f) ≥ (k − i)d i = 1, . . . , k − 1
νI(b0 · f) ≥ k · d
La premie`re relation implique que bk−1 est inversible dans O, car f ∈ I. Nous
pouvons donc remplacer g par b−1k−1 · g, et donc supposer bk−1 = 1.
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De´finissons maintenant ai ∈ O, 1 ≤ i ≤ k, par :
bk−2 = f + a1
...
bi−1 = bi · f + ak−i
...
b0 = b1f + ak−1
b0f = −ak
avec νI(a1) ≥ d, νI(ak−i) ≥ (k − i)d, 0 ≤ i ≤ k − 1.
Nous avons donc :
b0 = f
k−1 + a1f
k−2 + · · ·+ ak−1
et donc
fk + a1f
k−1 + · · ·+ ak = 0 avec νI(ai) ≥ id
ce qui ache`ve de prouver 1) ⇒ 2).
A.3.2.
Pour montrer que 2)⇒ 1), souvenons-nous qu’en 4.3.3, nous l’avons montre´
que tout d rationnel. Si donc nous avons une relation
f ℓ + a1f
ℓ−1 + · · ·+ aℓ = 0 avec νI(ai) ≥ id ,
pour tout rationnel pq < d, nous avons ν¯I(f) ≥ pq , ce qui montre bien ν¯I(f) ≥ d.
A.3.3.
Corollaire. — ν¯I(f) = +∞⇐⇒ ∃k tel que fk = 0.
A 4. —
The´ore`me. — ν¯I(f) est le plus grand tropisme critique di de l’installation
△· (f) tel que le coˆne normal anisotrope Cdi△· ,Y ⊂ CW,Y ×C ne contienne pas Y ×C
au voisinage de y (Y e´tant vu comme section nulle du coˆne relatif CW,Y → Y ).
Posons d = ν¯I(f).
Si d n’e´tait pas un tropisme critique, il existerait ε > 0 tel que inY (△· ,△· , δ),
germe en y de l’ide´al de´finissant Cδ△· ,Y dans CW,Y × C ne de´pende pas de δ ∈
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[d − ε, d + ε]. Le meˆme raisonnement qu’en A.3.1 permettrait de construire g ∈
(z − f)O{z} tel que
zk = in(g, d+ ε)
et une relation de de´pendance inte´grale
fk + a1f
k−1 + · · · ak = 0
avec νI(ai) ≥ i(d+ ε).
D’apre`s A.3.2, on aurait ν¯I(f) ≥ d+ ε. ν¯I(f) est donc un tropisme critique.
Montrons maintenant que Y ×C 6 →֒ Cd△· ,Y et que Y ×C →֒ Cδ△· ,Y si δ > d,
au voisinage de y. En effet, on a une relation de de´pendance inte´grale :
fk + a1f
k−1 + · · ·+ ak = 0 νI(ai) ≥ id
soit
g = (zk − fk) + a1(zk−1 − fk−1) + · · · ak−1(z − f) .
On a :
g ∈ (z − f)O{z} et νY (g, d) = k
inY (g, d) = z
k + in a1z
k−1 + · · ·+ in ak /∈ ⊕i≥1 griY W [z] .
Si par contre pour un δ > d, on avait Y ×C 6 →֒ Cδ△· ,Y , c’est a` dire
inY (△· ,△· , δ) 6 →֒ ⊕i≥1 griY W [z]
il existerait g ∈ (z − f)O{z} tel que
inY (g, δ) /∈
⊕
i≥i
griY W [z]
et on aurait avec N = ⊕
i≥1
griY W [z]
zk = inN
(
in(g, δ)
)
donc comme en A.3.1, ν¯I(f) ≥ δ > d.
A.4.1.
Corollaire. — ν¯I(f) ∈ Q ∪ {∞}.
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5. ν¯ et arcs analytiques
5.0. — Les re´sultats de ce paragraphe ont pour but de justifier le calcul
de ν¯, dans certains cas, par restriction a` des arcs “suffisamment ge´ne´raux”, et de
pre´ciser les limites de cette me´thode.
5.1. De´finition. — Soit X un espace analytique complexe. On appelle
arc analytique sur X centre´ en un point x ∈ X un germe de morphisme h :
(D, 0)→ (X, x) ou` D = {t ∈ C, |t| < 1}. On notera AX,x l’ensemble des arcs non
triviaux centre´s en x, c’est-a`-dire des arcs tels que Im(h) 6= {x}, ou encore tels que
le morphisme h∗ : OX,x → OD,0 ne soit pas nul. [Un arc analytique centre´ dans
un sous-espace Y ⊂ X , i.e. , tel que h(0) ∈ Y , sera note´ h : (D, 0) → (X,Y )]. Si
h ∈ AX,x, puisque OD,0 est un anneau de valuation discre`te, on peut associer a`
f ∈ Γ(X,OX) l’entier v(f ◦ h) ∈ Z+ ou` f ◦ h = h∗(f · OD,0). De meˆme on peut
de´finir v(I ◦ h) pour un ide´al I de OX par v(I ◦ h) = v
(
h∗(I ·OX,x)
)
, v de´signant
toujours la valuation naturelle de OD,0 (i.e. , l’ordre en t, si OD,0 ∼= C{t}).
5.2. The´ore`me. — Soient X un espace analytique complexe, I un OX -
ide´al cohe´rent, et x ∈ X .
Pour tout f ∈ Γ(X,OX), on a :
ν¯xI(f) = inf
h∈AX,x
{v(f ◦ h)
v(I ◦ h)
}
De´monstration. — Apre`s 4.1.7 ou A.4.1, nous pouvons e´crire : ν¯xI(f) =
p
q
(p, q, entiers) et, apre`s 0.2.9 et 2.1 :
f q · OX,x ∈ Ip · OX,x
46
et le crite`re valuatif de de´pendance inte´grale implique :
v(f q ◦ h) ≥ v(Ip ◦ h), ∀h ∈ AX,x
d’ou` :
v(f ◦ h)
v(I ◦ h) ≥
p
q
= ν¯xI(f), ∀h ∈ AX,x
et :
ν¯xI(f) ≤ inf
h∈AX,x
{v(f ◦ h)
v(I ◦ h)
}
.
Pour achever la preuve de 5.2, raisonnons par l’absurde et supposons l’ine´galite´
ci-dessus stricte : soit p
′
q′ un rationnel tel que
ν¯xI(f) <
p′
q′
≤ inf
h∈AX,x
{v(f ◦ h)
v(I ◦ h)
}
,
et donc tel que v(f q
′ ◦ h) ≥ v(Ip′ ◦ h), ∀h ∈ AX,x.
Le crite`re valuatif de de´pendance inte´grale fournit :
f q
′ · OX,x ∈ Ip′ · OX,x
et [2.1] nous donne alors :
ν¯xI(f) ≥
p′
q′
et la contradiction cherche´e.
5.3. — Commentaires ge´ome´triques sur 5.2 : apre`s la construction faite
au paragraphe pre´ce´dent, il n’est pas difficile d’imaginer un cas ou` nous saurons
construire un arc donnant exactement le minimum. Reprenons les notations de
4.1.2, et supposons que le minimum du the´ore`me 4.1.6, soit atteint sur une com-
posante Dα (cf. 4.1.3 et 4.1.4) du diviseur exceptionnel D de l’e´clatement nor-
malise´ π : X ′ → X de I, telle que π−1(x) rencontre l’ouvert Uα des points “assez
ge´ne´raux” de Dα. Choisissons un germe de courbe analytique lisse centre´ en un
point x′ ∈ π−1(x) ∩Uα, et transversal a` Dα en x′, i.e. , un arc h′ ∈ AX′,x′ tel que
h′∗(u) ∈ OD,0 soit de valuation 1, ou` (u)eα ∈ C{u, t1, . . . , tn} est l’ide´al de Dα
dans X ′ au voisinage de x′. On aura alors clairement, toujours avec les notations
de 4.1 :
eα = v
(
(I · OX′,x′) ◦ h′
)
; mα = v
(
(f · OX′,x′) ◦ h′
)
et donc, pour h = π ◦ h′ ∈ AX,x,
v(f ◦ h)
v(I ◦ h) =
mα
eα
= ν¯xI(f). (d’apre`s 4.1.6)
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Soit maintenant, pour chaque composante irre´ductible |Y |i de |Y | =
suppOX/I, A(i) l’ensemble des α ∈ A (A indiciant les composantes irre´ductibles
du diviseur exceptionnel D ⊂ X ′ cf. 4) tels que π(Dα) = |Y |i (π(Dα) est
un sous-espace ferme´ de X par la proprete´ de π). Et pour chaque i, soit
ν¯i = minα∈A(i)(
eα
mα
). Au moins au voisinage d’un compact donne´ de X , les A(i)
sont finis, et ν¯i ∈ Q∪ {+∞}. Pour α ∈ A(i), π(Uα) contient un ouvert analytique
dense de |Y |i et donc en particulier pour les α ∈ A(i) tels que eαmα = ν¯i.
Ceci suffit pour montrer la
5.4. Proposition. — E´tant donne´ un ide´al cohe´rent I sur un espace ana-
lytique complexe X , et f ∈ Γ(X,OX), l’ensemble des points x ∈ |Y | = suppOX/I
tels qu’il existe h0 ∈ AX,x tel que :
ν¯xI(f) =
v(f ◦ h0)
v(I ◦ h0) = infh∈AX,x
{v(f ◦ h)
v(I ◦ h)
}
contient un ouvert analytique partout dense de |Y |.
En particulier, si suppOX/I = {x}, |D| = |π−1(x)| et l’on peut toujours
calculer ν¯xI(f) en prenant pour h un disque π ◦ h′, ou` h′ est construit comme en
5.3.
5.5. Proposition. — Soient X , I et f ∈ Γ(X,OX) comme dans le
the´ore`me 1.
Soit p : X1 → X un morphisme d’espaces analytiques complexes propre et
surjectif. Alors, posant I1 = I · OX1 , f1 = f ◦ p ∈ Γ(X1,OX1), on a, pour tout
x ∈ X
ν¯xI(f) = ν¯
p−1(x)
I1
(f1)
de´f
= min
x1∈p−1(x)
ν¯x1I1 (f1) .
De´monstration. — Ceci re´sulte imme´diatement de 5.2 et du crite`re valuatif
de proprete´.
5.6. Remarque. — La comparaison de 5.5 et du the´ore`me 4.1.6 (§ 4) peut
surprendre, puisque 5.5 implique que tous les arcs analytiques h′ : (D, 0) →(
X ′, π−1(x)
)
(π : X ′ → X est toujours l’e´clatement normalise´ de I) nous donnent
v(f ′ ◦ h′)
v(I ◦ h′) ≥ min
{vα(f)
eα
}
ce qui est relativement peu aise´ a` ve´rifier directement.
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5.7. — Un cas ou` l’on peut calculer ν¯ a` l’aide d’un arc analytique.
Soient X un espace analytique re´duit de dimension d ≥ 1, x ∈ X tel que
OX,x soit un anneau de Cohen-Macaulay, et I un OX -ide´al tel que suppOX/I =
{x}, i.e. , I = I · OX,x est primaire pour l’ide´al maximal M de OX,x = O. Sup-
posons d’abord que I puisse eˆtre engendre´ par une suite re´gulie`re (ϕ1, . . . , ϕd)
(d = dimO). Nous pouvons alors de´finir une famille de germes de courbes dans
(X, x), parame´tre´e par Pd−1, comme suit : (ϕ1, . . . , ϕd) de´finissent un germe de
morphisme Φ : (X, x)→ (Cd, 0), fini d’apre`s le the´ore`me de pre´paration de Weier-
strass, puisque Φ−1(0) est de´fini par I et que
√
I =M. A` chaque point ℓ ∈ Pd−1??
correspond une droite ℓ dans (Cd, 0) et
(
Φ−1(ℓ), x
)
est un germe de courbe contenu
dans (X, x) ; que nous noterons (Cℓ, x).
Il y a une bien meilleure fac¸on de de´crire cette famille de courbes.
L’e´clatement de I dans X peut eˆtre de´crit comme l’adhe´rence X ′0 dans X ×Pd−1
du graphe de morphisme X−{x} → Pd−1 de´fini par x′ 7→ (ϕ1(x′) : · · · : ϕd(x′)) ∈
Pd−1. Le morphisme π0:X
′
0 → X de´duit de la premie`re projection est l’e´clatement
de I dans X . Nommons GI : X ′0 → Pd−1 le morphisme de´duit par la seconde
projection. Alors, on ve´rifie sans mal que Cℓ = π0
(
G−1I (ℓ)
)
.
On peut utiliser par exemple le fait que si l’on choisit des coordonne´es
homoge`nes (T1 : · · · : Td) sur Pd−1, X ′0 est de´fini dans X × Pd−1 par l’ide´al
engendre´ par les {(Tiϕj −Tjϕi), i 6= j}. De plus, π−10 (x) est isomorphe a` Pd−1 par
GI |π−10 (x). Je noterai σ l’isomorphisme inverse.
Ainsi nous pouvons conside´rer GI : X
′
0
σ
⇆ Pd−1 comme une famille de
germes de courbes, et d’apre`s le the´ore`me de Bertini-Sard, puisque X ′0 est re´duit,
il existe un ouvert de Zariski dense U ⊂ Pd−1 tel que si ℓ ∈ U , (G−1I (ℓ), σ(ℓ)) est
un germe de courbe re´duite. Par ailleurs, quitte a` restreindre U on peut supposer
que la normalisation X ′
n−→ X ′0 ve´rifie :
5.7.1.
1) Le morphisme compose´ GI ◦ n = GI : X ′ → Pd−1 est lisse (=plat et a`
fibre lisse) en tout point de G
−1
I (ℓ), ℓ ∈ U .
2) Le morphisme induit G
−1
I (ℓ) → G−1I (ℓ) est la normalisation, pour tout
ℓ ∈ U .
3) Le nombre des composantes irre´ductibles de
(
G−1I (ℓ), σ(ℓ)
)
est
inde´pendant de ℓ ∈ U .
4) Chaque composante irre´ductible de G−1I (ℓ) est un arc sur X
′ passant
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par un point non singulier de X ′, ou` Dred est aussi non singulie`re, et transverse a`
Dred en ce point. [D est comme d’habitude le diviseur exceptionnel de l’e´clatement
normalise´ X ′ → X ].
Puisque π0 est un isomorphisme hors de π
−1(x), π0 induit un isomorphisme
G−1I (ℓ)− {σ(ℓ)} ∼−→ Cℓ − {x}.
Soit Cℓ =
r⋃
1
Γq la de´composition de Cℓ en composantes irre´ductibles. Si
ℓ ∈ U , chaque Γq est re´duite et irre´ductible, et fournit un arc hq : (D, 0)→ (X, x).
Proposition. — Pour tout f ∈ OX,x, il existe un ouvert de Zariski non
vide V de Pd−1 tel que si ℓ ∈ V , il existe une composante irre´ductible Γq de Cℓ
telle que
5.7.2. — ν¯xI(f) =
v(f◦hq)
v(I◦hq)
.
De´monstration. — Il suffit d’appliquer 5.3 a` la situation cre´e´e ci-dessus.
Ainsi, nous pouvons affirmer dans ce cas-ci qu’une composante irre´ductible
d’une courbe de´finie par d− 1 combinaisons line´aires ”ge´ne´riques” de ge´ne´rateurs
de Ix, calcule ν¯ pour nous.
6. ν¯ et exposants de  Lojasiewicz
6.0. — Nous allons montrer ici qu’un calcul de ν¯ est en fait un calcul
d’exposant de  Lojasiewicz, et en de´duire la rationalite´ de ces derniers en ge´ome´trie
analytique complexe. Ce paragraphe-ci est clairement le seul que l’on ne puisse pas
transcrire en ge´ome´trie alge´brique !
6.1. De´finition. — Soient X un espace analytique complexe re´duit, I
un OX -ide´al cohe´rent, f ∈ Γ(X,OX) et K un sous-ensemble compact de X .
L’exposant de  Lojasiewicz θK(f, I) de f par rapport a` I sur K est la borne
infe´rieure de l’ensemble des θ ∈ R+ tels qu’il existe un voisinage ouvert U de K
dans X et une constante C ∈ R+ tels que
|f(x)|θ ≤ C · sup
g∈Γ(U,I)
|g(x)| pour tout x ∈ U.
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Si l’ensemble de ces θ est vide, on convient de poser θK(f, I) = +∞. Si par ailleurs
Γ(U, I) est de type fini quand U est un voisinage assez petit de K (ce sera le cas
si K = {x}), θK(f, I) est aussi la borne infe´rieure dans R+ ∪ {∞} de l’ensemble
des θ tels qu’il existe U et C tels que
|f(x)|θ ≤ C · msup
i=1
|gi(x)| pour tout x ∈ U,
ou` (g1, . . . , gm) engendrent Γ(U, I).
6.2 Remarque. — On peut aussi de´finir l’exposant de  Lojasiewicz θK(I ′, I)
d’un ide´al I ′ par rapport a` I sur K :
θK(I ′, I) = sup
f∈Γ(X,I′)
θK(f, I) .
6.3. The´ore`me.
1) θK(f, I) = 1ν¯K
I
(f)
, ou` ν¯KI (f) = inf
x∈K
ν¯xI(f).
[On convient bien suˆr que ν¯KI (f) = 0⇒ θK(f, I) = +∞].
2) Et de plus, il existe un voisinage U deK dansX et une constante C ∈ R+
tels que
|f(x)|θK(f,I) ≤ C · sup
g∈Γ(U,I)
|g(x)| pour tout x ∈ U,
c’est a` dire que la borne infe´rieure de 6.1 est atteinte.
6.4. Corollaire. — Pour tout ide´al cohe´rent I sur un espace analytique
complexe re´duit X , tel que suppOX/I soit rare, pour tout f ∈ Γ(X,OX) et tout
compact K ⊂ X ,
θK(f, I) ∈ Q0 ∪ {+∞} .
De´monstration de 6.3. — Posons ν¯KI (f) =
p
q (4.1.6). Apre`s (4.2.3), il existe
un voisinage U0 de K dans X tel que pour tout x ∈ U0, f q ·OX,x ∈ Ip · OX,x, et le
the´ore`me de majoration (2.1.vi) nous fournit une constante C telle que |f(x)|q ≤
C · sup
g∈Γ(U0,Ip)
|g(x)| pour tout x ∈ U0. Mais d’apre`s (2.1.iv), l’ide´al (contenu dans
Ip) engendre´ par les puissances p-ie`mes d’e´le´ments de I a meˆme cloˆture inte´grale
que Ip, et donc en appliquant a` nouveau le the´ore`me de majoration nous pouvons
e´crire au prix d’un changement de la constante C
|f(x)|q ≤ C · sup
g∈Γ(U0,I)
|g(x)|p, i.e.
|f(x)|q/p ≤ C1/p · sup
g∈Γ(U0,I)
|g(x)|.
D’ou` :
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θK(f, I) ≤ q
p
=
1
ν¯KI (f)
.
Mais, si nous supposons l’ine´galite´ stricte, il existe q
′
p′ <
q
p , un voisinage U
′ de K
dans X et une constante D ∈ R+ tels que :
|f(x)|q′ ≤ D · sup
g∈Γ(U ′,I)
|g(x)|p′ pour tout x ∈ U ′,
et le the´ore`me de majoration, avec l’argument pre´ce´dent, nous donne :
f q
′ · OX,x ∈ Ip′ · OX,x pour tout x ∈ U ′,
donc :
ν¯KI (f) ≥
p′
q′
,
(apre`s (2.1)) et la contradiction cherche´e. Ceci de´montre 1) et 2) de 6.3, avec
U = U0.
6.5. — Comme les morphismes propres conservent les ine´galite´s du type
conside´re´ ici, au prix e´ventuellement d’une modification des constantes, on peut
tre`s bien utiliser 6.3 pour de´montrer 5.5 (§5) sans utiliser le crite`re valuatif de
proprete´.
7. The´ore`me re´capitulatif
7.1. Notations. — Soient X un espace analytique complexe re´duit, I
un OX -ide´al cohe´rent tel que |Y | = supOX/I soit rare dans X , et K un sous-
ensemble compact de X . Soient π : X ′ → X l’e´clatement normalise´ de I, D le
diviseur exceptionnel, sous-espace de X ′ de´fini par l’ide´al inversible I · OX′ . Soit
A(K) l’ensemble fini tel que les composantes irre´ductiblesDα deD, avec α ∈ A(K)
soient exactement celles qui rencontrent π−1(U) pour tout voisinage ouvert U de
K dans X . Soit enfin eα la multiplicite´ de I en un point x′ ∈ Vα, ou` Vα ⊂ Dα
est un ouvert analytique dense dans Dα en chaque point duquel X
′ et Dα,red sont
non singuliers, et I · OX′,x′ = ueα · OX′,x′ , Dα,red e´tant de´fini par (u) · OX′,x′ .
7.2. The´ore`me. — E´tant donne´s un nombre rationnel pq > 0 et une fonc-
tion f ∈ Γ(X,OX), les conditions suivantes sont e´quivalentes :
1) f q · OX,x ∈ Ip · OX,x ∀x ∈ K.
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2) ν¯KI (f) = inf
x∈K
ν¯xI(f) ≥ pq .
3) Pour tout x ∈ K, il existe des ai ∈ OX,x, tels que νIx(ai) ≥ pq · i (ou`
Ix = I · OX,x) et que fkx + a1fk−1x + · · ·+ ak = 0 dans OX,x (ou` fx = f · OX,x).
3’) Si K est un polycylindre, il existe ai ∈ Γ(K,OX), i = 1 · · · k, tels que
νΓ(K,I)(ai) ≥ ipq et que fk + a1fk−1 + · · ·+ ak = 0 dans Γ(K,OX).
4) Pour tout arc h : (D, 0)→ (X,K) (i.e. , h(0) ∈ K) on a : v(f◦h)v(I◦h) ≥ pq , ou`
v de´signe la valuation naturelle de OD,0 ≃ C{t}, c’est a` dire l’ordre en t.
5) Pour tout morphisme π : X ′ → X propre, dont l’image contient K, et tel
que I · OX′ soit inversible, et que X ′ soit un espace analytique normal, il existe
un voisinage ouvert U ′ de π−1(K) dans X ′ tel que : f q · OU ′ ∈ Ip · OU ′ .
6) Il existe un voisinage ouvert U de K dans X , et une constante C ∈ R+
tels que
|f(x)|q/p ≤ C · sup
g∈Γ(U,I)
|g(x)| pour tout x ∈ U .
De plus,
A) Il existe α0 ∈ A(U) tel que ν¯KI (f) = Mα0eα0 ou`Mα0 est la multiplicite´ de f
le long de Dα,red en tout point x
′ d’un ouvert analytique dense Vα0 ⊂ Uα0 ⊂ Dα0 ,
et donc, pour tout arc h : (D, 0) → (X,U) de la forme π ◦ h′, ou` h′ : (D, 0) →(
X ′, π−1(U)
)
est tel que h′(0) ∈ Vα0 et que h′∗(U) soit de valuation 1 dans OD,0
(6.1.1), on a :
v(f ◦ h)
v(I ◦ h) =
Mα0
eα0
= ν¯KI (f) = inf
h∈AX,K
v(f ◦ h)
v(I ◦ h)
et tout voisinage U de K dans X contient de tels arcs, c’est-a`-dire que l’on peut
trouver de tels arcs avec h(0) ∈ U .
B) Le faisceau d’ide´aux de OX de´fini par
Ip/q(U) = {f ∈ Γ(U,OX)/ν¯UI (f) ≥
p
q
}
(ou` ν¯UI = inf
x∈U
ν¯xI) est cohe´rent pour tout rationnel
p
q , et la OX -alge`bre gradue´e
∞⊕
p′=0
Ip/qT p/q est de pre´sentation finie pour tout entier q. Enfin, la OX -alge`bre
gradue´e grIOX = ⊕
ν∈R+
Iν/Iν+ co¨ıncide localement sur X avec une alge`bre du
type
⊕+∞p=0Ip/q/I
p+1
q
et est donc de pre´sentation finie, puisque cette dernie`re l’est comme quotient de(⊕+∞p=0 Ip/qT p/q)⊗OX OX/I1/q .
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Appendice par J.J. Risler
Les exposants de  Lojasiewicz dans le cas analytique re´el
Dans le cas re´el, l’exposant de  Lojasiewicz n’a pas d’interpre´tation
alge´brique simple analogue au ν¯ ou a` la notion de cloˆture inte´grale ; je vais
cependant montrer que comme dans le cas complexe on peut le calculer a` l’aide
d’arcs analytiques, ou de morphismes analytiques re´els qui jouent un roˆle analogue
a` celui de l’e´clatement normalise´ ; il en re´sultera que dans le cas re´el aussi les
exposants de  Lojasiewicz sont toujours rationnels.
Les re´fe´rences au se´minaire seront pre´ce´de´es de la lettre S.
1. Pre´liminaires
1.1. De´finition (cf. [R]). — Soit A une R-alge`bre analytique ; on dit
qu’un ide´al I ⊂ A est re´el s’il satisfait a` la condition suivante :
fi ∈ A(1 ≤ i ≤ p) et f21 + · · ·+ f2p ∈ I ⇒ fi ∈ I(1 ≤ i ≤ p) .
On a alors la proposition suivante (cf. [R]) :
1.2. Proposition. — Soient A une R-alge`bre analytique, I un ide´al pre-
mier de A tel que dim(A/I) = h, (X, x) un repre´sentant du germe analytique
de´fini par A/I ; les conditions suivantes sont e´quivalentes :
a) I est re´el.
b) I est l’ide´al de tous les e´le´ments de A nuls sur le germe de X au point x.
c) X posse`de un point lisse de dimension h dans tout voisinage du point x.
1.3. — Soit (X ;OX,x) un germe analytique dansRn ; on a alorsOX,x ∼−→
On/I (avecOn = R{x1, . . . , xn}). Notons I(X) l’ide´al deOn forme´ des se´ries nulles
sur X (I(X) est la racine re´elle de I ([R])) ; on dit que X est normal en x si :
a) I = I(X)
b) l’anneau OX,x est inte´gralement clos.
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Dans ce cas l’anneau O
X˜,x
= OX,x⊗
R
C est aussi inte´gralement clos,
autrement dit X posse`de un complexifie´ X˜ qui est aussi un espace normal :
l’anneau OX,x⊗
R
C est en effet inte`gre ([R], proposition 6.1), et il re´sulte d’un
the´ore`me d’alge`bre classique qu’il est alors inte´gralement clos (cf. par exemple
Bourbaki, Alg. Comm., chap. V). On dit qu’un espace analytique re´el (X,OX)
est normal s’il est normal en chaque point (rappelons que OX de´signe un faisceau
cohe´rent de R-alge`bres analytiques ; cf. [H] pour la notion d’espace analytique
re´el).
1.4. — Si I =]− 1,+1[⊂ R, nous noterons comme dans S.5.1, v la valua-
tion naturelle de l’anneau OI,0 ∼−→ R{t}.
2. Arcs analytiques re´els et re´solution des singularite´s
On a dans le cas re´el le the´ore`me suivant, analogue a` une partie du the´ore`me
S.7.2 :
2.1. The´ore`me. — Soient (X,OX) un espace analytique re´el, K un com-
pact de X , I un OX -ide´al cohe´rent, f ∈ Γ(X,OX) et pq un nombre rationnel ; les
conditions suivantes sont e´quivalentes :
1) Il existe un voisinage ouvert U de K dans X et une constante C > 0 tels
que :
|f(x)|q/p ≤ C sup
g∈Γ(U,I)
|g(x)| pour tout x ∈ U .
2) Pour tout arc analytique re´el h : (] − 1, 1[, 0) → (X,K) (i.e. , tel que
h(0) ∈ K), on a
v(f ◦ h)
v(I ◦ h) ≥
p
q
.
3) Pour tout morphisme analytique re´el π = X ′ → X dont l’image contient
K et tel que :
a) π soit propre et X ′ soit normal (cf. 1.3)
b) IOX′ soit localement principal
c) ∀x′ ∈ π−1(K), l’ide´al √IOX′,x′ soit un ide´al re´el (cf. 1.1 ; √IOX′,x′
de´signe la racine de l’ide´al IOX′,x′),
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il existe un voisinage ouvert U ′ de π−1(K) dans X ′ tel que f qOU ′ ∈ IpOU ′ .
4) Il existe un morphisme analytique re´el π : X ′ → X dont l’image contient
K et ve´rifiant les proprie´te´s a), b), c) ci-dessus et un voisinage ouvert U ′ de π−1(K)
dans X ′ tels que f qOU ′ ∈ IpOU ′ .
De´monstration.
1) ⇒ 2) : Soit h : (] − 1, 1[, 0) → (X,K) un arc analytique re´el ; on a
par hypothe`se |f(x)|q ≤ C sup
g∈Γ(U,I)
|g(x)|p pour tout x ∈ U , d’ou` |f ◦ h(t)|q ≤
C sup
g∈Γ(U,I)
|g ◦ h(t)|p pour t voisin de 0 dans ] − 1, 1[, d’ou` imme´diatement v((f ◦
h)q
) ≥ v((I ◦ h)p) ; soit qv(f ◦ h) ≥ pv(I ◦ h).
2) ⇒ 3) : Soit π = X ′ → X un morphisme analytique re´el propre ve´rifiant
les conditions e´nonce´es dans 3) ; si l’on suppose qu’il existe x′ ∈ π−1(K) tel
que f qOX′,x′ /∈ IpOX′,x′ , il faut montrer qu’il existe un arc analytique re´el h :
(]− 1, 1[, 0)→ (X,K) tel que v(f ◦ h)/v(I ◦ h) < p/q, ce qui va re´sulter du lemme
suivant :
2.2. Lemme (cf. le lemme S. 2.1.3 pour le cas complexe). — Soient X un
espace analytique re´el normal, x un point de X , f et g deux e´le´ments de OX,x
tels que l’ide´al
√
(g) soit re´el et que f /∈ (g) ; il existe alors un arc analytique re´el
h : (]− 1, 1[, 0)→ (X, x) tel que v(f ◦ h) < v(g ◦ h).
De´monstration. — Xreg de´signera l’ouvert forme´ des points y de X ou`
l’anneau local OX,y est re´gulier (dans un voisinage de x, cet ouvert co¨ıncide avec
l’ouvert des points lisses de dimension d = dimOX,x).
Quitte a` restreindre X , on peut supposer qu’il existe un morphisme de
re´solution des singularite´s (cf. [H]) i.e. , un morphisme analytique re´el π : X ′ → X
propre et surjectif tel que X ′ soit lisse et que π|π−1(Xreg) : π−1(Xreg)→ Xreg soit
un isomorphisme.
On raisonne maintenant comme dans [B-R], Section 2, lemme 3.
La fonction “me´romorphe” f/g a un lieu polaire P non vide dans X (car
f/g /∈ OX,x par hypothe`se) dont le germe en x est re´union de certaines com-
posantes irre´ductibles du germe Z(g) de´fini par (g) (car si X˜ de´signe un complex-
ifie´ d’un voisinage de x dans X qui soit un espace normal, et f˜ et g˜ des extensions
de f et g a` X˜, la fonction me´romorphe f˜ /g˜ a un lieu polaire de codimension 1
dans X˜). P est donc de codimension re´elle 1 dans X au voisinage de x, car
√
(g)
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est par hypothe`se un ide´al re´el ce qui implique que tous les facteurs irre´ductibles
sont re´els (cf. 1.2) ; il en re´sulte que P ∩Xreg 6= ∅, car X e´tant normal est lisse en
codimension 1.
Soit x′ ∈ π−1(x) ∩ π−1(P ∩Xreg) ; comme X ′ est lisse, l’anneau OX′,x′ est
factoriel et l’on peut e´crire : f ◦ π/g ◦ π = α/β dans le corps des fractions de
OX′,x′ , avec α et β premiers entre eux. β s’annule alors sur π−1(P ∩ Xreg) au
voisinage de x′, car π−1(P ∩ Xreg) fait partie du lieu polaire de la fonction α/β
puisque π|π−1(Xreg) est un isomorphisme. D’autre part, si P1 est une composante
irre´ductible analytique locale de π−1(P ) en x′ telle que P1 ∩ π−1(Xreg) 6= ∅, α ne
peut s’annuler identiquement sur P1, car P1 e´tant de codimension re´elle 1 dans
X ′, cela serait contradictoire avec le fait que α et β sont premiers entre eux (cf.
proposition 1.2 : α et β seraient tous deux divisibles par un ge´ne´rateur de l’ide´al
I(P1)).
On peut alors choisir par le “curve selection lemma” (cf. [M]) un arc ana-
lytique h′ = (]− 1, 1[, 0)→ (X ′, x′) tel que β ◦ h′ ≡ 0 ; on a alors v(β ◦ h′) = +∞
et v(α ◦ h′) < +∞ ; si maintenant h′′ est un arc analytique ayant un contact
suffisamment grand avec h′ on aura (exactement comme dans la de´monstration du
lemme S. 2.1.3) : v(α ◦ h′′) < v(β ◦ h′′) < +∞, soit v(f ◦ π ◦ h′′) < v(g ◦ π ◦ h′′),
d’ou` le re´sultat cherche´ en posant h = π ◦ h′′. C.Q.F.D.
3) ⇒ 4) : E´tant donne´ un espace analytique re´el X et un compact K ⊂ X ,
il faut montrer qu’il existe un morphisme analytique re´el propre π : X ′ → X
ve´rifiant les proprie´te´s a), b) et c) de la proposition 3) ; le proble`me est local en
X , car si pour tout x ∈ K on trouve un voisinage Ux de x et un morphisme :
X ′Ux → Ux satisfaisant aux conditions demande´es, on prendra pour X ′ la somme
disjointe des X ′Ui , ou` (Ui) est un recouvrement fini de K extrait du recouvrement
(Ux).
Soit donc x ∈ K : on utilise “de´singularisation I” ([H], 5.10) pour trouver un
voisinage U de x et un morphisme propre et surjectif π1 : X
′′ → U avec X ′′ lisse,
et “de´singularisation II” ([H], 5.11) qui permet pour chaque point x′′ ∈ π−11 (x) de
trouver un voisinage V de x′′ et un morphisme π2 : X
′
V → V propre et surjectif
tel que XV soit lisse et IOX′ un diviseur a` croisements normaux, ce qui entraˆıne
e´videmment que ∀x′ ∈ X ′V , l’ide´al
√
IOX′
V
,x′ est re´el. Il suffit alors de prendre
pour X ′ la somme disjointe des X ′Vi correspondant a` un recouvrement fini (Vi) de
π−11 (x).
4) ⇒ 1) : Soit π : X ′ → X un morphisme ve´rifiant les proprie´te´s de la
condition 3) ; comme par hypothe`se il existe un voisinage ouvert de π−1(K) dans
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X ′ tel que f qOU ′ ∈ IpOU ′ , il existe un voisinage U ′′ de π−1(K) et une constante
C tels que : |f ◦π(x′)|q ≤ C sup
g∈Γ(U,I)
|g ◦π(x′)|p pour tout x′ ∈ U ′′, d’ou` le re´sultat
puisque π e´tant propre, π(U ′′) contient un voisinage de K. C.Q.F.D.
3. Applications aux exposants de  Lojasiewicz et comple´ments
Je vais d’abord montrer un the´ore`me analogue au corollaire S. 6.4 montrant
que les exposants de  Lojasiewicz sont rationnels.
3.1. — Soient (X,OX) un espace analytique re´el, I un OX -ide´al cohe´rent,
f ∈ Γ(X,OX) et K un sous-ensemble compact de X ; on de´finit de la meˆme
manie`re qu’en S. 6.1 l’exposant θK(f, I) comme la borne infe´rieure de l’ensemble
des θ ∈ R+ tels qu’il existe un voisinage ouvert U de K dans X et une constante
C ∈ R+ avec :
|f(x)|θ ≤ C sup
g∈Γ(U,I)
|g(x)| pour tout x ∈ U.
(Dans le cas ou` K = {x}, θ(x)(f, I) e´tait note´ α(f, I) dans [B-R]).
Nous poserons d’autre part θ˜K(f, I) = θK(f˜ , I˜), f˜ et I˜ e´tant des extensions
de f et I a` un complexifie´ X˜ de X ; on a toujours θK(f, I) ≤ θ˜K(f, I), et θ˜K(f, I)
est toujours un nombre rationnel (S. 6.4).
Dans le cas re´el, on a le the´ore`me suivant :
3.2. The´ore`me.
a) θK(f, I) ∈ Q+ ∪ {+∞}.
b) Il existe un voisinage U de K dans X et une constante C ∈ R+ tels que :
|f(x)|θK(f,I) ≤ C sup
g∈Γ(U,I)
|g(x)| pour tout x ∈ U.
Je n’e´crirai pas la de´monstration de ce the´ore`me : il suffit en effet pour la
partie a) de recopier la de´monstration du the´ore`me S. 4.1.6, ν¯KI (f) e´tant remplace´
par 1/θK(f, I) et l’e´clatement normalise´ par un morphisme analytique re´el π :
X ′ → X satisfaisant aux conditions du the´ore`me 2.1.3 ; et pour la partie b) de
recopier la de´monstration du the´ore`me S. 6.3.
3.3. Remarque. — Dans [B-R], nous avions pose´ :
αK(f, I) = inf
{
α ∈ R+ : ∃C > 0 avec |f(x)|α ≤ C sup
g∈Γ(K,x)
|g(x)|, ∀x ∈ K}
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et montre´ que si K est sous-analytique dans X , αK(f, I) est un nombre rationnel ;
ce re´sultat n’a pas de rapport avec le the´ore`me 3.2, et sa de´monstration est tre`s
diffe´rente : on de´montre que pour calculer αK(f, I) (dans le cas ou` K est sous-
analytique), on peut toujours se restreindre a` un arc analytique, alors que c’est
faux en ge´ne´ral pour θK(f, I).
3.4. — E´tudions maintenant la question suivante (de´ja` envisage´e dans [B-
R]) qui se pose de manie`re naturelle : sous quelles conditions peut-on affirmer que
θK(f, I) = θ˜K(f, I) (et donc que θK(f, I) = 1/ν¯KI (f)) ?
Pour simplifier, nous supposerons dore´navant K = {x}, et poserons
θ{x}(f, I) = θ(f, I) ou` I = I · OX,x.
3.5. De´finition. — Soient (X,OX) un espace analytique re´el, x ∈ X . On
dit qu’un ide´al I ⊂ OX,x est re´ellement re´el si pour tout f ∈ OX,x, on a l’e´galite´ :
θ(f, I) = θ˜(f, I) .
On a montre´ dans [B-R] (proposition II.3) que siX est normal et I principal,
I est re´ellement re´el si et seulement si
√
I est un ide´al re´el, et donne´ des conditions
suffisantes dans le cas ou` I est engendre´ par une suite re´gulie`re.
3.6. — Une de´singularisation a` la Hironaka d’un ide´al I ⊂ OX,x est par
de´finition un morphisme π : X ′ → U (ou` U est un voisinage convenable de x dans
X) ayant les proprie´te´s suivantes :
a) π est propre et surjectif.
b) X ′ est lisse et IOX′ est un diviseur a` croisements normaux (on conside`re
par abus de langage I comme un ide´al de OU ).
c) π est compose´ d’une suite finie d’e´clatements de sous-varie´te´s lisses.
Soit X˜ un complexifie´ de X ; nous noterons π˜ : X˜ ′ → U˜ le morphisme
analytique complexe propre obtenu en faisant e´clater les sous-varie´te´s lisses com-
plexifie´es des sous-varie´te´s lisses que l’on fait e´clater pour obtenir le morphisme π ;
si I ⊂ OX,x est un ide´al, nous poserons I˜ = IOX˜,x (avec OX˜,x ∼−→ OX,x ⊗R C).
On a alors le the´ore`me suivant :
3.7. The´ore`me. — Soit I ⊂ OX,x un ide´al ; supposons qu’il existe une
de´singularisation a` la Hironaka de I : X ′
π−→ U telle que l’on ait :
I˜O
X˜′
∼−→ IOX′ ⊗OX′ OX˜′ .
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Alors l’ide´al I est re´ellement re´el.
3.8. Exemples.
a) Soient X = R2, I = (x2 + y2) ⊂ R{x, y}, et π : X ′ → X l’e´clatement de
l’origine (0, 0) de R2.
Si V de´signe la carte de l’e´clatement π avec coordonne´es x′ et y′ de´finies
par
{
x = x′
y = x′y′
, on a
IΓ(X ′, V ) = (x′2)
d’ou`
IΓ(X ′, V )⊗Γ(X′,V ) Γ(X˜ ′, V˜ ) = (x′2)
alors que
I˜Γ(X˜ ′, V˜ ) =
(
x′2(y′ + i)(y′ − i)),
ce qui montre que la de´singularisation π ne satisfait pas a` l’hypothe`se du the´ore`me
3.7 (il est d’ailleurs imme´diat de voir que I n’est pas re´ellement re´el).
b) L’ide´al I = (x2 + y2, y5) ⊂ R{x, y} n’est pas non plus re´ellement re´el
(car θ(y, I) = 2 et θ˜(y, I) = 5) bien que contrairement a` l’exemple pre´ce´dent
√
I
soit re´el (on a en effet
√
I = (x, y)).
c) En revanche, l’ide´al I = (x4, y4) ⊂ R{x, y} est re´ellement re´el : une
de´singularisation satisfaisant aux hypothe`ses du the´ore`me 3.7 est fournie par
l’e´clatement de l’origine ; on peut remarquer que pourtant I ne satisfait pas au
crite`re de la proposition II.5 de [B-R].
De´monstration du the´ore`me 3.7. — Soit π : X ′ → X une de´singularisation
de I satisfaisant aux hypothe`ses de 3.7 ; supposons que I soit engendre´ par
(g1, . . . , gp).
Il est clair qu’il suffit de montrer que si f ∈ OX,x est telle qu’il existe un
voisinage V de x et une constante C avec |f(y)| ≤ C sup
1≤i≤p
|gi(y)| ∀y ∈ V , f est
entier sur I (cf. S. 1.1).
Supposons donc que |f(y)| ≤ C sup
1≤i≤p
|gi(y)| ; on en de´duit fOX′ ⊂ IOX′
par le the´ore`me 2.1 ; on a donc
fO
X˜′
∈ IOX′ ⊗OX′ OX˜′
d’ou`
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fO
X˜′
∈ I˜O
X˜′
a` cause de l’hypothe`se ; ceci implique que f est entier sur I˜ dans O
X˜,x
(the´ore`me
S. 2.1) d’ou` imme´diatement que f est entier sur I dans OX,x. C.Q.F.D.
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Sept comple´ments au se´minaire
Cette partie pre´sente quelques travaux en rapport direct avec le contenu
du se´minaire qui sont venus a` notre connaissance depuis, ce qui n’exclut pas que
certains aient e´te´ e´crits bien avant! En particulier une partie du se´minaire apparaˆıt
a posteriori comme une traduction en ge´ome´trie analytique de re´sultats de Rees
(voir [R1], [R2], [R3]), Northcott-Rees (voir [N-R]) et Nagata ([N]) cite´s dans la
bibliographie comple´mentaire, dont nous ignorions l’existence.
Nous ne pre´tendons nullement eˆtre exhaustifs. En particulier nous ne mention-
nerons ici que quelques travaux poste´rieurs au se´minaire concernant la de´pendance
inte´grale sur les ide´aux, et aucune des applications a` l’e´quisingularite´, pour lesquels
nous renvoyons au travaux de B. Teissier cite´s dans la meˆme bibliographie, ni les
travaux sur la de´pendance inte´grale sur les modules pour lesquels nous renvoyons
a` ceux de T. Gaffney et S. Kleiman, e´galement cite´s, ainsi qu’a` ceux de Kleiman-
Thorup. Disons seulement que pour les familles d’hypersurfaces (voir [T1]) ou
d’intersections comple`tes a` singularite´s isole´es (voir [G-K 1]), les conditions de
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Whitney, la condition af de Thom et la condition wf s’expriment toutes par le
fait que le ν¯ de certains ide´aux ou modules dans la de´finition desquels intervien-
nent des mineurs jacobiens des e´quations de la fermeture des strates, par rapport
a` d’autres du meˆme type, est ≥ 1 ou > 1. Signalons les travaux de Rees et Bo¨ger
cite´s dans la bibliographie comple´mentaire, ainsi que le livre [H-I-O] et en partic-
ulier l’appendice de B. Moonen. La de´pendance inte´grale sur les ide´aux et modules
est e´tudie´e d’un point de vue alge´brique dans le livre [V] de W. Vasconcelos ainsi
que dans le livre re´cent [Hu-S] de C. Huneke et I. Swanson. Pour les rapports de la
de´pendance inte´grale avec la ”Tight closure” de Hochster, nous renvoyons a` [Hu].
Comple´ment 1: L’ine´galite´ de  Lojasiewicz pour le gradient
Nous avons de´ja` discute´ dans le §6 du se´minaire du rapport entre le ν et l’ine´galite´
de  Lojasiewicz. Nous allons montrer que ce dictionnaire est efficace en l’utilisant
pour de´montrer un des re´sultats ce´le`bres de la the´orie des ine´galite´s de  Lojasiewicz,
duˆ a` celui-ci:
The´ore`me ( Lojasiewicz): Soit f(x1, . . . , xn) une fonction analytique re´elle de´finie
dans un voisinage de l’origine dans Rn et telle que f(0) = 0. Il existe un voisinage
U de 0 dans Rn, un nombre re´el θ , 0 < θ < 1 et une constante C > 0 tels que
l’on ait pour tout x ∈ U l’ine´galite´:
|gradf(x)| ≥ C|f(x)|θ .
Remarquons d’abord qu’il suffit de prouver la meˆme ine´galite´ pour la fonc-
tion complexifie´e de f , que nous noterons encore f . Remarquons aussi que le point
est l’ine´galite´ θ < 1; l’existence d’une ine´galite´ se de´duit du the´ore`me des ze´ros
de Hilbert et du fait qu’au voisinage de 0 la fonction analytique f(x) s’annule
sur le lieu des ze´ros de son gradient. Nous allons utiliser le mode de calcul du ν
donne´ au §5. Soit W un voisinage de 0 dans Cn ou` f converge, choisissons y des
coordonne´es holomorphes (z1, . . . , zn) et conside´rons l’e´clatement
π:Z →W
de l’ide´al jacobien
j(f)OW = ( ∂f
∂z1
, . . . ,
∂f
∂zn
)OW
et le morphisme
π:Z → Z →W
compose´ de π et de la normalisation n:Z → Z.
Puisque l’espace Z est normal, son lieu singulier est de codimension ≥ 2, et
puisque l’image inverse par π de l’ide´al j(f)OW , c’est a` dire l’ide´al de OZ engendre´
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par les ( ∂f∂z1 ◦ π, . . . ,
∂f
∂zn
◦π) est par construction localement principal et engendre´
en tout point de Z par l’un des ∂f∂zj ◦ π, cet ide´al de´finit un sous-espace D de
codimension 1 dans Z, qui n’a qu’un nombre fini de composantes irre´ductibles
si nous avons pris la pre´caution de choisir le voisinage W relativement compact,
puisque le morphisme π est propre.
Soit Dred =
⋃
iDi la de´composition ensembliste de D en composantes
irre´ductibles. Celles-ci sont de codimension 1 et donc chacune contient un ouvert
analytique dense Vi en chaque point z duquel on a ceci:
1) L’espace Z est non singulier en z ainsi que l’ensemble analytique Dred sous-
jacent a` l’espace analytique D, et Dred est donc de´fini au voisinage de D par une
e´quation v = 0, ou` v est une coordonne´e locale sur Z en z.
2) Choisissons des coordonne´es locales b1, . . . , bn−1 sur D en z; alors v, b1, . . . , bn−1
est un syste`me de coordonne´es locales sur Z en z et l’on a une e´criture
(f ◦ π)z = Avµi , ou` A ∈ C{v, b1, . . . , bn−1} avec A(0, . . . , 0) 6= 0 et µi > 0 puisque
f s’annule la` ou` toutes ses de´rive´es s’annulent.
3) L’ide´al (j(f)OZ)z est engendre´ par un des germes ( ∂f∂zj ◦ π)z , disons (
∂f
∂z1
◦ π)z,
et l’on a
( ∂f∂z1 ◦ π)z = Bvνi ou` B ∈ C{v, b1, . . . , bn−1} avec B(0, . . . , 0) 6= 0 et νi > 0.
Remarquons que puisque Di est irre´ductible, les entiers µi, νi ne de´pendent pas
du point z ∈ Vi choisi. La re`gle de Leibniz donne:
∂(f ◦ π)z
∂v
=
n∑
j=1
(
∂f
∂zj
◦ π)z ∂(zj ◦ π)z
∂v
= vµi−1(µiA+ v
∂A
∂v
).
On en de´duit aussitoˆt l’ine´galite´
µi − 1 ≥ νi
Cela donne, posant θ = supi
νi
µi
= 1νj(f)(f) , l’ine´galite´ θ < 1 et d’autre part par les
me´thodes du § 2 du se´minaire, il vient en posant θ = pq l’inclusion fp ∈ j(f)q, ce
qui e´quivaut d’apre`s le the´ore`me 7.2 du se´minaire a` |f(z)|p ≤ C′|gradf(z)|q pour
z assez proche de 0 et donc au re´sultat cherche´.
Remarque : Nous venons de prouver l’ine´galite´ ν¯j(f)(f) > 1. Dans le meˆme
ordre d’ide´e, notant (z) ∗ j(f) l’ide´al (z1∂f/∂z1, . . . , zn∂f/∂zn)OCn,0, l’ine´galite´
ν¯(z)∗j(f)(f) ≤ 1 est facile a` ve´rifier par restriction a` une droite de l’espace ambient,
en utilisant le fait que ν¯ ne peut qu’augmenter par passage au quotient. Il est
prouve´ dans la section 0.5 de [T 1] que l’on a pour tout f ∈ m ⊂ C{z1, . . . , zn}
l’ine´galite´ ν¯(z)∗j(f)(f) ≥ 1, et on a donc ν¯(z)∗j(f)(f) = 1, ce qui est une version en
alge`bre asymptotique de l’identite´ d’Euler pour les polynomes homoge`nes.
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Si l’on veut un re´sultat n’impliquant que des ide´aux inde´pendants des coordonne´es,
on peut en utilisant le the´ore`me de Bertini ide´aliste de [T1] prouver par restric-
tion a` une droite assez ge´ne´rale l’ine´galite´ ν¯m.j(f)(f) ≤ 1 et de´duire du re´sultat
pre´ce´dent l’e´galite´ ν¯m.j(f)(f) = 1.
Il faut ajouter que la de´finition alge´brique de l’exposant de  Lojasiewicz
donne´e dans le se´minaire a e´te´ e´tendue au cas analytique re´el, ou semi-alge´brique,
par Fekak ([F1], [F2]) en utilisant une de´finition due a` Brumfiel [Br] des relations
de de´pendance semi-inte´grale dans le cas re´el. Cela re´pond au voeu exprime´ par
Risler au de´but de son appendice.
Comple´ment 2: L’ordre ν¯ et le polygoˆne de Newton
Dans l’appendice au § 4 du se´minaire, nous donnons une seconde
de´monstration de la rationalite´ de ν¯ qui repose sur le fait que ν¯ peut eˆtre vu
comme tropisme critique d’une certaine installation, c’est-a`-dire comme pente
d’un coˆte´ d’un polygoˆne de Newton ge´ne´ralise´. Dans le cas d’un ide´al I primaire
pour l’ide´al maximal d’une alge`bre analytique re´duite O de dimension pure, le
§ 4 de [T2] associe a` tout e´le´ment f ∈ O ou a` tout ide´al J ⊂ O un polygone de
Newton tel que (ν¯I(f))
−1 ou (ν¯I(J))
−1 apparaisse parmi les oppose´s des pentes
de ses coˆte´s. Ce polygone ne de´pend que de la cloˆture inte´grale de I.
Etant donne´s h, ℓ ∈ R≥0, notons
{
ℓ
h
}
le polygone de Newton e´le´mentaire
(posse´dant au plus un coˆte´ compact) ayant pour sommets les points (0, h) et
(ℓ, 0). C’est le bord de l’enveloppe convexe de ((0, h) +R2≥0)
⋃
((ℓ, 0) +R2≥0). Le
mono¨ıde pour l’addition de Minkowski (point par point) de tous les polygones de
Newton rencontrant les deux axes de coordonne´es est engendre´ par les polygones
e´le´mentaires. Si l’on autorise h et ℓ a` prendre la valeur +∞, en convenant que{
ℓ
∞
}
est constitue´ de deux demi-droites paralle`les aux axes et se rencontrant au
point (ℓ, 0) et de meˆme pour
{
∞
h
}
et le point (0, h), on engendre le semigroupe
de tous les polygones de Newton, avec l’e´le´ment neutre consistant en la re´union
des deux demi-axes positifs.
Soient X un espace analytique complexe re´duit et e´quidimensionel, x ∈ X
et I un ide´al primaire pour l’ide´al maximal de OX,x. Conside´rons le diviseur excep-
tionnel D de l’e´clatement normalise´ EI :Z → X de I dans X . Chacune des com-
posantes irre´ductibles Dk du diviseur compact D de´termine une fonction d’ordre
vk sur OX,x; l’ordre de f ∈ OX,x est l’ordre d’annulation de f ◦EI le long de Dk.
Puisque l’e´clatement normalise´ se factorise a` travers la normalisation n:X → X
qui se´pare les composantes analytiques de X en x, cette fonction d’ordre est en
fait compose´e d’une valuation divisorielle sur l’une des composantes analytique-
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ment irre´ductibles Xj(i) du germe (X, x) et de la surjection OX,x → OXj(i),x. On
de´finit l’ordre d’un ide´al J de OX,x comme l’infimum des ordres de ses e´le´ments.
Par ailleurs les composantes Dk du diviseur exceptionnel sont des varie´te´s projec-
tives plonge´es par le faisceau tre`s ample IOZ/(IOZ)2, et les varie´te´s re´duites sous
jacentes |Dk| aussi; on peut donc parler de leur degre´ deg|Dk|.
On peut alors de´finir pour g ∈ OX,x le Polygone de Newton de g par rapport
a` I par
NI(g) =
∑
k
deg|Dk|
{ vk(I)
vk(g)
}
,
et de meˆme le Polygone de Newton de J par rapport a` I par
NI(J) =
∑
k
deg|Dk|
{ vk(I)
vk(J)
}
.
Il re´sulte du § 4 du se´minaire que ν¯I(g) est la valeur absolue h/ℓ de la pente du
coˆte´ le plus horizontal (ou dernier coˆte´) du polygone de Newton NI(g).
On peut montrer (voir [R3] et [T2], [T3]) que l’application qui a` g ∈ OX,x
associe la longueur
∑
k deg|Dk|vk(g) de la projection orthogonale de NI(g) sur
l’axe vertical n’est autre que la degree function de Pierre Samuel et David Rees,
qui est de´finie comme la multiplicite´ de l’image (I + gOX,x)/gOX,x de l’ide´al I
dans OX,x/gOX,x, tandis que la longueur
∑
k deg|Dk|vk(I) de sa projection sur
l’axe horizontal est e´gale a` la multiplicite´ au sens de Samuel de l’ide´al primaire
I ⊂ OX,x (voir [T2] et [R-S]). On peut observer que lorsque g est dans I le
quotient des longueurs des deux projections de NI(g), ou mieux encore NI(g) lui-
meˆme a` homothe´tie pre`s, est une mesure du de´faut de superficialite´ (au sens de
Samuel) de g par rapport a` I. Lorsque g ∈ I est superficiel, le polygoˆne NI(g) n’a
qu’un seul coˆte´ compact, de pente e´gale a` −1. Cela re´sulte aussitoˆt de l’e´galite´ des
multiplicite´s de I dans OX,x et OX,x/gOX,x et des ine´galite´s vk(g) ≥ vk(I). On
peut aussi le ve´rifier en interpre´tant [Bon] dans l’e´clatement normalise´ de I. La
”degree function” est e´tendue a` des filtrations noetheriennes et a` desOX,x-modules
au chapitre 9 de [R11].
Un fait inte´ressant de´montre´ dans [R-S] est que la relation
e((I + gOX,x)/gOX,x) =
∑
k
deg|Dk|vk(g) pour tout g ∈ OX,x
de´termine de manie`re unique les coefficients deg|Dk|.
Lorsque g est un e´le´ment ge´ne´ral de l’ide´al J , on a l’e´galite´ NI(g) = NI(J).
Cela sert entre autres a` montrer (voir [T2], [T3]) que la longueur de la projection
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verticale du polygone NI(J) est e´gale a` la multiplicite´ mixte e(I
[d−1], J [1]). Ce fait
a e´te´ utilise´ en dimension 2 par Rees et Sharp dans [R-S].
D’autre part on peut e´tendre a` ce cadre les re´sultats de la section 5.7 du
se´minaire. Si X est de Cohen-Macaulay et si (g1, . . . , gd) sont des e´le´ments de I
engendrant un ide´al qui a meˆme cloˆture inte´grale, en suivant exactement la preuve
de 5.7.1, on prouve que si Cgen =
⋃r
q=1 Γq est la de´composition en composantes
irre´ductibles de la courbe de´finie par d−1 combinaisons line´aires assez ge´ne´rales(*)
de (g1, . . . , gd) et si l’on note hq: (D, 0)→ (X, x) les arcs analytiques parame´trant
les Γq, on a (voir [T2]) les e´galite´s:
NI(g) =
r∑
q=1
{ ν0(I ◦ hq)
ν0(g ◦ hq)
}
et NI(J) =
r∑
q=1
{ ν0(I ◦ hq)
ν0(J ◦ hq)
}
,
ou` ν0 de´signe comme plus haut l’ordre a` l’origine de C, et l’on a garde´ les notations
de 5.1 du se´minaire.
Lorsque f : (Cn, 0) → (C, 0) est un germe de fonction holomorphe a` singu-
larite´ isole´e, si l’on prend pour I l’ide´al j(f) = ( ∂f∂z1 , . . . ,
∂f
∂zn
) et pour J l’ide´al
maximal m de C{z1, . . . , zn}, le polygone de Newton Nj(f)(m) prend le nom de
polygone de Newton jacobien . Il est de´montre´ dans [T3] que le polygone de New-
ton jacobien est un invariant d’e´quisingularite´ a` la Whitney des hypersurfaces a`
singularite´ isole´e. En particulier c’est un invariant du type topologique des singu-
larite´s de courbes planes re´duites. Dans le cas des branches planes, c’est meˆme un
invariant total du type topologique, et il y a un re´sultat analogue pour les courbes
planes re´duites (voir [GB]). Lorsque n > 2, l’invariance par de´formation Whitney-
e´quisingulie`re est le seul moyen dont on dispose pour prouver que l’exposant de
 Lojasiewicz optimal des ine´galite´s du gradient |grad(f(z))| ≥ C1|f(z)|θ1 (resp.
|grad(f(z))| ≥ C2|z|θ2) pour |z| assez petit est invariant par de telles de´formations.
Des travaux re´cents de Evelia Garc´ıa Barroso, Janusz Gwoz´dziewicz,
Tadeusz Krasin´ski, Andrzej Lenarcik et Arkadiusz P loski donnent des exemples
de nombres rationnels qui ne peuvent eˆtre exposant de  Lojasiewicz pour la
seconde ine´galite´ du gradient d’une singularite´ de courbe plane (voir [GB-P],
[GB-K-P 1], [GB-K-P 2]), ce qui implique un re´sultat analogue pour la premie`re
puisque θ1 =
θ2
θ2+1
d’apre`s [T3].
Tout re´cemment (voir [GB-G]) une caracte´risation combinatoire des poly-
gones de Newton jacobiens des branches planes a e´te´ obtenue. Ce dernier travail
(*) Qui sont un peu abusivement dites ”ge´ne´riques” a` la fin du §5. Le lecteur
est encourage´ a` consulter [N-R] en se souvenant qu’un ide´al I est une re´duction
d’un ide´al J si I ⊆ J et I = J .
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montre en particulier que le polygone de Newton jacobien d’un germe de courbe
analytique complexe plane permet de de´cider si elle est irre´ductible, en fort con-
traste avec le polygone de Newton usuel.
Enfin, des re´sultats pre´cis sur les relations analogues a` celle qui vient
d’eˆtre cite´e entre les exposants des deux ine´galite´s du gradient pour des fonctions
analytiques re´elles f : (Rn, 0) → (R, 0) telles que f−1(0) = {0} se trouvent dans
[Gw].
Dans la meˆme veine, conside´rons une branche plane (X, 0) ⊂ (C2, 0) donne´e
parame´triquement par x(t) = tn, y(t) = tm + · · · avec m ≥ n et ayant pour
caracte´ristique de Puiseux (β0 = n, β1, . . . , βg) (les βj/n sont les exposants car-
acte´ristiques).
Dans l’alge`bre C{t, t′} de (X ×X, {0}×{0}), l’ide´al (x(t)−x(t′), y(t)− y(t′)) qui
de´finit le sous espace produit fibre´ X×XX s’e´crit (t− t′)N , ou` N est un ide´al pri-
maire correspondant au sous-espace des points doubles du morphisme fini (C, 0)→
(C2, 0) parame´trisant X . On a d’ailleurs e(N ) = 2δ ou` δ = dimCOX,x/OX,x. Si
l’on pose e0 = n, ei = pgcd(β0, . . . , βi) et m = (t, t
′)C{t, t′}, on peut ve´rifier que
la courbe t
n−t′n
t−t′ = 0 est assez ge´ne´rale pour permettre le calcul du polygone de
Newton NN (m) par la me´thode explique´e plus haut, ce qui donne l’e´galite´
NN (m) =
g∑
j=1
(ej−1 − ej)
{ βj − 1
1
}
.
On retrouve ainsi en particulier l’e´galite´ 2δ = 1 − β0 +
∑g
j=1(ej−1 − ej)βj (voir
[Mi], Remark 10.10 et [Z], 3.14) et une interpre´tation du plus grand exposant de
Puiseux comme exposant de  Lojasiewicz puisque ν¯N (m) = (βg − 1)−1. Pour tout
ceci, voir [P-T], [T4], Chap. II, §6 et [T7].
Comple´ment 3: Une remarque et un re´sultat d’Izumi
Comme l’a remarque´ Izumi dans [I 1], une de´monstration dans le cadre
analytique de l’existence d’un nombre re´el b(I) tel que pour tout x on ait
νI(x)− νI(x) ≤ b(I)
est implicitement donne´e dans le se´minaire. En fait, ce re´sultat est dans le cadre
analytique un corollaire facile du fait prouve´ dans le se´minaire (lemme 4.3.2) que
pour tout entier q l’alge`bre gradue´e P 1q (I) =⊕p∈N I pq est la fermeture inte´grale
dans A[T
1
q ] de l’alge`bre de Rees P(I). Cette e´galite´ implique en effet, puisque en
Ge´ome´trie analytique les anneaux sont de Nagata, que P 1q (I) est un P(I)-module
gradue´ de type fini (cf. la remarque pre´ce´dant 4.3.6), et donc qu’il existe un entier
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p0 tel que pour p > p0 et tout entier positif ℓ on ait
I
p+ℓq
q = IℓI
p
q
d’ou` re´sulte l’ine´galite´ annonce´e. Dans le cas alge´brique cette ine´galite´ est due a`
Rees ([R3]) et Nagata ([N]). Rees a donne´ dans [R12] une interpre´tation valuative
des re´sultats de ce type dans le cadre ge´ne´ral des anneaux locaux qui sont de
Nagata.
Izumi a donne´ dans [I 2] un crite`re pour qu’un morphisme injectif φ:A→ B
d’alge`bres analytiques complexes satisfasse la condition du rang de Gabrielov, qui
implique l’injectivite´ du morphisme φˆ: Aˆ → Bˆ des comple´te´s : il faut et il suffit
qu’il existe une constante C > 0 telle que pour tout f ∈ A on ait CνmA(f) ≥
νmB (φ(f)). Notons que puisque clairement νmB (φ(f)) ≥ νmA(f), on doit avoir
C ≥ 1. Pour une bonne pre´sentation de ses re´sultats nous renvoyons a` [I 3].
Comple´ment 4: Ge´ne´ralisation de la de´finition du νI(J) et de sa ratio-
nalite´
Dans [C-E-S] les auteurs prouvent le re´sultat suivant: soient J1, . . . , Jk, I des
ide´aux d’un anneau A localement analytiquement non ramifie´ tels que Ji ⊂
√
I
pour tout i, que l’ide´al I ne soit pas nilpotent et ve´rifie
⋂
k I
k = (0).
Soit C = C(J1, . . . , Jk, I) le coˆne deR
k+1 engendre´ par les (m1, . . . ,mk, n) ∈ Nk+1
tels que Jm11 . . . J
mk
k ⊂ In. Alors l’adhe´rence du coˆne C est un coˆne polyhe´dral
rationnel.
Le cas ou` k = 1 correspond a` la rationalite´ de ν¯. On pourrait de´montrer ce
re´sultat en appliquant les me´thodes du se´minaire a` la comple´tion des localise´s de
A.
Il serait inte´ressant d’e´tendre les re´sultats du §4 du se´minaire aux alge`bres
gradue´es ⊕
ℓ∈Nk
Iℓ11 . . . I
ℓk
k T
ℓ1
1 . . . T
ℓk
k ⊂ A[T1, . . . Tk],
et en particulier au vu de la section 4.3 du se´minaire, a` leur fermeture inte´grale
dans des alge`bres du type A[T
1/q1
1 , . . . , T
1/qk
k ].
Comple´ment 5: Le ν¯I(
√
I) et le type des ide´aux
Le type d’un ide´al I de fonctions analytiques en un point de Cn a e´te´
introduit par D’Angelo dans [D] comme moyen de mesurer, e´tant donne´ un do-
maine Ω de Cn dont le bord ∂Ω est suppose´ lisse, le contact avec ∂Ω de germes
h: (C, 0)→ (Cn, p) de courbes holomorphes en un point p ∈ ∂Ω. Cela est lie´ a` des
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estime´es hypoelliptiques, dont on trouvera un re´sume´ au de´but de [Mc-N] et de
[H], pour l’e´quation ∂u = α sur Ω.
La de´finition du type est la suivante: e´tant donne´s un point x ∈ Cn et un
ide´al I ⊂ mCn,x, on pose(*) (toujours avec les notations de 5.1)
Tx(I) = suph
{ ν0(I ◦ h)
ν0(
√
I ◦ h)
}
,
ou` h parcourt l’ensemble des germes d’arcs analytiques h: (D, 0) → (Cn, x) tels
que h(D) ne rencontre le sous-ensemble analytique de´fini par I qu’en h(0) = x et
ν0 de´signe l’ordre a` l’origine de (D, 0).
On peut alors de´finir le type d’un faisceau cohe´rent d’ide´aux I sur un espace
analytique re´duit X en chaque point x du sous-espace de´fini par I; c’est le type
du germe Ix. Au vu des re´sultats du §5 du se´minaire, le type en x du faisceau
d’ide´aux I n’est autre que (ν¯Ix(
√Ix))−1, et on peut donc lui appliquer le reste
des re´sultats du se´minaire. En particulier l’article [H-L] retrouve essentiellement
le contenu de la section 5.7 du se´minaire dans ce cas particulier. Lorsque I est
primaire pour l’ide´al maximal m = (z1, . . . , zn) de OX,x, le type Tx(I) est le plus
petit exposant possible pour une ine´galite´ de  Lojasiewicz
|g(z)| ≥ C|z|θ
au voisinage de x, ou` g = (g1, . . . gs) est un syste`me de ge´ne´rateurs de I et C une
constante positive.
De`s le milieu des anne´es 1980, A. P loski (voir [P l1]) puis J. Chadzyn´ski et
T. Krasin´ski (voir [C-K 1]) s’e´taient rendu compte que dans le plan les exposants
de  Lojasiewicz du type (ν¯I(m))
−1 pouvaient s’exprimer en termes de contact de
germes de courbes planes. Rappelons que le contact en 0 du germe g = 0 avec f = 0
est de´fini comme le quotient de la multiplicite´ d’intersection en 0 de f = 0 et g = 0
par la multiplicite´ de f en 0. Lorsque f est irre´ductible comme l’est l’image d’un
arc analytique h: (D, 0)→ (C2, 0), le contact de g = 0 avec f = 0 est donc e´gal a`
ν0(g ◦ h)/ν0(h), et si l’on prend le sup sur tous les arcs h de l’infimum lorsque g
parcourt les ge´ne´rateurs d’un ide´al primaire I on retrouve le type de I. Si l’on rem-
place le contact de deux courbes par le contact d’une hypersurface avec une courbe
irre´ductible, cette approche s’e´tend en toute dimension, mais dans le plan on dis-
pose des outils issus du de´veloppement de Puiseux pour de´crire le contact. Une des
conse´quences de ces travaux est que l’exposant de  Lojasiewicz par rapport a` l’ide´al
(*) La de´finition originelle du type e´tait en fait suph
{ ν0(I◦h)
ν0(m◦h)
}
, c’est a` dire
(ν¯I(m))
−1 pour des ide´aux primaires pour l’ide´al maximal. Cette de´finition-ci est
due a` Heier [H].
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maximal d’un ide´al primaire I de OC2,0 est calcule´ en prenant le supremum sur
l’ensemble fini des arcs analytiques h correspondant aux composantes irre´ductibles
des e´le´ments d’un syste`me de ge´ne´rateurs (gi) de I des ν0(gi ◦ h)/ν0(h) qui sont
finis (voir [C-K 1], [C-K 2], [P l3]). Ce re´sultat a e´te´ rede´couvert dans le langage
du type des ide´aux par J.D. McNeal et A. Ne´methi dans [Mc-N], avec une preuve
diffe´rente.
Par ailleurs, apre`s un premier re´sultat de P. Philippon dans cette direction
(voir [P]), Ein-Lazarsfeld (voir [E-L]) et M. Hickel (voir [Hi]) puis G. Heier (voir
[H]) ont prouve´ diverses formes locales et globales du the´ore`me des ze´ros de Hilbert
effectif en s’appuyant sur la de´pendance inte´grale sur les ide´aux et le calcul de ν¯
par e´clatement normalise´ comme dans le §4 du se´minaire.
Pour Hickel, il s’agit de prouver sur un corps k quelconque une conjec-
ture de Berenstein et Yger concernant l’appartenance effective a` un ide´al I de
k[X1, . . . , Xn] d’une puissance d’un e´le´ment de I. Etant donne´s un syste`me de
ge´ne´rateurs p1, . . . , pm de I et un polynoˆme p ∈ I, on cherche a` e´crire une re-
lation ps =
∑m
i=1 qipi avec s ≤ min(m,n + 1) et des bornes sur le degre´ des
qipi en fonction du degre´ des pi et de la dimension n. Pour Heier il s’agit, e´tant
donne´ un faisceau cohe´rent d’ide´aux I sur une varie´te´ projective complexe non sin-
gulie`re X , de trouver le plus petit exposant N possible pour une inclusion du type
(
√I)N ⊆ I en fonction d’invariants globaux comme le degre´ de ge´ne´rateurs de I
et la dimension de X . Comme le soulignent Hickel puis a` nouveau Heier, on peut
distinguer trois e´tapes pour trouver l’exposant : on cherche d’abord une expression
pour un exposant t apparaissant dans des inclusions du type (
√I)mt ⊆ Im pour
tout m, et l’on constate qu’il suffit de borner infe´rieurement ν¯I(
√I)) puis, a` l’aide
de l’interpre´tation de ν¯I(
√I)) par e´clatement normalise´ et de re´sultats comme
ceux du §5 du se´minaire, on borne ν¯I(
√I)) en fonction des donne´es nume´riques
du proble`me au moyen de la the´orie des intersections, et enfin on applique le
the´ore`me de Brianc¸on-Skoda (voir [L], 9.6) qui affirme que sur un espace re´gulier
de dimension n on a In ⊆ I.
Dans [H-L] et [H], on utilise le fait que Tx(I) est le plus petit nombre
rationnel t tel que l’on ait pour tout entier m l’inclusion
(
√
Ix)⌈mt⌉ ⊆ Imx ,
ce qui re´sulte aussitoˆt de l’e´galite´ Tx(I) = (ν¯Ix(
√Ix))−1 que nous venons de voir.
Soit maintenant X une varie´te´ projective complexe non singulie`re et notons
n sa dimension. Soient I un faisceau cohe´rent d’ide´aux de OX et L un faisceau
inversible ample sur X tels que L ⊗OX I soit engendre´ par ses sections globales.
On peut de´finir T (I) comme le supremum des Tx(I) et Heier montre que l’on a
70
l’ine´galite´
T (I) ≤ (Ln).
Appliquant le the´ore`me de Brianc¸on-Skoda, il en de´duit un re´sultat qui se trouve
aussi dans [E-L]:
Avec les notations ci-dessus on a l’inclusion
(
√
I)n(Ln) ⊆ I.
Comple´ment 6: Les quotients A/In et l’alge`bre
⊕
n≥0 I
n/In+1
Dans [M1], Morales calcule le polynoˆme de Hilbert Samuel avec lequel co-
incide pour n grand la longueur du quotient A/In dans le cas ou` A est l’alge`bre
d’un germe de courbe analytique plane re´duite et I son ide´al maximal. Il prouve
qu’il est e´gal a` em(A)n − δ ou` em(A) est la multiplicite´ et δ = dimA/A est la
diminution de genre. Dans [M2] il prouve qu’e´tant donne´e une varie´te´ projective
X sur un corps alge´briquement clos, x un point ferme´ de X et I un ide´al primaire
de A = OX,x, on peut interpre´ter ge´ome´triquement les coefficients du polynoˆme
avec lequel lequel coincide pour n grand la longueur du quotient A/In. Dans [M3]
Morales montre que si A est un anneau local normal excellent de dimension 2 dont
le corps re´siduel est alge´briquement clos, l’alge`bre gradue´e
⊕
n≥0 I
n/In+1 est de
Cohen-Macaulay si la longueur du quotient A/In coincide avec un polynoˆme de`s
que n ≥ 1. Enfin, dans le cas ou` A est local excellent et I est engendre´ par un
syste`me de parame`tres, on trouve dans [M-T-V] des conditions de re´gularite´ pour
A en fonction du comportement de la suite des longueurs des quotients In/In.
Ceci est relie´ a` l’avis de recherche 3.6 du se´minaire.
Un algorithme pour le calcul de l’alge`bre
⊕
n≥0 I
n est pre´sente´ dans [P-U-V].
Comple´ment 7: Spe´cialisation sur le gradue´
L’alge`bre gradue´e
grIOX =
⊕
ν∈R0
Iν/Iν+
du § 4 est l’objet central d’e´tude du se´minaire, et le fait qu’elle soit une OX/I-
alge`bre de type fini un des re´sultats principaux. Par analytisation, cette alge`bre
gradue´e correspond donc a` un germe d’espace analytique complexe muni d’une ac-
tion de C∗, qui est par construction re´duit . Comme on sait qu’une alge`bre filtre´e
peut eˆtre vue comme de´formation de l’alge`bre gradue´e associe´e(*), il existe une
(*) Il semble que ce re´sultat ait e´te´ rede´couvert de nombreuses fois depuis depuis
Gerstenhaber ([Ge]); cf. [T5], [Po], § 5, [Fu], Chap. 5.
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de´formation a` un parame`tre du germe d’espace analytique associe´ a` SpecgrIOX,x
dont toutes les fibres sauf la fibre spe´ciale sont isomorphes a` (X, x) et il est
inte´ressant d’explorer ge´ome´triquement cette spe´cialisation d’un germe d’espace
analytique (ou de sche´ma excellent) (X, x) sur un coˆne re´duit qui peut jouer le
roˆle d’un coˆne normal de Y dans X .
Le cas le plus simple est celui ou` (X, x) est une singularite´ de branche plane et I
est l’ide´al maximal m de l’alge`bre locale OX,x. On peut conside´rer OX,x comme
une sous-alge`bre de sa normalisation C{t} et les valeurs que prend sur OX,x la val-
uation t-adique forment un semigroupe Γ d’entiers. Le premier auteur a remarque´
que grmOX,0 est dans ce cas l’alge`bre du semigroupe Γ a` coefficients dans C et que
le spectre de cette alge`bre, c’est a` dire la courbe monomiale correspondante, est
une intersection comple`te. Il en re´sulte que toutes les branches planes appartenant
a` la meˆme classe d’e´quisingularite´, qui ont le meˆme semigroupe associe´, sont des
de´formations de la courbe monomiale; elles apparaissent donc dans la de´formation
miniverselle de cette courbe. Le second auteur a dans [T5] applique´ cela a` l’e´tude
des modules de branches planes, en particulier pour en donner une compactifi-
cation naturelle. Pour d’autres applications de ce point de vue aux espaces de
modules on renvoie a` [C] et, en ce qui concerne la re´solution des singularite´s, a`
[G-T].
Dans [Kn] Allen Knutson e´tudie le remplacement dans la the´orie des inter-
sections du coˆne normal CX,Y d’une sous varie´te Y de X de´finie par l’ide´al I par
ce qu’il appelle le ”balanced normal cone” CX,Y , qui est le spectre de grIOX . Il
montre que si X,Y et V sont des varie´te´s quasi-projectives re´duites, e´tant donne´e
une immersion re´gulie`reX →֒ Y et un morphisme V → Y , posantW = V ×Y X , le
produit d’intersection raffine´ de Fulton-MacPherson qui est un e´le´ment de l’anneau
de Chow A•(W ) de´fini a` l’aide de la spe´cialisation sur le coˆne normal CY,X peut
eˆtre de´fini aussi bien a` l’aide de la spe´cialisation sur CX,Y . Cet article contient
aussi des exemples. Knutson sugge`re que le remplacement de CX,Y par CX,Y con-
duit a` une the´orie dynamique des intersections qui garde la trace de la vitesse
avec laquel les intersections transverses cre´e´es apre`s mise en position ge´ne´rale se
rapprochent lorsque l’on revient a` la position spe´ciale. L’e´tude du cas des branches
planes sugge`re que le passage a` CX,Y revient a` faire la the´ories des intersections
apre`s avoir tout plonge´ dans un espace anisotrope dont les poids des coordonne´es
correspondent aux vitesses de rapprochement possibles qui sont ”primitives” c’est
a` dire engendrent toutes les autres. Si l’on veut e´tudier les vitesses de rapproche-
ment dans l’espace ambient de de´part, alors la section 4.2 de [T 2] et les re´sultats de
[T3], [T6] section 5.15 sugge`rent que l’objet qui mesure la distribution des vitesses
est le polygone de Newton du comple´ment 2 ci-dessus.
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