Machine learning techniques have led to broad adoption of a statistical model of computing. The statistical distributions natively available on quantum processors are a superset of those available classically. Harnessing this attribute has the potential to accelerate or otherwise improve machine learning relative to purely classical performance. A key challenge toward that goal is learning to hybridize classical computing resources and traditional learning techniques with the emerging capabilities of general purpose quantum processors. Here, we demonstrate such hybridization by training a 19-qubit gate model processor to solve a clustering problem, a foundational challenge in unsupervised learning. We use the quantum approximate optimization algorithm in conjunction with a gradient-free Bayesian optimization to train the quantum machine. This quantum/classical hybrid algorithm shows robustness to realistic noise, and we find evidence that classical optimization can be used to train around both coherent and incoherent imperfections.
INTRODUCTION
The immense power of quantum computation is illustrated by flagship quantum algorithms that solve problems such as factoring [1] and linear systems of equations [2] , amongst many others, much more efficiently than classical computers. The building of a quantum device with error rates well below the fault-tolerance threshold [3] [4] [5] [6] poses a challenge to the implementation of these kinds of quantum algorithms on near-term devices. In recent years several new algorithms targeting these near-term devices have been proposed. These algorithms focus on short-depth parameterized quantum circuits, and use quantum computation as a subroutine embedded in a larger classical optimization loop. It has been shown that optimizing the performance of the quantum subroutine-by varying a few free parameters-allows for calculating binding energies in quantum chemistry [7] [8] [9] [10] , as well as solving some combinatorial [11, 12] and tensor network problems [13] . In this paper we choose to focus on an unsupervised machine learning task known as clustering, which we translate into a combinatorial optimization problem [14, 15] that can be solved by the quantum approximate optimization algorithm (QAOA) [11, 12] . We implement said algorithm on a 19-qubit computer using a flexible quantum programming platform [16, 17] . We show that our implementation of this algorithm finds the optimal solution to random problem instances with high probability, and that good approximate solutions are found in all investigated cases, even with relatively noisy gates. This robustness is enabled partially by using a Bayesian procedure [18, 19] in the classical optimization loop for the quantum circuit parameters.
CLUSTERING
The particular unsupervised machine learning problem we focus on here is known as clustering [20, 21] . Clustering consists of assigning labels to elements of a dataset based only on how similar they are to each other-like objects will have the same label, unlike objects will have different labels. Mathematically, the dataset D has elements x i for 1 ≤ i ≤ n, where each element is a k-dimensional feature vector (a numerical representation of any object of interest: a photograph, an audio recording, etc.). In order to represent dissimilarity, we need to define a distance measure d(x i , x j ) between two samples x i and x j . A familiar choice for a distance measure is the Euclidean distance, but specific applications may naturally lead to very different choices for the metric and the distance [22, 23] .
Most common choices of distances allows us to calculate a matrix of distances between all points in O(kn 2 ) steps, by simply calculating the distance between every possible pair of data samples. Let this matrix be denoted by C where C ij = d(x i , x j ). This matrix can be interpreted as an adjacency matrix of a graph G, where each vertex represents an element of D and C ij is the weight of edge between vertices i and j. In general the matrix C will be dense leading to a fully connected graph on n vertices, but different choices of distance metrics along with coarse-graining can make this distance matrix sparse. In clustering, the main assumption is that distant points belong to different clusters; hence maximizing the overall sum of all weights (distances) between nodes with different labels represents a natural clustering algorithm. The mathematical formulation of this is a Maximum-Cut (Maxcut) problem [15] , defined as Maxcut(G, C) for the dense graph G of the distance matrix C.
More precisely, the Maxcut problem consists of an undirected graph G = (V, E) with a set of vertices V and a set of edges E between those vertices. The weight w ij of an edge between vertices i and j is a positive real number, with w ij = 0 if there is no edge between them. A cut δ(S) ⊂ E is a set of edges that separates the vertices V into two disjoint sets S andS = V \ S. The cost w(δ(S)) of a cut is defined as the sum of all weights of edges connecting vertices in S with vertices inS w(δ(S)) = i∈S,j∈S
The problem Maxcut(G, w) is now easily formulated as an optimization objective
The Maxcut problem is an example of the class of NP-complete problems [24] , which are notoriously hard to solve. Many other combinatorial problems can be reduced to Maxcut-e.g., machine scheduling [25] , computer-aided design [26] , traffic message management problems [27] , image recognition [28] , quadratic unconstrained optimization problems (QUBO) [15] and many more. One approach to solving Maxcut is to construct a physical system-typically a set of interacting spin-1 2 particles [14] -whose lowest energy state encodes the solution to the problem, so that solving the problem is equivalent to finding the ground state of the system [29] . This is the approach we take here.
QUANTUM APPROXIMATE OPTIMIZATION ALGORITHM
It is possible to find the ground state of interacting spin systems using an algorithm known as the quantum approximate optimization algorithm (QAOA) [11] . QAOA can be thought of as a heuristic to prepare a superposition of bit strings with probability amplitudes heavily concentrated around the solution. The encoding of the problem itself is given by a cost Hamiltonian (cf. S1)
and QAOA approximates the ground state by initially preparing the equal superposition of all bit strings, then iteratively applying a pair of unitary operations before measuring (see Fig. 1 ). For the ith iteration, we evolve the system with cost unitaryÛ i = exp(−iγ iĤC ) for some angle γ i , followed by the driver unitaryV i = exp(−iβ iĤD ) for some angle β i , where the driver Hamiltonian iŝ In other words, QAOA prepares the state
where p is the number of iterations, |ψ is the uniform superposition of all bit strings (with the same phase), and measures this state in the computational basis. For the optimal choice of angles, the probability of sampling the bit string corresponding to the lowest energy state ofĤ C increases monotonically with the number of iterations applied [11] . As the number of iterations approaches infinity, the probability of success approaches unity. However, QAOA does not specify how the optimal set of angles are found, although in some cases they can be derived analytically for a small number of iterations and for uniformly weighted graphs [11, 31] .
BAYESIAN OPTIMIZATION
Our strategy to find the (approximately) optimal bitstring for a weighted Maxcut instance, corresponding to the solution of the clustering problem, uses Bayesian optimization over the QAOA angles (γ γ γ, β β β) [32, 33] . This framework constructs a prior distribution over functions, sequentially evaluates a black box objective-the Maxcut instance in this case-and updates the prior accord- ing to Bayes' rule
where p(f |y) is the posterior distribution over function space given the observations y, p(f ) is the prior over function space, and p(y|f ) is the likelihood of observing the values y given the model for f . With growing number of optimization steps (observations y) the true black-box objective is increasingly well approximated. The trick lies in choosing the prior p(f ) in a way that offers closed-form solutions for easy numerical updates, such as Gaussian processes, which assume a normal distribution as a prior over the function space [18] (cf. S10). In the present case of QAOA, it should be noted that sampling at each step will generally lead to a non-trivial distribution of values when the state |γ γ γ, β β β is entangled or mixed. To fit this into the Bayesian Optimization framework we calculate the best observed sample and return this to the optimizer. Hence, the function f represents the value of the best sampled bit string at location γ γ γ, β β β. More generally, one could compute any statistic of the distribution (as detailed in the appendix).
To avoid a random walk over the space of potential evaluation points, the Bayesian optimizer maximizes a utility function that can be calculated from the posterior distribution after each update. In this way, it intelligently chooses points to minimize the number of costly evaluations of the black box objective function (see the appendix for more details).
THE QUANTUM PROCESSOR
We ran the QAOA optimizer on a quantum processor consisting of 20 superconducting transmon qubits [34] with fixed capacitive coupling in the lattice shown in Fig. 2 . Qubits 0-4 and 10-14 are tunable while qubits 5-9 and 15-19 are fixed-frequency devices. The former have two Josephson junctions in an asymmetric SQUID geometry to provide roughly 1 GHz of frequency tunability, and flux-insensitive "sweet spots" [35] near ω max 01 /2π ≈ 4.5 GHz and ω min 01 /2π ≈ 3.0 GHz. These tunable qubits are coupled to bias lines for AC and DC flux delivery. Each qubit is capacitively coupled to a quasi-lumped element resonator for dispersive readout of the qubit state [36, 37] . Single-qubit control is effected by applying microwave drives at the resonator ports, and two-qubit gates are activated via RF drives on the flux bias lines, described below.
The device is fabricated on a high-resistivity silicon substrate with superconducting through-silicon via technology [38] to improve RF-isolation. The superconducting circuitry is realized with Aluminum (T c ≈ 1.2 K), and patterned using a combination of optical and electronbeam lithography. Due to a fabrication defect, qubit 3 is not tunable, which prohibits operation of the 2-qubit parametric gate described below between qubits 3 and its neighbors (8 and 9) . Consequently, we treat this as a 19-qubit processor.
In Rigetti 19Q, as we call our device, each tunable qubit is capacitively coupled to one-to-three fixed-frequency qubits. The DC flux biases are set close to zero flux such that each tunable qubit is at its maximum frequency ω max T . Two-qubit parametric CZ gates are activated in the |11 ↔ |20 and/or |11 ↔ |02 sub-manifolds by applying an RF flux pulse with amplitude A 0 , frequency ω m and duration t CZ to the tunable qubit [39] [40] [41] . For RF flux modulation about the qubit extremal frequency, the oscillation frequency is doubled to 2ω m and the mean effective qubit frequency shifts toω T . Note that the frequency shift increases with larger flux pulse amplitude. The effective detuning between neighboring qubits becomes ∆ =ω T − ω F .
The resonant condition for a CZ gate is achieved when ∆ = 2ω m − η T or ∆ = 2ω m + η F , where η T , η F are the anharmonicities of the tunable and fixed qubit, respectively. An effective rotation angle of 2π on these transitions im- parts a minus sign to the |11 state, implementing an effective CZ gate. The time-scale of these entangling gates is in the range 100-250 ns. Due to finite bandwidth constraints of our control electronics, the applied flux pulse is shaped as a square pulse with linear rise and fall time of 30 ns.
FIG. 5.
The performance of our implementation of the clustering algorithm on the 19Q chip (blue) and a noiseless simulation through the Forest [42] quantum virtual machine (orange) can be compared to the performance of an algorithm that simply draws cluster assignments at random (red: Theoretical curve, green: empirical confirmation). It is clear that out algorithm generates the optimal assignment much more quickly than it would be expected by chance: the 95% confidence region for our empirical observations have very small overlap for the distribution given by random assignments. See appendix for more detailed statistics.
IMPLEMENTATION
We demonstrate the implementation of the proposed clustering algorithm on a problem with a cost Hamiltonian constructed to match the connectivity of Rigetti 19Q. Such a choice minimizes the circuit depth required for the algorithm while utilizing all available qubits. This problem corresponds to clustering an arrangement of overlapping probability distributions, whose dissimilarity is given by the Bhattacharyya coefficient [43]-a measure for distributional overlap. A cartoon of such an arrangement, and the corresponding graph for the weighted Maxcut problem, is depicted in Fig. 3 [44] . This problem is solved using a single iteration (p = 1) of QAOA, and using up to 55 steps of a Bayesian optimizer to choose the angles (γ, β). This procedure is repeated several times to gather statistics about the number of steps necessary to reach the optimal answer.
Using the available interactions and local gate operations, we are able to implement the cost unitary in a circuit of depth corresponding to six CZ gates interspersed with single qubit operations and hence fitting well within a single coherence time of the qubits. This circuit depth is dictated by two independent factors. The first is the implementation of the cost unitary. Since all the terms in the cost Hamiltonian commute, it is possible to decompose the cost unitary into a separate unitary for each cost term. These cost terms, in turn, take the form exp(−iγw ijσ z iσ z j ) that does not directly correspond to one of the native gates in our quantum computer. However, they can be implemented by the sequence requiring two interaction CNOT ij · RZ j (γw ij ) · CNOT ij [45] . The second factor is that the CNOT interactions cannot be applied simultaneously on overlapping sets of qubits. Given the connectivity of the graph for our problem (where some vertices have 3 neighbors), that means the cost terms must be broken down into 3 rounds of non-overlapping unitaries, each of which consists of two interactions, so that the overall circuit has a depth corresponding to 6 two-qubit gates interspersed with single qubit operations. Additional circuit compilation steps are taken to minimize the number of intermediate single-qubit operations, so the depth is ultimately dominated by the interaction.
The entire algorithm is implemented in Python, leveraging the pyQuil library [17] for describing parameterized quantum circuits in the quantum instruction language Quil [16] , and run through the Forest platform [42] for controlling the quantum computer and accessing the data it generates. The Bayesian optimizer is provided by the open source package BayesianOptimization, also written in Python [19] .
RESULTS
The typical behaviour of the algorithm is illustrated in Fig. 4 . Each trace corresponds to a separate run of the algorithm on a fixed, but random, choice for the graph weights. In particular, it corresponds to the best observed cost up to the current Bayesian optimization step, i.e. the historic best. The costs are normalized such that 1 corresponds to the optimal solution, which can be easily computed for the problem instance under consideration.
The run time for 55 Bayesian optimization steps with N = 2500 measurements per step is approximately 10 minutes. This run time includes network latency in the communication between the quantum processor and the classical processor running the high-level hybrid algorithm, as well as many other factors such as circuit compilation and job scheduling. For the random problem instances chosen, the vast majority of the traces reach the optimum in fewer than 55 steps (only about 25% of runs did not reach the optimum within 55 steps, as illustrated in Fig. 5 ). Different random choices for the graph weights yield results that are qualitatively identical (see appendix for more details).
Quantitatively, we can compare how execution of the algorithm on the quantum computer compares with drawing a comparable number of bit strings uniformly at random, and remembering the ones with the highest cost. Random sampling of bit strings can be seen as a proxy for randomly walking the parameter space, which is expected to be a better strategy than grid-search [46] . In that case, the probability of obtaining the optimal cost should decrease exponentially with the number of points in the clustering problem, but increase monotonically with the total number of samples. In Fig. 5 we compare the empirical distributions for a noiseless simulation of the algorithm (orange), the experimental implementation of the algorithm (blue), and the random sampling of bit strings with finite statistics (green), along with the analytical distribution for random sampling of bit strings (red)-the shaded regions correspond to 95% confidence intervals. Taking the null hypothesis to be the random sampling of bit strings, standard hypothesis testing methods based on the Kolmogorov-Smirnov statistic exclude the null hypothesis as an explanation for the behavior of the experimental implementation of the algorithm to a level higher than 99%. Similarly, the null hypothesis is excluded as an explanation for the behaviour of the noiseless simulation of the algorithm to a level higher than 99.99% (see the appendix for more details).
CONCLUSION AND SUMMARY
We have used a 19-qubit quantum computer to demonstrate a hybrid quantum algorithm for clustering. This algorithm is based on the quantum approximate optimization algorithm, which in turn can be applied to a broad class of combinatorial optimization problems, ranging from image recognition to machine scheduling. Our implementation relies on Bayesian optimization of classical parameters within the quantum circuit, and we show that the algorithm reaches the optimal solution in many fewer steps than would otherwise be expected by drawing cluster assignments uniformly at random. This demonstration uses the largest number of qubits to-date for an algorithm in a gate-based quantum processor. Harder combinatorial problems (larger instances and more complex topologies) may be handled by larger number of iterations of the quantum approximate optimization algorithm, which would necessitate both higher gate fidelities and higher qubit counts. Given the complexity of solving combinatorial problems, relatively modest improvements on these fronts could lead to the demonstration of a hybrid algorithm that outperforms classical algorithms for the same problem. Starting with the Maxcut formulation (1) we can construct the Ising Hamiltonian connected to a given Maxcut instance. To this end we note that we can lift a general graph G on n-nodes to a fully connected graph K n by introducing missing edges and initializing their corresponding weights to zero. We assume that the weights w ij = w ji are symmetric, corresponding to an undirected graph and introduce Ising spin variables s j ∈ {−1, +1} taking on value s j = +1 if v j ∈ S and s j = −1 if v j ∈S. With this we can express the cost of a cut as w(δ(S)) = i∈S,j∈S
Identifying the spin variables with the spin operators of qubits yields the quantum analog of the weighted Maxcut problem asĤ
where we introduce the additional "−" sign to encode the optimal solution as the minimal energy state (as opposed to the maximal energy state from the Maxcut prescription). In this sense we want to minimizeĤ C .
Detailed sampling procedure
The full optimization trace of running the Bayesian optimized Maxcut clustering algorithm is shown in Fig. S1 , where the abscissa shows the step count of the optimizer. Each violin in the top panel shows the kernel-density estimates (KDE) of the cost distribution associated with the sampled bit-strings at the corresponding step. The width reflects the frequency with which a given cost has been sampled, while the thick and thin line within each violin indicate the 1σ and 2σ intervals of the distribution, respectively. To indicate the extreme values we cut off the KDE at the extreme values of the sample. Finally the white dot at the center of the violins show the mean value of the sampled distribution. In the optimization procedure we return the largest value of the cost distribution. The middle panel shows the best sampled value at step i (red curve) corresponding to the extreme value of the distributions in the top panel, whereas the green curve is the mean value. The blue curve is the historic best value of the optimizer and shows the construction of the individual trace curves of Fig. 4 . Finally the lowest panel shows the behavior of the Bayesian optimizer in choosing the next hyperparameter pair (γ, β). The jumpiness of the angle choices is likely due to the noise in the 19Q chip and seems significantly reduced in a simulated experiment as seen in Fig. S2d .
As we can see, there is some variability in the mean value as well as the width of the distributions. At certain (β, γ) points we do indeed sample large cost values from the distribution corresponding to (approximate) solutions of the randomly chosen Maxcut problem instance.
Clustering on a fully connected graph
To demonstrate the clustering properties of the algorithm we simulate a larger Maxcut problem instance on the Quantum Virtual Machine (QVM). We construct the distance matrix shown in 
FIG. S1. Trace of the Bayesian
Optimization of a p = 1 step QAOA procedure for the 19 qubit Maxcut problem instance with random weights as discussed in the main text. Each violin contains 2500 samples drawn from the QPU and is cut off at its observed extreme values. We normalized the plot to indicate the best possible value. Note that this is intractable in general (i.e., it requires knowledge of the true optimum, which is hard to obtain). Detailed descriptions are in the text.
bipartite graph and has only two equally optimal solutions, the one shown and the exact opposite coloring. Hence randomly sampling bit-strings only has a chance of 2/2 20 ≈ 2 · 10 −6 of finding an optimal solution, meaning we would have to sample on the order of 2 19 bit-strings to find the correct answer with significant success probability. The corresponding optimization trace is shown in distribution as compared to just sampling from a uniform distribution. We can see that due to the fully connected nature of the graph the variation in the mean is not significant for p = 1 steps in the QAOA iteration (see Fig. S2d for more details). However, there is significant variations in the standard deviation of the sampled distributions with only a few of them allowing access to the optimal value with so few samples. A better view of the optimizer trace is shown in Fig. S2d where we plot the average and best observed cost at each (β, γ)-pair in addition to the overall best value observed at the time a new point is evaluated. We can see that the optimizer slowly improves its best value and that it increasingly samples from distributions with large standard deviations. The clustering steps are described in pseudo-code by algorithm 1 
Construction of the optimization functional
We can interpret the cost associated with the Ising HamiltonianĤ C corresponding to a classical combinatorial optimization problem (COP) as a function
where |x ∈ Z n 2 is a classic bit-string sampled from the distribution D x with PDF p(x; θ) = |ψ(x; θ)| 2 prepared by running the QAOA procedure as described in the main text and θ = (γ γ γ, β β β). We can now identify the bit-string variable |x as a random variable X ∼ D x (θ) drawn from the parameterized distribution D x (θ) ⊆ Z n 2 and consequently can interpret the function f as a random variable F ∼ D f (θ) ⊆ R by functional composition with a PDF p f (v; θ) and CDF C f (v; θ)
In order to optimize the distribution D f (θ) for sampling (nearly) optimal bit-strings we need to define an optimization objective. To this end, we consider the j-th order statistics F (j) [51] 
.
By definition we have
. Notice that the F (j) are random variables as well, but due to the ordering relation are not i.i.d. anymore. We can use the order statistic to define the k-th percentile (k = 1, ..., 100) as the CDF of F ( 100j/N =k) . The optimization routine can now be used to optimize the expectation values of any order statistic at hand. To this end we need to compute the PDF of these order statistics [51] according to
In practice we are mostly interested in optimizing the extreme value statistic, i.e. minimizing the first-order or maximizing the N -th order statistic. The expectation values of these can be computed as c Copyright 2017 Rigetti & Co, Inc.
Note that this approach also enables us to estimate the uncertainty of these random variables, giving quality estimates of the sample. Despite looking horribly complicated, those values can readily be computed numerically from a set of samples of the distribution D f (θ). A pseudo-code representation of the statistics calculation is given in algorithm 2.
Gaussian Process description of the extreme value optimization
The extreme value functions s j (θ) : [0, 2π) 2p → R, j = 1, N are generally not analytically known and typically expensive to evaluate. Hence we have access to s(θ) only through evaluating it on a set of m points θ 1:m [52] with corresponding variables v i = s(θ i ) and noisy observations y 1:m . Note that we drop the subscript j to denote the distinction between minimal and maximal value functions as the approach is identical for either of them. To make use of Bayesian optimization techniques [32, 53] we assume that the variables v = v 1:m are jointly Gaussian and that the observations y 1:m are normally distributed given v, completing the construction of a Gaussian process (GP) [18] . The distinction between the variable v i and its observation y i is important given that the expectation values S6 and S7 are subject to sampling noise, due to finite samples, but also due to finite gate and readout fidelities and other experimental realities, and hence cannot be known exactly. We describe the GP using the moments of a multivariate normal distribution
and introduce the notation
This result summarizes the basic assumption that the extreme value statistic of the cost of best sampled bit-string follows a Gaussian distribution as a function of the parameters θ. While this might not be true, it proves to be a good choice for the unbiased prior in practice. To use the GP we need to specify the kernel function k(θ, θ ), which specifies a measure of correlation between two observation points θ and θ . Following [53] we use the Matérn-2.5 kernel in the following, but there are many alternative choices [18, 32] . The basic idea of Bayesian Optimization is to draw new observations y * at points θ * of the GP random variable v and iteratively use Bayes' rule to condition the prior of v on y * . This conditioning is particularly simple for GPs as it can be performed analytically using the properties of multivariate normal distributions. To account for imperfect/noisy evaluations of the true underlying function we simply need to adjust the update rule for the GP mean and kernels. This can also be done analytically and hence be directly applied to our case of numerically sampled extreme values statistics. For exhaustive details of the update rules, kernels and general GP properties see Ref. [18] . It should be noted that the updated rules of Gaussian kernels require a matrix inversion which scales as O(m 3 ) and hence can become prohibitively expensive when the number m of samples becomes large. Improving this scaling is an active area of research and early promising results such as Deep Networks for Global Optimization (DNGO) [33] provide surrogate methods for Gaussian processes with linear scaling.
So far we have only been concerned with updating the GP to reflect the incorporation of new knowledge. To close the optimization loop we need a procedure to select the next sampling point θ * . Choosing a point at random will essentially induce a random walk over the optimization parameter domain and might not be very efficient [46] (though this is still better than a grid search). A nice improvement over this random walk is offered by Bayesian framework itself: due to the constantly updating the posterior distribution we can estimate the areas of highest uncertainty and consequently chose the next point accordingly. However, this might bring the optimizer far away from the optimal point by trying to minimize the global uncertainty. To prevent the optimizer from drifting off we need a way to balance its tendency to explore areas of high uncertainty with exploiting the search around the currently best known value. This procedure is encapsulated in the acquisition function α(θ; D m ) where D m = {(θ i , y i )} i=1,...,m is the set of observations up to iteration m [32] . Since the posterior is Gaussian for every point θ there are many analytic ways to construct an acquisition function. Here, we use the Upper Confidence Bound (UCB) metric, which can be calculated as
where β m is a hyperparameter controlling the explore-exploit behavior of the optimizer and µ m (θ), σ m (θ) are the mean and variance of the Gaussian of the posterior GP restricted to point θ. Maximizing the acquisition function of all values θ at each iteration step yields the next point for sampling from the unknown function s. For more details see Ref. [32] . A pseudo-code representation of the Bayesian Optimization routine is given in algorithm 3.
Comparison to Random Sampling
To demonstrate the applicability of the results beyond a single problem instance we ran the simulations on 5 randomly chosen problem instances over a fourteen hour window on 19Q architecture. We recorded the optimization traces (cf. Fig. S4a ) and calculated the empirical CDF (eCDF) for the time-to-optimum, i.e. the number of steps before the optimizer reached the optimal value, as seen in Figs. 5, S4b. Note that we can estimate the optimal value easily for the problem at hand. We compared the empirical CDF (eCDF) to the CDF of a random sampling procedure that follows a Bernoulli distribution B(N, p) with a success probability p = 2/2 19 and N = N steps N shots samples. The additional factor 2 in the success probability is due to the inversion symmetry of the solution, i.e. there are two equivalent solutions which minimize the cost and are related to each other by simply inverting each bit-assignment. The CDF for the Bernoulli random variable can then be easily written as: The performance of our implementation of the clustering algorithm (red) can be compared to the performance of an algorithm that simply draws cluster assignments at random (green). It is clear that our algorithm generates the optimal assignment much more quickly than it would be expected by chance: the 95% confidence region for our empirical observations have very small overlap for the distribution given by random assignments, and the Kolmogorov-Smirnov statistic indicates we can reject the null hypothesis of random assignments at a level higher than 99.9%. To compare the eCDF (red curve in Fig. S4b ) to the random sampling CDF (green curve) we calculate the Kolmogorov-Smirnov statistic between two eCDFs
where F 1,n is the first eCDF with n points and F 2,m is the second one with m points. Given the eCDFs of Fig. S4b we find KS 23,55 ≈ 0.392. We can calculate the significance level α by inverting the prescription for rejection of the Null-Hypothesis H 0 , i.e. the two eCDFs result from the same underlying distribution function:
where c(α) = −0.5 log(α/2). Plugging in the empirical KS statistic we find that H 0 can be rejected with a probability p = 1 − α with α = 8.451 · 10 −4 . We also calculated the KS statistic for the curves in the main body of the text summarized in Table. Calculating the mutual Bhattacharyya coefficient between the distributions leads to a graph that that maps to the Rigetti 19Q architecture with low overhead. Applying the proposed clustering algorithm will find assignments for sets of the least overlapping distributions. For more details see the body of the appendix.
Example of a clustering application for the 19Q architecture
To motivate the clustering application we look at Fig. S5 . It shows 19 distribution with compact support in R 2 with finite overlaps. We can define a similarity metric between these distributions using the Bhattacharyya coefficient [43, 54, 55] 
where we use D R 2 to denote the space of compact-support distributions over R 2 . Since the Bhattacharyya coefficient is not a typical distance metric -it does not fulfill the triangle inequality-, we use the following procedure: Using the example of Fig. S5 we can identify the individual distributions with a given qubit and calculate the overlap metric with all other distributions. With this we can construct a graph G = (V, E) where the vertices correspond to identifiers of the individual distributions and the edges to overlaps in these distributions where the weights are given by the Bhattacharyya coefficient. In the case of Fig. S5 this will lead to a graph that has a low overhead when mapped to the Rigetti 19Q connectivity and enables us to run the clustering algorithm on the quantum hardware. To make this translation we need to remove the self-similarity between the distributions, corresponding to self-cycles in the graph. It should be noted that clustering in this context means to identify a set of distribution that are as dissimilar as possible, i.e. have as little overlap as possible.
Detailed device parameters
Tables S2 and S3 summarize the main performance parameters of Rigetti 19Q. Single-qubit gate fidelities are estimated with standard randomized benchmarking protocols [56] is the probability of measuring the qubit in state b when prepared in state a. Two-qubit gate fidelities are estimated with quantum process tomography [45] with preparation and measurement rotations {I, R x (π/2), R y (π/2), R x (π)}. The reported process fidelity F 2q indicates the average fidelity between the ideal process and the measured process imposing complete positivity and trace preservation constraints. We further averaged over the extracted F 2q from four separate tomography experiments. Qubit-qubit coupling strengths are extracted from Ramsey experiments with and without π-pulses on neighboring qubits. Rigetti 19Q two-qubit gate parameters and performance -These parameters refer to two-qubit interactions of Rigetti 19Q. Qubit 3 is not tunable and for this reason parameters related to the pairs 3 − 8, 3 − 9 are not included. 
