This paper addresses the problem of combining multi-modal kernels in situations in which object correspondence information is unavailable between modalities, for instance, where missing feature values exist, or when using proprietary databases in multi-modal biometrics. The method thus seeks to recover inter-modality kernel information so as to enable classifiers to be built within a composite embedding space. This is achieved through a principled group-wise identification of objects within differing modal kernel matrices in order to form a composite kernel matrix that retains the full freedom of linear kernel combination existing in multiple kernel learning. The underlying principle is derived from the notion of tomographic reconstruction, which has been applied successfully in conventional pattern recognition.
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Introduction
The problem of multiple kernel learning (MKL) was identified by Lanckriet et al. [1] and is now well established within the literature [2, 3, 4, 5, 6, 7, 8, 9, 10, 11] . It builds on the widespread adoption of kernel-based methods within machine learning for a variety of tasks, in particular regression and classification [12, 13] . The latter category includes state-of-the-art methods such as support vector machines (SVMs) [14, 12] and kernel Fisher discriminant analysis (kernel FDA) [15, 16] .
Kernel methods have in common that they map observations into an inner product space, provided that they fulfil the Mercer conditions. A wide choice of kernels is typically available for any given learning problem; each of these kernels can be seen as capturing a different aspect of the data. In classification problems, arbitrarily morphologically-complex (i.e., nonlinear) decision boundaries may be obtained within a linear input space via the choice of kernel. Early work on learning the kernel includes [17] , where kernel parameters are optimized by minimizing estimates of the generalization error of SVMs, and [18] , where the complexity of learning the kernel matrix for SVM classification is analyzed.
Multiple kernel learning seeks to learn an appropriate linear combination of such base kernels, linear combination being chosen because this crucially retains the Mercer properties. Lanckriet et al.'s formulation [1] utilizes linear combination of M m × m training kernel matrices K k , k = 1, . . . , M and m class labels y i ∈ {1, −1}, i = 1, . . . , m, with m the number of training samples, this being equivalent to forming the Cartesian product of the associated feature spaces. The goal of MKL is then to optimize the 'scaling factors' of the feature spaces with respect to the classification. Other MKL formulations address tractability issues when m is large. These include, e.g., the semi-infinite linear programming (SILP) formulation of [3] , and the reduced gradient descent algorithm of [6] . The ℓ 1 regularization in [1] can also be generalized to an ℓ p (p > 1) norm [19] to avoid solution sparsity if required. Other variants of MKL approaches include, to name a few, hyperkernels [20] , information theoretic MKL [21] , multiple kernel FDA [22, 23] , multiclass MKL [4] , multilabel MKL [24] and nonlinear MKL [25] .
A key distinction that may be made between multiple kernel methods is whether they implicitly require object correspondence information; additive kernel combination such as the method of Lanckriet et al. assumes that this information is present. Thus, the ordering of the objects defining the K k is assumed to be the same across all modalities. However, methods do exist that are not dependent on this correspondence, the principle such method being augmented kernel combination [26] . In augmented kernel combination, the direct sum of kernel matrices is formed, resulting in a block-diagonal kernel matrix (i.e. so that all of the constituent kernel matrices are embedded along the diagonal of the resultant matrix, with all inter-kernel values set to a value of zero); [26] compares the geometric interpretation of linear combination and augmented kernel combination. It is shown in [27] that augmented kernel combination is closely related to classifier fusion.
In general, the problem domain will determine whether object correspondence information is available. For instance, it is not uncommon in multimodal biometrics to obtain distinct sets of exemplar subjects for each individual biometric measurement (e.g., iris scans, finger prints, photographic images), particularly when employing separate commercial sources [28] . In this case, we would wish to utilize the information collectively contained within each data set for a given test subject, but would lack object correspondences in the collective set of multi-modal data sets. In other words, we have object correspondence in the test set but not the training set. The augmented kernel approach to classification of individual test subjects in this case would be to build a composite kernel matrix via the direct sum of kernel matrices associated with each modality and then utilize this, in combination with a corresponding vector of class labels, for classifier training. (The direct sum kernel matrix is order-insensitive with regard to the training objects within individual modalities provided that the class label vector is correspondingly permuted).
However, the argument of this paper is that such methods, by omitting the possibility of re-deriving correspondence information, potentially overlook important classification information. To address this, we propose a kernel-based adaptation of a method developed for standard non-kernelized pattern recognition that is capable of bringing about this correspondence 1 . The resulting method for multiple kernel learning gives rise to a kernel matrix that defines an appropriate composite embedding space that, as nearly as possible, approximates the Kernel matrix that would exist if all object correspondence information were available. It does so by removing the bi-asing factors associated with linear methods of kernel combination.
Linear combination bias in non-kernelized pattern recognition
In conventional (i.e., non-kernelized) pattern recognition, it may be demonstrated [29, 30] that linear classifier combination methods impose a bias on the composite decision space formed by decision combination 2 (by "decision space" we here mean the space in which the decision boundary is formed). This bias comes about via the limitations of linear combination in dealing with correlated information in the marginal classifiers (i.e the feature-selected classifiers constituting the combination), and prevents the optimal decision boundary being constructed, leading to suboptimal overall performance. We thus consider the classifiers within a combination as representing, to some degree of approximation, the marginal distributions of the composite pattern space in which the decision boundary is formed (see Section 2.1 for a pictorial example of this process; in the remainder of the Introduction we give a qualitative account).
This biasing behavior occurs, for instance, when feature selection is applied to an input space of arbitrary dimensionality, S, such that a set of classifiers (indexed by i ∈ I) become associated with non-coincident (i.e., non-overlapping) feature sets that collectively span S (or a subset of it). In such cases, classifier combination effectively acts to combine, in the original input space, the set of orthogonal marginals distributions that are implicitly modelled within the individual classifiers, i (modelling need not be exact, e.g. in the case of discriminative classifiers; see Section 2.1 for an example with artificial neural networks).
A similar situation exists in multi-modal fusion problems, where modalities may equally be regarded as the features of some composite decision space, allocated to specific classifiers associated with the modalities. It was the effort of [29] to demonstrate that this bias is specifically a form of sampling bias. The bias attributable to linear combination methods within the composite space is thus due to the mismatch of the very low number of angular samples of the composite decision space (equivalent in magnitude to |I|) created by the orthogonal 'marginal' distributions of the feature-selection process in comparison to their linear sampling rate. (The linear sampling rate equates to the total number of distinguishable input vectors) 3 . However, to fully represent arbitrary distributions in the composite space, angular and linear sampling would have to be of the same order (the orthogonal nature of this angular sampling is depicted in Section 2.1).
This mismatch between angular and linear sampling of the composite decision space suggests an analogy with tomography theory, for which the component classifiers of the combination essentially represent Radon-projections (linear integrals) of the composite decision space. Linear combination then acts as the inverse operation to Radon-projection, i.e., back projection (essentially a summation over the Radon Projections that intersect at the point of reconstruction). However, in tomography theory back-projection only recovers a biased simulacra of the original unprojected composite space (the outcome of back-projection being the original distribution in the space convolved with an artefact defined by the angular frequency of the Radon sampling). The process of tomography is thus concerned with the pre-or post-combination filtration of this artefact in order to remove the sampling bias.
Similarly, this bias is represented within tomographic classifier combination theory as a convolution of the true underlying distribution of pattern vectors (denoted F true ) in the decision space with an artefact (denoted F samp ) deriving from the sampling (F true and F samp are thus density distributions defined over the entirety of S). The 'recovered' density distribution induced by classifier combination is thus F comb = F true ⋆ F samp , with ⋆ the convolution operation. F samp is thus defined in the composite space by the response of an origin-centered Dirac delta function, firstly to representation as a series of individual Dirac delta functions in the marginal spaces associated with each classifier, and secondly to the action of the combination rule that reconstructs an 'image', F comb , of the original Dirac delta function within the composite space. That is, F samp is what is obtained if one were to take a single pattern vector from the true underlying distribution of pattern vectors in the decision space, represent it within the individual classifiers via feature-selection, and then 're-project' it back onto in the decision space by applying the combination rule. The resulting entity formalizes the systematic convolutional 'bias' introduced by the combination rule: convolutional biasing is thus a manifestation of the inevitable failure of the combination rule to interpolate the missing distribution information lost by feature sefor a fuller discussion of the bias/variance breakdown under this paradigm. See also [31, 32, 33] for a general discussion of bias-variance-covariance decomposition in classifier ensembles.
lection.
As part of the theoretical development of this paper, we will, in the next section, formalize this process for the sum rule decision scheme before demonstrating how the tomographic fusion principle may be explicitly kernelized and applied to the problem of kernel fusion. In doing so, we note the similarity of this approach to the mechanism (though not the application) of the pyramid match kernel (PMK), in that it involves a bottom-up pairwise identification of entities in a kernel context. However, note, that while the PMK is used to generate a positive-semidefinite (PSD) kernel matrix from a set of features contained within different objects, the current algorithm combines kernel matrices associated with differing modalities into a single, inter-modal kernel matrix.
The remainder of this paper is thus organized as follows. In Section 2, we set out the tomographic fusion methodology as applied to the sum rule decision scheme, and demonstrate how it relates to morphological correspondence. In Section 3 we demonstrate how this method can be applied to kernel spaces and, in doing so, set out a novel algorithm for multiple kernel combination. Section 4 then applies this method to a series of experimental scenarios, firstly on an illustrative simulated domain, and secondly on a range of data sets obtained from the UCI machine learning repository [34] , and from the CAL500 semantic retrieval problem. In Section 5 we discuss the relative performance of the method, and conclude in Section 6 with a summary of achievements.
Morphologically-Unbiased Classifier Fusion

Pictorial example
We illustrate the process of morphologically-unbiased classifier fusion with a simple example. Suppose a multi-modal dataset consists of just two modalities (with each modality consisting of one real-valued feature), such that the totality of the data can be represented within a composite two-dimensional pattern space. Suppose that the underlying distribution of pattern vectors for single classes in this space are well-separated unimodal two-dimensional multivariate distributions (e.g. Gaussians). Further suppose that these individual modalities (labelled x and y) are represented by individual perceptron classifiers (or equivalently that the composite 2D feature space has been allocated to two distinct perceptron classifiers with non-overlapping feature-sets following feature-selection). The 2D data distribution is thus 'integrated' along each of two axes in order to be represented within the two 1-D classifiers. We illustrate the resulting sigmoid activation functions, F l x (x) and F l y (y), in Figure 1 for the single class, l. Thus, although perceptrons are primarily discriminative, F l x (x) and F l y (y) are treated as density approximating functions throughout the following: clearly explicitly generative classifiers will exhibit a closer correspondence to the underlying density distribution. It is then apparent that a straightforward linear summation combination rule:
will generate an implicit class density function, F l comb (x, y) = F l x (x) + F l y (y) within the decision space S as depicted in Figure 2 (left). (The decision space is equivalent to the original composite pattern space in this example). Thus, the final class allocation in the decision scheme will be l chosen = arg max l F l comb (x 1 , y 1 ) for a test pattern vector with a value x = x 1 in the first modality and a value y = y 1 in the second modality).
However, it is evident that the distribution F l comb (x, y) by no means resembles a unimodal two-dimension multivariate Gaussian; the distribution F l comb (x, y) exhibits long extensions of excess density along the axes. The reason for this can be understood in terms of tomography theory [35] ; F l x (x) and F l y (y) approximate Radon transformations of the underlying distribution F l true (x, y) (i.e., they are projections along the axis). In standard to- mographic reconstruction, the inverse of the Radon transformation process is the back projection operation, which is equivalent in this case to generating the 2D function F l x (x) + F l y (y). However, back projection introduces an artefact into the reconstruction that is defined by the angular sampling rate of the original Radon transformation (i.e., the number of Radon 'slices'). In our case this angular sampling rate is extremely low; we are integrating (i.e., Radon transforming) only along the two orthogonal axes defined by the ordinates x and y.
There is thus introduced an artefact, F samp (x, y) = δ(x)dx + δ(y)dy, into the reconstruction (see inset of Figure 2 , right). This artefact acts to 'blur out' the attempted reconstruction of F l true (x, y) via convolution. In particular, it acts to blur the attempted reconstruction along the axes of integration.
Any truly unbiased reconstruction of the 2D space thus requires that we deconvolve out this artefact. Figure 2 (right) illustrates the modification of the composite density function F l comb (x, y) when this deconvolution takes place. It is immediately evident that the resulting distribution more closely resembles the underlying unimodal two-dimension multivariate Gaussian; what we have achieved by the deconvolution is to eliminate all traces of axial bias from the decision space (i.e., the projection along the axes). Note that the deconvolved space still gives an identical marginal projection to the undeconvolved space, so that F l x (x) and F l y (y) are unaffected by the deconvolution. Typically, when carried out for all classes, this results in significantly improved classification performance (though obviously the method will fail if the underlying distribution does exhibit axial bias; however this tends not to occur when modalities are of intrinsically different kind). In the following, we derive this more formally. (We will continue to derive the methodology in terms of the Sum Rule decision scheme, both because this exemplifies linear combination methods, but also because it serves to simplify the mathematics; note, however, that any linear combination rule will give rise to axial artefacts).
Kernelization of Morphologically Unbiased Fusion
The technique for morphological debiasing of classifier combination discussed in the previous section is explicitly density-centric, and might on first inspection appear inapplicable to multi-kernel approaches, for which the embedding space is collectively defined by the component kernel matrices,
. ., rather than given a priori. However, morphologically unbiased combination, at its most basic, relies upon the principle that there exists some composite decision space composed of component ('marginal') spaces relating to the individual input classifiers, each of which perhaps associated with a distinct modality. It further assumes that the typically orthogonal angular sampling rate implicit in this marginalization is significantly smaller than the linear sampling of the input space (essentially, the potentially infinite number of distinct pattern vectors for which the classifier provides an output).
Both of the above are true of multi-kernel learning problems for which the composite Reproducing Kernel Hilbert Space (RKHS) is generally the (weighted) Cartesian Product of the component RKHSs in order to comply with the Mercer constraints. Note that the notion of sampling in this context assumes that the RKHS are equipped with a Kernel norm. Throughout the following we shall, for clarity, consider only the unweighted kernel fusion problem; the presence of weight coefficients does not affect the methodology of combination, other than by introducing an additional 'scaling factor' to the marginal components.
Morphologically unbiased combination also assumes that there is no a priori reason to suppose that the angular sampling implied by the marginalization process has any intrinsic relation to the underlying morphology of the distribution of vectors within the decision space. While multiple kernel learning does not employ the notion of distributions of pattern vectors existing within a pre-existing space, as such, the implicit construction of a decision space via the Cartesian product of the component embedding spaces does not itself depend on the morphology of those embedding spaces. Consequently, the orthogonal angular sampling implied by the formation of the Cartesian product of the component kernels' embedding spaces is independent of the values within the component kernel matrices K 1 , K 2 , . . . provided that these are consistent with the formation of the same embedding space (i.e., they have the same Mercer features (λ
2 u 2 , . . .) (or some permutation of these) under the eigenvalue decomposition, K n = U ΛU ′ : where U = (u 1 , u 2 , . . . , u r ) and Λ = diag(λ 1 , λ 2 , . . .)).
We thus assume that there is no a priori restriction on object distributions within the composite embedding space arising from kernel composition. This is generally true in multi-modal kernel fusion problems where there is no reason to suppose that embedding spaces associated with one modality are intrinsically related to those of another modality (specific kernel measurements are still free to exhibit intra-modal correlations, however) 4 .
The underlying motivations behind morphologically unbiased combination classifier combination thus remain valid within a kernel-based context. Moreover, by removing the explicit requirement for reconstruction of a density distribution in the composite space, we shall show that it is possible to maximize the efficiency of the method.
The goal of tomographic kernel fusion is thus to generate a novel kernel matrix, K comp , from the input matrix for each modality K 1 , K 2 , . . . , K M (along with their associated class labelings), such that a classification algorithm (typically an SVM) can act in the most effective manner on the composite data, optimally taking advantage of correlations within the data. We further wish to do this in a way that does not generate an excessive number of objects within K comp , in contrast to the tensor product approach.
In the following subsection, we give a breakdown of the key algorithmic stages of morphologically-unbiased kernel combination, with full pseudocode set out in Algorithm 1.
3.1. Algorithmic approach to morphologically unbiased combination kernel combination 3.1.1. Initialization requirements First, the Kernel matrices is split for each modality
is defined that takes an object index j in kernel matrix l to its original index in K i . Thus, for a set of objects, x m,l ∈ X, and class labels, L, such that c : X → {l ∈ L} we obtain the kernel matrices K l n defined such that:
Note that, defining the magnitude of a kernel matrix, |K|, to be the number of objects that it indexes, we shall assume for simplicity throughout the following that ∀l,
The method, however, does not depend on this assumption. This class separation is necessary in the following since we do not expect, a priori, observations to exhibit inter-class kernel dependencies. Thus
intrinsically. Note however that we will need these relations in order to build the final output matrix K comp of the procedure, since inter-class kernel dependencies define, in part, the Mercer embedding space of K comp . Note that all of the following there is no explicit dependency on object ordering within the K m ; the method assumes no object correspondence at the outset. Obviously, if this information exists, it can be directly utilized as
A squared distance matrix is then defined via the standard kernel norm independently for each modality and class:
m,l i ) where symmetry implies that this only need be explicitly calculated for i ≥ j. This matrix is treated throughout the following as being indicative, within the bounds of stochastic variability, of the (class-wise and modality-wise) inverse-squared pairwise density distribution within the embedding space.
For each
, an index set of ordered 5 object pairs
is then defined such that
t l m thus varies over the indices of object pairs ordered in terms of their density in the embedding space. Consecutive indices may relate to the same density value (i.e., if they are degenerate with respect to D l m ), in which case the ordering of the index may be arbitrarily permuted over these values without consequence.
To initialize the iterative procedure, the set of object pairs that are degenerate with the density maxima is obtained for each modality and class in the same manner as the marginalized morphological correspondence algorithm of [35] . That is, for all l and m, we obtain the sets:
Note that zeros on the leading diagonals of the D l m are ignored in the above and throughout the following. The morphological debiasing algorithm treats density maxima that occur within the distinct modalities as correspondent, i.e., such that they collectively co-ordinate maxima in the composite decision space. The maximal set of such ordinal correspondences obtained from the density maxima of the different modalities is given via the Cartesian product over all of the modalities: m,l j ) t when t is in the considered density band -here the lowest density band -for each of the modalities. Note that the Cartesian product here is over the constituents of the S l m (t l m ), such that S l m (t l m ) is treated as a set rather than an ordered pair. This implicitly establishes a set of object correspondences, x m ′ ,l → x m ′′ ,l , across the differing modalities m ′ and m ′′ when x m ′ ,l and x m ′′ ,l co-occur within the ordered sets S l . When there are several ordered sets for which this occurs (i.e., if for any m |{S l m (t) : S l m (t) = S l m (0)}| > 1), then there is a ambiguity of association, and object pairs within each modality have a set of object pairs with which they are associated 6 . In the ideal case, i.e., |{S l m (t) : S l m (t) = S l m (0)}| = 1 ∀m, object pairs in the different modalities exist in a one-to-one correspondence. (Of course, this must apply at every single iteration of the association procedure for this there to be perfect pairwise correspondence across each modality). Ambiguity of association thus serves to increase the intrinsic size of the kernel matrix derived from the procedure (although we shall discuss methods for reducing this). In the asymptotic case of one-to-one object correspondence, the output kernel matrix of the procedure would have the same magnitude as the input matrix, i.e., |K comp | = |K m |. (Note that, whatever the final size of |K comp |, we always utilize all of the available object correspondences; i.e. we discard none of the available data).
The above procedure thus equates to the compilation of the Cartesian product of the highest density level sets of the marginal density distributions. We have not yet, however, constructed the kernel relations implicit in this notion; at present we are considering only the establishment of object correspondences.
Iterative Object Correspondence Determination
In order to utilize the above initialization within an iterative context, the set S l (0), with 0 indicating that this is the first iteration, is added to what will become the cumulative set of correspondences, S l (note caligraphization):
The 'marginalized' per-modality set of object pairs for which correspondences have been established, S l m is also cumulatively aggregated:
Individual ordinal counters k l m are then instigated for each separate modality and class, which are able to increment independently with each iteration number n. k l m (n) is thus the value of the ordinal index at iteration
. This will allow the algorithm to accommodate differingly-sized density degeneracy sets at each iteration, and corresponds to the ∆z
y variation that we employed in the marginal version of morphological correspondence algorithm.
A reference counter, nominated as that of modality m = 1, i.e., k l 1 (n), is increased to the index value immediately above that of the highest value in the degeneracy set obtained by the previous iteration of the kernelized Högbom procedure 7 . It has an initial value of k l 1 (0) = 0, and is set after each iteration, to a value
The counters of the remaining modalities, i.e., k l m (1), m = 1, are then incremented until the density value closest to the reference density value is obtained 8 . Thus:
Note that, where the minimum values are degenerate, the lowest k l m (n) value is selected.
We denote the set of ordered object pairs within a given modality that falls within this density band as T l m (n). Thus:
The T l m (n) are then the kernelized equivalent of the level sets of the marginalized Högbom deconvolution algorithm in [35] . Thus, for the iterative update we have that: S l (n) = m T l m (n). The Cartesian product inherent in S l (n) establishes object correspondences via the density correlations between modalities. However, once density maxima correlations have been established (i.e., peaks have already been established in the class distribution in the composite embedding space), any sequence of object pairs, s ′ ∈ S l (n + 1), at an incrementally higher density level, n+1, can in principle be associated with sequences of object pairs contained within S l (n) simply via the topological connectivity implicit in the definition of s and S l (n). In this case there is no ambiguity in inter-modal object association, and the Cartesian product need not be carried out 9 . We model this as follows:
For all modalities m, let the set of first and second objects of all the ordinal pairs in T l m (n) be denoted T 8 This is in principle a logarithmic O(log|K l m |) time-complexity process (binary search), though incremental search is generally sufficient given the relatively small reference index increment at each iteration.
9 Such points are topologically attached to an existing density maxima, and are therefore exempt from the Cartesian multiplication with other modalities that gives rise to novel peaks in the first place, i.e., there is no ambiguity as to their inter-modal correspondence.
Let g l m (n) be an single element of T l,1 m (n) for each modality, such that the composite (g l 1 (n), g l 2 (n), . . . , g l M (n)) ∈ G l represents a coordinate of the composite embedding space for all modalities. A corresponding point can be derived from the second objects of the ordinal pairs:
Provided that the first point is an element of S l (n):
then the second point can be added to the set S l (n), i.e.,
and the pairs (g l m (n), h l m (n)) can be removed from T l m (n) for each modality:
The Cartesian product, S l (n) = m T l m (n), thus involves fewer elements and consequently less ambiguity of object association.
Note that the newly added point is a modality-independent maximum distance of ( m D l 1 (k l 1 (n))) 1 2 from the topologically connected point in the embedding space, and the separate index counters, k l 1 (n), are designed to ensure equal density sampling in the embedding space. Thus we implicitly employ the l 1 -norm for determining topologically-connected points; however a further l 2 -norm constraint can be applied such that peaks in the embedding-space class density distribution are established and aggregated in a radially symmetric manner; this would be the equivalent of employing a fully density-based morphologically unbiased combination model.
The reference counter k l 1 (n) is incremented according to the above criteria, and the two processes of Cartesian product multiplication and topological association are continuously iterated until the indices all achieve their maximum wherein all pairs are sampled. The output of the iterative process is a complete set of object correspondences across the various modalities for each class, i.e., S l (n max ).
Reconstruction of Composite Kernel Matrix
These object correspondences are transformed back into a Kernel matrix in the following way. First, a class-index vector C is compiled for each meta-object, O = x 1,l , x 2,l , . . . x M,l in S l (n max ) generated by the twin processes of Cartesian multiplication and object/peak association for each of the classes in sequence. Thus C(t ′ ) = l if
Next, the morphologically unbiased kernel matrix is compiled for each meta-object across all of the classes. Recall that, although separately constituted, the different class distributions exist within the same embedding space. Thus, exploiting the fact that Mercer properties are preserved under additivity, and assuming coefficients of unity: This matrix may then be used alongside the class labelings contained within C for, e.g., SVM training in the normal manner. If a test matrix is required (such that test points are contained within the same embedding space as the support vectors of the SVM), then this may be compiled in the same manner by utilizing the fact that the test objects can be embedded in each of the individual modality's embedding spaces, i.e.,
where the x m test are test objects indexed via i, and K test m is the test kernel matrix generated by forming the kernel product of the test and training data. Note that the each index I value in x m I does not necessarily correspond to the same object in each modality m.
A further refinement of the method permits sub-sampling of the Cartesian products generated during the procedure. Thus, if during iteration n calculation of the product S l (n) = m T l m (n) is indicated, a randomlyselected subsample of the product can instead be obtained with > Σ m |T l m (n)| samples (this sampling minimum is chosen so as to preserve marginal sample rates). The subsampling procedure is thus designed so as to give rise to an equivalent areal coverage of generated points to that of the full Cartesian product method, and thus no significant performance degradation is expected (identical support vectors should be selected). Such sub-sampling helps to ensure that K comp does not become excessively large in that case of minimal morphological correlation.
Algorithm 1 sets out pseudocode for the above method. Note we have for simplicity assumed that the K m are either intrinsically of similar value ranges, or else have been normalized so as to have similar or identical value ranges. However the sort-based nature of the method means that this is not a critical consideration.
Algorithm 1 will thus solve any l-class, m-modality problem for which the inputs are the inter-modality kernel matrices, K m , the inter-modality test matrices, K test m and the class labels c(x m,l j ) → l. Outputs are the composite kernel matrix K comp , the class labels C for the constructed objects in K comp , and the test kernel matrix K test defined within the embedding space of K comp .
Complexity Considerations
The order of complexity of the proposed method can be broken down in terms of the three main components of the procedure as follows.
Initialization
Initialization consists of the following series of processes, with respective complexities given in square brackets: class-based matrix splitting [O(|K|)], a squared kernel distance calculation [O(m|K| 2 )], distance sorting [O(m|K| 2 log(|K| 2 ))] and, finally, a linear search for degenerate densities [O(m log(|K| 2 ))]. (Note that we do not need an explicit co-ordinatization step of order O(|K| 2m ) since it is only required that we identify the degenerate sets within each modality constituting the initial coordinate m-tuples; we do not calculate each point individually at this stage).
Initialization is thus dominated by the O(m|K| 2 log(|K| 2 )) sorting process.
Main Loop
The main loop essentially carries out a series of n inter-modally codependent searches within each modality's sorted list of kernel distances in order to identify density-degenerate sets for the co-ordinatization process, where n is essentially a density resolution parameter. This process is inherently of order O(mlog(|K| 2 ))] within each of the n iterations. If we assume the worst-case scenario in which the number of iterations n scales linearly with the number of objects |K| (i.e. such that we assume a consistent density-bin size, irrespective of the number of objects), then the total loop complexity is O(m|K|log(|K| 2 )). The main loop is thus asymptotically less complex than the initialisation phase.
Final Kernel Matrix Construction
Final kernel matrix construction cannot be derived from the coordinate set identifications derived during the main loop iteration without additional cost, since composite kernel distance must now be explicitly calculated via the kernel addition process (an inherently linear complexity process with respect to kernel matrix entries). For the purpose of calculating the complexity, it may be assumed that this process is carried out explicitly following each identification of degenerate density sets during the main loop iteration, thus extending the original O(m|K|log(|K| 2 )) process into a O(m|K|(log(|K| 2 ) + |K| 2 ) = O(m|K|(|K| 2 ) = O(m|K| 3 ) process (using subsampling). The reconstruction phase will thus tend to dominate asymptotically, having a polynomial complexity similar to that of the support vector machine that typically constitutes the next step of the process.
The process as a whole is thus not prohibitive in terms of its order of complexity, though execution time will vary greatly with the degree of morphological correlation between data sets; for data sets exhibiting a typical degree of morphological correlation, such as those of the UCI data set, the SVM process will generally constitute the bottleneck.
Experiments
Illustrative example
As a simple illustrative example of the above process, we consider a 2-class problem in which individual class distributions are defined by a 2-D Gaussian density function with randomly-generated covariance matrix. Differing modalities are simulated by marginalization: two kernel matrices K 1 and K 2 are generated via the dot products of, respectively, the x and y ordinates of a set of 10 pattern vectors generated using the two 2-D class distributions (see Figure 3 left ). (Each modality's kernel matrix thus generates a 1D embedding space; the original 2D space represents a hypothetical composite multi-modal pattern space [or else the space that exists before feature selection]). We also assume no a priori correspondence between object ordering in K 1 and K 2 (simulating the 'black-box' multi-modal problem).
We then carry out an SVM classification of the full composite data using a Kernel matrix, K, derived from the inner product of the 20 pattern vectors in the 2D space. We use the LIBSVM [36] toolbox with default settings, i.e., the trade-off parameter C in SVM is set to 1. This provides a benchmark of idealized performance, in which no decision information is lost though marginalization into the two distinct modalities. It also produces a direct illustration of the maximum margin decision boundary in the input domain (see Figure 3 right ). Note that the Kernel matrix K equates to K 1 + K 2 , when the orderings of K 1 and K 2 are assumed to be correspondent. The current experiment thus seeks to benchmark the two non-correspondencebased methods of augmented kernel fusion and tomographic kernel fusion against ground-truth correspondence-based kernel fusion in order to provide a measure of the degree to which correspondence information is recovered by the two methods.
The composite Kernel matrix, K tom , is then computed from the K 1 and K 2 kernel matrices via the tomographic method. (We also compute the corresponding class-label vector for the meta-objects so formed).
These are then used to produce an SVM classifier. Figure 4 depicts the objects and decision hyper-plane defined in the input domain using this approach. (Of course, the embedding space is not identical to the input space intrinsically; in order to generate the decision hyper-plane in Figure  4 , it is necessary to identify the specific object correspondences implicit in Figure 4 : Decision boundaries in the composite space obtained via tomographic kernel fusion each element of K tom such that the support objects can be attributed the corresponding x and y ordinates). The relevant information is obtainable from the final correspondence set S l (n) in conjunction with the original pattern vector ordinates.
Finally, we compute the Augmented Kernel [26] as the block diagonal matrix obtained by appending K 1 and K 2 as a direct sum, i.e., K aug = K 1 K 2 . We then train an SVM on this kernel matrix (and also plot the decision boundary in the input domain: cf. Figure 5 ; this is calculated by assuming that
) ⊤ , where v 1 and v 2 are respectively the ordered column vectors of object ordinates x and y that exist within K 1 and K 2 [i.e we recover the 'missing' object correspondences purely in order to visualize the decision boundary; note that the actual decision boundary is calculated purely from the augmented kernel]. This ensures that the support objects exist within the original space with coordinates
We thus obtain three performances figures for the three combined kernel matrices K, K aug , K tom . For the distribution given in Figure 3 , we obtain, after 20 trials, training accuracy figures of: accuracy(K) = 90%, accuracy(K tom ) = 90%, accuracy(K aug ) = 60%. (The training error is given here rather than the test error for clarity of methodological illustra- tion at this stage, i.e with no test set sampling issues). It is clear that despite the creation of some additional 'ambiguity-set' objects, the tomographic kernel procedure produces an extremely similar hyper-plane to the ground-truth. Moreover, the performance obtained with respect to the training set is identical to that of the ground truth; the tomographic method has thus reconstructed all of the key classification-relevant missing object correspondence information.
Having thus illustrated the result of kernel combination on the decision boundary using artificial data, we now turn to an evaluation of the method on real data.
Experiments on UCI data sets
To further evaluate the method on standard data we utilize the UCI data sets Ionosphere, Heart, Iris, Pima, Sonar, and Wine. In order to generate comparable two-class problems across data sets, we identify the class label 'Iris-virginica' with the class label 'Iris-setosa' for the Iris data set, and the class label '3' with class label '1' for the Wine data set.
Implicit within tomographic kernel fusion is a principled methodology for building composite kernels via object correspondences, which can thus be considered as a 'wrapper' to the underlying kernel combination aspect.
There is consequently the same freedom of linear kernel composition that applies in standard MKL (i.e., when object correspondence information is available). There hence thus exists freedom to introduce arbitrary coefficients into the linear combination. In the following experiments, however, we wish to focus on the purely tomographic aspects of combination, without consideration of these factors. We thus work with the inner product kernel on feature spaces that have been normalized to a range of ±1, so that coefficients with unity value are a suitable (i.e., near optimal) choice of linear combination.
We carry out 1400 trials on each of the UCI data sets; for each experimental trial, we divide the feature dimensions into two sets at random. Experimental inputs are the kernel matrices associated with each feature set, along with their associated class labeling (i.e., the kernel matrices are formed via the inner product of the object feature vectors; K n = X T n X n ). We again use LIBSVM with default settings as the base classifier and compute the following quantities: the Tomographic Kernel Fusion training and test errors, the Augmented Kernel training and test errors, the training and test errors of the individual feature kernel matrices (as a measure of baseline performance), and finally training and test errors for the kernel formed by summing the individual feature matrices with all of the ground-truth object associations in place (i.e., so that the composite kernel matrix is of the same size as individual feature kernel matrices). This latter would thus represent the ideal outcome of tomographic kernel fusion, in which there is no ambiguity of object association, and all objects are correctly associated. It thus serves as an overall performance benchmark for the proposed method.
The calculation of the training error serves to provide a direct window on the relative morphological bias that has been removed from the training set by the proposed procedure, aside from generalization considerations. Note that, in the case of the tomographic fusion strategy this error measure is calculated in relation to the tomographically generated kernel matrices. The test error, of course, remains the principle performance indicator.
Within each of the 1400 trials we perform 3-fold cross-validation to arrive at the accuracy figure for each of the selected feature pairs, i.e., so there are three sub-trials per trial, with a 2:1 training-to-test-set split for each subtrial. Random sub-sampling is applied for the Cartesian product generation aspect of the tomographic fusion algorithm. The sample frequency for this is specified in terms of the quantity S min ; the minimum possible coverage required to generate the same marginal object ambiguity sets (see above). Thus, for two object ambiguity sets, S 1 , S 2 associated with feature sets 1 and 2, this value is S min = sup(|S 1 ||S 2 |). We thus select a sampling probability of factor of S min /|S 1 | × |S 2 | to ensure reasonable sampling, and at the same time guarantee non-excessive tomographic kernel matrix sizes. A characteristic of the UCI data sets is that there are large numbers of similar kernel matrix values in a number of the data sets. We therefore need an additional method to deal with the associated matrix element degeneracy, when this leads to very large Cartesian product sets. For the sortal processes within the tomographic fusion algorithm we thus introduce a sub-sampling of the indices of the sorted density bins. This is performed via the bisection method, which terminates with a maximum density bin index gap of 5. (This is an O(log(n)) process and so does not generate significant computational overhead).
Finally, we compute the mean Mahalanobis distance of class centroids over the marginal features as a measure of intrinsic classification difficulty, and also the tomographic performance deficit (defined as the performance of the composite kernel with full object correspondence minus the tomographic 
Experiments on CAL500 data sets
We now consider a realistic experimental setting, in which kernel matrices are derived from very different modalities. The CAL500 multi-kernel dataset (http://cosmal.ucsd.edu/cal/) consists of 6 distinct kernel matrices derived from various features that describe retail music [37] .
Specifically, it contains 500 distinct songs human-labelled with 174 tags in 8 different semantic categories. These categories include genre, prevailing emotion, instrumentation, presence of solos, and vocal style. Tags are given as Binary labels (i.e., relevant or irrelevant). The 6 kernels matrices are derived as follows: K subsamplePPK: this is the Probability Product Kernel (PPK) between Gaussian mixture models (GMMs) of sub-samples of individual songs' Delta-MFCC feature vectors. K 30sec PPK: this is a temporal coarse-graining of the above (the PPK between GMMs accumulated over 30 seconds intervals of individual song's Delta-MFCC feature vectors). For our experiment, we choose the binary tag 'Instrument -Male Lead Vocals' as the class label so as to give the most equally-proportioned binary partition of the possible labels available (most of the other classes exhibit very large imbalances). There are thus 339 positive class labels out of a total 502. We perform 100 trials of two-fold cross validation on the data (that is, for each of the 100 trials we randomly partition the objects into test and training objects, which are then reversed so that objects in the test partition are reallocated to the training partition and vice versa). Following this partitioning of the data we obtain the following accuracy scores for the tomographic and augmented kernels:
Tomographic kernel matrix accuracy % -test accuracy: 64.70 ± 0.80 % -train accuracy: 100.0 ± 0% Augmented kernel matrix accuracy % -test accuracy: 63.67 ± 0.86% -train accuracy: 100.0 ± 0% Average kernel matrix accuracy % -test accuracy: 63.70 ± 0.84 % -train accuracy: 100.0 ± 0 % The latter performance indicator, an average performance of the 6 individual kernel matrices, performs similarly to the augmented kernel, suggesting that the latter is failing to add significant information to the classification problem. The tomographic kernel, however performs substantially better, suggesting that the method is indeed finding some appropriate correspondences between different objects within each modalities' kernel matrix, despite their very different nature. This result is confirmed by applying the same experimental methodology to a very different class label category, in this case the alternative binary partitioning "Emotion-Powerful Strong (yes/no)", which has a total of 160 positive labels, and gives the following results:
Tomographic kernel matrix accuracy % -test accuracy: 66.55 ± 0.57 % -train accuracy: 100.0 ± 0% Augmented kernel matrix accuracy % -test accuracy: 65.79 ± 0.51 % -train accuracy: 100.0 ± 0% Average kernel matrix accuracy % -test accuracy: 65.79 ± 0.52 % -train accuracy: 100.0 ± 0 %
Discussion
In both the simulated and real experimental environments the tomographic kernel fusion method gives very similar performance to the benchmark composite kernel matrix that incorporates full ground-truth object correspondence information across all of the data sets (with the exception of the Iris dataset, the accuracy figure for is derived from a very small number of samples in consequence of the overall paucity of its feature set). The tomographic Kernel method is thus very nearly equivalent to the sum of kernels when object correspondence information is available.
The tomographic kernel fusion method thus finds nearly all of the significant object correspondences for discriminative purposes. This result would, by analogy with the original density-based tomographic fusion approach, presumably scale advantageously with increasing numbers of Kernel input spaces (the favorable scaling of accuracy with input dimensionality is shown for non-kernelized tomographic fusion in [38] ).
It is therefore an ideal 'first resort' strategy in situations for which object correspondence information is unavailable, such as those typically found in multi-modal problems (especially biometrics). It is also capable of being deployed in cases where there are significant omissions in the feature values for some fraction of objects (as for instance happens frequently in census data returns). In this case each individual pattern space can be treated as having distinct sets of objects associated with it, only some of which correspond to the objects in other feature spaces.
We have, in the above, used random sub-sampling to avoid the generation of large kernel matrices. A further possibility unexplored here is to employ just the outer vertices of the region defined by the set Cartesian products, i.e., the hypercube corner vertices. This would scale computationally as 2 n rather than |S| n (S being the number of objects in the ambiguity set for some iteration of the algorithm). This would give identical results for SVM classification if the classes are linearly separable in the embedding space; however random sub-sampling is likely to be statistically more reliable if classes are not well separated.
In this regard, we might also ask what effect random sampling has in comparison with the non-subsampled alternative (which was omitted from the UCI tests in consequence of the large kernel matrices generated for certain data sets). If the random sub-sampling were significantly affecting performance, it might be expected that an inverse correlation would exist between the tomographic performance deficit (relative to kernel summation with full object correspondence) and the mean Mahalanobis distance of class centroids: randomly-sampled feature pairs often have very poor class separability on the UCI data sets, so that it may be thought that more significance would thereby attach to the sub-sampling data omissions. However, Figure  12 demonstrates the opposite trend, in common with the augmented kernel approach. We therefore conclude that sub-sampling is not the most significant factor affecting performance.
A final observation is that the method has some conceptual similarities with the pyramid kernel matching method [39] used predominantly for image processing, in that it combines unordered feature-sets, and produces an output kernel matrix with an efficiency similar to that of pyramid matching. However, the current method is more principled, in that it proceeds directly from the notion of filtered bias removal in tomographic combination. Ambiguity classes of matches are thus handled in the most optimal fashion. However, the main difference of the current method over pyramid kernel matching is that it takes kernel matrices as inputs, not features, and produces an output kernel matrix using an appropriate linear combination (Mercer properties are guaranteed by the sum of PSD kernels, so that the output defines a definite feature space, i.e., K(x i , x j ) =< Φ(x i ), Φ(x j ) >, ∀x i , x j ).
Finally, as we noted before, the choice of β coefficients of the linear combination remains free, so an additional optimization along the lines of Lanckriet et al. [1] can also be introduced.
Conclusions
We have presented a novel methodology for multiple kernel learning that utilizes a tomographic approach to remove the implicit bias from linear combination methods. In kernelizing this approach, the method essentially becomes one of identifying object correspondences between kernel matrices associated with differing modalities. We therefore anticipate that the method has wide application in areas such as biometrics, for which proprietary data sets often preclude the possibility of object correspondence, and also missing feature problems, which can be treated as a combination over Kernel matrices with incomplete object correspondence.
In the illustrative experiment (the first of our experimental evaluations), the tomographic method gives rise to a very similar decision boundary to the benchmark composite kernel matrix generated in the original composite space. Since this is equivalent to the sum of kernels when object correspondence information is available, it is clear that the tomographic kernel fusion method recovers nearly all of this information (at least in regard to the discrimination problem).
In the evaluation on UCI and CAL500 datasets we have shown that the same findings apply on real-world problems, giving superior performance in almost all cases to the augmented kernel alternative, and consequently conclude that the method is an ideal 'first resort' kernel combination strategy.
