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COMPLEX VERSUS REAL ORTHOGONAL POLYNOMIALS OF
TWO VARIABLES
YUAN XU
Abstract. Orthogonal polynomials of two real variables can often be rep-
resented in complex variables. We explore the connection between the two
types of representations and study the structural relations of complex orthog-
onal polynomials. The complex Hermite orthogonal polynomials and the disk
polynomials are used as illustrating examples.
1. Introduction
For a real valued weight function W (x, y) defined on a domain Ω ⊂ R2, or-
thogonal polynomials of two variables with respect to W are usually defined as
polynomials that are orthogonal with respect to the inner product
(1.1) 〈f, g〉W :=
∫
Ω
f(x, y)g(x, y)W (x, y)dxdy.
Fixing an order among monomials xkyj (say, for example, the graded lexicograph-
ical order), one can apply the Gram-Schmidt process to generate an orthogonal
polynomial basis with respect to this inner product. Structures of orthogonal poly-
nomials so derived are well studied (cf. [2, 11]). It is known, for example, that they
satisfy three–terms relations with respect to the total degree and, conversely, the
three–term relations, together with mild conditions imposed on their coefficients,
characterize the orthogonality of these polynomials; in other words, an analogue of
Favard’s theorem in one variable holds [2].
Another way of studying orthogonal polynomials of two variables is to express
them in one complex variable, for which we identify R2 with the complex plane C
by setting z = x+ iy and regard Ω as a subset of C. We then consider polynomials
in z and z¯ that are orthogonal with respect to the inner product
(1.2) 〈f, g〉CW :=
∫
Ω
f(z)g(z)w(z)dxdy,
where w(x + iy) = W (x, y) is the real weigh function. For example, the com-
plex Hermite polynomials introduced in [8] are orthogonal with respect to e−|z|
2
on C, and the well–known Zernike polynomials or disk polynomials ([16, 17]) are
orthogonal with respect to (1− |z|2)λdxdy on the unit disk.
The goals of this paper are two–fold. The first one is to show that the two ap-
proaches are essentially the same and the difference between them is a matter of
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changing bases. For problems that do not require detail knowledge on individual
elements of an orthogonal polynomial basis, such as reproducing kernels or conver-
gence of orthogonal expansions, the two approaches give exactly the same result.
On the other hand, expressing orthogonal polynomials in complex variable can be
more convenient, even essential, in some cases, and may result in more elegant
formulas and relations. The connection between the two approaches is simple and
has been worked out in some special cases, but it does not seem to be well–known
as can be seen from the disk polynomials and complex Hermite orthogonal polyno-
mials. There have been continuous interests in these two families of polynomials,
as can be seen from a number of recent papers ([1, 3, 4, 5, 6, 14, 15] and their
references); their identification to the corresponding orthogonal polynomials of two
real variables, however, is hardly mentioned.
Our second goal is to explore the structural relations for the complex orthogonal
polynomials. Such relations, such as three–term relations and recursive relations,
take different forms when expressed in complex variable. One may then ask the
question of how Favard’s theorem or other results that depend on the three–term
relations can be stated in complex version.
The space of orthogonal polynomials of a fixed degree in two variables can have
many distinguished bases, some are easier to work with than others. The study of
complex Hermite polynomials and disk polynomials has demonstrated that orthog-
onal basis in complex version can possess elegant relations and formulas that could
reveal hidden relations not easily seen in bases of real variables. In some other
cases, for example, orthogonal polynomials on the domain bounded by the deltoid
curve, it is much easier to study orthogonal polynomials in complex variables.
The paper is organized as follows. In the next section, we give a short expository
on orthogonal polynomials of two real variables and illustrate the result using real
Hermite and disk polynomials. The complex orthogonal polynomials are studied
in Section 3 and their connection to real orthogonal polynomials is explained in
Section 4. The structural relations of complex orthogonal polynomials are explored
in Section 5.
2. Orthogonal polynomials of two variables
We explain the basics of orthogonal polynomials of two real variables in this
section. Our main reference is [2].
Let W (x, y) be a nonnegative weight function defined on a subset Ω ∈ R2, such
that
∫
Ω
f2(x)W (x, y)dxdy > 0 for all nonzero f ∈ Π2 := R[x, y]. Throughout this
paper, we normalize W so that
∫
Ω
W (x, y)dxdy = 1. Define the inner product
〈f, g〉W as in (1.1),
〈f, g〉W =
∫
Ω
f(x, y)g(x, y)W (x, y)dxdy,
and assume that it is well defined for all polynomials. Let Π2n denote the space of
polynomials of degree at most n in two real variables. A polynomial P ∈ Π2n is
called orthogonal if
〈P,Q〉W = 0, for all Q ∈ Π2n−1,
that is, P is orthogonal to all polynomials of lower degrees. We denote by V2n the
space of orthogonal polynomials of degree n,
V2n := span{P ∈ Π2n : 〈P,Q〉W = 0, ∀Q ∈ Π2n−1}.
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We sometimes write V2n(W ) to emphasis the dependence on W . It follows that
dimV2n = #{xn, xn−1y, . . . , xyn−1, yn} = n+ 1.
A basis of V2n is often denoted by {Pk,n : 0 ≤ k ≤ n}. If, additionally, 〈Pk,n, Pj,n〉 =
0 for j 6= k, the basis is called a mutually orthogonal basis, and if, in further
addition, 〈Pk,n, Pk,n〉 = 1 for 0 ≤ k ≤ n, the basis is called an orthonormal basis.
A convenient notation is Pn, a column vector defined by
Pn = (P0,n, P1,n, . . . , Pn,n)t,
where t in the superscript denotes transpose. By definition, PnPtm is a matrix of
(n + 1) × (m + 1). That {Pk,n : 0 ≤ k ≤ n} is a basis of V2n is equivalent to
〈Pn,Ptm〉 = 0 for 0 ≤ m ≤ n−1, and it is an orthonormal basis of V2n if, in addition,
〈Pn,Ptn〉 is an identity matrix.
In contrast to one variable, there could be many distinct bases for the space
V2n. In fact, if Pn consists of a basis of V2n, then for any non-singular matrix
M ∈ Rn+1,n+1, MPn also consists of a basis of V2n. Some bases of V2n, however, can
be given by simpler formulas and easier to use than others. We illustrate this point
with two examples that will also be used in the next two sections.
Example 2.1. Hermite polynomials. These are orthogonal with respect to the
weight function
WH(x, y) :=
1
pi
e−x
2−y2 , (x, y) ∈ R2.
There are several well–known orthogonal bases; we give two below. The first one is
given by the product Hermite polynomials,
(2.1) Hk(x)Hn−k(y) = (−1)nex2+y2
(
∂
∂x
)k (
∂
∂y
)n−k
e−x
2−y2 , 0 ≤ k ≤ n.
This is a mutually orthogonal basis of V2n(WH). The second one is given in the
polar coordinates (x, y) = (r cos θ, r sin θ) with 0 ≤ θ ≤ 2pi and r ≥ 0,
H
(1)
j,n−2j(x, y) := L
(n−2j)
j (r
2)rn−2j cos(n− 2j)θ, 0 ≤ j ≤ n/2,
H
(2)
j,n−2j(x, y) := L
(n−2j)
j (r
2)rn−2j sin(n− 2j)θ, 0 ≤ j < n/2,
(2.2)
where L
(α)
j denotes the usual Laguerre polynomial with parameter α. That these
are indeed polynomials of degree n in x and y can be seen by r =
√
x2 + y2 and
writing rk cos kθ = rkTk(
x
r ) and r
k sin kθ = yrk−1Uk−1(xr ), where Tk and Uk are
the Chebyeshev polynomials of the first and the second kind, respectively. The
polynomials in (2.2) consist of a mutually orthogonal basis of V2n(WH). 
Example 2.2. Orthognal polynomials. These are orthogonal with respect to the
weight function
Wµ(x, y) :=
λ+ 1
pi
(1− x2 − y2)λ, λ > −1,
for (x, y) ∈ B2 := {(x, y) : x2 + y2 ≤ 1}. There are many well–known bases for this
weight function. We give two bases that are in the same spirit as those in Example
2.1. The first one is given by
(2.3) (1− x2 − y2)−λ ∂
n
∂xk∂yn−k
[
(1− x2 − y2)n+λ] , 0 ≤ k ≤ n.
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This is a basis of V2n(Wλ) but it is not a mutually orthogonal one. The second basis
is given in polar coordinates (x, y) = (r cos θ, r sin θ) with 0 ≤ θ ≤ 2pi and r ≥ 0,
P
(λ,n−2j)
j (2r
2 − 1)rn−2j cos(n− 2j)θ, 0 ≤ j ≤ n/2,
P
(λ,n−2j)
j (2r
2 − 1)rn−2j sin(n− 2j)θ, 0 ≤ j < n/2.
(2.4)
The polynomials in (2.4) consist of a mutually orthogonal basis of V2n(Wλ). 
Our definition of orthogonality can be extended to a positive definite linear
functional L defined on Πd, which satisfies L(p2) > 0 whenever p ∈ Πd and p 6= 0.
Given such a linear functional, we can define an inner product 〈f, g〉 = L(fg),
which allows us to consider orthogonal polynomials with respect to L. If the linear
functional is given by L(f) = ∫
Ω
f(x, y)W (x, y)dxdy, we are back to orthogonal
with respect to W .
There is an analog of three–term relations for orthogonal polynomials in two
variables, given in terms of Pn, which has the simplest form for orthonormal poly-
nomials, and it in fact characterizes the orthogonality in the sense of Favard’s
theorem. Let M(n,m) denote the set of real matrices of size n×m.
Theorem 2.1. Let {Pn}∞n=0 = {Pk,n : 0 ≤ k ≤ n, n ∈ N0}, P0 = 1, be an arbitrary
sequence in Π2. Then the following statements are equivalent.
(1). There exists a positive definite linear functional L on Π2 which makes
{Pn}∞n=0 an orthonormal basis in Πd.
(2). For n ≥ 0, 1 ≤ i ≤ d, there exist matrices An,i ∈ M(n + 1, n + 2) and
Bn,i ∈M(n+ 1, n+ 1) such that
xPn(x, y) = An,1Pn+1(x, y) +Bn,1Pn(x, y) +Atn−1,1Pn−1(x, y),
yPn(x, y) = An,2Pn+1(x, y) +Bn,2Pn(x, y) +Atn−1,2Pn−1(x, y).
(2.5)
and the matrices in the relation satisfy the rank condition
rankAn,1 = rankAn,2 = n+ 1 and rank
[
An,1
An,2
]
= n+ 2.
If {Pk,n : 0 ≤ k ≤ n} is a basis of V2n, then the matrix Hn := 〈Pn,Ptn〉 is positive
definite. It follows that P˜n = H−1/2n Pn consists of an orthonormal basis of Vdn.
If Hn is an identity matrix, then Pn consists of an orthonormal basis of V2n. The
three-term relations and Favard’s theorem can be stated for non-orthonormal bases,
for which Atn−1,i in (2.5) needs to be replaced by Cn,i := HnA
t
n−1,iH
−t
n−1.
The weight function W is called centrally symmetric if W (x) = W (−x) and
−x ∈ Ω whenever x ∈ Ω. If W is centrally symmetric, then it is known that
Bn,i = 0 in the three–term relations (2.5).
Given an orthonormal basis {Pk,n : 0 ≤ k ≤ n, n = 0, 1, 2, . . .}, the reproducing
kernels Pn(·, ·) and Kn(·, ·) of V2n(W ) and Π2n, respectively, in L2(W ) are defined
by
(2.6) Pm((x, y), (u, v)) := Ptm(x, y)Pm(u, v) =
m∑
k=0
Pk,m(x, y)Pk,m(u, v)
and
(2.7) Kn((x, y), (u, v)) :=
n∑
m=0
Pm((x, y), (u, v)).
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The kernel Kn(·, ·) plays an essential role in the study of Fourier orthogonal expan-
sions. It satisfies an analog of the Christoffel–Darboux formula: with x = (x1, x2)
and y = (y1, y2),
(2.8) Kn(x, y) =
[
An,iPn+1(x)
]t Pn(y)− Ptn(x)[An,iPn+1(y)]
xi − yi , i = 1, 2.
Notice that the right hand side depends on i where the left hand side does not.
3. Orthogonal polynomials in complex variables
Let W (x, y) be defined as in the previous section. For z ∈ C we write z = x+ iy
and consider Ω a subset of C. Define the weight function w(z) by
w(z) = w(x+ iy) := W (x, y), z ∈ Ω,
which is a real function. Let mk,j denote the moment of w(z) defined by
(3.1) mk,j =
∫
Ω
zkz¯jw(z)dz, j, k = 0, 1, 2, . . . .
It follows directly from the definition that mk,j = mj,k. This shows that we need
to treat z and z¯ separately, so that our polynomials are really functions in z and z¯.
Thus, the complex inner product defined in (1.2) should be written as
〈f, g〉CW :=
∫
Ω
f(z, z¯)g(z, z¯)w(z)dxdy
for polynomials of two variables in z and z¯. Let Π2(C) := {P (z, z¯) : P ∈ Π2} and,
for n ∈ N0, let Π2n(C) := {P (z, z¯) : P ∈ Π2n}.
With respect to this inner product, a polynomial P ∈ Π2n(C) is called orthogonal
of degree n if 〈P,Q〉CW = 0, for all Q ∈ Π2n−1. We denote by V2n(W,C) the space of
orthogonal polynomials of degree n with respect to 〈·, ·〉CW ,
V2n(C) := {P ∈ Π2n(C) : 〈P,Q〉CW = 0, ∀Q ∈ Π2n−1(C)}.
We sometimes write V2n(W,C) to emphasis the dependence on W . It follows that
dimV2n(C) = n+ 1.
To distinguish between V2n and V2n(C), we reserve {Pk,n : 0 ≤ k ≤ n} for a basis
of V2n and {Qk,n : 0 ≤ k ≤ n} for a basis of V2n(C). If 〈Qk,n, Qj,n〉 = 0 for j 6= k,
the basis is called a mutually orthogonal basis, and if, in addition, 〈Qk,n, Qj,n〉 = 1
for 0 ≤ k ≤ n, the basis is called orthonormal. We shall also use the notation Qn
defined by
Qn := (Q0,n, Q1,n, . . . , Qn,n)t.
As in the case of Pn, that {Qk,n : 0 ≤ k ≤ n} is an orthogonal basis of V2n(C) is
equivalent to 〈Qn,Qtm〉CW = 0 for 0 ≤ m ≤ n−1 and Qn consists of an orthonormal
basis if 〈Qn,Qtn〉CW is an identity matrix in addition.
As it is in the case of real orthogonal polynomials, if Qn consists of a basis of
V2n(C), then so does MQn for any nonsingular (n+ 1)× (n+ 1) matrix M .
Given an orthonormal basis {Qk,n : 0 ≤ k ≤ n, n = 0, 1, 2, . . .}, the reproducing
kernels PCn(·, ·) and KCn(·, ·) of V2n(W,C) and Π2n(C), respectively, in L2(W ) are
defined by
(3.2) PCm(z, ζ) := Qtm(z, z¯)Qm(ζ, ζ¯) =
m∑
k=0
Qk,m(z, z¯)Qk,m(ζ, ζ¯),
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and
(3.3) KCn(z, ζ) :=
n∑
m=0
PCn(z, ζ).
Complex orthogonal polynomials can be directly constructed from the moments
mj,k, just like their counterpart in real variables [2, Section 3.2]. For convenience,
we define a column vector
zn = (zn, zn−1z¯, . . . , z¯n−1z, z¯n)t,
and for k, j ∈ N0, define the matrix m{k},{j} of size (k + 1)× (j + 1) by
m{k},{j} :== 〈zk, (zj)t〉CW =
∫
Ω
zk(zj)∗w(z)dxdy.
For n ∈ N0, define the moment matrix of size N ×N with N =
(
n+2
2
)
by
Mn =
[
m{k},{j}
]n
k,j=0
.
Let In denote the n×n identity matrix and Jn denote the n×n backward identity,
In =
 1 ©. . .
© 1
 and Jn =
© 1. . .
1 ©
 .
Lemma 3.1. For each n = 0, 1, 2, . . ., the matrix Mn is positive definite. Further-
more, Mn satisfies
(3.4) Mn =
J1 ©. . .
© Jn+1
Mn
J1 ©. . .
© Jn+1
 .
Proof. Let c ∈ CN be a row vector. We can write c = (c0, c1, . . . , cn) with ck ∈
Ck+1 as row vectors. Then
cMnc
∗ =
n∑
k=0
n∑
j=0
cjm{k},{j}c∗j =
∫
Ω
∣∣∣∣∣
n∑
k=0
ckzk
∣∣∣∣∣
2
w(z)dxdy ≥ 0,
and equality holds only if c = 0, since W satisfies
∫
Ω
p2(x)W (x, y)dxdy > 0 for all
nonzero p ∈ Π2n. Hence, Mn is positive definite.
It follows directly form the definition that zn = Jn+1zn, which implies that
m{k},{j} = Jk+1m{k},{j}Jj+1 and, consequently, the identity (3.4). 
For 0 ≤ k ≤ n and j ∈ N, we define the column vector mnk,{j} in Cj+1 by
mn{j},k :=
∫
Ω
zjzn−kz¯kw(z)dxdy,
and use it to define, for each k, a matrix Mk,n(z, z¯) by
Mk,n(z, z¯) :=

Mn−1
mn{0},k
m{1},k
...
mn{n−1},k
1, z∗, . . . , (zn−1)∗ zn−kz¯k
 .
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Now, for 0 ≤ k ≤ n, we define monic polynomials Qk,n ∈ Π2n(C) by
(3.5) Qk,n(z, z¯) :=
detMk,n(z, z¯)
detMn−1
= zn−kz¯k +Rk,n−1(z, z¯),
where Rk,n−1 ∈ Π2n−1(C) as expanding the determinant in nominator shows.
Proposition 3.2. For 0 ≤ k ≤ n, Qk,n are orthogonal polynomials in V2n(W,C)
and satisfy
(3.6) Qk,n(z, z¯) = Qn−k,n(z, z¯), 0 ≤ k ≤ n.
Proof. For 0 ≤ j ≤ p < n, computing ∫
Ω
Qk,n(z, z¯)zj z¯p−jw(z)dxdy shows that the
integral applies to the last row of the determinant in the nominator of Qk,n, which
becomes ∫
Ω
zp−j z¯j(1, z∗, . . . (zn−1)∗, zn−kz¯k)w(z)dxdy.
It follows that the first
(
n+1
2
)
elements of this vector is the j-th row of the p-th
block rows indexed by {p} of Mn−1 and the last element is the j-th element of
mn{p},k. Consequently, the determinant of the integral of Mk,n(z, z¯)z
j z¯p−j has two
identical rows and its value is zero. This proves that Qk,n ∈ V2n(W,C).
Since zm = Jm+1zm and m
n
{j},k = Jj+1m
n
{j},k, it is not difficult to verify, using
(3.4), that
Mk,n(z, z¯) =

J1 ©
. . .
Jn
© 1
Mn−k,n(z, z¯)

J1 ©
. . .
Jn
© 1
 ,
which implies immediately the identity (3.6). 
In terms of the column vector Qn, the identities in (3.6) are equivalent to
(3.7) Qn(z, z¯) = Jn+1Qn(z, z¯).
Let Hn :=
∫
Ω
Qn(z, z¯)(Qn(z, z¯))∗w(z)dxdy. Then Hn is a positive definite Her-
mitian matrix. In particular, Hn has positive real eigenvalues and there is an
unitary matrix Sn such that
Hn = SnΛnS
∗
n, Λn = diag(λ0, . . . , λn),
where λ0, . . . , λn are the eigenvalues of Hn. Since all λi > 0, we can define the
square root of Hn by H
± 12
n := SnΛ
± 12S∗n, where Λ
± 12
n = diag(λ
± 12
0 , . . . , λ
± 12
n ).
Proposition 3.3. Let Qk,n be defined by (3.5). Define {Q′k,n : 0 ≤ k ≤ n} by
Q′n(z, z¯) = H
− 12
n Qn(z, z¯).
Then {Q′k,n : 0 ≤ k ≤ n} is an orthonormal basis of V2n(W,C) that satisfies (3.6).
Proof. By definition, Q′n(Q′n)∗ = H
− 12
n QnQ∗nH
− 12
n , so that the integral of Q′n(Q′n)∗
is an identity matrix. In other words, Q′n consists of an orthonormal basis of
V2n(W,C). We now prove that Q′n satisfies (3.7).
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Sine Qk,n satisfies (3.6), it follows by (3.7) that Hn satisfies Hn = Jn+1HnJn+1.
By its definition, H
− 12
n satisfies the same relation. Since Jn+1Jn+1 = In+1, it follow
that
Jn+1Q′n = Jn+1H
− 12
n Qn = Jn+1H
− 12
n Jn+1Qn = H
− 12
n Qn = Q′n,
which verifies that Q′n satisfy (3.7) and completes the proof. 
Remark 3.1. It should be pointed out that not every basis of V2n(W,C) satisfies
the relation (3.6). Indeed, suppose Qn consists of a basis of V2n(W,C) that satisfies
(3.6), then MQn also consists of a basis of V2n(W,C) for every invertible matrix M
of size (n+1)×(n+1) and we can choose an M so that (3.7) fails to hold for MQn.
The relation (3.6) plays an essential role in our development in the next section.
Below we give two classical examples of complex orthogonal polynomials of two
variables. The first one is the complex Hermite polynomials introduced in [8], which
have been studied by many authors, see [3, 4, 5, 6] and the references therein. All
properties list below are known, although some are given in somewhat different
forms.
Example 3.1. Complex Hermite polynomials. A classical family of polynomials
that are orthogonal with respect to the weight function
wH(z) :=
1
pi
e−|z|
2
, z ∈ C,
which satisfies wH(z) = WH(x, y), is introduced in [8] by
(3.8) Hk,j(z, z¯) := (−1)k+jezz¯
(
∂
∂z
)k (
∂
∂z¯
)j
e−zz¯, k, j = 0, 1, . . . ,
where, with z = x+ iy,
∂
∂z
=
1
2
(
i
∂
∂x
+
∂
∂y
)
and
∂
∂z¯
=
1
2
(
i
∂
∂x
− ∂
∂y
)
.
By induction, it is not difficult to see that Hk,j satisfies an explicit formula
(3.9) Hk,j(z, z¯) = z
kz¯j2F0
(
−k,−j; 1
zz¯
)
from which it follows immediately that
(3.10) Hk,j(z, z¯) = Hj,k(z, z¯).
Working with (3.9) by rewriting the summation in 2F0 in reverse order, it is easy
to deduce that Hk,j can be written as a summation in 1F1, which leads to
(3.11) Hk,j(z, z¯) = (−1)jj!zk−jL(k−j)j (|z|2), k ≥ j,
where L
(α)
j is again the Laguerre polynomial. Using the property [12, (5.1.13)] of
the Laguerre polynomials, it follows that Hk,j satisfy the recursive relation
(3.12) zHk,j(z, z¯) = Hk+1,j(z, z¯) + jHk,j−1(z, z¯).
Using polar coordinates and the orthogonality of the Laguerre polynomials, we see
that
(3.13)
∫
C
Hk,j(z, z¯)Hm,l(z, z¯)wH(z)dxdy = j!k!δk,mδj,l.
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Finally, Hk,j ∈ V2k+j(wH ,C) and a mutually orthogonal basis of V2n(wH ,C) is given
by {Hn−j,j : 0 ≤ j ≤ n}, which satisfies (3.6) by (3.10). 
Our second example is the disk polynomials, which were first introduced by
Zernik [16, 17] in his work in optics (for µ = 0) and have been extensively studied
(see, for example, references in [15]). We follow [2, Section 2.4.3] below.
Example 3.2. Zernike and Disk polynomials. These polynomials are orthogonal
with respect to the weight function
wλ(z) =
λ+ 1
pi
(1− |z|2)λ, λ > −1, z ∈ C,
which satisfies wλ(z) = Wλ(x, y). For k, j ≥ 0, we define
Pλk,j(z, z¯) =
(λ+ 1)k+j
(λ+ 1)k(λ+ 1)j
zkz¯j2F1
( −k,−j
−λ− k − j;
1
zz¯
)
, k, j ≥ 0.
which shows immediately that
(3.14) Pλk,j(z, z¯) = P
λ
j,k(z, z¯).
They can be written in terms of the classical Jacobi polynomial P
(α,β)
j (t) as
(3.15) Pλk,j(z, z¯) =
j!
(λ+ 1)j
P
(λ,k−j)
j (2|z|2 − 1)zk−j , k > j.
These polynomials satisfy a recursive relation defined by
(3.16) Pλk,j(z, z¯) =
(λ+ 1)k+j
(λ+ 1)k(λ+ 1)j
zkz¯j2F1
( −k,−j
−λ− k − j;
1
zz¯
)
, k, j ≥ 0.
Furthermore, their orthogonality is given by
(3.17)
∫
B2
Pλk,j(z, z¯)P
λ
m,l(z, z¯)dwλ(z)dxdy = h
λ
k,jδk,mδj,l,
where
hλk,j :=
λ+ 1
λ+ k + j + 1
k!j!
(λ+ 1)k(λ+ 1)j
.
The polynomial Pλk,j ∈ V2k+j(wλ,C) and a mutually orthogonal basis of V2n(wλ,C)
is given by {Pλn−j,j : 0 ≤ j ≤ n}, which satisfies (3.6) by (3.14). 
Comparing these two examples with Example 2.1 and Example 2.2 in Section
2 shows a close relation between the complex and real orthogonal polynomials. In
the next section, we clarify this relation.
4. Complex vs real orthogonal polynomials
In this section we establish connections between complex orthogonal polynomials
and real orthogonal polynomials of two variables.
Definition 4.1. Given {Qk,n : 0 ≤ k ≤ n} ∈ V2n(W,C), we define
Pk,n(x, y) :=
1√
2
[Qk,n(z, z¯) +Qn−k,n(z, z¯)] , 0 ≤ k ≤ n
2
,
Pk,n(x, y) :=
1√
2i
[Qk,n(z, z¯)−Qk−k,n(z, z¯)] , n
2
< k ≤ n.
(4.1)
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Conversely, given {Pk,n(x, y) : 0 ≤ k ≤ n} ∈ V2n(W ), we define
Qk,n(z, z¯) :=
1√
2
[Pk,n(x, y)− iPn−k,n(x, y)] , 0 ≤ k ≤ n
2
Qk,n(z, z¯) :=
1√
2
[Pn−k,n(x, y) + iPk,n(x, y)] ,
n
2
< k ≤ n,
Qn
2 ,n
(z, z¯) :=
1√
2
Pn
2 ,n
(x, y), n is even.
(4.2)
We define a matrix Ln of (n+ 1)× (n+ 1) as follows:
L2m−1 :=
1√
2
[
Im iJm
Jm iIm
]
and L2m :=
1√
2
Im 0 Jm0 √2 0
Im 0 −iJm
 .
Proposition 4.2. The matrix Ln is unitary, that is, LnL
∗
n = In+1, and it satisfies
LnL
t
n = L
t
nLn = Jn+1.
Furthermore, the polynomials Ptn = {Pk,n : 0 ≤ k ≤ n} and Qtn = {Qk,n : 0 ≤ k ≤
n} in the Definition 4.1 are related by
(4.3) Qn = LnPn and Pn = L∗nQn.
Proof. All properties follow directly from straightforward matrix multiplication.

Theorem 4.3. Let {Pk,n : 0 ≤ k ≤ n} and {Qk,n : 0 ≤ k ≤ n} be polynomials
given in Definition 4.1.
(1) {Qk,n : 0 ≤ k ≤ n} is a basis of V2n(W,C) that satisfy (3.6) if and only if
{Pk,n : 0 ≤ k ≤ n} is a basis of V2n(W ).
(2) {Qk,n : 0 ≤ k ≤ n} is an orthonormal basis of V2n(W,C) if and only if {Pk,n :
0 ≤ k ≤ n} is an orthonormal basis of V2n(W ).
(3) The reproducing kernels of V2n(W ) and V2n(W,C) agree; in particular,
(4.4) PCn(z, ζ) = Pn((x, y), (u, v)) and K
C
n(z, ζ) = Kn((x, y), (u, v)),
where z = x+ iy, ζ = u+ iv.
Proof. If f and g are real valued polynomials, then 〈f, g〉CW = 〈f, g〉W . Since, by
definition, Pk,n(x, y) = <{Qk,n(z, z¯)} for 0 ≤ k ≤ n/2 and Pk,n(x, y) = ={Qnk (z, z¯)}
for n/2 < k ≤ n, all Pk,n are real valued polynomials in Π2n. On the other hand,
given {Pk,n}, the definition of {Qk,n} shows that (3.6) is satisfied andQk,n ∈ Π2n(C).
Furthermore, since Qn = LnPn, we have
〈Qn,Qtm〉CW = Ln〈PnPtm〉WL∗m,
which shows that {Qk,n} is a basis of V2n(W,C) if and only if {Pk,n} is a basis
of V2n(W ). If {Pk,n} is an orthonormal basis, then 〈PnPtn〉W = In+1, so that, by
LnL
∗
n = In+1, 〈QQn,Qtn〉CW = In+1 and {Qk,n} is orthonormal. Since Ln is unitary,
the relation is reversible. This completes the proof of assertions (1) and (2).
With z = x+ iy and ζ = u+ iv and using LtmLm = (L
∗
mLm)
t = Im+1, we obtain
[Qm(z, z¯)]tQm(w, w¯) = [Pm(x, y)]tLtmLmPm(u, v) = [Pm(x, y)]tPm(u, v);
the left hand side is the reproducing kernel of V2m(W,C) while the right hand side
is the reproducing kernel of V2m(W ). Summing over m proves (4.4). 
COMPLEX VERSUS REAL ORTHOGONAL POLYNOMIALS OF TWO VARIABLES 11
Since the integral measure is the same, the convergence of the Fourier orthogonal
expansions in either complex variable or two real variables should be the same. The
identity (4.4) not only confirms this conception, it also shows that the reproducing
kernels are identitical. In particular, the kernels PCn(z, z¯) and K
C
n(z, z¯) are real
valued.
Let us revisit our examples on the Hermite polynomials and disk polynomials.
Notice that the polar coordinate z = reiθ in C is equivalent to the polar coordinates
(x, y) = (r cos θ, r sin θ) by the Euler formula of eiθ = cos θ + i sin θ.
Example 4.1. Hermite polynomials. Let Hk,j be the complex Hermite polynomials
in Example 3.1. Then Hn−j,j ∈ V2n(W,C). By (3.11), we see that
<{Hn−j,j(z, z¯)} = (−1)jj!L(n−j)j (r2)rn−2j cos(n− 2j)θ, 0 ≤ j ≤
n
2
={Hn−j,j(z, z¯)} = (−1)jj!L(n−j)j (r2)rn−2j sin(n− 2j)θ, 0 ≤ j <
n
2
,
which is, up to a constant, exactly the orthogonal polynomials (2.2) of two real
variables in Example 2.1. This also verifies (4.1) up to a normalization constant.

Example 4.2. Disk polynomials. Let Pk,j be the complex disk polynomials in
Example 3.2. Then Pλn−j,j ∈ V2n(W,C). By (3.15),
<{Pλn−j,j(z, z¯)} =
j
(λ+ 1)j
P
(λ,n−2j)
j (2r
2 − 1)rn−2j cos(n− 2j)θ, 0 ≤ j ≤ n
2
={Pλn−j,j(z, z¯)} =
j
(λ+ 1)j
P
(λ,n−2j)
j (2r
2 − 1)rn−2j sin(n− 2j)θ, 0 ≤ j < n
2
,
which is, up to a constant, exactly the orthogonal polynomials (2.4) of two real
variables in Example 2.2. This also verifies (4.1) up to a normalization constant.
Using the result from real disk polynomials, we have, for example, the following
relation:∑
k+j=n
Pλk,j(z, z¯)P
λ
k,j(ζ, ζ¯)
hλj,k
=
n+ µ+ 12
µ+ 12
cµ
∫ 1
−1
C
µ+ 12
n
(
<{zζ¯}+
√
1− |z|2
√
1− |ζ|2t
)
(1− t2)µ−1dt.
Indeed, the left hand side of this identity is the reproducing kernel of Vdn, so that
this is the identity in Corollary 6.1.10 of [2] written in complex variables.
Example 4.3. Chebyshev polynomials on the region bounded by the deltoid. These
polynomials are orthogonal with respect to
(4.5) wα(z) :=
[−3(x2 + y2 + 1)2 + 8(x3 − 3xy2) + 4]α , α = ±1
2
,
on the deltoid, which is a region bounded by the Steiner’s hypocycloid −3(x2 +
y2 + 1)2 + 8(x3 − 3xy2) + 4 = 0 that can be described as the curve
x+ iy = (2eiθ + e−2iθ)/3, 0 ≤ θ ≤ 2pi.
The three-cusped region is depicted in Figure 4. These polynomials are first studied
by Koornwinder in [9] and they are related to the symmetric and antisymmetric
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-1 1 2 3
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1
2
sums of exponentials on a regular hexagonal domain [10]. In stead of stating their
explicit formulas, it suffices to define these polynomials recursively. Let Tnk ∈
V2n(w− 12 ,C) and Unk ∈ V2n(w 12 ,C) be the Chebyshev polynomials of the first and
the second kind, respectively, defined by the recursive relations
Pn+1k (z, z¯) = 3zP
n
k (z, z¯)− Pnk+1(z, z¯)− Pn−1k−1 (z, z¯)(4.6)
for 0 ≤ k ≤ n and n ≥ 1, where Pnk is Tnk or Unk as determined by
Tn−1(z, z¯) := T
n+1
1 (z, z¯), T
n
n+1(z, z¯) := T
n+1
n (z, z¯),
Un−1(z, z¯) := 0, U
n−1
n (z, z¯) := 0,
and, moreover,
T 00 (z, z¯) = 1, T
1
0 (z, z¯) = z, T
1
1 (z, z¯) = z¯,
U00 (z, z¯) = 1, U
1
0 (z, z¯) = 3z, U
1
1 (z, z¯) = 3z¯.
Then these polynomials satisfy the relation
Pnk (z, z¯) = P
n
n−k(z, z¯), 0 ≤ k ≤ n.
Furthermore, {Tnk (z, z¯) : 0 ≤ k ≤ n} is a mutually orthogonal basis of V2n(w− 12 ,C)
and {Unk (z, z¯) : 0 ≤ k ≤ n} is a mutually orthogonal basis of V2n(w− 12 ,C).
This family of polynomials is known explicitly only in complex variables, al-
though a real basis can be deduced from (4.1). 
5. Structural relations of orthogonal polynomials
Three–term relations for complex orthogonal polynomials are different from those
for real orthogonal polynomials. In the following we normalize W so that Q0(z, z¯) =
1 and we define Q−1(z, z¯) = 0. Let MC(n,m) denote the set of complex matrices
of size n×m.
Theorem 5.1. For n ∈ Nd0, let Qn = {Qk,n : 0 ≤ k ≤ n} be a basis of Vdn(W,C) that
satisfies (3.7). Then there are matrices αn ∈MC(n+1, n+2), βn ∈MC(n+1, n+1)
and γn ∈MC(n+ 1, n) such that
zQn(z, z¯) = αnQn+1(z, z¯) + βnQn(z, z¯) + γn−1Qn−1(z, z¯),(5.1)
where, setting Hn = 〈Qn,Qtn〉W , then γn satisfies
(5.2) γn−1Hn−1 = Jn+1(αn−1Hn)tJn.
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Proof. Since zQn is a polynomial of degree n+1, it can be written as a linear combi-
nation of Qn+1,Qn, . . . ,Q0. The orthogonality then implies three–terms relations.
Furthermore, we have
〈zQn,Qtn+1〉W = αnHn+1, 〈zQn,Qtn〉W = βnHn, 〈zQn,Qtn−1〉W = γnHn−1.
In particular, by (3.7), we see that
〈zQn,Qtn−1〉W =
∫
Ω
zQn(z, z¯)Qn−1(z, z¯)tw(z)dxdy
=Jn+1
∫
Ω
zQn(z, z¯)Qn−1(z, z¯)tw(z)dxdyJn = Jn+1〈zQn−1Qn〉tWJn.
Since Hn is invertible, this verifies (5.2). 
For a matrix M ∈M(n,m), we define a matrix M∨ by
M∨ := JnMJm.
Taking conjugate of (5.1) and applying (3.7), we see that Qn also satisfies
z¯Qn(z, z¯) = α∨nQn+1(z, z¯) + β∨nQn(z, z¯) + γ∨n−1Qn−1(z, z¯).(5.3)
In the case that Qn consists of an orthonormal basis of Vdn(W,C), the matrix Hn
is an identity and the relation between αn and γn can be written as
(5.4) γ∨n−1 = α
∗
n−1 or γn−1 = (α
∗
n−1)
∨.
The three–term relation (5.1) can also be derived from the three–term relations
of real orthogonal polynomials.
Proposition 5.2. Let Pn consists of orthonormal basis of Vdn(W ). Assume that
{Pn} satisfies the three–term relations (2.5). If Qn and Pn are related by (4.3), then
the coefficients of the three–term relation (5.1) can be expressed in the coefficients
of (2.5) as follows:
αn = Ln(An,1 + iAn,2)L
∗
n+1 and βn = Ln(Bn,1 + iBn,2)L
∗
n.(5.5)
In particular, if W is centrally symmetric, then βn = 0 for all n.
Proof. Setting z = x + iy and Qn = LnPn in (5.1), we can expand zQn by the
three–term relations (2.5) for Pn and using Pn = L∗nQn to obtain (5.1). 
The connection between the two three–term relations allow us to state Favard’s
theorem for complex orthogonal polynomials.
Theorem 5.3. Let {Qn}∞n=0 = {Qk,n : 0 ≤ k ≤ n, n ∈ N0}, Q0 = 1, be an arbitrary
sequence in Π2(C). Then the following statements are equivalent.
(1). There exists a positive definite linear functional L on Π2(C) which makes
{Qn}∞n=0 an orthonormal basis in Πd(C).
(2). For n ≥ 0, 1 ≤ i ≤ d, there exist matrices αn : (n + 1) × (n + 2) and
bn : (n+ 1)× (n+ 1) such that
zQn(z, z¯) = αnQn+1(z, z¯) + βnQn(z, z¯) + (α∗n−1)∨Qn−1(z, z¯),(5.6)
and the matrices in the relation satisfy the rank condition
rank(αn + α
∨
n) = rank(αn − α∨n) = n+ 1 and rank
[
αn
α∨n
]
= n+ 2.
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Proof. From (5.5), we immediately deduce that
An,1 =
1
2
(LnαnL
∗
n+1 + LnαnL
∗
n+1) and An,2 =
1
2i
(LnαnL
∗
n+1 − LnαnL∗n+1).
Since LnL
t
n = Jn, it follows that
(5.7) L∗nAn,1Ln+1 =
1
2
(αn + α
∨
n) and L
∗
nAn,2Ln+1 =
1
2i
(αn − α∨n),
which also lead to [
Ln ©
© Ln
] [
An,1
An,2
]
=
1
2
[
In In
iIn −iIn
] [
αn
α∨n
]
.
These relations allow us to translate the rank conditions on the matrices An,i in
Theorem 2.1 to matrices αn and α
∨
n . 
The three–term relations for Pn satisfy additional relations, called commuting
conditions, which comes from the fact that the associated block Jacobi matrices Ji
commute, where
Ji =

B0,i A0,i ©
At0,i B1,i A1,i
At1,i B2,i
. . .
© . . . . . .
 , i = 1, 2.
These commuting conditions translate to conditions on αn and βn. Without getting
into details, we record them below.
Proposition 5.4. For orthonormal polynomials Qn, the coefficients of the three–
term relation (5.1) satisfy
αnα
∨
n+1 = α
∨
nαn+1,
αnβ
∨
n+1 + βnα
∨
n = β
∨
nαn + α
∨
nβn+1,
αnα
∗
n + βnβ
∗
n + (α
∗
n−1)
∨α∨n−1 = α
∨
n−1(α
∨
n−1)
∗ + β∗nβn + α
∗
nαn.
Another result worth mentioning is the Christoffel-Darboux formula stated in
the following:
Proposition 5.5. For orthonormal polynomials Qn, we have
KCn(z, ζ) =
Qn+1(z, z¯)∗αtnJn+1Qn(ζ, ζ¯)−Qn+1(ζ, ζ¯)∗αtnJn+1Qn(z, z¯)
z − ζ .
Proof. Recall that KCn(x+ iy, u+ iv) = Kn((x, y), (u, v)). By (2.8) and (5.5),
(z − ζ)KCn(z, ζ) = (x− u)Kn((x, y), (u, v)) + i(y − v)Kn((x, y), (u, v))
= (L∗nαnLn+1Pn+1(x, y))tPn(u, v)− (L∗nαnLn+1Pn+1(u, v))tPn(x, y)
= (L∗nαnQn+1(z, z¯))tL∗nQn(ζ, ζ¯)− (L∗nαnQn+1(ζ, ζ¯))tL∗nQn(z, z¯),
which simplifies, since LnL
t
n = Jn+1, to the desired identity. 
Our last result in this section is about common zeros of Qn. We call z a common
zeros of Qn if every component of Q vanishes at z, that is, Qk,n(z, z¯) = 0 for
0 ≤ k ≤ n. For Pn, it is known that it has at most dim Π2n−1 =
(
n+1
2
)
common
zeros and it has dim Π2n−1 zeros if and only if An−1,1A
t
n−1,2 = A
t
n−1,1A
t
n−1,2. We
can convert these results to complex orthogonal polynomials.
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Theorem 5.6. Assume Qn consists of an orthonormal basis of Vdn(W,C). Then
1. Qn has at most dim Π2n−1 common zeros.
2. Qn has dim Π2n−1 zeros if and only if
(5.8) αn−1α∗n−1Jn+1 = (αn−1α
∗
n−1Jn+1)
t.
Proof. From Qn = LnPn it follows that z = x + iy is a zero of Qn if and only if
(x, y) is a zero of Pn, so that the results follow from that of Pn. By (5.7),
4iAn−1,1Atn−1,2 =L
∗
n−1(αn−1 + α
∨
n−1)LnL
t
n(αn−1 − α∨n−1)tLn
=L∗n−1(αn−1 + α
∨
n−1)Jn+1(αn−1 − α∨n−1)tLn,
from which it follows that An−1,1Atn−1,2 = A
t
n−1,1A
t
n−1,2 is equivalent to
(αn−1 + α∨n−1)Jn+1(α
t
n−1 − (α∨n−1)t) = (αn−1 − α∨n−1)Jn+1(αtn−1 + (α∨n−1)t),
which simplifies to (5.8). 
The existence of maximal number of common zeros of Qn implies the existence
of a Gaussian cubature rule of degree 2n − 1, which is important for numerical
analysis and several other topics.
Proposition 5.7. Let Qn consist of an orthonormal basis of Vdn(Wµ). Then z ∈ C
is a common zero of Qn if z is an eigenvalue of the matrix
Jn :=

β0 α0 ©
(α∨0 )
∗ β1 α1
. . .
. . .
. . .
(α∨n−3)
∗ βn−2 αn−2
© (α∨n−2)∗ βn−1

with eigenvector ξz := (Q0(z, z¯)t,Q1(z, z¯)t, . . . ,Qn−1(z, z¯)t)t.
Proof. If z is a common zero of Qn(z, z¯), then the three–term relation that involves
Qn(z, z¯) becomes
(α∨n−2)
∗Qn−2(z, z¯) + βn−1Qn−1(z, z¯) = zQn−1(z, z¯),
which, together with (5.6) for k = 0, 1, . . . , n− 2 shows that Jnξz = zξz, so that z
is an eigenvalue of Jn. 
One natural question is if the inverse of the above proposition holds; that is,
if every eigenvalue of Jn is a zero of Qn. The answer is no and the reason is
that if z is an eigenvalue of Jn, then z¯ is also an eigenvalue of Jn with an eigen-
vector (Q0(z, z¯)t, J2Q1(z, z¯)t, . . . , JnQn−1(z, z¯)t)t, as can be seen by (5.3), (5.4)
and (3.7). As a result, we see that if λ is an eigenvalue of Jn with eigenvector
ξ = (ξ0, ξ
t
1, . . . , ξ
t
n−1)
t, where ξj ∈ Cj+1, then λ is a common zero of Qn only if
ξj = Jj+1ξj for j = 1, 2, . . . , n− 1.
Example 5.1. Hermite polynomials. Let Hk,j be the complex Hermite polynomials
in Example 3.1. The three-term relation of these polynomials is given in (3.12).
Let Qk,n(z, z¯) = Hk,n−k(z, z¯)/
√
k!(n− k)!. By (3.13), {Qk,n : 0 ≤ k ≤ n} is an
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orthonormal basis of Vdn(WH) for which the three-term relation (5.6) takes the form
zQn =

0 1 ©
0
√
2
... © . . .
0
√
n+ 1
Qn+1 +

√
n ©
. . .
© 1
0 . . . 0
Qn−1.
Since Hn is an identity matrix, the relation (5.2) clearly holds. 
Example 5.2. Disk polynomials. Let Hk,j be the complex Hermite polynomials
defined in Example 3.2. The three-term relation of these polynomials is given in
(3.16). Let Qk,n(z, z¯) = P
λ
k,n−k(z, z¯)/
√
hλk,n−k. By (3.17), {Qk,n : 0 ≤ k ≤ n} is
an orthonormal basis of Vdn(Wλ) for which (3.16) can be rewritten as
zQk,n(z, z¯) = a
n
kQk+1,n(z, z¯) + a
n−1
n−k−1Qk,n−1(z, z¯),
where
ank :=
√
(λ+ k + 1)(k + 1)
(λ+ n+ 1)(λ+ n+ 2)
, 0 ≤ k ≤ n.
Putting In matrix form, the relation takes the form
zQn =
0 a
n
0 ©
... © . . .
0 ann
Qn+1 +

an−1n−1 ©
. . .
© an−10
0 . . . 0
Qn−1.
which is the three-term relation (5.6). 
In both of the above examples, the matrix βn = 0 since the weight functions are
centrally symmetric. Notice that the condition (5.8) is not satisfied in both cases,
so that the polynomials in Qn do not have maximal common zeros. In fact, in the
centrally symmetric case, it is known that polynomials in Pn, since those in Qn, do
not have any common zero if n is even and have a single common zero if n is odd.
Example 5.3. Chebyshev polynomials on the region bounded by the deltoid. Both
families, Tnk (z, z¯) and U
n
k (z, z¯), satisfy the three-term relations given by (4.6). Each
family is mutually orthogonal and the normalization constants of these polynomials
are given in (5.6) and (5.7) of [10]. Let T˜nk (z, z¯) and U˜
n
k (z, z¯) denote the orthonormal
polynomials. Then the three-term relation (5.6) becomes
3zTn =

1 © 0
. . .
...
1 0
© √2 0
Tn+1 + βnTn +

0 0 · · · 0√
2 ©
1
. . .
© 1
Tn−1,
where βn = diag{
√
2, 1, . . . , 1,
√
2} is a diagonal matrix, and
3zUn =
[
In 0
]
Un+1 +
[
0 In
0 0
]
Un +
[
0
In
]
Un−1.
It follows that the condition (5.8) is satisfied for Un, which shows that polynomials
in Un have maximal number of common zeros by Theorem 5.6. This was first
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established in [10] using the explicit formulas for Unk . The condition (5.8), however,
is not satisfied for Tn, which shows that Tn does not have maximal number of
common zeros. This gives the first proof of this fact, which was verified in [10],
using the explicit formulas of Tnk , only for small n. 
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