This paper proposes an orthogonal learning particle swarm optimization (OLPSO) by designing an orthogonal learning (OL) strategy through the orthogonal experimental design (OED) method. The OL strategy takes the dimensions of the problem as the orthogonal experimental factors. The levels of each dimension (factor) are the two choices of the personal best position and the neighborhood's best position. By orthogonally combining the two learning exemplars, the useful information can be discovered, preserved and utilized to construct an efficient exemplar to guide the particle to fly in a more promising direction towards the global optimum. The effectiveness and efficiency of the OL strategy is demonstrated on a set of benchmark functions by comparing the PSOs with and without OL strategy. The OL strategy improves the PSO algorithm in terms of higher quality solution and faster convergence speed.
INTRODUCTION
The particle swarm optimization (PSO) emulates the swarm behaviors of birds flocking and fishing schooling 0. Each particle i in the swarm keeps a velocity vector V i = [v i1 , v i2 , …, v iD ] and a position vector X i = [x i1 , x i2 , …, x iD ] to indicate the current status in a D-dimension space. Moreover, the particle i will keep its personal historical best position vector P i = [p i1 , p i2 , …, p iD ], and the best position of all the P i in the neighborhood is regarded as P n = [p n1 , p n2 , …, p nD ]. The V i and X i are initialized randomly and are updated as (1) and (2) by the guidance of P i and P n .
v id = ω×v id + c 1 ×r 1d ×(p id -x id ) + c 2 ×r 2d ×(p nd -x id ) (1) x id = x id + v id (2) where the ω is inertia weight and the c 1 and c 2 are acceleration coefficients which are set as 2.0. The r 1d and r 2d are two randomly generated values in range [0, 1] for the d th dimension.
Equation (1) shows that the search experiences of individual and neighbors are used in a simply way by mathematically summing up. However, this is not necessary to be the most efficient way to use the guidance information. Therefore, how to use the two learning experiences to construct a reasonable and warrantable guidance exemplar is crucial to the performance of the PSO. In this paper, we will propose an orthogonal learning (OL) strategy to enhance the search ability by performing the orthogonal experimental design (OED) method 0 on the personal best position and the neighborhood's best position.
ORTHOGONAL LEARNING PARTICLE SWARM OPTIMIZATION
In the orthogonal learning particle swarm optimization (OLPSO), the OL strategy combines the information of P i and P n to form a promising guidance vector P o and adjusts the flying velocity as
where ω is the same as in (1) and c is 2.0 the same as c 1 and c 2 , and r d is a random value generated in range [0, 1].
The guidance vector P o is constructed from P i and P n by using the orthogonal experimental design method as
where the symbol ⊕ stands for the OED operation. Therefore, the value p od comes from p id or p nd as the construct result of OED. With this efficient learning exemplar P o , the particle i adjusts its flying velocity and position and updates its personal best position. In order to make the guidance more steadily, the vector P o will be used as the exemplar for some generations until it cannot lead the particle to a better region any more. For example, if the personal best position P i hasn't been improved for G generations, then the particle i will reconstruct a new P o by using P i and P n .
On the other hand, in order to use the information that comes from P i or P n immediately, the vector P o stores only the index of P i and P n , but not the real values. Thus, in the OLPSO, when the personal best position or neighborhood's best position moves to a better region, the new information can be immediately used by the particle through P o . The construction process of P o is described as follows. For a Ddimension minimal problem, each dimension is regarded as a factor in the OED and each factor has 2 levels of selecting P i or P n . The following steps are carried out to construct the vector P o .
Step 1:
where L means a Latin square and M is the number of test cases.
Step 2: Make up M tested solutions X j (1≤j≤M) by selecting the corresponding value from P i or P n . Here, if the value in the OA is 1, then the corresponding factor (dimension) selects P i , otherwise, selects P n .
Step 3: Evaluate each tested solution X j (1≤j≤M), and record the best (with minimal fitness) solution X b .
Step 4: Calculate the effect of each level on each factor and determine the best level for each factor.
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Step 5: Make up the predictive solution X p with the levels determined in Step 4 and evaluate X p .
Step 6: Compare f(X b ) and f(X p ) and the levels combination of the better solution is used to construct the vector P o .
EXPERIMENTS AND COMPARISONS
Four functions as shown in Table 1 are used for experiments. The f 1 and f 2 are unimodal while the other two are multimodal. The experimental results are compared in Table 2 where the boldface is used to indicate the best result. Table 2 compares the mean value and the standard deviation (SD) of the solutions. Also, the t-test results are presented to show whether the OLPSOs significantly outperform the traditional PSOs. For the unimodal functions, the results show that the OLPSOs generally outperform traditional PSOs and reach much higher accuracy solutions. Moreover, the OLPSO-G outperforms the GPSO significantly by the t-test on f 2 whilst the OLPSO-L outperforms the LPSO significantly on both f 1 and f 2 . The results for multimodal functions f 3 and f 4 demonstrate the good performance of the OL strategy on avoiding the local optima. The OLPSO-G surpasses the GPSO on both the multimodal functions. The OLPSO-L yields the best performance among the four PSOs on these two multimodal functions. Moreover, only the OLPSO-L finds the global optimum on 0 on the two multimodal functions. These experimental results have shown that the PSOs with OL strategy have the ability of obtaining higher quality solutions and also are much stable, as reflected by the small SD. Table 3 compares the results of average FEs needed to reach the Accept on each function and the successful ratio of the 25 independent trials. It can be observed that OLPSO-G is constantly faster than GPSO while OLPSO-L is constantly faster than LPSO on all the 4 functions. Moreover, OLPSO-L can even converge faster than GPSO on all the functions. The successful ratio indicates that the OL strategy is much promising to bring high reliability for the algorithm. The results demonstrate that the OL strategy has indeed given a much better guidance orientation for the particles to fly to the promising region faster and make the algorithm much robust and reliable with higher successful ratio. 
CONCLUSIONS
An OLPSO has been proposed and its good performance in solving global optimization problems has been demonstrated on a set of functions. The OLPSO utilizes an OL strategy based on the OED method to discovery the useful information in the personal best position (P i ) and the neighborhood's best position (P n ), and construct a much promising and efficient exemplar P o to adjust the particle's flying velocity and position. The OLPSO-G and OLPSO-L are both significantly improved by the OL strategy in term of solution accuracy and convergence speed when compared with the corresponding GPSO and LPSO without OL strategy. 
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