In this paper, we review some recent progress made in 4, 5, 6] on nite di erence schemes for viscous incompressible ows using vorticity formulation. The main purpose of this series of papers 4, 5, 6] is to resurrect the idea of using local vorticity boundary condition for unsteady calculation. The emphasis is on simplicity of the methods. Three main issues will be discussed: e cient time-stepping procedures and cell Reynolds number constraints, e cient methods in 3D on non-staggered grids and e cient high order methods using compact di erencing.
Introduction
In this paper, we review some recent progress made in 4, 5, 6] on nite di erence schemes for viscous incompressible ows using vorticity formulation. The main purpose of this series of papers 4, 5, 6] is to resurrect the idea of using local vorticity boundary condition for unsteady calculation. The emphasis is on simplicity of the methods. It is very important in these methods to use explicit treatment of the viscous term. Therefore questions on stability and cell Reynolds number constraints have to be addressed. We do this in Section 2. Section 3 is about 3D non-staggered grids, and in Section 4 we present stable and e cient 4th order schemes using compact di erencing. can be realized by a simple three-step marching procedure: Given f! n i;j g, f! n+1 i;j g is computed by:
Step 1. Update vorticity at the interior grid points by
Step 2. Solve h n+1 = ! n+1 ; (2.7)
with the boundary condition: n+1 j ? = 0.
Step 3. Update vorticity at the boundary using The key here is that (2.7) can be solved without knowing the boundary value of ! n+1 . Hence there is no need to iterate between n+1 and the boundary value of ! n+1 . At every time step, only one standard Poisson solve is required. This is a very simple method. It is spatially second order accurate, and higher order accuracy in time can be achieved by replacing forward Euler with higher order Runge- Kutta 4] . A natural question arises: Why isn't this method more popular? In fact, methods like this were very popular in the 60's and early 70's. But many di culties and controversies were encountered and were not resolved even until recently. The situation at that time was reviewed in 10]. Beginning at the early 80's, global vorticity boundary conditions were invented to overcome the problems encountered earlier 12, 9]. Since then, global vorticity boundary conditions have dominated the eld, and local methods such as the one described above were largely abandoned. This is very clearly re ected in the review articles of Gresho 7, 8] and the recent book of Quartapelle 12].
As we emphasized in 4], the di culties mentioned earlier were largely due to the fact that the viscous term is treated implicitly in almost all early applications of the local vorticity boundary condition. As a result, a coupled system involving both interior and boundary values of vorticity and streamfunction has to be solved at each time step, and this is the source of most complications. The above time-stepping procedure avoids this problem. But since the viscous term was treated explicitly, one naturally worries about the stability constraint on the time step size. To see whether this is a problem, let us compare
The rst is the time step given by standard convective CFL condition and the second comes from the viscous term, U is the maximum of velocity. This cell Reynolds number constraint has often been used as an argument against using centered di erencing for the convection term at high Reynolds number. We remark that this cell Reynolds number problem is special to incompressible ows. For viscous compressible ows, the thickness of the shock layers is on the order of Re ?1 . Therefore the cell Reynolds number is limisted by accuracy considerations. In other words, resolving viscous shock layer is intrinsically di cult. However for incompressible ows, the thickness of the shear layers are on the order of Re ?1=2 for 2D and Re ?3=4 for 3D. Therefore in principle at high enough Reynolds number, accuracy considerations should not present a constraint for the cell Reynolds number. Any cell Reynolds number constraint can only be a consequence of the sti ness of the method.
At a rst sight, (2.11) and (2.16) contradict each other and the method seems doomed. However, what causes the cell Reynolds number constraint (2.13) is the fact that the stability region of the forward Euler method does not contain any part of the imaginary axis. Same is true for the standard two-stage second order explicit Runge-Kutta methods, but not for 3rd and 4th order ones. The where C 1 and C 2 are some constants (for example, they can be taken as 1.5). There is no cell Reynolds number constraint imposed by stability considerations. Same conclusions can be drawn for the 3rd order Runge-Kutta method. Indeed in the calculations presented in 4, 5], the cell Reynolds number was as high as 10 2 and even 10 3 .
Remark 1: Global vorticity boundary condition. Strictly speaking, incompressible ows are nonlocal and vorticity boundary conditions cannot be truly local. This is one reason why global vorticity boundary conditions are preferred in the literature. When we refer to local boundary conditions, it is a purely a numerical object. We call a vorticity boundary condition local if boundary points are not coupled directly. In other words, one does not have to solve a coupled system in order to evaluate the boundary values of vorticity. It is shown in 4] that Anderson's global vorticity boundary conditions 1] can always be written as local ones if interpreted slightly di erently. Global vorticity boundary conditions discussed in 12] are necessary only because the viscous term is treatly implicitly. These methods su er from extreme complexity, both in implementation and in execution. This is particularly true in 3D. As we discussed earlier, if the cell Reynolds number is not too small, this complexity can be avoided entirely by treating the viscous term explicitly.
Remark 2: Low cell Reynolds number calculation. In situations when the cell Reynolds number has to be small, such as nearly steady or Stokes ows, global vorticity boundary conditions have to be used to avoid sti ness. From a computational point of view, this situation is more di cult than the case when the ow is very dynamic although the physical ow may very well be simpler. Better fast solvers will have to be developed to implement the global vorticity boundary conditions. Remark 3: Connection with MAC scheme. MAC scheme is the prototype in the primitive variable formulation. In 2D it is shown in 4] that they are equivalent to the vorticity methods (2.6{2.8): There is a very natural way of de ning discrete vorticity and streamfunction at the MAC grid points which will yield the same values as the ones computed using (2.6{2.8). This gives an alternative way of understanding the numerical boundary conditions. For example, under this, Thom's formula is translated to the re ection boundary condition used in MAC scheme; OrszagIsraeli's formula is translated to the formula of Peyret and Taylor 11].
3 Finite di erence methods on 3D non-staggered grids It is well-known that unlike the primitive variable formulation, the various vorticity formulations di er drastically between 2D and 3D. This has always been regarded as a disadvantage for the vorticity-based numerical methods particularly since the 3D situation is often far more complicated than 2D.
Consider the incompressible Navier-Stokes equation in vorticity form:
We introduce the vector potential such that u = r :
Unlike streamfunction in 2D, vector potential in 3D is far from being uniquely de ned: If satis es the above relation and is a smooth scalar function, so does + r . This is a key di erence between 2D and 3D.
Since ! = r u, we have ! = r (r ) = r(r ) ? : (3.2) From a computational point of view, it is desirable to decouple the three components of (3.2). This essentially forces us to choose the gauge of such that New vorticity-vector potential formulation. We review the vorticity-vector potential formulation presented in 6] which is particularly suited to our purpose of constructing e cient nite di erence schemes. For simplicity of presentation we will take the computational domain to be = fx 3 > 0g with ? = @ = fx 3 = 0g. Extension to more general domains is quite straightforward. We impose the boundary condition: 
The proof of this result is given in 6]. For more general situations the boundary condition (3.7) should be replaced by a Dirichlet boundary condition for the tangential components of and Neumann boundary condition for the normal component of . Similarly (3.8) should be replaced by the normal component of the !{u relation and the tangential components of the {u relation.
E cient di erence schemes and local vorticity boundary condition in 3D. The numerical grid is de ned by h = f(x i ; y j ; z k ); x i = i x; y j = j y; z k = k z; i; j 2 Z; k 2 Z + g. For boundary conditions, we need to de ne the \ghost" points: f(x i ; y j ; z ?1 ); i; j 2 Z; z ?1 = ? zg. We will use the di erence operators: Given f!(x i ; y j ; z k ); i; j 2 Z; k 1g, we can solve ? = ! together with (3.11) to obtain f (x i ; y j ; z k ); i; j 2 Z; k 0g. In order to update !, we need its numerical boundary conditions. These are to be obtained from the velocity boundary condition. These are the analog of Thom's formula for 2D problems. This completes the description of the semi-discrete scheme. For the fully discrete scheme, it is important to treat the viscous terms explicitly. This point was discussed at length in 6]. This is clearly a very e cient method. At every step or Runge-Kutta stage, only three separate scalar Poisson equations are solved. Moreover, standard fast Poisson solvers can be used.
First of all
Remark 1: Discretization of the convective terms. It turns out the discretization of the convective term near the boundary becomes much more of an issue in 3D. This is due to the special structure of the error when local vorticity boundary conditions are used. This is discussed carefully in 6].
Remark 2: Importance of the divergence-free condition for vorticity. A variant of this method was introduced in 6] in which the divergence free condition for vorticity was enforced directly through boundary conditions. It was found that this drastically improved the accuracy of the divergence of vorticity, but not the overall results. An explanation was given in 6].
Essentially compact 4th order schemes (EC4)
In this section we present a very e cient 4th order accurate compact scheme in the vorticity formulation. For simplicity of presentation we will restrict ourselves to 2D. Extension to 3D can be found in 6].
We rst discuss the treatment of the Stokes part, treating the nonlinear convection terms as if they were some known forcing functions. We will use the notation: f = @ x (u!) + @ y (v!) and write the vorticity transport equation as The most obvious and well-known compact discretization of (4. So far it has been completely standard. We now come to the boundary conditions. Assume that the mesh is as depicted in Fig. 1 . The no normal ow condition translates to j ? = 0
In order to obtain the numerical values at the \ghost points" outside the physical domain , we use the no-slip condition @ @n j ? = 0 twice at the physical boundary ? = ? x ? y : once using a 4th order one-sided approximation, once using a 4th order centered approximation. For example, at the boundary ? y we have To evaluate the vorticity at the boundary, we use a 4th order approximation of ! = 4 = xx : The operator appearing in the rst term of the right hand side of (4.13) has a 9-point compact stencil, and so does the operator in the second term. The third term, however, is not compact. Nevertheless this does not present any problem computationally for two reasons: In the interior of the domain (for i; j 2), this term can be evaluated very e ciently since the convection terms will be treated explicitly in the fully discrete scheme. Compute n+1 at the \ghost points" using (4.6).
Step with the boundary condition (4.9).
Step 4. Update the velocity using The e ciency of this method is obvious. Only two Poisson-like equations, namely (4.16) and (4.17), are solved at each step or each stage of the Runge-Kutta method. Both can be solved using the standard fast Poisson solvers developed for the second order schemes. We have seen consistently that this scheme costs slightly more than twice the cost of the second order scheme for each time step.
This scheme is named essentially compact (EC4 for short) since the only non-compact part occurs in the treatment of the convection terms, and the non-compact di erencing does not increase the need for numerically supplemented boundary conditions. So the most attractive features of the compact schemes are retained. Numerical results presented in 5] demonstrate that this scheme is substantially better than the second order scheme discussed in 4] in the ability to resolve boundary layers, small scales and even gross features.
Proof of 4th order convergence. The proof of this result for very smooth solutions (i.e. right hand side replaced by higher norms) can be found in 5]. The proof under weaker regularity assumptions as stated above can be obtained directly from the authors.
Numerical results
We present some numerical results using the second order schemes presented here for the standard test problem: the driven cavity ow. We refer to 5] for numerical results on EC4. The set-up of the problem is standard: velocities vanish everywhere at the boundary except at the upper boundary where the x-component of the velocity is 1 for 3D problem and 16x 2 (1 ? x) 2 for 2D. The initial data is take as zeros (impulsive start) for 3D and 0 (x; y) = 16x 2 (1 ? x) 2 (y 2 ? y 3 ) for 2D 4, 6] .
The set of results are reported, one for 2D and one for 3D. Figure 2 is the contour plot of vorticity in 2D at Reynolds number 10 5 , t = 5. Figure 3 is the contour plot of stream-wise vorticity at the center plane x = 1=2. Here Reynolds number is 3200, t=35. In 6], we used two other di erent methods to compute this problem and obtained very similar results. 
