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ABSTRACT
Subsonic flow of a compressible, viscous fluid through a compact, high-offset S-duct is
studied using numerical simulation of the Reynolds-averaged Navier-Stokes equations on an
unstructured grid in three spatial dimensions. Results are compared to existing experimental
steady-state data to validate the computed solutions.
Effects of grid resolution, including boundary layer spacing and localized refinement are
considered resulting in recommendations for best practices in developing grids for future
S-duct studies. Methods of sampling steady-state pressure data are compared, resulting in
a clearer understanding of the ability of the standard 40-probe instrumentation to capture
the flow features.
Simulations are conducted using the Spalart-Allmaras, Menter SAS and two-equation
k − /k − ω turbulence models to determine which models best capture the relevant flow
features. None of the tested turbulence models produces a solution which is clearly a better
fit to the experimental data in comparison to the other turbulence models.
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CHAPTER 1
INTRODUCTION
The development of advanced blended-wing-body (BWB) aircraft like those shown in
Figure 1.1 has faced challenges related to the use of aft-mounted embedded engines. The
primary design goals for BWB aircraft include lower weight, increased fuel efficiency and
reduced cabin noise.2 In 1997, NASA reported on the results of a study investigating the
development of a BWB commercial passenger craft conducted as part of the Advanced
Concepts for Aeronautics Program.3 In 2004, Boeing published results from an initial design
study for an 800-passenger BWB with a 7000 mile range. The results showed a 15% reduction
in weight and a 27% reduction in fuel consumption concluding that “once-apparent ‘show-
stoppers’ have been reduced to technical challenges.”4
Figure 1.1 Rendering of BWB aircraft3
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One of these technical challenges is that using an aft-mounted, offset S-duct inlet to
supply the engines results in a non-uniform flow field, a manifestation of which is a non-
uniform flowfield at the aerodynamic interface plane (AIP). At cruise conditions, these inlets
are operating in the transonic-flow regime, and the incoming boundary layer thickness is
approximately 25-30% of the inlet height.5 This boundary-layer ingestion (BLI) decreases the
drag on the aircraft as a result of the low-energy fluid being ingested instead of contributing
to the wake. However, the non-uniform pressure distribution at the aerodynamic interface
plane (AIP) can negatively impact engine performance.4;5
The S-duct inlet used in BLI designs have the outlet offset by approximately one engine-
diameter over a distance of approximately 1.7 engine diameters. This compact, high-offset
design produces complex internal flows with adverse pressure gradients resulting in regions
of low-pressure flow at the AIP5 as shown in Figure 1.2.
Low-pressure region
Figure 1.2 Total-pressure contours within BLI inlets1
One solution to the AIP total-pressure distortion is to use pylon-mounted podded engines
instead of BLI inlets. This design was used by Boeing for the X-48B prototype shown in
Figure 1.3. This design results in increased drag in comparison to the BLI design as a
2
result of the increased wetted area of the pylon-mounted engines, but the inflow is generally
uniform.4
Figure 1.3 Boeing X-48B with pylon-mounted podded engines6
In 2011, NASA published a summary of experimental results from an investigation into
the use of active and passive flow-control devices to redistribute the low-pressure region
resulting from the BLI over the engine face. The report included experimental results from
tests conducted in the Fluid Mechanics Research Laboratory’s transonic wind tunnel at the
Georgia Institute of Technology between 2008 and 2010. Both synthetic jets and microvane
arrays were used to alter the pressure distribution at the AIP.1 The effect of a microvane
array in the S-duct throat on the resulting pressure distribution is shown in Figure 1.4. The
top figure shows the resulting total-pressure distribution, and the lower figure shows the
streamlines from the microvanes.
The NASA report also included results from CFD analysis of the microvane configurations
used in the wind tunnel testing.1 In 2012, an additional set of CFD results based on microvane
3
Figure 1.4 Effect of microvane array on distribution of low-pressure region1
configuration designated CFG4 in the experimental study were published by Mace et al. at
Boeing. The results showed that the CFD analysis successfully captured some, but not
all, of the significant flow features.7 These two data sets form the basis for the simulations
conducted in this research.
The difficulty in a CFD analysis of this problem lies in the difficulty of accurately
simulating the formation and convection of the vortices from the microvane array at the
S-duct inlet through the AIP. The goal of this research is to assist in the development
of passive flow-control devices for use in BLI S-duct inlets. A similar analysis of the use of
synthetic jets as an active flow-control device in BLI S-duct inlets was previously performed.8
By using the Tenasi flow-solver code developed at the SimCenter at the University of
Tennessee at Chattanooga,9 and validating the results of the numerical simulation data
4
against the experimental data, the intent is to allow the analysis of the effectiveness of
future passive flow-control devices to reduce the total-pressure distortion at the AIP.
This paper presents the results of numerical simulation of the flow through an offset S-
duct inlet diffuser. Chapter 2 describes the governing equations for a viscous, compressible
fluid including the non-dimensionalization, calculation of Roe fluxes and implicit time-
iteration. An overview of the Tenasi flow-solver is provided, as well as the equations for
the three turbulence models used in these simulations. The formulas used in computing the
standard distortion descriptors are also given.
In Chapter 3, the wind tunnel test apparatus is described as well as the microvane
configuration and probe sampling array. The experimental conditions used in the wind
tunnel tests are also listed. The computational domain is described and the boundary
conditions specified.
The simulation results for several variations of the computational grid are given in
Chapters 4–8. Chapter 9 presents results from alternative methods of calculating the total-
pressure at the AIP probes. In Chapter 10, results are compared from simulations using the
three turbulence models described in Chapter 2.
In Chapter 12, a summary of the results is provided as well as suggestions for future
research into microvane passive flow-control devices.
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CHAPTER 2
GOVERNING EQUATIONS AND NUMERICAL METHOD
Fundamental Equations
The governing system of equations for a compressible, viscous fluid are given by the
Navier-Stokes equations. These equations are derived from the fundamental conservation
laws for mass, momentum and energy. They are non-dimensionalized using the reference
quantities for density (ρr), velocity (Ur), temperature (Tr), pressure (pr), and length (Lr).
The reference density and velocity are based on air at sea level, with the velocity adjusted to
give a reference Mach number greater than 1. The reference temperature and pressure are
based on NIST standard conditions10 and the reference length is based on the duct diameter.
The reference quanities are
ρr = 1.225 kg/m3 (2.1)
Ur = 343.31 m/s (2.2)
Tr = 288.15 K (2.3)
pr = 1.013× 105 N/m2 (2.4)
Lr = 0.127 m (2.5)
6
Using the reference quanities, the reference Reynolds number and Mach number can be
computed as
Rer = 2.984× 106 (2.6)
Mr = 1.009 (2.7)
The unsteady, non-dimensional Navier-Stokes equations are given by
∂
∂t
∫
Ω
Q dV +
∫
∂Ω
F · nˆ dA = 1
Rer
∫
∂Ω
G · nˆ dA (2.8)
where nˆ is the outward-pointing unit normal vector, Re is the Reynolds number, Q is the
vector of volume-weighted conserved variables, F is the vector of inviscid fluxes, and G is
the vector of viscous fluxes.
In Cartesian coordinates, the vectors are given by
Q =

ρ
ρ u
ρ v
ρw
ρ et

(2.9)
and
F =

ρ u
ρ u2 + p
ρ v u
ρw u
ρ ht u+ (γ − 1)M2r p

iˆ+

ρ v
ρ u v
ρ v2 + p
ρw v
ρ ht v + (γ − 1)M2r p

jˆ +

ρw
ρ uw
ρ v w
ρw2 + p
ρ htw + (γ − 1)M2r p

kˆ (2.10)
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G =

0
τxx
τyx
τzx
u τxx + v τxy + w τxz − fx

iˆ+

0
τxy
τyy
τzy
u τyx + v τyy + w τyz − fy

jˆ+

0
τxz
τyz
τzz
u τzx + v τzy + w τzz − fz

kˆ
(2.11)
The viscous stress terms, τ , are
τxx = (µ+ µt)
(
2
∂u
∂x
− 2
3
∇ · u
)
(2.12)
τyy = (µ+ µt)
(
2
∂v
∂y
− 2
3
∇ · u
)
(2.13)
τzz = (µ+ µt)
(
2
∂w
∂z
− 2
3
∇ · u
)
(2.14)
τxy = τyx = (µ+ µt)
(
∂u
∂y
+
∂v
∂x
)
(2.15)
τxz = τzx = (µ+ µt)
(
∂u
∂z
+
∂w
∂x
)
(2.16)
τyz = τzy = (µ+ µt)
(
∂v
∂z
+
∂w
∂y
)
(2.17)
and the heat flux, f , is
f =

fx
fy
fz
 = −
(
µ
Pr
+
µt
Prt
)
∇T (2.18)
Closure of the system requires the equation of state, which for a perfect gas with constant
specific heat is given by
p =
ρ T
γ M2r
(2.19)
where Mr = Ur/
√
γ RTr is the reference Mach number, γ = Cp/Cv = 1.4 is the ratio of specific
heats, and R = 287.058 J/kg K is the specific gas constant for air.
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Calculation of Fluxes
The non-linear flux terms are approximated using a Roe-averaged scheme11 where the
flux at the face is given by
Fi+ 1
2
=
1
2
(FR + FL)− 1
2
∣∣∣A˜∣∣∣∆Q (2.20)
where A˜ is the Roe-averaged flux Jacobian matrix which satisfies
F(QR)− F(QL) = A˜(QR −QL) (2.21)
for the left and right state variables, QR and QL.
The flux Jacobian matrix A˜ is evaluated using the Roe-averaged variables
ρ˜ =
√
ρLρR (2.22)
u˜ =
√
ρLuL +
√
ρRuR√
ρL +
√
ρR
(2.23)
v˜ =
√
ρLvL +
√
ρRvR√
ρL +
√
ρR
(2.24)
w˜ =
√
ρLwL +
√
ρRwR√
ρL +
√
ρR
(2.25)
h˜ =
√
ρLhL +
√
ρRhR√
ρL +
√
ρR
(2.26)
To express Equation (2.20) in terms of the primitive variables q
q =

ρ
u
v
w
p

(2.27)
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requires the use of a Jacobian matrix of transformation M
M =
∂Q
∂q
(2.28)
Using the Roe-averaged variables from Equation (2.22), the flux at the face is given by
Fi+ 1
2
=
1
2
(FR + FL)− 1
2
M˜ |a˜|∆q (2.29)
where
a = M−1AM (2.30)
Time Derivative
The implicit, spatially-discretized form of Equation (2.8) is given by
∂
∂t
(
Qn+1
)
+Rn+1 = 0 (2.31)
where Rn+1 is the residual vector at the n+ 1 time step.
The continous time derivative in Equation (2.31) can be discretized as
∂
∂t
(
Qn+1
)
=
1
∆t
(
(1 + θ)∆Qn − θ∆Qn−1) (2.32)
The scheme is first-order accurate for θ = 0 and second-order accurate for θ = 1.
Substituting Equation (2.32) into Equation (2.31), we have the fully-discretized system
Fn+1 = (1 + θ)∆Q
n − θ∆Qn−1
∆t
+Rn+1 = 0 (2.33)
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which can be solved using Newton’s method, iterating in order to drive the residual to a
value near zero.9
Flow Solver
The Tenasi flow solver is a node-centered, finite-volume, implicit solver applied to general
unstructured grids in three spatial dimensions. The solution variables are stored at the grid
vertices and surface integrals are evaluated on the median-dual surrounding the vertices of
the control volume.9
The Tenasi flow solver runs in parallel on a cluster of networked computational nodes.
The decomposition of the unstructured domain is implemented using the Metis library and
the grid and solution data are stored using the HDF5 library.12;13 Communication between
computational nodes is implemented using the MPI interface.14 A block-Jacobi method of
updating variables along the subdomain boundaries is implemented.15
Multiple systems of governing equations are supported, including compressible and
incompressible fluid flows, variable-Mach, shallow water, electromagnetics and chemically-
reacting flows. In these simulations, the variable-Mach form of the Navier-Stokes equations
are used as defined in the previous section.
Turbulence Models
Several turbulence models are implemented in Tenasi. Models used in this study are the
one-equation Spalart-Allmaras model,16 the one-equation k− Menter SAS model17 and the
two-equation k − /k − ω hybrid model.18
11
All of these turbulence models use the Boussinesq eddy viscosity assumption given by
τij = 2µt
(
Sij − 1
3
∂uk
∂xk
δij
)
− 2
3
ρkδij (2.34)
to relate the viscous shear stress to the eddy viscosity.
The turbulence models are loosely coupled to the flow solution, meaning that the
turbulent variables and turbulent eddy viscosity at the n time step are used to compute
the solution vector Qn+1. Thus, the turbulent variables and turbulent eddy viscosity lag
the primary solution vector by one time step in the steady-state case or by one Newton
sub-iteration in the unsteady case.
Spalart-Allmaras
The one-equation Spalart-Allmaras turbulence model is given by
∂ν˜
∂t
+ uj
∂ν˜
∂xj
= cb1(1− ft2)S˜ν˜ + 1
σ
[∇ · ((ν + ν˜)∇ν˜) + cb2(∇ν˜)2]− [cw1fw − cb1
κ2
ft2
]( ν˜
d
)2
(2.35)
with boundary condition ν˜ = 0 at the wall.
The turbulent eddy viscosity is given by
µt = ρν˜fν1, fν1 =
χ3
χ3 + c3ν1
, χ =
ρν˜
µ
(2.36)
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Additional relationships are given by
S˜ = |∇ ×U|+ ν˜fν2
κ2d2
(2.37)
fν2 = 1− ξ
1 + χfν1
(2.38)
fw = g
[
1 + c6w3
g6 + c6w3
] 1
6
(2.39)
g = r + cw2(r
6 − r) (2.40)
r = min
[
ν˜
S˜κ2d2
, 10
]
(2.41)
ft2 = ct3 exp(−ct4χ2) (2.42)
The constants are cb1 = 0.1355, cb2 = 0.622, cw1 = 3.2391, cw2 = 0.3, cw3 = 2, ct3 = 1.2,
ct4 = 0.5, cν1 = 7.1, σ = 2/3, κ = 0.41.
Menter SAS
The one-equation k −  Menter scale-adaptive simulation (SAS) turbulence model17 is
given by
∂
∂t
∫
Ω
ν˜ dV +
∫
∂Ω
ν˜Θ dA =
1
Re
∫
∂Ω
(
ν +
ν˜t
σm
)
∇ν˜t · nˆ dA+ V [P −D + C] (2.43)
where
Θ = U · nˆ P = c1d1Sν˜t D = c2ν˜
2
t
l2tReL
C = (∇ ·U) ν˜t (2.44)
S =
(
2SijSij − 2
3
(∇ ·U)2
)1/2
Sij =
1
2
(
∂ui
∂xj
+
∂uj
∂xi
)
d1 = 1 + 0.4
νt
ν˜t
(2.45)
lt = min(l1, dν) l1 = max(l2, CSAS∆min) l2 =
(
S2
∇S · ∇S
) 1
2
(2.46)
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with constants c1 = 0.144, c2 = 1.86, σm = 1.0 and CSAS = 0.6. Grid-dependent quantities
are dν which is the distance to the nearest no-slip boundary and ∆min is the local minimum
distance between nodes. Boundary conditions are ν˜t = 0 on no-slip boundaries and ν˜t = 1.3
in the farfield. The farfield boundary condition was determined through experimentation to
be a reasonable value for initializing the solution.
The turbulent eddy viscosity is given by
µt = ρν˜t
[
1− exp
(
−0.0002 ν˜t
ν
− 0.001
(
ν˜t
ν
)3
− 0.0011
(
ν˜t
ν
)5)]
(2.47)
Note that the version of the Menter SAS model presented here is the version implemented
in Tenasi which has been modified slightly from the original version. Additionally, the
definition of Θ in Equation (2.44) omits the grid velocity terms as all grids in this study are
stationary.19
Two-Equation k − /k − ω
The two-equation k − /k − ω turbulence model18 implemented in Tenasi 19 is given by
∂
∂t
∫
Ω
ρk dV +
∫
∂Ω
ρkΘ dA =
1
Re
∫
∂Ω
(µ+ σkµt)∇k · nˆ dA+ V
[
P − ρk
3
2
lt
+ (1− F1)p′′d′′
]
(2.48)
∂
∂t
∫
Ω
ρω dV +
∫
∂Ω
ρωΘ dA =
1
Re
∫
∂Ω
(µ+ σωµt)∇ω · nˆ dA+ V
[
δω
k
P − βρω2 + (1− F1)C
]
(2.49)
where Θ is the same as in Equation (2.44) and
P =
ρk
ω
(
2SijSij − 2
3
(∇ ·U2
)
− 2ρk
3
(∇ ·U) Sij = 1
2
(
∂ui
∂xj
+
∂uj
∂xi
)
(2.50)
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C = β∗α1M2t ρω
2 +
2ρσω2
ω
∇k · ∇ω − p
′′d′′
νt
(2.51)
p′′d′′ = −Pα2M2t + α3ρM2t (2.52)
lkω =
√
k
ωβ∗[1 + α1M2t (1− F1)]
lt =

lkω RANS mode
α4
√
k
Dl
DES mode
(2.53)
Dl = max
(
α4ωβ
∗[1 + α1M2t (1− F1)], F3
√
2SijSij, F4
α4
√
k
CDES∆max
)
(2.54)
M2t =
2k
c2
 = cµkω (2.55)
with constants CDES = 0.65, cµ = 0.09, α1 = 1.0, α2 = 0.4, α3 = 0.2, and α4 = 2.5. The
value of ∆max is the local maximum distance between nodes. The blending functions F3 and
F4 provide smoothing between the RANS and DES regions. They are given by
F3 = tanh
[(
dν
CDES∆
)2]
(2.56)
F4 = tanh
[(
dν
2CDES∆
)2]
(2.57)
where dν is the distance to the nearest no-slip boundary and ∆ is the distance between
nodes. The blending function F1 is used to blend the constants beween the k − ω and k − 
regions using the relation
φ = F1φ1 + (1− F1)φ2 (2.58)
where φ1 is the constant for the k−ω region and φ2 is the constant for the k−  region. The
constants for the k − ω region are
σk1 = 0.5 σω1 = 0.5 β1 = 0.075 δ1 =
β1
β∗
− σω1κ
2
√
β∗
(2.59)
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For the k −  region, the constants are
σk2 = 1 σω2 = 0.856 β2 = 0.0828 δ2 =
β2
β∗
− σω2κ
2
√
β∗
(2.60)
In both regions, κ = 0.41 and β∗ = 0.09. The boundary conditions at the no-slip wall
are
k = 0 ω =
38.4µ
β1ReLρd2ν
(2.61)
and at the farfield
k = 1× 10−7 ω = 9 (2.62)
The turbulent eddy viscosity is given by
µt = ReL
ρk
ω
(2.63)
Note that the version of the two-equation k − /k − ω model presented here is the
version implemented in Tenasi which has been modified slightly from the original version.
Additionally, the definition of Θ in Equation (2.44) omits the grid velocity terms as all grids
in this study are stationary.19
Post-Processing
The computed flow solution is visualized using Paraview.20 For comparison to the
experimental data, the Mach number, mass flow, static pressure and total pressure are
computed from the primitive variables in Equation (2.9).
The Mach number at the AIP is given by
M2 =
1
A
∫
A
‖U · nˆ‖2
c
dA =
1
A
∫
A
|u|
c
dA (2.64)
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where the speed of sound is
c =
√
γ p
ρ
(2.65)
and the ratio of specific heats of air is γ = 1.4 and A = 0.0127 m2 is the cross-sectional area
of the AIP.
The isentropic total-pressure is given by
PT = p
(
1 +
γ − 1
2
M2
) γ
γ−1
(2.66)
where the static pressure is given by the equation of state in Equation (2.19). The
total-pressure recovery is the ratio of the total-pressure to the reference total-pressure in
Equation (2.4)
PT
PT0
=
p
PT0
(
1 +
γ − 1
2
M2
) γ
γ−1
(2.67)
The average total-pressure recovery at the AIP is the arithmetic average of the total-
pressure recovery at each of the 40 probes used in the experiment (see Figure 2.1) and is
given by
PTavg =
1
40
40∑
i=1
(
PT
PT0
)
i
(2.68)
The mass flow rate at the AIP is given by
W2 = m˙ =
∫
A
ρU · nˆ dA =
∫
A
ρ u dA (2.69)
Note that because the primary flow direction is aligned with the x-axis in the computa-
tional grid (see Chapter 3), the simplification to the right-hand side of Equation (2.69) is
valid.
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Distortion Descriptors
In evaluating the performance of a curved S-duct inlet, standard descriptors for measuring
total-pressure distortion have been defined and are used both for evaluating experimental
results and numerical simulation results. The distortion descriptors are computed from
total-pressure data gathered from an array of 40 high-response pitot probes arranged on
eight rakes spaced 45◦ apart in five concentric rings with the probes located at the centroids
of equal area. The probes are identified by rake and ring number as shown in Figure 2.1.
Rake 1
Rake 2
Rings 1–5
Rake 3
Rake 4
Rake 8
Rake 7
Rake 6
Rake 5
Figure 2.1 Arrangement of probes looking downstream
Circumferential distortion descriptors are based on the intensity and extent of low-
pressure regions. Low total-pressure recovery regions are defined as those regions where
the total-pressure is less than the average total-pressure along the ring. A low total-pressure
recovery region has an extent, measured in degrees, determined from a linear fit of the
total-pressure between probes.21
18
One Low-Pressure Region
If there is a single low-pressure region on the ring as shown in Figure 2.2, then the
circumferential distortion descriptor is calculated using the following equations for each
ring.21
The circumferential extent of the low-pressure region, θ− is given by
θ− = θ2 − θ1 (2.70)
 -
1 2
Figure 2.2 One-per-rev ring circumferential distortion
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The ring-average pressure PAVi is given by
PAVi =
1
360
∫ 360
0
P (θ) dθ =
1
8
8∑
j=1
P (θj) (2.71)
where P (θ) is a linear fit between the data points on the ring.
The ring-average low-pressure, PAVLOWi is given by
PAVLOWi =
1
θ−
∫ θ2
θ1
P (θ) dθ (2.72)
The distortion intensity, DPCPi is given by
DPCPi =
PAVi − PAVLOWi
PAVi
(2.73)
Multiple Low-Pressure Regions
If multiple low-pressure regions occur on the ring as shown in Figure 2.3, then the N
low-pressure regions with extent θ−k are circumferentially separated by high-pressure regions
with extent θ+k . Figure 2.3, shows a ring with two low-pressure regions θ
−
1 and θ
−
2 separated
by the high-pressure regions θ+1 and θ
+
2 .
21
If θ+k ≤ θ+min for some problem-specific value of θ+min then the pattern is considered as an
equivalent one-per-rev pattern and MPRi = 1 with circumferential extent, θ
− given by
θ− =
Q∑
k=1
θ−k =
N∑
k=1
θk2 − θk1 (2.74)
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1 2 3 4
1
- 2
+ 1
+1
+ 2
-
Figure 2.3 Multiple-per-rev ring circumferential distortion
The ring-average pressure, PAVi is given by Equation (2.71) and the MPRi = 1 ring-
average low-pressure, PAVLOWi is given by
PAVLOWi =
1
θ−
N∑
k=1
∫ θk2
θk1
P (θ) dθ (2.75)
The MPRi = 1 distortion intensity, DPCPi is given by
DPCPi =
PAVi − PAVLOWi
PAVi
=
∑N
k=1 DPCPk θ
−
k∑Q
k=1 θ
−
k
(2.76)
If θ+k > θ
+
min then MPRi > 1. In this case, the distortion intensity DPCPi and extent θ
−
are given by
DPCPi = DPCPk θ
− = θ−k (2.77)
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where DPCPk and θ
−
k are the values from the region where
DPCPkθ
−
k (2.78)
is maximum.
The multiple-per-rev term is given by
MPRi =
∑N
k=1 DPCPkθ
−
k
(DPCPkθ
−
k )max
(2.79)
For this study, a value of θ+min = 40
◦ is used.1
Averaged Descriptors
Using the appropriate one-per-rev or multiple-per-rev equations above, the circumfer-
ential distortion descriptor, DPCP, is calculated for each ring.1 Thus we have DPCPi for
i = 1, . . . , 5. The average circumferential distortion descriptor, DPCPavg is the mean of the
DPCPi values given by
DPCPavg =
1
5
5∑
i=1
DPCPi (2.80)
The circumferential distortion intensity at the hub, DPCPh, is the average of the values
on the first and second rings given by
DPCPh =
1
2
(DPCP1 + DPCP2) (2.81)
The circumferential distortion intensity at the tip, DPCPt, is the average of the values
on the fourth and fifth rings given by
DPCPt =
1
2
(DPCP4 + DPCP5) (2.82)
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To calculate the radial distortion descriptors, the area-weighted face-average pressure is
given by
PFAV = PT2avg =
1
5
5∑
i=1
PAVi (2.83)
The radial distortion intensity, DPRPi for i = 1, . . . , 5 is given by
DPRPi =
PFAV − PAVi
PFAV
(2.84)
The radial distortion intensity at the hub, DPRPh, is given by
DPRPh = DPRP1 =
PFAV − PAV1
PFAV
(2.85)
The radial distortion intensity at the tip, DPRPt, is given by
DPRPt = DPRP5 =
PFAV − PAV5
PFAV
(2.86)
These distortion descriptors will be used in evaluating the quality of the numerical results
in comparison to the experimental data. Since the design goal for jet engine inlets is to ensure
uniform flow across the engine face, these descriptors measure the effects of the flow distortion
on the total pressure recovery. Thus, positive values indicate that one or more low-pressure
regions exist. Larger values represent an increase in the impact of the low-pressure regions
on the uniformity of the flow.
In the original data,1 the results in all cases report DPRPh = 0. However, using the
experimental data, a value of DPRPh = −0.025884 is computed. The report states that
the lower-bound for DPRPh is 0.0 indicating that the average pressure along the inner ring
is not below the face-average pressure and therefore there is no radial pressure distortion
along the hub. However, in the computational simulations the negative values of DPRPh are
reported.1
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For comparison to the numerical results here, the computed value of DPRPh are used.
Additionally, the distortion descriptors reported for the experimental data are calculated
from the total-pressure data collected from the pitot probes using the same code used to
calculate the distortion descriptors from the numerical simulations.
Error Norm
In addition to the distortion descriptors, another useful way to compare the fit of the
numerical data to the experimental data is to compute the error using the Frobenius norm22
given by
Perror = ‖A‖F =
(∑
i,j
a2i,j
) 1
2
(2.87)
The entries in the matrix A are computed as the difference between the experimental
and numerical total-pressure recovery
A = Pexperiment − Pnumerical (2.88)
where P = Pi,j is the value of the total-pressure recovery at the probe on the i
th rake of the
jth ring.
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CHAPTER 3
DESCRIPTION OF APPARATUS GEOMETRY
Test Section Apparatus
The experimental tests were conducted in the Fluid Mechanics Research Laboratory’s
transonic wind tunnel at the Georgia Institute of Technology as part of a NASA research
project to investigate the application of flow-control devices in highly-integrated offset inlet
ducts.1 The test apparatus shown in Figure 3.1 is based on a 5% scale model. The adapter
(part A) serves as a transition between the wind tunnel contraction and the S-duct. The S-
duct has an outlet diameter of 0.127 m at the AIP. The ratio of duct length to AIP diameter
is 1.7, and the AIP is offset 1.04 diameters from the centroid of the duct throat.7
A
B
C D
Sampling
Location
Microvane
Insert
A Adapter
B S-duct
C AIP housing
D Extension
Figure 3.1 Cross section of test apparatus
The S-duct (part B) has a removable insert which facilitated experiments with a range of
flow-control devices. The experimental results used here are from run 232 using microvanes
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designated as CFG4. The configuration, shown in Figure 3.2, features five microvanes on
each side of the throat. The microvanes have a length of 1.905× 10−2 m, a width at the tip
of 6.35× 10−4 m, a width at the base of 4.29× 10−3 m and a height of 1.24× 10−2 m and are
oriented at an angle of 12.9◦ to the duct centerline. The two sets of microvanes are positioned
5.79× 10−2 m apart. In each set, the individual microvanes are spaced 8.71× 10−3 m apart.1
The primary instrumentation consisted of forty high-response pitot probes with a length
to diameter ratio of 10 located in the AIP housing (part C in Figure 3.1).7 According to
standard practice, the probes were located at centers of equal area in a five ring, eight rake
configuration.21 As shown in Figure 2.1, the rakes are numbered counter-clockwise with rake
1 at the top of the duct, and the rings are numbered radially outward. The probe tips are
located 3.912× 10−1 m downstream from the duct throat.
Part D in Figure 3.1 is the extension adapter which coupled the AIP housing to the
downstream diffuser of the wind tunnel.1
Flow through the test section was controlled by the wind tunnel compressor. Mass flow
rate at the AIP was calculated based on the Mach number at the AIP. For run 232, the AIP
mass flow rate was 2.463 kg/s at Mach 0.62, with a tunnel total-pressure of 99284.505 N/m2
and a tunnel total-temperature of 293.3 K.1
Computational Domain
The computational domain models the test section apparatus in addition to the inlet
contraction of the wind tunnel. The first study included a case in which the pitot probes
were modeled, and a case in which the AIP rakes were omitted. For the first study,
the microvanes were omitted to establish a baseline with a simplified geometry. For all
subsequent simulations, the microvane array was included.
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Tunnel 
Contraction
S-Duct
AIP HousingMicrovane
Vortex Generators
Smooth Extension
Figure 3.2 Cutaway view of computational domain
Based on the results from the initial study, all other simulation cases used a smooth
1.27 m extension to prevent the solution behavior at the outflow boundary from affecting
the data at the AIP. Additionally, the AIP rakes were modeled, but the pitot probes were
omitted to correspond to the simulations conducted by Mace, et al.7 An overview of the
computational geometry is shown in Figure 3.2 including the AIP rakes and the microvane
array in the inset.
The geometry was oriented such that the origin was at the center of the lower surface
of the S-duct throat and the positive x-axis was in the flow direction. The positive y-axis
was in the port direction looking downstream and the positive z-axis was in the upwards
direction. This arrangement matches the computational geometry to the sensor locations
in Appendix A of the NASA report.1 The solution data was sampled on a cutting plane at
x = 0.39116 m corresponding to the location of the pitot probe tips.
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Boundary Conditions
For all the simulation cases, the total pressure and total temperature were specified at
the inflow boundary to match the experimental data (PT0 = 99284.505 N/m2 and TT0 =
293.3 K). Solid wall boundaries were specified as no-slip and adiabatic. Flow was driven by
the difference in inflow total pressure and prescribed backpressure at the outflow boundary.
The backpressure was varied to achieve a mass flow at the AIP matching the experimental
value of 2.463 kg/s.
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CHAPTER 4
INITIAL NUMERICAL STUDY
The first set of numerical cases was run using a basic unstructured grid with variations
of the supplied geometry. The goal was to quantify the effect, if any, of certain elements
of the geometry on the computed flow. In particular, the effect of using the split extension
as opposed to a smooth extension and the presence or absence of the rakes and probes in
the AIP housing were of interest. As discussed in Chapter 3, the microvane array was not
modelled in these cases.
For each case, unstructured grids were created on the geometry surface using a
combination of Delaunay and Advancing Front triangulation as well as structured rectilinear
grids which were subsequently diagonalized to create unstructured grids using Pointwise.23 A
typical edge length of 1.17×10−3 m was used in the axial direction at the AIP.7 Grid spacing
was more coarse at the inlet and extension with a typical edge length of 2.17 × 10−2 m at
the inlet and 4.24× 10−3 m at the outlet.
Anisotropic tetrahedral boundary layers were inserted using T-Rex24 with an initial
spacing of 2.54 × 10−5 m from the solid walls corresponding to a mean y+ value of 7.82.
The anisotropic tetrahedral elements in the boundary layer were recombined into prism and
pyramid elements at export. The remaining volume grid was filled with tetrahedral elements.
Each case was run in the Tenasi solver using the variable-Mach flow regime as described
in Chapter 2. The Menter SAS18 turbulence model was used. Local time-stepping was used
with 10 sub-iterations per time step. An initial CFL number of 5.0 was used to start the
flow. Over the first 500 iterations, the CFL number ramped to 10.0 and this value was used
for all subsequent iterations. Although these grids were relatively simple, the conservative
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values chosen for the CFL number resulted in the need for a large number of iterations in
order to achieve convergence.
The simulation was considered to have converged to a steady-state solution when the
difference in mass flow between the inlet and outlet was on the order of 10−3 kg/s or
approximately 0.25% of the inlet mass flow.
Split Extension
The first numerical case used the supplied geometry with the existing split extension, AIP
rakes, no microvanes, and without the AIP probes. The split extension models the hardware
used to attach the AIP housing to the windtunnel for the experimental testing. The resulting
grid contained 7.4 million nodes. Convergence was achieved after 20,000 iterations and 2,615
CPU hours.
Figure 4.1 Split extension geometry
30
Probe Model
For the second case, the 40-probe array was added to the model geometry with the
split extension as shown in Figure 4.2. The resulting grid contained 8.5 million nodes, an
increase of 1.1 million nodes over the original grid. This study represented the most complex
configuration of the geometry. Convergence was achieved after 24,000 iterations and 3,286
CPU.
Figure 4.2 Surface grid for pitot probes
Smooth Extension
The third case replaced the split extension with a smooth circular extension as described
by Mace, et al.;7 this eliminated the probes but kept the AIP rakes in place. The resulting
grid contained 6.7 million nodes. As a result of the simplified extension geometry, this grid
contained 700,000 fewer nodes than the original case. Convergence was achieved after 16,000
iterations and 1,852 CPU hours.
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Clear Duct
The final case in this study represented the simplest version of the geometry. The smooth
extension was used, and the AIP rakes were removed from the geometry. The resulting grid
contained 5.1 million nodes, 3.4 million fewer than the most complex geometry. Convergence
was achieved after 24,000 iterations and 2,112 CPU hours.
Results
Although experimental data was not available for this study, a comparison of the results
from the various cases is shown in Table 4.1. For each of the values, the average and standard
deviation are reported. From this data, it is clear that the variations in the values were on
the same scale as the small variations in the mass flow rate (W2) across all of the cases.
The plots of total-pressure recovery at the AIP in Figure 4.3 also show the nearly identical
results from all four cases. The position of the low-pressure vortices along the lower sides of
the duct is a result of the absence of the microvane array. As shown in Figure 1.2, the low
total-pressure recovery region accumulates only at the bottom of the AIP. These cases serve
as a baseline for the effects of the microvanes in subsequent chapters.
It seems clear that changes in the geometry had little effect on the numerical solutions
obtained. Since the solution is relatively independent of the geometry, the next cases utilize
the smooth extension with the AIP rakes modeled, but omitting the probes.
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Table 4.1 Comparison of results from initial numerical study
Case Split Probe Smooth Clear Average Deviation
PTavg 0.9560 0.9555 0.9564 0.9543 0.9556 0.0008
M2 0.6432 0.6454 0.6430 0.6501 0.6454 0.0029
W2 2.4640 2.4634 2.4624 2.4581 2.4620 0.0027
DPCPavg 0.0209 0.0228 0.0208 0.0244 0.0222 0.0015
DPCPh 0.0012 0.0018 0.0014 0.0017 0.0015 0.0003
DPCPt 0.0376 0.0398 0.0379 0.0456 0.0402 0.0032
DPRPh -0.0455 -0.0461 -0.0452 -0.0474 -0.0461 0.0009
DPRPt 0.1177 0.1157 0.1163 0.1232 0.1182 0.0030
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(a) Split Extension (b) Probe Model
(c) Smooth Extension (d) Clear Duct
Figure 4.3 Total-pressure recovery at AIP
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CHAPTER 5
MODELLING MICROVANE ARRAY
For the second study, the microvane array described in Chapter 3 was added to the
geometry. The microvanes create perturbations in the viscous boundary layer in the duct
generating streamwise vorticity. This added vorticity causes the low-pressure region at the
bottom of the duct (see Figure 4.3) to be partially redistributed as shown in Figure 5.2.
Three grids were prepared, representing progressive refinement of the spatial discretiza-
tion. As in the initial study, unstructured grids were created with anisotropic tetrahedral
boundary layers with an initial spacing of 2.54×10−5 m from the solid walls. Figure 5.1 shows
the level of refinement using a cross-section of the three grids at the AIP. The outer rings
show the hexahedra in the boundary layer with tetrahedral elements in the center region.
(a) Coarse (b) Medium (c) Fine
Figure 5.1 Comparison of grid resolution at AIP
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Each case was run in the Tenasi solver using the variable-Mach flow regime as described
in Chapter 2. The Menter SAS18 turbulence model was used. Local time-stepping was used
with 10 sub-iterations per time step. An initial CFL number of 1.0 was used to start the
flow. The CFL number was gradually increased to 40.0 over the course of the first 4000
iterations.
As in the previous cases, the steady-state convergence criteria was based on the difference
in mass flow between the inlet and outlet on the order of 10−3 kg/s or approximately 0.25%
of the inlet mass flow.
Coarse Grid
The coarse grid was less refined than the grids used in the inital study. The grid contained
2.3 million nodes and 5.7 million elements with an axial spacing at the AIP of 2.34×10−3 m.
The surface spacing varied from 3.01× 10−2 m at the inlet to 6.35× 10−3 m at the extension.
Convergence was reached after 32,000 iterations in 1,350 CPU hours.
The total-pressure recovery is plotted in Figure 5.2. In comparison to the experimental
data, it is clear that the locations and extents of the low total-pressure recovery regions are
approximately the same. However, the pressure recovery in the low pressure regions is much
lower than in the experimental results as shown by the prominent dark blue regions.
The results in Table 5.1 reinforce this assessment. Although the mass flow rate has been
approximated by the simulation, the computed flow has a higher velocity indicated by the
AIP Mach number, and a corresponding decrease in the pressure and higher values for the
circumferential distortion descriptors.
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(a) Experiment (b) Numerical
Figure 5.2 Coarse grid total-pressure recovery at AIP
Medium Grid
The medium grid was based on the grid with the smooth extension from Chapter 4 with
the addition of the microvane array. The grid contained 6.8 million nodes and 18 million
elements with an axial spacing at the AIP of 1.17×10−3 m. The surface spacing varied from
2.17× 10−2 m at the inlet to 4.24× 10−3 m at the extension. Convergence was reached after
52,000 iterations in 7,157 CPU hours.
The total-pressure recovery is plotted in Figure 5.3. As with the coarse grid, the locations
and extents of the low total-pressure recovery regions are approximately the same, with the
pressure recovery in the low pressure regions much lower than in the experimental results as
shown by the prominent dark blue regions. However, the extent of the low-pressure regions
is reduced in comparison to the results from the coarse grid.
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Table 5.1 Results with microvanes
PTavg M2 W2 DPCPavg DPCPh DPCPt DPRPh DPRPt
Coarse 0.9291 0.6956 2.4595 0.0668 0.0502 0.0672 -0.0748 0.0757
Medium 0.9301 0.6896 2.4582 0.0611 0.0483 0.0702 -0.0703 0.0724
Fine 0.9344 0.6831 2.4578 0.0544 0.0374 0.0680 -0.0709 0.0756
Experiment 0.9639 0.6200 2.4630 0.0269 0.0191 0.0267 -0.0259 0.0198
As with the coarse grid, the results in Table 5.1 show that the computed flow has a higher
velocity indicated by the AIP Mach number, and a corresponding decrease in the pressure
and higher values for the circumferential distortion descriptors. However, here the Mach
number has decreased slightly, resulting in a small increase in the average total-pressure and
a slightly better match to the experimental distortion descriptors.
Fine Grid
The fine grid was based on the grid with the smooth extension from Chapter 4 with
the addition of the microvane array. The grid contained 25.6 million nodes and 94 million
elements with an axial spacing at the AIP of 8.64×10−4 m. The surface spacing varied from
1.44 × 10−2 m at the inlet to 2.54 × 10−3 m at the extension. Although the surface spacing
was not decreased by a large factor, this grid represents an increase by a factor of 4 for
the number of nodes and a factor of 5 for the number of elements over the medium grid.
Convergence was reached after 52,000 iterations in 32,000 CPU hours.
The total-pressure recovery is plotted in Figure 5.4. As in the two previous cases, the
locations and extents of the low-pressure regions is approximately the same, with the pressure
recovery in the low pressure regions much lower than in the experimental results as shown
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(a) Experiment (b) Numerical
Figure 5.3 Medium grid total-pressure recovery at AIP
by the prominent dark blue regions. However, the extent of the low-pressure regions is
significantly reduced in comparison to the results from the coarse and medium grids.
As with the coarse grid, the results in Table 5.1 show that while the computed flow
still has a higher velocity and lower pressure than in the experiment, the Mach number is
lower than in the coarse and medium cases, and the average total-pressure is higher, with a
subsequent drop in the circumferential distortion descriptors.
Results
Although the increase in grid resolution from coarse to medium to fine has resulted in
a closer approximation of the experimental data, there is still a substantial amount of error
in flow rates, total-pressure and circumferential pressure distortion. While investigating
possible sources of this error, the plot of the viscous boundary layer for the fine grid in
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(a) Experiment (b) Numerical
Figure 5.4 Fine grid total-pressure recovery at AIP
Figure 5.5 revealed one significant problem. The data for this plot was extracted from the
lower centerline of the duct 0.2413 m upstream from the AIP.
Clearly, the flow was not being resolved sufficiently near the solid walls as the velocity
profile begins at log10 y
+ = 1. This implies that in this region, the values of y+ are
approximately 10. For a uniform viscous flow over a flat plate, we have the theoretical
result that in order to sufficiently resolve the flow in the viscous boundary layer, a value of
y+ of 1 or less is required.25
Analyzing the y+ values over the entire grid revealed that the values had a mean of 7.82
with a minumum of 0.0586 and a maximum of 681.3. Large maximum values are not unusual
in complex geometries and typically occur in sharp corner regions. However, for smooth, flat
regions, the behavior should be similar to the theoretical results for flow over a flat plate,
shown as the set of blue lines in Figure 5.5.
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Figure 5.5 Turbulent boundary layer profile
The conclusion from this set of cases was that additional refinement in the boundary layer
was needed in order to sufficiently resolve the flow characteristics. Decreasing the initial wall
spacing to 2.54 × 10−7 m was determined to be an appropriate step based on achieving a
target value of y+ < 1 for the majority of the grid.
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CHAPTER 6
REDUCTION OF WALL SPACING
For the third study, the grids from Chapter 5 were recreated with an initial wall spacing
of 2.54 × 10−7 m in order to adequately resolve the flow features in the viscous boundary
layer near the solid walls. In addition to the change in wall spacing, some additional changes
were made to the spacing used in the surface grids to create smoother spacing transitions
between sections of the geometry and to concentrate more elements in the S-duct and AIP
regions.
Three grids were prepared, representing progressive refinement of the spatial discretiza-
tion. As in the preceding studies, unstructured grids were created on the geometry surface
using a combination of Delaunay and Advancing Front triangulation as well as structured
rectilinear grids which were subsequently diagonalized to create unstructured grids using
Pointwise.23
Anisotropic tetrahedral boundary layers were inserted using T-Rex24 with an initial
spacing of 2.54 × 10−7 m from the solid walls. The anisotropic tetrahedral elements in the
boundary layer were recombined into prism and pyramid elements at export. The remaining
volume grid was filled with tetrahedral elements.
Each case was run in the Tenasi solver using the variable-Mach flow regime as described
in Chapter 2. The Menter SAS18 turbulence model was used. The simulation was considered
converged when the difference in mass flow between the inlet and outlet was on the order of
10−3 kg/s or approximately 0.25% of the inlet mass flow.
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Coarse Grid
The coarse grid was more refined than the coarse grid used in the previous study. The
grid contained 8.2 million nodes and 18.8 million elements. This grid contained four times
the nodes and three times the elements of the previous coarse grid. Most of the increase in
the node and element counts can be attributed to the additinal refinement in the viscous
boundary layer.
In order to smooth the transition between geometry regions, the surface spacing was
changed slightly from the previous grids. The axial spacing at the AIP reduced to 2.184 ×
10−3 m. The surface spacing at the extension was the same as previously at 6.35 × 10−3 m.
The surface spacing on the inlet contraction was reduced to 0.0254 m. Convergence was
reached after 20,000 iterations in 2,594 CPU hours.
The total-pressure recovery is plotted in Figure 6.1. While the pressure recovery in the low
pressure regions is still lower than in the experimental results, it is clearly an improvement
over the previous results in Figure 5.2.
The results in Table 6.1 reinforce this assessment. In comparison to the previous coarse
grid, the Mach number has reduced, with a corresponding increase in the average total-
pressure and a decrease in the average circumferential total-pressure distortion. The results
from this coarse grid are closer to the experimental data than the fine grid results from the
previous study.
Table 6.1 Results with refined wall spacing
PTavg M2 W2 DPCPavg DPCPh DPCPt DPRPh DPRPt
Coarse 0.9514 0.6527 2.4611 0.0422 0.0344 0.0388 -0.0518 0.0236
Medium 0.9515 0.6524 2.4618 0.0423 0.0293 0.0425 -0.0522 0.0266
Fine 0.9525 0.6508 2.4604 0.0388 0.0280 0.0391 -0.0499 0.0309
Experiment 0.9639 0.6200 2.4630 0.0269 0.0191 0.0267 -0.0259 0.0198
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(a) Experiment (b) Numerical
Figure 6.1 Coarse grid total-pressure recovery at AIP
Medium Grid
As with the coarse grid, the medium grid in this study was also more refined than the
medium grid used in the previous study. The grid contained 11.7 million nodes and 25.9
million elements and increase by almost a factor of two over the previous medium grid.
The axial spacing at the AIP was increased to 1.59× 10−3 m to correspond more closely
to the 1.78×10−3 m used by Mace, et al.7 The surface spacing at the extension was increased
to 5.28 × 10−3 m, but was reduced to 1.81 × 10−2 m at the inlet. With the surface spacing
increased in most areas, it is clear that the majority of the additional nodes and elements
are due to the reduced initial spacing in the boundary layer. Convergence was reached after
20,000 iterations in 3,649 CPU hours.
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(a) Experiment (b) Numerical
Figure 6.2 Medium grid total-pressure recovery at AIP
The total-pressure recovery is plotted in Figure 6.2. The results in Table 6.1 for this
case are virtually identical to the coarse grid case and again are significantly closer to the
experimental data than even the fine grid in the previous study.
Fine Grid
The fine grid also had small changes to the surface spacing from the previous study. The
axial spacing at the AIP was increased to 1.02 × 10−3 m. The surface spacing at the inlet
was reduced to 1.19 × 10−2 m and increased to 3.53 × 10−3 m at the extension. The grid
contained 26.8 million nodes and 64 million elements. Convergence was reached after 20,000
iterations in 8,800 CPU hours.
45
The total-pressure recovery is plotted in Figure 6.3. As in the two previous cases, the
results are much closer to the experimental data. Additionally, the low pressure regions at
rakes 3 and 7 are significantly smaller in extent compared to the medium case.
(a) Experiment (b) Numerical
Figure 6.3 Fine grid total-pressure recovery at AIP
The results in Table 6.1 show that while the computed flow still has a higher velocity
and lower pressure than the experiment, the Mach number has decreased slightly compared
to the coarse and medium cases, and the average total-pressure is slightly higher, with a
subsequent drop in the average circumferential distortion.
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Results
While the numerical solution is still not sufficiently close to the experimental data, there
has been a clear improvement over the previous study. The plot of the viscous boundary
layer for the fine grid in Figure 6.4 at the lower centerline of the duct 0.2413 m upstream
from the AIP, shows that the velocity profile is being resolved all the way to the wall with
a very close fit to the theoretical boundary-layer profile.
Figure 6.4 Turbulent boundary layer profile
The maximum y+ value in the new study is 558, the minimum is 3.785 × 10−4 and the
mean is 1.27. The histogram plots in Figure 6.5 shows the distibution of y+ values in the
previous study with an initial wall spacing of 2.54 × 10−5 m and in the current study with
an initial wall spacing of 2.54 × 10−7 m. While the maximum value is still quite large, the
distributions are substantially different. With the smaller initial wall spacing, only 0.9% of
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the cells have a y+ > 1. The few cells with large y+ values are located in regions of the
domain with sharp corners, which is typical for complex geometries. This data suggests
that the initial wall spacing of 2.54 × 10−7 m is sufficient to resolve the flow in the viscous
boundary layer.
From the full set of distortion descriptors in Table 6.1, it is clear that the wall spacing
was only part of the error appearing in the previous study. While overall grid refinement
brings the solution closer to the experimental data, it incurs a significant increase in the
required computational resources.
The most important flow features in an S-duct geometry are the result of the turbulent
vortices and the effects that occur when the flow encounters the microvanes in the duct
throat and then convected downstream to the AIP. Therefore, the clear next step was to
implement selective refinement in this region while keeping the surface spacing the same in
order to better resolve these details while controlling the computation time.
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(b) Reduced wall spacing (2.54× 10−7 m)
Figure 6.5 Distribution of y+ values
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CHAPTER 7
DOWNSTREAM REFINEMENT
For the fourth study, the medium resolution grid from Chapter 6 was reused with
the addition of a refined region in the S-duct downstream from the microvane array to
better resolve the turbulent vortices as they are formed at the microvanes and convected
downstream to the AIP. In the Pointwise software, these non-manifold regions which are
inserted into a grid in order to control spacing in a localized region are described as
“baﬄes.”26
The first baﬄe region used an unstructured tetrahedral block with a surface spacing of
1.02 × 10−3 m. The second baﬄe used an unstructured hexahedral block with a surface
spacing of 1.02× 10−3 m.27 The spacing value was chosen in order to match the AIP surface
spacing on the previous fine resolution grid.
Each case was run in the Tenasi solver using the variable-Mach flow regime as described
in Chapter 2. The Menter SAS18 turbulence model was used.
The simulation was considered to have converged to a steady-state solution when the
difference in mass flow between the inlet and outlet was on the order of 10−3 kg/s or
approximately 0.25% of the inlet mass flow.
Tetrahedral Baﬄe
The baﬄe block was created by scaling the surface grids to fit the region downstream of
the microvane array. The surface spacing was adjusted to 1.02 × 10−3 m, and the resulting
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block was filled with tetrahedral elements. The baﬄe block contained 1.4 million nodes and
7.9 million elements.
Anisotropic tetrahedral boundary layers were inserted using T-Rex24 with an initial
spacing of 2.54 × 10−7 m from the solid walls. The anisotropic tetrahedral elements in the
boundary layer were recombined into prism and pyramid elements at export. The remaining
volume grid was filled with tetrahedral elements. The final grid contained 13.6 million nodes
and 36.9 million elements.
Cross-sections of the resulting grid are shown in Figure 7.1. The lower portion of the
S-duct downstream of the microvanes has been filled with smaller tetrahedra. However, the
limitations of the Delaunay tetrahedral insertion algorithm in Pointwise23 has resulted in
the tetrahedra becoming larger further from the baﬄe surfaces. This issue is addressed in
the following section.
Cross-section at AIP
Microvanes
Baffle Block
Figure 7.1 Tetrahedral baﬄe grid
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Convergence for this case was reached after 20,000 iterations in 4,710 CPU hours. This
represents an increase of approximately 30% over the case without the baﬄe.
(a) Experiment (b) Numerical
Figure 7.2 Tetrahedral baﬄe total-pressure recovery at AIP
The total-pressure recovery is plotted in Figure 7.2. The results in Table 7.1 for this
case are virtually identical to the medium grid from the previous study indicating that the
tetrahedral baﬄe has had little effect in improving the resolution of the computed solution.
Hexahedral Baﬄe
For the second case in this study, an unstructured hexahedral block was created using
the voxelmesh utility developed by Karman.27 The target size for the voxel elements was
1.02 × 10−3 m in each coordinate dimension for a target volume of 1.06 × 10−9 m3. The
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resulting baﬄe block contained 8.7 million nodes and 11.3 million elements. Note that while
the number of nodes increased by a factor of 4 over the tetrahedral baﬄe, the number of
elements increased by less then a factor of 2. This is due to the fact that only eight hexahedra
can share a single node, where the number of tetrahedra sharing a single node is not limited.
Cross-section at AIP
Transition to
tetrahedral grid
Microvanes
Baffle Block
Figure 7.3 Hexahedral baﬄe grid
Anisotropic tetrahedral boundary layers were inserted using T-Rex24 with an initial
spacing of 2.54 × 10−7 m from the solid walls. The anisotropic tetrahedral elements in the
boundary layer were recombined into prism and pyramid elements at export. The remaining
volume grid was filled with tetrahedral elements up to the hexahedral baﬄe block. The final
grid contained 28 million nodes and 50 million elements.
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Cross-sections of the resulting grid are shown in Figure 7.3. The lower portion of the S-
duct downstream of the microvanes has been filled with small hexahedral elements. Note the
uniformity of the element sizes in this region, particularly in comparison to the tetrahedral
elements as shown in Figure 7.4.
Convergence for this case was reached after 20,000 iterations in 8,275 CPU hours. This
is an increase of 130% over the case without the baﬄe.
(a) Tetrahedral (b) Voxel
Figure 7.4 Detail comparision of baﬄe elements
The total-pressure recovery is plotted in Figure 7.5. Again, the results are significantly
closer to the experimental data. In particular, the low pressure regions at rakes 3 and 7 are
significantly smaller in extent compared to the previous cases.
The results in Table 7.1 show that while the computed flow is closer to the experimental
values, it still has a higher velocity and lower pressure than the experiment.
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(a) Experiment (b) Numerical
Figure 7.5 Hexahedral baﬄe total-pressure recovery at AIP
Results
Again, the numerical solution is closer to the experimental data, but still not sufficiently
close. From the full set of distortion descriptors in Table 7.1, it is clear that the hexahedral
baﬄes have been much more effective at resolving the turbulent vortices downstream of the
microvanes. Additionally, the error norm (given in Equation (2.87)) for the tetrahedral baﬄe
is 0.249, but only 0.133 for the hexahedral baﬄe indicating that the pressure values at the
probes are much closer with the hexahedral baﬄe.
Although these results are much closer to the experimental data, there is still a significant
variation. A possible explanation for these results is variation of the mass flow along the
duct. As described in Equation (2.69) in Chapter 2, the mass flow rate has been computed
as
m˙ =
1
A
∫
A
ρU · nˆ dA (7.1)
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Table 7.1 Results with baﬄe refinement
PTavg M2 W2 DPCPavg DPCPh DPCPt DPRPh DPRPt
Tetrahedral 0.9511 0.6535 2.4629 0.0413 0.0341 0.0366 -0.0517 0.0285
Hexahedral 0.9595 0.6514 2.4625 0.0364 0.0229 0.0327 -0.0420 0.0383
Experiment 0.9639 0.6200 2.4630 0.0269 0.0191 0.0267 -0.0259 0.0198
where A is the cross-sectional area with unit normal nˆ pointing in the flow direction.
Evaluating the integral at 100 equally space points along the duct geometry using
FieldView28 resulted in the data shown in Figure 7.6. Note the rise and fall along the
contraction with a sharp jump at the interface with the adapter. Smaller spikes are evident
near the microvane array and the AIP rake array.
Since conservation of mass and momentum are components of the Navier-Stokes equations
(see Chapter 2), the mass flow rate should be uniform and constant along the duct. Some
of the variation is to be expected in a numerical simulation. The convergence criteria for
the mass flow balance attempts to minimize this, but sharp jumps such as those shown in
Figure 7.6 indicate a problem in the grid refinement.
The behavior on the contraction is likely due to the relatively coarse surface spacing of
0.018 m on the contraction and the change to a much smaller spacing over a relatively short
distance. The smaller jumps are due to the flow obstruction by the microvanes and AIP
rakes. Since the most dramatic behavior is in the contraction, with the rest of the duct
relatively smooth, reducing the spacing on the contraction should help to smooth out the
mass flow along the duct which may improve the solution at the AIP.
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Figure 7.6 Mass flow rate along duct with hexahedral baﬄe
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CHAPTER 8
INLET REFINEMENT
The grids for this study were based on the grid with hexahedral baﬄe used in Chapter 7
with refinement applied to the contraction in order to achieve a more uniform mass-flow
along the duct by addressing the jumps shown in Figure 7.6. The previous surface spacing
on the contraction was 0.012 m in the axial direction and 0.018 m in the transverse direction.
A cross-section of the grid at the contraction is shown in Figure 8.1.
Each case was run in the Tenasi solver using the variable-Mach flow regime as described in
Chapter 3. A two-equation k−/k−ω turbulence model was used. The change in turbulence
model was unintentional. However, as shown in Chapter 10 there was little impact on the
results. The simulation was considered converged when the difference in mass flow between
the inlet and outlet was on the order of 10−3 kg/s or approximately 0.25% of the inlet mass
flow.
First Refinement
The first refinement changed the surface spacing on the contraction to 0.005 m in the axial
direction and 0.013 m in the transverse direction. The resulting grid contained 31.7 million
nodes and 59.1 million elements. A cross-section of the resulting grid at the contraction is
shown in Figure 8.2.
One consequence of the refinement is a reduction in the number of anisotropic tetrahedral
layers that were inserted by T-Rex. In the previous case, a total of 46 layers were inserted.
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Figure 8.1 Cross section of contraction before refinement
With an initial spacing of 2.54×10−7 m and a geometric growth rate of 1.3, this gives a total
thickness of 0.044 m. After refining the contraction, only 43 layers were inserted for a total
thickness of 0.020 m. However, this is still sufficient to resolve the viscous boundary layer.
Convergence for this case was reached after 24,000 iterations in 12,324 CPU hours.
The plot of mass flow along the duct in Figure 8.3 shows that the extreme jumps seen
in Figure 7.6 have been greatly reduced, with a much smoother transition from inlet to the
S-duct. The sharp transitions in other areas are still visible in this plot, particularly at the
microvane array and in the transitions in and out of the AIP.
The total-pressure recovery is plotted in Figure 8.4. Although the mass flow is more
uniform, there has been no clear improvement in the agreement of the AIP data with the
experimental data. Although the average total-pressure has increased slightly, the distortion
descriptors are almost the same as in the unrefined case as shown in Table 8.1.
The results in Table 8.1 show that the average total-pressure has decreased slightly, along
with a small drop in mass flow at the AIP and a substantial increase in the DPCPavg value.
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Figure 8.2 Cross section of contraction after first refinement
Second Refinement
The second refinement reduced the surface spacing on the contraction to 3.05 × 10−3 m
in the axial direction and 3.05 × 10−3 m in the transverse direction. The spacing in the
hexahedral baﬄe block was also reduced slightly to 7.62 × 10−4 m. The resulting grid
contained 98.7 million nodes and 184.9 million elements. A cross-section of the resulting
grid at the contraction is shown in Figure 8.5. This grid represents the highest resolution
used in this research with an increase by a factor of approximately four in the both the
number of nodes and the number of elements.
Convergence for this case was reached after 20,000 iterations in 32,108 CPU hours.
Running the Tenasi flow solver on this grid required substantially more computational
resources than the other grids. Due to memory constraints on the computational nodes the
grid decomposition mentioned in Chapter 2 is limited to approximately 250,000 grid nodes
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Figure 8.3 Mass flow along duct after first refinement
per computational node. As a result, this case required 400 of the 1200 nodes available on
the Simcenter cluster for approximately 15 hours.
The plot of mass flow along the duct in Figure 8.6 shows that the extreme jumps seen
in Figure 7.6 have been greatly reduced, with a much smoother transition from inlet to the
S-duct. Although sharp transitions are visible in this plot, particularly in the transition
between the S-duct and the AIP, the apparent size of the jump is exaggerated by the scale
of the y-axis. This is shown more clearly in Figure 8.8 where mass flow data for the three
cases are plotted on a unified axis.
The total-pressure recovery is plotted in Figure 8.7 and the numerical results in Table 8.1.
The results in this case are practically identical to the results from the previous case. While
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(a) Experiment (b) Numerical
Figure 8.4 Total-pressure recovery at AIP after initial refinement
the AIP mass flow is not a perfect match to the experimental data, it is clear from these
results that the additional refinement has not produced a closer match to the data.
Results
The results from these two cases did not show the expected improvement. Despite
the increase in grid resolution, the solution values were not substantially closer to the
experimental data. In Figure 8.8, the mass flow is plotted for the two refined cases and
the previous, unrefined case. It is clear that the contraction refinement has resulted in a
smoother transition in the mass flow values from the inlet to outlet. However, the mass flow
behavior through the S-duct and AIP has not changed significantly with sharp jumps still
apparent at the microvane array and the AIP rakes.
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Figure 8.5 Cross section of contraction after second refinement
In Table 8.2, the Frobenius norm of the error of the pressure values at the 40 probe
locations is computed. The solution without inlet refinement has a smaller absolute and
relative error in comparison to the experimental data, with the first refinement solution not
much worse. The much larger error for the second refinement can be partly attributed to
the error in the mass flow rate. The maximum and minimum errors for all three cases are
of the same order, indicating that the numerical results are very similar overall.
Table 8.1 Results with inlet refinement
PTavg M2 W2 DPCPavg DPCPh DPCPt DPRPh DPRPt
Before Refinement 0.9572 0.6524 2.4625 0.0344 0.0219 0.0283 -0.0445 0.0422
First Refinement 0.9616 0.6532 2.4626 0.0359 0.0223 0.0308 -0.0466 0.0466
Second Refinement 0.9525 0.6522 2.4614 0.0413 0.0280 0.0348 -0.0495 0.0445
Experiment 0.9639 0.6200 2.4630 0.0269 0.0191 0.0267 -0.0259 0.0198
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Figure 8.6 Mass flow along duct after second refinement
The data from the three cases for each ring are shown in Figure 8.9. The experimental
data is shown with error bars indicating a variation of 689.5 Pa described by Mace, et al.7
Comparing the results, it is clear that the results from the unrefined case and the first
refinement are very close to the experimental data, particularly on rings 2 and 4. The results
from the second refinement case are slightly further off, particularly in the low pressure
regions on rings 2 and 3.
One apparent anomaly that should be addressed is that the mass flow curve for the first
refinement appears smoother and flatter than the curve for the second, and more refined,
case. Due to the limited computational resources, the second case was stopped after 20,000
iterations when it was clear that the solution at the AIP was not substantially different than
the lower resolution grid.
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(a) Experiment (b) Numerical
Figure 8.7 Total-pressure recovery at AIP after second refinement
The mass flow balance between the inlet and outlet was 0.19% for the second refinement
compared to 0.09% for the first refinement. This indicates that the flow had not stabilized
as much in the second refinement case as in the first refinement, due to being stopped after
fewer iterations.
One possible reason for the similarity in these solutions, while still not matching the
experimental data, is that the point values extracted at the AIP probes is not representative
Table 8.2 Error with inlet refinement
Maximum Minimum Absolute Relative
Before Refinement 6.98× 10−2 8.24× 10−4 0.1428 2.34%
First Refinement 7.02× 10−2 8.06× 10−4 0.1608 2.63%
Second Refinement 8.65× 10−2 6.88× 10−4 0.1980 3.24%
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Figure 8.8 Comparison of mass flow with inlet refinement
of the flow behavior at the probes. Other approaches to sampling data will be discussed and
compared in Chapter 9.
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Figure 8.9 Comparison of inlet refinement by ring
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CHAPTER 9
PROBE SAMPLING METHODS
In the previous study, it was observed that the distortion descriptors were very sensitive
to the flow solution. One possible method to address this sensitivity is to use an area-
averaged value for the probe data, rather than using the value from a single interpolated
point sample.
All of the data in this study are taken from the unrefined, hexahedral baﬄe grid in
Chapter 7. This case was run in the Tenasi flow solver using a two-equation k − /k − ω
turbulence model for 22,000 iterations.
Figure 9.1 shows the contour plot of the total-pressure recovery data from the 40 probe
locations and the full dataset of 55,773 points plotted as continuous data. This comparison
shows that while the probe array is well positioned to capture the low-pressure core of the
vortices, it does not resolve the details of the vortex structure.
Point Sampling
The method used to collect the pressure data at the AIP in all previous cases utilized
a “Probe Location” filter in Paraview. This filter performs a linear interpolation from the
nearest neighboring nodes in order to provide the solution variables at a particular point.20
This method is illustrated in Figure 9.2(a) which shows the total-pressure recovery with the
rake and probe geometry and the sample region.
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(a) Sampled discrete data (b) Continuous CFD data
Figure 9.1 Comparison of discrete and continuous data
Probe Area Sampling
The alternative sampling method uses a circular region centered at the probe location
with a diameter equivalent to the probe diameter of 1.588×10−3 m. The probe region used in
this method is shown in Figure 9.2(b). Note that the probe area shows a relatively uniform
color, indicating little variation in the total-pressure recovery in the sampled area.
Results
In Figure 9.2, the rake and probe arrays are shown with the total-pressure recovery data,
and the sampling size for each of the regions at ring 2 on rake 7.
Comparing the distortion descriptors for the point and probe sampling methods in
Table 9.1 the values for the point and probe sampling are almost identical. This is likely
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(a) Point sample (b) Probe sample
Figure 9.2 Comparison of sampling regions
due to the the small size of the probe tips relative to the grid spacing at the AIP with each
location averaging values over 4 to 6 grid points.
Additionally, the pressure gradients at the AIP are not sufficiently strong to result in a
large variation over the probe area. In Figure 9.2(b), the probe area shows a very uniform
coloring, indicating little variation in the total-pressure recovery. Using the Frobenius norm,
the error for the point-sampled data is 0.1331 compared to 0.1326 for the probe-sampled
data. In Figure 9.3, it is clear that the results using the two sampling methods show little
variation.
In Figure 9.4, the probe values are plotted by ring. The experimental data is shown with
error bars indicating a variation of 689.5 Pa described by Mace, et al.7 As expected, the
point-sampled and probe-sampled data are virtually identical. Both sets of data match the
shape of the experimental data except for the lower pressures at 90◦ and 180◦, which is most
apparent in rings 2 and 3.
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Table 9.1 Comparison of results for each sampling method
PTavg M2 W2 DPCPavg DPCPh DPCPt DPRPh DPRPt
Point Sample 0.9595 0.6524 2.4625 0.0344 0.0219 0.0283 -0.0445 0.0422
Probe Sample 0.9596 0.6524 2.4625 0.0343 0.0219 0.0282 -0.0445 0.0420
Experimental 0.9639 0.6200 2.4630 0.0269 0.0191 0.0267 -0.0259 0.0198
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(a) Point sample (b) Probe sample
(c) Experiment
Figure 9.3 Comparison of AIP contours by sampling method
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Figure 9.4 Comparison of sampling methods by ring
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CHAPTER 10
TURBULENCE MODELS
The cases in this study reported in Chapter 4–7 used the Menter SAS17 turbulence
model as described in Chapter 2. For the inlet refinement study, the two-equation k− /k−
ω 19 turbulence model was used. In this section, numerical simulations using the Spalart-
Allmaras16 turbulence model are compared to the solutions using the previous two models.
For these cases, the grid with the first inlet refinement in Chapter 8 was run in the Tenasi
solver using the variable-Mach flow regime as described in Chapter 3. The simulation was
considered converged when the difference in mass flow between the inlet and outlet was on
the order of 10−3 kg/s or approximately 0.25% of the inlet mass flow. The probe data was
extracted from the solution using the probe-sampling method from Chapter 9.
Results
In comparing the total-pressure contour plots in Figure 10.1 it is clear that the solutions
from all three turbulence models are very similar. The Menter SAS solution shows a slightly
narrower low-pressure region at 180◦, and the two-equation solution has slightly smaller
vortices at 90◦ and 270◦.
Comparing the distortion descriptors in Table 10.1 the two-equation solution is the closest
fit to the data for DPCPavg and DPCPt. The Spalart-Allmaras solution is the closest fit for
the DPCPh and DPRPt. The Menter SAS solution is the closest fit for DPRPh and PTavg.
Comparing the Frobenius norms for the error at the 40 probes, the Spalart-Allmaras and
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Menter SAS have an absolute error of 0.117 and a relative error of 1.92% The two-equation
is slightly better with an absolute error of 0.1146 and relative error of 1.88%.
Table 10.1 Comparison of distortion descriptors by turbulence model
PT2avg M2 W2 DPCPavg DPCPh DPCPt DPRPh DPRPt
Spalart-Allmaras 0.9573 0.6531 2.4637 0.0374 0.0258 0.0318 -0.0445 0.0420
Menter SAS 0.9583 0.6525 2.4630 0.0384 0.0242 0.0355 -0.0434 0.0418
k − /k − ω 0.9553 0.6532 2.4626 0.0359 0.0223 0.0307 -0.0466 0.0466
Experiment 0.9639 0.6200 2.4630 0.0269 0.0191 0.0267 -0.0259 0.0198
The continuous numerical data at each ring is plotted in Figure 10.3. The experimental
data is shown with error bars indicating a variation of 689.5 Pa described by Mace, et al.7
Comparing the results, the variations between the three models are clearer. For ring one,
the solutions are effectively identical. On ring two, the variation is apparent only in the
low-pressure regions, with the two-equation model closest to the experimental data. On
rings three through five, the central low-pressure region shows the greatest variation. The
two-equation model is closest to the experimental data on ring three, but drops too low on
rings four and five. The Spalart-Allmaras model is closest to the experimental data on ring
four, but dropping off on ring five. The Menter SAS model is closest to the experimental
data only on ring five.
The change of turbulence model has little impact on the velocity profile in the boundary
layer as shown in Figure 10.2. All three solutions match the theoretical values in the inner-
wall region and in the outer log-law region. In the transition region, the Spalart-Allmaras
solution shows a slightly higher velocity than the Menter SAS solution, and the two-equation
solution is lowest.
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Table 10.2 Comparison of computation times by turbulence model
Steps Step Time Total Time
(seconds) (hours)
Spalart-Allmaras 24,000 10.71 11,428
Menter SAS 24,000 10.81 11,529
k − /k − ω 24,000 11.55 12,324
Comparing the computation times for each model in Table 10.2, there is little difference
in the Spalart-Allmaras and Menter SAS models. The two-equation k−/k−ω model incurs
a 7% performance penalty in comparison, but as seen above provides the best overall match
to the experiemental data. However, all three turbulence models result in solutions that are
close to the experimental data.
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(a) Spalart-Allmaras (b) Menter SAS
(c) k − /k − ω (d) Experiment
Figure 10.1 Comparison of AIP contours by turbulence model
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Figure 10.2 Boundary layer velocity profiles by turbulence model
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Figure 10.3 Comparison of turbulence models by ring
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CHAPTER 11
MASS FLOW RATE CALCULATION
As described in Chapter 2, the Mach number given by Equation (2.64) and mass flow rate
given by Equation (2.69) are computed as integrals over the AIP face. This is accomplished
by applying the “Integrate Variables” filter in Paraview to a cutting plane at the AIP. The
filter computes the area-weighted integral using all of the grid points in the cutting plane.
However, the original report1 states “The model mass flow was computed based on the
Mach number computed at the AIP using the static and total pressure instrumentation.”
This method would omit the low-velocity flow in the boundary layer, resulting in a higher
average Mach number and mass flow rate.
Using only the data from the forty probes, the Mach number at the AIP is given by
M2 =
1
40
40∑
i=1
‖Ui · nˆi‖2
ci
=
1
40
40∑
i=1
|ui|
ci
(11.1)
The mass flow rate at the AIP is given by
W2 = m˙ =
1
40
40∑
i=1
ρiUi · nˆi = 1
40
40∑
i=1
ρi ui (11.2)
Using the data from the k− /k−ω case in the previous chapter, the Mach number and
mass flow rate were computed using the point-sampled data at the forty probe locations.
The results in Table 11.1 show that the average Mach number and mass flow rate are higher
than the values computed using the face integral.
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Table 11.1 Comparison of face-integral and point-sampled calculations
M2 W2
Face Integral 0.6532 2.4626
Point-Sampled Data 0.6545 2.4750
Using this information, the backpressure was changed in order to match the experimental
mass flow rate at the AIP using the forty probe values. The results in Table 11.2 indicate that
using the point-sampled data to compute the mass flow rate has resulted in a solution that
is closer to the experimental data. In particular, the hub and tip circumferential distortion
are a much closer match to the experiment, but the radial distortion is still off by a factor of
two. The average Mach number is still somewhat higher than the experimental data, despite
matching the mass flow rate.
Table 11.2 Comparison of distortion descriptors by calculation method
PT2avg M2 W2 DPCPavg DPCPh DPCPt DPRPh DPRPt
Face Integral 0.9553 0.6532 2.4626 0.0359 0.0223 0.0307 -0.0466 0.0466
Point-Sampled Data 0.9589 0.6432 2.4631 0.0333 0.0207 0.0278 -0.0427 0.0400
Experiment 0.9639 0.6200 2.4630 0.0269 0.0191 0.0267 -0.0259 0.0198
It is clear from these calculations that the data sampled at the forty probe locations
should be used for determining the mass flow rate at the AIP in order to match the flow
conditions to experimental data.
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CHAPTER 12
CONCLUSIONS
Although the geometry of the offset S-duct inlet is relatively simple, the process of
developing a grid to adequately capture the relevant flow characteristics was not straight-
forward. In completing this research, several factors were identified which are important to
achieving an accurate solution, and other factors were determined to have a negligible effect.
Key Factors
The primary factors in achieving a numerical solution which closely matches the
experimental data, are sufficient resolution in the region downstream of the microvane array,
smooth spacing transitions along the geometry, and computing the mass flow rate using the
data from the probe locations.
Grid Resolution
The grid after the first inlet refinement in Chapter 8 showed the best balance of even
mass-flow along the geometry and good fit to the experimental data. This grid forms the
basis for the following recommendations.
At the inlet contraction, a surface spacing of 5.08 × 10−3 m in the axial direction and
1.30 × 10−2 m in the transverse direction is adequate. At the AIP, an axial spacing of
1.60× 10−3 m is used, with this spacing used over the S-duct and AIP housing. The surface
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spacing along the extension was not as critical, and an axial spacing of 5.28 × 10−3 m was
sufficient. The spacing should vary smoothly between these regions.
To capture the viscous boundary layer, an initial spacing of 2.54×10−7 m should be used
normal to the solid walls. At least 40 layers should be extruded with a geometric progression
factor of 1.3 resulting in a boundary layer of at least 9.144×10−3 m. Anisotropic tetrahedral
elements in the boundary layer should be combined into hexadral or pyramid elements when
possible.
In order to resolve the behavior in the region between the microvane array and the AIP
probe array, a baﬄe region should be inserted in the S-duct. A hexahedral baﬄe region
is substantially better at resolving the flow behavior than a tetrahedral baﬄe region. The
spacing for the baﬄe region should be approximately 1.016× 10−3 m.
Using these parameters, a grid with approximately 30 million nodes and 60 million
elements will be produced. With current computational resources, the run time for this
grid is approximately 12,000 CPU hours.
Mass Flow Rate
In Chapter 11, it was shown that including the low-velocity flow in the boundary layer in
the mass flow calculations can result in a mass flow rate that is significantly lower than the
mass flow rate computed from the data at the forty probes. In order to accurately match
experimental data, it is critical to use the mass flow rate, so data from the forty probe
locations should be used.
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Secondary Factors
As shown in Chapter 4, changes to the geometry downstream of the AIP did not have
a significant effect on the numerical data. The presence or absence of the probes, the AIP
rakes and the split extension did not significantly alter the solution.
The choice of point-sampled data and probe-sampled data was shown in Chapter 9 to
have very little effect on the solution.
The choice of turbulence model was also not a significant factor in the solution. However,
the results in Chapter 10 show that the two-equation k − /k − ω model produced results
that were a slightly better fit to the experimental data.
Increasing the grid resolution beyond the recommendations above, as shown in Chapter 8
do not result in any noticable improvement in the solution data. Additionally, setting the
initial wall spacing to values smaller than 2.54 × 10−8 m did not show an improvement, as
the boundary layer is sufficiently resolved with the spacing of 2.54× 10−7 m.
Future Work
Future research would focus on conducting unsteady simulations in order to compare the
results for peak total-pressure distortion. The results reported by Mace et al.7 used a time-
accurate simulation of fifty milliseconds which required 670,000 CPU hours. In comparison,
the experimental data consisted of five seconds of sampling, a difference of two orders-of-
magnitude.
In order to reduce the computational time required for the unsteady simulation, it would
be beneficial to investigate simulations where only the S-duct and microvane array are
modeled, with an imposed boundary layer profile at the inlet. By eliminating the inlet,
adapter, and AIP rakes, the spikes in mass-flow which are shown in Figure 8.8 should be
eliminated. This would also allow additional refinement along the S-duct if needed.
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If it is not possible to omit the extra geometry from the model, then additional attempts
to smooth the spacing transition from the S-duct to the AIP to the extension would be
worthwhile in order to further smooth the mass-flow along the geometry.
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