A new multivariate stochastic volatility estimation procedure for financial time series is proposed. A Wishart autoregressive process is considered for the volatility precision covariance matrix, for the estimation of which a two step procedure is adopted. The first step is the conditional inference on the autoregressive parameters and the second step is the unconditional inference, based on a Newton-Raphson iterative algorithm. The proposed methodology, which is mostly Bayesian, is suitable for medium dimensional data and it bridges the gap between closed-form estimation and simulation-based estimation algorithms. An example, consisting of foreign exchange rates data, illustrates the proposed methodology.
Introduction
Over the last two decades many efforts have been devoted to the development of estimation methods for time-varying volatility and related computational algorithms. Although there is a large literature on univariate volatility estimation methods, it has been widely recognized that multivariate volatility models are required for asset allocation and risk management.
Two main classes of models have been identified: (a) multivariate generalized autoregressive conditional heteroscedastic models (GARCH), see e.g. Engle (2002) , and (b) multivariate stochastic volatility models (SV), see e.g. Chib et al. (2006) and Philipov and Glickman (2006) . The GARCH family of models deploys maximum likelihood estimation methods, but as it is reported by many authors (see e.g. the review of Bauwens et al., 2006) these models suffer from the curse of dimensionality. SV models, which are reviewed in Asai et al. (2006) and in Yu and Meyer (2006) , offer an alternative to the maximum likelihood approach by employing simulation-based Bayesian methods, i.e. Markov chain Monte Carlo (MCMC) or particle filters. However, such estimation proposals may yet under-perform for a number of reasons. Firstly, there are many parameters to consider (perhaps less than in the GARCH specification) and thus the dimensionality problem, which is emphasized for GARCH models, still is an issue. Secondly, the reliance upon simulation-based procedures makes estimation slower and in some occasions more difficult to apply. On this point Brandt and SantaClara (2006) state "While researchers have explored a variety of numerical solution methods, including solving partial differential equations, discretizing the state-space, and using Monte Carlo simulation, these techniques are out of reach for most practitioners and thus they remain largely in the ivory tower."
The aim of this paper is to develop a multivariate stochastic volatility estimation approach that will bridge the gap between closed-form estimation algorithms, which are found attractive by practitioners, and the sophistication of simulation-based estimation algorithms, which is favoured by many academics. This work contributes fast closed-form estimation procedures, suitable for medium dimensional data, but not compromised on the quality of the estimation considered. The algorithms deployed in this paper are suitable for real-time application, which more and more is becoming a necessity in financial industry, in particular regarding the implementation of algorithmic trading and related statistical arbitrage strategies (Pole, 2007) .
We start in section 2 by considering a Wishart autoregressive stochastic process for the precision of the volatility matrix. Such processes have been introduced in Bru (1991) and further developed as useful probability models for stochastic volatility (Gourieroux, 2006; Gourieroux et al., 2009) . In this paper we develop an extension of Uhlig (1994) matrix variate random walk model in order to develop inference conditionally on the autoregressive (AR) parameters of the Wishart autoregressive process. Under this framework, we show that the volatility process is also autoregressive and we determine its parameters as functions of the parameters of the AR precision process. Assuming that the AR parameters of the precision process are stochastic, we identify their posterior distribution (up to a proportionality constant) and we propose approximating its mode by using a Newton-Raphson iterative procedure. Thus we arrive to estimating the volatility covariance matrix by conjugate Bayesian methods and the AR parameters of the Wishart process by iterative methods. Section 4 discusses three diagnostic criteria, namely the log posterior function, Bayes factors and minimum time-averaged portfolio risk. By considering an AR process for the precision of the volatility, this paper aims to overcome the limitation of random walk evolution proposed in Uhlig (1994) and adopted in a number of studies (Quintana et The proposed methodology is illustrated by Monte Carlo simulations as well as by data consisting of foreign exchange rates (FX) of five currencies vis-à-vis the US dollar. Our empirical results suggest that the proposed volatility estimators have low computational cost, considering similar computational algorithms, such as those in Philipov and Glickman (2006) and in relevant studies mentioned below. The dimensionality of the FX data is in par with similar recent studies in the literature, e.g. Daníelsson (1998) (2008)) and with the dynamic conditional correlation GARCH models of Engle (2002) . Finally, the paper concludes in section 7 with closing comments.
Description of the model
Consider the p-dimensional time series vector {y t }, consisting typically of log returns or arithmetic returns of prices of assets or foreign exchange rates or of any other relevant financial instrument. For example, if p t = (p 1t , . . . , p pt ) ′ denotes the p-dimensional column vector of prices of a list of p assets or the value of p exchange rates at time t, the log returns are defined as y it = log p it − log p i,t−1 and the arithmetic returns are defined as y it = p it /p i,t−1 − 1, for y t = (y 1t , . . . , y pt ) ′ and t ≥ 2. A classical modelling setting for {y t } is to assume that conditionally on a volatility matrix Σ t , which is the main theme of econometric analysis and subject to estimation, the distribution of y t is multivariate normal, i.e.
where µ denotes a historical mean vector, Σ 1/2 t denotes the square root matrix of Σ t , and the sequence of {ǫ t } follows a p-dimensional Gaussian white noise process with unit diagonal variances (here I p denotes the p × p identity matrix).
In order to define a stochastic evolution for {Σ t }, first we assume that for all t, the p × p precision covariance matrix Φ t = Σ −1 t exist, i.e. Σ t is strictly positive definite, and subsequently it is assumed that {Φ t } follows Uhlig's Wishart autoregressive process of order one (Uhlig, 1994 (Uhlig, , 1997 ,
where k is a constant to be determined, A is a p × p autoregressive parameter matrix, Λ t is a p × p symmetric matrix and U (Φ t−1 ) denotes the upper triangular matrix of the Choleski decomposition of the matrix Φ t−1 . In most practical applications, Λ t = 0, as it is used in section 6 of this paper, but as it is shown in page 10 below, Λ t = 0 need to be considered to accommodate for Wishart AR processes of higher order than one. In the above model formulation, the p × p matrix B t follows, independently of Φ t−1 , a singular multivariate beta distribution with parameters a/2 and b/2, written B t ∼ B p (a/2, b/2); below and in the next section we discuss about the parameters a, b.
To motivate model (2), suppose A = I p and Λ t = 0, so that (2) is reduced to the random walk evolution considered in Uhlig (1994) , i.e. Φ t = Φ t−1 +E t , where E t is a symmetric random matrix with expectation zero, which supports the random walk property E(Φ t |Φ t−1 ) = Φ t−1 .
In the appendix we discuss in some detail Uhlig's random walk model, as well as the singular beta distribution. The parameters a, b, k, which all are set to take particular values (see below), depend on a forgetting or discount factor 0 < δ < 1, which controls the magnitude of the shocks introduced as we move from Φ t−1 to Φ t , so that the only free parameter is δ (the specification of a, b, k is discussed in detail in section 3.1). The parameters a an b are conveniently chosen (a is a function of δ and b = 1) so that E(B t ) = k −1 I p , in order to support the random walk property E(Φ t |Φ t−1 ) = Φ t−1 ; Uhlig (1994) shows that B t has to follow a singular beta distribution for this to be possible, in order to have b < p − 1 (because for a non-singular distribution b is greater than p − 1). Furthermore, we are happy to allow for b < p − 1, because a given medium dimension p is assumed.
Evolution (2) has some similarities with the random walk models considered in Soyer and This approach suffers too from the above mentioned deficiency and with more discount factors introduced in the model, their estimation or specification may slow down the speed of the algorithm. Compared to the above studies, this paper suggests an autoregressive evolution for {Φ t }.
Considering model (2), we can see that E(Φ t |Φ t−1 ) = AΦ t−1 A ′ + Λ t , since from the beta distribution it is E(B t ) = k −1 I p . From this property, and with analogy to the random walk model described above, we can write Φ t = AΦ t−1 A ′ +E t , where {E t } is a sequence of symmetric random matrices with expectation E(E t ) = Λ t . Both models (2) and (3) produce the same E(Φ t |Φ t−1 ); model (2) uses a multiplicative law, while (3) uses an additive law. In fact one may consider a higher order AR model, defined by
where A 1 , . . . , A d are p×p parameter matrices and d is the autoregression order. We call (3) as Uhlig's Wishart autoregressive process (UWAR(d)) because it can be written as a UWAR (1) process (see the next section) and we adopt Uhlig's multiplicative evolution (2) The volatility model is thus defined by the observation equation (1) and the evolution of the process {Φ t } (2). Finally, it is assumed that initially, Φ 0 follows a Wishart distribution with some known degrees of freedom n 0 > p − 1 and scale matrix F 0 , written as
. . , y t ) denote the data or information set at time t, comprising observed data vectors y 1 , . . . , y t , for t = 1, . . . , N . We wish to obtain the posterior distribution of Φ t , given D t . The model parameters are A (the AR parameter matrix), Λ t (the mean of E t ), and δ the discount factor. A fully Bayesian approach would require the specification of the priors Φ 1 , . . . , Φ t , given A, Λ i and δ and the priors of A, Λ i and δ and it should rely on MCMC. Such an approach has been proposed by Philipov and Glickman (2006) , who use a Gibbs sampler to sample from the posterior of Φ t , while the hyperparameters of their model are estimated by a Metropolis-Hastings algorithm.
In this paper, as our aim is to bridge the gap between closed-form estimation and simulationbased estimation algorithms, we adopt a two step estimation procedure. In the first step, conditionally on A, Λ t , δ, we obtain the posterior distribution of Φ t , and in the second step we obtain the posterior distribution of A. Then, in order to obtain a working estimator of A, we resort to a Newton-Raphson method to approximate the mode of the posterior distribution of A. Λ t is assumed known, here it is set to the zero matrix, which is suitable for the AR representation supporting the expectation E(Φ t |Φ t−1 ) = AΦ t−1 A ′ . We note that in theory Λ t = 0, could cause Φ t in (3) to be too close to the zero matrix, but in application we have found this is not a problem as at each time t, A balances this effect. For a higher autore-
is a non-zero mean, as it is evident from equation (8) in section 3.1 below. In line with other authors, for the specification of the discount factor δ, we adopt a non-Bayesian setting. δ is responsible for the magnitude of the shocks in Φ t , incurred from t − 1 to t. At the one end, δ = 1 implies Φ t = AΦ t−1 A ′ , or E t = 0 or B t = I p (with probability 1), and at the other end a low value of δ introduces large shocks to the Φ t process. Quintana and West (1987) and Soyer and Tanyeri (2006) , considering random walk models, suggest values of δ around 0.8 or 0.9. Below we show that δ must satisfy 2/3 < δ < 1, for the volatility process to make sense. With the above setting in place, the posterior distribution of Φ t has been implicitly conditioned on the mode of A and on a given particular value of δ. We assume a matrix-variate normal prior distribution for
where
, where ⊗ denotes the Kronecker operator. 
, where F t−1 implicitly depends on A and n = (1 − δ) −1 , for a discount or forgetting factor 0 < δ < 1. Starting at t = 1, this is consistent with the prior of Φ 0 , if we set n 0 = n+p−1. In order to set up the prior and posterior distributions of Φ t and to calculate the value of k (see equation (2)), we first consider the case of Λ t = 0. If we then specify a = δ(1 − δ) −1 + p − 1 and b = 1, we see from Uhlig (1994) 
; details of this argument are discussed in the appendix. From the above it is E(Φ t−1 |A, D t−1 ) = (n + p − 1)F t−1 and
A ′ , and so by equalizing these two expectations we obtain
Under the above setting, this value of k guarantees the autoregressive property of the model,
We note that, considering the random walk model (A = I p ), West and Harrison (1997, Chapter 16) and Soyer and Tanyeri (2006) use k = 1/δ. Although it is easily verified that this is a correct choice for p = 1, setting k = 1/δ for p > 1 results in a shrinkage-type evolution for {Φ t }. This can be seen by first noting that, with k = 1/δ, we have E(
and therefore, the expectation is not preserved from
. In particular, when p is large, even if δ ≈ 1, the above model postulates that the estimate of Φ t is larger than that of Φ t−1 ; such a setting is clearly inappropriate. Triantafyllopoulos (2008) proposes the use of p discount factors δ 1 , . . . , δ p to replace the single value of δ, but this choice too results
, which is not in agreement with the claimed random walk evolution of Φ t . In this paper we suggest to use a single forgetting factor δ because (a) this enables the definition of k as above, in order to preserve the expectations in the random walk model and (b) the use of p discount factors may introduce estimation difficulties, because p discount factors would need to be estimated or specified.
We note that a > p − 1, but 1 = b < p − 1, the latter of which being responsible for the singularity of the beta distribution. The singular beta density, being defined on the Stiefel manifold, replaces the determinant of I p − B t (which is zero) by the only positive eigenvalue of that matrix (due to b = 1). On the other hand, the determinant of B t remains positive as a > p − 1 and thus all p eigenvalues of B t are positive; this beta distribution is briefly discussed in the appendix. In the general case of Λ t = 0, the prior of Φ t becomes
So far our discussion has been focused on the precision process {Φ t }. Before we proceed with inference, we show that the volatility {Σ t } follows an autoregressive process too. Without loss in generality and for convenience in the exposition, we assume Λ t = 0; this setting is appropriate for d = 1 and for d > 1 the amendments are minor. From (2) we have
Applying the matrix inversion lemma in (3) we have
where using (2) 
This result is established by noting that with the stated beta distribution of B t , B −1
follows a type II singular multivariate beta distribution (Díaz-García and Gutiérrez, 2008).
From this we obtain E(B
with a = δ(1−δ) −1 +p−1 and b = 1. For more details on the derivations of moments of the type II beta distribution see Khatri and Pillai (1965) and Konno (1988) . The above expectation is valid only for a > p + 1, or δ > 2/3, which will be assumed henceforth in this paper.
Therefore, given Σ t−1 , and combing (4) and (5), we obtain E(
and thus by defining C = c 1/2 (A ′ ) −1 , {Σ t } follows an AR process, i.e.
for some symmetric random matrix Z t with zero mean matrix.
Having established the prior Φ t |A, 
where e t = y t − µ is the residual vector and F t = (e t e ′ t + (kAF t−1 A ′ + Λ t )) −1 . From the above reference, the one-step forecast distribution of y t , is a p-variate Student t distribution with δn degrees of freedom and spread matrix δ
The above results assume first order UWAR processes, i.e. d = 1. Consider now the general case of d ≥ 1. From the autoregression (3) it is easy to verify
which can be written as
Furthermore, from the identity
we can write Φ t = JΨ t J ′ , where J = [I p , 0, . . . , 0] and also we can verify that Σ
Thus equation (1) can be written as
By assuming that Ψ 0 follows a Wishart distribution, the posterior distribution of Ψ t |A, D t is a Wishart and from the block diagonal construction of Ψ t we have that Φ t |A, D t will follow a Wishart distribution too. Then the one-step ahead forecast distribution of y t is a Student 
Inference unconditional on A
Let A be a p × p non-singular stochastic matrix. From the joint prior density f (Φ t , A|D t−1 ) = f (Φ t |A, D t−1 )f (A|D t−1 ) and from an application of Bayes theorem for (Φ t , A), we have
From the forecast distribution of y t , the integral of (10) is
and so
where f (A) is the prior density of A.
In order to find the modeÂ of f (A|D t ), we note that the matrix equation ∂f (A|D t )/∂A = 0 (with respected to A; here ∂f (·)/∂ denotes first partial derivative) does not appear to admit an analytical solution. Thus, we approximate the true modeÂ, by employing the NewtonRaphson method, according to which at each time t, for iteration i = 1, 2, . . ., we computê
∂vec(A)
whereÂ ( The density of log f (A|D t ) is log f (A|D t ) = log c + log
where c is the proportionality constant of f (A|D t ). Then, the first partial derivative of log f (A|D t ) with respect to A is
In the appendix it is shown that for an unrestricted matrix of variables X and for constant symmetric matrices B, C and G, it is
so that
which by substituting X = A, B = e j e ′ j , C = kF j−1 , and G = Λ j , immediately gives the expression for the derivative of log f (A|D t ). Expression (13) From the prior density of A we have
so that derivative (12) becomes
which, by applying the vec(·) operator, gives the gradient in the right hand side of (11), i.e.
To obtain the Hessian matrix of (11) we differentiate (16), i.e.
This result follows from standard matrix differentiation rules, e.g. for X being a matrix of unrestricted variables and F (X) a non-singular matrix of functions of X, it is
for a proof of which the reader is referred to Harville (1997, §16.6). With (16) and (17) this may depend on the specific application and on the dimension of the data. Also, note, that since f (A|D t ) is a symmetric distribution, the computed approximationÂ provides an approximation of the mean matrix E(A|D t ) too.
The posterior distribution of Φ t is given by
The above integral is not easy to calculate in closed form, but one option is to apply simulationbased or numerical methods for its evaluation. Another option, which is deployed in section 6, is to use the Wishart posterior Φ t |A =Â, D t ∼ W p (n + p − 1,F t ), whereF t is the estimated value of F t if we replace A byÂ. Similarly, we can work with the prior distribution of incorporating prior information is not so critical, since prior information in time series has the tendency to deflate over time. In this paper, as we propose a methodology to bridge the gap between closed-form estimation and simulation-based algorithms, we do not discuss model choice criteria that rely upon simulation. Next, we discuss three model comparison criteria, namely the log-posterior, Bayes factors and minimum time-averaged portfolio risk.
These three criteria aim at comparing models of the same form of model (2) for different model components, such as discount factors.
Log-posterior function
The log likelihood function can be obtained by using the classical error decomposition for state space models, i.e. based on information D N = (y 1 , . . . , y N ), the likelihood is L = N t=1 f (y t |A, D t−1 ), which is a product of N Student t densities. However, since the focus in this paper is on the estimation of Σ t and in L this is only indirectly involved, in the sequel we discuss the log posterior function instead.
Based on information D N , the log posterior function (Fahrmeir, 1992 ) of the volatilities Σ 1 , . . . , Σ N , may be used as a means of model comparison as well as it can be used to choose the hyperparameter δ. Write Σ * N = (Σ 1 , . . . , Σ N ), then, by using Bayes theorem, the posterior of Σ * N is
does not depend on {Σ t }, we exclude it from the computation of the posterior, i.e. we set c N 1 = 1, but if we wish to estimate A using the principle of log posterior maximization, then c N 1 has to be included as it implicitly depends on A. From (1) we have y t |Σ t ∼ N p (µ, Σ t ). Below we derive the density f (Σ t |Σ t−1 , A).
First we derive the density f (Φ t |Φ t−1 , A). From (2) we have
′ , from which and Díaz-García and Gutiérrez (1997, Theorem 1) the Jacobian of B t with respect to Φ t is
Thus, from the stated beta distribution B t ∼ B p (a/2, 1/2), with density
where ξ t is the only positive eigenvalue of I p − B t .
Since Σ t = Φ −1 t , and the Jacobian of Φ t with respect to Σ t is |Σ t | −(p+1) , we obtain the density of Σ t as f (Σ t |Σ t−1 , A) = f (Φ t |Φ t−1 , A)|Σ t | −(p+1) . Thus, from the above and by taking the logarithm in (18) , the log posterior function is
where all constants are ignored, except 3N p log k. The reason we keep this constant is that k depends on δ.
The above log posterior is given conditionally on A. We can obtain a value of LP if we replace Σ t and A (t = 1, . . . , N ), by the estimatesΣ t andÂ, where the former may be the mean or the mode of Σ t |D t , A =Â, both of which being routinely obtained by the posterior inverted Wishart densities. Then we can compare two models, which differ in the values of δ's, by using the principle of maximum log posterior. In the same lines of thinking, we may select the optimum δ that maximizes the above log posterior.
Bayes factors
Here we discuss Bayes factors and in particular we focus on sequential Bayes factors, which are introduced in West (1986) and discussed in detail in West and Harrison (1997, §11.4).
Bayes factors, as reviewed in Kass and Raftery (1995) and discussed in Gamerman and Lopes at each time t, the Bayes factor is defined by 
, where n j , k j ,Â j , F j,t−1 are the respective values of n, k,Â, F t−1 , for δ = δ j and j = 1, 2.
One may consider a monitoring procedure as those described in West (1986) and based on sequential application of BF t , t = 1, 2, . . ., or consider some rules on threshold values for the average Bayes factor BF = N −1 N t=1 BF t , e.g. the rules of Jeffreys (1961) , which are discussed in detail in Kass and Raftery (1995) ; see also Robert (2007, p. 228 ).
Minimum time-averaged portfolio risk
We consider the minimum time-averaged portfolio risk as a criterion, which selects the volatility estimator with smallest sampling variance. For this to end, we employ a sequential version of Markowitz (1959) mean-variance unconstrained optimization (using as loadings for the volatility the out of sample predictions at time t). Sequential portfolio selection aims to find at each time t an optimal weight vector w t to minimize the variance of the portfolio return r t = w ′ t y t , i.e. minimize Var(r t |D t−1 ) = w ′ tΣ t w t , whereΣ t is the one-step forecast covariance matrix of y t |D t−1 . The unconstrained portfolio strategy computes the optimal weights as
where the expected return w ′ t µ = m is assumed to be time-invariant. Considering no transaction costs, the realized return r t = w ′ t y t can be used to visually assess the performance of the allocation of the weights w t Similar portfolio allocation strategies, including constrained 
t . Given a single model, we can apply the same principle to choose over discount factors δ or other model components.
Simulation study
In this section we carry out Monte Carlo experiments on 3 different simulated sequences 1t } is generated from a UWAR(1) process, {Σ −1 2t } is generated from a UWAR(2) process, and {Σ 3t } is generated from a UWAR(1) process. Under these three scenarios, we use the estimation proposed in section 3 using a UWAR(1) process for the precision of the volatility, and thus in scenarios 2 and 3 we use the "wrong model", while in scenario 1 we use the "true model". In each case matrix A is randomly generated from a
Gaussian matrix-variate distribution and a true value of δ = 0.8 has been used. We repeat of each Monte Carlo sample to specify the prior F 0 (see also section 6 below, which discusses this prior setting for real data sets). For the estimation of Σ t , the true value δ = 0.8 is used.
δ is the most sensitive parameter here, for the specification of which the criteria discussed in section 4 may be used (see also section 6). We note from Table 1 To begin with, data is transformed to log returns. In the first two years (4 January 1999 to 31 December 2001) we use the data for pre-processing purposes, in order to obtain sample estimates for µ and Σ 0 . Then, starting at 2 January 2002 we run the volatility algorithm, in
order to obtain forecasts of the volatility matrix.
Description of competing models
Here we consider four models, all adopting model specification (1) The DCC specification (Engle, 2002) 1) process is used and R t is modelled using exponentially smoothed standardized GARCH(1,1) residuals. Thus, under the DCC, the process of the elements of Σ t consists of autoregressive components of previous variances, correlations, and squared observed returns, while under the UWAR(1) specification, the process of the elements of Σ t consists of autoregressive components of previous variances and covariances (see equation (6)). In the UWAR specification past volatility matrices as being stochastic, carry vital information via their conditional distribution, while in the DCC specification, such information is carried via explicit specification of their squared observed returns and of the latent structure of the unknown GARCH components. Another major difference, is that since the DCC inference is performed through likelihood-based estimation methods, the DCC is aimed at off-line estimation (when all data is available), while the UWAR can be applied and indeed in this paper it is targeted at on-line application.
Comparing different models that use Bayesian and non-Bayesian methods is a challenging task; some of the issues involved are reported in Daníelsson (1998) Table 2 compares the performance of UWAR and RW models (using the log-posterior and the time average minimum portfolio risk) over a set of discount factors δ in the range (0.7, 1); for we conclude that UWAR outperforms RW and this basically illustrates the improvement we obtain by estimating A (in the UWAR) as opposed to set it naively to I p . A similar exercise was carried out regarding the DCC model with resulting averaged portfolio risk equal to 0.0019, which is larger than that of the UWAR. Comparing further the four models we find that the average conditional Sharpe ratio of the UWAR (with δ = 0.7), the RW (with δ = 0.7), the PGWAR and the DCC was 0.945, 0.566, 0.947 and 0.839, illustrating that the UWAR and the PGWAR are the best performers, using this criterion. We then conclude here that overall the UWAR is the best performer, although the PGWAR also puts a strong performance. For the UWAR model, Figure 1 shows the absolute returns together with the out of sample predicted marginal volatilities (the diagonal elements of the predicted volatility matrixΣ t , conditioned upon information D t−1 sequentially for t = 1, . . . , N starting at 2 January 2002) and Figure 2 shows the out of sample predicted correlations. Figure 1 indicates the good out of sample forecasting performance of the volatility, while Figure 2 shows the dynamics of the correlation. Figure 3 shows the estimates of the diagonal elements of A = (A ij ) i,j=1,...,5 . We note that A 11 and A 55 indicate a structural change after 2008, which highlights the abrupt increase in the volatility at that period, being evident by the left panel of Figure 1 for CAD (relevant to A 11 ) and AUD (relevant to A 55 ). We also note that initially, the values of A ii are centered around one (A is the autocorrelation of the precision process {Φ t }). In Figure 3 , we see that the A ii 's gradually increase (the autocorrelations of the 
Empirical results

Concluding remarks
This paper develops a new methodology for multivariate volatility estimation. Assuming the volatility matrix to be positive definite, the core of the methodology commences by considering that the stochastic evolution of the precision of the volatility follows a Wishart autoregressive Appendix B: Proof of equation (13) Let x 
