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Abstract
Much recent attention has been devoted to
analyzing sentence representations learned by
neural encoders, through the paradigm of
“probing” tasks. This is often motivated by an
interest to understand the information a model
uses to make its decision. However, to what
extent is the information encoded in a sentence
representation actually used for the task which
the encoder is trained on? In this work, we
examine this probing paradigm through a case-
study in Natural Language Inference, showing
that models learn to encode linguistic proper-
ties even when not needed for a task. We iden-
tify that pre-trained word embeddings play a
considerable role in encoding these properties
rather than the training task itself, highlight-
ing the importance of careful controls when
designing probing experiments. Through a set
of controlled synthetic tasks, we demonstrate
models can encode these properties consider-
ably above chance-level even when distributed
as random noise, calling into question the inter-
pretation of absolute claims on probing tasks.1
1 Introduction
Neural models have achieved state-of-the-art per-
formance in a variety of NLP benchmarks (Kim,
2014; Seo et al., 2016; Parikh et al., 2016; Chen
et al., 2017; Lan and Xu, 2018; Devlin et al., 2019),
and recently there has been considerable commu-
nity effort to develop methods to analyze them.
This is motivated by an interest to not just have
models perform a task well, but also understand
the information used by models to perform it (Con-
neau et al., 2018). A popular approach is to as-
sociate the representations learned by the neural
network with linguistic properties of interest, and
examine the extent to which these properties can be
1Code and data available at https://
github.com/AbhilashaRavichander/
ProbingTaskRelevance.
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Figure 1: Illustration of a typical application of probing,
where representations from models trained on a task are
probed for relevant linguistic and semantic properties.
Proposed test conclusions are discussed in Section 4.
recovered from the representation (Adi et al., 2017).
This paradigm has alternatively been called prob-
ing (Conneau et al., 2018), auxilliary prediction
tasks (Adi et al., 2017) and diagnostic classifica-
tion (Veldhoen et al., 2016; Hupkes et al., 2018).
As described in (Conneau et al., 2018), one pri-
mary goal of the probing paradigm is “to pinpoint
the information a model is relying upon” to do a
task. Let us examine a typical application as il-
lustrated in Figure 1, through the case of Natural
Language Inference (NLI). In their formative work,
Conneau et al. (2018) train three sentence-encoder
models on a NLI dataset (MultiNLI; Williams et al.
(2017)). The weights for the encoders are frozen,
and the encoders are then used to form sentence
representations for an auxiliary task such as pre-
dicting the tense of the verb in the main clause of
the sentence. A classifier, which we refer to hence-
forth as the probing classifier, is trained to predict
this property based on the constructed representa-
tion. If the probing classifier demonstrates high
accuracy, the property is considered to be encoded
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in the representation and assumed to play a role
in the task decision. Many insightful studies have
assumed this conventional wisdom, that if a learned
representation encodes a particular relevant linguis-
tic feature (demonstrated through a probing task),
the model leverages this information to perform the
task (Shi et al., 2016; Belinkov et al., 2017a; Con-
neau et al., 2018; Hupkes et al., 2018; Giulianelli
et al., 2018; Kim et al., 2019; Alt et al., 2020).
In this work, we re-examine this connection be-
tween the linguistic information encoded in a rep-
resentation, and the information a model requires
for a task. We do this by establishing careful con-
trol versions of the task which are invariant to the
linguistic property being probed. Broadly, our re-
search findings can be summarized as follows:
• We show that under the current framework of
probing sentence representations to determine
whether particular linguistic knowledge is re-
quired to perform a task, sentence representa-
tions can exhibit similar probing accuracy for
the linguistic property whether it is actually
needed for the task or not (§4.1).
• Could pre-trained word embeddings be the
reason for this phenomenon? We demonstrate
that initializing models with pre-trained word
embeddings does play a considerable role in
encoding some linguistic properties in sen-
tence representations. We speculate that prob-
ing experiments with pre-trained word em-
beddings conflate two tasks – training word
embeddings and the task of interest (§4.2).
• However, when carefully controlled for task
interaction, we demonstrate that models still
encode linguistic properties even when not
actually required for a task. This poses a chal-
lenge to how conclusions about the link be-
tween linguistic properties and tasks should
be interpreted (Conneau et al., 2018) (§4.3).
• Through a set of control synthetic tasks, we
highlight issues with interpreting the results
of probing in the context of task requirements.
In this controlled setting, we explore whether
adversarial learning can determine if a linguis-
tic property is needed for a task as a potential
alternative to the probing paradigm (§5).
• We discuss several considerations when inter-
preting the results of probing experiments and
highlight avenues for future research needed
in this important area of understanding mod-
els, tasks and datasets (§6).
2 Background and Related Work
Progress in Natural Language Understanding
(NLU) has been driven by a history of defining
tasks and corresponding benchmarks for the com-
munity (Marcus et al., 1993; Dagan et al., 2006;
Rajpurkar et al., 2016). These tasks are often tied
to specific practical applications, or to develop
models demonstrating competencies that transfer
across applications. The corresponding benchmark
datasets are utilized as proxies for the tasks them-
selves. How can we estimate their quality as prox-
ies? While annotation artifacts are one facet that af-
fects proxy-quality (Gururangan et al., 2018; Poliak
et al., 2018; Kaushik and Lipton, 2018; Naik et al.,
2018; Glockner et al., 2018), a dataset might simply
not have coverage across competencies required for
a task. Additionally, it might consist of alternate
“explanations”, features correlated with the task la-
bel in the dataset while not being task-relevant, that
models can exploit to give the impression of good
performance at the task itself.
Two analysis methods have emerged to address
this limitation: 1) Diagnostic examples, where a
small number of samples in a test set are annotated
with linguistic phenomena of interest, and task ac-
curacy is reported on these samples (Williams et al.,
2017). However, it is difficult to determine if mod-
els perform well on diagnostic examples because
they actually learn the linguistic competency re-
quired, or if they exploit spurious correlations in
the data (McCoy et al., 2019; Gururangan et al.,
2018; Poliak et al., 2018). 2) External challenge
tests (Naik et al., 2018; Glockner et al., 2018; Is-
abelle et al., 2017; McCoy et al., 2019; Ravichan-
der et al., 2019), where examples are constructed,
either through automatic methods or by experts,
which demonstrate a specific phenomenon in isola-
tion. However, it is challenging and expensive to
build these evaluations, and non-trivial to isolate
phenomena (Liu et al., 2019b).
Thus, probing or diagnostic classification
presents an exciting alternative wherein the sen-
tence representations can directly be probed for lin-
guistic properties of interest (Ettinger et al., 2016;
Adi et al., 2017; Tenney et al., 2019; Hewitt and
Manning, 2019; Warstadt et al., 2019; Zhang and
Bowman, 2018), which can give insight into the
competencies a model uses to do a task. There has
been a variety of such work to test hypotheses about
the mechanisms models use to perform tasks. (Shi
et al., 2016) examine whether the source side in a
encoder-decoder model learns syntax when trained
for machine translation. Conneau et al. (2018) use
probing to compare representations formed by a
variety of training tasks including machine trans-
lation and NLI, and examine the correlation be-
tween linguistic properties and these downstream
tasks to identify competencies needed for each task.
Hupkes et al. (2018) discuss ‘diagnostic classifi-
cation’, in which an additional classifier is trained
to extract information from a sequence of hidden
representations in a neural network. If the clas-
sifier achieves high accuracy, it is concluded that
the network is keeping track of the hypothesized
information. Giulianelli et al. (2018) use diagnos-
tic classifiers to predict number from the internal
states of a language model. Kim et al. (2019) study
what different NLP tasks teach neural models about
function word comprehension. Alt et al. (2020) an-
alyze learned representations for relation extraction
(RE), through a set of 14 probing tasks for linguis-
tic properties relevant to RE.
Closest to our work is that of Zhang and Bow-
man (2018) and Hewitt and Liang (2019), which
study the role of training data and lexical memoriza-
tion in probing experiments. However, they both
examine expressivity – of the neural model itself
(Zhang and Bowman, 2018), and of the probing
classifier (Hewitt and Liang, 2019). While there
has been much debate in the community on classi-
fier complexity and the settings that are appropriate
for probing (Alain and Bengio, 2016; Hewitt and
Liang, 2019; Liu et al., 2019a; Conneau et al., 2018;
Belinkov et al., 2017b; Qian et al., 2016; Voita and
Titov, 2020), it is far from the only concern when
interpreting the results of a probing experiment.
Our work demonstrates that relying on diagnos-
tic classifiers to interpret model reasoning for a
task suffers from a fundamental limitation: prop-
erties may be incidentally encoded even when not
required for a task.
3 Methodology
In this section we describe how to construct control
datasets, such that a particular linguistic feature is
not required in making task judgements. While our
motivating example of a task is natural language
inference, we expect that control datasets can be
constructed for most text classification tasks, which
Linguistic Control Property # Train # Test
MultiNLI - 392,702 20,000
Tense Past 69,652 1678
Subject Number Singular 102,452 2584
Object Number Singular 43,178 1060
Table 1: Statistics of control datasets partitioned by lin-
guistic property.
usually have a small finite label space. Control
datasets are based on the intuition that a linguistic
feature is not informative for a model to discrim-
inate between classes, if the linguistic feature is
constant across classes. Probabilistically, let us
consider the task label T and linguistic property
L. When every example in the control dataset has
the same value of the property, the task label and
the linguistic property are probabilistically inde-
pendent i.e P (T | L) = P (T ).
Thus, to construct control datasets, we pin down
and hold constant the relevant property by fix-
ing its value across the whole dataset. Consid-
ering datasets as proxies for tasks, in these control
datasets the task decision no longer depends on the
value of the control property. In practice, control
datasets are constructed from existing large-scale
datasets for a task, by partitioning them on the
value of a linguistic property.2 They are designed
with the following considerations:
1. The linguistic property of interest is auxiliary
to the main task and a function of the input,
but not of the task decision.
2. Every sample in the training and test sets has
the same fixed value of the linguistic property.
3. The training set is large in order to train
parameter-rich neural classifiers for the task.
We next describe our main task, our three aux-
iliary prediction tasks and the procedures to con-
struct controlled datasets for each auxiliary predic-
tion task.
Main Task : In this work, we study the Natu-
ral Language Inference training task from Con-
neau et al. (2018) as the main task for training
sentence encoders. Natural Language Inference
(NLI) is a benchmark task for research on natu-
ral language understanding (Cooper et al., 1996;
Fyodorov; Glickman et al., 2005; Haghighi et al.,
2 All the probing tasks considered in this work require
single sentence embeddings as input, and map them to binary
labels {0, 1}.
Tense SubjNum ObjNum
Dev-ST Probing Dev-SS Probing Dev-SO Probing
Majority 37.90 50.00 36.88 50.0 39.52 50.0
CBOW-DS 57.57 82.36 58.4 76.55 55.85 75.49
CBOW-PT 60.31 82.2 58.2 75.69 59.15 74.38
BiLSTM-Av-DS 63.53 82.93 64.24 79.53 66.23 76.11
BiLSTM-Av-PT 65.08 82.79 66.76 78.81 67.08 75.48
BiLSTM-Max-DS 63.35 81.14 65.91 78.56 65.94 74.79
BiLSTM-Max-PT 64.6 81.04 66.87 79.51 66.98 72.44
BiLSTM-Last-DS 61.08 80.43 64.2 81.52 62.26 72.65
BiLSTM-Last-PT 63.89 78.44 66.18 78.9 66.04 72.82
Table 2: Performance comparisons of task-specific and downsampled models. Dev-ST is MultiNLI development
set controlled for tense, DEV-SS is MultiNLI development set controlled for subject number, Dev-SO is MultiNLI
development set controlled for object number. PT is model trained on data partitioned by linguistic property. DS
is models trained on downsampled data from MultiNLI to match the number of instances in PT.
2005; Harabagiu and Hickl, 2006; Romano et al.,
2006; Dagan et al., 2006; Giampiccolo et al., 2007;
Zanzotto et al., 2006; Malakasiotis and Androut-
sopoulos, 2007; MacCartney, 2009; DeMarneffe
et al., 2009; Dagan et al., 2010; Angeli and Man-
ning, 2014; Marelli et al., 2014). Broadly, the goal
of the task is to train models to decide if a given
hypothesis can be inferred from a premise in a jus-
tifiable manner. Typically, this is framed as the 3-
way decision of whether a hypothesis is true given
the premise (entailment), false given the premise
(contradiction), or whether the truth value of the
hypothesis cannot be determined (neutral). We use
MultiNLI (Williams et al., 2017), a broad-coverage
NLI dataset, to train sentence encoders.
Auxiliary Tasks : We consider three tasks that
probe sentence representations for semantic infor-
mation from Conneau et al. (2018), which “require
some understanding of what the sentence denotes”.
All three probing datasets do not have lexical items
occurring across the train/dev/test split for the tar-
get, controlling for the effect of memorizing word
types associated with target categories (Hewitt and
Liang, 2019). The tasks considered in this study
are:
1. TENSE: Categorize sentences based on the
tense of the main verb.
2. SUBJECT NUMBER: Categorize sentences
based on the number of the subject of the main
clause.
3. OBJECT NUMBER: Categorize sentences
based on number of the direct object of the
main clause.
Control: For each auxiliary task, we partition
MultiNLI such that premise and hypothesis agree
on a single value of the linguistic property. For ex-
ample, for the auxiliary task TENSE, sentences with
VBP/VBZ/VBG forms are labeled as present and
VBD/VBN as past tense.3 Subsequently, premise-
hypothesis pairs where the main verbs in both are
in past tense are extracted from train/dev sets to
form the control datasets for tense.4
This procedure results in three control
datasets/tasks- MultiNLI-PastTense, MultiNLI-
SingularSubject and MultiNLI-SingularObject.
For all three auxiliary tasks, we form control
datasets by setting the value of the linguistic
property to the one that results in the maximum
number of training instances on partitioning. This
is obtained by fixing past tense, singular subject
number and singular object number. Descriptive
statistics for each dataset can be found in Table 1.
Models: A wide variety of sentence-encoder
architectures exist for NLI. In this work we
utilize CBOW and BiLSTM-based (Hochreiter
and Schmidhuber, 1997) architectures as they are
used for NLI (Williams et al., 2017), and have
3These heuristics are specific to English, as is MultiNLI.
We use the Stanford Parser, for constituency, POS and depen-
dency parsing (Manning et al., 2014).
4This procedure replicates the original SentEval probing
labels (Conneau et al., 2018) with 89.37% accuracy on tense,
87.77% accuracy on subject number and 88.19% accuracy on
object number.
been probed for encoded linguistic properties
(Conneau et al., 2017). This allows for more direct
comparisons.
• Majority: A simple baseline that predicts the
majority class for each dataset.
• CBOW: A Continuous Bag-Of-Words Model
(CBOW) where the sentence representation is
the sum of word embeddings of its constituent
words.
• BiLSTM-Last/Avg/Max: For a sequence of
N words in a sentence s = w1...wn, the BiL-
STM computes N vectors extracted from its
hidden states ~h1, ...,~hn. We produce fixed-
length vector representations in three ways:
by selecting the last hidden state hn (BiLSTM-
Last), by averaging the produced hidden states
(BiLSTM-Avg) or by selecting the maximum
value for each dimension in the hidden units
(BiLSTM-Max).
All models produce separate vector representa-
tions for the premise and hypothesis. They are
concatenated with their element-wise product and
difference (Mou et al., 2016), passed to a tanh layer
and then to a 3-way softmax classifier. Models are
initialized with 300D gloVe embeddings (Penning-
ton et al., 2014) unless specified otherwise, and
implemented in Dynet (Neubig et al., 2017).
4 Probing the Probing Paradigm
4.1 Probing with Linguistic Controls
As a first step, we ask the question: what does accu-
racy of the probing classifier actually tell us about
the training task? We construct multiple versions of
the task (both training and development sets) where
the entailment decision is independent of the given
linguistic property , through careful partitioning as
described in §3. To control for the effect of training
data size, we downsample MultiNLI training data
to match the number of samples in each partitioned
version of the task. These results are in Table 2.
Strikingly, we observe that even when models
are trained on tasks which do not require the lin-
guistic property at all for the main task, probing
classifiers still exhibit high accuracy (sometimes
up to 85%). Probing data is split lexically by tar-
get across partitions, and thus lexical memoriza-
tion (Hewitt and Liang, 2019) cannot explain why
these properties are encoded in the sentence repre-
sentations. Across models, on the version of the
task where a particular linguistic property is not
needed, classifiers trained on data which does not
require that property perform comparably to classi-
fiers trained on MultiNLI training data (DS vs PT
models, on Dev-ST, Dev-SS and Dev-SO).
4.2 Effect of Word Embeddings
One potential explanation can lie in our definition
of a “task”. Previous work directly probes models
trained for a given task such as Machine Translation
or NLI. However, when models are initialized with
pre-trained word embeddings, the conflated results
of two tasks are being probed, one being the main
task of interest, and the other being the task used
to train the word embeddings.5
To study this, we compare models initialized
with pre-trained word embeddings (Pennington
et al., 2014) and then trained for the main task,
to models initialized with random word embed-
dings but which are updated during the main task.
These results are presented in Table. 3. We observe
that probing accuracies drop across linguistic prop-
erties in this setting, indicating that models with
randomly initialized embeddings generate represen-
tations that contain less linguistic information than
the models with pretrained embeddings. This result
calls into question how to interpret the contribution
of the main task to the encoding of a linguistic
property, when the representation has already been
initialized with pre-trained word embeddings. The
word embeddings could themselves encode a signif-
icant amount of linguistic information, or the main
task might contribute to encoding information in a
way already largely captured by word embeddings.
4.3 How do models encode linguistic
properties?
When we isolate the effect of the main task with
randomly initialized word embeddings, are prop-
erties not required for the main task still being
encoded? To study this, we revisit our linguistic
control tasks but train all models with randomly
initialized word embeddings. We also train com-
parable models on MultiNLI training data. These
results can be found in Table 4. We observe that
even in the setting with randomly initialized word
embeddings, these properties are still encoded to a
large extent in the control versions of their task.
5To some extent, this effect can be measured by using
random encoders (Wieting and Kiela, 2019). However, this
method fails to isolate the main task.
Tense SubjNum ObjNum
Dev Probing Dev Probing Dev Probing
Majority 36.50 50.0 36.50 50.0 36.50 50.0
CBOW-Word 62.21 83.74 62.1 76.91 61.93 75.4
CBOW-Rand 56.98 60.14 56.27 67.01 56.82 64.71
BiLSTM-Av-Word 70.05 82.48 70.67 76.53 69.82 72.29
BiLSTM-Av-Rand 63.33 61.4 64.0 67.68 63.71 63.87
BiLSTM-Max-Word 68.67 78.34 69.19 73.96 69.12 68.53
BiLSTM-Max-Rand 62.78 62.89 63.29 69.51 63.28 62.84
BiLSTM-Last-Word 68.32 74.61 69.04 71.82 68.82 69.27
BiLSTM-Last-Rand 62.14 62.96 61.88 67.45 62.29 61.32
Table 3: Performance comparisons of models initialized with pretrained word embeddings (Word) and models
randomly initialized but updated during task-specific raining (Rand). Probing accuracies decrease sharply when
you initialize with random word embeddings.
Tense SubjNum ObjNum
Dev-PT Probing Dev-SS Probing Dev-SO Probing
Majority 37.90 50.0 36.88 50.0 39.52 50.0
CBOW-Rand-DS 49.88 61.33 51.04 67.32 49.25 63.63
CBOW-Rand-PT 53.28 61.37 50.97 67.02 52.45 63.84
BiLSTM-Av-Rand-DS 57.21 63.75 60.76 68.5 59.53 63.89
BiLSTM-Av-Rand-PT 60.91 63.07 61.18 69.12 60.57 63.77
BiLSTM-Max-Rand-DS 59.18 61.05 61.8 70.32 60.57 64.68
BiLSTM-Max-Rand-PT 60.55 61.53 63.78 70.6 63.49 64.26
BiLSTM-Last-Rand-DS 56.73 63.88 58.82 69.09 56.79 63.86
BiLSTM-Last-Rand-PT 57.39 62.88 61.88 68.8 60.75 61.96
Table 4: Performance comparisons of task-specific and downsampled models initialized with pre-trained word
embeddings.
5 Is a linguistic competence needed for a
task?
Thus far we have demonstrated that models en-
code properties incidentally, even if they are not
required for the main task. Thus, probing accuracy
cannot be considered indicative of competencies
any given model relies on. What circumstances
could lead to models encoding properties inciden-
tally? Can we determine when a linguistic property
is not needed by a model for a task? To shed light
on these questions, we build carefully controlled
synthetic tests, each capturing a kind of noise that
could arise in datasets. We additionally present
an initial exploration of an adversarial framework
to suppress this noise, as a potential approach to
identifying linguistic properties that are encoded
incidentally.
5.1 Task
We consider a task where the Premise P and Hy-
pothesis H are strings from S = {(a|b)(a|b|c)∗} of
maximum length 30, and the hypothesis H is said
to be entailed by the premise P if they begin with
the same letter a or b.6 Consider some example
strings and entailment decisions in this task,
(a, ab)→ Entailed (a, ba)→ Not Entailed
(b, ba)→ Entailed (b, ab)→ Not Entailed
(b, bc)→ Entailed (b, acb)→ Not Entailed
Now, let us consider an auxiliary task of
predicting whether a given sentence contains the
character c from a representation, analogous to
6A task with a similar objective was used by Belinkov et al.
(2019) to demonstrate unlearning bias in datasets. The task is
equivalent to XOR, which is learnable by an MLP.
Dataset # Train # Dev # Test
NOISE 20000 5000 5000
UNCORRELATED 20000 5000 5000
PARTIAL 20000 5000 5000
FULL 20000 5000 5000
ATTACKER 23732 5000 5000
Table 5: Number of train/dev/test examples in con-
structed synthetic datasets.
probing for a property not required for the main
task. To do so, we sample premise and hypothesis
from a set of strings S′ = (a|b)∗ of maximum
length 30, and simulate four kinds of correlations
that could occur in the dataset, by inserting c at a
random position within the string which is not the
first character:
1. NOISE : The linguistic property could be dis-
tributed as noise in the training data. To sim-
ulate this, we insert c into 50% of randomly
sampled premise and hypothesis strings.
2. UNCORRELATED : The linguistic property
could be unrelated to the main task decision,
but correlated to some other property within
the dataset. To simulate this, we insert c to
premise strings that begin with a.
3. PARTIAL: The linguistic property could pro-
vide a partial explanation for the main task de-
cision. To simulate this, we insert c to premise
and hypothesis strings beginning with a.7
4. FULL: The linguistic property provides a com-
plete alternate explanation for the main task
decision. We insert c to premise and hypothe-
sis strings whenever the hypothesis is entailed.
Descriptive statistics of all four constructions are
presented in Table 5.
5.2 Adversarial Learning Setup
We follow the adversarial learning framework il-
lustrated in Figure. 4. In this setup, we have
premise-hypothesis pairs 〈p1, h1〉...〈pn, hn〉 and
entailment labels y1...yn, as well as labels for lin-
guistic properties in each premise–hypothesis pair
〈zp,1, zh,1〉...〈zp,n, zh,n〉. We would like to train
sentence encoders f(pi, θ) and f(hi, θ) and a classifi-
cation layer gθ such that yi = gθ (f(pi, θ), f(hi, θ)),
7Models can use either the presence of c, or the first char-
acter of the strings being a to make their prediction, but they
must use whether the first character of the strings is b.
P H P H
fp,𝛩 fh,𝛩
g𝛩 g𝛩
fp,𝛩 fh,𝛩
g p,φ g h,φ
y yy’p y’h
Figure 2: Baseline
P H P H
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g p,φ g h,φ
y yy’p y’h
Figure 3: Adversarial removal.
Figure 4: Illustration of (1) The baseline NLI task ar-
chitecture, and (2) Adversarial removal of linguistic
properties from the representations. Arrows represent
direction of propagation of inputs in the forward pass
and gradients in backpropagation. Blue and orange ar-
rows correspond to the gradient being preserved and
reversed respectively.
in a way that does not use 〈zp,i, zh,i〉. We do this
by incorporating an adversarial classification layer
gφ such that 〈zp,i, zh,i〉 = 〈gφ(f(pi, θ)), gφ(f(hi, θ)〉
(Goodfellow et al., 2014; Ganin and Lempitsky,
2015). Following Elazar and Goldberg (2018), we
also have an external ‘attacker’ classifier φ′ to pre-
dict zp,i and zh,i from the learned sentence repre-
sentation.8
Thus, during training the adversarial classifier
is trained to predict z from the sentence represen-
tations fθ(pi, hi), and the sentence encoder f is
trained to make the adversarial classifier unsuccess-
ful at doing so. This is operationalized through the
following training objectives optimized jointly:
argmin
φ
L(gφ(f(pi, θ), zp,i))
+ L(gφ(f(hi, θ), zh,i)) (1)
8We train the attacker on a held-out dataset with the lin-
guistic property distributed as random noise (Table 5). We
also ensure all examples in the attacker data are unseen in the
main task, to prevent data leakage.
Noise Uncorrelated Partial Full
Dev Adv. Attack. Dev Adv. Attack. Dev Adv. Attack. Dev Adv. Attack.
Majority 50.4 51.2 50.2 50.94 74.31 50.2 50.62 99.82 50.2 55.34 55.34 50.2
λ=0.0 100.0 - 90.3 100.0 - 93.6 100.0 - 91.08 100.0 - 100.0
λ=0.5 100.0 47.81 95.3 100.0 70.36 62.26 100.0 99.31 80.48 100.0 51.23 93.42
λ=1.0 100.0 49.43 94.5 100.0 71.28 74.1 100.0 99.79 68.8 100.0 52.37 92.58
λ=1.5 100.0 42.7 100.0 100.0 71.54 99.1 97.98 99.79 82.32 100.0 49.8 97.58
λ=2.0 100.0 46.19 99.36 100.0 70.62 99.98 100.0 94.83 91.12 100.0 40.94 94.64
λ=3.0 100.0 46.98 94.64 100.0 70.92 99.8 99.26 99.19 79.66 100.0 53.08 87.0
λ=5.0 99.98 38.87 96.92 99.94 71.0 86.6 100.0 98.73 100.0 100.0 51.32 98.74
Table 6: Adversarial performance on synthetic tasks: noise, uncorrelated, partial, full. Dev is accuracy of model
on task, Adv. is accuracy of the adversarial classifier, Atttack. is accuracy of attacker classifier on held-out data.
argmin
f,θ
L(gθ(fθ(pi, hi)), yi)− (L
(gφ(f(pi, θ), zp,i) + L(gφ(f(hi, θ), zh,i))) (2)
where L is cross-entropy loss. The optimization is
implemented through a Gradient Reversal Layer
(Ganin and Lempitsky, 2015) gλ which is placed
between the sentence encoder and the adversarial
classifier. It acts as an identity function in the for-
ward pass, but during backpropogation scales the
gradients by a factor −λ 9, resulting in the objec-
tive:
argmin
f,θ
L(gθ(fθ(pi, hi)), yi)+L(gφ(gλ(f(pi, θ)))
, zp,i) + L(gφ(gλ(f(hi, θ))), zh,i) (3)
Implementation details : We implemented the
adversarial model using the Dynet framework (Neu-
big et al., 2017), with a BiLSTM architecture of hid-
den dimension 200 units. Fixed length vector rep-
resentations are constructed using the last hidden
state and the model is trained for upto 10 epochs
using early stopping. The attacker classifier is a
1-layer MLP with hidden dimension size of 200
units.
5.3 Results
Table 6 reports the performance of the adversarial
and attacker classifiers on the four test sets. To
start with, we observe that in the case when λ = 0
(no adversarial suppression), we are able to train
a classifier to predict the presence of c at a near-
perfect level of accuracy in all four cases. This is
notable, considering that even when the property is
9λ controls the extent to which we try to suppress the
property.
distributed as random noise (NOISE) uncorrelated
with the actual task, the model encodes it. This
simple synthetic task suggests that models learn
to encode linguistic properties incidentally, calling
into question how we interpret absolute claims on
probing tasks.
We next examine the results of the adversarial
learning classifier at suppressing the task-irrelevant
linguistic information. Our goal here is to exam-
ine whether an adversarial learning framework can
help a model learn to ignore this information while
still maintaining task performance. If the model
succeeds, it indicates that the model does not need
the particular linguistic property to perform the
task. We observe that even in the adversarial train-
ing framework, a considerable amount of informa-
tion about the property can be discovered by the
attacker. In the case of random noise, we do not
find any setting of adversary weight λ that man-
ages to suppress the attribute. This is consistent
with the findings of (Elazar and Goldberg, 2018),
wherein the attacker (which is the probing classi-
fier in our case) manages to extract the suppressed
information from the representation.
We would like to emphasize that the goal of the
synthetic tasks is to provide insight into sentence
encoding dynamics, and demonstrate that probing
classifiers are successful at extracting properties
that are incidental to the main task. It is problem-
atic that probing classifiers exhibit high accuracy
on task-irrelevant information, indicating that the
accuracy of probes cannot be relied upon as a mea-
sure of what the model actually relied upon to solve
a task. We explore further issues of representation
capacity, probing classifier expressivity as well as
strategies of strengthening the adversarial classi-
fier:
(a) Main Task and Attacker Accuracy as a function of capacity of sentence representation.
(b) Main Task and Attacker Accuracy as a function of capacity of adversarial classifier for λ = 0.0 and λ = 1.0.
(c) Main Task and Attacker Accuracy as a function of capacity of probing classifier for λ = 0.0 and λ = 1.0.
Figure 5: Task and probing performance of BiLSTM-Last on Noise, Uncorrelated, Partial and Full synthetic
datasets
Representation size : Does the dimensionality
of the sentence representation affect it’s propensity
to encode task-specific linguistic information, with-
out encoding task-irrelevant linguistic information?
We hypothesize that models with lower capacity
might tend to encode task-specific information at
the expense of other linguistic properties. To ex-
amine this, we train the BiLSTM architecture with
hidden dimensions 10, 50, 100, 200, 300 and 600
units, and train a attacker classifier as shown in
Figure 5a. We observe that while task accuracy
remains consistent across choice of dimension, the
attacker accuracy does decrease for models with
lower capacity across categories. This suggests that
the capacity of the representation may play a role
in which information it encodes.
Adversarial classifier capacity : Does the ca-
pacity of the adversarial classifier influence the
model’s ability to suppress information about task?
We hypothesize that a more powerful adversarial
classifier might be more effective at suppressing
task-irrelevant information. To examine this, we
hold the attacker classifier constant and experiment
with an adversarial classifier with 1-layer and 2-
layer MLP probes and dimensions 100, 200, 1000,
5000 and 10000 units. These results are reported in
Figure 5b. We observe that varying the capacity of
the adversarial classifier can decrease the attacker
accuracy, though the choice of capacity depends on
the setup used.
Probing classifier capacity : Does adversarial
suppression depend on choice of the probing clas-
sifier? We examine if adversarial suppression can
decrease the ease with which task-irrelevant infor-
mation can be extracted from the representation.
To examine this, we experiment with probing clas-
sifiers utilizing 1-layer and 2-layer MLP’s of di-
mensions {10, 50, 100, 200, 1000}. These results
are shown in Figure 5c. We find a nuanced picture:
adversarial suppression does seem to reduce the
ease of extraction of information when the linguis-
tic property is encoded as random noise, but not in
any other distribution of the property.
Considerations : 1) In the synthetic tests, the
main task function is learnable by a neural net-
work. However, in practice for most NLP datasets
this might not be true, making it difficult for mod-
els to reach comparable task performance while
suppressing correlated linguistic properties, 2) In-
formation might be encoded, but not recoverable
by the choice of probing classifier. Additionally,
a more expressive adversarial classifier can ‘hide’
information from the probing classifier (Elazar and
Goldberg, 2018)10, 3) If comparable task accuracy
can’t be reached, one cannot conclude a property
isn’t relevant.11
6 Discussion
We briefly discuss our findings, with the goal
of providing considerations for deciding which
inferences can be drawn from a probing study, and
highlighting avenues for future research.
Linguistic properties can be incidentally en-
coded: Probing only indicates that some property
correlated with a linguistic property of interest is
encoded in the sentence representation – but we
speculate that it cannot isolate what that property
might be, whether the correlation is meaningful,
or how many such properties exist. As we see
through our controlled synthetic tests, even if
a particular property is not needed for a task,
a probing classifier can achieve high accuracy.
Thus, probing cannot determine if the property
is actually needed to do a task, and should not
be used to “pinpoint the information a model is
relying upon” (Conneau et al., 2018). A negative
result here can be more meaningful than a positive
one. Adversarially suppressing the property may
help determine if an alternate explanation is readily
available to the model, with an appropriate choice
of probing classifier. In this case, if the model
maintains task accuracy while suppressing the
information, we can decide the property is not
needed by the model for the task, but its failure to
do so is not indicative of property importance.
Careful controls and baselines: We emphasize
the need for work on probing to establish careful
controls and baselines when reporting experimen-
tal results. When probing accuracy for a linguistic
competence is high, we speculate it may not be
directly attributable to the training task. In this
work, we identify two confounds: incidental
encoding and interaction between training tasks.
We leave it to future work to determine causes of
10All claims related to probing task accuracy, as in most
prior work, are with respect to the probing classifier used.
11This could be because the main task might be more com-
plex to learn or unlearnable, or multiple alternate confounds
could be present in data which are not representative of the
decision-making needed for the main task, for example.
incidental encoding, and identify further baselines
and controls that allow reliable conclusions to be
drawn from probing studies.
Lack of gold-standard data of task require-
ments: While prior work has discussed the
different linguistic competencies that might be
needed for a task based on the results of probing
studies, these claims are inherently hard to reliably
quantify given that the exact linguistic compe-
tencies, as well as the extent to which they are
required, is difficult to isolate for most real-world
datasets. We advocate for the use of controlled
test cases (such as those in §5.1) to act as basic
sanity checks for these claims based on diagnostic
classification, and to provide insight into encoding
dynamics in sentence representations.
Datasets are proxies for tasks, and proxies are
imperfect reflections: Finally, we speculate that
while datasets are used as proxies for tasks, they
might not reflect the full complexity of the task.
Aside from having dataset-specific idiosyncrasies
in the form of unwanted biases and correlations,
they might also not require the full range of compe-
tencies that we expect models to need to succeed on
the task. Future work would need to move beyond
the probing paradigm to carefully identify what the
competencies reflected in any dataset are, and how
representative they are of overall task requirements.
What probes are good for: We would like to em-
phasize that this work only reflects on the implica-
tions of probing as a tool for gaining insight into
what information models use to do a task. How-
ever, when sentence representations are used sub-
sequently downstream, probing can give insight
into what information is encoded in the model (irre-
spective of how that encoding came to be). Future
directions would include exploring the connection
between information encoded in the representation
and whether models successfully learn to use them
in downstream tasks.
7 Conclusion
The probing paradigm has evinced considerable in-
terest as a useful tool for model interpretability, to
provide insights into what information models rely
on to do tasks, and requirements for tasks them-
selves. In this work we identify several considera-
tions when probing sentence representations, most
strikingly that linguistic properties can be inciden-
tally encoded even when not needed for a main task.
This line of questioning highlights several fruitful
areas for future research: how to successfully iden-
tify the set of linguistic competencies necessary for
a dataset, and consequently how well any dataset
meets task requirements, how to reliably identify
the exact information models rely upon to make
predictions, and how to draw connections between
information encoded by a model and used by a
model downstream.
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