INTRODUCTION
The assessment of abnormal accumulation of tissue iron in the basal ganglia nuclei and in white matter (WM) plaques has become a research focus in many neurodegenerative diseases (15) , such as multiple sclerosis (MS) (24) and Parkinson's disease (10) . While a decade ago tissue mineralization was detected in vivo only based on qualitative signal abnormalities on T 1 -and T 2 -weighted images (5, 6) , more quantitative techniques such as MRI relaxometry (1, 19, 33, 52, 53 ) and magnetic field measurements (2, 12, 14, 26, 37, 47, 48, 52, 54) have recently emerged. Applying these techniques in group comparison studies with normal controls may potentially reveal even very subtle tissue abnormalities and promises to provide a deeper understanding of the underlying tissue pathology.
Among the quantitative techniques, phase imaging has received much interest due to its theoretically high sensitivity to even small amounts of iron. The non-local phase behavior of the complex-valued gradient echo (GRE) MR signal reflects the perturbation of the homogeneous main magnetic field due to the inhomogeneous distribution of magnetic susceptibility in the tissue and, consequently, represents an indirect measure of the tissue magnetic properties (34) . The tissue magnetic susceptibility is supposedly proportional to the iron concentration of the tissue, and therefore a promising biomarker for abnormal iron accumulation (23) .
Unfortunately, though, the relation between the magnetic susceptibility distribution and the phase is non-local, meaning that the local contrast on phase images does not directly reflect the underlying tissue anatomy in general. For example, the susceptibility distribution of the iron-laden globus pallidus (GP) also affects the phase signal in adjacent regions, such as the putamen (42, 46) . A similar effect has also recently been demonstrated in the thalamus (Tha) (4) . Furthermore, background field effects often completely dwarf the actual field effects of interest. A very recent deconvolution-based post-processing technique, also referred to as quantitative susceptibility mapping (QSM) (28, 42, 45, 49) , allows overcoming the non-local nature of the phase, revealing the underlying susceptibility distribution. Applying this technique, Langkammer et al. (23) have recently confirmed the linearity of the bulk tissue magnetic susceptibility of deep gray matter (GM) and the tissue iron concentration post mortem.
However, since QSM is still in a research stage with currently limited robustness and availability, many researchers prefer analyzing high-pass filtered phase images instead of quantitative susceptibility maps. High-pass filtering diminishes non-local contributions (particularly low spatial frequency background effects) in phase images and has been shown to provide reasonable correlation with the underlying susceptibility distribution (42) and, thus, iron concentration (21) . It is also associated with clinical outcomes in patients with MS (17) .
However, the interpretation of high-pass filtered phase images requires caution: first, even the filtered phase images still depend by their very nature in a non-local way on the underlying tissue properties. Second, and even more important for the interpretation of group differences, the high-pass filter itself may introduce image artifacts that directly depend on the underlying tissue anatomy (46) . For example, high-pass filtering of a larger, more or less homogeneous structure, such as the GP or the Tha, naturally results in a mean phase value inside that structure closer to zero (46, 54) . Consequently, group-comparison studies that, for example, aim to find subtle changes in iron concentration between normal controls and patients based on high-pass filtered phase may be seriously biased by anatomical differences between the two groups, like pathology-related brain atrophy. Thus, atrophyinduced shape and volume changes of GM regions induce changes in the high-pass filtered phase even when the actual voxel-wise tissue iron concentration remains perfectly constant. In practice, this effect may result in spurious group differences with respect to the measured iron concentration that are solely caused by atrophy.
Here we demonstrate using numerical models that GM atrophy, which is often concomitant with many neurodegenerative diseases, may result in phase shifts indicative of increased iron concentration even without any true change in the tissue iron concentration, and that these effects can be mitigated by applying QSM.
MATERIALS AND METHODS

NUMERICAL MODELS
We investigated the effect of volume changes in deep GM on the high-pass filtered phase and calculated magnetic susceptibility based on numerical models of isolated human Tha and GP. In particular, the Tha is a rather interesting structure as it is supposed to play a central role in MS (31) where it was reported to be the most atrophic deep GM region from the very early onset of disease (16, 18, 54) . Compared to using a realistic human whole brain model as in similar studies by, e.g., Schäfer et al. (39) or Grabner et al. (9) , the single-nuclei models employed in the present work allow an isolated analysis of volume-related artifacts by avoiding interference of additional non-local phase contributions from other brain structures or background fields (46) . In particular, when atrophy of other brain structures or of the whole brain is present additional phase changes may, naturally, occur. However, these additional contributions are beyond the scope of the present manuscript.
The numerical models of the two investigated nuclei were created by manually segmenting Tha and GP in both hemispheres of a 3D quantitative susceptibility map of a healthy human volunteer [data from Ref. (42) ; voxel size 0.6 × 0.6 × 0.6 mm 3 ] with freeview (FreeSurfer, Athinoula A. Martinos Center for Biomedical Imaging, Massachusetts General Hospital, Charlestown, MA, USA). To eliminate unrealistic discontinuities resulting from the slice-wise segmentation the created binary models (background tissue: zero, nucleus: one) were filtered with a 3D Gaussian kernel (spatial domain standard deviation = 1.8 mm) and subsequently again converted to binary models by thresholding the image intensity at 0.5. These models were then linearly interpolated (Freesurfer mri_convert) to volumes of 10 ml for Tha and 2 ml for GP at an in-plane resolution of 0.5 × 0.5 mm 2 , typical for SWI (11, (34) (35) (36) , followed, again, by thresholding the image intensities at 0.5 to eliminate partial volume effects. To avoid field simulation artifacts due to unrealistic sharp edges and staircase effects, the binary models were slightly blurred with a 3D Gaussian filter with 0.6 mm standard deviation. The resulting binary models were converted to susceptibility models by multiplying with 0.02 and 0.2 ppm (SI-units) for Tha and GP, respectively, mimicking the susceptibility difference of these nuclei with respect to surrounding WM (42) . The models were zero-padded to an in-plane matrix size of 512 × 512, which is typical for SWI acquisitions (11, 35, 36) . The magnetic field perturbation induced by these susceptibility models in a homogeneous main magnetic field (B 0 ) of 3 Tesla in z-direction was simulated by first fast-forward field computation (20, 22, 30, 38) and then converted to GRE phase at an echo time (TE) of 22 ms (phase wrapping neglected at this point) by multiplication with −γ · B 0 · TE (γ is the proton gyromagnetic ratio). Finally, for each nucleus progressively smaller phase models were created by spatially resampling the phase models (using Freesurfer's mri_convert) to volumes between 5 and 10 ml for the Tha and 0.5 and 2 ml for the GP (91 uniformly spaced volumes each). These ranges of volumes were taken from recent studies by Cherubini et al. (3) and Zivadinov et al. (54) on age-related atrophy. The resampling was performed on the phase models instead of on the susceptibility models to reduce contributions caused by unrealistic boundary effects in the simulated field for smaller nuclei. This processing order substantially reduced scatter of mean values measured in the nuclei (see Results and Discussion).
Magnitude signal models were created by resampling the susceptibility models analogously to the phase models, multiplying their voxel values with 10 6 and subtracting these models from a homogeneous image with intensity equal to one to mimic T * 2 decay related to magnetic susceptibility. This resulted in image intensities of 0.98 and 0.8 in the Tha and GP, respectively, and 1 outside of the nuclei. No noise was added because noise was assumed to be irrelevant for the subsequent analyses. Figure 1 illustrates the susceptibility and the phase models of the nuclei for both hemispheres.
HIGH-PASS FILTERING
To obtain high-pass homodyne-filtered phase images (32), complex-valued images were generated from the down-sampled magnitude and phase images and high-pass filtered by slice-wise multiplication with a two-dimensional Hanning window in the Fourier domain. Hanning filters with widths of 32 × 32 and 64 × 64 were applied; these filter widths are common for typical high-pass filtered phase images (11, 35) . Figure 2 illustrates the filtered phase models.
QUANTITATIVE SUSCEPTIBILITY MAPPING
To compare the results of the high-pass filtering experiment (High-Pass Filtering) to the more sophisticated QSM technique, thresholded k-space division (TKD) (45) was applied to all nonfiltered down-sampled phase images. TKD was chosen because this is the most simple inversion algorithm for QSM and, consequently, represents a worst-case QSM scenario. In short, TKD converts properly unwrapped and background corrected phase images to the source magnetic susceptibility distribution by dividing the Fourier spectrum of the phase image with the Fourier domain unit dipole response (45) . During this division noise amplification is moderated by thresholding small values in the unit dipole response (regularization).
To investigate the effect of regularization on the mean susceptibility values in the nuclei, the simulation was successively repeated with threshold values of 0.1, 0.2, and 0.3.
ANALYSIS
The mean of the voxel values was measured in the two differently filtered phase models, in the original field model (Figure 1 , bottom row) and in the susceptibility maps resulting from TKD using regions-of-interest (ROI; Figure 2) Figure 3 shows the relative mean phase change over the volume of the Tha (A) and GP (B). Table 1 lists corresponding fitting coefficients and statistical measures. The mean phase values of the original, non-filtered phase models was not significantly dependent on the volume (black circles; p ≥ 0.3). For the phase images filtered with a 64 × 64 window (blue circles and line; strong filtering), a significant increase of the relative change of mean phase values (mean phase becoming more negative) with decreasing nucleus volume (atrophy) was observed (p < 10 −5 ). For the phase images filtered with a 32 × 32 window (green circles and line; weak filtering), the opposite effect, i.e., a significant decrease Table 1 for details). Note that the susceptibility of the input model and, thus, the iron concentration was kept constant for all data points in this figure. of the relative change of mean phase values (mean phase becoming less negative) with decreasing nucleus volume was observed (p < 0.01). Table 1 also lists the absolute phase changes corresponding to the relative phase changes, i.e., the relative phase changes multiplied by the average mean phase in the largest nucleus. Note that the actual susceptibility and, consequently, the simulated iron concentration of the model was the same for all data points (so the true slope should be zero). The measured linear phase changes are, thus, solely due to the interaction between the size of a nucleus (volume) and the applied homodyne filter. Figure 4 presents a more detailed analysis of the filterinduced artifacts. Compared to the original Tha phase model (Figure 4A-left) , the phase distributions after filtering ( Figure 4A-middle/right) show a considerably altered phase distribution throughout the nucleus with a relatively flat phase value distribution in the center of the nucleus (normal straight arrows) and increased phase values close to the edges of the nucleus (dot-ended straight arrows). This effect may be explained by the high-pass filter property of the Hanning window that (with increasing filter window) suppresses subtle low-frequency field variations inside of large nuclei. In the GP (Figure 4C) , which is considerably smaller than the Tha, the filtering mostly induced an overall shift toward lower values but did not considerably affect the phase value distribution in the nucleus. These observations are also quantitatively confirmed by the profile-line analyses in Figures 4B,D , which demonstrate that the phase values inside the Tha in the 64 × 64 filtered image are almost zero at the center of the nucleus. Figure 5 shows, analogously to Figure 3 , the relative changes of the mean magnetic susceptibility as a function of volume for both Tha (A) and GP (B) that were calculated from the nonfiltered phase images. Table 2 lists corresponding fitting coefficients and statistical measures. Similar to the results obtained with high-pass filtered phase, correlations between the mean susceptibility values and the volume of the nuclei were significant for all regularization parameters (p < 0.01). However, relative changes of the measured susceptibility values were about one (32 × 32 window) to two (64 × 64 window) orders of magnitude smaller compared to the high-pass filtered phase (compare Tables 1, 2 or ordinate-ranges in Figures 3, 5) . Two exemplary susceptibility maps calculated with a TKD thresholding parameter of 0.1 are shown in Figure 5C . The susceptibility distributions were relatively homogeneous inside the nuclei, in agreement with the input susceptibility models (Figure 1) . The underestimation of the susceptibility values (same image contrast in Figures 1, 5C ) and the reconstruction artifacts outside of the nuclei are associated with the simple TKD inversion algorithm (43, 45, 49) . The phase and susceptibility values in Figures 3, 5 , respectively, scatter substantially around the regression lines. In the most extreme case (see the 32 × 32 filtered phase in the Tha in Figure 3A ) the volume change of the nucleus could only explain 4% (R 2 ; Table 1) of the variation. The scatter may be attributed to both interpolation effects due to the resampling of the models and the binarization of the ROIs. Due to the strong signal variations close to the surface of the nuclei (cf. Figure 4 ) the simulated phase values in these regions are particularly affected by partial volume effects. In addition, these effects inherently hamper the definition of the nucleus surface and, thus, the creation of binary ROIs. Since the creation of binary ROIs from the resampled magnitude models is a discrete process it is particularly prone to the small signal variations at the surface of the models due to interpolation effects. This also explains why substantially less scattering was observed for the susceptibility values. Mean value calculation in the susceptibility maps was generally less affected by the ROI definition because susceptibility maps were more homogeneous inside the nuclei ( Figure 5C the phase images. However, while the scatter emphasizes the need for exact and reproducible ROI definition in real-world scenarios, it does not introduce a bias to group comparison studies, compared to the observed linear changes of the mean values with volume.
RESULTS
DISCUSSION
It is well-known that high-pass filtering of phase images can introduce substantial artifacts that could erroneously be interpreted as varying susceptibility, such as ring-like structures in the vicinity of tissue interfaces (39) . Furthermore, the correlation between mean values of high-pass filtered phase and underlying mean susceptibility has been shown to substantially depend on the shape and orientation of structures with respect to the main magnetic field as well as on the chosen filter kernel (39, 42) . In this paper we demonstrated a direct consequence of the filter-related artifacts that has not been discussed so far and has implications for group comparison studies based on highpass filtered phase images. Based on numerical simulations we demonstrated that mean values of high pass filtered phase are influenced by volume changes mimicking atrophy. These dependencies alone, in the absence of any real iron changes, may result in apparent group differences in mean phase values solely due to anatomical differences between the groups (Figure 3) . This implies that different phase values may be measured even if the biophysical tissue composition, including the iron concentration, is the same.
Zivadinov et al. (54) recently reported substantial pathologic volume decreases of deep GM in patients with MS ( Table 4 in that publication; volumes converted to single hemisphere by dividing with 2): the average Tha volume was (7.65 ± 1.7) ml in normal controls compared to (6.45 ± 1.9) ml in secondary progressive (SP) MS patients ( V = −1.2 ml) and (1.8 ± 0.4) ml in the GP compared to (1.51 ± 0.5) ml in SP-MS ( V = −0.29 ml). Using the slopes in Table 1 , these volume changes explain a systematic bias of the mean high-pass filtered phase (64 × 64 window) toward more negative values of approximately 5.8% in Tha and 3.5% in GP ( V· slope relative ). Considering the average modelphase value ϕ corresponding to the normal controls' volume of Tha and GP of 6.7 · 10 −3 rad and 0.16 rad, respectively, the absolute phase changes ϕ due to atrophy are approximately 4 · 10 −4 rad and 6 · 10 −3 rad ( ϕ·slope absolute ). These values are small compared to the inter-subject variation of mean phase observed in recent studies, which were, depending on the region, in the range of 10 −2 to 10 −1 rad (14, 51) . It may, thus, be concluded that the phase changes due to the interaction of filtering and volume are small compared to intrinsic variations of the mean phase values in real-world scenarios and that the results of most group-comparison studies using high-pass filtered phase were most likely not biased by this effect. However, when studies are performed with large cohorts of several hundred subjects (17, 54 ) the effect may become significant. Assuming a mean volume difference of 0.27 ml in GP, as observed between normal controls and MS patients (40) (weighted average; right hemisphere; male subjects; Table 2 in that publication) the current work predicts a relative change of mean high-pass filtered (32 × 32) phase values of 0.22 ml −1 · 0.27 ml = 5.9 % ( Table 1) . Considering a mean filtered phase value in this region of (−0.0955 ± 0.029) rad in normal controls (51) yields an absolute phase change of −0.0057 rad, i.e., an effect size of d = 0.0057/0.029 = 0.196. A rudimentary power estimation reveals a chance of finding a significant group difference of, e.g., 10% with 24 subjects and 50% with 478 subjects per group [G * Power software (7, 8) ].
The strong linearity of the relation between phase and volume found in the present study (Figure 3 ) suggests that it may be possible to estimate the volume-related change of the filtered phase, ξ = (ϕ 1 − ϕ 2 )/ϕ 1 , based on the measured absolute volume change | V| = |V 1 -V 2 |: ξ ∼ s · | V|, where s is the nucleus-and filter-dependent slope in Table 1 and ϕ 1 and ϕ 2 are the mean phase values corresponding to the volumes V 1 and V 2 . Such estimation may improve interpreting phase changes in the presence of atrophy. For example, if the relative phase change ξ is substantially higher than predicted by the simulation, changes in tissue composition may potentially be present. However, the slope s depends on the shape of the nucleus and the particular post-processing, which is reflected by the different values in Table 1 . Consequently, the results presented in this study may only serve as rough estimates of the volume-related phase changes. In clinical studies, specific simulations may be required to rule out whether a detected volume change can fully explain the observed phase change between two groups. A general formula for estimating the filter-related bias would require different factors such as filter size, kernel geometry, and surface-to-volume ratio. Recently, novel phase correction methods were introduced that, compared to the heuristic nature of high-pass filtering, are physically motivated and therefore do not compromise the integrity of the brain-related phase information (27, 42) . While these techniques are supposed to reveal the true brain-related phase they are even more inappropriate for direct assessment of the underlying tissue composition than the high-pass filtering technique (42) : first, the phase will still depend on the geometry and orientation of the underlying susceptibility distribution (39), e.g., the shape of a nucleus, and, second, in practical situations the phase is heavily influenced by non-local contributions from adjacent structures, which may even reduce the correlation of ROI-mean values with the underlying magnetic susceptibility compared to the homodyne-technique (42) .
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The effect discussed in the current work, of course, does not affect the interpretation of inter-group phase changes without volume changes. More complex approaches of assessing phase changes, e.g., characterizing local abnormal phase changes by thresholding (54), may be less sensitive to the anatomical situation and, consequently, less affected by the high-pass filtering artifact discussed here. In the present study the dependence of mean voxel values on the structure volume could be reduced by one to two orders of magnitude by applying the very recent postprocessing technique QSM to the original phase images. However, the dependence could not be eliminated completely ( Figure 5 and Table 2 ), which may be attributed to the Fourier-domain nature of the employed susceptibility mapping algorithm TKD. This algorithm regularizes the field-to-susceptibility inversion by damping the magnitude of ill-conditioned Fourier coefficients in the susceptibility distribution. Since this operation, similar to the high pass filtering, acts on the Fourier spectrum of the susceptibility distribution its result is naturally also dependent on size and shape. Since TKD is the simplest QSM algorithm with a straightforward regularization in the Fourier domain it may be speculated that also the found volume-dependence represents a worst case. However, any QSM algorithm needs to address the ill-conditioned Fourier components of the field-to-source by regularization strategies so that this effect may also exist, probably to a lower degree, in more sophisticated inversion schemes (13, 25, 29, 41, 43, 44, 50) . While a thorough analysis of the volume-dependence for the various types of QSM algorithms is beyond the scope of this work, it should be noted that in this worst-case scenario the absolute change of the mean susceptibility was below 5 · 10 −4 ppm/ml for all cases ( Table 2) , with higher values for the GP and lower values for the Tha. Although this value is below the detection limit of QSM (∼10 −3 ppm) for atrophic volume changes (∼1 ml) the interaction between volume and calculated mean susceptibility value should be considered when susceptibility values of structures with different size are quantitatively compared.
In conclusion, high-pass filtered phase depends not only on the tissue magnetic susceptibility, and thus indirectly on the tissue iron concentration, but also on the tissue structure. In the presence of clinically realistic tissue atrophy, which is associated with many neurological diseases, results of group comparisons including large numbers of subjects may be affected or even driven by volume changes rather than by changes of the iron concentration. We therefore, recommend assessing tissue volume and refrain from interpreting group mean differences of highpass filtered phase when tissue atrophy is present or suspected. If available, QSM should be preferred over high-pass filtering of phase images.
