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Resumen
Resumen
La complejidad asinto´tica de un programa describe la escalabilidad de
su coste de ejecucio´n. Observa su comportamiento cuando procesa datos ar-
bitrariamente grandes y considera semejantes dos programas cuyos costes
crecen de manera similar. Existen algunos analizadores automa´ticos de coste
que, cuando se emplean para procesar programas reales, generan funciones
no asinto´ticas de coste demasiado complejas para su uso pra´ctico. En este
trabajo desarrollamos e implementamos un algoritmo capaz de sim-
plificar esas funciones a su forma asinto´tica, ma´s compacta y maneja-
ble. Hemos integrado dicho algoritmo en un resolutor de ecuaciones,
capaz de generar directamente funciones asinto´ticas sin necesidad de calcular
las no asinto´ticas; lo que en nuestras pruebas experimentales ha resultado ser
ma´s eficaz. Ello permite mejorar la escalabilidad de los analizadores de coste,
un aspecto crucial para su uso industrial.
Abstract
Asymptotic complexity analysis is used for describing programs’ excution
cost scalability, by observing its behaviour when processing large input data
and considering as equivalent two programs whose costs grow at the same
rate. There are non-asymptotic cost analyzers which, when used over realistic
programs, provide complex non-asymptotic cost functions that can’t be used
in some practical applications. That’s why we have developed an algo-
rithm that simplifies a cost function to its asymptotic form, more
compact and manageable. We have integrated that algorithm into a
cost analyzer, and now it generates asymptotic functions without having to
firstly compute their non-asymptotic counterparts, a process that our expe-
riments show to be more efficient. This allows us to improve cost analyzers’
scalability, a concerning issue for its application in software industry.
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Este Trabajo de Fin de Ma´ster es una recopilacio´n de los conceptos, al-
goritmos y te´cnicas presentadas en varios art´ıculos cient´ıficos y, de manera
primordial, en:
1. “ Closed-Form Upper-Bounds in Static Cost Analysis ” (Co-
tas Superiores en Forma Cerrada para Ana´lisis de Coste) escrito por
Albert, Arenas, Genaim y Puebla en 2008 [10] y
2. “ Asymptotic Resource Usage Bounds ” (Cotas Asinto´ticas del
Consumo de Recursos) escrito por Albert, Arenas, Genaim, Puebla y
el autor de este trabajo en 2009 [2].
as´ı como [5, 8, 3], que recogen la investigacio´n efectuada por los miembros de
este grupo de investigacio´n, compuesto por investigadores de las Facultades
de Informa´tica de las universidades Complutense y Polite´cnica de Madrid.
En los Cap´ıtulos 2 y 3 repasamos los conceptos y me´todos del primer
documento, (Closed-Form Upper-Bounds in Static Cost Analysis). En e´l se
desarrolla un algoritmo para obtener resultados en forma cerrada de relacio-
nes de coste. Este me´todo ha resuelto de manera satisfactoria un problema
que llevaba abierto en este campo desde los an˜os ’70.
Las aportaciones del segundo documento (Asymptotic Resource Usa-
ge Bounds) se exponen en el Cap´ıtulo 4. Su mayor innovacio´n es el algoritmo
que simplifica a “forma normal asinto´tica”una amplia clase de funciones de
coste. Esto ya sirve para reutilizar la investigacio´n y los artefactos en reso-
lucio´n de ecuaciones, pero su mejor aplicacio´n es para construir un resolutor
asinto´tico ma´s ra´pido que los no asinto´ticos.
El presente Trabajo revisa los conceptos y algoritmos presentados en esos
art´ıculos y les da una descripcio´n ma´s detallada, aprovechando la amplitud
que no hay en publicaciones cient´ıficas. Algunos de ellos, sobre todo los del
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Cap´ıtulo 2, se presentan enfocados y extendidos para que sirvan de base de
trabajos futuros.
Para ayudar a entender las ideas expuestas y facilitar un uso dida´ctico,
cada concepto se complementa con ejemplos ilustrativos, que van de sim-
ples “juguetes”a ejemplos ma´s complejos obtenidos en el ana´lisis de algunos
programas que incluyen caracter´ısticas de software real.
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Cap´ıtulo 1
Ana´lisis de Coste
Este Cap´ıtulo presenta el campo del Ana´lisis Esta´tico de Coste, para
orientar al lector sobre los objetivos, conceptos esenciales y me´todos de este
campo y, con ellos, de este trabajo.
1.1. Costes y Ana´lisis
Una ma´quina se construye para ejecutar una tarea con menos esfuerzo, y
su valor esta´ en la relacio´n entre su funcionalidad y su coste. Dado que un
programa es una ma´quina, para evaluarlo se debe conocer el coste de ejecutar
con e´l una tarea.
1.1.1. Costes
El gra´fico de la Figura 1.1 representa esquema´ticamente la ejecucio´n de
un programa en un computador. En e´sta los datos de entrada se transforman
en resultados de salida, siendo la relacio´n entre unos y otros la sema´ntica del
programa. Para ello el computador gasta unos recursos y genera unos costes.
Definicio´n 1 (Coste de Ejecucio´n). Un Coste de Ejecucio´n (Execution
Cost, EC) es una magnitud que mide el consumo de recursos (resource
consumption) derivado de la ejecucio´n de un programa. 2
Estos son algunos de los costes ma´s interesantes en Informa´tica:
Instrucciones ma´quina ejecutadas, pudiendo distinguir entre opera-
ciones enteras o reales, saltos, accesos a memoria, etc.
Memoria que ocupan los objetos de datos ubicados en la pila o mont´ıcu-
lo, y nu´mero de accesos a cada uno.
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Figura 1.1: Esquema de una Ejecucio´n.
Datos o mensajes enviados por una red de telecomunicacio´n, lo que a
veces implica eventos facturables como los SMS en en tele´fono mo´vil.
Costes para requisitos: para asegurar la confidencialidad e integridad
de un dato interesa controlar que´ procesos acceden a e´l y cua´nto. O
tambie´n, para medir el acoplamiento con una biblioteca externa (o
sistema) se mide el nu´mero de llamadas a sus funciones.
1.1.2. Ana´lisis de Coste
Buscamos un me´todo capaz de estudiar costes de ejecucio´n. E´ste de-
be decirnos (1) co´mo comparamos el coste de varios programas, (2) con
que´ unidad se mide, (3) en que´ circunstancias valen nuestros resultados y
(4) que´ mecanismos tenemos para verificarlos. Inspirados en otras ramas de
la ciencia e ingenier´ıa, se han desarrollado dos grandes enfoques de estudio.
En el enfoque dina´mico-experimental: se mide el consumo de varias
ejecuciones, y se analiza co´mo var´ıan las mediciones al cambiar de compu-
tador, de programa o de datos de entrada. Un ejemplo son las suites de
benchmarks Spec, para comparar el rendimiento de procesadores.
En el enfoque esta´tico: se usa la interpretacio´n abstracta [23] para, del
programa original, obtener la informacio´n correcta ma´s precisa posible sobre
el coste de ejecutarlo en cualquier entrada. Se basa en estos postulados:
Abstraemos la computadora al suponer que el coste de ejecutar el
programa P ∈ P sobre unos datos de entrada x ∈ D, escrito P (x), solo
depende del programa y de esos datos. La Figura 1.2 (Pa´gina 3) muestra el
esquema de la Figura 1.1 (Pa´gina 2) al quitar el ordenador.
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Figura 1.2: Ejecucio´n abstracta, sin computadora.
Abstraemos el programa en una funcio´n de coste (cost function)
fP : D 7→ R+, que para cada dato x devuelve el coste de P (x). Este paso se
muestra de manera gra´fica en la Figura 1.3.
Figura 1.3: Interpretacio´n del programa con un modelo de coste.
Hacer esto manualmente es dif´ıcil, propenso a error y poco escalable.
Por ello cobra importancia el ana´lisis de coste (cost analysis), tambie´n
conocido como de consumo de recursos (resource consumption analysis),
por Wegbreit [57], Debray [27] Gulwani et al. [29] y Sands [52]; o como ana´lisis
de complejidad (complexity); que estudia co´mo implementar analizadores
de coste.
1.1.3. Taman˜os y Cotas
En muchos programas la funcio´n dato-coste es muy compleja porque los
dominios de los los datos de entrada Di son tipos estructurados como listas,
matrices, tablas clave-valor, grafos, etc. La abstraccio´n de taman˜os simplifica
el ana´lisis de esos programas empleando las funciones de taman˜o y la relacio´n
de taman˜o-costes (Figura 1.4, Pa´gina4).
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Figura 1.4: Abstraccio´n de taman˜o en ana´lisis de costes.
Definicio´n 2 (Medida de taman˜o). Sea D un dominio de datos. Una medida
de taman˜o (size measure) es una funcio´n s : D 7→ N. 2
Algunas medidas usuales de taman˜o son el valor de un nu´mero, la longitud
de un array, el nu´mero de elementos en una coleccio´n, la longitud de camino
ma´s largo de una estructura de datos anidada (Spoto et al. [54]), etc.
Definicio´n 3 (Relacio´n taman˜o-coste.). Sea D una serie de m dominios de
datos, cada uno con una medida de taman˜o si, y sea fP : D 7→ R+ una
funcio´n de dato-coste. La relacio´n taman˜o-coste (size-cost relation) de fP
es f ′P : Nn 7→ P(R+) definida como
f ′P (n) = {r ∈ R+|∃x ∈ Dn : r = fP (x) ∧ n = (s1(x1), ..., sm(xm))} (1.1)
que para n da los costes de vectores de entrada de taman˜os n. 2
Sobre f ′P se definen las funciones de coste ma´ximo y mı´nimo
maxP = max ◦ f ′P minP = min ◦ f ′P (1.2)
La abstraccio´n de taman˜os introduce imprecisio´n en el ana´lisis porque cada
valor del taman˜o puede representar muchos datos. Para tratar esa imprecisio´n
es necesario aproximar la relacio´n taman˜o-coste con funciones que describan
todo el conjunto de respuestas. Las ma´s comunes son:
El estudio de caso pe´simo (worst-case) busca funciones ubP de cota
superior (upper bound): ub(n) ≥ maxP (n).
Para encontrar una cota inferior (lower bound) lb(n) ≤ minP (n) se
emplea el estudio de caso o´ptimo (best-case). Una funcio´n que es a la
vez cota superior e inferior da el coste exacto.
En los estudios de caso medio (average case) se buscan estimaciones
estad´ısticas-probabil´ısticas, como la media de los costes reales.
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1.2. Aplicaciones del ana´lisis de coste
En esta seccio´n presentamos algunas aplicaciones que el ana´lisis automa´ti-
co de coste tiene en la industria informa´tica.
1.2.1. Desarrollo de programas
El usuario de una aplicacio´n quiere que e´sta cumpla unos requisitos de
eficiencia, seguridad, robustez, etc. En algunas metodolog´ıas de desarrollo
se asume que, como estos requisitos describen propiedades emergentes del
sistema, no se pueden verificar antes de completarlo y por ello separan la
gestio´n de estos requisitos del proceso de desarrollo de software. El ana´lisis
de costes permite reintegrar esa gestio´n en dicho proceso.
En la gestio´n de requisitos, los requerimientos no funcionales pueden
formalizarse con aserciones de coste. E´stas proporcionan una base para de-
cidir la viabilidad al principio del proyecto, y una vez esta´ completado la
Verificacio´n consiste en comprobar algor´ıtmicamente dichas aserciones.
En el disen˜o arquitecto´nico se deben indicar que´ costes se esperan en
cada subsistema. Si esto se hace con aserciones de coste; ser´ıa posible combi-
nar sobre el papel los costes de cada mo´dulo, para decidir algor´ıtmicamente
si esa arquitectura garantiza que la aplicacio´n cumplira´ sus requisitos.
Al reutilizar componentes gene´ricos, se deben evaluar co´mo satisface
nuestros requisitos cada uno de los componentes alternativos que implemen-
tan una funcionalidad, y escoger cua´l se integra en la aplicacio´n. Si esos
requisitos se dan como aserciones de coste, el ana´lisis automa´tico puede rea-
lizar esa evaluacio´n e incluso escoger cua´l se emplea.
En la s´ıntesis y optimizacio´n automa´tica de programas se estudian
te´cnicas que mejoran un programa preservando su sema´ntica, como la eva-
luacio´n parcial (Craig y Leuschel [25], Puebla y Ochoa [49]). E´stas siguen un
proceso indeterminista: generan varios programas mejorados entre los cuales
se debe elegir el o´ptimo. Esta eleccio´n puede realizarla automa´ticamente un
analizador de coste.
La depuracio´n del programa es ma´s sencilla y ra´pida si un analizador de
coste localiza los fallos de programacio´n. Para ello solo tiene que comprobar
algunas aserciones de coste que especifique el programador en el co´digo. Esta
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aplicacio´n ya la menciono´ Ben Wegbreit en [57]. Para depurar programas en
Prolog, esta funcionalidad fue implementada en el preprocesador CiaoPP
por M. Hermenegildo, G.Puebla et al. en [31]. En los pro´ximos meses es-
tara´ disponible un plugin para Eclipse que permitira´ depurar aserciones en
un programa Java, desarrollado por Roma´n-Dı´ez et al. en [4].
La escalabilidad es relevante para el mantenimiento a largo plazo. Segu´n
crecen las prestaciones del hardware y las necesidades de los usuarios, importa
saber co´mo mejora el funcionamiento de un programa al instalarlo en una
nueva ma´quina o al emplearlo con datos ma´s grandes. Una buena manera de
saberlo es analizando las relaciones de taman˜o-coste.
1.2.2. Sistemas operativos
Un Sistema Operativo (S.O) debe repartir los recursos del computador
entre los procesos. Esto puede hacerse mejor si se conocen los costes de cada
proceso.
La gestio´n de memoria debe minimizar los fallos en la jerarqu´ıa de me-
moria, lo que se logra asignando a los niveles superiores aquellas porciones a
las que ma´s se va a acceder en el futuro reemplazando las que no son nece-
sarias. Si el SO sabe cua´nto ocupan los datos de un proceso y cua´ntas veces
se va a acceder a ellos entonces realizara´ una planificacio´n ma´s precisa.
En los sistemas paralelos, como los procesadores multicore, los clusters y
el grid computing, el SO debe realizar una divisio´n, localizacio´n y planificacio´n
de los procesos paralelos entre los nodos. Estas gestiones reciben el nombre
de equilibrio de carga por lo que recibe el nombre de equilibrio de carga por
Debray [27] y por Hermenegildo, Albert, Puebla et al. [30]. Se puede usar la
informacio´n de costes para hacer un equilibrado ma´s preciso, que asigne a
todos los procesadores el mismo nu´mero de instrucciones ma´quina. Tambie´n
se puede reducir la sobrecarga de comunicaciones si se ubican los procesos
ma´s acoplados en nodos cercanos.
En un sistema de tiempo real cada tarea debe completarse antes de un
plazo l´ımite o (deadline). Si el SO sabe cua´ntas instrucciones puede ejecu-
tar como ma´ximo cada tarea, puede planificar su ejecucio´n a fin de que un
nu´mero mayor de tareas (o las ma´s prioritarias) se completen a tiempo.
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1.2.3. Distribucio´n y Certificacio´n de Co´digo.
Existen ordenadores cuyas prestaciones son limitadas, como los reproduc-
tores multimedia o los terminales mo´viles; o que operan en un entorno de alto
riesgo, como son los sistemas de control industrial. Sea por el riesgo o sea por
el precio, en ambos casos es muy importante garantizar que las aplicaciones
instaladas no provocara´n fallos de funcionamiento (failures).
Figura 1.5: Esquema de George Necula del Co´digo Certificado[46].
En ambos entornos la cuestio´n es co´mo garantizar el correcto funciona-
miento de un programa de manera que el cliente pueda verificar esa garant´ıa.
Para resolverla George Necula propuso en 1997 el modelo de co´digo cer-
tificado (Proof Carrying Code PCC)[46]. Como muestra la Figura 1.5, al
programa se anexa un certificado de propiedades de seguridad. Un compro-
bador (checker) verifica esas propiedades y si e´stas cumplen la pol´ıtica de
seguridad del sistema, y en tal caso acepta la aplicacio´n. Los trabajos pre-
vios en PCC se restringen a cotas lineales (Aspinall et al. [11], Crary [26] y
Hoffman [33]) y te´cnicas semiautoma´ticas de Necula et al. [20].
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1.3. Arquitectura de Wegbreit
La investigacio´n del ana´lisis automa´tico de coste basado en construir ex-
presiones funcionales no recursivas fue iniciada por Ben Wegbreit en 1975
en [57], art´ıculo en que propuso una arquitectura de analizadores:
PROGRAM
COST
ANALYSIS
RELATIONS
RECURRENCE SOLVER
FORM
CLOSED
Figura 1.6: Descripcio´n de las fases de la Arquitectura de Wegbreit
1.3.1. Fase 1: Obtencio´n del CRs
Las entradas de esta fase son el co´digo del programa, en un lenguaje de
programacio´n (fuente), y un modelo de costes para ese lenguaje. El resul-
tado es una relacio´n de coste (cost relation, CR), que modela el coste de
ejecucio´n del programa en funcio´n de sus datos de entrada.
Definicio´n 4 (Modelo de Coste). Un modelo de coste (cost model) de un
lenguaje L es una especificacio´n sema´ntica de e´ste, que dice como traducir
un programa escrito en L a una CR. 2
Existen muchas implementaciones de esta fase, disen˜adas para lenguajes
diferentes. La Figura 1.7 muestra la arquitectura de COSTA, un analizador
de programas en Java Bytecode con diversos modelos de coste, desarrollado
por Albert, Arenas, Puebla, Genaim y Zanardini [7].
program
repres.
rule−based
size
relations
useless
variables
cost model
interfacesCRS
language dep.
analyses
Figura 1.7: Arquitectura de COSTA [7], un Analizador de la Primera Fase
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Cabe destacar los siguientes procesos de COSTA:
1. Se construye el grafo de control de flujo (control flow graph CFG)
del programa. Sobre el CFG se estudian cua´les son las construccio-
nes iterativas (bucles) del programa fuente, las cuales determinan la
estructura recursiva del CRS ,
2. Se procesa el programa con el modelo de costes, para obtener un pro-
grama con cuenta de pasos (step-counting program), sustituyendo
las instrucciones del lenguaje por los valores de sus costes.
3. Se transforma el programa mediante interpretacio´n abstracta (Cousot [23])
para aproximar co´mo cambian las variables durante la ejecucio´n del pro-
grama. En esencia, esto consiste en abstraer esas variables con medidas
de taman˜o (Subseccio´n 1.1.3) e inferir restricciones de taman˜o (size
constraints), tambie´n llamadas relaciones de taman˜o (size relations),
entre las variables del programa en distintos puntos del programa. Tal
abstraccio´n se conoce como abstraccio´n de taman˜o (size abstraction)
y a este ana´lisis como ana´lisis de taman˜o (size analysis).
4. Generamos las relaciones de coste al combinar los costes locales obte-
nidos en el paso 2 con las abstracciones de taman˜o del paso 3. Una vez
obtenidas, se realizan procesos para simplificarlas y eliminar informa-
cio´n redundante. Por ejemplo, se suprimen las variables que no afectan
al coste, usando te´cnicas de slicing como muestran Zanardini et al. [6].
No daremos ma´s detalles te´cnicos de esta fase porque excede el a´mbito de este
trabajo. S´ı vamos a comentar la correccio´n y completitud de sus resultados.
Cuando COSTA analiza un programa el resultado es una CR que recoge
completamente el coste de las posibles ejecuciones del programa, pero que
no siempre es correcta pues puede admitir un valor que no corresponde a
ninguna ejecucio´n, como se ve en el Ejemplo 3 (Pa´gina 12).
Ejemplos de Ana´lisis de Coste
Vamos a describir el proceso de ana´lisis de coste con un ejemplo, mos-
trando algunos resultados intermedios que COSTA genera.
Ejemplo 1 (Ana´lisis del nu´mero de instrucciones de Lista.delete). Vamos a
analizar el me´todo delete de la clase Lista (Figuras 1.8 y 1.9). Aunque COSTA
analiza Java Bytecode [7], mostramos el co´digo Java porque es ma´s legible.
El me´todo Lista.delete tiene cuatro para´metros: lis es una Lista sin re-
peticiones, piv es un valor entero, va es un Vector que solo contiene enteros
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// Vector : array con po s i c i one s ocupadas
public class Vector{
int [ ] datos ; // Valores en e l Vector
int s i z e ; // Numero de po s i c i one s ocupadas
// Invar i an t e : 0 <= s i z e < datos . l e n g t h
public void e l im ina ( int va l ){
int i =0;
while ( i < s i z e && datos [ i ]< va l ) {
i++; //Cuerpo : Ecuacion (7)
} ; // Sa l i da : ecuac iones (5 ) , ( 6 )
s i z e −−;
for ( int j=i ; j<s i z e ; j++){
datos [ j ]=datos [ j +1] ; // Cuerpo : Ec . (9)
} // Sa l i da de buc l e : Ec . (9)
}
/∗∗ Suma l o s e lementos d e l Vector ∗/
public I n t eg e r suma ( ){
int sum = 0 ;
for ( int i =0; i<s i z e ; i++){
sum += datos [ i ] ;
}
return new I n t eg e r (sum ) ;
}
}
Figura 1.8: Definicio´n de clase Vector.
menores que piv y vb es un Vector que solo contiene enteros mayores o iguales
que piv. La funcionalidad de Lista.delete es eliminar de los Vectores va, vb los
valores que aparecen en lis.
La Figura 1.10 muestra el CFG del programa, separa´ndose los CFG de los
bucles por eficiencia [3]. La Figura 1.9 (Pa´gina 11) muestra la CRs calculada
con el modelo de coste del nu´mero de instrucciones. Esa CR se muestra tras
la evaluacio´n parcial (Seccio´n 3.3), por eso la CR de Vector.elimina ya ha sido
desplegada y no aparece. Tenemos tres CR recursivas que corresponden a
cada bucle de la Figura 1.10: C para el bucle de Lista.delete, D Y E para los
bucles while y for de Vector.elimina. Cada variable del programa se abstrae
a un taman˜o: l es la longitud de lis, a(b) es la longitud del array va.datos
(vb.datos), la(lb) es el valor del campo va.size (vb.size) y los para´metros i, j
son justamente las variables locales i, j del me´todo Vector.elimina.
La Ecuacio´n (1) dice que el coste de delete es “1” ma´s el coste del
bucle while. Su restriccio´n a ≥ la es la interpretacio´n en taman˜os del
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// L i s t a de en te ros implementada con ce l da s en lazadas .
public class L i s t a {
int va lo r ; // Valor en e s t a ce l da
L i s t a next ; // Resto de l i s t a
stat ic void de l e t e ( L i s t a l i s , int piv , Vector va , Vector vb ){
while ( l i s !=null ){ // ecuac iones ( 2 ) , ( 3 ) , ( 4 )
i f ( l i s . va l o r < piv ){
va . e l im ina ( l i s . va l o r ) ;
} else {
vb . e l im ina ( l i s . va l o r ) ;
}
l i s=l i s . next ;
}
}
}
(1) 〈Del(l, a, la, b, lb) = 1 + C(l, a, la, b, lb)
, {l ≥ 0, a ≥ la, la ≥ 0, b ≥ lb, lb ≥ 0}〉
(2) 〈C(l, a, la, b, lb) = 2, {l = 0, a ≥ la, a ≥ 0, b ≥ lb, b ≥ 0}〉
(3) 〈C(l, a, la, b, lb) = 25 +D(a, la, 0) + E(la, j) + C(l′, a, la− 1, b, lb)
, {l > 0, a ≥ la, a ≥ 0, b ≥ lb, b ≥ 0, j ≥ 0, l > l′}〉
(4) 〈C(l, a, la, b, lb) = 24 +D(b, lb, 0) + E(lb, j) + C(l′, a, la, b, lb− 1)
, {l > 0, a ≥ la, a ≥ 0, b ≥ lb, b ≥ 0, j ≥ 0, l > l′}〉
(5) 〈D(a, la, i) = 3, {i ≥ la, a ≥ la, i ≥ 0}〉
(6) 〈D(a, la, i) = 8, {i < la, a ≥ la, i ≥ 0}〉
(7) 〈D(a, la, i) = 10 +D(a, la, i+ 1), {i < la, a ≥ la, i ≥ 0}〉
(8) 〈E(la, j) = 5, {j ≥ la− 1, j ≥ 0}〉
(9) 〈E(la, j) = 15 + E(la, j + 1), {j < la− 1, j ≥ 0}〉
Figura 1.9: Definicio´n de Lista y CR de instrucciones de Lista.delete
loop-D ENTRY
i<la and 
a [ i ]<e
i>= la  o r
    a [ i ]>=e
i = i + 1 loop-D EXIT
del ENTRY
call LOOP-C
loop-E ENTRY
 j<la-1
 j>= la -1
j + +
a [ j ] =a [ j +1 ] loop-E EXIT
l !=nu l l
l .data<p
l !=nu l l
l . da ta>=p
l=nu l l
la=rm_vec(l.data,b, lb)la=rm_vec(l.data,a,la)
loop-C ENTRY
l= l .next
loop-C EXIT
DEL rm_vec
i = 0
call LOOP-D
j = i
call LOOP-E
return la-1
Figura 1.10: Diagrama de Control de Flujo para los bucles del me´todo delete
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invariante de Vector: hay entre 0 y length posiciones ocupadas.
La Ecuacio´n (2) de la relacio´n C corresponde a la salida del bucle while,
cuando la lista esta´ vac´ıa (en taman˜os l = 0).
Las Ecuaciones (3,4) describen las ramas del if-then-else y solo se dife-
rencian en las variables Vector involucrada (va o vb). Las llamadas a D
y E modelan la invocacio´n a Vector.elimina(), tras la que la se decre-
menta (va se reduce). En cada iteracio´n l disminuye, pero la medida de
taman˜o usada (longitud de camino) no permite determinar cua´nto. Las
condiciones l.data < p y l.data ≥ p se pierden en el ana´lisis de taman˜o.
Se usa una variable j para llamar a E porque del valor j de j solo se
sabe que j ≥ 0 tras el bucle while.
Las Ecuaciones (5,6) son los casos base deD correspondientes a la salida
del bucle while, bien porque i ≥ la o porque datos[i] ≥ e. La condicio´n
datos[i] < val se pierde en el ana´lisis de taman˜o porque solo sabemos
cua´nto mide Vector.datos pero no que´ vale cada posicio´n datos[i]. La
Ecuacio´n (7) es el caso recursivo de D y modela el coste del cuerpo del
bucle while. Sus restricciones incluyen la guarda i < size y el efecto de
la instruccio´n i + +.
La Ecuacio´n (8) es el caso base de E que corresponde a la salida del
bucle for. La Ecuacio´n (9) el caso recursivo de E que describe el coste
de reiterar ese bucle, incrementando j. 2
Ejemplo 2 (Evaluacio´n del CRS de Lista.delete). La Figura 1.11 (Pa´gina
13) muestra dos evaluaciones de Del(3, 10, 2, 20, 2) en el CR de la Figura 1.9,
Cada evaluacio´n se representa con una caja con dos partes, a la izquierda el
nu´mero de la ecuacio´n instanciada y a la derecha el coste local. Las flechas
enlazan las subevaluaciones que haya. La evaluacio´n de Del(v) procede as´ı: si
v ≤ 0 entonces aplicamos la ecuacio´n (1) y acumulamos 3 unidades de coste, y
si v > 0 entonces aplicamos la ecuacio´n (2) lo que acumula 9 unidades ma´s el
coste de la llamada a C(v′) siendo v′ otro entero menor que v. A la izquierda
de la figura esta´ la evaluacio´n que da el coste ma´ximo, que escoge siempre la
Ecuacio´n (3) de C, y a la derecha la mı´nima, que usa la Ecuacio´n (4). En las
llamadas recursivas asignamos l′ = l − 1 en la izquierda y l′ = l − 3 en la de
la derecha. Ambas posibilidades son va´lidas pues cumplen l′ < l. 2
Ejemplo 3 (Imprecisio´n del ana´lisis de coste). Si se comparan las evalua-
ciones del Ejemplo 2 con el co´digo del programa (Figura 1.8 en Pa´gina 10 y
Figura 1.9 en Pa´gina 11), solo la evaluacio´n de la izquierda refleja el coste
de una ejecucio´n real del programa, pero no as´ı la que esta´ a la derecha. 2
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(9) E(2,1) 5
(8) E(2,0) 15
(5) D(10,2,2)
(7) D(10,2,1) 10
3
(5) D(20,2,2) 3
(7) D(20,2,1) 10
10(7) D(20,2,0)
5(9) E(2,1)
(8) E(2,0) 15
24(4) C(2,10,1,20,2)
(2) C(0,10,0,20,1) 25(9) E(1,0)
(5) D(10,1,1) 3
(7) D(10,1,0) 10
(3) C(1,10,1,20,1) 25
(6) D(20,2,0) 8 (8) E(2,1) 5 (2) C(0,10,1,20,2) 2
(4) C(3,10,2,20,2) 24
1(1) Del(3,10,2,20,2)1
(3) C(3,10,2,20,2) 25
(1) Del(3,10,2,20,2)
(7) D(10,2,0) 10
Figura 1.11: Dos evaluaciones para Del(3, 10, 2, 20, 2)
Ejemplo 4 (Ana´lisis de ListaBool.m). La Figura1.12 muestra el co´digo del
me´todo m, que llama a un me´todo g, y el CRS de su nu´mero de instrucciones.
Las CR Cm y Cg modelan los costes de los me´todos m y g respectivamente.
La Ecuacio´n (1) corresponde al caso base. Las Ecuaciones (2, 3) modelan las
ramas recursivas then y else, y tienen la misma restriccio´n porque this.data
no es visible cuando this se abstrae por su longitud. 2
public class Lis taBoo l {
private boolean data ; private Lis taBoo l next ;
public void m( i , n){
i f ( i<n) {// r e cu r s i v e cond i t i on
i f ( data ){
g ( i , n ) ; next .m( i +1,n ) ;
} else {
g (0 , i ) ; next .m( i , n−1);
}
}
}
(1) 〈Cm(i, n) = 3 , ϕ1 = {i ≥ n} 〉
(2) 〈Cm(i, n) = 15 + Cg(i, n) + Cm(i+ 1, n) , ϕ2 = {i < n} 〉
(3) 〈Cm(i, n) = 17 + Cg(0, i) + Cm(i, n− 1) , ϕ3 = {i < n} 〉
Figura 1.12: Co´digo de la clase ListaBool y CR.
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1.3.2. ¿Por que´ usar Relaciones de Coste?
Las CR se presentan en el Cap´ıtulo 2. Por ahora basta decir que cada una
se define con varias ecuaciones de coste(CE). Cada ecuacio´n contiene una
expresio´n (local), llamadas a otras relaciones y una restriccio´n de taman˜o
que limita el valor de sus variables. Sus caracter´ısticas ma´s interesantes son:
No dependen del modelo de coste porque no representan ningu´n re-
curso concreto, y pueden ser el lenguaje destino de todos los modelos.
Ejemplo 5 (Independencia de las CRSs del modelo de coste). La Figura
1.13 muestra los CRS de Vector.suma (Figura 1.8) con los modelos de coste
de instrucciones (arriba) y memoria (abajo). Esos CRS comparten la misma
estructura recursiva, que refleja los bucles del programa, y solo se diferencian
en los costes locales que s´ı vienen determinados por el modelo. 2
〈 suma(0, B) = 8 〉
〈 suma(A,B) = 10 + c(A, 0, B) , A ≥ 1 〉
〈 suma(A,B) = 26 + c(A, 0, B) , A ≥ 1 〉
〈 c(A,C,E) = 0 , C ≥ E 〉
〈 c(0, C,E) = 3 , E ≥ C + 1 〉
〈 c(A,C,E) = 5 , E ≥ C + 1, A ≥ 1 〉
〈 c(A,C,E) = 13 + c(A,C + 1, E) , E ≥ C + 1, C ≥ 0, A ≥ 1 〉
〈 suma(0, B) = 0 〉
〈 suma(A,B) = 0 + c(A, 0, B) , A ≥ 1 〉
〈 suma(A,B) = 4 + c(A, 0, B) , A ≥ 1 〉
〈 c(A,C,E) = 0 , C ≥ E 〉
〈 c(0, C,E) = 0 , E ≥ C + 1 〉
〈 c(A,C,E) = 0 , E ≥ C + 1, A ≥ 1 〉
〈 c(A,C,E) = 0 + c(A,C + 1, E) , E ≥ C + 1, C ≥ 0, A ≥ 1 〉
Figura 1.13: CRSs de Vector.suma() con dos modelos de coste.
Pueden representar muchas clases de complejidad, incluso la del
coste ilimitado, porque su estructura recursiva es suficientemente flexible.
Ejemplo 6 (CR de distintos o´rdenes de complejidad). En la Figura 1.14
se definen varias relaciones de coste: triang es una CR de orden cuadra´tico
polino´mico, exp es una CR de orden exponencial, log es una CR de orden
logar´ıtmico e infty es una CR de recursio´n infinita. 2
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〈 triang(1) = 1 〉
〈 triang(n) = nat(n) +triang(n− 1) , n ≥ 2 〉
〈 exp(1) = 1 〉
〈 exp(x) = 1 +exp(x− 1) + exp(x− 1) , x ≥ 1 〉
〈 log(1) = 1 〉
〈 log(x) = 1 +binary(x2 ) , x ≥ 2 〉〈 infty(x) = 1 +infty(x) 〉
Figura 1.14: Ejemplos de CR de distintas clases de complejidad.
Como no dependen del lenguaje fuente, el mismo resolutor de segun-
da fase sirve para un analizador de primera fase de Java, Prolog, Has-
kell, C, etc. Adema´s hacen que los resultados de la primera fase sean casi
los mismos para varias implementaciones de un algoritmo en cada lenguaje
(Figura 1.15).
public L i s t a merge ( L i s t a xs , L i s t a ys ){
i f ( xs == null ){
return ys ;
} else i f ( ys == null ){
return xs ;
} else i f ( xs . va l o r <= ys . va l o r ){
return new L i s t a ( xs . va lor , merge ( xs . next , ys ) )
} else {
return new L i s t a ( ys . va lor , merge ( xs , ys . next ) ) ;
}
}
merge (Xs , [ ] , Xs) :− ! .
merge ( [ ] , Ys , Ys) :− ! .
merge ( [X |Xs ] , [Y, Ys ] , [X, Rs ] ) :− X<=Y, ! , merge (Xs , [Y |Ys ] , Rs ) .
merge ( [X |Xs ] , [Y, Ys ] , [Y, Rs ] ) :− X >Y, ! , merge ( [X |Xs ] , Ys , Rs ) .
merge xs [ ] = xs
merge [ ] xs = xs
merge (x : xs ) ( y : ys ) | x<= y = x : (merge xs ( y : ys ) )
| x > y = y : (merge (x : xs ) ys )
(1) 〈merge(A, 0) = 4 , {A ≥ 0} 〉
(2) 〈merge(0, B) = 4 , {B ≥ 1} 〉
(3) 〈merge(A,B) = 26 +merge(A,B′) , {A ≥ 1, B ≥ 1, B′ = B − 1} 〉
(4) 〈merge(A,B) = 26 +merge(A′, B) , {A ≥ 1, B ≥ 1, A′ = A− 1} 〉
Figura 1.15: Implementacio´n Java, Prolog y Haskell de Merge, y CRS
comu´n a las tres implementaciones.
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1.4. Resolucio´n de Relaciones de Coste
Una CR es ma´s simple que el programa cuyo coste modela. Pero son (a)
recursivas, por cuanto su evaluacio´n es iterativa, e indeterministas pues cada
llamada C(x) representa varios valores. Esto las hace demasiado complejas
para las aplicaciones pra´cticas mencionadas en la Seccio´n 1.2. En e´stas se
necesitan resultados en forma cerrada (closed form), esto es no recursivos
y deterministas, como por ejemplo cotas superiores o inferiores.
La segunda fase de la arquitectura de Wegbreit consiste en calcular resul-
tados en forma cerrada para una CR. Mientras que la primera fase esta´ estu-
diada en detalle, la segunda ha recibido bastante menos atencio´n. La falta de
herramientas para resolver CR posiblemente sea el principal obsta´culo para
el empleo del ana´lisis automa´tico de coste.
1.4.1. Diferencias entre las CR y las RR?
Los sistemas de a´lgebra por computador (Computer Algebra Sys-
tems, CAS), como MathematicaR©, MAXIMA, MAPLE y otros, implemen-
tan algoritmos para resolver las tradicionales Relaciones de Recurrencia
(Recurrence Relations RR) que son usadas en otras ramas de ciencia e inge-
nier´ıa. Esta Subseccio´n muestra que´ diferencias hay entre las RR y las CR
que generan los analizadores que impiden usar los CAS para resolver las CR.
En esencia, una RR define una funcio´n f : Nn → R+ mientras que una
CR define una relacio´n C : Nn → P(R+). Para un vector v¯, f(v¯) es un valor
pero C(v¯) es un conjunto de valores.
Hay que admitir que con una RR se pueden representar recurrencias ma´s
complicadas que con una CR. Esta capacidad adicional no tiene mucho valor
en el ana´lisis de coste porque los programas iterativos raramente contienen
bucles que se modelen con esas iteraciones.
Ejemplo 7 (RR que no equivale a ninguna CR). La funcio´n f definida con
la RR f(x, y) = x2 + f(x2 − y2, x− y) no es representable con una CR. 2
Las ecuaciones de una CR no son mutuamente excluyentes: eso
permite que C(v) pueda contener varios resultados, lo que permite modelar en
una CR el indeterminismo inherente al programa fuente o al ana´lisis de coste.
Lo primero se refiere a instrucciones que no se pueden evaluar esta´ticamente,
como la entrada y salida, el azar, polimorfismo en un lenguaje orientado a
objetos, etc. El segundo se refiere a la informacio´n que se pierde al realizar
la abstraccio´n de taman˜o, como los valores de los campos de un registro o
las posiciones de un array.
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Ejemplo 8 (Evaluacio´n indeterminista de una CR). En el CRS de la Figu-
ra 1.9 las Ecuaciones (3) y (4) comparten la misma restriccio´n. Lo mismo
sucede entre las Ecuaciones (6) y (7). 2
Esta cuestio´n ya la comento´ Wegbreit en [57], y propon´ıa afrontarlo
an˜adiendo un operador when al lenguaje RR, pero esto solo serv´ıa en casos
muy simples. En muchos frameworks, el primer paso es convertir las CRs en
funciones de coste. Para ello intentan suprimir el indeterminismo modelando
las ecuaciones para dirigirlas a un caso de intere´s (pe´simo u o´ptimo).
Las restricciones inexactas de las ecuaciones de coste no determinan
un´ıvocamente las variables en funcio´n de los para´metros de entrada: pueden
restringirlas con una inecuacio´n l ≥ 0 o pueden tomar cualquier valor.
Ejemplo 9 (Restriccio´n inexacta). En la Figura 1.9, en las ecuaciones (3,4)
l′ puede tomar cualquier valor entero que cumpla l > l′. 2
Esto se necesita para modelar bucles sobre estructuras no lineales de
datos: en un a´rbol solo se puede inferir que cada suba´rbol tiene una altu-
ra estrictamente menor. Aunque no sea evidente en ejemplos pequen˜os, es
inevitable encontrarlo al analizar programas que manejan a´rboles, o cuando
el ana´lisis de los valores nume´ricos pierde precisio´n.
Argumentos mu´ltiples. En una llamada recursiva, cada para´metro de la
relacio´n puede crecer o disminuir concurrentemente con los otros. Por eso el
nu´mero de iteraciones puede depender de varios argumentos.
Ejemplo 10 (Argumentos mu´ltiples de bucles). En la Figura 1.9, en la
Ecuacio´n (2) l se reduce mientras que en (7) i aumenta, y por eso el nu´mero
de iteraciones de E es la− j − 1. 2
La mayor´ıa de los CAS (excepto MathematicaR©) solo manejan recurren-
cias de una variable. A veces es posible descomponer automa´ticamente una
CR de varios para´metros en varias relaciones de un argumento. Pero este ca-
mino lleva a resultados correctos solo si todas las ecuaciones de la CR tienen
un coste local constante, lo que solo pasa en un CR de juguete.
Tratamiento
Dada una CR indeterminista, a veces resulta u´til definir una cost bound
function (CBF). Una forma relativamente trivial para obtenerla ser´ıa intro-
ducir un operador de maximizacio´n, pero los CAS existentes no soportan
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dicho operador. Y resulta complicado an˜adirlo porque como hay varias ecua-
ciones no exclusivas, generar el conjunto de soluciones para calcular su ma´xi-
mo es un problema combinatorio intratable. Esto tambie´n afecta al uso de
tales CBF en enfoques dina´micos como el de Go´mez et al. [28].
Otro enfoque para obtener una CBF es quitar el indeterminismo de la
CR, para lo que suprime algunas ecuaciones y escoge la solucio´n pe´sima de
las restricciones inexactas. Esto no siempre es correcto porque en algunos
CRS el caso pe´simo corresponde a una evaluacio´n que entrelace ecuaciones
distintas, y si se suprime una de ellas entonces el nuevo CR admite cotas
superiores que no valen para la original.
Ejemplo 11 (Evaluacio´n Pe´sima de CR). En la Figura 1.9, el caso pe´simo
es la evaluacio´n que usa alternativamente las Ecuaciones (3,4). 2
1.4.2. Trabajos Relacionados
Como se dijo en la Seccio´n 1.3, este proyecto sigue el enfoque de ana´lisis
automa´tico de coste del art´ıculo germinal de Wegbreit [57]. Existen varios
analizadores de coste que intentan construir funciones de cota superior, para
lenguajes funcionales [57, 38, 50, 56, 53, 16, 42], lo´gicos [27, 45] e imperati-
vos [7]. Como no hay una terminolog´ıa unificada en el a´rea, esas funciones
son conocidas como funciones de complejidad de caso pe´simo (worst-
case complexity functions WCCF) por Aho, Hopcroft y Ullman [1], como
funciones de restriccio´n de tiempo (time-bound functions TBF) por Ro-
sendahl [50], y como funciones recursivas de complejidad en el tiempo
(recursive time-complexity functions RTCF) por Le Metayer [38]. Como ya
hemos dicho en la Seccio´n 1.4.1), las CR se diferencian de todas ellas en que
1. las ecuaciones llevan restricciones de taman˜o inexactas asociadas y
2. especifican relaciones indeterministas.
Hay dos maneras de ver y resolver las CR:
La perspectiva algebraica considera las CRs como relaciones de recu-
rrencia (recurrence relations). Fue la propuesta inicial, y tiene gran apoyo
porque permite reutilizar el conocimiento existente en resolucio´n de relacio-
nes de recurrencia, de dos modos alternativos:
a implementar en el analizador un resolutor de recurrencias restringidas (res-
tricted recurrence), como hacen Debray [27] y Wegbreit [57].
b Acoplar un sistema CAS a la salida del analizador, tal y como propusieron
Benzinger [16], Luca et al. [42], Sands [53] y Wadler [56].
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La perspectiva transformacional considera una CRs como un progra-
ma funcional, y las resuelve aplicando te´cnicas gene´ricas de transformacio´n
de programas sobre el programa de tiempo acotado (time bound program
TBP) [50] hasta obtener un programa no recursivo. Resulta trivial obtener un
TBP a partir de un CRs introduciendo un operador de maximizacio´n (o eje-
cucio´n disjunta). Esta perspectiva fue propuesta primero en ACE [38], que
conten´ıa varias reglas de transformacio´n para obtener representaciones no
recursivas. Tambie´n fue defendida por Rosendahl [50], quien ma´s tarde pro-
porciono´ varias te´cnicas [51] basadas en la su´per compilacio´n (Turchin [55]).
Discusio´n
La necesidad de mejorar los algoritmos para calcular resultados en forma
cerrada ya fue sen˜alada por Hickey y Cohen [32]. Un avance significativo en
esta direccio´n es el de Roberto Bagnara en PURRS [13], que fue el primero
en calcular algor´ıtmicamente cotas superiores en forma cerrada no asinto´tica
para una amplia clase de CRS , pero desafortunadamente necesita que e´stos
sean deterministas.
Otro trabajo relevante es el de Marion et al. [43, 17], quienes propusieron
un ana´lisis para lenguajes funcionales que acotaba el taman˜o de la pila de
registros de activacio´n. Este enfoque usaba las cuasi-interpretaciones y estaba
limitado a la complejidad polino´mica.
Una alternativa a la bu´squeda de cotas superiores es evaluar directamente
las TBF como propon´ıan Go´mez et al. en [28], si bien esto tiene un a´rea de
aplicacio´n menor y su uso eficiente esta´ restringido a sistemas de ecuaciones
deterministas.
Trabajos que no siguen el modelo de Wegbreit
Otro enfoque diferente al ana´lisis de coste se basa en los sistemas de tipos
anotados con informacio´n de recursos, sin usar las CR como paso intermedio.
As´ı, en este enfoque no se necesita el ca´lculo de resultados en forma cerrada
para las CR, pero esta´ restringido a cotas lineales (Hoffman [33]), con alguna
notable excepcio´n como en el trabajo de Crary y Weirich [26].
Un enfoque basado en el ana´lisis de programas para inferir el acotamien-
to polino´mico de los valores calculados (como funcio´n de la entrada) ha sido
propuesto por Ben-Amram et al. [15]. Infiere la complejidad de un programa
obteniendo primero un step-counting program. Este trabajo se basa en traba-
jos previos en la l´ınea de Niggl et al. [47] y Kristiansen et al.[37] y la mayor
novedad es que proporciona completitud para un lenguaje simple (Turing
incompleto).
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1.4.3. Nuestro enfoque
El problema de las metodolog´ıas expuestas era su limitada escalabilidad:
pod´ıan aplicarse con e´xito en el ana´lisis de programas de juguete, pero no
en el de programas reales. En unas por su incapacidad de tratar con e´xito el
indeterminismo, en otras porque solo analizaban programas de cierto lenguaje
o paradigmas, y en algunas porque solo pod´ıan tratar programas cuyos costes
tuvieran un orden de complejidad lineal o polino´mico.
La experiencia de Albert, Arenas, Genaim, Puebla y Zanardini en el uso
del enfoque algebraico para resolver las CR generadas por COSTA [7] evi-
dencio´ que los CAS no resuelven o no pueden resolver con e´xito una CR, y
que convertir automa´ticamente los CRS al formato de los CAS o bien no es
posible o bien lleva a soluciones inu´tiles para uso pra´ctico (Seccio´n 1.2).
En cambio el enfoque que aqu´ı si sigue logra calcular resultados en forma
cerrada correctos y relativamente simples. Su aplicabilidad abarca CR de-
terministas o indeterministas, programas funcionales, lo´gicos u orientados a
objetos, y de las clases de complejidad polino´mica, exponencial o logar´ıtmi-
ca. Una caracter´ıstica distintiva de este enfoque es que no traduce las CR
a otro formato. En cambio, las procesamos y simplificamos hasta derivar
esta´ticamente en una solucio´n en forma cerrada. Para ello aplicamos ana´lisis
y transformaciones basadas en la sema´ntica como el ca´lculo de funciones de
rango de Podelski [48], los invariantes (Cousot y Halbwachs [24]) y la eva-
luacio´n parcial (hay una monograf´ıa de Jones et al. [35]). Estos ana´lisis han
sido estudiados en el campo de la complejidad algor´ıtmica (Wilf [58]).
En s´ıntesis, este enfoque es ma´s potente pero las te´cnicas que emplea son
inherentemente incompletas.
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1.5. La perspectiva asinto´tica
El mismo Wegbreit [57] sen˜alo´ que los analizadores generan funciones
sinta´cticamente grandes y complejas. Para algunas aplicaciones es deseable
abstraer la informacio´n ma´s relevante y suprimir los detalles innecesarios. Un
me´todo es el ana´lisis asinto´tico, que se basa en estas suposiciones:
Solo importa el comportamiento de las funciones para valores indefini-
damente grandes (l´ımite infinito o asinto´tico)
Al compararlas, podemos ignorar las proporciones lineales.
La notacio´n O denota cotas superiores asinto´ticas. Dadas f, g : N → R,
f ∈ O(g) expresa que para valores grandes de n , f(n) esta´ proporcionalmente
acotada por g(n). Otras notaciones asinto´ticas son la notacio´n Ω(f), para
cotas inferiores y la notacio´n Θ(f) para proporcio´n lineal.
1.5.1. Ana´lisis asinto´tico de coste
El ana´lisis asinto´tico de coste (asymptotic cost analysis) busca encon-
trar funciones sencillas que describan el comportamiento del programa para
datos grandes. Las funciones f ′P ,maxP ,minP , definidas en las ecuaciones
(1.2), en la pa´gina 4 permiten distinguir dos tipos de estudios asinto´ticos:
El estudio de caso pe´simo (asymptotic worst-case) busca una funcio´n
ub tal que maxP ∈ O(ub), llamada cota superior asinto´tica (asymptotic
upper bound AUB). Si esa funcio´n ub tambie´n satisface que maxP ∈ Θ(ub),
entonces ub es una cota superior asinto´tica exacta (tight asymptotic u.b.).
Encontrar una cota inferior asinto´tica (asymptotic lower bound), esto
es una funcio´n lb tal que minP ∈ Ω(lb), es el objetivo del estudio de caso
o´ptimo (asymptotic best-case). lb sera´ una cota inferior asinto´tica exacta
(tight asymptotic lower bound) si minP ∈ Θ(lb).
El orden asinto´tico exacto del programa P lo da una funcio´n f que sea
a la vez cota asinto´tica superior e inferior del coste del programa. Es decir
maxP ∈ O(f) y minP ∈ Ω(g) y f ∈ Θ(g).
La Complejidad Computacional asinto´tica es el estudio del compor-
tamiento a gran escala de un algoritmo, o de los algoritmos que resuelven
un problema, empleando ana´lisis asinto´tico. Desde el art´ıculo fundamental
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de Hartmanis y Stearns[1] en 1965, as´ı como del libro de 1972 sobre NP-
completitud de Garey y Johnson, tambie´n se usa el te´rmino complejidad
computacional para referirse a la complejidad asinto´tica.
1.5.2. ¿Asinto´ticos o no asinto´ticos?
Los dos tipos de ana´lisis son complementarios y ninguno es adecuado
para todas las aplicaciones mencionadas en la Seccio´n 1.2. El primero da
informacio´n esencial y sencilla pero ma´s imprecisa que el segundo. Siempre
se puede pasar de no asinto´tico a asinto´tico, de forma ra´pida y sencilla,
pero este proceso destruye informacio´n y es irreversible. Por ello siempre es
ma´s u´til y correcto calcular cotas no asinto´ticas. Y hay aplicaciones, como
predecir si una aplicacio´n satura los recursos del sistema (Go´mez, Albert y
Genaim [9]) en que solo valen las cotas no asinto´ticas. No obstante, hay dos
grandes motivos para usar resultados asinto´ticos.
Por legibilidad: En la Subseccio´n 1.2.1 se menciono´ co´mo puede un pro-
gramador usar el ana´lisis de coste. Para lograrlo, se debe facilitar la inter-
accio´n y presentacio´n de los datos. Pero las expresiones que se obtienen en
el ana´lisis no asinto´tico, como 5x2 + 3x ∗ log2x + 2x + 1 son poco legibles y
excesivamente detalladas, mientras que x2 es ma´s conciso.
Por eficiencia de ca´lculo: Los analizadores de coste tambie´n son progra-
mas y por tanto nos interesa reducir sus costes. El ana´lisis asinto´tico es ma´s
eficiente que el no asinto´tico porque e´ste procesa expresiones ma´s compac-
tas, ignora las constantes aditivas y multiplicativas y puede resolver con ma´s
facilidad los operadores de ma´ximo o mı´nimo.
1.6. Nuestra contribucio´n
Se adapta la nocio´n cla´sica de complejidad asinto´tica para cubrir el
ana´lisis de programas reales. En ellos el comportamiento asinto´tico viene
determinado por el nu´mero de iteraciones de los bucles, que dependen de
combinaciones lineales de varios argumentos del programa.
Hemos implementado una simplificacio´n de expresiones de coste a forma
asinto´tica equivalente. Esto satisface la motivacio´n (1) y nos permite usar el
conocimiento y arte existente en resolucio´n de CRs.
Esa simplificacio´n la hemos integrado en el ca´lculo de resultados en forma
cerrada, para que as´ı se calculen directamente cotas asinto´ticas sin obtener
primero las no asinto´ticas. Esto satisface nuestra segunda motivacio´n.
Cap´ıtulo 2
Sistemas de Relaciones de
Coste
2.1. Notaciones
Empecemos por introducir alguna notacio´n:
Conjuntos de nu´meros naturales N, naturales mayores que cero N+
enteros Z, reales R, y reales no negativos R+.
t¯ denota una secuencia de n > 0 elementos t1, . . . , tn.
x, y, o z, denotan variables de dominio Z.
Para unas variables x¯ = (x1, ..., xn), una sustitucio´n σ es una aplica-
cio´n σ : x¯ 7→ Zn, a veces representado como x¯ = v¯ siendo v¯ = (v1, ..., vn)
un vector de valores enteros.
Una expresio´n lineal (linear expression) tiene la forma v0 + v1x1 +
. . .+ vnxn, donde vi ∈ Z, 0 ≤ i ≤ n.
As´ı mismo, una restriccio´n lineal (linear constraint) (en Z) es una
fo´rmula l ≤ 0, donde l es una expresio´n lineal. Abreviaremos l = 0 por
l ≤ 0 ∧ l ≤ 0, y l < 0 por l + 1 ≤ 0.
Una restriccio´n de taman˜o (size constraint SC) es una conjuncio´n
de restricciones lineales. Las letras griegas ϕ, φ o ψ simbolizan SC.
ϕ1 |= ϕ2 indica que ϕ1 implica ϕ2. Asimismo, σ |= ϕ indica x¯ = v¯ |= ϕ.
El operador de proyeccio´n ∃x¯.ϕ (respectivamente ∃¯x¯.ϕ) suprime de ϕ
las variables en x¯ (respectivamente vars(ϕ) \ x¯).
23
24 CAPI´TULO 2. SISTEMAS DE RELACIONES DE COSTE
2.2. Expresiones de Coste
Esta seccio´n describe las expresiones de coste, que son los bloques ba´sicos
con que se construyen las relaciones de coste. Definimos su sintaxis y sus
propiedades sema´nticas, las cuales proporcionan el fundamento del ca´lculo
de cotas superiores de relaciones de coste.
2.2.1. Sintaxis
Definicio´n 5 (Expresio´n de Coste). Una Expresio´n de Coste (Cost Ex-
pression CExp) es una expresio´n simbo´lica e que puede generarse con esta
grama´tica:
e::= r | nat(l) | log(nat(l)) | nnat(l) | e+ e | e ∗ e | er | ma´x(S)
donde r ∈ R+ , n ∈ N+, l es una expresio´n lineal, la base del logaritmo log
es 2 y S es un conjunto de expresiones de coste. 2
Para una CExp e definimos sus conjuntos de subexpresiones lineales
lins(e) y variables vars(e). Obse´rvese que siempre esta´n dentro de un nat.
Ejemplo 12 (Variables y subexpresiones lineales). En la expresio´n de coste
e = nat(x + 1) ∗ nat(y − 2) + 3 ∗ nat(y − 3) los conjuntos lins(e) y vars(e)
son lins(e) = {x+ 1, y − 2, y − 3} y vars(e) = {x, y}. 2
Definicio´n 6 (Expresio´n de Coste Ba´sica). Una Expresio´n de Coste
Ba´sica (Base Cost Expression) es una expresio´n de coste con la forma
r, nat(l), log(nat(l)) o nnat(l). 2
Ejemplo 13 (Expresio´n de Coste Ba´sica). En estos grupos de expresiones:
5 nat(2x+ 1) 3nat(y−1) log3(nat(z + 2) + 1) (2.1)
5 + 1 nat(x) + nat(y) 2nat(z) ∗ nat(x) ma´x({nat(x), 5}) (2.2)
las expresiones en (2.1) son ba´sicas, mientras que las de (2.2) no lo son. 2
Las expresiones de coste no ba´sicas se obtienen aplicando las operaciones
+, ∗,ma´x sobre las ba´sicas. O dicho de otra manera, en el a´rbol sinta´ctico
de una CExp los nodos hoja son expresiones ba´sicas.
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2.2.2. Sema´ntica
El propo´sito de una expresio´n de coste es definir una funcio´n entre los
taman˜os de los datos de entrada de un programa y el coste de procesar esos
datos. Su sema´ntica consiste en especificar co´mo se evalu´a.
Definicio´n 7 (Evaluacio´n de una Expresio´n de Coste). Sea e una expresio´n
de coste con variables libres vars(e) ⊆ x¯ = (x1, . . . , xn). Y sea una asignacio´n
σ : x¯ 7→ Zn. La evaluacio´n de e con σ, escrito σ(e) o [[e′]]σ, es el nu´mero que
se obtiene siguiendo estos pasos:
1. Aplicamos σ en todas las variables en e.
2. Interpretamos nat como una funcio´n nat(v)=max({v, 0}).
3. El resto de operaciones (suma, producto, exponente, max) se interpre-
tan de manera convencional, y se operan. 2
Esta definicio´n garantiza que al evaluar una expresio´n de coste siempre
se obtiene un valor positivo o nulo.
Ejemplo 14 (Evaluacio´n de una Expresio´n de Coste). La evaluacio´n de esta
expresio´n de coste,
e = 5 + nat(x) ∗ (nat(y) + 1) + 2nat(z−1)
con la sustitucio´n σ definida como σ(x) = 0, σ(y) = 2 y σ(z) = 1, proceder´ıa
as´ı:
[[e]]σ =
[[5 + nat(x) ∗ (nat(y) + 1) + 2nat(z−1)]]σ = // aplicar σ
5 + nat(0) ∗ (nat(2) + 1) + 2nat(0) = // aplicar nat
5 + 0 ∗ (2 + 1) + 20 = 6 operar
2
2.2.3. Equivalencia y Forma Normal
Para tratar las expresiones de coste, hay que empezar por sen˜alar cua´ndo
dos expresiones sinta´cticamente distintas representan la misma funcio´n.
Definicio´n 8 (Equivalencia de Expresiones de Coste). Sean e1, e2 dos CExp
tales que vars(e1)∪ vars(e2) = {a1, . . . , an}. Decimos que e1 y e2 son equiva-
lentes, escrito e1 = e2, si para cualquier asignacio´n σ de {a1, . . . , an} en R+
se cumple que σ(e1) = σ(e2). Se puede comprobar que “= ”es una relacio´n
de equivalencia: es reflexiva, sime´trica y transitiva. 2
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Propiedad 1 (Propiedades de equivalencia entre CExp). Con respecto a
“= ”, las operaciones entre expresiones de coste se comportan de la manera
usual: El operador de suma es conmutativo y asociativo y tiene un elemento
neutro (0) (2.3). El operador de producto es conmutativo y asociativo y tiene
elemento neutro (1) (2.4). El operador de ma´x (unionsq) es conmutativo, asociativo
y tiene elemento neutro (0) (2.5). El producto es distributivo respecto de la
suma (2.6) y tanto la suma como el producto lo son respecto del ma´x(2.7).
Por u´ltimo, la suma y el producto son cancelativas (2.8). 2
a+ (b+ c) =(a+ b) + c a+ b =b+ a a+ 0 =a (2.3)
a ∗ (b ∗ c) =(a ∗ b) ∗ c a ∗ b =b ∗ a a ∗ 1 =a (2.4)
a unionsq (b unionsq c) =(a unionsq b) unionsq c a unionsq b =b unionsq a a unionsq 0 =a (2.5)
a ∗ (b+ c) = a ∗ b+ a ∗ c (2.6)
a+ (b unionsq c) =a+ b unionsq a+ c a ∗ (b unionsq c) =a ∗ b unionsq a ∗ c (2.7)
a+ b = a+ c→ b = c a ∗ b = a ∗ c→ a = 0 ∨ b = c (2.8)
Definicio´n 9 (Forma Normal de Expresiones de Coste). Una expresio´n de
coste e esta´ en forma normal si tiene esta estructura
e =
m⊔
i=1
si∑
j=1
pij∏
k=1
bijk
donde cada bijk es una expresio´n de coste ba´sica. 2
Proposicio´n 1 (Normalizacio´n de Expresiones de Coste). Para toda CExp
e existe otra expresio´n en forma normal e′ tal que e = e′
Demostracio´n. Para una expresio´n de coste e, su forma normal equivalente
se puede construir aplicando las propiedades asociativas y conmutativas de
+,× y ma´x, as´ı como las propiedades distributivas del producto respecto a
la suma y las de e´stas respecto del ma´x.
Ejemplo 15 (Normalizacio´n de Expresio´n de Coste). Vamos a normalizar
la siguiente expresio´n nat(x) ∗ (5 + ma´x({nat(y)2, 2nat(z)}))
nat(X) ∗ma´x({5 + nat(y)2, 2nat(z)})︸ ︷︷ ︸
distributividad de ∗ sobre unionsq
=
ma´x({nat(x) ∗(5 + nat(y)2)︸ ︷︷ ︸
distributividad de ∗ sobre +
, nat(x) ∗ 2nat(z)}) =
ma´x({5nat(x) + nat(x) ∗ nat(y)2, nat(x) ∗ 2nat(z)})
en cada paso se indica que´ propiedad distributiva es la utilizada. 2
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2.2.4. Orden y Monoton´ıa
Uno de nuestros objetivos en ana´lisis de coste es comparar las funciones
de coste de varios programas. Dado que las expresiones de coste representan
funciones de coste, debemos definir un orden entre ellas.
Definicio´n 10 (Orden funcional de CExp). Sean e1, e2 dos expresiones de
coste tales que vars(e1) ∪ vars(e2) = {a1, . . . , an}. Decimos que e1 es menor
o igual que e2, escrito e1 ≤ e2, si para cualquier asignacio´n σ de {a1, . . . , an}
a R+ se cumple que σ(e1) ≤ σ(e2). 2
Es decir, e1 ≤ e2 indica que e1 acota inferiormente a e2. Podemos com-
probar que “≥”es una relacio´n de orden: es reflexiva, transitiva, antisime´trica
con respecto a “=”y tiene un elemento mı´nimo (0). Los operadores +, ∗,ma´x
se comportan de la manera usual respecto a “≥”.
Propiedad 2 (Propiedades del orden funcional ≤). El operador de suma es
extensivo y mono´tono(2.9). El operador de producto es mono´tono y, cuando
todos los factores son mayores que 1, extensivo(2.10). El operador de ma´x
es mono´tono y extensivo(2.11). Adema´s, ma´x es un operador de de mı´nima
cota superior (least upper bound) (2.12). 2
a ≤ b→a+ c ≤ b+ c a+ b ≥ a (2.9)
a ≤ b→a ∗ c ≤ b ∗ c b ≥ 1→ a ∗ b ≥ a (2.10)
a ≤ b→a unionsq c ≤ b unionsq c a unionsq b ≥ a (2.11)
a unionsq b = c↔ a = c ∧ a ≥ b ∨ b = c ∧ b ≥ a (2.12)
Otra propiedad que tambie´n es importante sen˜alar es la monoton´ıa de las
expresiones de coste respecto a sus componentes lineales.
Proposicio´n 2 (Monoton´ıa de Expresiones de Coste). Sea e una CExp con
una subexpresio´n lineal l, una expresio´n lineal l′ y ϕ una fo´rmula tal que
ϕ |= l′ ≥ l. Sea e′ el resultado de reemplazar dentro de e una aparicio´n de
nat(l) por nat(l′). Entonces se cumple que e′ ≥ e. 2
Demostracio´n. Se infiere de la monoton´ıa de los operadores nat, potencia y
logaritmo, as´ı como de las operaciones +,×,ma´x.
Ejemplo 16 (Monoton´ıa de Expresiones de Coste). Tomemos la CExp e =
nat(x)+5 y sea la restriccio´n de coste ϕ = {x ≤ y}. Resulta entonces evidente
que la expresio´n e′ = nat(y) + 5 verifica que ϕ |= e′ ≥ e. 2
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2.3. Sintaxis de los CRS
Esta seccio´n se define la sintaxis de las CR y los CRS , identifica sus
componentes principales y define algunas propiedades importantes.
2.3.1. Ecuaciones de Coste
Definicio´n 11 (Ecuacio´n de Coste). Una ecuacio´n de coste (cost equa-
tion, CE) es una fo´rmula
〈C(x¯) = e+
k∑
i=1
Di(y¯i), ϕ〉
donde e es una CExp, llamada coste local, C es la relacio´n de coste codefi-
nida por la ecuacio´n, x¯ son los para´metros de la ecuacio´n, cada Di es una
relacio´n de coste, las expresiones Di(y¯i) son llamadas y ϕ una restriccio´n de
taman˜o entre las variables x¯ ∪ vars(e)⋃ki=1 y¯i, llamada guarda. 2
Intuitivamente, la ecuacio´n 〈C(x¯) = e+∑ki=1 Di(y¯i), ϕ〉 dice que el coste
de C(x¯) es el valor de e (coste local) ma´s la suma de los valores de las llamadas
Di(y¯i) para una asignacio´n de vars(e), x¯, y¯i que satisface ϕ. Se puede ver que,
a diferencia de las ecuaciones en una RR, la guarda de una CE es un sistema
de inecuaciones l ≤ 0 o l < 0.
Una ecuacio´n llama a una CR D si contiene alguna llamada a D. Una
llamada es recursiva (recursive) si D = C y externa en otro caso.
Ejemplo 17 (Ecuacio´n de Coste y Elementos). Esta CR
〈C(x, y) = nat(x−y)+4+D(x+2, z, 1)+C(x, y−1), {x ≥ 0, y ≥ 0, 0 ≤ z ≤ y}〉
solo contiene una ecuacio´n de la CR C cuyos para´metros son x, y. Esta CE
contiene un coste local que es nat(x− y) + 4, una llamada a la CR D y una
llamada recursiva. La restriccio´n inexacta indica que esta CE solo es aplicable
si los para´metros x, y tienen un valor positivo o 0 y que la otra variable z
solo toma valores entre 0 e y (ambos incluidos). 2
Como se vio en el Cap´ıtulo 1, nuestro objetivo es transformar las CR
hasta conseguir resultados en forma cerrada. Por eso vamos a especificar
ahora que´ es esa forma cerrada.
Definicio´n 12 (Formas Directa, Funcional y Cerrada de una Ecuacio´n de
Coste). Una CE esta´ en forma directa (direct form) si no contiene llamadas,
esta´ en forma funcional (functional form) si los para´metros determinan
un´ıvocamente a todas sus variables y esta´ en forma cerrada (closed form)
si esta´ en forma directa y funcional. 2
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Ejemplo 18 (Ecuaciones en forma funcional y directa). En estas CE
(1) 〈C(x, y) = 5 +D(z) , {z ≤ y}〉
(2) 〈C(x, y) = 5 + nat(x− z) , {z ≤ y}〉
(3) 〈C(x, y) = 3 +D(x− y) , {x ≥ 0}〉
(4) 〈C(x, y) = 3 + nat(x− y) , {x ≥ 0}〉
1. (1) no esta´ en forma ni funcional ni directa,
2. (2) esta´ en forma directa pero no funcional,
3. (3) esta´ en forma funcional no directa y
4. (4) esta´ en forma funcional y directa, y por tanto en forma cerrada. 2
Ahora vemos como caracterizar la recursividad de las relaciones de coste
a nivel de ecuacio´n.
Definicio´n 13 (Recursio´n de las Ecuaciones de Coste). Una CE E es una
ecuacio´n ba´sica (base equation), o caso base (base case) si no contiene
llamadas recursivas y es una ecuacio´n recursiva si (recursive equation). El
factor recursivo (recursive factor) de una CE es el nu´mero de llamadas
recursivas que contiene. Una ecuacio´n recursiva es recursiva simple si solo
tiene una llamada recursiva, y recursiva mu´ltiple si tiene ma´s de una. 2
Ejemplo 19 (Ecuaciones ba´sicas y recursivas). En estas CE
(1) 〈C(x) = 1 + D(y) , x ≥ y ≥ 0 〉
(2) 〈C(x) = 1 + C(x− 1) , x ≥ 2 〉
(3) 〈C(x) = 1 + C(x− 1) + C(x− 2) , x ≥ 3 〉
(1) contiene una llamada externa pero ninguna recursiva, por lo que se trata
de un caso base, (2) es recursiva simple con factor recursivo b = 1 y (3) es
una ecuacio´n recursiva mu´ltiple de factor b = 2. 2
El factor recursivo es una medida fundamental para describir la evaluacio´n
de una relacio´n de coste. Cuando existe recursio´n mu´ltiple, la evaluacio´n de la
CR implica un nu´mero exponencial de evaluaciones derivadas. Por tanto, la
recursio´n mu´ltiple es el origen de los o´rdenes exponenciales de complejidad.
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2.3.2. Relaciones de Coste
Definicio´n 14 (Relacio´n de Coste). Una relacio´n de coste (cost relation,
CR) de aridad n es una relacio´n C ⊆ Zn×R+ especificada por varias CE. 2
La forma en que las ecuaciones de coste especifican los valores de una CR
se detalla en la Seccio´n 2.4.
Ejemplo 20 (Relacio´n de Coste). Estas dos ecuaciones de coste
〈C(x, y) = 2 ∗ nat(y) + 3 , {x = 0, y ≥ 0} 〉
〈C(x, y) = 5 + C(x− 1, y) , {x ≥ 1, y ≥ 0} 〉
definen la CR C, que tiene dos para´metros y cuyas ecuaciones son va´lidas
para vectores (x, y) tales que x ≥ 0 ∧ y ≥ 0. 2
Como ya hemos dicho antes, una caracter´ıstica importante de las CR es
su recursio´n.
Definicio´n 15 (Factor Recursivo de una CR). El factor recursivo (recur-
sive factor) b de una CR es el ma´ximo factor recursivo de sus CE. 2
Ejemplo 21 (Factor Recursivo de una CR). En el Ejemplo 19, el factor
recursivo de la CR C es 2, que es el de la ecuacio´n (3). 2
2.3.3. Sistemas de Relaciones de Coste
Definicio´n 16 (Sistemas de Relaciones de Coste). Un sistema de relacio-
nes de coste (cost relation system CRS) S es un conjunto de ecuaciones de
coste que definen varias CR. Un CRS debe ser auto-contenido: sus ecuaciones
solo contienen llamadas a otras CR definidas en S. 2
La funcio´n rel(S) da el conjunto de CR para las que hay una ecuacio´n en
S. Para cada CR C, S.def (C) es el conjunto de ecuaciones de C en S.
Ejemplo 22 (Sistema de Relaciones de Coste). En este CRS ,
S =

〈C(x, y) = nat(x) + 2 , {x ≥ 0, y = 0} 〉
〈C(x, y) = 1 +D(z) + C(x, y − 1) , {y ≥ 1, x ≥ 0, 0 ≤ z ≤ x} 〉
〈D(x) = 3 , {x ≤ 0} 〉
〈D(x) = 5 +D(x− 1) + E(x− 2) , {x ≥ 1} 〉
〈E(x) = 5 ∗ nat(x+ 3) 〉

se definen las relaciones rel(S) = {C/2, D/1, E/1}. En esta notacio´n C/N
C es el nombre de la CR y N es el nu´mero de argumentos. 2
Ejemplo 23 (CRS de Lista.delete). En el CRS del me´todo Lista.delete (Fi-
gura 1.9) se definen las CR {Del/5, C/5, D/3, E/2}. 2
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2.4. Sema´ntica de los CRS
En esta Seccio´n explicamos la sema´ntica de una CR dentro de un CRS .
Para ello distinguimos dos partes: la primera es una especificacio´n formal y
no constructiva del conjunto de soluciones de una CR, y la segunda es un
algoritmo para construir todas esas soluciones.
2.4.1. Solucio´n de una CR
Una CR de aridad n es una aplicacio´n C : Zn 7→ P(R+). La sema´ntica
de la CR debe dar, para cada vector v¯ ∈ Zn, la especificacio´n del conjun-
to C(v¯). Nosotros damos esa especificacio´n mediante restriccio´n (restricted
comprehension) de R+.
Definicio´n 17 (Solucio´n de una CR). Sea C(x¯) una CR de aridad n y sea
v¯ ∈ Zn. Un nu´mero r ∈ R+ es una solucio´n de C(v¯), escrito r ∈ C(v¯) si y
solo si existe una ecuacio´n E de la forma
E = 〈C(x¯) = e+
m∑
i=1
Di(y¯i), ϕ〉
y una asignacio´n σ : x¯ ∪ y¯i ∪ vars(e) 7→ R+ tales que σ |= ϕ ∧ x¯ = v¯ y
r = σ(e) +
∑m
i=1 di y cada di cumple di ∈ D(w¯i), siendo w¯i el resultado de
aplicar σ en cada posicio´n de y¯i. 2
Ejemplo 24 (Soluciones de una CR). Sea C la CR definida con estas ecua-
ciones:
(1)〈 C(x) = 3 , x ≥ 0 〉
(2)〈 C(x) = 4 + C(x− 1) , x ≥ 1 〉
algunas soluciones de C(3) son las siguientes:
3 ∈ C(3) se obtiene al escoger la ecuacio´n (1).
7 ∈ C(3) se obtiene si escogemos la ecuacio´n (2) pues x = 3 satisface
x ≥ 1 y 7 = 4 + 3 y podemos ver que 3 ∈ C(2) (Ecuacio´n 1).
Asimismo 11, 15 ∈ C(3) y por tanto C(3) = {3, 7, 11, 15}. 2
Definicio´n 18 (Dominio de una CR). Se define el dominio de una CR
n-aria C como
dom(C) = {v¯ ∈ Zn|C(v¯) 6= φ}
es decir, el conjunto de vectores enteros de n elementos para los que C(v¯)
tiene al menos una solucio´n. 2
Ejemplo 25 (Dominio de una CR). El dominio de la relacio´n de coste C del
Ejemplo 24 es el conjunto de enteros no nulos. 2
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2.4.2. Evaluacio´n de una CR
La Definicio´n 17 debe complementarse con un algoritmo para evaluar una
CR, esto es para generar sus soluciones.
Definicio´n 19 (Evaluacio´n de una CR). Sea S un CRS , C una CR C ∈
rel(S) y un vector v¯ ∈ Zn. Una evaluacio´n (evaluation) de C(v¯) es una
tupla T = node(C(v¯), r, 〈T1, . . . , Tk〉) que puede construirse con estos pasos:
1. Escoger una ecuacio´n de coste
E =
〈
C(x¯) = e+
k∑
i=1
Di(y¯i), ϕ
〉
∈ S.def (C)
2. Encontrar una asignacio´n σ : vars(E) 7→ Z que verifique σ |= x¯ = v¯∧ϕ.
3. Calcular el coste local de la evaluacio´n r = σ(e).
4. En cada Ti construir una evaluacio´n de Di(w¯i) siendo w¯i el resultado
de aplicar σ a cada componente de y¯i. Esas Ti reciben el nombre de
evaluaciones derivadas (child evaluations) de T .
El resultado de una evaluacio´n T , escrito Sum(T ), es el nu´mero definido como
Sum(node(C(v), r, 〈T1, . . . , Tk〉)) = r +
k∑
i=0
Sum(Ti)
que resulta de acumular los costes locales de esa evaluacio´n. 2
Este algoritmo no es determinista porque el paso (1) admite varias so-
luciones y el paso (2) puede incluso admitir infinitas soluciones. Eso puede
provocar que una llamada tenga infinitas evaluaciones.
Ejemplo 26 (Llamada con infinitas evaluaciones). Al evaluar la CR del
Ejemplo 2 siguiendo la Definicio´n 19 hay infinitas asignaciones a j que satis-
fagan j ≥ 0. As´ı, Del(3, 10, 2, 20, 2) admite infinitas evaluaciones que generan
un conjunto finito de valores. 2
Otra caracter´ıstica del algoritmo de evaluacio´n es que algunas ramas pue-
den desembocar en un fallo o ser infinitas. Se dara´ un fallo si en alguna eva-
luacio´n derivada no se pueden satisfacer los pasos (1) y (2). Y puede que la
evaluacio´n no termine si se genera una reiteracio´n constante del paso (3).
Ejemplo 27 (Evaluacio´n Infinita). Sea C la relacio´n de coste definida por
esta u´nica ecuacio´n:
〈C(x) = 1 + C(x)〉
La evaluacio´n de C nunca termina, y por tanto ∀x : C(x) = φ. 2
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En lo que respecta a la correccio´n y completitud del algoritmo, solo in-
teresan las evaluaciones terminantes y exitosas.
Propiedad 3 (Correccio´n y completitud del algoritmo de evaluacio´n). Res-
pecto a la especificacio´n de soluciones de una CR, (Definicio´n 17) el algoritmo
de evaluacio´n (Definicio´n 19) es
Correcto: toda evaluacio´n T exitosa y terminante de C(v¯) satisface que
Sum(T ) ∈ C(v¯).
Completo: para toda solucio´n r ∈ c(v¯) existe una evaluacio´n exitosa y
terminante T de C(v¯) tal que r = Sum(T ). 2
Conceptos asociados a una Evaluacio´n
Definicio´n 20 (Subevaluacio´n). Sean E1 = y E2 dos evaluaciones . Se dice
que E2 es una subevaluacio´n de ı´ndice k ≥ 0 si sucede que:
Para k = 0, si E2 = E1.
Para k ≥ 1, si hay algu´n Ti de E1 tal que E2 es una subevaluacio´n de
ı´ndice k − 1 de Ti.
Para una evaluacio´n T , el subnivel de ı´ndice k ≥ 0 es el conjunto de subeva-
luaciones de ı´ndice k. La altura de una evaluacio´n T es el ma´ximo ı´ndice de
un subnivel no vac´ıo de T . 2
Para una evaluacio´n T , escribimos Sum Level(T, i) la suma de los costes
locales de las subevaluaciones de T que esta´n en el nivel i. Definimos el con-
junto de child local-cost expressions como el conjunto de tripletas, compuestas
cada una por dos expresiones de coste e1, e2 enlazadas por las restricciones
en que una aplicacio´n de e1 puede derivar una aplicacio´n de e2.
Definicio´n 21 (Expresiones de coste locales derivadas). El conjunto de ex-
presiones de coste local derivadas (child local-cost expressions) de una CR
independiente C, escrito Child Exps(C), se define como
Child Exps(C) =
〈e, e′, ψ〉
∣∣∣∣∣∣∣∣
〈C(x¯) = e+∑ki=1C(y¯i), ϕ〉 ∈ S, donde k ≥ 1
∀ 1 ≤ i ≤ k. 〈C(y¯i) = ei +
∑ki
j=1C(z¯j), ϕi〉 ∈ S
e′ = e1 + · · ·+ ek
ψ = ∃¯vars(e) ∪ vars(e′).ϕ ∧ ϕ1 ∧ · · · ∧ ϕk

2
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2.4.3. Cota Superior e Inferior de una CR
Hemos mencionado en secciones anteriores que queremos obtener cotas
superiores e inferiores de relaciones de coste, que sirvan para las aplicaciones
pra´cticas mencionadas en la Seccio´n 1.2. Por eso vamos a definir ahora que´ es
una cota superior e inferior de una CR.
Definicio´n 22 (Cota superior e inferior de una CR). Sea C una relacio´n de
coste de aridad n. Una funcio´n f : Zn 7→ R+ tal que
∀v¯ ∈ dom(C)∀r ∈ C(v¯) : f(v¯) ≥ r
es una cota superior (upper bound, UB) de C. De manera semejante, f
es una cota inferior (lower bound) si f(v¯) ≤ r. 2
Ejemplo 28 (Cota Superior e Inferior de una CR). La CR del Ejemplo 24
admite las funciones f y g,
f(x) = 5x← x ≥ 0 g(x) = x← x ≥ 0
como cota superior e inferior, respectivamente. 2
En general, para una CR C emplearemos las notaciones C+ para denotar
una cota superior de C y C− para denotar una inferior. Toda CR admite
muchas cotas superiores o inferiores, pero nos interesa obtener cotas ma´s
precisas. La precisio´n relativa de una cota se observa con respecto a las
funciones de valor ma´ximo y mı´nimo.
Definicio´n 23 (Valor ma´ximo de una CR). Sea C una CR n. La funcio´n
maxC : Zn 7→ R+ definida como
maxC(v¯) = max({r ∈ C(v¯)})
es la funcio´n de valor ma´ximo (max value) de C. Es decir, da la solucio´n
ma´s grande (orden usual de R+) que admite C(v¯). 2
Ejemplo 29 (Valor ma´ximo de una CR). Las siguientes son funciones de
valor ma´ximo y mı´nimo
maxC(x) = 4x+ 3← x ≥ 0 minC(x) = 3← x ≥ 0
para la CR del Ejemplo 24. 2
Claramente, para una CR C y un valor inicial v¯, con frecuencia habra´ infi-
nitas maneras de evaluar C(v¯) y por ello maxC no sera´ computable. En tales
casos tendremos que conformarnos con calcular para S una cota superior ub
menos precisa que maxC . Dicho en te´rminos lo´gicos, inferimos informacio´n
siempre correcta y casi siempre imprecisa.
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2.5. Contextos y Recursio´n
En un CRS las relaciones de coste estan interconectadas a trave´s de las
llamadas externas o recursivas que hay en sus ecuaciones. En el estudio de
los CRS y en la obtencio´n de resultados en forma cerrada es preciso estudiar
de la manera ma´s formal y aislada posible esas interconexiones.
2.5.1. Contextos y bucles
La primera nocio´n sirve para formalizar esa intuicio´n de conexio´n entre
las CR en una fo´rmula sencilla.
Definicio´n 24 (Contexto de llamada). Un contexto de llamada (call con-
text) C es una fo´rmula 〈C(x¯) → D(y¯), ϕ〉 donde C yD son dos CRs y ϕ es
una relacio´n de taman˜o entre las variables x¯, y¯. C es la CR origen y D es la
CR destino. C es satisfactible si lo es su restriccio´n ϕ. 2
Si pensamos en los te´rminos de la Definicio´n 19, 〈C(x¯)→ D(y¯), ϕ〉 indica
que una evaluacio´n de C(v¯1) puede incluir una subevaluacio´n de D(v¯2) tales
que x¯ = v¯1 ∧ y¯ = v¯2 |= ϕ. En otros campos, la nocio´n de contexto podr´ıa
ser una especificacio´n inexacta de co´mo los valores que hay en un nodo C se
transforman en las entradas de otro nodo D.
Ejemplo 30 (Contexto simple). Sean C,D dos relaciones de coste monopa-
rame´tricas. El contexto
〈C(x)→ D(0), {x ≥ 0}〉
me indica que si inicio una evaluacio´n de C con un argumento positivo (o
0), entonces eso puede llevar a que se inicie una evaluacio´n de D con el
argumento y = 0. 2
Este era un ejemplo sencillo, pero veamos ahora uno ma´s realista:
Ejemplo 31 (Contexto de llamada en Lista.delete). En el CRS de Lista.delete
(Fig. 1.9, Pa´gina 11) se induce este contexto de llamada (Ecuacio´n (3)):
〈C(l, a, la, b, lb)→ E(la, j), {l > 0, a ≥ la, a ≥ 0, b ≥ lb, b ≥ 0, j ≤ 0}〉
que me indica que al evaluar C se puede iniciar una evaluacio´n de E. 2
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De todas las conexiones que puede haber en un CRS las ma´s interesantes
son aquellas en que una misma relacio´n es origen y destino.
Definicio´n 25 (Bucle). Un bucle (loop) de una CR C es un contexto de
llamada de C a C. Es decir, es una fo´rmula
〈C(x¯)→ C(y¯), ϕ〉
donde ϕ es una relacio´n de taman˜o entre las variables x¯, y¯. 2
Ejemplo 32 (Bucle Simple). Sea la CR monoparame´trica C(x). El contexto
〈C(x)→ C(x− 1), x ≥ 1〉 es un bucle de C. 2
Ejemplo 33 (Bucle en el CRS de Lista.delete). En el CRS de la Fig. 1.9
(Pa´g. 11) se induce este bucle en la ecuacio´n (9) de la relacio´n E:
〈E(la, j)→ E(la, j + 1), {0 ≤ j < la− 1}
que corresponde al bucle for del me´todo Vector.elimina. 2
Un bucle especial, que luego emplearemos en varias definiciones y enun-
ciados, es el bucle nulo de C que corresponde a la transformacio´n que no
modifica las variables, esto es el que corresponde a la funcio´n identidad.
Definicio´n 26 (Bucle Nulo). Para toda CR C se define el bucle nulo de C
como C0C = 〈C(x¯)→ C(y¯), x¯ = y¯〉. 2
En un CRS con varias CR puede ocurrir que una relacio´n C cause la
evaluacio´n de D (por una llamada directa), y que a su vez D llame a E e
inicie su evaluacio´n. Resulta intuitivo unir esas conexiones y as´ı inferir que C
puede activar la evaluacio´n de E a trave´s de D. Esta intuicio´n se formaliza
en la operacio´n de composicio´n.
Definicio´n 27 (Composicio´n de contextos). La composicio´n de dos contextos
simples C1 = 〈C(x¯)→ D(y¯), ϕ1〉 y C2 = 〈D(y¯)→ E(z¯), ϕ2〉, es el contexto
C1 ◦ C2 = 〈C(x¯)→ E(z¯), ∃¯(x¯ ∪ z¯)(ϕ1 ∧ ϕ2)〉
2
Ejemplo 34 (Composicio´n de Contextos). Sean C,D,E tres CR monopa-
rame´tricas, y sean los contextos
I1 = 〈C(x)→ D(x− 1) , {x ≥ 1} 〉
I2 = 〈D(y)→ E(0) , {y ≥ 0} 〉
su composicio´n es
I3 = I1 ◦ I2 = 〈C(x)→ E(0), {x ≥ 1}〉
que indica co´mo la evaluacio´n de C(x) puede iniciar la de E. 2
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Propiedad 4 (Propiedades de la Composicio´n ◦). Sean C,D,E, F varias
CRs y los contextos C1 = 〈C(x¯) → D(y¯), ϕ1〉, C2 = 〈D(y¯) → E(z¯), ϕ2〉 y
C3 = 〈E(z¯)→ F (w¯), ϕ3〉. La operacio´n de composicio´n ◦
1. Es asociativa: (C1 ◦ C2) ◦ C3 = C1 ◦ (C2 ◦ C3)
2. Tiene elementos neutros por la derecha y la izquierda, que son los bucles
nulos de las CRs: C0C ◦ C1 = C1 ◦ C0D = C1. 2
Estas propiedades permiten pensar en el conjunto de bucles de una CR
como si de una estructura algebraica se tratara. Cuando se estudian las cons-
trucciones recursivas de un programa importa conocer el efecto de dar varias
iteraciones. En el a´lgebra de los bucles, el proceso de reiterar un bucle se
representa con la operacio´n de potencia.
Definicio´n 28 (Potencia de un Bucle). Sea C una CR y sea R un bucle de
C. Definimos la potencia ene´sima de R, escrito Rn, con estas ecuaciones:
La potencia 0 de R es el bucle nulo de C.
Para cualquier n = k + 1, Rk+1 = Rk ◦ R. 2
Ejemplo 35 (Potencia de un bucle sencillo). Sea C una CR monoparame´tri-
ca y sea I el siguiente bucle de C:
I = 〈C(x)→ C(x− 1), x ≥ 1〉
las potencias de I son los siguientes bucles:
I0 = 〈C(x)→ C(x) , 〉
I1 = 〈C(x)→ C(x− 1) , x ≥ 1 〉
I2 = 〈C(x)→ C(x− 2) , x ≥ 2 〉
y para potencias mayores, In = 〈C(x)→ C(x− n), x ≥ n〉. 2
Ejemplo 36 (Potencia de Bucle idempotente). Sea C una CR monopa-
rame´trica y sea I el siguiente bucle de C:
I = 〈C(x)→ C(0), x ≥ 0〉
las potencias de I son los siguientes bucles:
I0 = 〈C(x)→ C(x) , 〉
I1 = 〈C(x)→ C(0) , x ≥ 0 〉
I2 = 〈C(x)→ C(0) , x ≥ 0 〉
y como se ve, ∀n ≥ 1 : In = I. Es decir, que el bucle se estabiliza a partir de
cierta potencia. 2
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Ejemplo 37 (Potencias Insatisfactibles de un Bucle). Sea C una CR mono-
parame´trica y sea I el siguiente bucle de C:
I = 〈C(x)→ C(0), x ≥ 1〉
las potencias de I son los siguientes bucles:
I0 = 〈C(x)→ C(x) , 〉
I1 = 〈C(x)→ C(0) , x ≥ 1 〉
I2 = 〈C(x)→ C(0) , False 〉
y como se ve cualquier potencia In con n ≥ 2 es insatisfactible. Intuitiva-
mente, representa un bucle que da a lo sumo una iteracio´n. 2
Ejemplo 38 (Potencia de Bucles de Lista.delete). Vamos a calcular algunas
potencias del bucle mu´ltiple C que contiene los bucles simples obtenidos en
el Ejemplo 53 con los valores x¯0 = 〈l0, la0, lb0〉 y x¯ = 〈l, la, lb〉.
I1 = 〈C(l, la, lb)→ C(l′, la− 1, lb), {l > l′ ≥ 0}〉
I2 = 〈C(l, la, lb)→ C(l′, la, lb− 1), {l > l′ ≥ 0}〉
la potencia nula C0 es el bucle nulo 〈C(x¯0)→ C(x¯), x¯0 = x¯〉.
Tras una iteracio´n, C1 = C = {I1, I2}.
I1 = 〈C(x¯0) ; C(x¯), {l < l0, la = la0 − 1, lb = lb0, l0 > 0}〉
I2 = 〈C(x¯0) ; C(x¯), {l < l0, la = la0, lb = lb0 − 1, l0 > 0}〉
Se subrayan las restricciones modificadas por aplicar el bucle.
Tras dos iteraciones, C2 = {I3, I4, I5, I6}
I3 = 〈C(x¯0) ; C(x¯), {l < l0, la = la0 − 2, lb = lb0, l0 > 0}〉
I4 = 〈C(x¯0) ; C(x¯), {l < l0, la = la0, lb = lb0 − 2, l0 > 0}〉
I5 = 〈C(x¯0) ; C(x¯), {l < l0, la = la0 − 1, lb = lb0 − 1, l0 > 0}〉
I6 = 〈C(x¯0) ; C(x¯), {l < l0, la = la0 − 1, lb = lb0 − 1, l0 > 0}〉
donde I3 = I
2
1 , I4 = I
2
2 ,I5 = I1 ◦ I2 e I6 = I2 ◦ I1. La alteracio´n de las
restricciones refleja co´mo, en cada iteracio´n, disminuye la o lb.
A partir de ah´ı, la ene´sima potencia contiene todos los bucles de la
forma 〈C(x¯0) ; C(x¯), {l < l0, la = la0 − na, lb = lb0 − nb, l0 > 0}〉
donde na ≤ 0, nb ≤ 0 y n = na+ nb. 2
Por u´ltimo, vamos a definir las cerraduras de los bucles:
Definicio´n 29 (Cerraduras de bucles). Sea L un bucle, se definen las cerra-
duras de L como L+ = ∨ni=1Ln y L∗ = ∨ni=0Ln}.
Ejemplo 39 (Cerraduras de Bucles). Las cerraduras del bucle del Ej. 35.
son I+ = 〈C(x)→ C(y), x > y ≥ 0〉, I∗ = 〈C(x)→ C(y), x ≥ y ≥ 0〉. 2
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2.5.2. Sistema de Bucles
La mayor´ıa de los problemas en ana´lisis de programas vienen del estudio
de sus construcciones iterativas, las cuales corresponden a las instrucciones
while o for en un lenguaje imperativo o a las llamadas recursivas en uno
declarativo. Para estudiar esas construcciones se deben formalizar las cir-
cunstancias en que se inicia, se continu´a o termina su ejecucio´n. Para ello
nosotros empleamos la nocio´n del sistema de bucles, que aqu´ı presentamos.
Precondiciones y Postcondiciones
Cuando se habla de la ejecucio´n de un programa, es usual formalizar las
circunstancias en que e´ste puede ejecutarse y en las cuales puede terminar.
Definicio´n 30 (Precondicio´n Simple). Sea C una CR de para´metros x¯. Una
precondicio´n simple de C es una fo´rmula P = 〈> → C(x¯), ϕ〉 donde ϕ es
una relacio´n de taman˜o entre las variables x¯. 2
Intuitivamente, una precondicio´n me dice que es posible iniciar una eva-
luacio´n o llamada a C desde el entorno (representado con>) si los para´metros
satisfacen la restriccio´n ϕ.
Ejemplo 40 (Precondicio´n Simple). Sea C(x) una CR. Una posible precon-
dicio´n es 〈> → C(x), {x > 0}〉 es decir, C admite valores positivos. 2
Ejemplo 41 (Precondicio´n en Lista.delete ). En la Fig.1.9 una precondicio´n
de la CR Del es
〈> → Del(l, a, la, b, lb), {l ≥ 0, a ≥ la ≥ 0, b ≥ lb ≥ 0}〉
que es la restriccio´n de taman˜o de su u´nica ecuacio´n. 2
Definicio´n 31 (Postcondicio´n Simple). Sea C una CR de para´metros x¯. Una
postcondicio´n simple de C es una fo´rmula O = 〈C(x¯) → ⊥, ϕ〉 donde ϕ es
una relacio´n de taman˜o entre las variables x¯. 2
Intuitivamente, una postcondicio´n indica que la evaluacio´n de C puede
acabar cuando los para´metros satisfacen la restriccio´n ϕ.
Ejemplo 42 (Postcondicio´n Simple). Sea C(x) una CR. Una posible post-
condicio´n es 〈C(0)→ ⊥〉 es decir, C puede terminar al llegar a 0. 2
Ejemplo 43 (Postcondicio´n en Lista.delete). En la Fig.1.9 una postcondicio´n
de la CR E es 〈E(la, j) → ⊥, {j ≥ la − 1, j ≥ 0}〉, que es justamente la
restriccio´n de taman˜o de la ecuacio´n (8), que es el caso base de E. 2
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Sistema de Bucles
En el bucle de un programa iterativo se suelen especificar una serie de
precondiciones, que se cumplen a la entrada del bucle, postcondiciones (que
se cumplen a la salida), as´ı como la condicio´n iterativa (guarda).
En el ana´lisis de coste, estos elementos se interpretan en un sistema de
bucles, que agrega precondiciones, postcondiciones y bucles.
Definicio´n 32 (Sistema de Bucles). Sea C una CR de aridad n. Un Sistema
de Bucles de C, o Sistema Recursivo, es una tupla 〈P ,R,O〉 donde
P son varias precondiciones de C.
R son varios bucles de C y
O son varias postcondiciones de C. 2
Los sistemas de bucles permiten modelar el comportamiento de las cons-
trucciones iterativa, como muestra el siguiente Ejemplo.
Ejemplo 44 (Ejemplo de un Sistema de Bucles). Conside´rese el cla´sico pro-
grama iterativo que calcula el factorial de un nu´mero, a la izquierda de la
Figura 2.1. El comportamiento de la instruccio´n while de este programa se
modela con el sistema de bucles que esta´ a la derecha: la variable n empieza
con cualquier valor, mientras tenga un valor positivo da otra iteracio´n en que
su valor se decrementa hasta que tiene un valor menor o igual que 0. 2
int f a c t o r i a l ( int num){
int f a c t = 1 ;
for ( int n=num ; n>0;n−−){
f a c t ∗= n
} // Sa l i da : n=0
return f a c t ;
}
 〈 > → C(x) 〉〈 C(x) → C(x− 1) , x ≥ 1 〉〈 C(x) → ⊥ , x ≤ 0 〉

Figura 2.1: Programa Factorial y Sistema de Bucles Asociado
Ejemplo 45 (Sistema de Bucles en Lista.delete). En la Fig.1.9 se puede
especificar el comportamiento recursivo de la CR E(la, j) con este sistema
de bucles:
〈 > → E(la, j) , {j ≥ 0} 〉
〈 E(la, j) → E(la, j + 1) , {j < la− 1, j ≥ 0} 〉
〈 E(la, j) → ⊥ , {j ≥ la− 1, j ≥ 0} 〉

siendo la postcondicio´n la mostrada en el Ej 43. 2
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Nu´mero de Iteraciones
Uno de los mayores desaf´ıos al estudiar y verificar un programa iterativo
es el de saber cua´ntas iteraciones dara´ como ma´ximo (o como mı´nimo) el
bucle antes de terminar; o incluso, si e´ste terminara´. Dado que nosotros
empleamos los sistemas de bucles como la abstraccio´n de esos programas
iterativos, debemos reflejar en ellos dichos conceptos.
El primero es el de la cota superior del nu´mero de iteraciones, que limita
cua´ntas iteraciones puede llegar a dar un bucle.
Definicio´n 33 (Cota Superior del nu´mero de iteraciones ). Sea L = 〈P ,R,O〉
un Sistema de Bucles. El nu´mero n ∈ N es una cota superior del nu´mero
de iteraciones de L si
∀m > n : P ◦ Rm es insatisfactible
El sistema L es terminante si admite una cota superior del nu´mero de
iteraciones. 2
Ejemplo 46 (Cotas del nu´mero de iteraciones). En el sistema de bucles del
Ejemplo 44, para cualquier valor inicial x0 la fo´rmula nat(x0) proporcionan
una cota superior e inferior, esto es el valor exacto, del nu´mero de iteraciones
de ese bucle. Por tanto, se trata de un sistema de bucles terminante. 2
Ejemplo 47 (Cotas del nu´mero de iteraciones en Lista.delete). El sistema
de bucles del Ejemplo 45 admite como cota superior e inferior del nu´mero de
iteraciones la fo´rmula nat(la− j). 2
De manera ana´loga, el concepto de cota inferior me indica que un bucle
no termina antes de dar n iteraciones.
Definicio´n 34 (Cota Inferior del Nu´mero de Iteraciones). Sea L = 〈P ,R,O〉
un Sistema de Bucles. Si el nu´mero n ∈ N cumple
∀m > n : P ◦ Rm es insatisfactible
entonces es una cota inferior del nu´mero de iteraciones de L. 2
En los ejemplos anteriores, se da el caso de que las cotas superiores del
nu´mero de iteraciones tambie´n son cotas inferiores.
42 CAPI´TULO 2. SISTEMAS DE RELACIONES DE COSTE
Invariantes
Otro de los aspectos fundamentales del comportamiento de un programa
iterativo es saber que´ valen sus variables en cada iteracio´n. Como generar ca-
da una de ellas es un proceso no terminante e intratable; resulta ma´s sencillo
buscar una fo´rmula que se cumpla al comenzar la ejecucio´n de ese programa
y durante todas sus iteraciones, lo que se conoce como un invariante.
Definicio´n 35 (Invariante de un Sistema de Bucles). Sea L = 〈P ,R,O〉 un
Sistema de Bucles de C. Un invariante (invariant) de L es un bucle I t.q.
∀n ∈ N : P ◦ Rn |= I
esto es, si se cumple al entrar y durante todas sus iteraciones. 2
Ejemplo 48 (Invariante de un sistema de bucles.). El sistema del Ejemplo
44, admite como invariante el bucle simple 〈C(x0)→ C(x), 0 ≤ x〉
Es evidente que si C es un invariante del sistema 〈P ,R,O〉, entonces
cualquier C ′ ma´s de´bil que C tambie´n es un invariante correcto. En particular,
todo sistema de bucles admite el invariante trivial 〈C(x) → C(y),>〉. Al
comparar la precisio´n de los invariantes, se toma como referencia el exacto.
Definicio´n 36 (Invariante Exacto de un Sistema de Bucles). El bucle mu´lti-
ple I definido como
I = P ◦ R∗
es el invariante exacto del sistema de bucles. Cualquier otro invariante I ′
debe satisfacer I |= I ′. 2
Ejemplo 49. El bucle 〈C(x0) → C(x), 0 ≤ x ≤ x0〉 es el invariante exacto
del sistema de bucles del ejemplo 44. 2
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2.5.3. Contextos y dependencias en un CRS
Las definiciones han formalizado los conceptos de contexto de llamada,
bucle y sistema de bucles. Ahora el el intere´s es emplearlos en el estudio de
los CRS para observar co´mo se conectan dos CR o cua´les son los ciclos de
recursividad de cada una.
Contextos inducidos por un CRS
Para empezar a analizar esas conexiones dentro de un CRS , comenzamos
por la nocio´n de contexto directo inducido.
Definicio´n 37 (Contexto Directo Inducido). Sea E una CE
E = 〈C(x¯) = e+
k∑
i=1
Di(y¯i), ϕ〉
Para cada CR D, el conjunto E .Contexts(D) definido como
E .Contexts(D) = {〈C(x¯)→ D(y¯i), ∃¯x¯ ∪ y¯i.ϕ〉|D = Di}
es el conjunto de contextos inducido por E . 2
Ejemplo 50 (Contexto Directo Inducido). La siguiente ecuacio´n de coste
〈C(x) = nat(x) +D(x− 1, z) + E(y), {x ≥ 1, x ≤ z ≤ y ≤ 2x}〉
induce los siguientes contextos
〈C(x)→ D(x− 1, z) , {x ≥ 1, x ≤ z} 〉
〈C(x)→ E(y) , {x ≥ 1, x ≤ y ≤ 2x} 〉
cada uno de los cuales corresponde a una llamada en la ecuacio´n. 2
Ejemplo 51 (Contexto Directo Inducido en Lista.delete). Sea E la ecuacio´n
(1) del CRS de la Fig. 1.9, se puede ver que
E1.Contexts(Del) = 〈Del(l, a, la, b, lb)→ C(l, a, la, b, lb)
, {l ≥ 0, a ≥ la, la ≥ 0, b ≥ lb, b ≥ 0}〉
es el u´nico contexto en E .Contexts(C). Por su parte, la ecuacio´n (3), podemos
ver que induce estos contextos
E3.Contexts(D) = 〈C(l, a, la, b, lb)→ D(a, la, 0)
, {l > 0, a ≥ la, a ≥ 0, b ≥ lb, b ≥ 0, } 〉
E3.Contexts(E) = 〈C(l, a, la, b, lb)→ E(la, j)
, {l > 0, a ≥ la, a ≥ 0, b ≥ lb, b ≥ 0, j ≥ 0} 〉
para las relaciones de coste D y E. 2
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Definicio´n 38 (Contextos directos inducidos entre CR por CRS ). Sea S un
CRS y C,D ∈ rel(S). El conjunto S.Contexts(C,D), definido como
S.Contexts(C,D) =
⋃
E∈def (S,C)
E .Contexts(D)
es el conjunto de contextos directos entre C y D inducido por S. 2
Ejemplo 52 (Contextos directos inducidos entre CR por CRS ). En el CRS
de la Figura 1.9 se induce este contexto directo
〈 Del(l, a, la, b, lb) → C(l, a, la, b, lb) , {l ≥ 0, a ≥ la, la ≥ 0, b ≥ lb, b ≥ 0} 〉
entre las relaciones Del y C. 2
Definicio´n 39 (Bucles Inducidos). Para un CRS S y una CR C, el conjunto
definido como
S.Loops(C) = S.Contexts(C,C)
es el conjunto de bucles inducido por S se: 2
Ejemplo 53. La CR en la Fig. 1.9 induce estos bucles
〈C(l, a, la, b, lb)→ C(l′, a, la− 1, b, lb), {a ≥ 0, b ≥ 0, a ≥ la, b ≥ lb, l > l′, l > 0}〉
〈C(l, a, la, b, lb)→ C(l′, a, la, b, lb− 1), {a ≥ 0, b ≥ 0, a ≥ la, b ≥ lb, l > l′, l > 0}〉
para la relacio´n C. 2
Llegamos ahora a una de las definiciones ma´s importantes, porque es la
base para estudiar la recursividad en los CRS y para definir algunas transfor-
maciones del ca´lculo de cotas superiores. Intuitivamente, la idea es componer
los contextos directos inducidos por el CRS .
Definicio´n 40 (Contextos Indirectos Inducidos). Sea un CRS S. El conjunto
de contextos indirectos inducidos por S (S.Contexts+) es el mı´nimo conjunto
que
Incluye todos los conjuntos inducidos directos:
∀C,D ∈ rel(S) : Contexts(C,D) ⊆ Contexts+(S)
Y es cerrado bajo la operacio´n de composicio´n de contextos.
Sobre S.Contexts+ se definen
S.Contexts+(C,D) = {〈C(x¯→ D(y¯), ϕ〉 ∈ S.Contexts+}
el conjunto de contextos indirectos entre dos CR y
S.Loops+(C) = {〈C(x¯→ C(y¯), ϕ〉 ∈ S.Contexts+}
el conjunto de bucles indirectos de una CR. 2
2.5. CONTEXTOS Y RECURSIO´N 45
Dependencias
La definicio´n de Contexts+ sirve para describir de manera n´ıtida el tipo
de interconexio´n y acoplamiento que existe entre las CR de un CRS , as´ı como
la recursividad de cada una de ellas.
El primer tipo de acoplamiento es la dependencia. En programacio´n, un
mo´dulo A depende de otro mo´dulo B si es necesario utilizar B para poder
usar A. Del mismo modo, una CR C depende de otra si al evaluar C es
posible que necesitemos evaluar D.
Definicio´n 41 (Dependencias entre CRs). Sea un CRS S y C,D ∈ rel(S).
Existe una dependencia de C a D (C depende de D) si sucede que
S.depende(C,D)⇔ ∃〈C(x¯)→ D(y¯), ϕ〉 ∈ S.contexts+ ∧ ϕ 6= False
es decir, S induce un contexto indirecto satisfactible entre C y D. Si C solo
depende de si misma se dice que es es independiente (stand alone). 2
Ejemplo 54 (Dependencias en un CRS sencillo). Vamos a observar un sen-
cillo CRS de ejemplo para observar los conceptos que estamos definiendo.
En el CRS de la Figura 2.2 hay cinco CR con estas dependencias: G solo
tiene una ecuacio´n sin llamadas, luego es independiente. F tiene un caso ba-
se y una ecuacio´n recursiva, y ninguna contiene llamadas externas. Es CR
independiente. El caso recursivo de E contiene una llamada a F , luego E
depende de F . Por u´ltimo, en las relaciones C,D. se ve que C llama a D y
viceversa, por lo que son interdependientes. 2
〈 C(x) = 1 +D(x) 〉
〈 D(x) = 1 〉
〈 D(x) = 1 +D(x− 1) + C(x− 1) , x ≥ 1 〉
〈 E(x) = 1 〉
〈 E(x) = 1 +E(x− 1) + F (x) +G(x) , x ≥ 1 〉
〈 F (x) = 1 〉
〈 F (x) = 1 +F (x− 1) , x ≥ 1 〉
〈 G(x) = 1 〉
Figura 2.2: CRS de ejemplo de recursividad y dependencias
Ejemplo 55 (Dependencias en Lista.delete). En el CRS de la Fig. 1.9 se dan
las siguientes dependencias: D,E son independientes, C depende de D,E y
Del depende de C, y por tanto tambie´n depende de D,E. 2
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2.5.4. Recursividad
Una vez que hemos definido el tipo de conexio´n y dependencia que puede
haber entre dos CR distintas, vamos a discutir cua´l es el acoplamiento de
una CR sobre s´ı misma.
Definicio´n 42 (Recursividad entre CRs). Sea un CRS S y sean C ∈ rel(S).
C es recursiva si depende de s´ı misma, es decir
S.esRecursiva(C)⇔ ∃〈C(x¯)→ C(y¯), ϕ〉 ∈ S.contexts+ ∧ ϕ 6= False
esto es si existe un contexto satisfactible no nulo de C a C. 2
Definicio´n 43 (Recursividad directa). Sea un CRS S y sean C ∈ rel(S). C
es directamente recursiva si para toda CR D tal que C depende de D se
cumple que D no depende de C.
En te´rminos de contextos, si S.Loops+(C) = (S.Loops(C))+ 2
Podemos observar que una CR independiente siempre es directamente
recursiva o no recursiva.
Ejemplo 56 (Recursividad en un CRS sencillo). Las recursividades en el
CRS de la Figura 2.2 son, de abajo hacia arriba:
La relacio´n G solo tiene una ecuacio´n sin llamadas. Claramente, G es
no recursiva.
F tiene un caso base y una ecuacio´n recursiva, y no contiene llamadas
externas, luego es directamente recursiva.
E tiene un caso base y un caso recursivo, y en e´ste hay una llamada a
F pero como F no depende de E, se concluye que E es directamente
recursiva.
Por u´ltimo, observemos las relaciones C,D. Vemos que C llama a D y
viceversa, por lo que son CRs indirectamente recursivas. 2
Hay que sen˜alar co´mo la directa o indirecta recursividad de una CR no
solo depende de si sus ecuaciones contienen llamadas recursivas. Tambie´n se
debe observar si las llamadas externas forman parte de un bucle indirecto.
Ejemplo 57 (Recursividad de CR en Lista.delete). En el CRS de la Fig. 1.9
las relaciones C,D,E son directamente recursivas, y la relacio´n Del es no
recursiva. En este CRS no existen recursividades indirectas porque ya se ha
aplicado la evaluacio´n parcial (Seccio´n 3.3). 2
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Definicio´n 44 (CRS directamente recursivo). Un CRS esta´ en forma di-
rectamente recursiva si todas las CRs en rel(S) son no recursivas o direc-
tamente recursivas. 2
Ejemplo 58 (CRS directamente recursivo). El CRS , como contiene una CR
indirectamente recursiva, no esta´ en forma directamente recursiva. Puede
pasar a estarlo si se despliega, por ejemplo, la CR C, tras lo que se obtiene
el CRS de la Figura 2.3. 2
〈 C(x) = 1 +D(x) 〉
〈 D(x) = 1 〉
〈 D(x) = 2 +D(x− 1) +D(x− 1) , x ≥ 1 〉
〈 E(x) = 1 〉
〈 E(x) = 1 +E(x− 1) + F (x) +G(x) , x ≥ 1 〉
〈 F (x) = 1 〉
〈 F (x) = 1 +F (x− 1) , x ≥ 1 〉
〈 G(x) = 1 〉
Figura 2.3: CRS de la Figura 2.2, transformado a forma directamente re-
cursiva.
Grafo de llamadas
Los conceptos de dependencia y recursividad son fundamentales en el
ana´lisis de CRSs y para el ca´lculo de resultados en forma cerrada. Pero e´stos
se basan en el conjunto de contextos indirectos inducidos por el CRS (Defini-
cio´n. 41) y normalmente calcular ese conjunto es imposible o intratable. Para
sortear este obsta´culo, aproximamos ese conjunto de contextos mediante el
grafo de llamadas del CRS , que siempre es computable.
Definicio´n 45. Sea S un CRS . El grafo de llamadas (call graph) de S es
un grafo dirigido con bucles 〈V,E〉 tal que
El conjunto de nodos es V = rel(S).
Para cada dos nodos v, w ∈ V , que corresponden a dos CRs C,D ∈
rel(S), hay una arista (v, w) ∈ E si y solo si C llama a D.
2
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Propiedad 5 (Dependencias y grafo de llamadas). Sea S un CRS y su grafo
de llamadas G(S), y dos CRs C,D ∈ rel(S). Si C depende de D, entonces
debe existir un camino en el grafo desde el ve´rtice de C al ve´rtice de D. 2
Demostracio´n. Para que C dependa deD, S debe inducir un contexto 〈C(x¯)→
D(y¯), ϕ〉 en y todo contexto I ∈ contexts+(S) surge como la composicio´n de
n ≥ 0 contextos directos I = I1 ◦ I2 ◦ · · · ◦ In y cada contexto directo Ii co-
rresponde a una llamada en una ecuacio´n de coste. Por tanto, cada contexto
indirecto corresponde a una cadena de llamada entre ecuaciones de coste, lo
que corresponde a un camino en el grafo de llamadas.
El rec´ıproco no siempre se cumple como muestra el siguiente contraejem-
plo:
Ejemplo 59 (Grafo de llamadas - Dependencias). En el siguiente ejemplo,
podemos ver que hay llamadas de C a D y una de D a E, por lo que en el
grafo de llamadas habra´ un camino desde C a E.
〈C(x) = 1 +D(x) , x ≥ 0 〉
〈D(x) = 2, , x ≥ 0 〉
〈D(x) = 2 + E(x) , x < 0 〉
〈E(x) = 0 〉
Sin embargo, si analizamos las guardas de cada ecuacio´n, vemos que no hay
un contexto satisfactible desde C a E, y por tanto C no depende de E. 2
Dicho en te´rminos lo´gicos, el grafo de llamadas de un CRS S proporcio-
na un modelo completo pero no siempre correcto del conjunto de contextos
indirectos inducidos S.Context+.
Propiedad 6 (Grafo directamente recursivo). Sea S un CRS directamente
recursivo, sea G(S) su grafo de llamadas y sea G(S) el resultado de suprimir en
G(S) todos los bucles (aristas de un ve´rtice a s´ı mismo). Se cumple entonces
que G(S) es un grafo ac´ıclico. 2
Definicio´n 46 (Orden topolo´gico de un grafo). Sea G = 〈V,E〉 un grafo
dirigido ac´ıclico. Existe un orden total ≤ entre sus ve´rtices tal que
∀v, w ∈ V : (v, w) ∈ E → v ≤ w
Tal ordenacio´n recibe el nombre de orden topolo´gico de G.
Ejemplo 60 (O´rden topolo´gico de un Grafo de Llamadas). Sea G(S) el grafo
de llamadas sin bucles del CRS S de la Figura 2.3. Las siguientes secuencias
(C,D,E, F,G) (E,F,G,C,D)
(C,D,E,G, F ) (C,E, F,G, ,D)
denotan o´rdenes topolo´gicos de ese grafo. 2
Cap´ıtulo 3
Ca´lculo de Cotas Superiores
En la Seccio´n 2.4.3 se definio´ el concepto de cota superior o inferior de
una relacio´n de coste, pero no se presento´ ningu´n algoritmo para intentar
calcular una. En este cap´ıtulo vamos a recordar el me´todo presentado por
Albert, Arenas, Genaim y Puebla en [10] para obtener expresiones de coste
que representan cotas superiores de relaciones de coste.
3.1. Composicionalidad
Para implementar la resolucio´n de las CR de un CRS vamos a emplear el
esquema voraz. Para ello debe haber alguna incrementalidad en los datos, es
decir debemos buscar una manera de resolver el CRS tratando sus CR una a
una. El principio de composicionalidad (compositionality) de los CRS nos
permite procesar las CRs una por una.
Propiedad 7 (Composicionalidad de Cotas Superiores). Sea un CRS S, una
CR C y sea E la ecuacio´n
〈C(x¯) = e+
k∑
i=1
Di(y¯i) +
n∑
j=1
C(z¯j), ϕ〉
donde cada Di(y¯i) es otra relacio´n de coste definida en S que no depende de
C, y que admite una cota superior D+i tal que vars(D
+
i ) ⊆ y¯i. Si modificamos
la ecuacio´n anterior por esta
〈C ′(x¯) = e+
k∑
i=1
D+i +
n∑
j=1
C ′(z¯j), ϕ〉
cualquier cota superior de la nueva C tambie´n lo es de la original. 2
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Demostracio´n. Se basa en la monoton´ıa de + (Propiedad 2).
Ejemplo 61 (Composicionalidad de Cotas Superiores). Si tenemos las cotas
superiores D+(a, la, i) = 8+10∗nat(la−i) y E+(la, j) = 5+15∗nat(la−j−1)
entonces al reemplazar las llamadas a D y E en las Ecuaciones (3,4) de la
Figura 1.9 por D+, E+ se obtiene el CR mostrado en la Fig. 3.1. 2
(2) C(l, a, la, b, lb) = 2
{a ≥ la, b ≥ lb, b ≥ 0, a ≥ 0, l = 0}
(3) C(l, a, la, b, lb) =
38+15*nat(la-j-1)+10*nat(la) + C(l′, a, la− 1, b, lb)
{a ≥ 0, a ≥ la, b ≥ lb, j ≥ 0, b ≥ 0, l > l′, l > 0}
(4) C(l, a, la, b, lb) =
37+15*nat(lb-j-1)+10*nat(lb) + C(l′, a, la, b, lb− 1)
{b ≥ 0, b ≥ lb, a ≥ la, j ≥ 0, a ≥ 0, l > l′, l > 0}
(3) C(3,10,2,20,2)         38+15*nat(2−0−1)+
         10*nat(2)=73
(4) C(2,10,1,20,2)         37+15*nat(2−0−1)+
         10*nat(2)=72
(3) C(1,10,1,20,1)         38+15*nat(1−0−1)+
         10*nat(1)=48
(2) C(0,10,0,20,1) 2
Figura 3.1: CR independiente, junto con una evaluacio´n.
La mejor forma de explotar el principio de composicionalidad es en un
CRS directamente recursivo. Hemos mencionado (Subseccio´n 2.5.4) que el
grafo de llamadas de e´stos CRS es ac´ıclico (salvo bucles), y por tanto existe
un orden topolo´gico entre sus ve´rtices. Nuestro algoritmo (Figura 3.2) recorre
las CR siguiendo en orden ascendente ese orden topolo´gico, y para cada CR
D calcula su cota superior D+ y la despliega en todas las llamadas a D.
Para aplicar este algoritmo necesitamos convertir un CRS a forma direc-
tamente recursiva, usando la Evaluacio´n Parcial [35], (Seccio´n 3.3). Para cal-
cular una cota de una CR independiente directamente recursiva, usamos dos
fo´rmulas alternativas: la de Acumulacio´n de Subevaluaciones (Seccio´n 3.2) y
la me´todo de Acumulacio´n por Niveles (Seccio´n 3.6).
Require: S esta´ en forma directamente recursiva
1: function resuelve(S)
2: Tabla[CR,CExp] ubs = tablaVac´ıa()
3: lista = S.daOrdenTopologico()
4: for C : lista do
5: C+ = C.resuelveCotaSuperior()
6: ubs.put(C,C+)
7: S.despliegaLlamadas(C,C+)
return ubs
Figura 3.2: Algoritmo de Resolucio´n de un CRS directamente recursivo
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3.2. Acumulacio´n de Subevaluaciones
Los enfoques para resolver recurrencias describen el conjunto de posi-
bles evaluaciones de cada recurrencia en te´rminos de cantidad de iteraciones,
nu´mero de veces que se usa cada ecuacio´n, costes locales, etce´tera. Vamos
a extender ese esquema de aproximacio´n para calcular cotas superiores de
los posibles valores que admite una llamada. Su idea central es acumular, o
acotar superiormente, el nu´mero de subevaluaciones ba´sicas y recursivas y
multiplicar esos resultados, respectivamente, por una cota superior del coste
local de cada subevaluacio´n ba´sica o recursiva. La cota superior que as´ı se
obtiene es correcta aun cuando esa evaluacio´n pesimista -estimacio´n pesimis-
ta de subevaluaciones con estimacio´n pesimista del coste en cada una- no sea
posible en el CR. Aun cuando no sea posible una evaluacio´n donde se junten
el caso pe´simo del nu´mero de subevaluaciones con el coste local pe´simo, el
resultado as´ı obtenido es correcto.
Ejemplo 62 (Valor ma´ximo de una CR). Observemos la evaluacio´n de la
relacio´n de coste C representada en la Figura 3.1, hay tres subevaluaciones
y una ba´sica. Los valores locales de las primeras son 73, 72, y 48, siendo 73
la ma´xima. El u´nico valor ba´sico posible es 2. Y as´ı, el valor ma´ximo de C es
3× 73 + 2 = 221. Podemos comprobar que efectivamente 221 ≥ 73 + 72 +
48 + 2 = 193. 2
Proposicio´n 3 (Cota Superior basada en Acumulacio´n de Subevaluaciones).
Sea C una CR independiente, compuesta de nb casos base 〈C(x¯)=basej, ϕj〉
para 1≤j≤nb, y nr ecuaciones recursivas 〈C(x¯)=recj+
∑kj
i=1 C(y¯i), ϕj〉 con
1≤j≤nr . La expresio´n de coste C+(x¯) definida como
C+(x¯) = Ir ∗ costr+(x¯) + Ib ∗ costnr+(x¯) (3.1)
es una cota superior de C si Ib, costr
+, Ir, costnr
+ son expresiones de coste
tales que en cualquier evaluacio´n de C(v¯)
1. El nu´mero de subevaluaciones es menor que Ir,
2. hay a lo sumo Ib subevaluaciones ba´sicas,
3. los costes locales de una subevaluacio´n recursiva no supera costr+(v¯) y
4. costnr+(v¯) acota el coste local de toda subevaluacio´n ba´sica. 2
Demostracio´n. La proposicio´n es trivialmente correcta.
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Para calcular Ir e Ib vamos a disen˜ar la evaluacio´n pesimista de C, que
se da cuando cada evaluacio´n local de C provocara b evaluaciones derivadas,
siendo b el factor recursivo de C. En ese caso, la evaluacio´n pe´sima se asemeja
a un a´rbol completo de ramificacio´n b como el que se muestra en la Figura
3.3. Hay una fo´rmula combinatoria para determinar el nu´mero de nodos hoja
(casos base) y no hoja (recursivos) a partir del factor de ramificacio´n y la
altura del a´rbol, lo que para nosotros son el factor recursivo de C y una cota
superior h+(x¯) del nu´mero de iteraciones de C.
Ir =
{
1
nr−1nr
h+(x¯) nr > 1
h+(x¯) en otro caso
Ib =
{
nrh
+(x¯) if nr > 1
1 en otro caso
(3.2)
En el caso recursivo es exactamente 1
nr−1nr
h+(x¯) − 1 pero
Figura 3.3: Dibujo de una evaluacio´n pe´sima
Antes de seguir describiendo las te´cnicas para calcular las piezas indivi-
duales, vamos a ver un ejemplo de co´mo aplicar la fo´rmula general.
Ejemplo 63 (Acumulacio´n de Subevaluaciones). Vamos a calcular la cota
superior de la CR C en la Fig. 1.9. Aplicando el principio de composiciona-
lidad, modificamos las Ecuaciones (3) y (4) sustituyendo las llamadas a D y
E por estas cotas superiores D+ y E+:
h+ costnr+ costr+ Cota Superior Bound
D(a0, la0, i0) nat(la0 − i0) 8 10 8 + 10 ∗ nat(la0 − i0)
E(la0, j0) nat(la0 − j0 − 1) 5 15 5 + 15 ∗ nat(la0 − j0 − 1)
As´ı obtenemos la variacio´n de C mostrada en la Figura 3.1. Esta ecuacio´n
da la cota superior C+
C+(l0, a0, la0, b0, lb0) = 2 + nat(l0) ∗ma´x({mexp3, mexp4})
que se obtiene al aplicar la fo´rmula (3.1) con la h+ calculada en el Ejemplo 72
y los expresiones costr+ y costnr+ del Ejemplo 78. 2
3.3. EVALUACIO´N PARCIAL 53
3.3. Evaluacio´n Parcial
El algoritmo de la Figura 3.2 solo es aplicable a un CRS directamente
recursivo pero los analizadores de coste raramente generan un CRS as´ı. Por
eso queremos obtener, para un CRS S, otro CRS S ′ que sea equivalente a
S y este´ en forma directamente recursiva. Para ello empleamos un algoritmo
de Evaluacio´n Parcial (Partial Evaluation, PE) [35], que transforma S en
S ′ desplegando y suprimiendo algunas CR de S.
Ejemplo 64 (Evaluacio´n Parcial para CRS de Lista.delete). COSTA [7, 8],
al analizar el bucle “for” del me´todo Vector.elimina (Figuras1.8) no genera
las Ecuaciones (8) y (9) de E (Figura 1.9), sino las de la Figura 3.4:
(8’) 〈E(la, j) = 5 + F (la, j, j, la− 1) , {j′ ≥ 0} 〉
(9’) 〈F (la, j, j′, la′) = H(j′, la′) , {j′ ≥ la′} 〉
(10) 〈F (la, j, j′, la′) = G(la, j, j′, la′) , {j′ < la′} 〉
(11) 〈H(j′, la′) = 0 〉
(12) 〈G(la, j, j, la− 1) = 10 + E(la, j + 1) , {j < la− 1, j ≥ 0} 〉
Figura 3.4: Ecuaciones de Lista.delete antes de la Evaluacio´n Parcial
E modela el coste de evaluar la guarda j < size del bucle for. Cada ecua-
cio´n de F modela una rama de flujo: la Ecuacio´n (9’) trata el caso en que
no se cumple la guarda del bucle y se sale (llamada a H); si se cumple la
guarda se sigue la Ecuacio´n (10) que llama a G. G modela el coste de la
instruccio´n j++ y de reiterar el bucle (llamada a E). Si a partir de este CRS
desplegamos las relaciones F , G y H obtenemos el sistema de la Fig. 1.9. 2
3.3.1. Binding Time Classification
El primer paso de la PE es dividir rel(S) en dos conjuntos rel(S) = U∪R,
siendo U las CR que se despliegan (desplegables) y R las que se conservan (re-
siduales). Esta divisio´n, conocida como Binding Time Classification (BTC),
sirve para guiar el proceso de PE y debe garantizar que la PE termina y que
su resultado es el CRS S ′ deseado.
Para realizar la BTC se estudian las dependencias y recursividades en
S usando el grafo de llamadas de S (Def. 45). Empecemos por recordar
terminolog´ıa de grafos: sea G = 〈N,A〉 un grafo dirigido con bucles.
Para un subconjunto de ve´rtices S⊆N , el subgrafo de G con respecto
a S, denotado como G|S, se define G|S = 〈S,A ∩ (S×S)〉.
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Un conjunto de nodos S ⊆ N es fuertemente conexo (strongly con-
nected) si ∀n, n′ ∈ S, tenemos que n′ es alcanzable desde n. Una SCC
S es c´ıclica si existe algu´n ciclo entre sus nodos, lo que sucede si S tiene
varios elementos o si S tiene un ve´rtice y existe un bucle en ese ve´rtice.
En el grafo de llamadas de un CRS , una SCC con varios ve´rtices re-
presenta un conjunto de varias CR interdependientes e indirectamente
recursivas, una SCC unitaria ac´ıclica corresponde una CR no recursiva
y una SCC unitaria c´ıclica a una CR directamente recursiva.
Las componentes fuertemente conexas (strongly connected com-
ponents) de G, escrito SCC(G), es una particio´n de N en sus ma´ximos
subconjuntos fuertemente conexos.
Sea S una componente fuertemente conexa del grafo G. Un nodo n ∈ S
es un punto de cobertura (covering point CP) del subgrafo G|S si
G|S\{n} es un grafo ac´ıclico, esto es si todo ciclo en G|S pasa por n. En
un grafo de llamadas, un CP de un SCC corresponde a una CR por la
que pasan todos los ciclos de recursividad del SCC.
El principal obsta´culo que hay en la PE es la recursividad del CRS .
Para superarlo la BTC debe conservar algunas CR que, si se suprimieran,
desaparecer´ıa la recursividad del CRS . En el grafo de llamadas, esto consiste
en encontrar un conjunto de ve´rtices que necesitamos suprimir de un grafo
c´ıclico para convertirlo en uno ac´ıclico, lo que se conoce como el problema
del feedback vertex set. Los CP proporcionan la solucio´n a este problema: si
se suprimen del CRS las CR que corresponde a un CP de un SCC del grafo,
entonces desaparece la recursividad del SCC.
La transformacio´n que proponemos suprime las relaciones intermedias del
CRS y logra la recursio´n directa si al menos permanece una relacio´n de cada
SCC del grafo de llamadas.
El concepto de nodos de cobertura nos sirve para definir una condicio´n
suficiente bajo la cual es posible transformar el CRS S a forma directamente
recursiva. En concreto, basta con que el grafo de llamadas sea de mı´nima
cobertura.
Definicio´n 47 (Grafo de Mı´nima Cobertura). Un grafo G = 〈N,A〉 es de
mı´nima cobertura (minimal coverage) si, y solo si; todas sus SCCs tienen
al menos un punto de cobertura. Un CRS es de mı´nima cobertura si su grafo
de llamadas es de mı´nima cobertura. 2
Ejemplo 65 (Grafo de mı´nima cobertura). El grafo de llamadas G(S) del
CRS del Ejemplo 64, se muestra en la Fig. 3.5(izquierda). Podemos ver que
SCC(G(S)) = {{E,F,G}, {H}}
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Figura 3.5: Grafo de Llamadas de Mı´nima Cobertura (izquierda) y G.L que
no es de mı´nima Cobertura (derecha).
La u´nica SCC con ma´s de un ve´rtice es {E,F,G} en la que solo hay un ciclo
y por tanto todos sus ve´rtices son nodos de cobertura. 2
Ejemplo 66 (Grafo que no es de mı´nima cobertura). En el Ejemplo 64, si
reemplazamos la Ecuacio´n (11) con la (11’):
(11′)〈H(j′, la′) = 1 +H(j′′, la′) + E(j′′, la′), {j′′ = j′ − 1}〉
obtenemos el grafo de llamadas que esta´ en el lado derecho de la Figura 3.5.
En e´ste, SCC(G(S)) = {{E,F, G,H}}, todos los nodos son del mismo SCC
y tenemos tres ciclos (〈E,F,G〉, 〈E,F,H〉,y 〈H〉) en e´l, pero ningu´n nodo
pertenece simulta´neamente a los tres ciclos. 2
El contraejemplo anterior muestra que algunos grafos no son de mı´nima
cobertura, lo que significa que nuestro algoritmo no trata algunos CRS . Esta
cuestio´n se discute en detalle en la Seccio´n 3.7.
Ahora podemos definir la nocio´n de BTC directamente recursivo, que
garantiza la terminacio´n y efectividad de la evaluacio´n parcial.
Definicio´n 48 (BTC Directamente Recursivo). Dado un CRS S con grafo
G, una BTC btc de S es directamente recursiva si para todo S ∈ SCC(G)
se cumplen las siguientes condiciones:
(DR) Si s1, s2 ∈ S y s1, s2 ∈ btc, entonces s1 = s2. Es decir, la BTC
contiene a lo sumo una CR de S. Esto garantiza que todas las recursio-
nes en S ′ son directas.
(TR) Si S tiene algu´n ciclo, esto es si contiene varias CR o una CR
directamente recursiva, entonces btc contiene exactamente una s ∈ S .
Esto garantiza que el desplegado termina. 2
Ejemplo 67 (BTC directamente recursiva en Lista.delete). Una BTC direc-
tamente recursiva para el Ej. 64 es btc = {E}. 2
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Por u´ltimo, sen˜alamos que en nuestro algoritmo el BTC solo sen˜ala como
residuales los nodos de cobertura de las SCC, por eso las CR intermedias que
no forman parte de un SCC tambie´n son desplegadas.
Ejemplo 68 (Desplegado de CR independientes). En el Ejemplo 64 la BTC
calculada es btc = {E}, que no incluye la CR independiente H. Por ese
motivo H tambie´n es desplegada y el CRS de la Figura 1.9 no incluye sus
ecuaciones. F´ıjese, sin embargo, que la CR Del no se ha desplegado porque
e´sta tiene significado externo. 2
3.3.2. Desplegado
En programacio´n funcional, la nocio´n de desplegado (unfolding) con-
siste, intuitivamente, en reemplazar una llamada a una funcio´n f por su
definicio´n. En una CR esa nocio´n no solamente debe combinar (sumar) las
expresiones aritme´ticas sino que tambie´n debe observar la satisfactibilidad
de las restricciones de taman˜o.
Definicio´n 49 (Desplegado de CR). Sean S un CRS , C ∈ rel(S) una CR,
C(x¯0) una llamada a esa CR y ϕx¯0 una restriccio´n de taman˜o de x¯0. Una
especializacio´n (specialization) 〈E,ϕ〉 se obtiene al desplegar C(x¯0) y ϕx¯0 en
S, escrito Unfold(〈C(x¯0), ϕx¯0〉,S, btc) ; 〈E,ϕ〉, si se cumple una de estas
condiciones:
(res) (C ∈ btc ∧ ϕ 6= true) ∧ 〈E,ϕ〉 = 〈C(x¯0), ϕx¯0〉.
(unf) (C 6∈ btc ∨ ϕ = true) ∧ 〈E,ϕ〉 = 〈(e+ e1 + . . .+ ek), ϕ′
∧
i=1..k
ϕi〉,
donde tenemos que:
1. 〈C(x¯) = e+∑ki=1Di(y¯i), ϕC〉 es una ecuacio´n renombrada en S tal que
ϕ′ es satisfactible en Z, siendo ϕ′ = ϕx¯0 ∧ ϕC [x¯/x¯0].
2. Unfold(〈Di(y¯i), ϕ′〉,S, btc) ; 〈ei, ϕi〉 para cualquier i ∈ {1, . . . , k}. 2
El primer caso, (res), es necesario para terminacio´n. Cuando llamamos
a una CR residual C, solo devolvemos la llamada inicial C(x¯0) y las restric-
ciones ϕx¯0 , siempre que ϕx¯0 no sea la inicial (true). La siguiente condicio´n se
an˜ade para imponer el paso de desplegado inicial para relaciones residuales.
En todas las llamadas siguientes a Unfold las restricciones son distintas de
true.
El caso (unf) corresponde a continuar el desplegado. El paso 1 es inde-
terminista pues las CRs se definen con varias ecuaciones. Mas aun, como las
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expresiones esta´n desplegadas transitivamente, el paso 2 puede dar muchas
soluciones, y as´ı el desplegado puede dar muchas respuestas. Adema´s, si ϕ es
insatisfactible entonces 〈E,ϕ〉 no es un desplegado va´lido.
Ejemplo 69 (Desplegado paso a paso de una llamada). Dada la llamada
inicial 〈E(la, j), true〉, obtenemos un desplegado con estos pasos:
〈E(la, j), true〉 unf= (8′)
〈5 + F (la, j, j′, la′), {j′ = j, la′ = la− 1, j′ ≥ 0}〉 unf= (10)
〈5 +G(la, j, j′, la′), {j′ = j, la′ = la− 1, j′ ≥ 0, j′ < la′}〉 unf= (12)
〈15 + E(la, j′′), {j < la− 1, j ≥ 0}〉
La u´ltima llamada no se despliega porque E ∈ btc y ϕ 6= true. 2
En esa definicio´n, para cada resultado del desplegado podemos construir
una ecuacio´n residual. Dado Unfold(〈C(x¯0), ϕx¯0〉,S, btc) ; 〈E,ϕ〉, su ecua-
cio´n residual correspondiente es 〈C(x¯0) = E,ϕ〉.
Usamos Residuals(〈C(x¯0), ϕx¯0〉,S, btc) para indicar el conjunto de ecua-
ciones residuales de 〈C(x¯0), ϕx¯0〉 en S con respecto a ϕ.
3.3.3. Evaluacio´n parcial
Ahora, obtenemos una evaluacio´n parcial de C recolectando todas las
ecuaciones residuales de 〈C(x¯0), true〉.
Definicio´n 50 (Evaluacio´n Parcial). Dado un CRS S, una CR C y una
BTC btc de S, el CRS S ′ definido como
S ′ =
⋃
D∈btc∪{C}
Residuals(〈D(x¯0), true〉,S, btc)
es la evaluacio´n parcial para C en S con respeto a btc. 2
Esa definicio´n proporciona un algoritmo de evaluacio´n parcial para CRSs .
En te´rminos de PE [35], el algoritmo es una PE off-line monovoriante en el
nivel global (pues para todas las relaciones residuales, la restriccio´n inicial es
true) y en el control local despliega las relaciones desplegables y solo residua-
liza (conserva) el resto. Notese que adema´s de las relaciones en btc, tambie´n
se generan ecuaciones adicionales para C.
Ejemplo 70 (Evaluacio´n Parcial de Lista.delete). La evaluacio´n parcial de
las Ecuaciones del Ejemplo 64 con respecto a la llamada del Ejemplo 69 son
las Ecuaciones (8,9) de la Figura 1.9. La Ecuacio´n (9) se obtiene por los
pasos de desplegado mostrados en el Ejemplo 69 y la Ecuacio´n (8) de una
derivacio´n de desplegado donde las ecuaciones elegidas son (8’,9’,11). Como
se esperaba, el resultado es un CRS directamente recursivo. 2
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Ahora que hemos definido el algoritmo de evaluacio´n parcial y mostrado
un ejemplo de su aplicacio´n, demostramos que, como espera´bamos, S ′ esta´ en
forma directamente recursiva (Lema 1) y es equivalente a S (Lema 2).
Lema 1 (Recursio´n directa de la Evaluacio´n Parcial). Sean S, C, btc como
en la Definicio´n 50. La Evaluacio´n Parcial de C en S con respecto a btc
1. termina en tiempo finito y
2. su resultado S ′ es directamente recursivo. 2
Demostracio´n. Primero probamos la afirmacio´n (2). Supongamos que S ′ no
es directamente recursivo, es decir que hay dos CR distintas, D,E ∈ rel(S ′)
mutuamente recursivas y dos ecuaciones
〈D(x¯) = e+ E(y¯), ϕD〉 〈E(x¯) = e+D(y¯), ϕE〉
Puesto que D,E no fueron desplegadas, debe ocurrir que D,E ∈ btc. Pero
como D esta´ en el mismo SCC de E, la condicio´n (DR) de la Definicio´n 48
exige que C = D, lo que contradice la suposicio´n inicial.
Ahora vamos a demostrar (1) por contradiccio´n: si la evaluacio´n parcial no
termina es porque Unfold no termina, lo que significa que hay una secuencia
infinita de pasos de desplegado
〈E1, ϕ1〉 unf= 〈E2, ϕ2〉 unf= . . . unf= 〈En, ϕn〉 unf= 〈En+1, ϕn+1〉 unf= . . .
Dado que rel(S) es finito y la secuencia no, debe haber alguna CR que
aparezca en repetida en dos pasos Ei y Ej (siendo j ≥ i), pero esto no es
posible porque bajo la condicio´n (TR) de la Def. 48 debe haber un Ek entre
Ei y Ej tal que Ek ∈ btc.
Lema 2 (Correccio´n de la Evaluacio´n Parcial). Sean S, C, btc,S ′ como en la
Definicio´n 50. Entonces,
∀C ∈ btc,∀v¯ ∈ Zn,∀r ∈ R+ : S |= r ∈ C(v¯)⇐⇒ S ′ |= r ∈ C(v¯)
2
Demostracio´n. En programacio´n lo´gica existen resultados de correccio´n de
evaluacio´n parcial como [41, 36, 35, 40, 39]. Nos basamos en esos resultados
probando que la Def. 50 cumple estos requisitos:
1. Solidez: S |= r ∈ C(v¯)⇐= S ′ |= r ∈ C(v¯)
Esto requiere probar la correccio´n del operador Unfold de la Defini-
cio´n 49, lo que resulta trivial pues Unfold solo reemplaza en la regla
(unf) una llamada a una CR por su definicio´n y propaga las restriccio-
nes. En te´rminos de evaluacio´n, ser´ıa resumir varios pasos de evaluacio´n
en S al mezclar una evaluacio´n con sus derivadas.
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2. Completitud: S |= r ∈ C(v¯)⇐= S ′ |= r ∈ C(v¯)
En las CR que permanecen, las respuestas de S tambie´n las da S ′.
Se asegura si el conjunto de te´rminos parcialmente evaluados cumple la
condicio´n de cierre (closedness) [41]. E´sta asegura que todas las posibles
llamadas durante la ejecucio´n de un CRS encontrara´n una relacio´n
que se ajuste. Nosotros debemos asegurar que el btc garantiza esta
condicio´n.
El cierre de los te´rminos que son parcialmente evaluados, esto es los
elementos en la btc, se deriva del hecho de que solo los te´rminos en
la btc permanecen en la CR y el resto son desplegados. Esto asegura
de manera trivial que todas las posibles llamadas durante una ejecu-
cio´n sera´n cubiertas por la btc. Por u´ltimo, el Lema 1 asegura que la
evaluacio´n parcial termina.
3.4. Acotar el nu´mero de iteraciones
El objetivo de esta Seccio´n es definir, para una CR directamente recursiva,
una expresio´n de coste h+ que sea una cota superior del nu´mero de iteraciones
de C. Para ello vamos a calcular una funcio´n de rango (ranking function)
mediante el ana´lisis de los bucles de C.
3.4.1. Funciones de Rango
El ana´lisis de terminacio´n intenta averiguar si un bucle termina. Un con-
cepto muy importante en este estudio es el de orden parcial fundado
(well-founded order, WFO), que es aquel en que no existen secuencias infi-
nitas estrictamente decrecientes. Uno de los resultados ma´s importantes del
estudio de terminacio´n establece que un bucle termina si y solo si existe un
orden bien fundado entre los estados del bucle tal que toda iteracio´n del bucle
implica un descenso en ese WFO.
Una forma sencilla de definir un WFO entre los estados de un bucle es
emplear un orden bien fundado conocido (como N) y proyectar en e´l los
estados del bucle. Dicha proyeccio´n consiste en una funcio´n f que asigne
a cada estado del bucle un valor en ese WFO y cumpla la condicio´n de
reduccio´n. Dicha funcio´n recibe el nombre de funcio´n de rango (ranking
function, RF).
Para probar la terminacio´n basta demostrar que el bucle admite una RF.
Pero nosotros tambie´n necesitamos una RF f especial que sirva para calcular
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h+. En concreto, debe ser una aplicacio´n lineal de los para´metros del bucle
en el WFO ([a,+∞),≤) donde a ∈ R y  ∈ [1,+∞)) y el orden ≤ se define
como r ≤ s↔ r = s∨ r+  ≤ s. Existe un algoritmo completo, desarrollado
por Podelsky [48], para encontrar una RF lineal de 〈C(x¯)→ C(y¯), ϕ〉 a partir
del ana´lisis de ϕ.
Definicio´n 51 (Funcio´n de Rango de una CR). Sea C una CR directamente
recursiva del CRS S. fC : Zn 7→ Z es una funcio´n de rango para C si se
cumple
∀〈C(x¯)→ C(y¯), ϕ〉 ∈ S.Loops(C) : ϕ |= f(x¯) > 0 ∧ f(x¯) ≥ f(y¯) + 1
siendo S.Loops(C) el de la Definicio´n 39 La primera condicio´n dice que f
define un WFO entre los estados del bucle, y la segunda que f descienda en
cada iteracio´n. 2
Aqu´ı es donde importa que el ana´lisis de taman˜os conserve informacio´n
importante en ϕ sobre el comportamiento del bucle, como la alteracio´n de las
variables en cada iteracio´n y las condiciones en que la guarda no es aplicable.
Ejemplo 71 (Funcio´n de Rango de un bucle). En la CR de la Figura 1.12,
podemos inferir los siguientes bucles:
(2)〈Cm(i, n) → Cm(i+ 1, n) , {i < n} 〉
(3)〈Cm(i, n) → Cm(i, n− 1) , {i < n} 〉
podemos ver que en (2) el primer argumento i de Cm se incrementa en 1 y en
(3) el segundo argumento n se decrementa en 1. Sea la funcio´n f(a, b) = b−a,
podemos observar que
ϕ2 ∨ ϕ3 |= f(i, n) > f(i′, n′) ∧ f(i, n) ≥ 0
luego el valor de f decrece en cada iteracio´n pero nunca por debajo de 0,
luego el bucle da a lo sumo nat(f(i0, n0)) = nat(n0 − i0) iteraciones. 2
Ejemplo 72 (Funcio´n de Rango de un bucle). La funcio´n fC(l, a, la, b, lb) = l
es una funcio´n de rango para la CR C de la Figura 1.9. No´tese que ϕ′1 y ϕ
′
2
en los bucles de C del Ejemplo 53 contienen las restricciones {l > l′, l > 0}
que bastan para garantizar que fC es decreciente y bien fundada. 2
A veces una funcio´n de rango involucra varios argumentos de la CR.
Ejemplo 73 (Funcio´n de rango de varios argumentos). Considere el bucle
〈D(a, la, i) → D(a, la, i′), {i′ = i + 1, i < la, a ≥ la, i ≥ 0}〉 inducido por la
Ecuacio´n (7) de la Fig. 1.9. La funcio´n fD(a, la, i) = la− i es una RF de este
bucle, y cualquier otra RF de D debe incluir tanto la como i. 2
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3.4.2. Cotas superiores del nu´mero de iteraciones
Ahora mostramos co´mo obtener h+(x¯) a partir de una funcio´n de rango
fC(x¯) de C. Esto se justifica porque (1) la RF se reduce en al menos una uni-
dad en cada iteracio´n cuando se aplica en dos llamadas consecutivas (rango
Z) y (2) siempre es mayor que 0 en los casos recursivos.
El primer obsta´culo es que h+ solo admite rango natural mientras que
fC tambie´n puede devolver valores enteros negativos. Esto sucede con ar-
gumentos v¯ que no satisfacen las guardas de los bucles (casos base o fuera
de dominio). Para resolverlo, emplearemos el operador nat, que garantiza un
resultado en N.
Lema 3 (Cota Superior del nu´mero de iteraciones basada en Funcio´n de Ran-
go). Sea fC(x¯) una funcio´n de rango para la CR C. Entonces, para cualquier
evaluacio´n C(v¯), nat(fC(v¯)) ≥ h(C(v¯)). 2
Demostracio´n. Vamos a proceder por induccio´n sobre el valor de h(C(v¯)).
Caso Base h = 0. Resulta trivial que nat(fC(v¯)) ≥ 0 pues el operador
nat solo devuelve valores no negativos.
Caso Inductivo: h > 0. Vamos a proceder por contradiccio´n. Supon-
gamos que existe una evaluacio´n de C(v¯) tal que h(C(v¯)) = n >
nat(fC(v¯)). Esta evaluacio´n tendra´ una rama con n + 1 iteraciones
C(x¯0), . . . , C(x¯n), siendo x¯0 = v¯. A partir de la definicio´n de RF, para
todo i < n se tiene que fC(v¯i) − fC(v¯i+1) ≥ 1 y fC(v¯i) > 0. Luego
fC(v¯) > n = h(T ), lo que contradice la hipo´tesis fC(v¯) < h(T ).
Recursio´n Lineal
Sea fC una funcio´n de rango para la CR C que satisface la condicio´n de
reduccio´n aritme´tica con razo´n r = 1. Entonces podemos usar esta primera
fo´rmula de la cota superior
h+(x) = nat(fC(x))
Aunque esta fo´rmula proporciona una cota superior correcta, a veces po-
demos refinarla y obtener otra cota ma´s ajustada. Por ejemplo, si la reduccio´n
aritme´tica de la funcio´n de rango siempre supera una constante δ > 1 enton-
ces una fo´rmula de cota superior ma´s ajustada es
h+(x) = δ−1 ∗ nat(fC(x))
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Recursio´n Logar´ıtmica
Un caso muy interesante sucede cuando cada bucle 〈C(x¯) → C(y¯), ϕ〉 ∈
Loops(C) satisface ϕ |= fC(x¯) ≥ k ∗ fC(y¯) siendo k > 1 una constante real.
Es decir, cuando la funcio´n de rango presenta una propiedad de reduccio´n
geome´trica. En este caso, el nu´mero de iteraciones esta´ acotado por
h+(x) = logk(nat(fC(v¯)) + 1)
Al nu´mero k se conoce como factor logar´ıtmico de C, y decimos que
C tiene una recursio´n k-logar´ıtmica. En caso contrario, decimos que tiene
recursio´n lineal.
Ejemplo 74 (Recursio´n Logar´ıtmica). Si modificamos el CRS de la Figura
1.12, cambiando ϕ2 y ϕ3 por ϕ
′
2 = {i<n, i′=i∗2} y ϕ′3 = {i<n, n′=n/2}
entonces Ir ≤ logk(nat(n−i)+1). 2
3.5. Acotando los Costes Locales
El objetivo de esta seccio´n es calcular costnr+(x¯) y costr+(x¯). Para ello
vamos a maximizar las expresiones de coste locales de las ecuaciones de la CR
C. Pero el valor de esas expresiones depende del valor de las variables locales
en cada subevaluacio´n de C(v¯), y es muy complicado determinar esos valores
en cada iteracio´n. Es ma´s eficaz[10] calcular un invariante de los bucles de C
y maximizar los costes locales en funcio´n de v¯.
3.5.1. Invariantes
Nuestro primer paso es calcular un invariante de la CR C. En la Sub-
seccio´n 2.5.2 se definio´ que´ es un sistema de bucles y que´ es un invariante
(Definicio´n 35) y se dio la fo´rmula del invariante exacto IC (Definicio´n 36).
Pero esta fo´rmula casi nunca es aplicable porque consiste en una operacio´n
de infinitos operandos (todas las potencias del bucle).
Ejemplo 75. Calculamos el invariante exacto IC de los bucles del Ej. 53.
Tras tres iteraciones IC incluye {I0, . . . , I6}. Subsiguientes iteraciones an˜aden
nuevos contextos en los que la o lb seguira´n disminuyendo. Por tanto, IC tiene
infinitos elementos y la definicio´n no es aplicable. 2
Necesitamos otro algoritmo para calcular un invariante del bucle que sea
eficiente y terminante aunque obtenga un invariante ma´s de´bil. Para ello
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usamos la interpretacio´n abstracta (Cousot [24]) en el dominio de los polie-
dros convexos y vamos a aproximar IC en un solo bucle (poliedro convexo)
IαC = 〈C(x¯0) ; C(x¯), ψ′〉 que tambie´n sea un invariante del bucle.
Para ello vamos a modificar la fo´rmula del invariante exacto de la De-
finicio´n 36 reemplazando el operador ∪, unio´n exacta, por la composicio´n
de dos operadores: la unio´n convexa (convex-hull) para reducir todos los
contextos de una iteracio´n a un solo contexto convexo, y el operador de en-
sanchamiento (widening) [24] permite abstraer y generalizar los resultados,
y garantiza la terminacio´n y eficiencia del ca´lculo.
Ejemplo 76. En el Ejemplo 75, aproximamos IC con:
IαC = {〈C(x¯0) ; C(x¯), {l ≤ l0, a = a0, la ≤ la0, b = b0, lb ≤ lb0}〉}
2
3.5.2. Cotas superiores de Expresiones de Coste
Puesto que los costes locales de cada aplicacio´n son instancias de los
costes locales de las ecuaciones de coste, procedemos por acotar esos costes
locales en las ecuaciones. Ma´s arriba, al presentar las expresiones de coste
mencionamos, en la Proposicio´n 2, que e´stas son mono´tonas sobre sus subex-
presiones nat. Esto facilita el ca´lculo de cotas superiores para expresiones de
coste: para encontrar una cota superior de e en funcio´n de unas variables x¯0,
basta con acotar cada expresio´n lineal l ∈ lins(e) en funcio´n de esas variables
bajo las condiciones del invariante. Esto nos lleva al problema de acotar una
expresio´n lineal en funcio´n de unas variables y bajo un sistema de restriccio-
nes lineales. E´ste ha sido estudiado en programacio´n lineal, y se conoce desde
hace tiempo algoritmos correctos y completos. La inferencia puede calcularse
algor´ıtmicamente con herramientas tales como [12]).
Ejemplo 77. Queremos calcular una cota superior de la expresio´n nat(la−
j − 1), que aparece en la Ecuacio´n (3) de la Figura 3.1, en funcio´n de los
para´metros de la llamada inicial 〈l0, a0, la0, b0, lb0〉. Hemos inferido que
〈C(x¯0) ; C(x¯), {l ≤ l0, a = a0, la ≤ la0, b = b0, lb ≤ lb0}〉
es un invariante de C, y vemos que el valor ma´ximo que la puede tomar es
la0. Asimismo, la guarda ϕ de la Ecuacio´n (3) nos dice que j ≥ 0. Puesto
que el valor ma´ximo de la− j− 1 se da cuando la es ma´ximo y j mı´nimo, se
deduce que la0 − 1 es una cota superior de la− j − 1. 2
64 CAPI´TULO 3. CA´LCULO DE COTAS SUPERIORES
1: function ub exp(e,x¯0,ϕ,ψ)
2: mexp = e
3: for all nat(f)∈e do
4: φ = ∃¯x¯0, y.(ϕ ∧ ψ ∧ y = f) // y es una variable nueva
5: if ∃f ′ tal que vars(f ′) ⊆ x¯0 y φ |= y ≤ f ′ then mexp =
mexp[nat(f)/nat(f ′)]
6: else return ∞
7: return mexp
Figura 3.6: Algoritmo de Maximizacio´n de Expresiones de Coste
Dada una ecuacio´n de coste
〈C(x¯) = e+
k∑
i=1
C(y¯i), ϕ〉
y un invariante correcto 〈C(x¯0) ; C(x¯), ψ〉, el algoritmo de la Figura 3.6
computa una cota superior de e maximizando sus componentes nat: La fun-
cio´n calcula una cota superior f ′ para cada expresio´n lineal f que aparece
dentro de una funcio´n nat y despue´s reemplaza en e todas esas expresiones
f por sus respectivas cotas superiores (l´ınea 5). Si no puede encontrar una
cota superior, el me´todo devuelve ∞ (linea 6).
Ejemplo 78. Al aplicar ub exp a las expresiones de coste e3 y e4, que apa-
recen en las Ecuaciones (2) y (3) de la Fig. 3.1, con respecto al invariante
computado en la Seccio´n 3.5.1, puede hacerse maximizando sus subexpresio-
nes nat. Del mismo modo que antes hemos encontrado una cota de la− j−1,
tambie´n encontramos para lb − j − 1, la, lb las cotas superiores lb0 − 1, la0
y lb0, respectivamente. Y por tanto,
e3 ≤ mexp3 = 38 + 15 ∗ nat(la0 − 1) + 10 ∗ nat(la0)
e4 ≤ mexp4 = 37 + 15 ∗ nat(lb0 − 1) + 10 ∗ nat(lb0)
2
Ahora podemos usar un invariante para maximizar los costes locales de
cada iteracio´n en funcio´n de los argumentos de la llamada inicial.
worst({rec1 , . . . , recnr}) = ma´x(maximize(I, {rec1 , . . . , recnr}))
El operador maximize toma una restriccio´n de taman˜o ϕ y una serie de
expresiones a maximizar y calcula el valor ma´ximo de cada expresio´n en
funcio´n de los variables iniciales de cada invariante.
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Ejemplo 79. En la CR de la Figura 1.12 calculamos
worst({rec1 , rec2})= ma´x(maximize(I, {nat(n−i), nat(i)}))
cuyo resultado es ma´x({nat(n0− i0), nat(n0−1)}). El coste local del caso base
es constante y no requiere maximizacio´n. 2
Propiedad 8. Sea la CR S = S1∪S2 donde S1 y S2 son respectivamente las
ecuaciones ba´sicas y recursivas de C. Si conocemos un invariante de 〈C(x¯0) ;
C(x¯), ψ〉 y definimos las expresiones
costnr+(x¯0) = ma´x({ub exp(e, x¯0, ϕ, ψ) | 〈C(x¯) = e , ϕ〉 ∈ S1})
costr+(x¯0) = ma´x({ub exp(e, x¯0, ϕ, ψ) | 〈C(x¯) = e +
∑k
j=1C(y¯j) , ϕ〉 ∈ S2})
Entonces, para cualquier evaluacio´n de la llamada C(v¯) se cumple que
en toda subevaluacio´n recursivas de coste local r, costr+(v¯) ≥ r y
costnr+(v¯) ≥ r en toda subevaluacio´n ba´sica de coste local r. 2
3.6. Acumulacio´n por Niveles
La fo´rmula de Acumulacio´n de Subevaluaciones (Proposicio´n 3) permite
obtener cotas siempre correctas y a menudo precisas cuando se emplea con
los CRS que se generan en el ana´lisis de una clase amplia de programas. Pero
se obtiene resultados muy imprecisos para ciertos CRSs , caracter´ısticos de
programas divide y vencera´s.
Ejemplo 80. Sea C una CR definida con estas dos ecuaciones:
〈C(x) = 0, {x ≤ 0}〉
〈C(x) = nat(x) + C(x1) + C(x2)
, {x ≥ x1 + x2 + 1, x ≥ 2x1, x ≥ 2x2, x1 ≥ 0, x2 ≥ 0}〉
Al aplicar la fo´rmula de acumulacio´n de subevaluaciones de la Proposicio´n 3,
obtenemos la cota superior
C+(x) = nat(x) ∗ (2log2(nat(x)+1)) = nat(x)2
que es demasiado imprecisa. 2
Intuitivamente, en ellos existe recursio´n mu´ltiple por lo que el nu´mero
de subevaluaciones es exponencial. Pero los costes locales descienden muy
ra´pido en cada iteracio´n, por lo que la suma de los costes de cada nivel no se
incrementa en cada iteracio´n y, as´ı, el coste pe´simo es polino´mico.
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Esta seccio´n describe la fo´rmula de cota superior por acumulacio´n por
niveles, que busca acotar simulta´neamente el nu´mero de niveles y el coste
total por nivel. Esta fo´rmula obtiene resultados ma´s precisos para algunos de
esos CRSs mencionados.
Proposicio´n 4 (Cota Superior de Acumulacio´n por Niveles). Sea C una
CR. La expresio´n de coste C+ definida como
C+(x¯) = (h+(x¯) + 1) ∗ costl+(x¯)
es una cota superior de C si para cualquier evaluacio´n C(v¯) si se cumple que
h+(x¯) es una cota superior del nu´mero de niveles de C(v¯).
Cada subnivel i deC(v¯) satisface que costl+(v¯) ≥ Sum Level(T, i). 2
Demostracio´n. Es una consecuencia inmediata de la definicio´n de cota supe-
rior.
Ya hemos dicho co´mo calcular h+(x¯) en la Seccio´n 3.4. Encontrar costl+
no es tan fa´cil. Por eso esta fo´rmula no es tan aplicable como la Acumulacio´n
de Subevaluaciones.
CRS Divide y Vencera´s
Ahora caracterizamos una clase de CRS , que llamaremos divide y ven-
cera´s (divide and conquer), para los que podemos encontrar una expresio´n
costl+ y as´ı aplicar la fo´rmula de acumulacio´n por niveles.
Intuitivamente, en un programa de esta clase el coste total de cada nivel
esta´ acotado por el coste total del nivel superior y, por tanto, por el coste local
de la aplicacio´n ra´ız (que resulta de instanciar las ecuaciones recursivas).
Una condicio´n suficiente es que el coste local de toda evaluacio´n es una
cota superior de la suma de los costes de sus evaluaciones derivadas. Para
comprobarlo se debe mirar toda posible combinacio´n de una ecuacio´n recur-
siva con otras en sus aplicaciones derivadas.
Lema 4 (Condicio´n suficiente de Divide y Vencera´s). Sea C una CR in-
dependiente. Si para cualquier 〈e, e′, ψ〉 ∈ Child Exps(C) y cualquier σ :
vars(e) ∪ vars(e′) 7→ Z tal que σ |= ψ se cumple que [[e]]σ ≥ [[e′]]σ, enton-
ces para cualquier llamada C(v¯), cualquier evaluacio´n T ∈ Trees(C(v¯),S), y
cualquier nivel k, se cumple que Sum Level(T, k) ≥ Sum Level(T, k + 1). 2
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Demostracio´n. Supongamos que hay una evaluacio´n de C(v¯), en la que para
un nivel k, Sum Level(T, k) < Sum Level(T, k+1). Esto significa que el nivel k
contiene una aplicacio´n en la cual cada subevaluacio´n verifica r < r1+· · ·+rn.
Si esta aplicacio´n es una instancia de E = 〈C(x¯) = e + ∑mi=1 C(y¯i), ϕ〉 y
〈C(y¯i) = ei +
∑mi
j=1C(z¯j), ϕi〉 ∈ S se uso´ para asociar cada llamada Ci(y¯i)
en E . Por lo tanto existe σ tal que σ |= ϕ ∧ ϕ1 ∧ · · · ∧ ϕm |= x¯ = v¯ ∧ y¯1 =
v¯1∧· · ·∧ y¯m = v¯m y [[e]]σ < [[e1 + · · ·+em]]σ, lo que contradice la hipo´tesis.
Intuitivamente, si en cada subevaluacio´n de C(v¯) hay una tupla 〈e, e′, ψ〉 ∈
Child Exps(C) y una substitucio´n σ : vars(e)∪vars(e′) 7→ Z tal que σ |= ψ,
[[e]]σ es igual a su coste local, y [[e
′]]σ es igual a la suma de los costes locales
de sus sucesores.
Ejemplo 81. En la CR C del Ej. 80, Child Exps(C) es :
Child Exps(C) =

〈nat(x), 0, ϕ ∧ x1 ≤ 0 ∧ x2 ≤ 0〉
〈nat(x), nat(x1), ϕ ∧ x1 ≤ 0 ∧ ϕ2〉
〈nat(x), nat(x2), ϕ ∧ ϕ1 ∧ x2 ≤ 0〉
〈nat(x), nat(x1) + nat(x2), ϕ ∧ ϕ1 ∧ ϕ2〉

donde ϕ1, ϕ2 son renombramientos de ϕ, salvo por x1 (x2). 2
Ejemplo 82. Conside´rese otra vez el conjunto Child Exps(C) del Ejem-
plo 80. Ve´ase que en la cuarta tupla, como ϕ ∧ ϕ1 ∧ ϕ2 |= {x ≥ 2 ∗ x1, x ≥
2∗x2} |= {x ≥ x1+x2}, por lo que nat(x) ≥ nat(x1)+nat(x2). Si hacemos una
comprobacio´n semejante en las otras tuplas, entonces vemos que C cumple
la condicio´n de divide y vencera´s (Lema 4). 2
Propiedad 9. Sea C una CR independiente que satisface la condicio´n de
divide y vencera´s del Lema 4, E un conjunto definido como
E =
{
ub exp(e, x¯0, ϕ, {x¯0 = x¯}) |
〈
C(x¯) = e+
k∑
i=1
C(y¯i), ϕ
〉
∈ S
}
y costl+(x¯) = ma´x(E). Entonces, para cualquier evaluacio´n de C(v¯), en el
nivel k se cumple que costl+(v¯) ≥ Sum Level(C(v¯, k). 2
Ejemplo 83. Considere de nuevo la CR C del Ej. 80. Al calcular el conjunto
E del Teorema 9 se obtiene {nat(x), 0}, luego costl+(x) = nat(x). Usando
las te´cnicas de la Seccio´n 3.4 podemos calcular l+(x)=dlog2(nat(x)+1)e+1 y
as´ı obtener
C+(x) = nat(x) ∗ (dlog2(nat(x) + 1)e+ 1)
como la cota superior de C. 2
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3.7. Incompletitud en Ana´lisis de Coste
Consideremos globalmente el proceso de ana´lisis de coste presentado en
la Seccio´n 1.3. El problema de obtener una expresio´n de coste que sea cota
superior del coste de un programa es estrictamente ma´s dif´ıcil que la termi-
nacio´n.
Esto se explica por el hecho de que obtener una cota superior de un
programa en el que cada ecuacio´n recursiva tiene asociado un coste local
no nulo implica la terminacio´n del programa que la CR modela. Por tanto,
el algoritmo de resolucio´n es necesariamente incompleto y en ocasiones no
podra´ generar una cota superior.
Ciertamente, esto puede suceder porque el coste del programa sea real-
mente infinito, como el nu´mero de instrucciones que ejecuta un programa no
terminante. Pero aun si el coste es finito, podemos no encontrar una cota
superior debido a la imprecisio´n inherente al ana´lisis de coste.
En la primera fase, de calcular el CRS , se emplea interpretacio´n abstracta
para aproximar cuestiones indecidibles como el aliasing. Para saber ma´s sobre
la incompletitud de esta fase, puede consultarse el art´ıculo sobre COSTA de
Albert et al. [7].
La fase de resolucio´n tambie´n es incompleta: incluso si una CR admite
una cota superior en forma cerrada, puede que sea imposible calcularla. Ben-
Amram demuestra en [14], que un problema ma´s simple, la terminacio´n de un
CRS donde las ecuaciones tienen a lo sumo una llamada y las restricciones
son de la forma x − y ≤ c, es indecidible. Una discusio´n detallada sobre
decidibilidad de bucles simples con restricciones enteras puede encontrarse
en el art´ıculo de Braverman [19].
En nuestro me´todo hay tres fuentes de incompletitud, que pasamos a
describir a continuacio´n.
3.7.1. Evaluacio´n Parcial
Hemos mencionado que para aplicar el principio de composicionalidad
primero debemos pasar el CRS a forma directamente recursiva. Esto solo
podemos hacerlo si el grafo de llamadas de ese sistema es de mı´nima cober-
tura, lo que no sucede en algunos CRS como el que viene a continuacio´n:
Ejemplo 84 (Incompletitud de la Evaluacio´n Parcial). Este CRS no tiene
ningu´n nodo de cobertura,
〈C(n) = C(n− 1) +D(n− 1) , {n > 0} 〉
〈D(n) = D(n− 1) + C(n− 1) , {n > 0} 〉
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pese a que las CR C,D son terminantes. 2
Es importante sen˜alar que esta fase s´ı es completa para CR extra´ıdas de
bucles estructuradas y de patrones de recursio´n comunes a la mayor´ıa de pro-
gramas. Debe quedar claro, no obstante, que la aplicabilidad de la evaluacio´n
parcial no esta´ relacionada con el uso de instrucciones de salto, puesto que lo
que se analiza es el co´digo binario. Por tanto, el uso de instrucciones break y
continue en lenguajes como Java o C no supone ningu´n problema, pues se
puede construir el grafo de control de flujo y convertirlo a forma recursiva. La
incompletitud de la Evaluacio´n Parcial solo ocurre cuando se tienen grupos
de relaciones mutuamente recursivas, como las del Ejemplo.
3.7.2. Funciones de Rango
Dado que la existencia de funciones de rango es una prueba de la termi-
nacio´n, este ca´lculo sera´ necesariamente incompleto.
En nuestro me´todo usamos un algoritmo completo de Podelski y Ri-
baschenko [48] que infiere funciones de rango lineales. El mismo Podelski
sen˜alo´ en ese art´ıculo que hay bucles lineales, como
〈C(n)→ C(−2 ∗ n+ 10), {n ≥ 0}〉
que no admite una funcio´n de rango lineal. Para acotar bucles como e´ste y
otros ma´s complejos necesitar´ıamos inferir funciones de rango ma´s sofistica-
das (por ejemplo cuadra´ticas) pero esto no mejora demasiado la capacidad.
3.7.3. Invariantes
Para maximizar los costes locales de cada iteracio´n en este me´todo se cal-
cula un invariante que es una restriccio´n lineal entre los para´metros iniciales
y las variables de cada iteracio´n. A veces ese invariante no da informacio´n
suficiente para maximizar las expresiones locales, como sucede en el siguiente
ejemplo:
Ejemplo 85 (Incompletitud del ca´lculo de Invariantes). Consideremos esta
CR:
〈C(n,m) = m , {n=0} 〉
〈C(n,m) = C(n′,m′) , {n′=n−1,m′=2∗m,n>0} 〉
El valor de m en el caso base sera´ (2n) ∗m0. 2
En principio, podr´ıamos usar me´todos para inferir invariantes polino´mi-
cos, pero para eso necesitar´ıamos otro algoritmo de maximizacio´n diferente.
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Cap´ıtulo 4
Cotas Superiores Asinto´ticas
En este Cap´ıtulo trata del uso de los o´rdenes asinto´ticos en el ana´lisis de
coste. Empezamos por definir las relaciones de orden asinto´tico entre fun-
ciones de varias variables en la Seccio´n 4.1. En la Seccio´n 4.4) definimos las
relaciones de orden asinto´tico entre expresiones de coste. La Seccio´n 4.3 pre-
senta un algoritmo para reducir una expresio´n de coste a su forma asinto´tica
simplificada, y la Seccio´n 4.4 muestra co´mo integrar dicha simplificacio´n en
la resolucio´n de relaciones de coste y que´ resultados se obtienen.
4.1. O´rdenes Asinto´ticos Multivariable
Empezamos por ampliar las conocidas definiciones de O Θ, ya menciona-
das en La Seccio´n 1.5, a funciones multivariable Nn 7→ R+.
Definicio´n 52 (Orden Asinto´tico de Funciones). Dadas f, g : Nn 7→ R+,
decimos que f ∈ O(g) si y solo si existe alguna constante real c > 0 y un
nu´mero m ≥ 1 tales que para cualquier v¯ ∈ Nn tal que vi ≥ m, se cumple
que f(v¯) ≤ c ∗ g(v¯).
Escribiremos f  g para abreviar f ∈ O(g). Podemos ver que  es una
relacio´n de orden. 2
Definicio´n 53 (Equivalencia Asinto´tica de Funciones). Dadas f, g : Nn 7→
R+, decimos que f ∈ Θ(g) : si y solo si existen dos constantes reales c1 > 0 y
c2 > 0 y un nu´mero m ≥ 1 tal que, para cualquier v¯ ∈ Nn cuyas componentes
cumplen vi ≥ m, se cumple que c1 ∗ g(v¯) ≤ f(v¯) ≤ c2 ∗ g(v¯). 2
Escribiremos f ' g para abreviar f ∈ Θ(g). Podemos ver que ' es una
relacio´n de equivalencia, y por tanto define una particio´n de Nn 7→ R+ en
varias clases de equivalencia u o´rdenes asinto´ticos (asymptotic orders),
cada uno con infinitos elementos.
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4.2. O´rdenes de Expresiones de Coste
4.2.1. Expresiones nat-free
En estas notaciones asinto´ticas se supone que las funciones son mono´tonas
sobre todos sus argumentos, por cuanto la funcio´n, a menos que sea constante,
tiende a ∞ cuando todas sus entradas tienden a ∞. Esta suposicio´n no se
cumple necesariamente en los CRs obtenidos tras analizar programas reales.
Ejemplo 86 (Comportamiento asinto´tico del nat). Conside´rese el bucle del
programa de la Figura 1.12. Claramente, el coste de ejecucio´n del programa
aumenta con el nu´mero de iteraciones del bucle, cuya cota superior es el valor
de su funcio´n de rango n − i. Por tanto, para poder preservar el comporta-
miento asinto´tico del programa deber´ıamos estudiar el caso en que nat(n− i)
tiende a ∞, como sucede si n tiende ∞ e i permanece constante, pero no si
n e i tienden a ∞ manteniendo una diferencia constante. 2
Como se ve en este ejemplo, debemos considerar el comportamiento asinto´ti-
co tratando cada subexpresio´n nat de manera ato´mica, como una de las varia-
bles que tienden a infinito. Para ello nosotros usamos la nocio´n de expresiones
de coste nat-free, donde cada expresio´n nat se reemplaza con una variable de
dominio natural. As´ı se garantiza un uso consistente de la definicio´n original
puesto que, como se pretend´ıa, ignorando las irregularidades que f puede
presentar para valores pequen˜os (menores a la frontera m), el valor de la
funcio´n se incrementa para valores mayores de sus argumentos.
Definicio´n 54 (Expresiones de Coste nat-free). Dada una expresio´n de coste
e, su representacio´n nat-free es la expresio´n e˜ que se obtiene tras aplicar estos
tres pasos:
1. Cada subexpresio´n nat(a1x1 + · · ·+ anxn + c) que aparece como expo-
nente se reemplaza con nat(a1x1 + · · ·+ anxn);
2. Las dema´s subexpresiones nat(a1x1 + · · · + anxn + c) se reemplazan
por nat(a1
b
x1 + · · ·+ anb xn), siendo b el ma´ximo comu´n divisor (gcd) de|a1|, . . . , |an|, y | · | el operador de valor absoluto;
3. Las expresiones nat son reemplazadas por nat-variables, representadas
con letras mayu´sculas latinas A,B, .... Se debe cumplir que nat igua-
les se reemplazan por la misma variable y nat distintos por distintas
variables.
2
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Resulta importante distinguir los casos 1 y 2 y tratarlos de manera se-
parada, porque si confundimos una subexpresio´n nat polino´mica con una
exponencial, podr´ıamos obtener un resultado incorrecto.
Ejemplo 87 (Diferencia entre nat exponencial y polino´mico). Si bien se
cumple que 2nat(2x+1) ∈ O(2nat(2x)), as´ı como tambie´n nat(2x) ∈ O(nat(x)),
no es cierto que
2nat(2x) /∈ O(2nat(x))
puesto que 2nat(2x) = 4x y 4x /∈ O(2x). Por eso no se puede simplificar 2nat(2x)
a 2nat(x). 2
Cuando nat(a1x1+ · · ·+anxn+c) no es un exponente, podemos suprimir
su constante c y normalizar los coeficientes ai al dividirlos por el mcd de sus
valores absolutos. Intuitivamente, lo que hacemos es que para expresiones
nat cuyos argumentos son expresiones lineales paralelas (que difieren en una
constante) o directamente proporcionales con razo´n positiva, se obtiene una
forma cano´nica comu´n que resulta ser la expresio´n ma´s sencilla que pertenece
al mismo orden exacto de complejidad.
Ejemplo 88 (Ejempos sencillos de transformacio´n nat-free). Algunos ejem-
plos de lo anteriormente comentado:
Las expresiones nat(x), nat(x − 1), nat(2x + 1) pueden representarse
todas con la misma variable nat, y de hecho todas esta´n en Θ(nat(x)).
Tanto nat(2x+3) como nat(3x+5) admiten la representacio´n cano´nica
nat(x)
Similarmente sucede con nat(2x+4y) y nat(3x+6y) que son proporcio-
nales a nat(x+2y). 2
Gracias a estas transformaciones reducimos el nu´mero de variables nat
que se usan en la representacio´n nat-free, y por tanto obtenemos expresiones
ma´s sencillas.
Ejemplo 89 (Transformacio´n nat-free). Dada la siguiente funcio´n de coste
5+7∗nat(3x+ 1)∗ma´x({100∗nat(x)2∗nat(y)4, 11∗3nat(y−1)∗nat(x+ 5)2})+
2∗ log(nat(x+ 2))∗2nat(y−3)∗ log(nat(y + 4))∗nat(2x−2y)
su representacio´n nat-free es:
5+7 ∗ A∗ma´x({100 ∗ A2∗B4, 11 ∗ 3B∗A2})+2∗ log(A)∗2B∗ log(B)∗C
correspondiendo las variables-nat a:
A 7→ nat(x) B 7→ nat(y) C 7→ nat(x− y)
2
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4.2.2. O´rdenes asinto´ticos de Expresiones de Coste
Definicio´n 55 (Relacio´n Asinto´tica de Expresiones de Coste). Dado un
conjunto de expresiones de coste E={e1, e2} y su representacio´n nat-free
E˜={e˜1, e˜2}, decimos que
e1∈O(e2)← e˜1∈O(e˜2) e1∈Θ(e2)← e˜1∈Θ(e˜2)
2
Esta definicio´n ajusta la Definicio´n. 53 para su uso con expresiones de cos-
te. Sencillamente asevera que para poder decidir la relacio´n asinto´tica entre
dos expresiones de coste, debemos comprobar esa relacio´n entre sus respecti-
vas representaciones nat-free. Ve´ase como se debe obtener las representacio-
nes simulta´neamente, para que las subsexpresiones lineales que comparten (o
que son paralelas) se representen con las mismas variables-nat.
A veces, a una expresio´n de coste se adjunta una restriccio´n de taman˜o
ϕ, tambie´n llamada restriccio´n de contexto, que especifica una clase de
valores de entrada para los que esta´ definida esa expresio´n.
Ejemplo 90 (Restriccio´n de Contexto Asinto´tica ). La expresio´n de coste del
Ejemplo 89 puede tener como restriccio´n de contexto ϕ={x≥y, x≥0, y≥0},
que especifica que solo se aceptan valores de entrada no negativos que cum-
plen x≥y. 2
En ana´lisis de coste, esas restricciones pueden ser el resultado de un anali-
zador o bien pueden ser aserciones dadas por el usuario. De cualquier manera,
la informacio´n de la restriccio´n de contexto puede usarse para obtener cotas
asinto´ticas ma´s exactas. Por ejemplo, puede usarse para asegurar que una
expresio´n nat es una cota superior asinto´tica de otras.
Ejemplo 91 (Uso de la restriccio´n de contexto). Si la restriccio´n de con-
texto establece que x ≥ y, entonces cuando tanto nat(x) como nat(y) crecen
hacia el infinito, sabemos que nat(x) subsume asinto´ticamente a nat(y). Esta
informacio´n puede servir para obtener cotas asinto´ticas ma´s precisas. 2
En adelante, dadas dos nat-expresiones (representadas por sus correspon-
dientes nat-variables A y B), decimos que ϕ|=A  B si A subsume asinto´ti-
camente a B. cuando ambas tienden hacia ∞.
4.2.3. Propiedades de O y Θ
Vamos a ver ahora algunas de las propiedades de los o´rdenes O y Θ.
Muchas de estas ya han sido tratadas y demostradas para las funciones de una
variable, y resultan tan triviales que no vamos a poner aqu´ı su demostracio´n.
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Propiedad 10 (Orden y Equivalencia Concreta y Asinto´tica). El orden y
equivalencia asinto´ticas son ma´s de´biles que el orden y la equivalencia de ex-
presiones de coste. Para cualquier par de expresiones e1, e2 nat-free se cumple
que e1 ≤ e2 ⇒ e1 ∈ O(e2) y e1 = e2 ⇒ e1 ∈ Θ(e2). 2
Propiedad 11 (Invarianza a Constantes Multiplicativas). Para cualquier
nu´mero r en R+ se cumple que e ∗ k ∈ Θ(e). 2
Propiedad 12 (Propiedades Asinto´ticas de la Suma). Sean e1, e2, e3, e4 ex-
presiones de coste nat-free. Entonces
1. Si e1 ∈ O(e3) y e2 ∈ O(e4) entonces e1 + e2 ∈ O(e3 + e4).
2. Si e1 ∈ Θ(e3) y e2 ∈ Θ(e4) entonces e1 + e2 ∈ Θ(e3 + e4).
3. Si e1 ∈ O(e2) entonces e1 + e2 ∈ Θ(e2).
4. Si e > 0 entonces ∀r ∈ R+ se cumple que e+ r ∈ Θ(e).
2
Propiedad 13 (Equivalencia Asinto´tica entre Max y Suma). Sea un con-
junto {e1, ..., en} de expresiones de coste nat-free. Se cumple entonces que
ma´x{e1, . . . , en} ∈ Θ (
∑n
i=1 ei). No´tese que esto es una consecuencia trivial,
pues ma´x{e1, . . . , en} ≤
∑n
i=1 ei ≤ n ∗max{e1, . . . , en}. 2
Propiedad 14 (Monoton´ıa del Producto). Sean e1, e2, e3, e4, e expresiones
de coste nat-free. Entonces se cumple:
1. e1 ∈ O(e3) ∧ e2 ∈ O(e4)⇒ e1 ∗ e2 ∈ O(e3 ∗ e4).
2. e1 ∈ Θ(e3) ∧ e2 ∈ Θ(e4)⇒ e1 ∗ e2 ∈ Θ(e3 ∗ e4).
2
Propiedad 15 (Monoton´ıa Asinto´tica de la Potencia sobre la Base). Sean
e1, e2 dos expresiones de coste nat-free. Siempre se cumple que:
1. Si e1 ∈ O(e2) entonces ∀r ∈ R+ sucede que er1 ∈ O(er2).
2. Si e1 ∈ Θ(e2) entonces ∀r ∈ R+ se verifica que er1 ∈ Θ(er2). 2
Propiedad 16 (Monoton´ıa Asinto´tica de la Potencia sobre el Exponente).
Para cada par r, s ∈ R+, r, s > 0, tales que r ≤ s se cumple que er ∈ O(es),
siendo e cualquier expresio´n de coste nat-free. 2
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Propiedad 17 (Monoton´ıa Asinto´tica del Logaritmo). Si e1 ∈ O(e2) enton-
ces log(e1) ∈ O (log(e2)). 2
Propiedad 18 (Dominio Polino´mico - Logar´ıtmico). Para cada r ∈ R+,
r > 0, se cumple que: log(e) ∈ O(er). Por tanto, si r, s ∈ R+, r, s > 0,
siempre se cumple que log(e)s ∈ O(er). 2
Propiedad 19. Sean e1, ..., en, e, e
′ expresiones de coste nat-free y ϕ una
restriccio´n lineal tal que ϕ |= ei ≥ 1, ϕ |= ei ≤ e, 1 ≤ i ≤ n. Entonces
∀r, s1, ..., sn, t ∈ R+ tal que r > s1 + ...+ sn se cumple que
ϕ |=
n∏
i=1
esii ∗ logt(e′) ∈ O (er)
2
Demostracio´n. Si descomponemos er = er
′ ∗ es′ , donde s′ = ∑ni=1 si y r′ =
r − s′, obtenemos que r′ > 0 y por tanto podemos aplicar la Propiedad 12
porque
ϕ |= ∏ni=1 esii ≤ es′ .
log(e′)t ∈ O(er′), aplicando la propiedad 18.
Propiedad 20 (Dominio Exponencial - Polino´mico). Para cualquier r, s ∈
R+, s > 0, se cumple que er ∈ O (2s∗e). 2
Propiedad 21. Sean e1, ..., en, e, e
′ expresiones de coste nat-free y ϕ una
restriccio´n lineal tal que ϕ |= 0 ≤ ei ≤ e. Entonces ∀r, s1, ..., sn, t ∈ R+ tales
que r > s1 + ...+ sn, se cumple que
ϕ |= 2
Pn
i=1 si∗ei ∗ e′t ∈ O (2r∗e)
2
Demostracio´n. Primero descomponemos 2r∗e = 2r
′∗e∗2s′∗e, siendo s′ = ∑ni=1 si
y r′ = r − s′ > 0. Usando la Propiedad 12 nos basta ver que:
1.
∑n
i=1 si ∗ ei ≤ s′ ∗ e.
2. (e′)t ∈ O(2r′∗e) como consecuencia de la Propiedades 18 y 20.
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4.3. Reduccio´n de Expresiones de Coste
Para conseguir la Motivacio´n de Legibilidad expuesto en el Cap´ıtulo. 1
nos interesa encontrar para cada orden el elemento de mı´nima sintaxis. En
esta seccio´n presentamos un mecanismo para reducir una expresio´n de coste
a una forma asinto´ticamente equivalente y sin te´rminos redundantes. Este
algoritmo ya puede simplificar el resultado de un analizador en otro resultado
asinto´ticamente equivalente.
Ejemplo 92 (Ejemplo intuitivo de subsuncio´n asinto´tica). La CExp del
Ej. 89 esta´ en el mismo orden de
13 ∗ 3nat(y)+1 ∗ nat(x− 1)3 y 23 ∗ 3nat(y)+1 ∗ nat(x)3 + nat(x) 52
pero cuando se trata de representar el orden asinto´tico, es preferible emplear
la CExp ma´s simple: 3nat(y) ∗ nat(x)3. 2
Dada una expresio´n de coste nat-free e˜, describimos co´mo simplificarla
para obtener otra CExp nat-free e˜ ′ tal que e˜ ∈ Θ(e˜ ′). Si e es simplemente
una constante (o expresio´n aritme´tica equivalente), ya sabemos que e˜ ∈ O(1).
El caso ma´s fa´cil de reducir son las expresiones constantes, que esta´n
en Θ(1). Tambie´n hay algunas expresiones de coste sencillas que pueden
simplificarse a forma asinto´tica con una reescritura que suprima pare´ntesis y
constantes.
Ejemplo 93 (Simplificaciones asinto´ticas sencillas. ). Las CExp 10∗nat(X+
1)+14 o 5∗ (nat(X−1)+2) pertenecen a Θ(nat(X)). Podemos simplificarlas
solo con suprimir constantes multiplicativas y aditivas. 2
Pero en la mayor´ıa de casos esto no basta. En ellos tenemos que ma-
nejar funciones compuestas de expresiones no lineales con subexpresiones
exponenciales, polino´micas y logar´ıtmicas de mu´ltiples variables, las cuales
esta´n sometidas a diversas restricciones. Para mejorar la simplificacio´n, re-
sulta esencial eliminar subexpresiones redundantes, es decir cuyo aporte a
la complejidad de la expresio´n es nulo. Tales subexpresiones corresponden a
sumandos subsumidos.
Ejemplo 94 (Subsuncio´n asinto´tica). En nat(x)2 +nat(x) el sumando nat(x)
es redundante pues esta´ subsumido por nat(x)2. 2
Para encontrar te´rminos subsumidos se requiere una comparacio´n efectiva
de expresiones de coste de distinta longitud y orden de complejidad.
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4.3.1. La transformacio´n τ
El primer paso es transformar e˜ eliminando las expresiones constantes y
ma´x, como se describe en esta definicio´n:
Definicio´n 56 (Transformacio´n τ). Dada una expresio´n de coste nat-free e˜,
τ(e˜) denota la expresio´n de coste que se obtiene desde e˜
1. eliminando todas las constantes aditivas y multiplicativas y
2. reemplazando cada subexpresio´n max({e˜1, . . . , e˜m}) por otra subexpre-
sio´n (e˜1 + . . .+ e˜m). 2
Ejemplo 95 (Transformacio´n τ). Para la expresio´n de coste nat-free del
Ejemplo 89,
τ(e˜)=A∗(A2∗B4 + 3B∗A2)+ log(A)∗2B∗ log(B)∗C
es el resultado de aplicar τ . 2
Lema 5. e˜ ∈ Θ(τ(e˜))
Demostracio´n. En el caso de las subexpresiones ma´x, es una consecuencia
de la Propiedad 13. Para las dema´s operaciones, el resultado se deriva de la
Propiedades 12 (suma), 1 (producto), 15 (potencias) y 17 (logaritmos).
4.3.2. Forma normal
Una vez hemos aplicado τ , vamos a transformar la expresio´n a una forma
normal que consiste en una suma de productos.
Definicio´n 57 (Expresio´n nat-free Ba´sica). Una expresio´n de coste nat-free
es ba´sica si tiene alguna de estas formas:
Una exponencial 2r∗A siendo r ∈ R+ el exponente.
Un polinomio Ar, siendo r ∈ R+ el grado.
Un logaritmo log(A). 2
No´tese que sin pe´rdida de generalidad podemos suponer que todas las
exponenciales tienen base 2 porque para cualquier n ∈ N con n > 2 se
cumple nA = 2log(n)∗A.
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Definicio´n 58 (Forma Normal Asinto´tica de Expresiones nat-free). Una ex-
presio´n de coste nat-free en forma normal tiene la forma
n∑
i=1
mi∏
j=1
bij
donde cada bij es una expresio´n de coste nat-free ba´sica. 2
Gracias a la propiedad conmutativa y asociativa de la suma y el producto
de expresiones de coste, cada producto puede representarse como un multi-
conjunto M de factores (cada uno una expresio´n de coste nat-free ba´sica) y
cada suma como un multiconjunto de productos.
Proposicio´n 5 (Normalizacio´n Asinto´tica de Expresiones de Coste). Para
toda CExp nat-free e existe una CExp e ′ en forma asinto´tica normal tal que
e ∈ Θ(e ′) 2
Demostracio´n. Para normalizar una expresio´n de coste nat-free τ(e˜) aplicare-
mos la propiedad distributiva del producto respecto a la suma para suprimir
todos los pare´ntesis.
Ejemplo 96 (Normalizacio´n Asinto´tica de Expresio´n de Coste). La expre-
sio´n
A3∗B4+2log(3)∗B∗A3+ log(A)∗2B∗ log(B) ∗ C
es la forma normal de la expresio´n del Ejemplo 95. 2
4.3.3. Subsuncio´n entre sumandos
Dada una expresio´n de coste nat-free en forma normal e˜ = {M1, . . . ,Mn}
y una restriccio´n de contexto ϕ, queremos quitar de e˜ cualquier producto
Mi que este´ asinto´ticamente subsumido por otro producto Mj, esto es si
Mj ∈ Θ(Mj +Mi), para lo que basta saber que Mi ∈ O(Mj).
Primero, definimos varios patrones de subsuncio´n asinto´tica para los
cuales resulta fa´cil verificar que una sola expresio´n de coste nat-free ba´sica
b subsume un producto completo. Estos patrones toman una CExp nat-free
ba´sica b con una sola variable A, y definimos cua´ndo b subsume asinto´tica-
mente un producto de CExp nat-free ba´sicas. Para ello se observa el valor de
las funciones auxiliares pow y deg.
Definicio´n 59 (Funciones pow, deg). Sea b una CExp ba´sica nat-free. Se
definen las funciones de exponente y grado asinto´tico pow, deg :: CExp→ R+
con estas ecuaciones:
pow(2r∗A) = r pow(Ar) = 0 pow(log(A)) = 0
deg(Ar) = r deg(2r∗A) =∞ deg(log(A)) = 0
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No´tese que un exponencial tiene grado ∞. 2
Lema 6 (Subsuncio´n Asinto´tica Expresio´n-Producto). Sean una expresio´n
de coste nat-free ba´sica b tal que vars(b) = {A}, un producto M = b1∗· · ·∗bm
de m factores tales que vars(bi) = {Ai} y una restriccio´n de contexto ϕ tal
que ϕ |= A  Ai. M esta´ asinto´ticamente subsumida por b bajo ϕ, escrito
ϕ |= M ∈ O(b) si se da uno de estos casos:
1. Exponencial:Si b = 2r∗A, entonces
a) r >
∑m
i=1 pow(bi); o
b) r ≥∑mi=1 pow(bi) y cada bi tiene la forma 2ri∗Ai . Es decir, que M
no contiene factores polino´micos o logar´ıtmicos.
2. Polino´mico: Si b = Ar, entonces
a) r > Σmi=1deg(bi); o
b) r ≥ Σmi=1deg(bi) y cada bi es de la forma Arii , es decir que M no
contiene factores exponenciales ni logar´ıtmicos.
3. Logar´ıtmico: Si b = log(A) y M solo contiene un factor b1 = log(A1)
2
Demostracio´n. Siendo M = b1 ∗ ... ∗ bn, debemos probar que M ∈ O(b).
Sean los nu´meros p =
∑n
i=1 pow(bi) y g =
∑m
i=1 deg(bi). Entonces podemos
distinguir los siguientes tres casos:
1. Exponencial: Supongamos que b = 2r∗A, para algu´n r ∈ R+. Entonces:
a) En (1a) sen˜alamos que si los exponentes son distintos, el de mayor
exponente subsume al de menor exponente. Si r > p la Propiedad
21 sostiene el resultado.
b) En igualdad de exponentes es necesario que no haya ma´s factores.
Si r ≥ p y todos los bi son de la forma 2ri∗Ai , siendo ri = pow(bi),
podemos utilizar que
ϕ |= r ∗ A ≥
n∑
i=1
ri ∗ Ai
para inferir b = 2r∗A ≥ 2p∗A.
2. Polino´mico: Supongamos b = Ar para algu´n r ∈ R+ y p = 0. Entonces:
4.3. REDUCCIO´N DE EXPRESIONES DE COSTE 81
a) (2a) captura que si los grados son distintos, el de mayor grado es
la cota superior aunque al de menor grado lo acompan˜en muchos
factores logar´ıtmicos. Esto se basa en la Propiedad 19.
b) (2b) sen˜ala que una expresio´n polino´mica solo subsume a otra con
igual grado si e´sta no incluye factores logar´ıtmicos o exponenciales.
As´ı, A no domina a Ai ∗ log(Ai). Solo tenemos que considerar que
br ≥
n∏
i=1
bgii
3. El caso Logar´ıtmico expresa que un logaritmo solo esta´ subsumido por
otro logaritmo. Se deriva de la Propiedad 17.
Ejemplo 97 (Subsuncio´n Asinto´tica Expresio´n - Producto). Sea b = A3,
M = {log(A), log(B), C}, donde A, B y C corresponden respectivamente a
nat(x), nat(y) y nat(x−y), y la restriccio´n de contexto ϕ = {x ≥ y, x ≥ 0, y ≥
0}. M esta´ asinto´ticamente subsumida por b puesto que ϕ |= (A  B)∧(A 
C), y se cumple la condicio´n 2a del Lema 6. 2
Mostramos ahora co´mo inferir que dos productos M1,M2 de expresiones
ba´sicas cumplen M2 ∈ O(M1). La idea ba´sica es buscar una factorizacio´n de
M2 que verifique que cada subproducto de M2 esta´ subsumido por un factor
distinto de M1.
Lema 7 (Subsuncio´n Asinto´tica Producto - Producto). Sean M1,M2 dos
productos. Si existe una factorizacio´n de M2 en k subproductos S1, . . . , Sk
con k ≤ n, k ≤ m y hay k expresiones distintas nat-free ba´sicas b1, · · · , bk
que son factores de M1, tales que cada subproducto Si cumple Si ∈ O(bi)
entonces S1 ∗ ... ∗ Sk ∈ O(bf(1) ∗ ... ∗ bf(k)) y por tanto M2 ∈ O(M1). 2
Demostracio´n. Es una extensio´n de la Propiedad 1.
Ejemplo 98 (Subsuncio´n asinto´tica producto-producto). Sean los productos
M1 = {2log(3)∗B, A3} y M2 = {log(A), 2B, log(B), C} y la relacio´n de contexto
ϕ definida en el Ejemplo 97. Si tomamos b1 = 2
log(3)∗A, b2 = A3c¸ y factoriza-
mos M2 en los subproductos P1 = {2B}, P2 = {log(A), log(B), C}, entonces
podemos ver que P1 ∈ O(b1) y P2 ∈ O(b2). Por tanto, aplicando el Lema 7,
M2 ∈ O(M1).
Asimismo, para M ′2 = {A3, B4} podemos dividirlo en P ′1 = {B4} y P ′2 =
{A3} de tal manera que P ′1 ∈ O(b1) y P ′2 ∈ O(b2), y por tanto tambie´n
tenemos que M ′2 ∈ O(M1). 2
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4.3.4. Transformacio´n asymp
Definicio´n 60 (Transformacio´n asymp). Dada una expresio´n de coste e, la
transformacio´n asymp toma e y devuelve la expresio´n de coste que resulta
tras
1. Obtener la forma nat-free,
2. aplicar la transformacio´n τ ,
3. normalizar a suma de productos,
4. suprimir todos los productos subsumidos,
5. y reemplazar cada variable nat por su expresio´n nat correspondiente. 2
El siguiente teorema nos asegura que suprimir productos asinto´ticamente
subsumidos no modifica el orden exacto de complejidad:
Teorema 1 (Correccio´n de asymp ). Dada una expresio´n de coste e y una
restriccio´n de contexto ϕ, se cumple que ϕ |= e ∈ Θ(asymp(e)).
Demostracio´n. Supongamos que e se descompone en m1 + . . .+mn+k y que
los u´ltimos k sumandos esta´n subsumidos por los n primeros. Si definimos
e′ = asymp(e) =
n∑
i=1
mi e =e
′ +
k∑
i=1
mn+i
donde cada mn+i verifica mi ∈ O(e′), entonces podemos aplicar la Propiedad
12.3 y obtenemos que e′ +
∑k
i=1mn+i ∈ Θ(e′).
Ejemplo 99 (Transformacio´n asymp). Considera la expresio´n de coste en
forma normal del Ejemplo 96. Podemos eliminar el primer y tercer producto,
que esta´n subsumidos por el segundo como se explica en el Ejemplo 98.
Entonces asymp(e) ser´ıa
2log(3)∗nat(y) ∗ nat(x)3 = 3nat(y) ∗ nat(x)3
y se cumple que e ∈ Θ(asymp(e)). 2
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4.4. Resolucio´n Asinto´tica de CRS
Nuestro objetivo es construir un resolutor asinto´tico de CRS , que genere
resultados asinto´ticos sin calcular primero los resultados no asinto´ticos. Para
ello modificamos el proceso descrito en el Cap´ıtulo 3, para que maneje di-
rectamente funciones asinto´ticas en sus etapas intermedias y sus resultados
sean cotas asinto´ticas.
4.4.1. Composicionalidad
As´ı como el algoritmo de resolucio´n de cotas superiores se basa en el prin-
cipio de composicionalidad (Propiedad 7), tambie´n debemos proporcionar un
principio de composicionalidad para las cotas asinto´ticas. Es decir, si reeem-
plazamos una llamada externa a D por una cota superior asinto´tica D+asymp
entonces toda cota asinto´tica de la relacio´n modificada lo es tambie´n de la
original.
Teorema 2 (Principio de Composicionalidad Asinto´tica). Sea C una CR
directamente recursiva con k ≥ 0 llamadas a relaciones externas y n llamadas
recursivas:
〈C(x¯) = e+
k∑
i=1
Di(y¯i) +
n∑
j=1
C(z¯j), ϕ〉
Sean D+iasymp(y¯i) la cota superior asinto´tica de Di(y¯i) y sea C
+
asymp(x¯) la cota
superior asinto´tica de la relacio´n aislada
〈C(x¯)=e+
k∑
i=1
D+iasymp(y¯i)+
n∑
j=1
C(z¯j), ϕ〉
Entonces, se cumple que C+(x¯) ∈ O(C+asymp(x¯)) 2
Demostracio´n. Para probar C+(x) ∈ O(C+asymp(x)) basta demostrar que
e+
k∑
i=1
Di(yi) ∈ O
(
e+
k∑
i=1
D+iasymp(y¯i)
)
lo que puede hacerse por induccio´n sobre el nu´mero de llamadas externas k
y por aplicacio´n de la Propiedad 12.
Hay que sen˜alar que el proceso de sustituir una llamada por una cota
superior asinto´tica puede introducir imprecisio´n.
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Require: S esta´ en forma directamente recursiva
1: function resuelve(S)
2: Tabla[CR,CExp] aubs = tablaVac´ıa()
3: lista = S.daOrdenTopologico()
4: for C : lista do
5: C+A = C.resuelveCotaSuperiorAsintotica()
6: ubs.put(C,C+)
7: S.despliegaLlamadas(C,C+A )
return ubs
Figura 4.1: Algoritmo de Resolucio´n Asinto´tica de un CRS Directamente
Recursivo
Ejemplo 100. Considere la expresio´n de coste
ub=nat(a−b+1)∗2nat(c)+5
cuya forma asinto´tica es asymp(ub)=nat(a−b)∗2nat(c). Al expandir ub en un
contexto donde b=a+1 dar´ıa como resultado 5 (pues nat(a−b+1)=0). Pero
al expandir asymp(ub) en el mismo contexto el resultado ser´ıa 2nat(c) que es
claramente menos preciso (de constante a exponencial). 2
Intuitivamente, la pe´rdida de precisio´n se debe a que en el o´rden asinto´ti-
co siempre se supone que las subexpresiones nat tienen valor muy grande,
mientra que en los casos como el anterior siempre tienen un valor nulo. En la
pra´ctica es raro encontrarse con un CRS as´ı, y por ese motivo no hemos estu-
diado aun co´mo evitarlo, pero intuimos que solo har´ıa falta detectar cua´ndo
la expresio´n lineal de un nat esta´ acotada en todos los contextos de llamada.
De cualquier modo, el principio de composicionalidad de las cotas asinto´ti-
cas logra el mismo efecto que el de las no asinto´ticas: podemos resolver un
CRS en forma directamente recursiva, si tratamos una a una sus CR siguien-
do podemos resolver todas las CRs procesa´ndolas en un orden topolo´gico
inverso del grafo de llamadas.
Al igual que para la resolucio´n no asinto´tica, necesitamos un me´todo que
transforme un CRS a otro equivalente en forma directamente recursiva, para
lo que podemos utilizar el algoritmo de Evaluacio´n Parcial descrito en la
Seccio´n 3.3.
4.4.2. CR Asinto´ticas
El primer paso es transformar las CRs a forma asinto´tica antes de inferir
cotas superiores. As´ı conseguimos simplificar el ca´lculo de los casos pe´simos
de las ecuaciones recursivas y de los casos base.
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Definicio´n 61 (Traduccio´n a CR Asinto´tica). Sea C una CR independiente.
La traduccio´n asinto´tica de C es la CR CA que surge de convertir a una
ecuacio´n de CA
〈CA(x¯) = asymp(e) +
k∑
i=1
CA(y¯i), ϕ〉
cada ecuacio´n de C de la forma 〈C(x¯) = e+∑ki=1C(y¯i), ϕ〉 2
Ejemplo 101 (CR asinto´tica). Observe el siguiente CR:
〈C(a, b) = nat(a+ 1)2 , {a≥0, b≥0}〉
〈C(a, b) = nat(a−b)+ log(nat(a−b))+C(a′, b′) , {a≥0, b≥0, a′=a−2, b′ = b+ 1}〉
〈C(a, b) = 2nat(a+b) + 5 ∗ nat(a)2+C(a′, b′) , {a≥0, b≥0, a′=a+1, b′ = b− 1}〉
Al reemplazar las expresiones subrayadas por sus correspondientes expre-
siones asymp, tal y como se explica en el Teorema 1, obtenemos la siguiente
relacio´n asinto´tica:
〈CA(a, b) = nat(a)2 , {a≥0, b≥0}〉
〈CA(a, b) = nat(a−b)+CA(a′, b′) , {a≥0, b≥0, a′=a−2, b′=b+1}〉
〈CA(a, b) = 2nat(a+b)+CA(a′, b′) , {a≥0, b≥0, a′=a+1, b′=b−1}〉
La forma asinto´tica cano´nica no solamente es ma´s pequen˜a y por tanto ocu-
pa menos, sino que tambie´n tiene menos subexpresiones nat y por tanto la
maximizacio´n de costes locales es ma´s eficiente. 2
Las relaciones de taman˜o
Si bien es posible transformar e, no se debe modificar en absoluto la rela-
cio´n de taman˜o ϕ de cada ecuacio´n de coste. De lo contrario, obtendr´ıamos
resultados incorrectos. En el ca´lculo de cotas superiores, ϕ se usa para cal-
cular las funciones de rango y los invariantes de la CR, y si se modifican
podr´ıamos perder la precisio´n o incluso la correccio´n de nuestros ana´lisis.
Para explicarlo, veamos algunos ejemplos:
Ejemplo 102 (Incorreccio´n de transformar la relacio´n de taman˜o.). La CR
anterior admite como funcio´n de rango f(a, b)=nat(2a+3b+1). Pero si supri-
mimos las constantes de la relacio´n de taman˜o, cambiando a′=a−2 por a′=a,
la relacio´n que obtenemos es no terminante (y por tanto no admite ninguna
funcio´n de rango). 2
Por otro lado, eliminar las constantes en las restricciones que no esta´n
directamente relacionadas a la funcio´n de rango tambie´n puede hacer que
calculemos invariantes incorrectos.
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Ejemplo 103. Si cambiamos n′=n+1 por n′=n en esta ecuacio´n:
〈C(m,n) = nat(n) + C(m′, n′) , {m>0,m′<m,n′=n+1}〉
Obtendremos un invariante que asegura que el valor de n siempre es el mismo
que el valor inicial n0. Este invariante nos llevar´ıa a calcular nat(m0)∗nat(n0)
como cota superior, lo que es incorrecto. 2
4.4.3. Cotas superiores Asinto´ticas
Una vez que la CR aislada es pasada a forma asinto´tica, procedemos a
calcular la cota superior para ella al igual que para la no asinto´tica, y entonces
transformamos el resultado.
Definicio´n 62 (Cota superior asinto´tica C+asymp). Sean
CA(x¯) una relacio´n de coste asinto´tica y
C+A (x¯) su cota superior, ya haya sido calculada mediante la fo´rmula de
acumulacio´n de evaluaciones (Proposicio´n 3) o la de acumulacio´n por
niveles (Proposicio´n 4).
Entonces la expresio´n de coste C+asymp
C+asymp(x¯) = asymp(C
+
A (x¯))
es una cota superior asinto´tica de C.
Observe que calculamos C+A (x¯) de manera no asinto´tica, esto es sin aplicar
asymp en cada subexpresio´n Ib, Ir, worst de las fo´rmulas de acumulacio´n de
evaluaciones o por niveles. Podr´ıamos aplicar asymp a cada elemento de cada
una de la fo´rmula que usa´ramos, pero esto apenas s´ı tiene un efecto notable.
Ejemplo 104 (Resolucio´n Asinto´tica de CRS ). Considere la segunda CR
del Ejemplo 101.
El analizador calcula el invariante I = {0≤a≤a0, 0≤b≤b0, a≥0, b≥0}
Con e´ste, maximizamos nat(a)2 a nat(a0)
2, nat(a−b) a nat(a0) (el valor
ma´ximo se da cuando b = 0), y 2nat(a+b) en 2nat(a0+b0).
El nu´mero de iteraciones desus bucles es nat(2a0+3b0+1) (Ejemplo 102).
Al aplicar la fo´rmula de la Proposicio´n 3, obtenemos la cota superior
C+A (a, b) = nat(2a+3b+1) ∗ma´x({nat(a), 2nat(a+b)}) + nat(a)2
y al aplicar asymp a se obtiene C+asymp(a, b) = 2
nat(a+b) ∗ nat(2a+ 3b). 2
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4.5. Experimentos en COSTA
Ya hemos visto el algoritmo de transformacio´n asymp que transforma
expresiones de coste a forma asinto´tica. Tambie´n hemos visto co´mo integrar
esta transformacio´n en el proceso de resolucio´n de un CRS para que genere
directamente resultados en forma cerrada asinto´tica.
Ahora debemos comprobar si estos me´todos consiguen, efectivamente,
lograr las motivaciones que mencionamos en la Subseccio´n 1.5.2 y que recor-
damos a continuacio´n
Queremos que los resultados asinto´ticos sean ma´s legibles para que el
programador pueda interpretarlos con mayor facilidad.
Al usar un proceso de resolucio´n asinto´tica se debe mejorar la escala-
bilidad del ca´lculo, as´ı que el resolutor asinto´tico deber´ıa tardar menos
que el no asinto´tico para un CRS grande.
Esta seccio´n muestra en que´ prototipo se han desarrollado estos algoritmos,
con que´ programas de entrada los hemos probado y si los resultados obtenidos
cumplen nuestro desideratum.
4.5.1. Implementacio´n: COSTA y PUBS
COSTA (Cost and Termination Analyzer) es un analizador del cos-
te de ejecucio´n y de la terminacio´n de los programas escritos en Co´digo byte
de Java (Java Bytecode JBC). COSTA toma como entradas un programa en
JBC y un modelo de coste, que registra los valores para el recurso que nos
interesa, y genera un CRS que captura los costes en ese programa.
Integra el subsistema PUBS (Practical Upper Upper Bound Solver)
que resuelve los CRS y obtiene resultados en forma cerrada asinto´ticos y no
asinto´ticos, que actualmente son solo cotas superiores. Utiliza PPL (Parma
Polyhedra Library), desarrollada por R. Bagnara et al. [12], para manipular
las restricciones lineales. Actualmente, es posible probar su funcionamien-
to a trave´s de la interfaz web disponible desde la pa´gina web del proyecto
COSTA 1.
COSTA es un sistema implementado en Prolog y disponible para varias
plataformas. Esta´ planeada su pro´xima distribucio´n bajo la GNU General
Public License.
1 http://costa.ls.fi.upm.es
88 CAPI´TULO 4. COTAS SUPERIORES ASINTO´TICAS
4.5.2. Resultados de Legibilidad
Hay varios autores que han construido resolutores no asinto´ticos de re-
laciones de coste, como Braberman et al. [18], Gulwani [29], Hermenegildo
et al. [44]), Chin et al. [22] y COSTA [7]. La transformacio´n asymp puede
usarse como filtro back-end a la salida de esos resolutores, como muestra la
Figura 4.2. asymp acepta y procesa expresiones de coste de cualquier origen
siempre que sigan la grama´tica de expresiones de coste de la Definicio´n 5. No
importa si e´stas representan una cota superior o inferior de coste. Tampoco
importa co´mo se haya implementado el analizador que genero´ esas expresio-
nes, o si este sigue la arquitectura de Wegbreit [57].
Figura 4.2: Uso de asymp como filtro
Como benchmarks hemos empleado los CRS obtenidos al analizar los
programas de la suite JOlden [34] con el modelo del consumo de memoria.
Esta suite fue usada por primera vez por Chin et al. en un art´ıculo sobre
verificacio´n del consumo de memoria [21]. Desde entonces se esta´ convirtiendo
en un esta´ndar para evaluar analizadores de consumo de memoria, y en el
caso de COSTA ha sido empleada por Go´mez, Genaim y Albert en [18, 9].
En los experimentos hemos acoplado la transformacio´n asymp a la salida
de PUBS para que procese los CRS obtenidos en esos art´ıculos. En esos
experimentos hemos comprobado que la transformacio´n asymp convierte las
cotas a forma asinto´tica en un tiempo pra´cticamente inapreciable (en ningu´n
caso supera la diezmile´sima de segundo).
Ejemplo 105 (Legibilidad). En el benchmark mst, COSTA obtiene una cota
superior de
16∗nat(a+1)∗nat(a+1)+4∗nat(a+1)∗nat(1
4
a)+32∗nat(a+1)+4
y nuestra transformacio´n lo reduce a nat(a)2. En el benchmark em3d, la cota
superior no asinto´tica es
8∗nat(d−1)∗nat(b)+8∗nat(d)+8∗nat(b)+56∗nat(d−1)+16∗nat(c) + 73
y nuestra tranformacio´n lo reduce a nat(d)∗nat(b)+nat(c). RIL. 2
Hay otros ejemplos que pueden probarse en la interfaz web de COSTA,
accesible a trave´s de la pa´gina web anteriormente mencionada.
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4.5.3. Experimentos de Escalabilidad
En esta Subseccio´n se prueba que un resolutor asinto´tico de coste que no
construye primero los resultados no asinto´ticos es ma´s escalable que uno no
asinto´tico. El esquema de un resolutor as´ı se muestra en la Figura 4.3, Con
Figura 4.3: Resolutor Asinto´tico de CRS
ese fin estudiamos experimentalmente co´mo var´ıa el taman˜o de los resultados
intermedios y de los tiempos de ca´lculo cuando se usan como datos de entrada
varios CRS de distinto taman˜o (medido en nu´mero de ecuaciones).
Benchmarks: PUBS
Para ello, hemos usado la suite de benchmarks disen˜ada por Albert et
al. [10], que se muestran en la Tabla 4.1. Esta suite consiste en una serie de
sencillos programas Java (ninguno excede las 50 LOC sin comentarios) que
tratan problemas cla´sicos de Informa´tica como copiar los datos de un array
(Polynomial), el ca´lculo del logaritmo de un nu´mero (DivByTwo), el ca´lculo
del Factorial, los algoritmos divide y vencera´s de ordenacio´n como MergeSort,
la multiplicacio´n de matrices MatMult, la fo´rmula (exponencial) del ene´simo
nu´mero de Fibonacci. El co´digo fuente de estos programas esta´ disponible a
trave´s de la pa´gina web de PUBS.
Esta suite tiene un gran intere´s porque con todos esos problemas se cubren
los o´rdenes de complejidad ma´s importantes. Polynomial tiene coste en Θ(1),
DivByTwo es un ejemplar de Θ(log(n)), hay un programa de orden lineal
Θ(n) como Factorial, MergeSort tiene coste pe´simo cuasilineal O(n× log(n))
e incluso varios exponenciales. Por tanto, esta suite sirve para probar que, en
efecto, las CR pueden representar funciones de cualquier clase de complejidad
(Subseccio´n1.3.2).
Para emplearlos como benchmarks de escalabilidad, se ha realizado la
misma operacio´n que en [10]: se toman los CRS que COSTA genera para
cada programa, en el orden en que aparecen en la Tabla 4.1, y se modifica
cada CRS introduciendo en el caso recursivo de la CR principal una llamada a
la CR principal del CRS del siguiente (inmediatamente inferior) benchmark.
Por tanto, cada fila de la Tabla corresponde al CRS del programa de
la columna Bench al que se han an˜adido todas las CR de los CRS de los
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Bench. Tub Taub Sizeub Sizeaub #Eq
Sizeub
#Eq
Sizeaub
#Eq
Sizeub
Sizeaub
BST 0 0 23 4 31 0,14 0,13 5,75
Fibonacci 0 0 47 9 39 1,21 0,23 5,22
Hanoi 0 0 67 14 48 1,39 0,29 4,78
MatMult 0 0 152 38 67 2,27 0,56 4,00
Delete 0 4 320 65 100 3,20 0,65 4,92
FactSum 4 4 717 95 117 6,12 0,81 7,54
SelectOrd 0 4 1447 155 136 10,63 1,14 9,33
ListInter 4 16 3804 257 173 21,98 1,48 14,80
EvenDigits 4 20 7631 400 191 39,95 2,09 19,07
Cons 12 32 15268 585 214 71,34 2,73 26,09
Power 24 40 24265 588 223 108,81 2,63 41,26
MergeList 96 60 48536 828 245 198,10 3,37 58,61
ListRev 140 76 48545 829 254 191,12 3,26 58,55
Incr × 112 × 1126 282 × 3,99 ×
Concat × 164 × 1538 296 × 5,19 ×
ArrayRev × 232 × 2127 305 × 6,97 ×
Factorial × 284 × 2130 314 × 6,78 ×
DivByTwo × 328 × 2135 323 × 6,60 ×
Polynomial × 436 × 2971 346 × 8,58 ×
MergeSort × 440 × 3234 385 × 8,40 ×
Cuadro 4.1: Escalabilidad de Expresiones de Coste Asinto´ticas
ejemplos inferiores ma´s una llamada a la CR principal del inmediatamente
inferior. La Columna #Eq muestra el nu´mero de ecuaciones que tiene el
CRS as´ı obtenido. Si leemos la columna descendentemente, se puede ver que
cuando analizamos BST tenemos 31 Ecuaciones. Entonces, para Fibonacci, el
nu´mero de ecuaciones es 39, es decir las 8 ecuaciones del CRS del programa
Fibonacci ma´s las 31 que se hab´ıan acumulado para BST. De esta manera
en cada benchmark se an˜aden de manera progresiva las ecuaciones del CRS
del programa de esa fila, hasta llegar a la u´ltima fila en la que se trata de
resolver un CRS con 385 ecuaciones conectadas con que contiene al menos
20 bucles anidados.
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Tiempos
En esta seccio´n estudiamos co´mo aumenta el relacio´n de taman˜o de las
expresiones de coste, asinto´ticas y no asinto´ticas, cuando se analizan CRs
mayores.
Las columnas Taub y Tub muestran cua´nto tiempo tardan los resoluto-
res asinto´tico y no asinto´tico en resolver cada CRS de prueba, medido en
mile´simas de segundo. El gra´fico asociado puede verse en la Figura 4.4
Figura 4.4: Comparativa de Tiempos de Ca´lculo.
En estas medidas se han sustraido el tiempo que tardan las operaciones
que en ambos procesos son iguales, tales como la evaluacio´n parcial (Sec-
cio´n 3.3), el ca´lculo de invariantes (Subseccio´n 3.5.1) y el de funciones de
rango (Seccio´n 3.4). Las celdas en las cuales se ha escrito un aspa × corres-
ponden a los casos en que el ca´lculo en PUBS fallo´. En algunos casos significa
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que se desbordo´ la memoria del inte´rprete Prolog subyaciente, y en otros que
el ca´lculo no terminaba en un tiempo razonable (como cinco minutos). Ello
se deb´ıa a que no terminaba antes de cierto l´ımite de tiempo o porque fallaba
la plataforma Prolog.
Podemos observar que del benchmark BST a EvenDigits, que son los ben-
chmarks ma´s sencillos y con menos ecuaciones, los tiempos de ca´lculo apenas
s´ı son apreciables. El punto interesante es que cuando las expresiones de
coste empiezan a ser considerablemente largas, Tub crece significativamente
mientras que Taub permanece pequen˜o. Esto se debe a la diferencia de ta-
man˜os de las expresiones que se manejan, como describimos ma´s abajo. Las
celdas que contienen “×” indican que COSTA no calculo´ una cota superior
no asinto´tica.
Taman˜o de las expresiones
Como en todos los programas, el coste de ejecucio´n del resolutor depende
de las expresiones y fo´rmulas que maneja. Al igual que en el ana´lisis de
programas (Subseccio´n 1.1.3), nos conviene abstraer los datos del programa
(las expresiones de coste) con alguna medida de taman˜o.
La me´trica que vamos a utilizar establece que el taman˜o de una expresio´n
de coste es, intuitivamente, el nu´mero de nodos de su a´rbol sinta´ctico.
Definicio´n 63 (Taman˜o Sinta´ctico de una Expresio´n de Coste). Definimos
la funcio´n de taman˜o (size) de expresiones de coste Size : CExp 7→ N con
las siguientes ecuaciones
El taman˜o de una expresio´n lineal l es el nu´mero de variables ma´s el
nu´mero de coeficientes c 6= 1 de l.
Si la expresio´n de coste es un nu´mero real r ∈ R+, su taman˜o es 1.
El taman˜o de una expresio´n nat(l) es el taman˜o de la expresio´n lineal
ma´s una unidad.
El taman˜o de una expresio´n logn(nat(l)+1) o n
nat(l) es 2 ma´s el taman˜o
de la expresio´n nat.
El taman˜o de una operacio´n de suma, producto o ma´ximo es 1 ma´s la
suma de los taman˜os de sus operandos. 2
Ejemplo 106 (Taman˜o de una expresio´n de coste). La expresio´n de coste
nat(x+ 2 ∗ y − 1)− 1 tiene taman˜o 7. 2
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Las columnas Sizeaub y Sizeub dicen, para cada benchmark, cua´nto miden
las cotas superiores que calculan, respectivamente, el resolutor asinto´tico y el
y no asinto´tico. El gra´fico de la Figura 4.5 muestra co´mo aumenta el taman˜o
de las expresiones segu´n el taman˜o del CRS de entrada.
Figura 4.5: Comparativa Taman˜os de los Resultados.
Para los benchmarks ma´s sencillos, podemos ver que las expresiones de
coste son bastante pequen˜as, y empiezan a aumentar a partir del SelectOrd.
A partir del benchmark SelectOrd empiezan a ser ma´s grandes, pero mucho
ma´s las cotas superiores no asinto´ticas que las asinto´ticas. Se puede observar
una correlacio´n entre el tiempo de ca´lculo y el taman˜o de los datos.
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Ratios taman˜o de expresio´n- nu´mero ecuaciones
Las columnas Sizeaub
#Eq
y Sizeub
#Eq
muestran las ratios taman˜o- nu´mero de ecua-
ciones para los resultados asinto´ticos y no asinto´ticos. La comparativa gra´fica
de esas ratios se muestra en el gra´fico de la Figura 4.6. Lo ma´s relevante es
que mientras que esta ratio crece de manera exponencial para cotas supe-
riores no asinto´ticas, crece mucho ma´s lentamente en las asinto´ticas. Sizeaub
#Eq
.
Creemos que esto demuestra co´mo este enfoque es escalable, aunque la im-
plementacio´n actual sea protot´ıpica y preliminar.
Figura 4.6: Comparativa de Ratios Taman˜o de Expresio´n - Ecuaciones
Cap´ıtulo 5
Conclusiones
En este Trabajo de Fin de Ma´ster:
Revisamos la sintaxis y sema´ntica de los sistemas de relaciones de cos-
te y definimos los conceptos con los cuales describir sus propiedades
ma´s caracer´ısticas: el indeterminismo, la dependencia entre CR y la
recursividad.
Describimos intuitivamente el me´todo desarrollado en [10] para resolver
relaciones de coste.
Adaptamos las nociones de o´rden asinto´tico O y equivalencia asinto´tica
Θ para comparar expresiones de coste con mu´ltiples variables y con
restricciones asociadas.
Desarrollar un procedimiento para simplificar una expresio´n de coste a
forma asinto´tica.
Construimos un resolutor asinto´tico de relaciones de coste que calcula
cotas asinto´ticas sin obtener previamente las no asinto´ticas.
La complejidad asinto´tica sirve para describir la escalabilidad del coste
de un programa. Si bien hasta ahora su ana´lisis era efectuado manualmente,
los resultados de este proyecto permiten realizarlo de manera automa´tica.
Este proyecto proporciona el primer algoritmo que simplifica funciones de
coste a su forma asinto´tica mı´nima, ma´s legible y asequible. Asimismo, mues-
tra co´mo construir un resolutor asinto´tico y demuestra que e´ste tiene mejor
rendimiento y escalabilidad que el no asinto´tico. Ambos me´todos constituyen
el primer enfoque gene´rico y automa´tico de resolucio´n asinto´tica de relacio-
nes de coste, y es aplicable a una amplia clase de programas que cubren las
principales necesidades de la industria software.
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Este resolutor, unido al analizador COSTA, proporciona los fundamentos
para construir una plataforma de desarrollo de programas Java capaz de
integrar la verificacio´n de aserciones de complejidad asinto´tica. La existencia
de un plugin para el IDE Eclipse permite su uso con fines acade´micos,
previo paso para su uso industrial.
5.1. Trabajo Futuro
El Ana´lisis de Coste es un campo amplio en el que existen muchas metas
que alcanzar.
Cotas inferiores: El me´todo descrito en el Cap´ıtulo 3 sirve para obtener
cotas superiores de relaciones de coste. Pero en algunas aplicaciones, como el
equilibrado de carga (Seccio´n 1.2), se necesitan cotas inferiores. Ser´ıa posible
calcular e´stas si se reorienta el me´todo de resolucio´n.
Ana´lisis modular: Los sistemas de relaciones de coste (Seccio´n 2.3) esta´n
concebidos como entidades monol´ıticas. Esto se adecu´a al ana´lisis de pro-
gramas de mediano taman˜o, pero no al del software industrial que suele ser
construido ensamblando componentes reutilizables. Si se adapta la defini-
cio´n de CRS para convertirlos en mo´dulos interconectados por interfaces,
ser´ıa posible implementar un ana´lisis esta´tico modular de coste que analizare
separadamente cada componente y reutilizare los resultados de los ana´lisis.
Co´digo Certificado: El empleo de las cotas superiores como certificados
de co´digo mo´vil permitir´ıa construir una infraestructura de Co´digo Certifi-
cado (Proof-Carrying Code). Para ello ser´ıa preciso desarrollar e integrar en
las plataformas mo´viles un verificador de resultados de coste.
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