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Studies of dynamic functional connectivity have demonstrated that anatomical linkage is
related to persistent functional connectivity. Bayesian models can leverage this connection
by regularizing estimates of functional connectivity according to the strength of the corre-
sponding structural connectivity. We proposed and evaluated the ability of such a model to
recover covariance matrices. The model performed well in a high dimensional, small sam-
ple simulated setting. In addition, it exhibited robustness to temporal transformations and
an ability to recover simulated data generated according to both discrete and continuous
temporal dynamics. Finally, it outperformed sliding window baselines and anatomically un-
informed baselines on estimating instantaneous covariances according to out-of-sample log
likelihood on two task datasets.
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CHAPTER 1: INTRODUCTION
Network neuroscience studies have demonstrated that structural and functional brain
networks are organized into distinct communities (Sporns, 2018). Structural connectivity is
relatively static, while functional connectivity changes over short timescales in response to
external stimuli and demands. Though functional correlations may exist between regions
without linkage, their persistence over time is correlated with the underlying anatomy (Honey
et al., 2009). Greicius et al. (2009) observed that functional networks extracted using ICA
contained structurally disconnected subcomponents. This led Damoiseaux and Greicius
(2009) to suggest that DTI could identify false-positive connections in functional networks.
Unfortunately, such anatomically implausible false-positive connections are difficult to avoid
when correlation alone is used to infer functional connectivity. To this end, we propose
Brainconn, a Bayesian functional connectivity estimator which is regularized by the strength
of the corresponding structural connectivity.
The dominant paradigm for computing instantaneous functional connectivity is with slid-
ing window methods, which compute the covariance over a small window of samples close
to a particular time-point. The sliding window approach is highly sensitive to choice of
window-size, and can find spurious correlations (Lindquist et al., 2014). In addition, the
sliding window does not regularize its connectivity esimates, though neuroimaging studies
have shown that regularized estimates of precision tend to generalize better than maximum
likelihood estimation (Varoquaux et al., 2010; Rahim et al., 2019).
Motivated by this observation, a small body of work has emerged on Bayesian estimates
of dynamic functional connectivity. These models have shown the ability to predict task
performance and task state (Taghia et al., 2018; M. Andersen et al., 2018). Taghia et al.
(2018) uses a Markov model to select states, and, within each state, models observations with
a factor analysis model. Rather than using this discrete-continuous hybrid structure, we use
the same temporal dynamics and low-rank matrix dictionary structure as M. Andersen et
al. (2018), but with structurally-based priors. While anatomical connections inform the
presence of functional connectivity (Honey et al., 2009), they do not inform the magnitude or
sign of this connection. Following this observation we construct priors that use the structural
connections to regularize the variance of entries of the covariance matrix.
Model Overview
Following the hypothesis that functional connectivity is the result of the numerous co-
occuring elementary cognitive processes, Brainconn decomposes functional connectivity into
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a dictionary of low-rank matrices (Posner et al., 1988). We assume each cognitive process
has a fixed spatial structure, but that its temporal activity may vary over time (possibly
in relation to task demands.) We place a DRD prior on elements of the dictionary to
induce sparse, structurally plausible connectivity components (Wu et al., 2014; Honey et al.,
2009). Finally, based on empirical evidence that functional connectivity exhibits smoothly
varying temporal dynamics (Shine, Bissett, et al., 2016; Shine, Koyejo, et al., 2016), we use
a Gaussian Process prior on the time-varying weights.
Regulating Variance in Bayesian Models
There is a rich statistical literature on controlling the variance of entries of a vector. One
probability distribution that encourages this attribute is the spike-and-slab prior (Mitchell
and Beauchamp, 1988; Titsias and Lázaro-Gredilla, 2011). This distribution is specified
by multiplying a Bernoulli random variable (the spike) with a zero-mean normal random
variable (the slab) to produce a distribution whose probability mass spikes at zero and is
otherwise normally distributed. However, the independent, identically distributed prior has
two shortcomings. First, gradient computation of postulated posterior distributions can
be difficult, due to the need to marginalize over the discrete Bernoulli random variables.
This can become particularly costly in high-dimensional settings. Methods to overcome this
difficulty are an area of active research (Bengio et al., 2013; Maddison et al., 2016; Jang et
al., 2016). Second, in a multivariate setting, we may with to introduce dependencies between
variables in the prior.
Several approaches have been taken to modify the spike-and-slab prior to model depen-
dencies. Hernández-Lobato et al. (2013) share the spike and slab priors between pre-chosen
groups. Yu et al. (2012) add a gamma prior on the precision of the slab and, conditional
on an element’s neighbors in the one-dimensional setting, set a beta prior on the spike.
M. R. Andersen et al. (2014) utilize a hierarchical procedure to induce structure, in which
the Bernoulli random variables are parameterized by a sigmoid transform of a multivariate
normal random variable. In this work, we use a somewhat similar hierarchical prior, the de-
pendent relevance determination (DRD) prior (Wu et al., 2014). This prior, detailed in the
model description, avoids introducing a Bernoulli random variable and the accompanying
gradient computation issues while still introducing dependencies between variances.
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Figure 2.1: A directed factor graph of Brainconn. Circles represent latent variables, small
boxes represent factors, diamonds represent functions, and hyperparameters have no border.
Shaded circles denote observed data. Rounded rectangles denote repetition, with the number
of times described in the bottom right corner.
Let xnt ∈ RD be the observed time series at time t ∈ [T ] for subject n ∈ [N ]. In dynamic
functional connectivity models, observed data is assumed to be drawn from an underlying
zero-mean Gaussian distribution with a time-varying covariance.
xnt ∼ N (0,Σnt ) (2.1)
Though resting state functional activity exhibits individual variablity in temporal dynamics,
when performing tasks, temporal dynamics across subjects tend to stabilize (Zalesky et al.,
2012; Preti et al., 2017). We leverage this fact to better estimate the covariance in a setting
by pooling covariance (i.e. Σit = Σ
j
t∀1 ≤ i, j ≤ N .)
As mentioned previously, we decompose the instantaneous covariance into the sum of a








The hyperparameter β controls the amount of variability the model assigns as due to noise
and uncorrelated activities. The summation in Equation 2.2 contains the latent variables
of our model, namely, the components, v ∈ Rd, k ∈ [K], and the weights, αk ∈ Rt≥0. The
outer product of components vkv
T
k is a rank-1 matrix that encodes exhibitory and inhibitory
interactions between regions. In particular, when nonzero vk,i and vk,j share the same sign,
they contribute a positive value to Σt,i,j, and otherwise they contribute a negative value. The
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components are fixed with respect to time, and their contribution over time is controlled by
the latent variable αk.
We adopt two neuroscience-inspired priors in the model. Because empiral evidence sug-
gests the temporal dynamics of functional connectivity are smooth and nonlinear, and the
constraint that our weights must be nonnegative, the weights in our model are regularized
according to a rectified Gaussian Process prior.
ak ∼ GP(0, κ(T,T)) ∀k (2.3)
αk,t = max(0, ak,t) ∀k∀t (2.4)
The zero-mean prior suggests that cognitive components should tend towards inactivity.
Furthermore, the Gram matrix κ(T,T), where κ is a kernel and T denotes the vector of times
at which samples are collected, will encourage smoothly varying weights for an appropriately
chosen κ (Rasmussen, 2006). We chose the Matérn 5/2 kernel, which is parameterized by




















The Gaussian Process prior with the Matérn 5
2
kernel encourages the model to learn smooth,
differentiable functions to fit the temporal weights, with the frequency of oscillations con-
trolled by the lengthscale parameter.
Additionally, we regularize our spatial component vectors vk according to the dependent
relevance determination (DRD) prior (Wu et al., 2014). The DRD prior is defined as
z ∼ N (−ρ1,Σ) (2.6)
vk ∼ N (0, diag(f(z))) (2.7)
where the function f(x) = ln (expx+ 1) is the softplus rectifier.
The DRD prior is a hierarchical sampling process for controlling variance. First, an
intermediate variable z is sampled from a multivariate Gaussian distribution, as seen in
Equation 2.6. Then, the variable z is rectified and used as the variance in the Gaussian
zero-mean prior on v as seen in Equation 2.7. The structural covariance Σ in the DRD prior
is not the same as the instantaneous covariances Σt we would like to estimate. Instead, it
is a hyperparameter of the prior, meant to represent anatomical information. Increasingly
postive correlations between two regions according to Σ correspond to increasingly correlated
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variances in the prior on v for those regions in Equation 2.7. Similarly, anticorrelations in
Σ correspond to anticorrelated variances in the prior on v. Correlated variance implies that
both regions can send each other excitatory or inhibitory signals with high probability, while
anticorrelated variance implies one regions activity significantly decreases the likelihood of
the other region being active. Hence, the DRD prior can encourage or discourage the model
from learning interactions between pairs of regions based on anatomical information.
For a directed factor graph of Brainconn, see Figure 2.1.
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CHAPTER 3: METHODS
We evaluated the model via simulation and using data from one hundred unrelated partic-
ipants from the Human Connectome Project (structural and functional data, motor task).
DiPY’s Constant Solid Angle ODF model and Euler Delta Crossings algorithm were used
for fiber orientation and track generation, respectively (Garyfallidis et al., 2014). We com-
puted structural connectivity as the number of streamlines between ROI pairs defined by the
aparc.a2009s+aseg atlas available in the HCP FreeSurfer output. We generated streamlines
in the MNI reference space and moved them to the structural space before counting. We
extracted functional time series in the same ROIs as the structural connectivity.
We averaged the streamline counts across subjects, then transformed the log-streamline-
counts into log-space. To convert log-streamline-counts Φ computed above into a valid




3 + εI. The motivation
for adding the square and cube of the original matrix is to account for possible multiple-
step communications, which we believe could easily be present given relatively low temporal
resolution of fMRI. The subsequent corresponding elementwise square and cube root appli-
cations are to combat the large changes in scale caused by matrix powers. Finally, enough
noise is added to ensure the matrix is positive definite.
To learn the posterior parameters for the model, we used mean-fields variational infer-
ence (Blei et al., 2017). The posterior distribution of each spatial component vk and each
multivariate weight ak was approximated with a multivariate Gaussian with diagonal covari-
ance. The posterior distribution of the variance in the dependent relevance determination
prior, zk, to more flexibly model the variance structure. To implement and learn param-
eters for the model, we used Tensorflow Probability’s Edward2 probabilistic programming
library (Tran et al., 2016; Abadi et al., 2016). For optimization, we used stochastic varia-
tional inference with minibatches of size 5 and the Adam optimizer with a learning rate of




We first evaluated Brainconn’s ability to recover ground truth components a high dimen-
sional, small-sample size setting (12 subjects, 84 regions, 50 time points). We generated
ground truth components using DRD hierarchical sampling process and fixed corresponding
time-varying weights. We observed that the recovered components using Brainconninformed
by the structural matrix outperformed an uninformed baseline by 10% (2.02 vs 2.25) accord-
ing to the Log-Euclidean metric (Arsigny et al., 2006).
4.2 ROBUSTNESS TO TEMPORAL TRANSFORMATION
Next, we evaluated the model’s ability to recover signals subjected to a temporal transform.
In particular, we consider convolving the temporal signals with the canonical hemodynamic
response function, used to model increased blood flow to a brain region, because fMRI
measured blood oxygenation. So long as the filter is smooth and the true temporal weighs
are smooth, the model should recover the convolved signal. To test this hypothesis, we
generated random time series data and components, and learned the posterior parameters.
We then convolved the input time series, and learned posterior parameters again. The results
are visualized in Figure 4.1.
4.3 PERFORMANCE ON SWITCHING GENERATIVE MODEL
An interesting challenge for the model is whether it could recover data drawn from a
switching model. One such model is a Gaussian Hidden Markov Model (HMM), in which
underlying latent states and randomly generated, conditional on the previous stat. The
observed data is drawn from a zero-mean Gaussian whose parameters are determined by
the latent state. The Gaussian HMM has discrete temporal dynamics, however, due to the
smoothing effects of hemodynamic response, the observed fMRI signals may look smooth.
This is due to the fact that nonnegative linear combinations of independent Gaussian random
variables are Gaussian, so convolving the output of a Gaussian HMM with a nonnegative
filter is equivalent to convolving the activations of the latent states with the filter.
To experiment on whether our model can recover signals from such a generative model,
after convolution, we created a Gaussian Hidden Markov model where the covariance at
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Figure 4.1: The plot in the top left of the figure contain plots of the time-varying weights
generating simulated data, and the top right plot contains the corresponding time-varying
weights after a convolution with a smooth filter. These are denoted by solid lines. The mean
of the posterior time-varying weights are shown in dashed lines and the shading represents
95% confidence intervals. Below, the true and posterior MAP covariance components are
visualized. The signs of the components were all recovered reliably. Note that regularization
can cause slight shifts in scaling between spatial components and their corresponding weights,
but the peaks and valleys of the true weights are recovered.





. Then, we sampled data from the distribution, with each subject sharing the same
underlying latent states. We convolved the resulting signals with a nonnegative, volume-
preserving smooth filter. The resulting signals could have been generated by a model with
smooth temporal dynamics, as seen in Figure 4.2, Subfigure (a). Had the smooth filter not
been volume preserving, we the model still could be visualized the same way, after rescaling
the covariance matrices to map the temporal dynamics into the simplex. After generating
the data and passing it through a smoothing filter, we then trained our model on it. The



















































(a) The true generating distribution’s
probability mass are points at the cor-
ners of the simplex; however, after a
(volume-preserving) temporal convolu-



















































(b) The MAP estimate of the time-
varying weights, mapped into the sim-
plex is close to the path of the post-
convolution generating distribution. The
components are recovered as well.
Figure 4.2: The plots on the simplexes above show the contribution to the covariance of each
of the three possible states. The color of the curve reflects the time at which each point is
sampled.
4.4 BASELINE COMPARISON
To empirically assess if the model resulted in better instantaneous covariance estimates
with the structural prior, we used out-of-sample log-likelihood. We made the assessment
on two task datasets, the motor and working memory datasets of the Human Connectome
Project. First, we randomly split a dataset of 100 unrelated Human Connectome Project
subjects into 90 training subjects and 10 test subjects.
We tested two instantiations of the model. One had the identity structural connectivity
matrix Σ = I, and the other used the structural connectivity matrix computed according
to the methods section. To make the baseline comparison as close as possible, we scaled
the structural connectivity matrix so that the multivariate Gaussian priors in Equation 2.6
would have the same entropy. Both instances shared the same hyperparameters otherwise,
namely, the sparsity encouraging ρ = 1.5, the Gaussian Process amplitude h = 2.0, and the
Gaussian Process length-scale ` = 10.0.
In addition to the model, we looked at sliding window estimates of covariance as a baseline,
with window sizes in the set {5, 11, 21, 31}. Because sample covariance with large dimen-
sionality and low number of samples is a poor estimator, we used the Ledoit-Well shrunk es-
timator (Ledoit and Wolf, 2004). We estimated the covariance covariance at each time point
using the sliding window approach on the training data, then computed the log-likelihood of
9




SW L=5 -1283085.86 NA
SW L=11 -1209670.07 NA
SW L=21 -1022332.68 NA





SW L=5 -1737714.22 NA
SW L=11 -1512950.97 NA
SW L=21 -1160647.75 NA
SW L=31 -940585.02 NA
Table 4.1: Each row contains the out-of-sample log-likelihood estimates on 10 subjects after
fitting a covariance estimator on 90 subjects. Brainconn’s estimates are called “Spatial”
or “Identity”, depending on whether the model used structural information in its estimates
or not. , “SW”, with window sizes L. To avoid singular covariance estimates, we utilized
Ledoit-Well shrunk covariance estimates for the sliding window approach. The same 90
train and 10 test subjects were used for each model within each task dataset. Bold denotes
statistically-significant outperformance of the other models according to a two-sample t-test,
with p < 0.1.
the test data given the estimated covariance according to a zero-mean multivariate Gaussian
distribution.
To estimate the model out-of-sample log-likelihood using the posterior estimates of the
parameters, we used a Monte Carlo random sampling procedure with 1000 iterations. The
results are in Table 4.1. For the motor task data, we rejected the hypothesis that the two
models’ mean out-of-sample log-likelihoods were equal, with a Welch’s t-test p-value of 0.002.
We were unable to reject the hypothesis for the working memory task data. Both models
clearly outperformed the sliding window approaches.
4.5 POSTERIOR ESTIMATES
Training the model resulted in posterior estimates of the model parameters, which were
probability distributions over possible parameter choices. Recall, there were three parame-
ters, namely, the vectors parameterizing the spatial components, vk, k ∈ [K], the variance
in the dependent relevance determination prior to induce sparsity, zk, k ∈ [K], and the
temporal weights ak, k ∈ [K].
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Figure 4.3: We observed spikes in activity for some components, associated with the onset
of tasks. The blue lines are the onset of tasks, convolved with a hemodynamic response
function. The red lines, and the light red shading around them, represent a 95% confidence
interval for the posterior weight estimate that most closely matched the task onset. The
corresponding spatial components for each weight vector can be seen in Figure 4.4
ak which were closest to a vector describing the onset of tasks. We generated this vector
by convolving a vector which was one at the onset of tasks, and zero elsewhere, with the
canonical hemodynamic response function. For the working memory task, this can be seen
in Figure 4.3. The corresponding spatial components’ contribution to the connectivity for
each of these temporal weights can be seen in Figure 4.4, plots of vkv
T
k . The variance in
the dependent relevance determination prior is visualized in Figure 4.6 for both the motor
experiment and the working memory experiment.
We observed high variance in the frontal, occipital, and parietal lobes in the motor task
estimates, meaning the correlation entries corresponding to these lobes could have large-
magnitude values. The motor cortex is in the frontal lobe, and for a motor task, this region
likely would be active. Similarly, in the occipital lobe, the visual cortex could have been
active in processing the visual cues at the onset of each task. This is further supported by
connections to the occipital lobe in the Cue Spatial Component in Figure 4.4. Finally, the
parietal lobe may have been involved in sensory reception during the right-hand-tapping
task, as seen in the Right Hand Tapping Component in Figure 4.4. In the working memory
task, we observed low variance in the limbic lobe, suggesting that this region of the brain
11




































Cue Spatial Component Left Foot Tapping Spatial Component Right Foot Tapping Spatial Component
Right Hand Tapping Spatial Component Tongue Wagging Spatial Component
Figure 4.4: In Figure 4.3, posterior weights were matched to the onset of tasks or cues. Dark
blue lines denote strong excitatory connections between regions, and light blue lines denote
weak excitatory connections. Each region is denoted with a circle, whose color encodes the
lobe according to the same system as Figure 4.6. The spatial components corresponding
to the these weights are pictured here, thresholded to display only the highest-magnitude
connections between regions. Interestingly, the strongest connections, in dark blue, appear
to be localized in each of these components.
had low activity levels during the task.
Due to regularization, the model minimizes the contributions of unnecessary components.
To demonstrate, we defined the energy of each component to be its contribution to the










Due to the definition of the trace, the linearity of expectation, and the definition of variance








E [vk,d]2 + Var[vk,d]
)
. (4.2)
We visualize the energy of each component in Figure 4.5. There is a fairly quick drop off in












Expected Energy for Each Component
working memory
motor
Figure 4.5: A plot of each components energy, E(αk,vk), sorted in descending order.












































































































































































































































































































































































































































































































































































































































































Figure 4.6: (a) The regions in the Destrieux Atlas with the highest posterior variance in
the motor experiment, color coded by lobe. (b) The regions in the Destrieux Atlas with the
lowest posterior variance in the working memory experiment, color coded by lobe.
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CHAPTER 5: DISCUSSION
5.1 HYPERPARAMETERS, PARAMETERIZATIONS, AND OPTIMIZATION
Hyperparameter selection was a challenge in this paper. One approach to avoid human
error is to use type II empirical Bayes, meaning that the hyperparameters are tuned to best
explain the data, possibly using expectation-maximization (Robbins, 1956). As mentioned
previously, we fixed the hyperparameters for length-scale and amplitude in our experiments
with Human Connectome Project data, while tuning β, our noise parameter, using type
II empirical Bayes. Type II empirical Bayesian estimation with Gaussian Processes was
challenging due to the required expensive gradient computation, hence the decision to fix
the Gaussian Process hyperparameters.
Another difficult decision was choosing a parameterization to approximate the true pos-
terior distribution. Because we used variational inference for our posterior inference, we had
to specify a parameterization of the posterior distribution of each of our latent variables.
It is possible that our choices, namely diagonal-covariance Gaussian random variables and
mixtures of diagonal-covariance Gaussian random variables were flexible enough to capture
some behavior of the true posterior distribution, however, it is also possible that the true
posterior distribution is more complicated. Variational inference variants such as Stein vari-
ational inference offer particle-based approaches to approximating the posterior distribution,
at the cost of more expensive gradient computations (Liu and Wang, 2016). Further work
could be done to try and apply such an approach to functional connectivity modeling.
To best approximate the posterior distribution, we attempted to maximize the evidence
lower bound with stochastic variational inference. Due to the possible present of local
maxima and sensitivity to initialization, our posterior estimates may not be the best possible
fit for the true posterior under the chosen parameterization.
5.2 FUTURE WORK
We envision several avenues for future work on dynamic functional connectivity modeling.
Future work could deal with estimating precision matrices, rather than covariance matrices.
This is appealing because an off-diagonal entry of a precision matrix is zero if the correspond-
ing brain regions are conditionally independent, given all other brain regions. Ideally, one
would regularize an estimate such that many entries of precision matrix are zero (Dempster,
1972), but this is a difficult task, so regularization such as l1 and l2 are precision estimates
15
are popular (Varoquaux et al., 2010). We do not work with precision matrices in the present
work because our time-varying weights become difficult to interpret after a matrix inversion.
A second goal to let the dictionary of functional components be time-varying. We may
do this by modeling the covariance via its Cholesky decomposition (Lan et al., 2017). Still,
this is challenging because it involves estimating d(d+1)
2
parameters. Additionally, the rows or
columns of a Cholesky factorization do not decompose the covariance in a way that improves
understanding of possible underlying brain processes.
16
CHAPTER 6: CONCLUSION
We described and evaluated Brainconn, a Bayesian functional connectivity estimator with
anatomical and temporal regularization. The anatomically-informed model outperformed
the same model when denied such anatomical information, recovering the true covariances
more accurately in a simulated experiment and achieving better out-of-sample log-likelihood
on task data. In another simulated experiment, the model demonstrated an ability to learn
the components of a low-rank model with discrete switching between states, if the data had
been passed through a smoothing filter. Finally, the model’s recovered spatial components
and temporal components made intuitive sense when compared to the task onsets.
17
BIBLIOGRAPHY
[1] O. Sporns, “Graph theory methods: Applications in brain networks,” Dialogues in
Clinical Neuroscience, vol. 20, no. 2, p. 111, 2018.
[2] C. Honey, O. Sporns, L. Cammoun, X. Gigandet, J.-P. Thiran, R. Meuli, and P. Hag-
mann, “Predicting human resting-state functional connectivity from structural con-
nectivity,” Proceedings of the National Academy of Sciences, vol. 106, no. 6, pp. 2035–
2040, 2009.
[3] M. D. Greicius, K. Supekar, V. Menon, and R. F. Dougherty, “Resting-state functional
connectivity reflects structural connectivity in the default mode network,” Cerebral
cortex, vol. 19, no. 1, pp. 72–78, 2009.
[4] J. S. Damoiseaux and M. D. Greicius, “Greater than the sum of its parts: A review of
studies combining structural connectivity and resting-state functional connectivity,”
Brain structure and function, vol. 213, no. 6, pp. 525–533, 2009.
[5] M. A. Lindquist, Y. Xu, M. B. Nebel, and B. S. Caffo, “Evaluating dynamic bivariate
correlations in resting-state fmri: A comparison study and a new approach,” NeuroIm-
age, vol. 101, pp. 531–546, 2014.
[6] G. Varoquaux, A. Gramfort, J.-B. Poline, and B. Thirion, “Brain covariance selection:
Better individual functional connectivity models using population prior,” in Advances
in neural information processing systems, 2010, pp. 2334–2342.
[7] M. Rahim, B. Thirion, and G. Varoquaux, “Population shrinkage of covariance (posce)
for better individual brain functional-connectivity estimation,” Medical image analysis,
2019.
[8] J. Taghia, W. Cai, S. Ryali, J. Kochalka, J. Nicholas, T. Chen, and V. Menon, “Un-
covering hidden brain state dynamics that regulate performance and decision-making
during cognition,” Nature communications, vol. 9, no. 1, p. 2505, 2018.
[9] M. Andersen, O. Winther, L. K. Hansen, R. Poldrack, and O. Koyejo, “Bayesian struc-
ture learning for dynamic brain connectivity,” in International Conference on Artificial
Intelligence and Statistics, 2018, pp. 1436–1446.
[10] M. I. Posner, S. E. Petersen, P. T. Fox, and M. E. Raichle, “Localization of cognitive
operations in the human brain,” Science, vol. 240, no. 4859, pp. 1627–1631, 1988.
18
[11] A. Wu, M. Park, O. O. Koyejo, and J. W. Pillow, “Sparse bayesian structure learning
with “dependent relevance determination” priors,” in Advances in Neural Information
Processing Systems, 2014, pp. 1628–1636.
[12] J. M. Shine, P. G. Bissett, P. T. Bell, O. Koyejo, J. H. Balsters, K. J. Gorgolewski, C. A.
Moodie, and R. A. Poldrack, “The dynamics of functional brain networks: Integrated
network states during cognitive task performance,” Neuron, vol. 92, no. 2, pp. 544–554,
2016.
[13] J. M. Shine, O. Koyejo, and R. A. Poldrack, “Temporal metastates are associated with
differential patterns of time-resolved connectivity, network topology, and attention,”
Proceedings of the National Academy of Sciences, vol. 113, no. 35, pp. 9888–9891, 2016.
[14] T. J. Mitchell and J. J. Beauchamp, “Bayesian variable selection in linear regression,”
Journal of the American Statistical Association, vol. 83, no. 404, pp. 1023–1032, 1988.
[15] M. K. Titsias and M. Lázaro-Gredilla, “Spike and slab variational inference for multi-
task and multiple kernel learning,” in Advances in neural information processing sys-
tems, 2011, pp. 2339–2347.
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