ABSTRACT This paper proposes a new method using orthogonal frequency division multiplexing (OFDM) signals for time-of-arrival (TOA) estimation in complex environments, such as electromagnetic interference and short burst received signals. Under that circumstance, sometimes only a short period of signals that were seriously interfered [i.e., low signal-to-noise ratio (SNR) and small samples] can be received for estimation. However, the traditional algorithm would be faced with a decrease in estimation accuracy under that conditions. Due to the fact that the sparse reconstruction method can recover the original signal from a small number of observations with high probability, this paper proposes an OFDM TOA estimation algorithm based on it. The algorithm not only considers the correlation of the channel complex fading coefficients in the samples at adjacent moments but also considers the off-grid effect. Under the Bayesian learning framework, this correlation and off-grid parameter are introduced into the estimation process, which effectively improves the estimation accuracy under small samples and low SNR conditions. The proposed algorithm first constructs a sparse representation model based on the channel frequency response estimated by the OFDM signal physical layer protocol data unit and then introduce the correlation characterization matrix and the off-grid parameter and make probability assumptions for the noise vector, the off-grid parameter, and the sparse coefficient vector in the model. Finally, according to Bayesian inference, the expectation-maximization algorithm is used to solve the hyperparameters to achieve highresolution estimation of TOA. The simulation results show that the proposed algorithm has a better estimation performance than the traditional algorithms and existing sparse reconstruction algorithms. In addition, its performance curve is closer to the Cramer-Rao bound at low SNR. At the same time, based on the universal software radio peripheral, the effectiveness of the proposed algorithm is verified by the actual OFDM signal. 
I. INTRODUCTION
Orthogonal frequency division multiplexing (OFDM) technology is gaining attention and application because of its high rate transmission capability and ability to effectively resist frequency selective fading [1] . It has been widely used in various digital transmission and communication systems, such as high-definition digital broadcast television (HDBT), wireless local area network (WLAN), 4G LTE (long term evolution), and is expected to be applied to 5G mobile communication
The associate editor coordinating the review of this manuscript and approving it for publication was Chung Kwok. systems. A large number of applications of OFDM technology have also spawned positioning requirements based on it. Therefore, numerous scholars have studied the positioning techniques based on OFDM signals. The TOA-based positioning technology has been widely used for its high precision and good stability. Traditional TOA estimation algorithms can be divided into five categories: correlation class [2] , maximum likelihood class [3] , adaptive class [4] , high-order cumulant class [5] and subspace class [6] . The correlation algorithm cross-correlates the received signal with the locally stored transmitted signal, and the peak of the cross-correlation corresponds to an estimate of the TOA.
However, in a finite bandwidth system, low signal-to-noise ratio (SNR) conditions and dense multipath components will cause the peaks of the cross-correlation function to shift or coincide, resulting in a decrease in the accuracy of the TOA estimation. In [7] , the TOA estimation problem of OFDM multipath signals is studied. The received signal is modeled as a Gaussian autocorrelation model, and then the maximum likelihood estimation algorithm under the model is derived. However, this method needs to construct the covariance matrix described in the paper offline according to the environment, which has high complexity. For time delay estimation of OFDM signals in vehicle systems, [8] introduced the reduced rank Hankel approximation (RRHA) technique to improve the estimation of signal parameters via rotational invariance technique (ESPRIT) algorithm. And the RRHA-ESPRIT algorithm is proposed. Compared to the traditional ESPRIT algorithm, it has a lower mean square error (MSE). However, the estimate performance of subspace method will be degraded under small sample conditions. This is because the covariance matrix of received signal is not full of rank and cannot construct a completely orthogonal signal and noise subspace. Although the covariance matrix can be full rank by frequency domain smoothing, the effective bandwidth is lost [9] , which results in limited estimation accuracy.
In many application scenarios, due to environmental and conditional limitations, it is impossible to repeat a large number of experiments to obtain enough observation samples. Only a small number of observation samples can be obtained, and the received signal may be subject to severe noise interference. Under the condition of small sample and low SNR, the traditional TOA estimation algorithm has the disadvantages of lower precision and higher complexity. At the same time, sparse reconstruction is a theory that has received much attention in recent years. It has a wide range of applications in the fields of machine learning, pattern recognition, image reconstruction, coding, and denoising. It can recover the original signal with a high probability using a small amount of sample. In [10] , the orthogonal matching pursuit (OMP) algorithm is applied to the impulse radio-ultra wideband (IR-UWB) TOA estimation, and the TOA estimation of single-path or multipath under known transmitted signal conditions are realized. However, when selecting the support set element, the method only adds the atomic (the column of the redundant dictionary is called atom) serial number which is most correlated with the current residual one by one. Because the greedy algorithm is too 'greedy', it is not able to evade the influence of the projection of the smaller energy atom in the residual on the selection of the atom with larger energy, so the estimation accuracy is limited. In [11] , for the problem of indoor UWB positioning, the basis pursuit denoising (BPDN) method based on l 2 − l 1 norm criterion is adopted, but the algorithm needs to select regularization parameters, and the convex optimization algorithm has higher computational complexity which is difficult to apply to realtime processing. When the sparse coefficient matrix under the multiple measurement vector (MMV) model has a joint sparse (i.e. row sparse) form, it can be transformed into block sparse by vectorization. Therefore, in [11] , for the problem of block sparse signal reconstruction, an algorithm named block orthogonal matching pursuit (BOMP) was proposed. In [12] , the matching pursuit (MP) and the focal underdetermined system solver (FOCUSS) algorithm are combined to propose the MFCOUSS algorithm. But it has many local minimums, so frequently converges to suboptimal local minimum termed convergence errors [14] . Then, [15] considers the correlation of unknown signals based on the MFCOUSS algorithm, and proposes the tMFCOUSS algorithm. Sparse reconstruction algorithms are mostly grid-based. In order to balance the relationship between off-grid effect and algorithm complexity, relevant scholars have also launched research. In [16] , a sparse reconstruction method based on twice meshing is proposed to estimate the multipath delay of OFDM systems. The main step is to search roughly for large grids and then finely for small grids around the searched values. Under the same estimation accuracy, this method can reduce the computational complexity compared with the one-time uniform meshing method. But the final result is still at the grid point.
Sparse Bayesian learning (SBL), or relevance vector machines (RVM) [17] , has attracted much attention because of its ability to achieve concise representation in machine learning regression and classification. This method uses parameterized automatic relevance determination (ARD) priori [18] , which can effectively promote the sparsity of coefficient vectors in the process of parameters solving. Because of its simplicity, flexibility and high reconstruction accuracy, it has been widely used. Its flexibility is mainly embodied in that it can easily incorporate additional parameters into the whole Bayesian inference framework. Aiming at the problem of sparse signal reconstruction in multi-measurement vectors (MMV) model, a multiple sparse Bayesian learning (MSBL) algorithm is proposed in [19] . And considering the correlation between non-zero elements in the sparse coefficient matrix, a temporal multiple sparse Bayesian learning (TMSBL) is proposed in [20] . The simulation results show that the reconfiguration performance of this algorithm is better than that of many new algorithms.
Although the above-mentioned sparse reconstruction algorithm can improve the TOA estimation accuracy under small sample conditions, the correlation between each sample under the MMV model is not considered in some algorithms. And they all have the off-grid effect, which limits the estimation accuracy.
Aiming at this problem, this paper starts from the perspective of fully exploiting useful information, and introduces the correlation characterization matrix and the off-grid parameter into the estimation process under the Bayesian framework. And a high resolution sparse reconstruction OFDM TOA estimation algorithm is proposed. We named it off-grid temporal multiple sparse Bayesian learning (OGTMSBL) algorithm.
The main processing steps are exhibited as follows: 1) When constructing the redundant dictionaries, the algorithm uses the first-order Taylor expansion to calibrate the grid mismatch.
2) Under the assumption that the complex fading coefficient is a wide stationary narrow-band Gaussian stochastic process, the correlation is modeled by an autoregressive(AR) model. Then we introduce a correlation characterization matrix to make a probability hypothesis for the sparse coefficient vector and so are the off-grid parameter and the noise vector in the model.
3) According to Bayesian inference, the expectation maximization (EM) algorithm is used to solve the hyperparameters to get the high resolution estimation of the TOA.
In summary, the main contribution of this paper is considering the correlation between channel complex fading coefficients at adjacent time and the off-grid parameter. And using sparse Bayesian learning algorithm in OFDM TOA estimation, which effectively improves the estimation accuracy under low SNR and small samples conditions. The remainder of this paper is arranged as follows. Section 2 lists the notations used in the paper. Section 3 introduces the signal model. Section 4 describes the design of the proposed algorithm. In addition, we also have derived the CRB which is in Section 5 to exhibit the best parameter estimation performance in theory. Section 6 is the simulation experiments and the actual signal test, which proves the effectiveness of the proposed algorithm. And the conclusion of this paper is in Section 7.
II. NOTATIONS
In this section, some mathematical notations that will be used through this paper are listed in Table 1 . 
III. SIGNAL MODEL
The TOA estimation system based on OFDM signal is shown in Fig. 1 . The time domain expression of the transmitted signal x(t) is:
where d k denotes symbol data on the kth subcarrier of OFDM signal, f c is the carrier frequency, T + T G denotes symbol length, T G denotes cyclic prefix (CP) length, T is the period of fast Fourier transform (FFT) and inverse transform (IFFT), and M is the number of subcarriers. In a wireless positioning scenario, it is assumed that the radiation source and the receiving station are relatively stationary. Then the radio propagation channel under multipath conditions is usually modeled as the form of complex lowpass equivalent impulse response given by (2) .
where δ(•) is the Dirac function, L is the number of the concentrated propagation path, a i (t) = |a i (t)| e jθ i (t) is the complex fading coefficient of the ith path at time t and τ i (t) is the propagation delay corresponding to the ith path at time t. At the receiver, it is assumed that the OFDM signal guard interval duration is greater than the channel delay spread. For the complex fading coefficient a i (t) of the ith path, it is a wide stationary narrow-band complex Gaussian process [16] , which is considered to be constant over the duration of one OFDM symbol. But it varies between symbols, and it is also considered that there exists a certain 'time correlation' in the adjacent observation moments. And for the complex fading coefficients of different paths, it is considered to be uncorrelated. For the delay of the paths, the change is relatively slow, and it is considered to be basically unchanged during an observation period. The OFDM signal can be expressed as convolution of (1) and (2) after channel transmission.
whereē k (t) represents the additive white Gaussian noise (AWGN) at the kth frequency point. After performing FFT on the received signal r(t), the data on the kth subcarrier can be expressed as
Then the CFR on the kth subcarrier at time t can be expressed ash
where f is the frequency domain sampling interval.
We definē
where (6) is the CFR estimation vector at time t, and (10) is the AWGN vector. Then the vector form of CFR is
Accordingly, when more than one sample can be obtained, we can study the TOA estimation algorithm under the multiple samples model to further improve the estimation accuracy. The matrix form of the CFR is:
where
is the noise matrix, and K is the number of samples. In real signal space, wireless multipath signals are usually sparse and contain only a small number of multipath, so the distribution of multipath signal delay values in a certain time domain is sparse. This is why the sparse reconstruction theory can be used to estimate the delay. In order to apply the sparse reconstruction theory to the TOA estimation, the above model needs to be processed to construct a corresponding sparse representation model. First, it is assumed that the delay mesh formed by the setτ = {τ 1 ,τ 2 , · · · ,τ N } covers all possible multipath delay values in the scenario and the interval between two adjacent delay values is defined as resolution r = |τ i+1 −τ i |. The set τ = {τ 1 , τ 2 , · · · , τ L } is the delay value corresponding to the actual multipath. As shown in Fig. 2 , the time-domain interval is divided into N equivalents. Each delay value corresponds to a complex fading coefficient and an arrival path, which is called N potential arrival paths. Hollow point labeling represents the non-existent path, called filling path; Solid point labeling represents the actual existing path, called the actual path. Then we introduce a redundant dictionary
In order to meet the sparsity requirements, there should be N M > L. And we define the sparse coefficient vector
Its element values are satisfied
Then the sparse data matrix model of CFR after extending the delay domain is
whereĀ = ᾱ(1)ᾱ(2) · · ·ᾱ(K ) ∈ C N ×K is the sparse coefficient matrix which is jointly sparse (or row sparse), that is, all columns in the matrix are sparse vectors and have the same set of supports. From (14) we can see that there is a one-to-one correspondence between the position of the non-zero element in the sparse coefficient vector and the multipath delay value. And only the index values of L nonzero elements inᾱ are obtained can the TOA estimation value of the multipath be obtained. However, there are quantization errors in the above delay divided method based on the grids. The final performance is acceptable when the quantization delay value (i.e. resolution) is relatively small. However, when the quantization delay value is relatively large, the performance will be greatly affected. And the existence of grid will restrict its estimation performance under high SNR, resulting in 'flat bottom effect' which can be seen in the experiments. If the grid is dense, more accurate delay estimation can be achieved, but the result is that the number of redundant dictionary columns increases, which greatly increases the computational load.
In order to compensate for the grid errors and not increase the computational complexity too much, the first-order Taylor expansion is proposed to calibrate the grid mismatch [17] .
Here, we use this method to modify the model of (15) . The actual multipath delay values in (12) are respectively τ i ∈ τ . Assuming that the quantized delay value isτ n i ∈τ with the minimum error of the actual delay value in the delay grid. The vector φ (τ i ) corresponding to the actual multipath delay value is expanded by first order Taylor expansion at the nearest quantized delay valueτ n i , and the following expressions are obtained.
is the first derivative vector of φ(τ ) to τ in the following form
Then the redundant dictionary with the delay domain sparse expansion and the off-grid parameter is
where the matrix
is an over-complete matrix composed of the derivative vectors of the vectors φ (τ i ) corresponding to each delay value in set
T is the off-grid parameter vector. And the model of (15) becomes
IV. THE PROPOSED ALGORITHM
A. THE OFF-GRID TEMPORAL MULTIPLE SPARSE BAYESIAN LEARNING
1) CORRELATION MODELING OF SPARSE COEFFICIENT VECTORS OF DIFFERENT SAMPLES
We know that quite a number of stationary stochastic processes can be represented by the autoregressive moving average (ARMA) model [23] . Here, in order to balance the complexity and simulation performance, we use an AR(1) to model the relationship between sparse coefficients at adjacent moments. Their relationship is as follows
is the white noise excitation in the AR model, andᾱ i (t) ∼ CN(0, γ i ) is a complex Gaussian distribution with the variance of γ i .
2) BLOCK SPARSE MODEL CONSTRUCTION
In order to take advantage of the correlation between adjacent time samples, we next construct a block sparse model according to [20] . By vectorizing (19), we can turn the original multiple measurement vectors ( MMV) model into a single measurement vector (SMV) model.
where y = vec(H T ) ∈ C MK ×1 , the new redundant dictionary is D = ⊗ I K ∈ C MK ×NK , the sparse coefficient vector is s = vec(Ā T ) ∈ C NK ×1 , and the noise vector is v = vec(E T ) ∈ C MK ×1 .
3) A PRIORI HYPOTHESIS
First, we assume that the potential arrival paths represented by each row of the sparse coefficient matrix in (19) are independent of each other, and that each row of data satisfies the complex Gaussian distribution with zero mean and covariance matrix γ i B i .
where γ i is a non-negative hyper-parameter that controls the sparsity of the sparse coefficient matrixĀ. That is, the larger the value of γ i , the less likelyĀ i• is to be an all-zero row; the smaller the value of γ i is or close to zero, the more likelyĀ i• is a zero row. This does introduce a sparse prior to the sparse coefficient matrix. The matrix B i is a positive definite matrix representing the correlation of data at different times inĀ i• . When the correlation is strong, the non-diagonal element values in the matrix B i can reflect this correlation; and when the correlation between the samples is weak, the matrix B i is close to the identity matrix. The form of the correlation matrix B i can be obtained from the AR model of (20) as follows.
At the same time, it is noted that in the above a priori hypothesis, we introduce a matrix of correlations for each row of the sparse coefficient matrixĀ i• . The sparse coefficient matrix has N (N M ) rows, then there will be N different matrix B i in the whole Bayesian inference. However, the finite data and too many parameters will lead to overfitting [24] . In order to avoid overfitting, we use the method in [20] that use the same correlation characterization matrix for different potential arrival paths, denoted as B. Then the a priori hypothesis of (22) becomes
Equation (24) shows that we assume different potential arrival paths have the same correlation structure. The elaboration in [20] and subsequent simulation experiments can see the rationality and effectiveness of this hypothesis.
For the probability hypothesis of the noise vector, suppose it is a complex Gaussian white noise, and each element is independent of each other. The distribution is as follows
Since the Bayesian learning theory also incorporates the noise variance into the estimation process, the estimation accuracy of other parameters is effectively improved. This is VOLUME 7, 2019 why the proposed algorithm have good performance under low SNR.
According to the probability hypothesis of (24), it can be derived that the prior probability hypothesis of the sparse coefficient vector in (21) is
where the covariance matrix 0 = ⊗ B is a block diagonal matrix, and the form is represented by (27) 
In the sparse extension of delay domain, the delay interval is evenly divided into a set of discrete points. Similar to uniformly partitioning grid points, we also assume that the offgrid parameters are uniformly distributed, and the probability distribution is as follows.
Then, according to (21) we can get
4) BAYESIAN INFERENCE
Through the above probability hypothesis, using the Bayesian criterion, we can obtain the maximum a posteriori (MAP) probability density of the sparse coefficient vector s in (21) .
where µ s is MAP probability mean vector of s, s is the covariance matrix. In order to solve the hyperparameters ϑ = {λ, ϕ, γ , B}, we choose to maximize the posterior probability density to get its estimated value, and the problem is transformed intoθ
It is easy to find that maximizing p(ϑ|y) is equivalent to maximizing p(y; ϑ) = p(ϑ|y)p(y). Because p(y) is independent of the hyperparameters. Treating s as a hidden variable and the EM algorithm is used to maximize E s|y;ϑ old [log p(y, s; ϑ)].
Where ϑ old denotes the estimated hyperparameters obtained in the previous iteration, and E s|y;ϑ old [•] represents the expectation of the posterior distribution of the hidden variable s based on the estimated hyperparameters obtained in the previous iteration. Then the iterative updating formula for the hyperparameters can be written as
We follow the MATLAB language to represent the vector and matrix to define µ i s and i s in the above equation, the expressions are
The updating formulas of (33) and (34) are derived from block sparse model and the estimation process is too slow because of the large dimension of matrix. In order to reduce the complexity, an approximate expression is used in [20] , which greatly reduces the computational complexity.
In fact, there is a close relationship between block sparse Bayesian learning (BSBL) and multiple measurement vectors sparse Bayesian learning (MSBL) [19] . The expression of the maximum posterior mean matrixÂ and covariance matrix Â for the sparse coefficient matrix can be obtained by using the MSBL (without considering the correlation characterization matrix).Â
The following approximate expressions can be obtained from (36), (37)and (38).
Based on (39) and (40), formulas (32), (33) and (34) can be simplified and the new iteration formulas can be obtained.
where ξ is a positive parameter to ensure that the matrix B is positive definite. For the off-grid parameters, the iteration renewal formula is obtained by imitating the derivation in [25] ϕ ← arg min
where the expressions of matrix and vector υ are respectively as follows.
We note that the off-grid parameters ϕ have the same sparsity as the sparse coefficient matrixĀ, that is, the positions and numbers of their non-zero elements or rows are the same. And each non-zero element corresponds to a different arrival path. Here, we adopt a solution similar to [25] , it is also a very natural way. That is to find the location of L non-zero elements firstly, and then only to do compensation deviation on the estimated L delay value. In this way, the dimensionality reduction of the off-grid parameters ϕ, matrix and vector υ are realized. Equation (45) derives ϕ, and we can get the solution of ϕ, i.e. ϕ = −1 υ. But if is irreversible, it cannot be solved. Instead, we need to solve the off-grid parameters in an iterative manner. As the iterative algorithm for singular linear equations in [26] . For ϕ i , in each iteration, the other values of ϕ are fixed, then update ϕ i . And the iteration formula isφ
where u −i denotes the vector formed after removing the ith element of the vector u. Then the specific solution formula for the off-grid parameters can be obtained as [25] 
The EM algorithm can guarantee the local minimum solution of the algorithm convergence. For the convergence of the Bayesian learning algorithm, the literature [20] gives a more detailed analysis of the global minimum and local minima.
According to the one-to-one correspondence between the position of the non-zero element in the variance hyperparameters γ and the potential arrival path delay, the delay estimation of the path can be obtained. The corresponding index values of the paths in the time delay grid are
Then the multipath delay estimation with off-grid correction are given by (51)τ
Based on the above analysis, the complete process of the proposed method is summarized in Algorithm 1.
Algorithm 1 OGTMSBL
Input:The observation data:H, the over-complete matrix and ; Steps: 1.Initialize the parameters: γ (0) , λ (0) , ϕ (0) and B (0) , set a small positive number ε > 0, the maximum number of iterations maxiter and set t = 0; 2.Construct the redundant dictionary containing the offgrid parameters and diagonal matrix = diag(γ ) according to the hyperparameters γ and ϕ; 3.E-step: according to (37) and (38) calculateÂ and Â ; 4.M-step: via (41) to update the hyperparameters γ (t) , via (44) to update λ (t) , via (42) and (43) to update B (t) and via (48) and (49) to update ϕ (t) ;
< ε or the number of iterations reaches the preset value, the iteration stops; If not, set t = t + 1, jump to step 2; 6.Obtain the estimated value of the TOA according to (50) and (51). Output: The estimated value of the TOAτ .
B. COMPUTATIONAL COMPLEXITY ANALYSIS
Since the algorithm in this paper is an iterative algorithm, we only analyze the computation in each iteration process. As is shown in TABLE 2, where M is the number of subcarriers, N is the number of divided grids and K is the number of samples. In E-step of EM algorithm, we need to solve the maximum posterior mean matrixÂ and covariance matrix Â . Both of them need matrix inversion. In M-step, we need to update the hyperparameters. The dimension of the matrix B is K , and the computational complexity of solving its inverse matrix is O(K 3 ). So the total computational complexity is O( 
V. THE DERIVATION OF CRB
The likelihood function of a single sample can be obtained from (11) p(h|τ , α) = 1
Take the logarithm of (52) and get
The parameter vector is denoted as η = [τ , α Re , α Im ] T , where τ is the TOA, α Re is the real part of the complex fading coefficient, and α Im is the imaginary part. Solving the first-order partial derivative of the parameters
where ω =h − φα. Thus, the derivative of ln p for τ can be obtained as
where 
VI. EXPERIMENTS A. SIMULATION ANALYSIS
In this paper, we study the OFDM TOA estimation algorithm under the wireless positioning system model. In order to verify the practicability and robustness of the proposed algorithm, the Monte Carlo experiment is used to compare the algorithm with the RRHA-ESPRIT algorithm in [8] (Using smoothing algorithm to make the sample covariance matrix full rank), the BOMP algorithm in [12] , the tMFOCUSS algorithm in [14] and the CRB. According to the IEEE 802.11 protocol [27] , the system parameters are set in the simulation as shown in Table 2 .
To measure the performance of the algorithm, we define the root mean square error (RMSE) of TOA for a single path and for all paths.
where L is the number of multipath, Q is the number of Monte Carlo simulations, τ iq is the estimated TOA value of the ith path in the qth Monte Carlo experimental. And τ i is the actual delay value of the ith path. The equipment used in all simulation experiments is a Win7 system, Intel Xeon CPU (4-core 3.3 GHz) computer. Simulation 1: Verifying algorithm validity Set the delay grid interval to 2ns and the number of samples to 5. Under the condition of SNR = 20dB and 0dB, 200 Monte Carlo experiments were carried out with the proposed algorithm. The distribution of the estimated delay values is shown in Fig. 3 (For display convenience, we set the amplitude to be 1). It can be seen from it that the algorithm can effectively estimate the delay under small sample conditions. At low SNR, it can be seen from the local enlargement map that although the estimated TOA tend to diverge, the mean value is still close to the true value.
Simulation 2: Performance comparison of different algorithms
We conduct the simulation for algorithm performance comparison versus SNR. The SNR changes from −10dB to 20dB. The grid interval is 1ns and 200 Monte Carlo experiments are carried out on the algorithms. The RMSE curves of these algorithms are plotted and compared with CRB, as shown in Fig. 4 . It can be seen from the graph that the performance of the proposed algorithm is better than other algorithms and closer to CRB. This is because the algorithm takes into account the correlation between samples, the off-grid effect and the influence of noise variance, and constantly learning the correlation representation matrix, off-grid parameters and noise variance during the iteration process. RRHA-ESPRIT algorithm is not restricted by grids. It uses generalized eigenvalues to estimate the delay directly. However, because the samples number is less than the subcarrier number, the sample covariance matrix of the received signal is not full rank, and it is greatly affected by noise at low SNR. BOMP algorithm has better estimation performance at low SNR, but it needs to know the block structure. And because of its greedy characteristics, when choosing atoms with higher energy, it fails to avoid the influence of the projection of atoms with lower energy in the residual error, resulting in flat bottom effect at high SNR. Although correlation is considered in tMFCOUSS algorithm, the estimation error is large. Because FCOUSS algorithm has many local minimums, so frequently converges to suboptimal local minimum termed convergence errors. From the performance curves of learning correlation and ignoring correlation, it can be found that the use of correlation can significantly improve the accuracy of time delay estimation. that the performance of the proposed algorithm is better under different grid interval because of the modification of the off-grid parameters. This simulation also indicates that the learning of correlation can improve the estimation accuracy.
B. ACTUAL SIGNAL TEST
We performed the delay estimation of the actual OFDM signal using the WLAN-OFDM signal receiving example (sdruwlanofdm80211BeaconRx.m) based on the Universal Software Radio Peripheral (USRP) in MATLAB 2017. This MATLAB example enables the implementation of a WLAN receiver using a USRP device while giving the channel estimation results of two MAC address communications. Based on this, we can use the proposed algorithm to estimate the signal propagation delay between the two communication nodes, and then we can estimate the distance. The effectiveness of the proposed algorithm is verified by comparing the actual distance with the estimated distance.
The Fig. 6 shows the scene of our actual signal acquisition. In an empty corridor, the transmitter does not move, and the receiver moves from 15m to 40m from the transmitter, with a step distance of 5m. Each test point collects 10 consecutive channel estimation results, and solve the TOA estimation under small sample conditions for each group of CFR. Since the RRHA-ESPRIT algorithm and the BOMP algorithm need to know the multipath number, while the proposed algorithm does not need to know when the SNR is high. Therefore, the proposed algorithm is used to estimate the multipath number, and then the other algorithms are verified. Fig. 7 is a comparison of the mean error of several algorithms for direct path estimation. From the figure, we can see that the algorithm has better performance in the actual signal TOA estimation. 
VII. CONCLUSIONS
In this paper, we have proposed a new method for TOA estimation of OFDM signals in complex environments. Based on the sparse reconstruction theory, this method not only considers the correlation of samples at adjacent time, but also considers the effect of off-grid. In the framework of Bayesian learning, this correlation and off-grid parameter are introduced into the estimation process, which effectively improves the accuracy of TOA estimation under the conditions of small samples and low SNR. The simulation results show that the proposed algorithm has better estimation performance than the traditional algorithms and the existing sparse reconstruction algorithms, and is closer to the CRB. At the same time, based on the USRP, the validity of the proposed algorithm is verified by the actual signal.
