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I. INTRODUCTION
In this note, the state reconstruction for linear parameter varying (LPV) discrete-time systems is considered. While for such a class of systems, the parameters are usually assumed to be exactly known, we consider here that the parameters are estimated in the sense that they are available with only some degree of accuracy. It may also correspond to the case where bounded disturbances on the dynamics and/or the measurements act on the system. The problem under study is the impact of the parameter estimation error on the state reconstruction error. In particular, we wonder whether there exists a guarantee of the boundedness. The answer is not trivial. Indeed, it can be shown that the effect of a bounded estimation error is similar to the effect of a bounded unknown exogenous input acting on the system. And yet, it is well known that a bounded disturbance may drive to infinity a nonlinear system [1] . In this note, it is proved that such a guarantee exists and an explicit bound is derived by using the concept of input-to-state stability (ISS), a notion introduced by Sontag in [2] (see also [3] and the references therein). For discrete-time nonlinear systems, the reader can refer to [4] - [6] . Some works with quite similar issues for the continuous case can be found in [7] with a neural-network-based approach or in [1] where bounded disturbances are considered. We mention that the problem under study differs from the one involving adaptive approaches where the goal is to simultaneously estimate the state and the parameters. The corresponding design often requires the use of a global state space diffeomorphism such that, in the new coordinates, the nonlinearities are restricted to be functions of available signals and the system becomes linear with respect to both state and parameters [8] , [9] . Here, the parameters are known with a given accuracy and no transformation on the LPV system is carried out. The layout of the note is the following. In Section II, the state reconstruction error equation is established from the consideration that the time-varying parameters are not exactly estimated. The motivation of using a polytopic observer as a state reconstructor and a special parameter dependent Lyapunov function, called polyquadratic Lyapunov function, is carried out. The main contribution of the note lies in Section III. The state reconstruction error is proved to be bounded despite of the estimation error through the concept of ISS. Finally, the results are illustrated through an example borrowed from the chaos synchronization problem. Notation: n , the real n-vectors; M T , the transpose of the matrix M ; min(M); max(M), the minimum and maximum eigenvalue of the real matrix M = M T ; kx k k, the usual Euclidean norm x T k x k of the vector x k ; kxk 1 , the supremum norm sup k0 kx k k of a discrete sequence x; kMk, the spectral norm max(M T M) of the matrix M .
II. PROBLEM STATEMENT
We concentrate on the class of LPV discrete-time systems with statespace realization
where x k 2 n ; y k 2 m ; u k 2 r ; A 2 n2n ; B 2 n2r ; C 2 m2n ; and D 2 m2r . Some usual assumptions and considerations for LPV systems are recalled. In particular, A is of class C 1 with respect to the entries of a L-dimensional time-varying parameter vector k = ( 1 k ; . . . ; L k ) T which is bounded. For a general parameter dependence of the system and a general parameter dependent Lyapunov function, it is known [10] that the design of controllers or observers may lead to a convex but infinitely constrained problem. Thus, one usually must resort to "gridding" the range of all admissible values of the parameter in order to obtain a finite set of constraints. To overpass it, a solution consists in carrying out a polytopic decomposition. Indeed, since k is bounded, A lies in a compact set which can always be embedded in a polytope, that is
where the A i 's correspond to the vertices of the convex hull In this note, we focus on the situation where the true parameter k is only known with a given degree of accuracy and thus fulfills k k 0 k k 1 < 1. Obviously, it includes the case where k = 3 , a constant value. When this parameter depends on the output, the problem is well-posed for the admissible initial states and inputs for which the discrete trajectory x(k; x 0 ) is bounded, that is kxk 1 < 1. Some similar problems related to nonlinear identification can be found in [7] , [11] with the specificity that a learning machine approximates the whole dynamics and not just the parameters.
For the reconstruction of the state x k , the following so-called polytopic observer is proposed:
and k 2 S;Â i 2 CofÂ 1 ; ...;
The Li's are some constant gains to be computed.
The motivation of such an observer stems from the fact that, for the polytopic decomposition (2) and a perfect estimation corresponding tô k = k and so CofÂ1; ...;ÂNg = CofA1; ...;ANg, a global convergence of the state reconstruction error is obtained. This has been shown in [12] and [13] from which the strict necessary background is recalled.
On one hand, from (1) and (3), it is easy to see that for k = k , the state reconstruction error k 4 = x k 0x k is governed by the dynamics
Let mention that an additional extra-term E can be added in an affine way to the dynamics of x k and so onx k without modifying (5).
On the other hand, let V : n ! + be a function defined by V (z k ; k ) = z T k P k z k with P k = N i=1 i k Pi and k 2 S. Following similar details as in [14] , it can be shown that, if the following set of linear matrix inequalities is feasible:
...;Ng 2 f1; ...;Ng (6) where the positive-definite matrices P i , the matrices F i and G i are
where P k = N i=1 i k Pi. As a result, V acts as a parameter dependent Lyapunov function, called poly-quadratic Lyapunov function, and (7) is sufficient for global asymptotic stability of (5). Note that the formulation (6) differs from the one encountered in [12] and [13] , but is strictly equivalent. The reason is that (6) will be more suited to cope with the specificity of the problem considered here. Now, the situation when k k 0 k k 1 < 1 with 1 6 = 0 is considered. In this case, (5) does no longer hold and turns into
where it can easily be seen
The main objective of this note is to show that the boundedness (in the sense of the supremum norm) of the resulting state reconstruction error is guaranteed. Besides, the goal is to derive an explicit bound in terms of the estimation error bound 1. The ISS concept is used. The definition is recalled in the discrete-time case.
Definition 1 [5] : System (8) 
Thus, we have c1kz k k 2 V (z k ; k ) c2kz k k 2 8z k 2 n 8 k 2 S 8k (12) with c 1 = min 1iN min (P i ) and c 2 = max 1iN max (P i ) as best possible constants. 
where A = A( k ). Since by virtue of (13), c3k k k 2 V ( k ; k ), we obtain the inequality 0 < c 3 c 1 c 2 . From (8), the difference V ( k+1 ; k+1 ) 0 V ( k ; k ) can be expressed as follows:
By using (12) and (13), we infer that
with kAk = k 
IV. ILLUSTRATIVE EXAMPLE
Chaos synchronization of nonlinear systems is an interesting and open problem of the automatic control field [15] . A large number of papers is concerned with observer-based chaos synchronization approaches to deal in particular with a noisy context. References have voluntarily not been incorporated since detailing the topic is beyond the scope of the note. For our illustrative example, we consider a chaos synchronization problem involving the well-known two-dimensional chaotic Henon map. This map can be described in the form (1) For q = 0:3, the motion exhibited by this map is known to be chaotic and the corresponding attractor is depicted in Fig. 1(A) . Our goal is to assess the impact of a bounded disturbance w m k acting on the signal y k , coupling in a unidirectional way the chaotic system and a so-called "response" system. Actually, both systems should ideally synchronize each other from the scalar signal y k . It is assumed that the disturbance is uniformly distributed in the range 00:0025 and 0:0025. As usual for synchronization problems, the "response" system is chosen to have an observer structure. Since the Henon map is viewed here as an LPV system, the polytopic observer (3) is proposed to achieve the synchronization. Indeed, it can be stressed that this synchronization issue fulfills all the required assumptions for assessing the impact of the disturbance with the previous theoretical developments.
H1) Setting k = 01:4x (1) k and k = 01:4y k , the problem is well-posed since the discrete trajectory x(k; x0), for any initial state x 0 lying in the chaotic attractor, is bounded, that is kxk 1 < 1. From a simple numerical study, it is inferred that kxk1 = 1:3401. Thus, kk1 and kk1 are also bounded. Moreover, one has k k 0 k k 1 < Fig. 1(B) . The numerical computation of k k k in the steady state shows that the norm is always less than 0.01 and so, less than 3 kvk 1 . In Fig. 1(C) and (D), the steady state is depicted for each of the components of k , showing that the reconstruction error is bounded. It is consistent with the theoretical results.
V. CONCLUDING REMARKS
The boundedness of the reconstruction error for LPV discrete-time systems involving parameters estimated with a bounded error has been investigated. It has been shown that the dynamics of the state reconstruction error is also bounded and an explicit bound has been derived from the concept of ISS. The proof is based on a special parameter dependent Lyapunov function called polyquadratic which plays the role of an ISS Lyapunov function. The result holds when bounded disturbances on both the dynamics and the measurements act on the system. In the near future, the issue of incorporating an adaptive estimation of the time-varying quantity, the minimization of the bound and a strict analysis of the sensitivity of this bound with respect to estimation error will be considered.
APPENDIX
If V is a Lyapunov function ensuring the polyquadratic stability of 
Indeed, clearly, f 1 is linear and so concave. f 2 is a positive (hence convex) quadratic form. Hence, the function 0f2 is concave. As a consequence, f is concave as a sum of two concave functions and (21) holds. Consequently, the following equalities hold: The first equation results from what has been claimed based on concavity property, the second equation stems from the fact that "inf" operator is commutative, the third equation is explained by the affine dependence on k+1 and so concavity. Thus, c 3 = min 1iN;1jN min (P i 0 (Â i 0 L i C) T P j (Â i 0 L i C)).
