In this research, the statistical inference of the problem of measuring agreement between two observers who employ measurements on a 2-point nominal scale is focused. 
Introduction
Researchers have become increasingly aware of the problem of errors in measurements more than one and a half centuries ago. Statisticians, clinicians, epidemiologists, psychologists and many other scientists have investigated the scientific bases of measurement errors [4] . So a number of statistical problems in several fields of application in the social and biomedical sciences require the measurement of agreement between two or more raters. In health care practice, clinical measurements serve as a basis for diagnosis, prognostic, and therapeutic evaluations. In recent time because of the technological advancement, new methods or instruments for diagnostic, prognostic, and therapeutic evaluations become available which needed to be tested and compared with the olds ones. And before a new method or a new instrument is adopted for use in measuring a variable of interest, one needs to ensure the accuracy and precision of the measurement. Many times, a reliability or a validity study involving multiple raters is conducted in clinical or experimental settings. High measures of agreement would indicate consensus in the diagnosis and interchangeability of the measuring devices [1] . One of the most popular indices of agreement was originally presented by Cohen [2] as a reliability index for measuring agreement between two raters employing nominal scales.
In the following section, we describe some fundamental concepts that are necessary for proper understanding of Cohen's kappa statistic discussed in this research.
Brief Description of Cohen's Kappa and its Modification
Let us consider a reliability research where 2 raters, referred to as rater A and rater B, operate independently and are required to classify subjects into one of 2 possible response categories. The subjects are independent. The 2 response categories, labeled as 1 and 2, are independent, mutually exclusive, and exhaustive. We denote by ij π the chance that rater A classifies a subject into category , i while rater B classifies the same subject into category j for In this set-up, Cohen's kappa statistic for measuring agreement between the two raters is defined as In addition, a number of authors has proposed guidelines for the interpretation of C κ . For example, Landis and Koch [3] suggest the categories that the largest value of kappa is 1.00, indicating perfect agreement. A value of 0.00 indicates that the observed agreement is the same as that expected by chance, and the minimum value of kappa falls between -1.00 and 0.00.
We then can consider a general interpretation of C κ focuses on the characteristic of C κ in the following: 
and
Then, replacing α by
(16) Next, substituting (16) in (12), we obtain
Hence, the modified kappa statistic M κ is defined as
This modification is based on the analysis of situations leading to total disagreement between the two raters. In addition Sinha et al. [5] verified below that all the three essential features of the kappa statistic are retained by .
M κ
This modification is based on the analysis of situations leading to total disagreement between the two raters and all the three essential features of kappa statistic are retained by .
So, the purpose of this study is to determine the sample size for testing hypothesis based on C κ and M κ . Moreover, the power of test for C κ and M κ is computed.
Sample Size Determination for Modified Kappa
In this section, kappa based on multi-sample case is mentioned. We wish to test the hypothesis
(20) Suppose on t different opportunities, independent sample units, each of size n are collected and presented before the raters for the rating.
The estimators of kappa coefficient on the r th opportunity is 
Now, we are in a position to propose a large sample test for the null hypothesis 0 H in (19). This is based on 
This is equivalent to 
which can be rewritten We denote these by
(33) It can be seen that
We then substitute 
where Δ is as in equation (35). For a specific power, (40) gives an expression for Δ for given α and t .
Pornpis Yimprayoon
Once Δ is known, we can solve for n provided ) (r δ 's and ) (r Q 's are known. We may summarize the method to compute the sample size n for testing hypotheses (19) against (20) as follows:
Step 1: Specify the values of the significance level α , and power of the test ( ) γ Δ .
Step 2: Evaluate Δ which corresponding to the power of test by using (40).
That is, for all
, we have Step 4: Solve equation (35), then the desired sample size n is obtained for analysis. Table 1 through Table 4 show some examples for tests for hypotheses (19) against (20) From our numerical examples as shown in Table 1-Table 4 , we can divide into 4 following cases. 
Power Analysis for Modified Kappa
Conversely, We can also brief the method to compute the power of test for given sample size n as follows:
Sample size determination and power analysis
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Step 1: Specify the values of the significance level α , and sample size n .
Step Step 3: Compute the value of a non-centrality parameters Δ by using (35).
Step 4: Calculate the power of test ( ) γ Δ from equation (41). Table 5-Table 8 and also divide the numerical examples into 4 cases as mentioned in the previous section. 
Conclusion
In this research, we discussed the problem of measuring agreement or disagreement between two raters while the ratings are given separately in 2-point nominal scale. The purpose of this study is to determine the sample size for testing hypothesis based on the Cohen's kappa statistic ) ( C κ and the modified Cohen's kappa ) ( M κ . Moreover, the power of test for C κ and M κ is computed.
The result of this study shows that M κ is more efficient than C κ .
