Loop-free compositions of certain finite automata  by Johnsen, V.B. & Kjeldsen, K.
[NFORMATION AND CONTROL 22, 303-319 (1973) 
Loop-free Compositions of Certain Finite Automata 
V. B. JOHNSEN 
University of l¥omso, Norway 
AND 
K. KJELDSEN 
Headquaters Defence Command Norway 
The binary, periodic output sequence of a certain type of composite autom- 
aton is studied. Properties of the output sequence such as frequency of symbols 
and periods of subpatterns are expressed by properties of the component 
automata and their connections. 
1. INTRODUCTION 
In this paper we study loop-flee compositions of certain finite periodic 
automata of a uniform type. The mass fabrication techniques of large scale 
integration makes this of interest. The components will be automata cting 
on a triggering signal denoted by 1. If  at an instant of time the triggering 
signal is not applied, no action occurs, i.e. there is no state transition and no 
output. No triggering signal at an instant of time will be denoted by the 
input symbol 0. We shall, thus, consider automata ccepting the input 
alphabet {0, 1}. I f  also the output alphabet is {0, 1}, the output may be used 
as input for similar automata. No response to the input 0 is naturally inter- 
preted as output symbol 0. 
When a composite automaton made up from component automata of the 
type above is triggered by a clock, i.e. input sequence (1, 1,...), the response 
sequence is binary and periodic. We shall study properties of the response 
sequence such as frequency of l 's and O's and periods of subsequences xpress- 
ed by simple properties of the component automata nd the connections. 
The paper is organized as follows: In Section 2 the component automata are 
described mathematically together with the response sequence to a given 
input sequence. In Section 3 the connections of the composite automaton are 
described by a connection graph. Some algebraic properties of periodic 
binary sequences are investigated in Section 4. These are used in Section 5 
to analyze the structure of the response sequences of some classes of composite 
automata. An example is worked out in Section 6. 
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2. THE COMPONENT AUTOMATA 
Let A be a finite automaton with states S, input/output alphabet {0, 1}, 
next state function d: {0, 1} × S -~ S and output function z: {0, 1} × S --~ 
{0, 1} such that d(0, s) = s and z(0, s) = 0 for all s in S. Further suppose 
that A is strongly connected in the sense that for all pairs of states s i , sj 
there is an input sequence which takes A from s~ to s~. Let the number of 
states be n, and suppose A is in state s o . Put d(1, So) = s l ,  z(1, So) = %,  
etc. Since A is strongly connected, d(1, s~_ l )= s o and the autonomous 
response sequence is g = (%,  a 1 ,..., a,~_ 1 , a o .... ). Any equivalent automaton 
would generate the same response sequence d to the input sequence T = 
(1, 1,...). Conversely, let p be any period for a binary sequence d. Then 
(modulo an isomorphism of automata) there is only one automaton of the 
type above with p states and response sequence d. 
Since another choice of period for d would give an equivalent automaton, 
every periodic binary sequence specifies an equivalence class of automata of 
the type defined. We shall, therefore, not distinguish between such classes of 
automata with distinguished initial states and the binary periodic sequences 
representing them. 
I f  ~ = (bj) is any binary sequence used as input sequence to the automaton 
A, the response sequence to this input sequence is easily calculated as 
cj = biaa(j), where G(O) = O, G( j )  = (~<jbk) modn if j>0 .  
I f  the sequence b is periodic, so is ~, and, thus, a composition between 
periodic binary sequences to be denoted g = bd is defined. 
EXAMPLES. The simplest nontrivial example of an automaton of the type 
above is a flip-flop generating one of the sequences (0, 1, 0, 1,...) or (1, 0, 1, 0,...) 
depending on the initial state. I f  the sequence ~ = (0, 1, 1, 1, 1, 1, 1, 1,...) 
of period 8 is used as input sequence to the automaton d = (0, 1, 0, 1,...), 
the response sequence is 6d = (0, O, 1, O, 1, O, 1, O, O, 1, O, 1, O, 1, O, 1,...) of 
period 16. 
3. THE COMPOSITE AUTOMATON 
A composite automaton A will be described by a directed graph G and 
a matrix G. The connections between the component automata re given 
by the directed graph, the interconnection logics are situated at the vertices, 
LOOP-FREE COMPOSITIONS OF AUTOMATA 305 
and the component automata are given by the matrix. The component 
automata can be thought of as situated on the edges of the graph. 
Let G be a finite, directed graph with vertices {%, v 1 .... , v,} and G = ((xij)) 
a matrix with entries periodic binary sequences xij, i , j  = O, 1,..., t such 
that ~, ~ (0, 0,...) if and only if (v~, %,) is not an edge in G. We call ((~iJ)) 
a connection matrix associated with the graph G. The interconnection logics 
at the vertices will be addition mod 2 in the following sense: At any time 
instant the output symbols from the automata {xij}i at the ingoing edges to 
vertex vj are added mod 2, the sum being distributed as input signals to all 
automata {x)k}~ at the outgoing edges from v~-. Thus, we are concerned 
exclusively with linear series-parallel networks. An example is given in 
Section 6. 
Not all graphs are accepted in describing the connections of a composite 
automaton, and we make the following restrictions: All graphs specifying 
the connections of a composite automaton are supposed to be finite, directed 
graphs with the upper and lower lattice property. I f  G is such a graph with 
vertices {v 0 , v 1 ,..., vt} , we suppose that the vertices are labeled such that 
(vi, vj) is never an edge if i ) j. Such graphs arc called connection graphs in 
this paper. 
In a graph, v 0 shall always denote the initial vertex and % the terminal 
vertex. Notice that if G is any connection graph with vertices {v o ,..., vt}, 
the subgraph G i consisting of all vertices and edges on all paths from v o to v~ 
in G, is a connection graph for all vertices v i . A vertex v in a graph G is said 
to be on level L if there exists a path from v 0 to v in G of length L and no 
path of length greater than L. I f  the terminal vertex v, is on level K, K is 
called the order of the graph. A vertex v is said to be on colevel L if there 
exists a path from v to v, of length L and no path of length less than L. Let 
G = ((g~)) be a connection matrix associated with the graph G. With every 
vertex v and edge (u, w) in G we shall associate periodic binary sequences 
g(v), g(u, w). Put £(Vo) = T = (1, 1,..). Suppose g(vj), g(vj, vk) is defined 
for all vertices %- and edges (v~, vk) with vj on a level less than L. Then if vi 
is on level L, define ~(vi) = ~ j  £(v j ,  vi) , and ~(v~, v~) = ~(vi) xi~ for all 
vertices vk. It is then easy to see that the sequence g(v,) is the periodic 
binary response sequence of the composite automaton when clocked regularly, 
i.e. with input sequence 1. An example is given in Section 6. 
4. THE GROUP OF PERIODIC BINARY SEQUENCES 
In this section some algebraic properties of binary periodic sequences 
needed in Section 5 to analyze the structure of the response sequences of 
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certain classes of composite automata re derived. The set of periodic binary 
sequences i an Abelian group under addition 
(Xo, xl ,...) q- (Yo, Yl ,.--) = (Xo + Yo, xl + Yl ,.-.), 
where addition is rood 2. We shall use the notations 0 = (0, 0,...), i = (1, 1,...). 
-- -- ~o--1 
Let g be a sequence and suppose p is a period for x. Put w(x, p) ~ ~i=o xi, 
g = (Xo, x 1 ,..., x~_~, x o ,...) and ~(g)= w(g,p)/p. The last definition is 
clearly independent of choice of period for g, giving the frequency of l 's in g. 
Let g = (x~) and y = (y~) be two sequences of periods m, n, respectively. 
With the composite sequence g = g37 as defined in Section 2: z3" = xjya(j), 
where G(0) = 0, G(j) = Z~<~ xk i f j  > 0. g is a well defined sequence with 
minimal period a divisor of ran. The definition is clearly independent of 
choice of period for g and y. 
The composition £ = g37, thus defined, is associative with the following 
properties: 
(1) Tg = g i  = g. 
(2) ~y=0i fandon ly i fg=0ory=0.  
(3) g (y  + ~) = (Yqg) q- (gg). 
(4) v7(~37) = r~(g) ~(y).  
Suppose g = Xo + "'" -[- g~ and r~(g) ~- W(Xo) + "'" + w(g~)- In that case 
{Xo ,..., g~} is called a splitting (of g) and g+ is called a split factor in g for 
every i. {xo, xl ..... g~} is a splitting if and only if, for eachp and for most one i, 
0 ~ i ~< n, (gi)~ = 1 where (g,)~ denotes the term labelled p in the sequence 
g~. Thus, where {go, g~ .... , g~} is a splitting of g, if (g)~ = 1 then, for 
exactly one 1, (gi)~ = 1; and if (g)~ = 0 then, for all i, (gi)~ = 0. Then: 
(5) ~37 is a split factor in g. 
(6) I f  {go ,..., g~} is a splitting, then {go Yo ,..., g~ Y~} is a splitting. 
(7) If { Yo,--., 3~} is a splitting, then {g37o ,..., g3~} is a splitting. 
Let q be a fixed integer and g a sequence such that for some integer K 
qK is a period of g and w(g, qK) is prime to q. The set of all such sequences i
denoted by X(q). Then: 
(8) If go ,..., g~ are in _~(q), then g0g~ ' ' '  g~ is in X(q). 
(9) Suppose x o ,..., x-~ are in X(q) and {go,..., g~} is a splitting. If there 
is only one sequence xi of greatest minimal period, then 
go + "'" + g~ is in X(q). 
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(10) Let x ,y ,  z, 5' be in X(q) such that £5 5' have period q. Then 
x-~ = 27~' implies that 2 = 27 and 5 ~ ~'. 
I f  there exists no split factor # 0 and of period r in a sequence 2, 2 is said 
to be r-irreducible. Then: 
(1 1) If  2 is a sequence of period qlC, there exists a unique splitting 
{20 ,..., 2K} of ~ such that ~j has period qJ for j  = 0,..., K,  and such that 2~. is 
qj-l-irreducible for j  = 1 .... , K ,  K > 0. This splitting is called the canonical 
splitting of 2. 
I f  2 is a periodic sequence and (2),~+,~ = 1 for all s, then p is called a 
period for the 1 in position n of 2. I f  in addition for all p '  dividing p, p'  ~ p, 
(2)~+8~. = 0 for at least one s, then p is called a minimal period of the 1 in 
position n. The 1 in position n may have more than one minimal period 
unless the minimal period of the sequence 2 is a power of a prime. For 
instance, the 1 in position 0 of the sequence (1, 0, 1, 1, 1, 0,...) of period 6 
has minimal periods 2 and 3 because the sequences (1, 0,...) of period 2 and 
(1, 0, 0,...) of period 3 are split factors of (1, 0, 1, 1, 1, 0,...). 
(12) If  2, 27 is in .X(q) with minimal period q~, q, respectively, then 227 
is qK-irreducible. I f  q' is a divisor of q, then 227 is qKq'-irreducible if and only 
if no 1 in 35 has period q'. 
EXAMPLE. The canonical splitting of the sequence (0, 1, 1, 1, 1, 1, 1, 1,...) 
of period 8 consists of the sequences (0, 1 .... ) of period 2, (0, 0, 1, 0,...) of 
period 4, and (0, 0, 0, 0, 1, 0, 0, 0,...) of period 8. According to (12) the 
composition 
(0, 1, 1, 1, 1, 1, 1, 1,...)(0, 1,...) = (0,0,  1,0, 1,0, 1, 0, 0, 1,0, 1,0, 1,0, 1,...) 
is 2k-irreducible for k = 0, 1, 2, 3. This is easily verified since no 1 in the 
sequence has minimal period different from 16. 
We shall give short proofs of the previous statements. First, we prove that 
the composition of sequences defined in Section 4 is associative. I f  2 = 
(x o ,..., x~ ,...) is any sequence write (2)~ = xn • Then if x, y, z are binary 
sequences ((227)5)~ = (227)~(z~) where p = ~i<~(227)~ = ZJ<q YJ and 
q ----- ~7~<~ xk • This gives 
( (~y)~)~ = (x,3(y~)(z~). 
I f  any summation is over an empty set of indices, the value is to be interpreted 
as zero according to the definition of G(0). On the other hand: 
(2(/f5)), = (Xn)(272)q = (x+)(yq)(z~). 
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Since this is valid for all n, (~35)2 = ~(352) for all £, y, 2. Thus, the composition 
is associative. 
Proof of (1). (lg)n = 1 "xG(~)= x~ since G(n)= n in this case. 
(2T)~ ----- (x~)(T)c(~) = x~ since (i)a(~) = 1 for all n. 
Thus, 1~ = gT = 2 for all sequences g. 
Proof of (2). That 2 = 0 or 35 = 0 implies 23~ = ~ is obvious from the 
definitions. Suppose 2 C= 0 and Y5 =/= 0. Then there exists an index k such 
that x~ =~ 0 and ~i<k xi =- j. Then, (235)~ 4= O. 
Proof of (3). 
(2(y + e)); = (x;)(y + e)G(;) 
= xs(ya(~) + Za(5)) = (xsya(~)) + (xsya(5)). 
But this is equal to ((235) + (£2)) 5 . 
Proof of (4). Let £ and 35 have period p, q, respectively. Then  (235)5 = l 
if and only if x5 = Ya(5) = 1. In the common period pq this is seen to occur 
(w(2, pq)/q) w( y, q) times. Thus, 
w(~35, pq) = w(g, p) w( y, q) or N(2y) ~ N(~) N(35). 
Proof of(5). Let 2, 35 be any periodic sequences. Then (235)5 = x, yc(j) = 1 
implies xj = 1. Put 2 = 2 q- 237, then z 5 = 1 implies x 5 = 1 and (£35)5 = 0. 
Then {~35, 2} is a splitting of 2. 
Proof of (6). Suppose {2o ,..., 2~} is a splitting. Then by (5) 2i Yi is a split 
factor in £i for any sequence y i .  For each index i, let {£, ~, ,  2i} be a splitting 
of 2i • Then 
But since {2 0 ,..., 2n} is a splitting 
= z = 2 + r = z + 2,), 
since obviously {•}i is a splitting. Thus,  
(~ 2,~,) = ~ N(2i2,) and {£iYi}i s a splitting. N 
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Proof of (7). Follows easily by (3) and (4). 
Proof of(8). Suppose xi has a period qX~ such that 
w(g~ , qX~) = p~ + qL~, (p; ,  q) = 1 for 
Then 
i ---- 0,..., n. 
W(~o ... g~ , qi, o+...+~,~) = ~':(go , qKO) ... ~(g ,  , q "O 
= (Po + qLo) "'" (P~ -7 qLn) = Po" 'P~ + q(something), 
where (po . . .p~,  q) = 1. Thus, 2o "" g~ is in X(q). 
Proof of (9). Let g~ be as in the proof of (8) and let I be the only index 
such that Kz = maxt{K~}. Then 
q"IW(go + .-- + e. )  = q/"(e(Xo) + --- + w(g.))  
= ~ qK~N(g~) = ~ qiqw(g,, qKO/qi q 
= ~(g~, q~") + F. qX,_i%(g~, q~,), 
i:/:l 
where (w(gs, q~C0, q) = 1. Thus, 2o + "'" + g~ is in X(q). 
Let g be a sequence in X(q) of minimal period qK. Then w(g, qXC) is prime 
to q. Let 3~7~ be the sequence of minimal period q defined by: (3~)~ ~ 1 if 
and only i f j  is congruent to h mod q. The minimal period of 5 ~ 2~k is qX+l, 
and we shall write 
- 1(/~) . l (k )  _2(k) ~2(k) q(k) q(/c) 
2 = (Z  0 , . . . ,  ,%K_l  , Z 0 , . . . ,  , ,qK_l  , . . . ,  ZO , ' " ,  ZqK 1 , . . . ) .  
LEMMA 1. Let 2 be a sequence in X(q) of minimal period qK, and let YI~ be 
defined as above. I f  (2): = 1 for some j, 0 <~ j <~ qK _ 1, then z~ (k) (defined 
(/" i(k) z Z~ (k'} previously) is 1 for exactly one i(k), 1 ~ i ~ q. Further, y z~ . = 1, 
then i is congruent o p mod q', a divisor of q, if and only if k is congruent to 
k' mod q'. 
Proof. By definition (~)i = (g), "(2Pk)a(j), where G( j )=2 i< j (g ) i .  
Thus, (~)j = 1 if and only if (~)j = 1 and ~i<~ (x)i is congruent o k mod q. 
The numbers 52i<j+dcs (2)i, 0 <~ s <~ q -- 1, take all values mod q exactly 
once because w(g, q~C) is prime to q. Hence, if (~)~. = 1 there is exactly one i, 
1 ~< i ~< q, such that z~ (k) = 1. I f  z~ (k)" = -5~'~(7~') = 1, then ~i<j+qrci(k) (2)i is 
congruent o k mod q and 52i<~+qK~(~,) x)i is congruent o k' mod q. Hence, 
we have that { i (k ) -  p(k')} w(g, qX) is congruent to k -  k' mod q. Since 
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w(2, qK) is prime to q, it follows that i is congruent to p mod q' if and only if k 
is congruent to k' mod q' where q' is a divisor of q. 
Proof of (lO). Let x, y, z and 2' be in X(q) such that 2, 5' have period q. 
I f  2 has minimal period q/c, then q~+l is the minimal period of 22. Thus, 
if 22 = 352', 2 and 35 have the same minimal period. Suppose that x~- = 1, 
while yj = 0 for some index 0 ~< j < qK. Since the sequence ~" in an obvious 
way has a splitting in sequences with only one nonzero element in the 
period q, it follows from (7) and the previous lemma that (22)~+tqx = 1 for 
some index t while (352')j+,dc = 0 for all t since by (5) 355' is a split factor 
in :f. I f  ~ = 35 and 22 = 352', then 2(2 -  ~') --~ 0, giving 2 ~ 2' since 
2 v~ 0 when 2 is in X(q). The proof is then complete. 
Proof of (1 1). Let 2 0 be the split factor in 2 of period 1 and maximal 
frequency N(20). Put 2' = 2 + 2 0 . Then let 2 1 be the split factor in 2' of 
period q and maximal frequency etc. It is easy to see that {20,.. ,  2/c} fulfils the 
requirements of (1 1). Suppose {2 o ,..., 2x}, {/f0 ,..., 35/c} are two splittings of 
the type required. Let i be the smallest index such that 2i v a 35i, and suppose 
(2~)~. = 1 while ( 35i)J = 0. In the period qK, 2i and 2 = Y~ ~. = ~ 35j- then has 
a 1 in all positions j + nq i, n = 0 ..... q/c-i _ 1, altogether q~c-i l's. Thus, 
35i+1 + ""+35K has l 's in these q/c-i positions. Suppose that 35k+1 has 
p~+lq K-k-1 l 's in the positions mentioned, in the period q/c, k -= i,..., K --  1. 
Since { 35i+1 ,..., 35/c} is a splitting, the total number of l 's in the period q/c is 
P,+lq K-i-1 + "'" -+-PK ~- P. Since Y1 is supposed to be qi-l-irreducible for 
i = 1,..., K,  we must have 
P*+I < q, 
Pi+2 < q~ -- P,+lq, etc., 
p/c < qK-i __ pi+lq/c-i-1 . . . . .  PK--Iq" 
By proving that the maximum of P is obtained by choosing Pk = q --  1 
for k = i + 1,..., K, one obtains that P is less than or equal to 
(q --  1)(q/c-I-1 + "'- + q + 1) = qK-, __ 1, 
contradicting that 2 has qK-i l 's in the required positions in the period q/c. 
Thus, the splittings are necessarily equal. 
Proof of (12). Suppose 2, 35 is in X(q) with minimal period qK, q respec- 
tively. By Lemma 1 no 1 in 2y has period q/c since 35 =/= i. Further qrCq,, when 
q' is a divisor of q, is a period of a 1 in 235 (Lemma 1) if and only if q' is a 
period of a 1 in 35. 
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5. APPLICATIONS TO COMPOSITE AUTOMATA 
In this section we investigate the output structure of the type of composite 
automata described in Section 3. All the component automata re of the type 
introduced in Section 2. An example is worked out in Section 6. We are 
aiming at a complete description of the output sequence of the composite 
automaton with regard to the frequency of l's and O's in all periodic sub- 
sequences. In order to obtain this, we introduce sufficient restrictions on the 
connections and component automata to make the algebraic analysis of 
Section 4 applicable. The set of sequences associated with the edges going 
out from any vertex in the connection graph is supposed to be a splitting. 
Then we can calculate the frequencies of the sequences involved by the 
definition of splitting and property 4 of Section 4. All component automata 
except {xit}i are supposed to be represented by sequences in X~(q) of minimal 
period q. Then, if the connection graph is suitably designed, the properties 
(8) and (9) of Section 4 apply. It then follows that all sequences involved are 
contained in the class _~(q). Properties (11) and (12) of Section 4 make it 
possible to find all periodic subsequences of the output sequence and calculate 
the frequencies of l's and O's (Theorems 1 and 2). Finally, (10) of Section 4 
indicates the fact proved in Theorem 3, that there is a one-to-one corre- 
spondence between composite automata (with distinguished initial state) 
of the type considered and the generated output sequences. We proceed with 
the details. 
Let G be a connection graph of order K with connection matrix G = ((~ij)). 
From now on, suppose that for all indices i, j, xiJ ~ T and has q as period, 
q being a fixed integer. If (vi,  vj) is an edge in G with vj # v , ,  we suppose 
that xi~ ~ X'(q). For all indices i 4= t, {2i~-}j is supposed to be a splitting. 
If g = ((v;1, v~),..., (v~, v~,+l)) is any path in G, let 
w(g) = w(gi,~ , q) "" w(gi,i,+l , q) 
and 
~(g) = ~(~i~i) "" ~(x~,~,+ O.
With N;j = N(~j), the matrix ((N~)) is denoted by N(G). The length (the 
number of edges) of the path g is denoted by La. 
LEMMA 2. Let G be a connection graph with associated matrix ((Xij-)). 
I f  v is a vertex on leveI L in G, then qL is a period of ~(v) and 
w(~(v), q') = Z q~-%(g), 
9 
summation over all paths from v o to v in G. 
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Proof. By induction on the level it can be proved that if (vi, vj) and 
(v~, v~) are any pair of edges not on the same path, then {g(vi, v~.), £(v~, v~)} 
is a splitting. In particular, if v is any vertex in G, then {g(vi, v)}i is a splitting. 
Now, suppose v i is a vertex on level L~ and (vi, v) is an edge in G. Suppose 
Lemma 2 is true for the vertex vi ,  then w(2(vi), qLO = 7~g qZ'-L~w(g), 
summation over all paths from v 0 to v~. Then 
Thus, 
~(~(~,, v), q',+l) = ~(~(~3, ¢9  ~(xi j ,  q) if ~ = ~j. 
w(Z(vi , v), qL) = qZ--L,--1 ~ qZ,--L.w(g ) W(gi~ , q) 
9 
= ~ qL-(zg+l) w(g) w(~i,, q) 
g 
= ~, qr~-Ww(g') 
g" 
where the last summation is over all paths g' from v o to v containing the edge 
(vi, v). By considering all vertices vi such that (vi, v) is an edge, the result 
follows by induction on the level since {x(vi, v)}i is a splitting. 
COROLLARY 1. Let v 4: v, be a vertex on level L in G, and suppose there 
is only one path in G from v o to v of length L. Then, w(Z(v), e L) is prime to q, 
and, thus, qL is the minimal period of g(v). 
Proof. I f  g = ((Vo, vii), (vii, vq) ..... (viLg_l, v)) is a path from v 0 to v, 
then w(g) is prime to q, because all edge sequences on the path are in X(q). 
Since w(£(v), qL) = ~g qL-Lgw(g), summation over all paths from v 0 to v, 
and only one path has length L, the number w(g(v), qL) is prime to q. Hence, 
the minimal period of ~(v) is qL. 
THEOREM ]. Let vi be a vertex on levelL in g. Then 
L 
Proof. N(G) is a matrix with elements in the field of rational numbers, and 
the matrix operations are defined as usual. By the previous lemma v2(z(v/)) = 
~ v~(g), summation over all paths from v 0 to v/.  Comparison with the 
properties of the adjacency matrix of a graph (Berge, 1964, Chapter 14) gives 
the result. 
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A connection graph is called pseudoproper if for all vertices v v a vt there 
is only one path from v 0 to v of length equal to the level of v. I f  G is pseudo- 
proper, so are the subgraphs Gi (defined in Section 3) for all vertices vi • 
LEMMA 3. Let G be a pseudoproper connection graph with connection 
matrix ((~i~.)) and let v be a vertex in G different from v o and vt. Then all 
sequences g(v) and 2(vi , v) are in the set X(q). 
Proof. Lemma 3 is trivially true for all graphs of order 0 and 1. Suppose 
that Lemma 3 is true for all pseudoproper connection graphs of order less 
than K > 1 and let G be a pseudoproper graph of order K. If  vt @ v0 is 
a vertex on level K --  2 or less, it follows from the induction hypothesis that 
g(vi) is in X(q), and 2(vi, vj) ~- 2(vi) 2ij is in X(q) by property 8 of Section 4 
i f j  ~ t. 2(Vo, vj) is also in _~(q) i f j  =/= t. In particular, if v k is a vertex on 
level K - -  1, then all sequences {2(%, vk)}~ are in X(q) and the set (£(%, vk))~ 
of sequences i a splitting of 2(v~). Since the graph is pseudoproper, property 9
of Section 4 applies such that 2(vk) = ~ ~(%,  vk) is in X(q). This completes 
the proof. 
THEOREM 2. Let G be a pseudoproper connection graph with matrix ((£ij)), 
and let {vi}i be the vertices on colevel 1 and level L in G. For each i, let 2~ be the 
split factor of xit containing all l' s of minimal period q'. Then {x(vi) 2~}i is a 
splitting of the split factor of £(vt) consisting of all l's of minimal period qZq,, 
l<q '~q.  
Theorem 2 characterizes all periods of the l 's in the response sequence 
2(vt) of G'. By applying Theorem 2 to the graph G' with connection matrix 
((x;~)), (defined below), generating the sequence i + 2(vt), the periods of 
the O's in g(vt) are determined. Theorem 2 is most easily proved by using the 
graph G', so we proceed to define this graph before proving Theorem 2. 
Let G be a connection graph with connection matrix ((2ij)). The graph G' 
has the same vertices as G, and if v 3 ~ vt and (vi, vj) is an edge in G, then 
(vi, vj) is also an edge in G'. Further, (vi, vt) is an edge in G' if and only if 
~ x-~. k v a 1, summation over all outgoing edges from v i in G. Clearly G' is 
a connection graph of the same order as G, and G' is pseudoproper if G is 
pseudoproper. 
A connection matrix ((x-~'j)) for G' is defined as follows: I f j  =/= t and (vi, vj) 
is an edge in G', then x-~'j = x-i3-. I f  (vi, vt) is an edge in G', then x-'t -= 
+ ~k 2ik, summation over all outgoing edges from vi in G. 
LEMMA 4. If 2'(vt) is the response sequence of the composite automaton 
((x-~j)), then {2'(v,), 2(vt) } is a splitting of i. 
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Proof. Suppose (2(v,))~ = 0 and let vi be the unique vertex on highest 
level in G with (2(v,))~ = 1. If35 is the sequence of period q with w(y, q) = 1 
and (2(v~) y)~ = 1, then 35 is not a split factor in 2ij for any edge (v~, v;) in G. 
35 is, therefore, a split factor in 2~t. Hence, (2'(vt))~ = 1. This completes the 
proof since G = G". 
Proof of Theorem 2. Let q' @ 1 be a divisor of q. Suppose (g(vt))~ = 1, 
and let L be the highest level such that for some vertex vi on level 
L (2(vi))~+sqz = 1 for all s. Let Yk be the sequence of period q with (35~)~ = 1 
and w(35~, q) = 1. I f  (~(vi)35ko)n = 1, then (2(vi)2u)n+q'qLs = 1 for all s 
if and only if the sequences Y~0+~q' ' 0 ~< r < q/q' are split factors of 2it by 
Lemma 1. I f  for some r ~fk0+r ~,is not a split factor in 2it, then let %- be the 
vertex in G' with split factor 35k0+,q, of x-i' ~ . Let ((vj, vj), (vi~ , vj),..., (v j ,  vt)) 
be a path in G' from vj to vt. By Lemma 1 we have that (2'(v~, vh)),~+q,qL ~, = 1 
for at least one s', (g'(v~, vj))~+q,qZs" = 1 for at least one s" etc. Hence, 
(£'(vt))n+q,qL~ = 1 for at least one p, and q,qL is not a period of the 1 in 
position n of 2(vt). Hence, it is proved that {2(vi) ~£}i, vi on level L and 
colevel 1 is a splitting of the split factor of 2(vt) consisting of all l 's of minimal 
period q, qL. 
COROLLARY 2. Let G be a pseudoproper connection graph of order K with 
connection matrix ((g/j)). Then the response sequence £(vt) has minimal period 
qlC-lp when p is the least common multiple of the minimal periods of the sequences 
Xit" 
A connection graph G is called proper if for every triple of different vertices 
(vi , v~ , vk) such that (vi , vk) and (vj, vk) are edges in G, the vertices vi and vj 
are on different levels. In particular a proper graph is pseudoproper. 
THEOREM 3. I f  2 is the response sequence of a composite automaton with 
proper connection graph, then 2 uniquely determines the proper connection graph 
and the connection matrix. 
Proof. Introduce a vertex vt, and let the response sequence be 2(vt) = g. 
Denote the canonical splitting of 2(vt) by {~(vi, vt)}i such that ~(vi, vt) has 
period qL,+l and is qr*-irreducible. For each index i, introduce a vertex vi. 
Then the vertices on colevel 1 are given since the vertices on colevel 1 are 
on different levels when G is proper. By (10) of Section 4, there exist uniquely 
determined sequences 2(vi) , 2~t , for each index i, such that ~(vi) is in _~(q), 
xit has period q and 2(v~)2~t = g(vi, vt). Thus, the sequences {2~t}i are 
determined. We then continue the reconstruction of the graph G and matrix 
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((2i~-)) in the following way. Find the canonical splitting of 2(v,). Since the 
graph is proper, a vertex v~. and an edge (vj, vi) has to be introduced for 
each split factor in the canonical splitting of 2(v~.). We then use (10) of 
Section 4 to get the sequences 2(v~) and 23-~ such that 2(%-) 2~-i is equal to the 
split factor considered. Note that if a vertex %- is introduced such that the 
sequence £(vj) is equal to a sequence 2(vk) where vk is a vertex already 
introduced, the vertices % and v~ are identified. Then continue to construct 
the vertices on colevel 3, colevel 4 etc. until the whole graph and the connec- 
tion matrix is reconstructed. 
COROLLARY 3. Suppose q is a prime number. Then if G or G' is a proper 
graph, ((2i~)) is uniquely determined by ~(vt). 
Proof. If  G is not proper, ((2i'j)) is uniquely determined by the sequence 
+ 2(v~) = 2'(vt'), and ((2~)) is determined by ((2"~')) since G -~ G". Let G 
be a connection graph with matrix ((2;j)). To every sequence 2i~. corresponds 
an automaton of the type considered in Section 2 with distinguished initial 
state. The set of states of the composite automaton is by definition the 
product of the sets of states of the components. Thus, the matrix ((2~j)) 
specifies a distinguished initial state for the composite automaton. For any 
sequence 2 = (x0, Xl,...), let C~(2) = (x~, xk+ 1 .... ) be the sequence obtained 
by translating ~ k steps, k = O, 1,..., q --  1. 
Then, for each vertex v i :/: vt,  {Ck(i)(2~.~)}~ is a splitting. Here, k(i) is an 
integer dependent on i. I f  21j is the response sequence of the automaton ai~ 
in initial state s o (input sequence 1), then C~(~-j) is the response sequence of 
the same automaton in initial state sly. It follows that the matrix ((C~(i)(2;j))) 
is a connection matrix for the same graph G specifying the same composite 
automaton with another distinguished initial state s'. The set of states s' 
obtained by different choice of values for k(i), specifies a subautomaton A'
of A. ~/' is called the reduced composite automaton. Two states are by 
definition in the same state component, if there is a finite input sequence 
which takes the automaton from one to the other state. 
THEOREM 4. Let G be a pseudoproper connection graph of order K and with 
L vertices. Suppose ((2;j)) is an associated connection matrix such that all ~j  are 
in X(q) n {0}. Then the reduced composite automaton A' has qL-K-1 state 
components. 
Proof. By Corollary 2, ,~(vt) has minimal period qg. This means that with 
2/' in any initial state, the response sequence to the input sequence T has 
minimal period qX, such that each state component contains qX elements. 
316 JOHNSEN AND KJELDSEN 
Since the state set of A '  has qL-1 elements, there are qL-K-~ state components 
of A'. 
COROLLARY 4. Let G be a proper connection graph such that all sequences 
xi~ in the connection matrix ((Xi3)) are  in X(q) k) {0}. Then the reduced composite 
automaton A' is minimal 
Proof. To prove that A '  is minimal is equivalent o prove that there 
exists an input sequence giving different output sequences to different 
initial states [Both, 1968, p. 82]. By Theorem 3, different initial states of A' 
generate different output sequences to the input sequence 1, because different 
initial states correspond to different connection matrices. 
6. AN EXAMPLE 
Let A 1 , A 2 , A 3 ,..., A 9 be component automata of the type specified in 
Section 2 and A the composite automaton given in Fig. 1. Int, our theory, the 
FIG. 1. The composite automaton A.
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Fio. 2. The graph G. 
interconnections are represented by the graph G in Fig. 2. Notice that G is a 
proper connection graph of order 4. Let the automata A 1 ,..., A 9 have response 
sequences all of period 3: 
A 1 = 2ol = (1, 0, 1,...), 
A 2 = 202 = (0, 1, 0,...), 
A a = 21a = (1, 0, 0,...), 
A4 = 2~4 = (1, 1, 0,...), 
A 5 = 215 = (0, 0, l , . . . ) ,  
A~ = 245 = (0, 1, 1,...), 
A 7 ~- 226 = (0, 0, 1,...), 
A s = 2~6 = (1, 0, 1,...), 
A 9 = 256 = (0, 0, l , . . . ) .  
This gives the frequency matrix 
~(G) = 1/3 
~0210000~ 
O00101 i ]  000020~ 
000000 . 
000002 
000000 
~000000 
643122[4-z 
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The frequency of the sequences generated at the vertices is then given by 
~(~(v,)) = (E~=I ~(G)%:  
i 0 1 2 3 4 5 6 
- - - - ; -  - 
1/3 2/32 31/34 
The vertices on colevel 1 in G are v2, v 3 , and v 5 . These are on levels 1, 2, 
and 3, respectively. 
The canonical splitting of 2(vt) is then given by the sequences 2(vz) 526 , 
5(%) 586, and 5(%) 556 of frequency 1/32, 4/33 and 10/34, respectively. This 
means that if the automaton A is clocked regularly, the response sequence 
5(%) has minimal period 34. This sequence has subperiods 32, 33, and 34 of 
l 's and no others. I f  5(v6) is split as a sum of sequences of these shorter 
periods: 
~(v~) = ~2 + x~ + 55 
= ~(v2) ~2~ + ~(v.) ~.6 + 5(~5) 5~6. 
Then x2 has one 1 in its minimal period 32, 5~ has 4 l 's in its minimal period 
33 and 55 has 10 l 's in its minimal period 34. 
Subperiods of O's in 5(%) are determined by the graph G' in Fig. 3. The 
Vo ~?ql 
FIG. 3. The graph G'. 
vertices on colevel 1 in G' are v 1 , va, % and v 5 on levels 1, 2, 2, and 3 respec- 
tively. Thus, the sequence 2(%) has O's of periods 32, 3 a and 34, and no 0 of 
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minimal period different from these. From Theorem 4, the composite 
automaton has at least 37-4-1 = 32 state components generating different 
cycles since G is proper. The cycles generated by these states, have the same 
minimal period 34 .
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