In the chemical industry, final products arise from chemical and physical transformations of materials in processing units. We consider the case of batch production mode, where the total requirements for intermediate and final products are divided into individual batches. To produce a batch, the inputs are first loaded into a processing unit, then a transformation process is executed, and finally the output is unloaded from the processing unit. In general, storage facilities of limited capacity are available for stocking raw materials, intermediates, and final products.
Planning problem
Short-term planning of batch production in the chemical industry deals with the detailed allocation of the production resources of a single plant over time to the processing of given primary requirements for final products. Batch production is typically used either for technological reasons or for the case of multiple products processed on multi-purpose equipment. In Subsection 1.1 we review the particular characteristics of batch production on multi-product production plants. In Subsection 1.2 we state the planning problem. In Subsection 1.3 we introduce a practical example of a chemical production plant that has been provided by Kallrath (2002) .
Batch production
In general, a multi-product plant consists of multi-purpose processing units (e.g., heaters, filters, and reactors) and storage facilities (e.g., tanks, silos, and a cooling house). The final products are produced by performing a sequence of transformations, which are also called tasks. For executing a task, several alternative processing units may be available. In this case, the duration of the task may depend on the processing unit used. In a multi-purpose processing unit, several processes can be performed, but only one at a time. Between consecutive executions of different tasks in a processing unit, a cleaning with sequence-dependent duration may be necessary.
Each task consumes and produces one or several products, where the input or output proportions are either fixed or variable within prescribed bounds. Some intermediates are perishable and must be consumed immediately after production. Material flows can be linear, divergent, convergent, or general (including the case of recycling flows).
The minimum and maximum filling levels of the processing unit used give rise to a lower and an upper bound on the batch size. This is the reason for executing a task several times to fulfill the primary requirements. Note that in chemical batch production, the duration of a task is independent of the batch size. In the following, the execution of a task will be called an operation.
Each product family requires a specific configuration of the plant. During a re-configuration of the plant, no operation can be processed. Thus, the objective of makespan minimization is particularly important in order to ensure high resource utilization and short customer lead times.
Short-term planning problem
The planning problem can be stated as follows. Given primary requirements for the final products, we must determine (a) the batch size, the input and the output proportions, and the number of executions for each task; (b) an assignment of the corresponding operations to the processing units; and (c) start times of the operations such that
• the given primary requirements for final products are satisfied,
• the prescribed intervals for the batch sizes and the input and output proportions are observed,
• no processing unit processes more than one operation at a time,
• the processing units are cleaned between consecutive operations,
• a sufficient amount of each input product is available at the start of each operation,
• sufficient storage space for output products is available at the completion of each operation,
• all perishable intermediates are consumed immediately after production, and
• the makespan is minimized.
Sample production process
In this subsection we describe the chemical batch production process of the case study presented by Kallrath (2002) and based on an existing plant. For the representation we use a modification of the state-task network (STN) concept introduced by Kondili et al. (1993) . An STN is a directed graph which includes three types of elements:
1. State nodes represent the raw materials, intermediates, and final products. They are drawn as ellipses labeled with the respective state number and the initial and maximum stocks of the corresponding product. Some of the intermediate products cannot be stocked, which is indicated by the label "ns" (no stock). The value ∞ for the initial or maximum stock means that there is respectively sufficient initial stock or storage capacity.
2. Task nodes refer to the chemical or physical transformations of materials from one or more input states into one or more output states. Task nodes are represented by rectangles indicating the task number, the processing units in which the task can be executed, and the corresponding processing and cleaning times.
Unit U4: [4, 10] Unit U2: [5, 20] Unit U6: [3, 7] Unit U7: [3, 7] Unit U8: [4, 12] Unit U9: [4, 12] Unit U1: [3, 10] Figure 1 shows the STN for the batch production process under study with 19 products, 17 tasks, and 9 processing units. The shaded areas group the tasks that can be processed in the same units. Alternative processing units are available for executing tasks 10 to 14, 16, and 17. In order to guarantee product purity, each processing unit must be cleaned before proceeding to an operation at a higher task index (tasks are numbered according to increasing quality requirements). The time needed for cleaning a processing unit equals one half of the processing time of the preceding operation.
In the context of supply chain management, the primary requirements to be produced in the production network are determined on the mid-term campaign planning level. Campaign planning aims at using the procurement, production, storage, and transportation facilities in the supply chain efficiently by synchronizing the respective material flows. For mixed-integer linear programming models for campaign planning, we refer to Grunow et al. (2002) and Timpe and Kallrath (2000) .
The short-term planning problem described in Subsection 1.2 has been widely discussed in the chemical engineering literature. An overview of state-of-the-art models and methods can be found in the survey papers of Floudas and Lin (2004) , Burkard and Hatzl (2005) , and Méndez et al. (2006) . Roughly speaking, monolithic approaches (cf. Subsection 2.1) and decomposition approaches (cf. Subsection 2.2) can be distinguished.
Monolithic approaches
The monolithic solution approaches address the short-term planning problem as a whole, starting from a mixed-integer linear programming formulation. The time horizon is divided into a given number of time periods. In so-called time-indexed formulations (see e.g., Kondili et al. 1993) , the period length is fixed. In contrast, in so-called continuous-time formulations (see e.g., Ierapetritou and Floudas 1998 or Castro et al. 2001) , the period length is chosen implicitly during the solution of the mixed-integer linear program.
The main disadvantage of all these monolithic approaches is that the CPU time required for solving real-world problems tends to be prohibitively long (cf. Brucker and Hurink (2000) did not consider all the constraints mentioned in Subsection 1.1. In particular, they assumed that the capacity of the storage facilities is unlimited, and that each task can be executed in one dedicated processing unit. The authors have devised a constructive algorithm for computing the numbers and the sizes of the batches, and a tabu search procedure for scheduling the batches on the processing units. Maravelias and Grossmann (2004) proposed computing the number of batches by solving the LP relaxation of a monolithic continuous-time formulation of the short-term planning problem. The batch sizes and the start times of the operations were then determined by a branch-and-bound algorithm that uses constraint-propagation techniques.
Decomposition approaches
The solution approach proposed in the present paper is based on a hierarchical decomposition into a batching and a batch-scheduling problem presented in Neumann et al. 
Cyclic solution approach
In this section we present a cyclic approach to the short-term planning problem, which is based on the decomposition principle introduced by Neumann et al. (2002) . A preliminary version of our approach can be found in Schwindt and Trautmann (2006) .
Our method consists of the three phases of cyclic batching (Subsection 3.1), cyclic batch scheduling (Subsection 3.2), and concatenation (Subsection 3.3). Each of these phases is performed only once. Moreover, we limit the size of the cyclic batch scheduling problem to be solved. In total, a relatively short CPU time is required, and we are able to efficiently cope with problem instances including thousands of operations.
Cyclic batching
In the cyclic batching phase, we determine the set of operations (together with their respective batch sizes and input and output proportions) belonging to one cycle, and the number of cycles needed to satisfy the given primary requirements. In doing so we must take into account the prescribed bounds on the batch sizes, the prescribed bounds on the input and output proportions, and the initial inventory levels. Moreover, in order to keep the scheduling problem tractable, we impose an upper bound on the total number of operations belonging to one cycle. To obtain a cyclic solution allowing for executing the same sub-schedule an arbitrary number of times, the amount of any intermediate produced within one cycle must be equal to the amount consumed. This cyclic batching problem can be formulated as a mixed-integer nonlinear program of moderate size (cf. Schwindt and Trautmann 2006), and locally optimal solutions can be determined using standard software.
Cyclic batch scheduling
In the cyclic batch scheduling phase, we compute a sub-schedule by allocating the processing units and storage facilities over time to the processing of the operations belonging to one cycle such that the makespan is minimized. An appropriate sub-schedule can be determined using the truncated branch-and-bound method or the priority-rule-based method proposed by Neumann et al. (2002) and , respectively. An improved version of the latter procedure is presented in Fink and Schwindt (2007) .
The main principle of the priority-rule-based method consists in scheduling the operations one after another on the processing units in such a way that the material-availability constraints are observed. The storage-capacity constraints are taken into account in a second scheduling pass (Schwindt and Trautmann's method) or by appropriately delaying producing operations via an unscheduling procedure (Fink and Schwindt's method).
Concatenation
In the concatenation step, we generate a complete production schedule as follows. The computed sub-schedule for executing the operations of one cycle defines a partial ordering among those operations. We represent this ordering by precedence relationships between the operations. Moreover, the completion time of the last operation that is processed in a processing unit defines a release date for the changeover to the first operation in that unit in the next execution of the sub-schedule. Analogously, the last change in the inventory level of an intermediate gives rise to a release date for the first operation that subsequently produces or consumes that intermediate.
The start and completion times for the operations in the first cycle equal those of the subschedule computed in the cyclic batch scheduling phase. For computing the start and completion times of the operations in the next cycle, we solve a temporal scheduling problem, which consists in computing an earliest schedule for those operations subject to the precedence relationships between and the release dates for the operations. This temporal scheduling problem represents a longest path problem and can be solved efficiently by standard network flow algorithms (see Ahuja et al., 1993) . Thus, the concatenation of the cyclic sub-schedules forming the complete production schedule can be performed in polynomial time.
Performance analysis
We compared our cyclic approach to the decomposition method devised by Gentner et al. (2004) . For our analysis, we used a test set proposed by Gentner (2005) , which consists of 70 instances generated by varying the primary requirements for the final products in the example presented in Subsection 1.3. For each instance we computed an approximate solution to the cyclic batching problem using Frontline Systems' Solver package. The sub-schedules were generated with a randomized multi-pass version of Schwindt and The results obtained for the 70 problem instances are shown in Table 1 , where "C max " stands for the best makespan found, "t cpu " is the CPU time in seconds, and "# op.'s" designates the number of operations in the complete production schedule. For each problem instance the new method was able to find a markedly better solution. Especially for large-scale problem instances, the required CPU time was significantly smaller than the time needed by the method of Gentner et al. Having prescribed an upper bound of ε = 150 batches, between 14 and 583 seconds were required for solving the cyclic batching problem. The priority-rule based method was stopped after 60 seconds of CPU time. The concatenation required less than one second of CPU time.
Conclusions
In this paper we have presented a cyclic approach to short-term planning in chemical batch production. Our method is based on the decomposition of the short-term planning problem into a batching level providing the set of operations to be executed and a batch scheduling level that schedules the operations on the processing units subject to material-availability and storage-capacity constraints. The main idea of our cyclic approach consists in formulating the batching problem as a cyclic model where the given primary requirements are produced through the repetitive execution of the same set of operations. In this way we ensure that the resulting batch scheduling problem can be solved within a reasonable amount of computation time by computing a subschedule for the operations of one cycle and concatenating the number of cycles needed to meet the primary requirements.
