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SEMICLASSICAL SPECTRAL ASYMPTOTICS FOR A
TWO-DIMENSIONAL MAGNETIC SCHRO¨DINGER OPERATOR
II: THE CASE OF DEGENERATE WELLS
BERNARD HELFFER AND YURI A. KORDYUKOV
Abstract. We continue our study of a magnetic Schro¨dinger operator on a
two-dimensional compact Riemannian manifold in the case when the minimal
value of the module of the magnetic field is strictly positive. We analyze the
case when the magnetic field has degenerate magnetic wells. The main result
of the paper is an asymptotics of the groundstate energy of the operator in the
semiclassical limit. The upper bounds are improved in the case when we have
a localization by a miniwell effect of lowest order. These results are applied
to prove the existence of an arbitrary large number of spectral gaps in the
semiclassical limit in the corresponding periodic setting.
1. Preliminaries and main result
Let M be a compact connected oriented manifold of dimension n ≥ 2 (possibly
with boundary). Let g be a Riemannian metric and B a real-valued closed 2-form
on M . Assume that B is exact and choose a real-valued 1-form A on M such that
dA = B. Thus, one has a natural mapping
u 7→ ih du+Au
from C∞c (M) to the space Ω
1
c(M) of smooth, compactly supported one-forms on
M . The Riemannian metric allows to define scalar products in these spaces and
consider the adjoint operator
(ih d+A)∗ : Ω1c(M)→ C∞c (M) .
A Schro¨dinger operator with magnetic potential A is defined by the formula
Hh = (ih d+A)∗(ih d+A).
Here h > 0 is a semiclassical parameter, which is assumed to be small. If M has
non-empty boundary, we will assume that the metric g and the magnetic potential
A are smooth up to boundary and the operator Hh satisfies the Dirichlet boundary
conditions.
We are interested in semiclassical asymptotics of the low-lying eigenvalues of the
operator Hh. This problem was studied in [4, 9, 10, 11, 12, 13, 14, 15, 19, 20, 21,
22, 23, 24, 25] (see [5, 8] for surveys).
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In this paper, we study the problem in a particular situation. We suppose that
M is two-dimensional. Then we can write B = b dxg, where b ∈ C∞(M) and dxg
is the Riemannian volume form. Let
b0 = min
x∈M
|b(x)| .
We furthermore assume that:
• b0 > 0;
• the set {x ∈ M : |b(x)| = b0} is a smooth curve γ, which is contained in
the interior of M ;
• there is a constant C > 0 such that for all x in some neighborhood of γ the
estimates hold:
(1.1) C−1d(x, γ)2 ≤ |b(x)| − b0 ≤ Cd(x, γ)2 .
The main purpose is to give an asymptotics of the groundstate energy of the
operator Hh. Denote by N the external unit normal vector to γ. Let N˜ denote the
natural extension of N to a smooth normalized vector field on M , whose integral
curves starting from a point x in a tubular neighborhood of γ are the minimal
geodesics to γ. Consider the function β2 on γ given by
(1.2) β2(x) = N˜
2|b(x)| , x ∈ γ .
By (1.1), it is easy to see that
β2(x) > 0 , x ∈ γ .
Theorem 1.1.
There exists h0 > 0, such that, for any h ∈]0, h0],
λ0(H
h) = hb0 + h
2 µ0
4b0
+O(h17/8) .
where
µ0 := inf
x∈γ
β2(x).
The paper is organized as follows. In Section 2 we construct approximate eigen-
functions of the operator Hh. This allows us to prove an upper bound in Theo-
rem 1.1 (see Corollary 2.2). In Section 3 we prove a lower bound for λ0(H
h) and
complete the proof of Theorem 1.1. In Section 4, assuming the existence of a unique
non-degenerate miniwell for the reduced spectral problem on γ, we construct more
refined approximate eigenfunctions of the operator Hh, improving the upper bound
of Section 2. In Section 5 we consider the case when the magnetic field is periodic.
We combine the constructions of approximate eigenfunctions given in Sections 2
and 4 with the results of [7] to prove the existence of arbitrary large number of
gaps in the spectrum of the periodic operator Hh in the semiclassical limit.
Acknowledgements.
We wish to thank the Erwin Schro¨dinger Institute in Vienna and the organizers
of the Conference “QMath11 — Mathematical Results in Quantum Physics” in
Hradec Kralove for their hospitality and support.
2. Upper bounds
2.1. Approximate eigenfunctions: the main result.
The purpose of this section is to construct approximate eigenfunctions for the op-
erator Hh. Denote by R the scalar curvature of the Riemannian manifold (M, g).
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Theorem 2.1.
For any x ∈ γ and for any integer k ≥ 0, there exist C and h0 > 0, such that, for
any h ∈]0, h0], there exists Φhk ∈ C∞c (M),Φhk 6= 0 , such that∥∥HhΦhk − λh(k, x)Φhk∥∥ ≤ Ch17/8‖Φhk‖ ,
where
(2.1) λh(k, x) = (2k + 1)hb0 + h
2
[
(2k2 + 2k + 1)
β2(x)
4b0
+
1
2
(
k2 + k
)
R(x)
]
.
When k = 0, we get:
Corollary 2.2.
For any x ∈ γ, there exist C and h0 > 0, such that, for any h ∈]0, h0], there exists
Φh0 ∈ C∞c (M),Φh0 6= 0 , such that∥∥HhΦh0 − λh(x)Φh0∥∥ ≤ Ch17/8‖Φh0‖ ,
where
λh(x) = hb0 + h
2 β2(x)
4b0
.
This corollary gives immediately the upperbound in Theorem 1.1.
The proof of Theorem 2.1 is long, so we will split it in different steps in the next
subsections but let us previously discuss the interpretation of the coefficients.
2.2. Geometrical interpretation of the coefficients.
The term
(2.2) (2k + 1)hb0 +
1
2
h2
(
k2 + k
)
R
in the right-hand side of (2.1) has a natural interpretation. It depends on whether
R is zero, positive or negative and in all three cases can be described in terms of
eigenvalues of the associated magnetic Laplacian with constant magnetic field (Lan-
dau operator) on the corresponding simply connected Riemann surface of constant
curvature.
For R = 0, it is a well-known fact that the eigenvalues of the magnetic Laplacian
with constant magnetic field b on the flat Euclidean plane
Hh =
(
ih
∂
∂x
− by
)2
− h2y2 ∂
2
∂y2
are given by the Landau levels
λh(k) = (2k + 1)hb, k ∈ N.
In the case R is negative, we consider the hyperbolic plane H, which is realized
as the upper halfplane
H = {(x, y) ∈ R2 : y > 0} ,
equipped with the Riemannian metric
g =
dx2 + dy2
y2
.
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Then the scalar curvature is a negative constant R = −2. The magnetic Laplacian
with constant magnetic field b on H is given by (see, for instance, [1])
Hh = y2
(
ih
∂
∂x
− by−1
)2
− h2y2 ∂
2
∂y2
.
This operator first appeared in theory of automorphic forms, where it is known
as the Maas Laplacian. Its spectrum in L2(H) was studied by Elstrodt in [2]. It
consists of absolutely continuous and discrete parts. The absolutely continuous
part is given by
σac(H
h) = [h2b2 +
1
4
,+∞[ .
The discrete part is empty if 0 ≤ hb ≤ 12 and, if hb > 12 , consists of a finite number
of eigenvalues of infinite multliplicity (hyperbolic Landau levels) given by
λh(k) = (2k + 1)hb− h2 (k2 + k) , k ∈ N , k < hb− 1
2
.
It is clear that the last formula agrees with (2.2).
Finally, in the case R is positive, we consider the two-dimensional sphere
S2 = {(x, y, z) ∈ R3 : x2 + y2 + z2 = 1},
equipped with the Riemannian metric induced by the standard Euclidean metric
in R3. Then the scalar curvature is a positive constant R = 2. In this context the
magnetic Laplacian is constructed as the Bochner Laplacian, acting on sections of
a Hermitian line bundle L with a compatible connection ∇ over S2. The magnetic
field is the curvature 2-form B of ∇. It is constant if B is a scalar multiple of the
volume 2-form dxg:
B = s dxg, s ∈ R .
The construction of a Hermitian line bundle L with a compatible connection
∇ such that the associated magnetic field is constant is a particular case of pre-
quantization in geometric quantization [16]. Such a line bundle exists if and only
if s = n/2 for some n ∈ Z. For s = n/2, the corresponding line bundle (Ln,∇n)
can be described as a complex line bundle associated with an S1-principal bun-
dle S3 → S2 called the Hopf fibration and the character χn : S1 → S1 given by
χn(u) = u
n, u ∈ S1. In physics literature, (Ln,∇n) is a well-known Wu-Yang mag-
netic monopole [26], which provides a natural topological interpretation of Dirac’s
monopole of magnetic charge g = nh/2e.
The magnetic Laplacian Hn acting on sections of Ln is defined as
Hn = ∇∗n∇n .
Its spectrum was computed in [27] (see also [17, 18]). It consists of a countable set
of eigenvalues (spherical Landau levels) given by
(2.3)
1
2
|n|(2k + 1) + k2 + k , k ∈ N ,
with multiplicity |n|+2k+1. The corresponding eigenvalues are known as monopole
harmonics. The formula (2.3) agrees with (2.2) if we take h = 1/n and
Hh =
1
n2
∇∗n∇n .
Finally, let us mention the paper [3], which states that the three types of magnetic
Laplacians described above are integrable in some sense and provides the complete
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description of their spectra in the same way as it was done by Schro¨dinger for the
harmonic oscillator.
2.3. Expanding operators in fractional powers of h.
The approximate eigenfunctions Φhk ∈ C∞c (M), which we are going to construct,
will be supported in a small neighborhood of the point x ∈ γ appearing in the
theorem. We will consider some special local coordinate system with coordinates
(s, t) in a neighborhood of γ such that γ corresponds to t = 0. We will only apply our
operator on functions which are products of cut-off functions with functions of the
form of linear combinations of terms like hνw(s, h−1/2t) with w in C∞(S1)⊗S(Rt).
These functions are consequently O(h∞) outside a fixed neighborhood of γ. We will
start by doing the computations formally in the sense that everything is determined
modulo O(h∞), and any smooth function will be replaced by its Taylor’s expansion
at γ. It is then easy to construct non formal approximate eigenfunctions.
Choose a normal coordinate system in a tubular neighborhood U of γ with
coordinates X = (X0, X1) with X0 = s and X1 = t. Here s ∈ [−L/2, L/2) ∼=
S1L = R/LZ is the natural parameter along γ (L is the length of γ), γ is given by
the equation t = 0, and t ∈ (−ε0, ε0) is the natural parameter along the geodesic,
passing through the point on γ with the coordinates (s, 0) orthogonal to γ.
It is well known that in such coordinates the metric g has the form
g = a(s, t)ds2 + dt2,
where
a(s, 0) = 1 .
So we can write
(2.4) g00(s, t) = 1 + a1(s)t+ a2(s)t
2 +O(t3) , g01(s, t) = 0 , g11(s, t) = 1 .
In particular, we have for the first coefficient of the inverse matrix (gij)
(2.5) g00(s, t) = 1− a1(s)t− (a2(s)− a1(s)2)t2 +O(t3).
It is known (see (A.1) and (A.2) in the appendix) that
a1 = −2κ, a2 = −1
2
R+ κ2,
where κ is the mean curvature of γ.
Let us define
|g| = det{gij} = g00g11 − g201 ,
A = A0ds+A1dt ,
and
(2.6) B = b(s, t)
√
|g(s, t)|ds ∧ dt, b(s, t)
√
|g(s, t)| = ∂A1
∂s
− ∂A0
∂t
.
The external unit normal vector to γ has the form
N =
∂
∂t
,
and its natural extension N˜ in the neighborhood of γ is
N˜ =
∂
∂t
.
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Without loss of generality, we can assume that b(x) > 0 for any x ∈ M . Thus, we
have
(2.7) b(s, 0) = b0,
∂b
∂t
(s, 0) = 0, β2(s) =
∂2b
∂t2
(s, 0) > 0.
We can assume that (after a gauge transformation)
A1(s, t) ≡ 0.
Using (2.4), (2.6) and (2.7), we obtain that
(2.8) A0(s, t)
= α1(s)− b0t− 1
4
a1(s)b0t
2 − 1
6
(
β2(s) + b0(a2(s)− 1
4
a1(s)
2)
)
t3
+O(t4) ,
as t → 0 . Our constructions will be local, in a neighborhood of x ∈ γ. So, using
gauge invariance, we can take α1 = 0.
We have
Hh =
1√
|g(X)|
∑
0≤α,β≤1
∇hα
(√
|g(X)|gαβ(X)∇hβ
)
,
where
∇hα = ih
∂
∂Xα
+Aα(X) , α = 0, 1 ,
or, taking into account (2.4),
(2.9) Hh = g00(s, t)(∇h0 )2 − h2
∂2
∂t2
+ ihΓ0∇h0 − h2Γ1
∂
∂t
.
where
Γα =
1√
|g(X)|
∑
0≤β≤1
∂
∂Xβ
(√
|g(X)|gβα(X)
)
, α = 0, 1 .
By (2.4) and (2.5), it follows that
Γ0 =
1√
|g(X)|
∂
∂s
(√
|g(X)|g00(X)
)
= −1
2
a′1(s)t+O(t2) ,
Γ1 =
1√
|g(X)|
∂
∂t
(√
|g(X)|
)
=
1
2
a1(s) +
(
a2(s)− 1
2
a1(s)
2
)
t+O(t2) .
We now move the operator Hh into the Hilbert space L2(U, ds dt), considering
the operator
(2.10) Hˆh := |g(X)|1/4Hh|g(X)|−1/4 .
By (2.9), we get
(2.11) Hˆh = g00(s, t)(∇ˆh0 )2 + (∇ˆh1 )2 + ihΓ0∇ˆh0 + ihΓ1∇ˆh1 ,
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where
(2.12)
∇ˆh0 := |g(X)|1/4∇h0 |g(X)|−1/4
= ∇h0 −
1
4
iha′1(s)t+O(t2) ,
∇ˆh1 := ih|g(X)|1/4
∂
∂t
|g(X)|−1/4
= ih
(
∂
∂t
− 1
4
a1(s)− 1
2
(a2(s)− 1
2
a1(s)
2)t+O(t2)
)
.
Now we use the scaling t = h1/2t1 and expand the operator Hˆ
h in power of h1/2.
By straightforward computations, we obtain that
Hˆh = hHh,0 ,
where
Hh,0 = P0 + h
1/2P1 + hP2 + h
3/2R3(h) ,
with
P0 =− ∂
2
∂t21
+ b20t
2
1,
P1 =− 2b0t1
(
i
∂
∂s
+
1
4
a1(s)b0t
2
1
)
,
P2 =− ∂
2
∂s2
+
3i
2
a1(s)
∂
∂s
b0t
2
1 +
1
3
b0t
4
1β2(s)
+
3i
4
a′1(s)b0t
2
1 +
23
48
a1(s)
2b20t
4
1 −
2
3
a2(s)b
2
0t
4
1
+
1
2
(
a2(s)− 3
8
a1(s)
2
)
,
and R3(h) a second order differential operator whose coefficients are formal power
series of the form
∑∞
j=0 h
j/2aj(s, t1).
2.4. Construction of approximate eigenfunctions.
Let us fix x ∈ γ and k ∈ N. Without loss of generality, we can assume that
x corresponds to 0 ∈ S1L. We introduce a self-adjoint second order differential
operator Qh,0 in L2(S1L × R), which is close to Hh,0 near {0} × R, and construct
approximate eigenfunctions ϕh of the operator Q
h,0 in the form
ϕh = ϕ0 + h
1/2ϕ1 + hϕ2 ,
such that
‖(Qh,0 − λ(h))ϕh‖ = O(h3/2) ,
with λ(h) of the form λ(h) = λ0 + h
1/2λ1 + hλ2 . (Observe that such approximate
eigenfunctions don’t exist for the operator Hh,0.) The fact that the operator Hh,0
is close to Qh,0 near 0 will allow us to construct approximate eigenfunctions for
Hh,0, using appropriate h-dependent cut-off functions, and complete the proof of
Theorem 2.1.
The operator Qh,0 is defined by the formula
Qh,0 := L0 + h
1/2L1 + hL2 ,
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where
L0 = − ∂
2
∂t21
+ b20t
2
1 ,
L1 = − 2b0t1
(
i
∂
∂s
+
1
4
a1(s)b0t
2
1
)
,
L2 = − ∂
2
∂s2
+
3i
2
a1(s)
∂
∂s
b0t
2
1 +
1
3
b0t
4
1β2(0)
− 2
3
a2(0)b
2
0t
4
1 +
1
6
a1(0)
2b20t
4
1 +
1
2
(
a2(0)− 1
4
a1(0)
2
)
+
3i
4
a′1(s)b0t
2
1 +
5
16
a1(s)
2b20t
4
1 −
1
16
a1(s)
2 .
Now we write formal expansions in powers of h1/2:
ϕh ∼
∞∑
j=0
hj/2ϕj , λ(h) ∼
∞∑
j=0
hj/2λj ,
and express the cancellation of the coefficients of hj/2 in the formal expansion for
(Qh,0 − λ(h))ϕh for j = 0, 1, 2 .
Step 1
At the first step we get
(2.13) L0ϕ0 = λ0ϕ0 .
We have
Sp(L0) = {µm = (2m+ 1)b0 : m ∈ N} .
The eigenfunction of L0 associated to the eigenvalue µm is
ψm(t1) = π
−1/4b
1/2
0 Hm(b
1/2
0 t1)e
−b0t
2
1
/2 ,
where Hm is the Hermite polynomial:
Hm(x) = (−1)mex
2 dm
dxm
(e−x
2
) .
The norm of ψm in L
2(R, dx) equals the norm of Hm in L
2(R, e−x
2
dx) , which is
given by
‖Hm‖ =
√
2mm!
√
m.
For the given fixed integer k ≥ 0, we take a solution of (2.13) in the form
λ0 = (2k + 1)b0 , ϕ0(s, t1) = χ0(s)ψk(t1) .
We recall that the Hermite polynomials satisfy
Hm+1(x) = 2xHm(x)− 2mHm−1(x) ,
and
H ′m(x) = 2xHm(x)−Hm+1 .
We also have
2xHm =Hm+1 + 2mHm−1,
4x2Hm =Hm+2 + (4m+ 2)Hm + 4m(m− 1)Hm−2 ,
8x3Hm =Hm+3 + (6m+ 6)Hm+1 + 12m
2Hm−1 + 8m(m− 1)(m− 2)Hm−3 ,
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16x4Hm(x) =Hm+4(x) + (8m+ 12)Hm+2(x) + 12(2m
2 + 2m+ 1)Hm(x)
+ 16(2m2 − 3m+ 1)mHm−2(x)
+ 16m(m− 1)(m− 2)(m− 3)Hm−4(x) .
Using these identities and the orthogonality of the Hermite polynomials, we get
1
‖Hk‖2 〈t1ψk−1 , ψk〉 =
1
2b
1/2
0
,
1
‖Hk‖2 〈t1ψk+1 , ψk〉 =
k + 1
b
1/2
0
,
1
‖Hk‖2 〈t
3
1ψk−3, ψk〉 =
1
8b
3/2
0
,
1
‖Hk‖2 〈t
3
1ψk−1, ψk〉 =
3
4b
3/2
0
k ,
1
‖Hk‖2 〈t
3
1ψk+3, ψk〉 =
1
b
3/2
0
(k + 3)(k + 2)(k + 1) ,
1
‖Hk‖2 〈t
3
1ψk+1, ψk〉 =
3
2b
3/2
0
(k + 1)2 ,
1
‖Hk‖2 〈t
2
1ψk, ψk〉 =
1
2b0
(2k + 1) ,
1
‖Hk‖2 〈t
4
1ψk, ψk〉 =
3
4b20
(2k2 + 2k + 1) .
We will also use several times the following identities:
1
‖Hk‖2 〈
(
t32Dt2 −
3
2
it22
)
ψk, ψk〉 = 0 ,
1
‖Hk‖2 〈
1
6
t32ψk+3 + (3k + 3)t
3
2ψk+1 − 6k2t32ψk−1 −
4
3
k(k − 1)(k − 2)t32ψk−3, ψk〉
=
1
b
3/2
0
(
15k2 + 15k +
11
2
)
,
and
1
‖Hk‖2 〈t2
(1
6
ψk+3 + (3k + 3)ψk+1 − 6k2ψk−1 − 4
3
k(k − 1)(k − 2)ψk−3
)
, ψk〉
=
3
b
1/2
0
(2k + 1) .
Step 2
At the second step, we obtain
(2.14) (L0 − λ0)ϕ1 = λ1ϕ0 − L1ϕ0 ,
or, more explicitly,(
− ∂
2
∂t21
+ b20t
2
1 − (2k + 1)b0
)
ϕ1
=λ1χ0(s)ψk(t1) + iχ
′
0(s)b
1/2
0 (ψk+1(t1) + 2kψk−1(t1))
+ a1(s)χ0(s)b
1/2
0
( 1
16
ψk+3(t1) +
(
3
8
k +
3
8
)
ψk+1(t1)
+
3
4
k2ψk−1(t1) +
1
2
k(k − 1)(k − 2)ψk−3(t1)
)
.
The equation (2.14) has a solution only when
λ1 = 0 ,
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and this solution can be taken in the form
ϕ1(s, t1) =
i
2b
1/2
0
χ′0(s)[ψk+1(t1)− 2kψk−1(t1)]
+ a1(s)χ0(s)
1
2b
1/2
0
( 1
48
ψk+3(t1) +
(
3
8
k +
3
8
)
ψk+1(t1)
− 3
4
k2ψk−1(t1)− 1
6
k(k − 1)(k − 2)ψk−3(t1)
)
.
Step 3
At the third step, we have
(2.15) (L0 − λ0)ϕ2 = λ2ϕ0 − L2ϕ0 − L1ϕ1 .
This equation has a solution if and only if, for any s, its right-hand side is orthogonal
to ψk(t1).
First, let us compute L2ϕ0 :
L2ϕ0 =− χ′′0(s)ψk(t1) +
3i
2
a1(s)χ
′
0(s)b0t
2
1ψk(t1) +
1
3
β2(0)χ0(s)b0t
4
1ψk(t1)
− 2
3
a2(0)χ0(s)b
2
0t
4
1ψk(t1) +
1
6
a1(0)
2χ0(s)b
2
0t
4
1ψk(t1)
+
1
2
(
a2(0)− 1
4
a1(0)
2
)
χ0(s)ψk(t1) +
3i
4
a′1(s)χ0(s)b0t
2
1ψk(t1)
+
5
16
a1(s)
2χ0(s)b
2
0t
4
1ψk(t1)−
1
16
a1(s)
2χ0(s)ψk(t1) .
Multiplying by ψk and integrating with respect to t1 gives:
1
‖Hk‖2
∫
L2ϕ0(s, t1)ψk(t1) dt1
=− χ′′0 (s) + a1(s)χ′0(s)i
(
3
2
k +
3
4
)
+
1
4b0
(2k2 + 2k + 1)β2(0)χ0(s)
− (k2 + k)a2(0)χ0(s) + 1
4
(k2 + k)a1(0)
2χ0(s)
+
3i
8
(2k + 1)a′1(s)χ0(s) +
(
15
32
k2 +
15
32
k +
11
64
)
a1(s)
2χ0(s) .
Next, let us compute L1ϕ1:
L1ϕ1 =b
1/2
0 χ
′′
0(s)[t1ψk+1(t1)− 2kt1ψk−1(t1)]
− a′1(s)χ0(s)b1/20 i(
1
48
t1ψk+3(t1) +
(
3
8
k +
3
8
)
t1ψk+1(t1)
− 3
4
k2t1ψk−1(t1)− 1
6
k(k − 1)(k − 2)t1ψk−3(t1))
− a1(s)χ′0(s)b1/20 i
( 1
48
t1ψk+3(t1) +
(
3
8
k +
3
8
)
t1ψk+1(t1)
− 3
4
k2t1ψk−1(t1)− 1
6
k(k − 1)(k − 2)t1ψk−3(t1)
)
− i
4
a1(s)χ
′
0(s)b
3/2
0 [t
3
1ψk+1(t1)− 2kt31ψk−1(t1)]
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− 1
4
a1(s)
2χ0(s)b
3/2
0
( 1
48
t31ψk+3(t1) +
(
3
8
k +
3
8
)
t31ψk+1(t1)
− 3
4
k2t31ψk−1(t1)−
1
6
k(k − 1)(k − 2)t31ψk−3(t1)
)
.
Multiplying by ψk and integrating with respect to t1 gives:
1
‖Hk‖2
∫
L1ϕ1(s, t1)ψk(t1) dt1
=χ′′0 (s)− a′1(s)χ0(s)i
(
3
4
k +
3
8
)
− a1(s)χ′0(s)i
(
3
2
k +
3
4
)
− 1
4
a1(s)
2χ0(s)
(
15
8
k2 +
15
8
k +
11
16
)
.
Thus, multiplying the right-hand side of (2.15) by ψk and integrating with respect
to t1 we obtain
1
‖Hk‖2 〈λ2ϕ0 − L2ϕ0 − L1ϕ1, ψk〉
=λ2χ0(s)− 1‖Hk‖2
∫
L2ϕ0(s, t1)ψk(t1) dt1 − 1‖Hk‖2
∫
L1ϕ1(s, t1)ψk(t1) dt1
=λ2χ0(s)− β2(0)
4b0
(2k2 + 2k + 1)χ0(s) +
(
k2 + k
)(
a2(0)− 1
4
a1(0)
2
)
χ0(s) .
So the solvability condition for (2.15) holds if we put
λ2 =
β2(0)
4b0
(2k2 + 2k + 1)− (k2 + k)(a2(0)− 1
4
a1(0)
2
)
,
and, in this case, there exists a solution ϕ2 of (2.15).
Thus, we arrive at the following proposition.
Proposition 2.3.
For any χ0 ∈ C∞c (R), there exists an approximate eigenfunction ϕh of the operator
Qh,0 in the form
(2.16) ϕh = ϕ0 + h
1/2ϕ1 + hϕ2 ,
where ϕ0 is given by
(2.17) ϕ0(s, t1) = χ0(s)ψk(t1) ,
ϕ1 and ϕ2 have the form
ϕ1(s, t1) = A0(s, t1)χ0(s) +A1(s, t1)χ
′
0(s) ,(2.18)
ϕ2(s, t1) = B0(s, t1)χ0(s) +B1(s, t1)χ
′
0(s) +B2(s, t1)χ
′′
0 (s) ,(2.19)
where A0, A1, B0, B1 and B2 are some smooth functions, such that
‖(Qh,0 − λ(h))ϕh‖ = O(h3/2) ,
with
λ(h) = λ0 + hλ2 ,
where
λ0 = (2k + 1)b0 , λ2 =
β2(0)
4b0
(2k2 + 2k + 1) − (k2 + k)(a2(0)− 1
4
a1(0)
2
)
.
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Observe that λ(h) = h−1λh(k, x), where λh(k, x) is given by (2.1).
Now we consider the function Φh, as constructed in (2.16) in the previous propo-
sition but with χ0, depending on h:
χ0(s) := Eh(s) = ch
−β/2χ(s) exp
(
− s
2
2h2β
)
.
Here β ∈]0, 1/2[ is some constant, which we will choose later, and χ ∈ C∞c (R) is a
cut-off function, which equals 1 in a neighborhood of 0.
Observe that
(2.20) ‖smEh(s)‖ =
(
h−β
∫
R
s2m exp
(
− s
2
h2β
)
ds
)1/2
= C1h
βm ,
and, furthermore,
(2.21) ‖smE′h(s)‖ = C2hβ(m−1), ‖smE′′h(s)‖ = C3hβ(m−2) .
We have
(Qh,0 − λ(h))Φh = h3/2(L2ϕ1 + L1ϕ2 − λ2ϕ1) + h2(L2ϕ2 − λ2ϕ2) .
Since L1 is a first order differential operator in s and L2 is a second order differential
operator in s, by (2.18) and (2.19), it follows that
L2ϕ1 + L1ϕ2 = F0Eh + F1E
′
h + F2E
′′
h + F3E
′′′
h ,
where Fj , j = 0, 1, 2, 3, are some functions. Using (2.20) and (2.21), we obtain the
existence of constants C > 0 and h0 > 0 such that
‖(Qh,0 − λ(h))Φh‖ ≤ Ch3/2−3β‖Φh‖ , ∀h ∈]0, h0] .
Then we have
Hh,0 −Qh,0 =
h
{
1
3
b0t
4
1(β2(s)− β2(0))−
2
3
(a2(s)− a2(0))b20t41 +
1
6
(a1(s)
2 − a1(0)2)b20t41
+
1
2
[(
a2(s)− 1
4
a1(s)
2
)
−
(
a2(0)− 1
4
a1(0)
2
)]}
+ h3/2R3(h) ,
which immediately implies that
‖(Hh,0 −Qh,0)Φh‖ ≤ Chγ0(β)‖Φh‖ ,
with
γ0(β) = min(1 + β, 3/2− 2β) ,
and
‖(Hh,0 − λ(h))Φh‖ ≤ Chγ(β)‖Φh‖ ,
with
γ(β) = min(1 + β, 3/2− 3β) .
Setting
β =
1
8
,
we obtain the existence of a constant C such that
‖(Hh,0 − λ(h))Φh‖ ≤ Ch9/8‖Φh‖ .
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3. Lower bounds
In this section, we will prove the lower bound for the groundstate energy λ0(H
h)
of the operator Hh. As above, we write
µ0 := inf
s∈γ
β2(s) .
Theorem 3.1.
There exist C and h0 > 0, such that for any h ∈]0, h0]
λ0(H
h) ≥ hb0 + h2 µ0
4b0
− Ch19/8 .
First, we recall a general lower bound due to Montgomery [22]. Suppose that U
is a domain in M . Then, for any u ∈ C∞c (U), the following estimate holds:
(3.1) ‖(ih d+A)u‖2U ≥ h
∣∣∣∣
∫
U
b|u|2dxg
∣∣∣∣ .
This fact is an immediate consequence of a Weitzenbo¨ck-Bochner type identity.
From (3.1), it follows that we can restrict our considerations to any sufficiently
small neighborhood Ω of γ. We denote by HhD the Dirichlet realization of the
operator Hh in L2(Ω, dxg) .
The estimate (3.1) implies that
τhHhD + (1− τh)hb ≤ HhD, 0 < τ < h−1 .
Taking τ = h−1/2 , we obtain
h1/2(HhD − hb+ h1/2b) ≤ HhD , 0 < h < 1 .
Consider the Dirichlet realization P hD of the operator
(3.2) P h = Hh − hb+ h1/2(b − b0) ,
in L2(Ω, dxg). Then we have
(3.3) hb0 + h
1/2λ0(P
h
D) ≤ λ0(HhD) .
Therefore, the desired lower bound for λ0(H
h
D) is an immediate consequence of the
following proposition.
Proposition 3.2.
There exist C0 and h0 > 0 such that
λ0(P
h
D) ≥ h3/2
µ0
4b0
− C0h15/8 , h ∈]0, h0] .
To prove Proposition 3.2, we will follow the lines of the proof of [12, Theorem
7.4]. First, we observe that the upper bound in Theorem 1.1 and (3.3) imply an
upper bound for λ0(P
h
D):
(3.4) λ0(P
h
D) ≤ h3/2
µ0
4b0
+ Ch13/8 .
Denote by uh an eigenfunction of P
h
D associated with λ0(P
h
D):
(3.5) P hDuh = λ0(P
h
D)uh .
By a straightforward repetition of the arguments of [12], we can easily show the
following analogue of Lemmas 7.10 and 7.11 in [12]1.
1There are a few inaccuracies in [12], concerning Lemma 7.11. For the erratum, see
http://www.math.u-psud.fr/∼helffer/erratum164II.pdf
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Lemma 3.3.
For any real k ≥ 0, we have
‖d(x, γ)kuh‖L2(Ω,dxg) ≤ Ck,j(hk/2 + h(3k+1)/8)‖uh‖L2(Ω,dxg) .
For any α = 0, 1 and any k ≥ 0, we have
‖d(x, γ)k∇hαuh‖L2(Ω,dxg) ≤ Ck,j(h(k+1)/2 + h(3k+5)/8)‖uh‖L2(Ω,dxg) .
As above, take normal local coordinates X = (X0, X1) = (s, t) near γ such that
γ corresponds to t = 0 and assume that they are defined on Ω. Thus, we have
b(X) = b0 +
1
2
β2(s)t
2 +O(t3) .
and, for the metric coefficients,
g00(s, t) = 1 + a1(s)t+ a2(s)t
2 +O(t3) , g01(s, t) = 0 , g11(s, t) = 1 .
We can choose a magnetic potential A such that
A0(s, t) = α1(s)− b0t− 1
4
a1(s)b0t
2 +O(t4), A1(X) = 0 .
We have
P hD =
∑
0≤α,β≤1
1√
|g(X)|∇
h
α
√
|g(X)|gαβ(X)∇hβ − hb(X) + h1/2(b(X)− b0) ,
so its quadratic form is given by
(P hDu, u) =
∫
Ω
∑
0≤α,β≤1
gαβ(X)∇hαu(X)∇hβu(X)
√
g(X)dX
− h
∫
Ω
b(X)|u(X)|2
√
g(X)dX + h1/2
∫
Ω
(b(X)− b0)|u(X)|2
√
g(X)dX .
Note that
P hD ≥ 0 .
Now we move the operator P hD into the Hilbert space L
2(Ω, dX), using the
unitary change of variables v = |g(X)|1/4u. For the corresponding operator
Pˆ hD = |g(X)|1/4P hD|g(X)|−1/4
in L2(Ω, dX) , we obtain
(Pˆ hDv, v) =
∫
Ω
∑
0≤α,β≤1
gαβ(X)
(
∇hα −
1
4
ih|g(X)|−1 ∂
∂Xα
|g(X)|
)
v(X)×
×
(
∇hβ −
1
4
ih|g(X)|−1 ∂
∂Xα
|g(X)|
)
v(X) dX
− h
∫
Ω
b(X)|v(X)|2dX + h1/2
∫
Ω
(b(X)− b0)|v(X)|2 dX .
Put
q(v) =
∫
Ω
∑
0≤α≤1
∣∣∣∣
(
∇hα −
1
4
ih|g(X)|−1 ∂
∂Xα
|g(X)|
)
v(X)
∣∣∣∣
2
dX−hb0
∫
Ω
|v(X)|2 dX .
Then we have
(3.6) |(Pˆ hDv, v)− q(v)|
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≤
∫
Ω
|t|
∣∣∣∣
(
∇h0 −
1
4
ih|g(X)|−1 ∂
∂s
|g(X)|
)
v(X)
∣∣∣∣
2
dX
+ C1h
∫
Ω
t2|v(X)|2dX + C2h1/2
∫
Ω
t2|v(X)|2 dX .
Consider the Dirichlet realization P hmod,D of the operator
P hmod =
(
ih
∂
∂s
− b0t
)2
− h2 ∂
2
∂t2
− hb0 + h1/2
(
1
2
β2(s)t
2
)
in the space L2(Ω, dX). So its quadratic form is given by
(P hmodv, v) = q
mod(v) + h1/2
∫
Ω
(
1
2
β2(s)t
2
)
|v(X)|2 dX ,
where
qmod(v) =
∫
Ω
∣∣∣∣
(
ih
∂
∂s
− b0t
)
v(X)
∣∣∣∣
2
dX+h2
∫
Ω
∣∣∣∣ ∂∂tv(X)
∣∣∣∣
2
dX−hb0
∫
Ω
|v(X)|2 dX .
So we have
(3.7) |(Pˆ hDv, v)− (P hmodv, v)| ≤ |q(v)− qmod(v)|
+
∑
α
∫
Ω
t2|∇hαv(X)|2 dX + h
∫
Ω
t2|v(X)|2 dX + h1/2
∫
Ω
|t|3|v(X)|2 dX .
Finally, we have
(3.8) |q(v) − qmod(v)|
≤ C(q(v))1/2
[
h
(∫
Ω
t2|v(X)|2dX
)1/2
+
(∫
Ω
t6|v(X)|2dX
)1/2]
.
By Lemma 3.3, for any real k ≥ 0, there exists Ck > 0 such that
(3.9) ‖|t|kuh‖L2(Ω,dxg) ≤ Ck(hk/2 + h(3k+1)/8)‖uh‖L2(Ω,dxg),
and, for any α = 1, 2,
(3.10) ‖|t|k∇hαuh‖L2(Ω,dxg) ≤ Ck(h(k+1)/2 + h(3k+5)/8)‖uh‖L2(Ω,dxg).
Put vh = |g(X)|1/4uh. By (3.9) and (3.10), for any real k ≥ 0, there exists
Ck > 0 such that
(3.11) ‖|t|kvh‖L2(Ω,dX) ≤ Ck(hk/2 + h(3k+1)/8)‖vh‖L2(Ω,dX),
and, for any α = 1, 2,
(3.12)(∫
Ω
|t|2k
∣∣∣∣
(
ih
∂
∂s
− b0t
)
vh(X)
∣∣∣∣
2
dX
)1/2
+
(∫
Ω
|t|2k
∣∣∣∣h ∂∂tvh(X)
∣∣∣∣
2
dX
)1/2
≤ Ck(h(k+1)/2 + h(3k+5)/8)‖vh‖L2(Ω,dX).
The estimates (3.11) and (3.12) allow us to show, first, using (3.5), (3.4) and
(3.6), that,
q(vh) ≤ Ch3/2‖vh‖2L2(Ω,dX),
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then, using (3.8), that
|q(vh)− qmod(vh)| ≤ Ch2‖vh‖2L2(Ω,dX),
and finally, using (3.7), that
(3.13) (P hmodvh, vh) ≤ (λ0(P hD) + Ch15/8)‖vh‖2L2(Ω,dX).
Let χ be a function from C∞c (Ω) such that χ = χ(t) and χ ≡ 1 in a neighborhood
of γ. By (3.11) and (3.12), it follows that, for any k ∈ N there exists Ck > 0 such
that
(3.14) ‖(1− χ)vh‖L2(Ω,dX) + ‖
∂χ
∂t
vh‖L2(Ω,dX) ≤ Ckhk‖vh‖L2(Ω,dX) .
and
(3.15)
(∫
Ω
(1− χ(t))
∣∣∣∣
(
ih
∂
∂s
− b0t
)
vh(X)
∣∣∣∣
2
dX
)1/2
+
(∫
Ω
(1− χ(t))
∣∣∣∣h ∂∂tvh(X)
∣∣∣∣
2
dX
)1/2
≤ Ckhk‖vh‖L2(Ω,dX) .
Using (3.14) and (3.15), it is easy to check that, for any k > 0, there exists
Ck > 0 such that
(3.16) |(P hmod(χvh), χvh)− (P hmodvh, vh)| ≤ Ckhk‖vh‖2 .
Consider the self-adjoint realization of the operator P hmod in L
2(R2, dX). We will
keep the same notation P hmod for this operator. Put wh = χ|g(X)|1/4uh. By (3.13)
and (3.16), it follows that
(P hmodwh, wh) ≤ (λ0(P hD) + C0h15/8)‖wh‖2L2(Ω,dX) .
This immediately implies that
(3.17) λ0(P
h
mod) ≤ λ0(P hD) + C0h15/8 .
Consider the operator
P h0 =
(
ih
∂
∂s
− b0t
)2
− h2 ∂
2
∂t2
− hb0 + h1/2
(
1
2
µ0t
2
)
.
Recall that the eigenvalues of the Schro¨dinger operator with constant magnetic field
and positive quadratic potential in Rn can be computed explicitly. More precisely
(see for instance [21, Theorem 2.2]), the eigenvalues of the operator
Hb,K =
(
i
∂
∂x
− 1
2
by
)2
+
(
i
∂
∂y
+
1
2
bx
)2
+K11x
2 + 2K12xy +K22y
2
are given by
λn1n2 = (2n1 + 1)s1 + (2n2 + 1)s2, n1, n2 ∈ N ,
where
s1 =
1√
2
[
tK + b
2 − [(tK + b2)2 − 4dK ]1/2
]1/2
,
s2 =
1√
2
[
tK + b
2 + [(tK + b
2)2 − 4dK ]1/2
]1/2
,
and
tK = TrK = K11 +K22 , dK = detK = K11K22 −K212 .
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Applying this formula to the operator P h0 , we obtain that its eigenvalues have the
form (tK =
1
2µ0, dK = 0):
λn1n2 = (2n1 + 1)s1 + (2n2 + 1)s2 − hb0 , n1, n2 ∈ N ,
where
s1 = 0 ,
and
s2 = h
[
h1/2tK + b
2
0
]1/2
= hb0 +
tK
2b0
h3/2 +O(h2) .
For the lowest eigenvalue λ0(P
h
0 ) of P
h
0 , we obtain
(3.18) λ0(P
h
0 ) =
µ0
4b0
h3/2 +O(h2) .
Observing that λ0(P
h
mod) ≥ λ0(P h0 ) and combining (3.17) and (3.18), we immedi-
ately complete the proof of Proposition 3.2.
4. Miniwells
4.1. Main statement.
Fix some k ∈ N and additionally assume that there exists a unique minimum x0 ∈ γ
of the function
(4.1) Vk(x) := (2k
2 + 2k + 1)
β2(x)
4b0
+
1
2
(
k2 + k
)
R(x)
on γ, which is nondegenerate, that is satisfying, for all x ∈ γ in some neighborhood
of x0,
(4.2) Cd(x, x0)
2 < Vk(x)− Vk(x0) < C−1d(x, x0)2 .
The purpose of this section is to give the following more precise construction of
approximate eigenvalues of the operator Hh.
Theorem 4.1. Under current assumptions, for any natural j, there exist uhjk ∈
C∞c (M), Cjk > 0 and hjk > 0 such that
(uhj1k, u
h
j2k) = δj1j2 +Oj1,j2,k(h)
and, for any h ∈]0, hjk],
‖Hhuhjk − µhjkuhjk‖ ≤ Cjkh11/4‖uhjk‖,
where
(4.3) µhjk = µj,k,0h+ µj,k,4h
2 + µj,k,6h
5/2,
with
µj,k,0 = (2k + 1)b0, µj,k,4 = Vk(x0),
and
µj,k,6 =
1
2b0
V ′′k (x0)
1/2β2(x0)
1/2(2k + 1)1/2(2j + 1).
Here and below the derivative means the derivative with respect to the natural
parameter on γ.
As above, denote
µ0 := inf
x∈γ
β2(x).
When k = 0, we get:
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Corollary 4.2.
Assume that there exists a unique minimum point x0 ∈ γ of the function β2 on γ,
which is nondegenerate :
µ2 := β
′′
2 (x0) > 0.
For any natural j, there exist uhj ∈ C∞c (M), Cj > 0 and hj > 0 such that
(uhj1 , u
h
j2) = δj1j2 +Oj1,j2(h)
and, for any h ∈]0, hj ],
‖Hhuhj − µhj uhj ‖ ≤ Cjh11/4‖uhj ‖,
where
µhj = hb0 + h
2 µ0
4b0
+ h5/2
(µ0µ2)
1/2
4b
3/2
0
(2j + 1).
Corollary 4.3.
Under the assumptions of Corollary 4.1, for any natural j, there exist Cj and
hj > 0, such that for any h ∈]0, hj ]
λj(H
h) ≤ hb0 + h2 µ0
4b0
+ h5/2
(µ0µ2)
1/2
4b
3/2
0
(2j + 1) + Cjh
11/4 .
Remark 4.4. We conjecture that under the assumptions of Corollary 4.1
λ0(H
h) = hb0 + h
2 µ0
4b0
+ h5/2
(µ0µ2)
1/2
4b
3/2
0
+ o(h5/2) .
4.2. Expanding operators in fractional powers of h.
The approximate eigenfunctions Φhk ∈ C∞(M), which we are going to construct,
will be supported in a small neighborhood of γ. As in Section 2.3, we will use the
normal coordinate system (s, t) in a tubular neighborhood U of γ with coordinates
X = (X0, X1) with X0 = s and X1 = t. We make use of notation of Section 2.3
and need to consider further terms in the asymptotic expansions of that section.
Thus, instead of (2.4), we write
(4.4)
g00(s, t) = 1 + a1(s)t+ a2(s)t
2 + a3(s)t
3 +O(t4),
g11(s, t) = 1, g01(s, t) = 0.
Then (2.5) takes the form
(4.5) g00(s, t) = 1− a1(s)t− (a2(s)− a1(s)2)t2
− (a3(s)− 2a1(s)a2(s) + a1(s)3)t3 +O(t4) , t→ 0 .
For the components of the magnetic potential, we assume that
A1(s, t) ≡ 0 ,
and, instead of (2.8), we get
(4.6) A0(s, t) = α1 − b0t− 1
4
a1(s)b0t
2
− 1
6
(
β2(s) + b0(a2(s)− 1
4
a1(s)
2)
)
t3 +O(t4) , t→ 0 ,
where α1 is some constant. Without loss of generality, we can locally (after a gauge
transformation) take α1 = 0.
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We have
(4.7)
Γ0 =− 1
2
a′1(s)t+
(
−1
2
a′2(s) + a1(s)a
′
1(s)
)
t2 +O(t3),
Γ1 =
1
2
a1(s) +
(
a2(s)− 1
2
a1(s)
2
)
t
+
(
3
2
a3(s)− 3
2
a1(s)a2(s) +
1
2
a1(s)
3
)
t2 +O(t3) .
We move the operators into the Hilbert space L2(Rn) equipped with the Eu-
clidean inner product. For the operators ∇ˆh0 and ∇ˆh1 defined in (2.12), we obtain
the following expansions:
(4.8)
∇ˆh0 =∇h0 −
i
4
ha′1(s)t−
i
4
h (a′2(s)− a1(s)a′1(s)) t2 +O(t3) ,
∇ˆh1 =− hDt + ih
[
− 1
4
a1(s)− 1
2
(a2(s)− 1
2
a1(s)
2)t
− 1
2
(
3
2
a3(s)− 3
2
a1(s)a2(s) +
1
2
a1(s)
3
)
t2 +O(t3)
]
.
We will assume that the minimum point x0 ∈ γ corresponds to s = 0. Then the
condition (4.2) implies that
β′′2 (0)
4b0
(2k2 + 2k + 1)− (k2 + k)(a′′2 (0)− 12a1(0)a′′1(0)− 12(a′1(0))2
)
> 0 .
We also have
(4.9)
β′2(0)
4b0
(2k2 + 2k + 1)− (k2 + k)(a′2(0)− 12a1(0)a′1(0)
)
= 0 .
Now we use the scaling t = h1/2t1, s = h
1/4s1. Similarly to Section 2.3, we will
only apply our operator on functions which are a product of cut-off functions with
functions of the form of linear combinations of terms like hνw(h−1/4s, h−1/2t) with
w in C∞(S1)⊗S(Rt) supported in a small neighborhood of (0, 0) ∈ S1×Rt. These
functions are consequently O(h∞) outside a fixed neighborhood of (0, 0). We will
start by doing the computations formally in the sense that everything is determined
modulo O(h∞), and any smooth function will be replaced by its Taylor’s expansion
at (0, 0).
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From (4.5), (4.6), (4.7), (4.8), we derive the following expansions:
(4.10)
∇ˆh0 =− b0h1/2t1 + ih3/4
∂
∂s1
− 1
4
a1(0)b0ht
2
1 −
1
4
a′1(0)b0h
5/4s1t
2
1
+ h3/2
[
−1
6
(
β2(0) + b0(a2(0)− 1
4
a1(0)
2)
)
t31 −
i
4
a′1(0)t1 −
1
8
a′′1(0)b0s
2
1t
2
1
]
+ h7/4
[
− 1
6
[
β′2(0) + b0
(
a′2(0)−
1
2
a1(0)a
′
1(0)
)]
s1t
3
1
− i
4
a′′1 (0)s1t1 −
1
24
a′′′1 (0)b0s
3
1t
2
1
]
+ h2
[
− 1
12
(
β′′2 (0) + b0(a
′′
2(0)−
1
2
a1(0)a
′′
1 (0)−
1
2
(a′1(0))
2)
)
s21t
3
1
− i
8
a′′′1 (0)s
2
1t1 −
1
96
aIV1 (0)b0s
4
1t
2
1 −
i
4
(a′2(0)− a1(0)a′1(0)) t21
]
+O(h9/4) .
(4.11)
∇ˆh1 = − h1/2Dt1 −
i
4
ha1(0)− i
4
h5/4a′1(0)s1
− h3/2
[
i
2
(a2(0)− 1
2
a1(0)
2)t1 +
i
8
a′′1(0)s
2
1
]
− h7/4
[
1
2
i(a′2(0)− a1(0)a′1(0))s1t1 +
i
24
a′′′1 (0)s
3
1
]
− h2
[ i
2
(
3
2
a3(0)− 3
2
a1(0)a2(0) +
1
2
a1(0)
3
)
t21
+
i
4
(a′′2 (0)− a1(0)a′′1 (0)− (a′1(0))2)s21t1 +
i
96
aIV1 (0)s
4
1
]
+O(h9/4) .
(4.12)
g00 =1− a1(0)h1/2t1 − a′1(0)s1h3/4t1
+ h
[
−(a2(0)− a1(0)2)t21 −
1
2
a′′1(0)s
2
1t1
]
+ h5/4
[
−1
6
a′′′1 (0)s
3
1t1 − (a′2(0)− 2a1(0)a′1(0))s1t21
]
+ h3/2
[
− (a3(0)− 2a1(0)a2(0) + a1(0)3)t31
− 1
2
(a′′2 (0)− 2a1(0)a′′1 (0)− 2a′1(0)2)s21t21 −
1
24
aIV1 (0)s
4
1t1
]
+O(h7/4) .
(4.13)
Γ0 =h1/2
[
−1
2
a′1(0)t1
]
+ h3/4
[
−1
2
a′′1(0)s1t1
]
+ h
[(
−1
2
a′2(0) + a1(0)a
′
1(0)
)
t21 −
1
4
a′′′1 (0)s
2
1t1
]
+O(h5/4) .
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(4.14)
Γ1 =
1
2
a1(0) + h
1/4 1
2
a′1(0)s1 + h
1/2
[(
a2(0)− 1
2
a1(0)
2
)
t1 +
1
4
a′′1(0)s
2
1
]
+ h3/4
[
1
12
a′′′1 (0)s
3
1 + (a
′
2(0)− a1(0)a′1(0)) s1t1
]
+ h
[(3
2
a3(0)− 3
2
a1(0)a2(0) +
1
2
a1(0)
3
)
t21
+
1
2
(
a′′2(0)− a1(0)a′′1(0)− (a′1(0))2
)
s21t1 +
1
48
aIV1 (0)s
4
1
]
+O(h5/4) .
Next, we make the partial Fourier transform Fs1→σ1 in the s1-variable and the
translation
t2 = t1 + h
1/4 σ1
b0
, σ2 = σ1 ,
and expand the operator Hˆh defined by (2.10) in powers of h1/4. Using (2.11),
(4.10), (4.11), (4.12), (4.13), (4.14), after routine computations, we obtain
Hˆh = hHh,0 ,
where
Hh,0 = P0 + h
1/4P1 + h
1/2P2 + h
3/4P3 + hP4 + h
5/4P5 + h
3/2P6 +O(h7/4) ,
with
P0 =− ∂
2
∂t22
+ b20t
2
2 ,
P1 =0 ,
P2 =− 1
2
a1(0)b
2
0t
3
2 ,
P3 =
1
2
a′1(0)b
2
0t
3
2Dσ2 ,
P4 =
1
3
(
β2(0)− 2b0
(
a2(0)− 23
32
a1(0)
2
))
b0t
4
2 +
1
2
(
a2(0)− 3
8
a1(0)
2
)
+
1
2
a1(0)t2σ
2
2 +
1
2
a′1(0)b0
(
t32Dt2 −
3
2
it22
)
− 1
4
a′′1 (0)b
2
0t
3
2D
2
σ2 ,
P5 =−
(
β2(0)− b0(a2(0)− 1
2
a1(0)
2)
)
t32σ2
− 1
3
b0
[
β′2(0)− 2b0
(
a′2(0)−
23
16
a1(0)a
′
1(0)
)]
t42Dσ2 +
1
12
a′′′1 (0)b
2
0t
3
2D
3
σ2
− 1
4
a′′1(0)b0
(
2t32Dt2Dσ2 − 3it22Dσ2
)− 1
2
a′1(0)t2σ2(σ2Dσ2 − 2t2Dt2)
− 1
2
(
a′2(0)−
3
4
a1(0)a
′
1(0)
)
Dσ2 .
The formula for P6 is quite long, but we will only need the even part of P6 given
by
P+6 =
[(β′′2 (0)
6b0
− 1
3
(
a′′2(0)−
23
16
a1(0)a
′′
1(0)−
23
16
(a′1(0))
2
))
b20t
4
2
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+
(
1
4
a′′2(0)−
3
16
a1(0)a
′′
1(0)−
3
16
(a′1(0))
2
)
− 1
4
a′′′1 (0)b0
(
t32Dt2 −
3
2
it22
)]
D2σ2
+
[
β2(0)
b0
t22 −
3
8
a1(0)
2t22 −
1
4b0
a′1(0)(2t2Dt2 − i)
]
σ22 .
4.3. Construction of approximate eigenfunctions.
Now we look for an approximate eigenfunction ϕh of Hh,0 and the corresponding
approximate eigenvalue λh as formal expansions in powers of h1/4:
ϕh(t2, σ2) ∼
∞∑
ℓ=0
hℓ/4ϕℓ(t2, σ2) , λ
h ∼
∞∑
ℓ=0
hℓ/4λℓ .
In the next steps we will express the cancellation of the coefficients of hℓ/4 in the
formal expansion of (Hh,0 − λh)ϕh for ℓ = 0, 1, . . . , 6 .
Step 1
At the first step we get
P0ϕ0 = λ0ϕ0 ,
so we take
λ0 = (2k + 1)b0 , ϕ0(t2, σ2) = χ0(σ2)ψk(t2) ,
with the given k.
Step 2
The second cancellation gives:
(P0 − λ0)ϕ1 = λ1ϕ0 − P1ϕ0 = λ1ϕ0 ,
so we take
λ1 = 0 , ϕ1 = 0 .
Step 3
The next equation reads:
(P0 − λ0)ϕ2 = λ2ϕ0 − P2ϕ0 − P1ϕ1 = λ2ϕ0 − P2ϕ0 .
The computation of P2ϕ0 gives:
P2ϕ0 =− 1
2
a1(0)b
2
0χ0(σ2)t
3
2ψk(t2)
=− 1
16
a1(0)b
1/2
0 χ0(σ2)(ψk+3(t2) + (6k + 6)ψk+1(t2)
+ 12k2ψk−1(t2) + 8k(k − 1)(k − 2)ψk−3(t2)) .
Thus, we have
λ2 = 0 ,
and
(P0 − λ0)ϕ2 = 1
16
a1(0)b
1/2
0 χ0(σ2)(ψk+3(t2) + (6k + 6)ψk+1(t2)
+ 12k2ψk−1(t2) + 8k(k − 1)(k − 2)ψk−3(t2)) .
We can take
ϕ2 =
1
16
a1(0)b
−1/2
0 χ0(σ2)(
1
6
ψk+3(t2) + (3k + 3)ψk+1(t2)
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− 6k2ψk−1(t2)− 4
3
k(k − 1)(k − 2)ψk−3(t2)) .
Step 4
As fourth equation we obtain:
(P0 − λ0)ϕ3 = λ3ϕ0 − P3ϕ0 .
The computation of P3ϕ0 gives:
P3ϕ0 =− 1
2
ia′1(0)b
2
0χ
′
0(σ2)t
3
2ψk(t2)
=− 1
16
ia′1(0)b
1/2
0 χ
′
0(σ2)(ψk+3(t2) + (6k + 6)ψk+1(t2)
+ 12k2ψk−1(t2) + 8k(k − 1)(k − 2)ψk−3(t2)) .
Thus, we have
λ3 = 0 ,
and
(P0 − λ0)ϕ3 = 1
16
ia′1(0)b
1/2
0 χ
′
0(σ2)(ψk+3(t2) + (6k + 6)ψk+1(t2)
+ 12k2ψk−1(t2) + 8k(k − 1)(k − 2)ψk−3(t2)) .
We can take
ϕ3 =
1
16
ia′1(0)b
−1/2
0 χ
′
0(σ2)(
1
6
ψk+3(t2) + (3k + 3)ψk+1(t2)
− 6k2ψk−1(t2)− 4
3
k(k − 1)(k − 2)ψk−3(t2)) .
Step 5
The fifth equation reads:
(P0 − λ0)ϕ4 = λ4ϕ0 − P4ϕ0 − P2ϕ2 .
The computation of P4ϕ0 gives:
P4ϕ0 =
1
3
(
β2(0)− 2b0
(
a2(0)− 23
32
a1(0)
2
))
b0t
4
2ψk(t2)χ0(σ2)
+
1
2
(
a2(0)− 3
8
a1(0)
2
)
ψk(t2)χ0(σ2) +
1
2
a1(0)t2ψk(t2)σ
2
2χ0(σ2)
+
1
2
a′1(0)b0
(
t32Dt2 −
3
2
it22
)
ψk(t2)χ0(σ2) +
1
4
a′′1(0)b
2
0t
3
2ψk(t2)χ
′′
0(σ2) .
Multiplying by ψk and integrating with respect to t2 gives:
1
‖Hk‖2
∫
P4ϕ0(σ2, t2)ψk(t2) dt2
=
(
1
4b0
β2(0)− 1
2
(
a2(0)− 23
32
a1(0)
2
))
(2k2 + 2k + 1)χ0(σ2)
+
1
2
(
a2(0)− 3
8
a1(0)
2
)
χ0(σ2) .
Compute
P2ϕ2 =
1
32
a1(0)
2b
3/2
0 χ0(σ2)(
1
6
t32ψk+3(t2) + (3k + 3)t
3
2ψk+1(t2)
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− 6k2t32ψk−1(t2)−
4
3
k(k − 1)(k − 2)t32ψk−3(t2)) .
Multiplying by ψk and integrating with respect to t2 gives:
1
‖Hk‖2
∫
P2ϕ2(σ2, t2)ψk(t2) dt2 = −
(
15
32
k2 +
15
32
k +
11
64
)
a1(0)
2χ0(σ2) .
We obtain
λ4χ0(σ2)− 1‖Hk‖2
∫
(P4ϕ0 + P2ϕ2)ψk dt2
= λ4χ0(σ2)− 1
4b0
β2(0)(2k
2 + 2k + 1)χ0(σ2)− (k2 + k)
(
a2(0)− 1
4
a1(0)
2
)
χ0(σ2) ,
which holds for any function χ0, if we put
λ4 =
1
4b0
β2(0)(2k
2 + 2k + 1) + (k2 + k)
(
a2(0)− 1
4
a1(0)
2
)
.
To find ϕ4, we observe that the right hand side has the form
λ4ϕ0 − P4ϕ0 − P2ϕ2
=A0(t2)χ0(σ2)− 1
4b
1/2
0
a1(0)(ψk+1(t2) + 2kψk−1(t2))σ
2
2χ0(σ2)
− 1
32
a′′1(0)b
3/2
0
(
ψk+3(t2) + (6k + 6)ψk+1(t2)
+ 12k2ψk−1(t2) + 8k(k − 1)(k − 2)ψk−3(t2)
)
χ′′0(σ2),
where A0(t2) has a form
A0(t2) =
3∑
m=−3
αmψk+2m(t2), α0 = 0 .
Thus, we obtain
ϕ4 =B0(t2)χ0(σ2)− 1
4b
3/2
0
a1(0)
(
1
2
ψk+1(t2)− kψk−1(t2)
)
σ22χ0(σ2)
− 1
32
a′′1(0)b
1/2
0
(1
6
ψk+3(t2) + (3k + 3)ψk+1(t2)
− 6k2ψk−1(t2)− 4
3
k(k − 1)(k − 2)ψk−3(t2)
)
χ′′0 (σ2) ,
where
B0(t2) =
3∑
m=−3
αm
2mb0
ψk+2m(t2) .
Step 6
The sixth equation reads:
(P0 − λ0)ϕ5 = λ5ϕ0 − P5ϕ0 − P3ϕ2 − P2ϕ3 .
We don’t need an explicit formula for ϕ5 but only its existence. Therefore, we
only find λ5 from an orthogonality condition. We have
P5ϕ0 =−
(
β2(0)− b0(a2(0)− 1
2
a1(0)
2)
)
t32ψk(t2)σ2χ0(σ2)
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+
1
3
ib0
[
β′2(0)− 2b0
(
a′2(0)−
23
16
a1(0)a
′
1(0)
)]
t42ψk(t2)χ
′
0(σ2)
− 1
12
ia′′′1 (0)b
2
0t
3
2ψk(t2)χ
′′′
0 (σ2) +
1
4
a′′1 (0)b0
(
2t32Dt2 − 3it22
)
ψk(t2)χ
′
0(σ2)
− 1
2
a′1(0)t2σ2(σ2Dσ2 − 2t2Dt2)ψk(t2)χ0(σ2)
+
1
2
i
(
a′2(0)−
1
4
a1(0)a
′
1(0)
)
ψk(t2)χ
′
0(σ2).
Multiplying by ψk and integrating with respect to t2 gives:
1
‖Hk‖2
∫
P5ϕ0(σ2, t2)ψk(t2) dt2
=i
[
β′2(0)
4b0
(2k2 + 2k + 1)−
(
a′2(0)−
23
16
a1(0)a
′
1(0)
)
(k2 + k)
]
χ′0(σ2)
+
11
32
a1(0)a
′
1(0)χ
′
0(σ2) .
Next,
P3ϕ2 =− 1
32
ia1(0)a
′
1(0)b
3/2
0 (
1
6
t32ψk+3(t2) + (3k + 3)t
3
2ψk+1(t2)
− 6k2t32ψk−1(t2)−
4
3
k(k − 1)(k − 2)t32ψk−3(t2))χ′0(σ2) .
Multiplying by ψk and integrating with respect to t2 gives:
1
‖Hk‖2
∫
P3ϕ2(σ2, t2)ψk(t2) dt2 = −
(
15
32
k2 +
15
32
k +
11
64
)
ia1(0)a
′
1(0)χ
′
0(σ2) .
Finally,
P2ϕ3 =− 1
32
ia1(0)a
′
1(0)b
3/2
0 (
1
6
t32ψk+3(t2) + (3k + 3)t
3
2ψk+1(t2)
− 6k2t32ψk−1(t2)−
4
3
k(k − 1)(k − 2)t32ψk−3(t2))χ′0(σ2) .
Multiplying by ψk and integrating with respect to t2 gives:
1
‖Hk‖2
∫
P2ϕ3(σ2, t2)ψk(t2) dt2 = −
(
15
32
k2 +
15
32
k +
11
64
)
ia1(0)a
′
1(0)χ
′
0(σ2) .
Using (4.9), we obtain
1
‖Hk‖2
∫
(P5ϕ0 + P3ϕ2 + P2ϕ3)ψk dt2
= i
[
β′2(0)
4b0
(2k2 + 2k + 1)−
(
a′2(0)−
1
2
a1(0)a
′
1(0)
)
(k2 + k)
]
χ′0(σ2) = 0 .
Therefore, the orthogonality condition holds for any function χ0, if we put
λ5 = 0 .
Step 7
The seventh equation reads:
(P0 − λ0)ϕ6 = λ6ϕ0 − P6ϕ0 − P4ϕ2 − P3ϕ3 − P2ϕ4 .
26 BERNARD HELFFER AND YURI A. KORDYUKOV
We have
P6ϕ0 =−
[(β′′2 (0)
6b0
− 1
3
(
a′′2(0)−
23
16
a1(0)a
′′
1(0)−
23
16
(a′1(0))
2
))
b20t
4
2ψk(t2)
+
(
1
4
a′′2 (0)−
3
16
a1(0)a
′′
1 (0)−
3
16
(a′1(0))
2
)
ψk(t2)
− 1
4
a′′′1 (0)b0
(
t32Dt2 −
3
2
it22
)
ψk(t2)
]
χ′′0(σ2)
+
[(
β2(0)
b0
− 3
8
a1(0)
2
)
t22ψk(t2)−
1
4b0
a′1(0)(2t2Dt2 − i)ψk(t2)
]
σ22χ0(σ2) .
Multiplying by ψk and integrating with respect to t2 gives:
1
‖Hk‖2
∫
P6ϕ0(σ2, t2)ψk(t2) dt2
=−
[β′′2 (0)
8b0
(2k2 + 2k + 1)− 1
2
(k2 + k)a′′2(0)
+
(
23
32
k2 +
23
32
k +
11
64
)
a1(0)a
′′
1(0) +
(
23
32
k2 +
23
32
k +
11
64
)
(a′1(0))
2
]
χ′′0(σ2)
+
(
β2(0)
2b20
(2k + 1)− 3
16b0
(2k + 1)a1(0)
2
)
σ22χ0(σ2) .
Next, we have
P2ϕ4 =− 1
2
a1(0)b
2
0t
3
2
[
B0(t2)χ0(σ2)
− 1
4b
3/2
0
a1(0)
(
1
2
ψk+1(t2)− kψk−1(t2)
)
σ22χ0(σ2)
− 1
32
a′′1(0)b
1/2
0
(1
6
ψk+3(t2) + (3k + 3)ψk+1(t2)− 6k2ψk−1(t2)
− 4
3
k(k − 1)(k − 2)ψk−3(t2)
)
χ′′0(σ2)
]
.
Observe that
〈t32B0, ψk〉 =
3∑
m=−3
αm
2mb0
〈t32ψk+2m, ψk〉 = 0 .
Multiplying by ψk and integrating with respect to t2 gives:
1
‖Hk‖2
∫
P2ϕ4(σ2, t2)ψk(t2) dt2 =
3
32b0
(2k + 1)(a1(0))
2σ22χ0(σ2)
+ a1(0)a
′′
1 (0)b0
(15
64
k2 +
15
64
k +
11
128
)
χ′′0(σ2) .
Next,
P3ϕ3 =
1
32
(a′1(0))
2b
3/2
0 t
3
2(
1
6
ψk+3(t2) + (3k + 3)ψk+1(t2)
− 6k2ψk−1(t2)− 4
3
k(k − 1)(k − 2)ψk−3(t2))χ′′0 (σ2) .
Multiplying by ψk and integrating with respect to t2 gives:
1
‖Hk‖2
∫
P3ϕ3(σ2, t2)ψk(t2) dt2 =
(
15
32
k2 +
15
32
k +
11
64
)
(a′1(0))
2χ′′0(σ2) .
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Finally, the operator P4 has the form
P4 = A4(t2) +
1
2
a1(0)t2σ
2
2 −
1
4
a′′1(0)b
2
0t
3
2D
2
σ2 .
Therefore,
P4ϕ2 =B4(t2)χ0(σ2) +
1
32
(a1(0))
2b
−1/2
0 t2
(1
6
ψk+3(t2) + (3k + 3)ψk+1(t2)
− 6k2ψk−1(t2)− 4
3
k(k − 1)(k − 2)ψk−3(t2)
)
σ22χ0(σ2)
+
1
64
a1(0)a
′′
1 (0)b
3/2
0 t
3
2
(1
6
ψk+3(t2) + (3k + 3)ψk+1(t2)
− 6k2ψk−1(t2)− 4
3
k(k − 1)(k − 2)ψk−3(t2)
)
χ′′0 (σ2) .
It is easy to see that the term B4(t2) has the form
B4(t2) =
3∑
m=−4
γmψk+2m+1(t2) .
Therefore, we have
〈B4, ψk〉 = 0 .
Multiplying by ψk and integrating with respect to t2 gives:
1
‖Hk‖2
∫
P4ϕ2(σ2, t2)ψk(t2) dt2
=
3
32b0
(2k + 1)(a1(0))
2σ22χ0(σ2) + a1(0)a
′′
1(0)
(15
64
k2 +
15
64
k +
11
128
)
χ′′0(σ2) .
The orthogonality condition gives
λ6χ0(σ2)− 1‖Hk‖2
∫
(P6ϕ0 + P4ϕ2 + P3ϕ3 + P4ϕ2)ψk dt2
= λ6χ0(σ2) +
1
2
[β′′2 (0)
4b0
(2k2 + 2k + 1)
− (k2 + k)
(
a′′2 (0)−
1
2
a1(0)a
′′
1(0)−
1
2
(a′1(0))
2
)]
χ′′0 (σ2)
− β2(0)
2b20
(2k + 1)σ22χ0(σ2) ,
which has a nontrivial solution χ0 , if λ6 is an eigenvalue of the operator
Dk = −1
2
[β′′2 (0)
4b0
(2k2+2k+1)−(k2+k)
(
a′′2(0)−
1
2
a1(0)a
′′
1(0)−
1
2
(a′1(0))
2
)] d2
dσ22
+
β2(0)
2b20
(2k + 1)σ22 .
Thus, we can take
λ6 =
1
2b0
[β′′2 (0)
4b0
(2k2 + 2k + 1)
− (k2 + k)
(
a′′2(0)−
1
2
a1(0)a
′′
1(0)−
1
2
(a′1(0))
2
)]1/2
β2(0)
1/2(2k + 1)1/2(2j + 1),
j ∈ N ,
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and
χ0(σ2) = Ψjk(σ2) ,
where Ψjk is the normalized eigenfunction of the operator Dk associated with the
eigenvalue λ6.
Thus, for any j ∈ N, we have constructed an approximate eigenfunction ϕhjk of
the operator Hh,0 in the form
ϕhjk(t2, σ2) =
6∑
ℓ=0
hj/4ϕℓ(t2, σ2) , ϕ
jk
ℓ ∈ S(R2) ,
such that
ϕ0(t2, σ2) =
1
‖Hk‖ψk(t2)Ψjk(σ2) .
with the corresponding approximate eigenvalue
λjk(h) =
6∑
ℓ=0
hℓ/4λjkℓ .
Then we have
Hh,0ϕhjk − λjk(h)ϕhjk = O(h7/4) .
Observe that λjk(h) = h−1µjk(h), where µjk(h) are given by (4.3).
The constructed functions ϕhjk have sufficient decay properties. Therefore, by
changing back to the original coordinates and multiplying by a fixed cut-off function,
we obtain the desired approximate eigenfunctions uhjk, completing the proof of
Theorem 4.1.
5. Periodic case and spectral gaps
In this section, we apply the previous results to the problem of existence of gaps
in the spectrum of a periodic magnetic Schro¨dinger operator. For related results
on spectral gaps for periodic magnetic Schro¨dinger operators, see [8] and references
therein.
Let M be a two-dimensional noncompact oriented manifold of dimension n ≥ 2
equipped with a properly discontinuous action of a finitely generated, discrete group
Γ such that M/Γ is compact. Suppose that H1(M,R) = 0, i.e. any closed 1-form
on M is exact. Let g be a Γ-invariant Riemannian metric and B a real-valued
Γ-invariant closed 2-form on M . Assume that B is exact and choose a real-valued
1-form A on M such that dA = B. Write B = bdxg, where b ∈ C∞(M) and dxg is
the Riemannian volume form. Let
b0 = min
x∈M
|b(x)| .
Assume that b0 > 0 and there exist a (connected) fundamental domain F and a
constant ǫ0 > 0 such that
|b(x)| ≥ b0 + ǫ0, x ∈ ∂F .
We will consider the magnetic Schro¨dinger operator Hh as an unbounded self-
adjoint operator in the Hilbert space L2(M). Using the results of [7], one can
immediately derive from Theorem 2.1 the following result on existence of gaps in
the spectrum of Hh in the semiclassical limit.
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Theorem 5.1.
Assume the set {x ∈M : |b(x)| = b0} contains a smooth curve γ such that in some
neighborhood of γ we have
C−1d(x, γ)2 ≤ |b(x)| − b0 ≤ Cd(x, γ)2
with a constant C > 0. Then, for any natural k and N , there exists hk,N > 0 such
that the spectrum of Hh in the interval
[(2k + 1)hb0 + h
2mk, (2k + 1)hb0 + h
2Mk] ,
where [mk,Mk] is the range of the function Vk on γ defined by (4.1), has at least
N gaps for any h ∈]0, hk,N ] .
Similarly, Theorem 4.1 implies the following result.
Theorem 5.2.
Assume the set {x ∈M : |b(x)| = b0} contains a smooth curve γ such that in some
neighborhood of γ we have
C−1d(x, γ)2 ≤ |b(x)| − b0 ≤ Cd(x, γ)2
with a constant C > 0, and for some k ∈ N, there exists a unique minimum x0 ∈ γ
of the function Vk on γ defined by (4.1), which is nondegenerate :
δk = V
′′
k (x0) > 0 .
Then, for any natural N , there exist
Ck,N >
1
2b0
δ
1/2
k µ
1/2
0 (2k + 1)
1/2(2N + 3)
and hk,N > 0 such that the spectrum of H
h in the interval
[(2k+1)hb0+ h
2mk + h
5/2 1
2b0
δ
1/2
k µ
1/2
0 (2k+1)
1/2, (2k+1)hb0+ h
2mk + h
5/2Ck,N ]
has at least N gaps for any h ∈]0, hk,N ] .
Appendix A. Some facts from geometry
Here we refer to [6] for more material. LetM be a Riemannian manifold. Denote
by ∇ the Levi-Civita connection associated with the Riemannian metric g. Recall
that a connection in the tangent bundle of M is a map
∇ : C∞(M,TM)× C∞(M,TM)→ C∞(M,TM), (X,Y ) 7→ ∇XY ,
which satisfies
(1) for any X ∈ C∞(M,TM) the map ∇X : C∞(M,TM) → C∞(M,TM) is
linear;
(2) for any X1, X2 ∈ C∞(M,TM) and Y ∈ C∞(M,TM)
∇X1+X2s = ∇X1Y +∇X2Y ;
(3) for any f ∈ C∞(M), X ∈ C∞(M,TM) and Y ∈ C∞(M,TM)
∇fXY = f∇XY ;
(4) for any f ∈ C∞(M), X ∈ C∞(M,TM) and Y ∈ C∞(M,TM)
∇X(fY ) = f∇XY +X(f)Y .
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The Levi-Civita connection is the unique connection ∇ in TM , which is compat-
ible with the Riemannian metric (with the corresponding scalar product denoted
by (·, ·)) in the sense that, for any X,Y, Z ∈ C∞(M,TM)
X(Y, Z) = (∇XY, Z) + (Y,∇XZ) ,
and torsion-free, in the sense that, for any X,Y ∈ C∞(M,TM) ,
∇XY −∇YX − [X,Y ] = 0 .
The curvature of the connection ∇ is the operator
R(X,Y ) : C∞(M,TM)→ C∞(M,TM) ,
associated with any pair X,Y ∈ C∞(M,TM) by the formula
R(X,Y )Z = ∇X∇Y Z −∇Y∇XZ −∇[X,Y ]Z
for any Z ∈ C∞(M,TM) .
In a local coordinate system (x1, x2, . . . , xn), one can write
R
(
∂
∂xj
,
∂
∂xk
)
∂
∂xℓ
=
n∑
i=1
Riℓjk
∂
∂xi
,
where
Riℓjk =
∂Γikℓ
∂xj
− ∂Γ
i
jℓ
∂xk
+
n∑
m=1
ΓmkℓΓ
i
jm −
n∑
m=1
ΓmjℓΓ
i
km .
The Ricci tensor of M is given by
Ricab =
n∑
i=1
Riaib .
The scalar curvature of M is defined by
κ =
∑
ab
gabRicab .
The Riemannian curvature tensor is a R of type (4,0), defined in local coordinates
as
Rijkℓ =
n∑
m=1
gimR
m
jkℓ .
One can also give its invariant definition. The corresponding map
R : X (M)×X (M)×X (M)×X (M)→ C∞(M)
is given by
R(X1, X2, X3, X4) = (R(X3, X4)X2, X1), X1, X2, X3, X4 ∈ X (M).
If dimM = 2, then the Riemannian curvature tensor R has 4 nontrivial compo-
nents
R1212 = −R2112 = R1221 = −R1221,
Other components equal zero. We have
2R1212 = R(g11g22 − g212),
moreover the scalar curvature κ is related with the Gauss curvature K by
R = 2K.
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Now assume that M is two-dimensional, and γ is a one dimensional smooth
submanifold (a closed curve). Let s be the natural parameter along γ. Assume
that γ is oriented, and choose the external unit normal vector N at each point of γ.
In a tubular neighborhood U of γ, consider the associated Fermi coordinate system
(X0, X1) = (s, t), which is defined as follows. For any x ∈ U , t is the distance from
x to γ and s is the coordinate of the intersection point of the minimal geodesic ξ,
passing through x orthogonally to γ. Then at each point x ∈ U the vector N = ∂∂t
coincides with the unit tangent vector of the minimal geodesic ξ, passing through
x orthogonally to γ. Thus, by definition, we have
‖N‖ = 1, ∇NN = 0.
Consider the vector field A in U defined in local coordinates (X0, X1) = (s, t) as
A =
∂
∂s
.
For any x ∈ γ the vector A(x) is tangent to γ and
‖A(x)‖ = 1.
Observe that
[A,N ] = 0.
Then we have
∇N∇NA+RANN = 0.
Indeed, by definition, we have
RANN = ∇A∇NN −∇N∇AN −∇[A,N ] = −∇N∇AN = −∇N∇NA.
Next, we have
N(A,N) = (∇NA,N) + (A,∇NN)
= (∇NA,N).
On the other hand, since ‖N‖ ≡ 1, we obtain
0 =A(N,N) = 2(∇AN,N).
Therefore, we have
N(A,N) = 0,
that is, (A,N) is constant along the integral curves of N , which are minimal
geodesics orthogonal to γ. Since (A,N) = 0 on γ, it follows that
(A,N) = 0.
Thus, the coefficients of the metric have the form
g00(s, t) = (A,A) := a(s, t), g01(s, t) = (A,N) = 0, g11(s, t) = (N,N) = 1.
Observing that
a(s, 0) = 1 ,
the metric g has the form
g = a(s, t)ds2 + dt2.
Let us compute Taylor’s expansion of a at t = 0:
g00(s, t) = 1 + a1(s)t+ a2(s)t
2 +O(t3).
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First, we recall the definition of the mean curvature of γ. Since ‖A‖ = 1 on γ, we
have
κ = (TAA,N) = (∇AA,N).
Thus we obtain that
(A.1) a1(s) = N(A,A) = 2(∇NA,A) = 2(∇AN,A) = −2(∇AA,N) = −2κ.
Then,
a2(s) =
1
2
N2(A,A) = (∇N∇NA,A) + ‖∇NA‖2.
For the first term, we get
(∇N∇NA,A) = −(RANN,A) = −R1001 = −1
2
R
For the second term, since (A,N) = 0 on γ, we obtain
‖∇NA‖2 = (∇NA,A)2 + (∇NA,N)2 = κ2.
Thus, we have
(A.2) a2 = −1
2
R+ κ2.
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