The present paper studies a discrete-time storage process with discrete states. This model has the inflow which is defined as independent random variables with a common negative binomial distribution and has the certain outflow discipline. Reversibility and quasi-reversibility for the process are investigated and the reversible measure is given. And thus, under a certain condition, it is shown that the process has time-reversibility with the stationary distribution constructed by the reversible measure. Also dynamic reversibility for the process is shown.
Introduction
In general, it is said for an irreducible Markov chain {Y n ; n E N} to be reversible with respect to a measure {r(k),k E S} if {r(k)} is strictly positive and satisfies If {Y n } is reversible with respect to some measure, then {Y n } is the time-reversed chain of itself.
On the other hand assume that, to each state j E: S, there corresponds a conjugate state j' with (j')' = j and a strictly positive measure {v( i)} satisfies v( i) = v( i');
v(i)P(i,j) = v(j')P(j', it), i,j E S,
then we call the M arkov chain {Yn} dynamically reversible with respect to a measure {v( i)}. In this case {v( in is clearly invariant. Moreover, if Li v( i) < 00 and the chain {Y n ; n E Z} is stationary then {Y n } is statistically equivalent to {(Ln)'}, see Kelly [3] , where Z is the collection of all integers. Dynamic reversibility for queueing networks was discussed by Disney and Kiessler [2] .
In this paper we consider a discrete-time storage process with discrete states and study reversibility of this process and associated models. Let {Xn; n E N} be the storage process taking values on N which is defined by (1.1)
In Section 2,.for the above storage model (1.1) with a certain outflow discipline, it is shown that the bivariate Markov chain {(X n , Dn)} has an invariant measure of the product form and the trivariate chain {(An' X n , Dn)} is dynamically reversible. Moreover, it is seen that this model has quasi-reversibility and the process {Xn} has reversibility. In Section 3 an inventory model which has motivated the present problem is considered. The Lindley process with discrete states is represented as an application of this model, hence, in Section 4 the relationship between two processes is investigated and the results are compared with ones in Osawa [6] . In Section 5 a discrete-time tandem storage model in which each node has the outflow discipline of the [orm ( 1.2) is discussed and the invariant measure of the product form is obtained. Also quasi-reversibility for this model is deduced. In the final section, a closed storage model with two nodes is considered and dynamic reversibility for the model is discussed. 
where 17 > 0 and 0 < ,x < 1, and let 
To prove the second part of the theorem, define a measure follows that Yi is a conjugate mapping and 
Proof:
The transition probabilities are written as
Then we have
The proof is completed.
Remark 2.4 When the system has a Poisson inflow
and an outflow discipline
k=i-)+1
then the similar results as given in Theorem 2.1 have been obtained by Walrand [9) . In this case, we can also see that {Xn} is reversible with respect to {r(i)} of the same form as (2.4).
An Inventory Model
The problem dealt with in the previous section has been motivated by the following simple inventory model. There is a factory which manufactures some kinds of goods by using machines_
One of these, which is expensive, is made to order from two branch offices of the factory_ Each branch gives an order for the article each day, the number of which is a.pproxima.tely distributed according to a geometric distribution (1 -).),k. The orders are sent to the factory at the next morning and we denote by An the total number of these at the beginning of nth day. Let Xn be the number of backlog of orders. Then the factory produces the articles as follows_ Suppose that Xn + An =: i, then it produces the first article at rate ~(i)6(1), the second article at rate ~(i -1)6(2), "', jth article ~(i -j + 1)6(j), and so on. In this case, ~(k) are the rate depending on the number of backlog and 6(j) depend on the number of articles which are produced in the day. Then the r;tte at which j articles are produced is given by
Therefore, letting Dn be the number of articles which the factory produces in nth day, Dn is stochastically determined by Copyright © by ORSJ. Unauthorized reproduction of this article is prohibited.
The Lindley Process
Reversibility of Lindley processes was dealt with Osawa [6) . In this section, we see the relationship between the present storage models and Lindley processes.
Let {X n} be a Lindley process taking values on N: that is, ---
where {An} and {Dn} are sequences of mutually independent random variables with common distributions {a(k),k EN} and {d(k),k EN}, respectively. Let
then {X:} is equivalent to the process {Xn} defined by (1.1) with
Assume that {a(k)} is the geometric distribution, i.e., 'f/ = 1 in (2.3), and moreover D(i,j) is of the form (2.2), then we have
k=l By dividing (4.1) for j = i -I term by term by (4.2) it follows that 
k=l Thus the theorem is established.
m=ik+l
When {Xn} is not stationary X n + 1 is not stochastically determined without the information of l2.n which depends on X n-1. Therefore, since {x,,} is not a Markov chain we can not have the argument on reversibility of {X n } which corresponds to one obtained in Theorem 2.3. However, associated with quasi-reversibility for the model, consider the process {(A~, X n(k), D~)} for < k S J where we put
Xn(k) = (X~,X~, ... ,X~, D~, D~,···, D~-l). 
Proof:
From Theorem 2.1 this argument is available for k = 1. Consider the case 2 S k S J.
The transition probabilities for {(A~,Xn(k),D~)} are all n. Moreover, it is found that the system described by the reversed chain {(D~,X;;-(k),A;)} is also a tandem storage process where every nodes are in reversed order for the original model.
Closed Storage Model
A discrete-time storage model of the closed type represented in Figure 6 .1 is considered. The outflow discipline from node k is assumed to be of the form 
