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We base our study on the statistical analysis of the Rigan earthquake 2010 December 20, which
consists of estimating the earthquake network by means of virtual seismometer technique, and also
considering the avalanche-type dynamics on top of this complex network.The virtual seismometer
complex network shows power-law degree distribution with the exponent γ = 2.3±0.2. Our findings
show that the seismic activity is strongly intermittent, and have a cyclic shape as is seen in the
natural situations, which is main finding of this study. The branching ratio inside and between
avalanches reveal that the system is at (or more precisely close to) the critical point with power-law
behavior for the distribution function of the size and the mass and the duration of the avalanches, and
with some scaling relations between these quantities. The critical exponent of the size of avalanches
is τS = 1.45± 0.02. We find a considerable correlation between the dynamical Green function and
the nodes centralities.
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I. INTRODUCTION
Two strategies are often taken for explaining the ob-
servations of earthquakes: the quenched-disorder based
models ascribing the observations to the geometric and
material irregularities in the earth, and the dynamical-
instability models attributing the complexities to the
stochastic forcing arising from the dynamic nonunifor-
mities [1]. In the former, the power-laws observed in an
earthquake is related to geometric features of the fault
structure [2]. Whether the earth is operating according
to one of these schemes or in a hybrid one remains an
open and fundamental problem. The studies on seismic
activities belong to one of the following three main
categories: the phenomenological (if one insists not to
use full-empirical) models that are based purely on the
natural observations [3–6], the dynamical models on
pre-existing fault networks [7], and the dynamical (on- or
off-lattice self-organized) models with random dynamic
forces [8–10]. The basic assumption for the latter is the
common belief that the earthquakes (the ones which
occur in the upper ∼ten kilometers of the earth’s crust)
arise as a consequence of frictional instabilities that
cause stress, accumulated by large-scale plate motions
over periods of hundreds of years, to be relieved in
sudden stick-slip events [7]. The spring-block model
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is a clear example of such models in which the spring
strain spreads throughout the system by means of an
avalanche-like dynamics, and in each local activity the
stress is distributed isotropically between the closest
neighbors [11, 12]. The present models, whatever they
try to take the details of the dynamics of activities into
account, suffer the lack of a lot of details arising from
the complex nature of earth’s crust. In this regard, the
first and second categories which bring these details into
the calculations as the background of their dynamical
model [7] or so, work better.
The representation of seismic sequences as time series
has been highly regarded in the literature as an efficient
method to apply techniques derived from the nonlinear
analysis. Using this, the basic properties of the system
can be quantified in terms of e.g. scale-invariant correla-
tions [13], 1/f noise [14], or power-law decays [15]. These
scale-invariant analysis and stochastic techniques are al-
ways preferable to ad hoc mathematical approaches since
they deal with the real data as outlined above. These
time series are composed of geophysical signals which
are characterized by a spiky dynamic, with sudden and
intense bursts of high frequency activity. The dynamics
is an outcome of the rupture propagation with complex
friction laws and barriers [1, 16, 17]. From this point of
view, visibility graph method [4, 5] helps a lot to recog-
nize the statistical features of the system. This method
cannot tell us much about the dynamical features of
the system. One may combine such complex-network
supports (arising from the earth’s crust activities) with
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2avalanche-based (Self-organized critical) models to get
closer to the real situations [8–10]. One of the most pop-
ular methods for constructing these complex networks is
by connecting two nodes (which are two main shocks) if
they occur sequentially in the time sequence of the earth-
quakes. Apparently such methods suffer a crucial issue:
two successive events are not necessarily causally related.
A feature of the time series of seismic process is
the existence of sparse (low activity) temporal phases
that are interspersed between those with relatively
large density of the events, which can be viewed as the
geometrical manifestation of intermittence [3, 18, 19].
The presence of intermittency in the spiky temporal
dynamics in seismicity data reveals the effect of an
heterogeneous lithosphere, taking place at many time
scales [7, 20]. In Ref. [21] the seismic cycle during
which a large event is followed by a shadow period
of quiescence and then a new approach back toward
the critical state, in which the events become larger is
attributed to the large-scale heterogeneity. Here another
possibility is presented that we which is much more like
the second category, i.e. a dynamical avalanche-based
model was defined on top of the complex network arising
from the virtual seismometer technique for the Rigan
earthquake on 2010 December 20. In our complex
network, two nodes are related if their inter-event
empirical Green’s function (hereafter EGF) was sat-
isfied the interferometric criteria. This technique was
formulated by Curtis et al., [22, 23] and suggested an
alternative method to extract the inter-event EGF using
the cross-correlating of event-pair synthetic waveforms
recorded on a station [23]. This method has further
been developed by Shirzad [24] on real data to study
of hidden part of Kahurak fault plane. The dynamical
model that we use is much like the bak-Tang-Weisendeld
(BTW) sandpile model, which have already proved to
be an acceptable choice for earthquakes [8–10]. The
virtual seismometer complex network shows power-law
degree distribution with an exponent γ = 2.3 ± 0.2. We
also demonstrate that our model automatically predicts
the seismic cycle or a period which depends on the time
scales of the earthquake. The branching ratio inside and
between avalanches reveal that the system is at (or more
precisely close to) the critical point. We also reveal a
considerable correlation between the dynamical Green’s
function and the nodes centrality.
The paper has been organized as follows: In the next
section we describe some features of the Rigan earth-
quake. SEC. III devoted to a short introduction to the
virtual seismometer analysis. In section IV we introduce
the dynamical model and present the numerical details
and results. We close the paper by a conclusion.
II. RIGAN EARTHQUAKE
The Rigan earthquake was occurred along the hidden
part of the Kahurak Fault (see the dashed line in map of
Fig. 1) withMw 6.5 in the Kerman province of south Iran
on 2010 December 20. The corresponding focal mecha-
nism shows a right-lateral strike slip fault as depicted in
Fig. 1. The Rigan area locates at the southern part of
the Lut block and the northern edge of the JazMurian
depression (Mirzaei, 1998). Bam Fault, Kahurak Fault,
and NosratAbad Fault zone are the main fault systems
which are surrounding this area (Fig. 1). These faults
have been recently experienced a catastrophic earthquake
(Bam earthquake occurred on 26 December 2003 with
Mw 6.6 [25]). In order to study the hidden part of
Kahurak fault plane using aftershock events, a tempo-
rary network with six portable three-component stations
(triangle in Fig. 1) was deployed by Iranian Seismolog-
ical Center (IrSC) around the epicentral up to 40 km
radius. Recording continuous raw data was started on
2010 December 23, three days after the mainshock, until
2011 January 06. Rezapour and Mohsenpur (2013) by in-
vestigating this continuous data located 314 aftershocks
recorded by a minimum of 4 stations with an azimuthal
gap less than 180deg, and with a root-mean-square (rms)
of arrival time residual less than 0.2 s. Some previous
studies on this fault considered two individual and per-
pendicular faults around this mainshock (e.g., [26, 27]).
However, some of the other previous studies suggested a
fault with rake angle in order of 80deg ([28]),while most
of aftershock events (more than 90%) were occurred in
a narrow band zone (∼ 2 km) along the defined es-
carpment of fault by [29], so that the aftershocks’ epi-
central cover an area with 20 × 2 km (the white box
in map of Fig. 1). Since these aftershocks are related
with steeper dip (∼ 90deg) of the fault with narrow band
zone as shown using tomographic result by Shirzad [29],
the fault plane structure can be studied using appropri-
ate tool. Shirzad et al. [30] combined ambient seismic
noise and classical surface wave tomography to calculate
radial anisotropy and crustal deformation. In spite of
continuous data was recorded just for two weeks, they
divided raw data to 10 minute window time and used
a root-mean-square (RMS) stacking method to obtain
inter-station EGFs with fairly high signal-to-noise ratio
(SNR). Although this studies can give us an overview
about rake angle (vary between ∼ 85 − 90deg), subsur-
face layering, past and ongoing deformation in these lay-
ers around the fault, its resolution is not consummate in
the depth greater than 5 km where the second mainshock
occurred on 27 January 2011, approximately one month
later. Curtis et al. [22] presented a virtual seismometer
approach which can be applied to improve the resolu-
tion of surface wave tomography in regions with poor
instrumental coverage. The Ref. [24] then developed and
used this method to obtain group and and phase semi-
dispersion measurement models of this fault plane. In
addition, the rotation matrix was applied for projecting
3FIG. 1: (Color online): The general set up of the Rigan earthquake. The left figure is the map of the region of the
earthquake, and the right figure shows the wave velocity field as the function of the position: from Ref. [24].
semi-Rayleigh wave inter-event EGFs on fault plane in
that study.
III. THE EARTHQUAKE NETWORK
The complex networks dual to time series of seismic
activities contain crucial information, containing the cen-
trality of the activities, and the correlations between the
events, all of which help a better understanding of its in-
ternal degrees of freedom, and the crucial mechanisms
helping to predict the future activities. Constructing
such complex dual system can be done in many ways.
One of the most popular ones is the method described
in [31] in which a cubic grid of cells of equal size, cov-
ering the geographical zone of interest, is considered. A
cell is considered as a node of the network if it contains a
seismic event. Then a link is directed from node A to B
if they occur successionally/sequentially in the time se-
quence of the earthquakes. In most cases the network
that is constructed in this way is scale-free, with the
power-law degree distribution P (k) ∼ k−γ , where γ is
the characteristic exponent. This exponent, although de-
pends on the thresholds, usually has a value close to two
for the real systems. For the Mw = 8.3 Chile (Illapel-
2015) earthquake, the γ exponent was estimated to be
2.3 ± 0.2 for the cell size ∆ = 10 km and the magni-
tude threshold M > 3.0 [6]. The visibility graph method
is another choice which has been studied for many sys-
tems, like the seismicity of Italy between 2005 and 2010,
yielding the γ exponent from 1.9 to 3.5 depending on
the threshold [4], and also the 2003-2012 earthquake se-
quence in the Kachchh Region of India [5].
These methods of constructing the complex networks
based on the time sequence, although interesting, suffers
a crucial problem: the connections in the dual network
do not necessarily mean a physical connection between
the events, i.e. two successive events are not necessarily
related dynamically and they can simply occur in suc-
cessive time order by accident, although the correlation
between them cannot be excluded. By dynamically corre-
lated we mean that the activity of one of them induces the
activity in the other. It is more demanding for us to find
a method in which a connection is stablished for nodes
that are dynamically correlated. For this, we introduce
the virtual seismometer technique, using of which we are
able to extract the spatial regions that are dynamically
correlated.
A. The virtual seismometer technique
Virtual seismometer approach, which is recently devel-
oped, could enable us to improve the resolution of surface
wave tomography in the regions with poor instrumental
coverage. In this method, Curtis et al. [22] suggested an
alternative method to extract the inter-event EGF using
the cross-correlating of event-pair waveforms recorded on
a station. A simple description of this property represent
as
∇1∇2Gh(x2, x1) =
∑
n
u (xkn |x2)
M2
u (xkn |x1)
M1
e−jωnτ (1)
where the homogeneous Green’s function and spatial
derivative at x1 and x2 are indicated by Gh, ∇1 and
∇2 respectively. Also, u and M are displacement due
to the Moment Tensor at x1 and x2. Moreover, the
4wavenumber and frequency define by k and w. The rela-
tion 1 can be summarized, a cross-correlation of an event-
pair waveform is proportional to the inter-event EGF so
that it is independent of source types (normal, thrust
and/or strike-slip faults). Using this method, Shirzad
(2019) obtained Rayleigh wave group and phase velocity
models around fault plane at the periods of 1, 2 and 3
sec. However, the Kahurak fault is the strike-slip type,
a rotation matrix is applied for retrieving Rayleigh wave
inter-event EGF signals. Compared to the previous in-
terferometry studies (e.g., [32, 33]), some strict criteria
were also applied by Shirzad [24] in the data selection
and/or preparation step which can be summarized as
epicentral distance from fault escarpment less than 2.5
km, the magnitude of aftershocks M > 2.0, horizontal
and depth location uncertainties less than 2.5 km, and
the projection angle, Ω, greater than 70. Afterward, the
cross-correlation of prepared waveforms has been done,
and then phase weighing stacking procedure (see [34])
has been performed to retrieve inter-event Rayleigh wave
EGFs. An example of inter-event semi-Rayleigh wave
EGFs depicts in the top panel in right side of Fig. 1. For
all retrieved inter-event EGF, group and phase veloci-
ties semi-dispersion measurements has been calculated
using Frequency-Time Analysis ([35]) and zero crossing
of Bessel function of the first kind ([36]), respectively.
In this step, the Gaussian filter, α, coefficient is in or-
der of 3 for multifilter technique, and average phase ve-
locity semi-dispersion curves, which are separately cal-
culated by the real and imaginary parts of the wave-
form in the frequency domain, has been applied. More-
over, many quality controls has been used on these re-
trieved inter-event EGFs for obtaining reliable tomo-
graphic maps based on Ref. [37] including (1) three times
of wavelength less than epicentral distance (3λ ≤ ∆),
(2) signal to noise of recorded waveforms greater than 4,
(SNRwaveform > 4.0), and (3) group and/or phase velocity
less than two times of standard deviation (σ) of observed
velocities ([Vaverage−2σ] ≤ V ≤ [Vaverage−2σ]). Because
of decreasing inter-event ray path, these criteria not only
does not limit spatial resolution but also by identifying
and then by rejecting all bad inter-event pathways en-
sures to obtain reliable tomographic results. Finally, the
tomography procedure has been done by the iterative
nonlinear inversion package of the Fast Marching Sur-
face wave Tomography (FMST) which is developed by
Rawlinson [38]. This procedure is based on two main sub-
steps, including the forward problem to obtain calculated
travel time using the Fast Marching Method, and the in-
version step to minimize between observed and calculated
travel times. Inspections of Shirzad (2019) tomographic
results (e.g., bottom panel in right side of Fig. 1) indi-
cate a high velocity anomaly as a triangle shape in depth
range of 3−6 km. This result proposed this anomaly can
be lead to trigger the second mainshock because
(1) this area surrounds with some of the aftershocks,
which can be explained by asperity (see Aki 1984).
(2) The epicentral distance from the first mainshock is
approximately 10 km, which is matched with epicentral
distances reported by Global CMT.
(3) The area of anomaly is approximately 15 km2 which
can generate an earthquake with MW 6.2 for strike-slip
faults as tabled by Well and Coppersmith (1994).
Moreover, the maximum distance from the fault escarp-
ment and/or plane, where the tomographic results are
reliable in this range, has been calculated using sensitiv-
ity kernel functions (see [37]) and it is up to ∼ 2 km.
Also, the stability of appeared anomalies has been inves-
tigated using different types of error and test resolutions.
B. complex network of virtual seismometers
In this sub-section, we construct a complex network
between hypocenter of aftershock events occurred on
Kahurak fault plane, and study its properties. This
network is constructed as connections between all event-
pairs that the corresponding inter-event EGF signals
have been extracted. In this study, each event, which has
at least one connection with other events, is considered
as a node. Let us show the connection and/or activity
of ith node by Ai(t) in which t is time. Therefore, an
edge (connection) between nodes i and j is equivalent to
the ray path coverage, which is used in the tomographic
procedure. In the tomographic procedure, each ray path
(connection) is defined by using observed/calculated
group and/or phase velocity of each inter-event EGF.
Therefore, the connections obtained by means of this
method (calculating dynamical correlation) are by
definition physical. The main earthquake was followed
by 314 aftershock events. Using different data selection
criteria, quality control in extracting inter-event EGF,
the azimuthal direction and energy of extracted signals,
the group and/or phase velocity constrain on the to-
mographic procedure, we decreased the total ray paths
(connections) to 64. After applying these conditions
to construct network, we find an undirected connected
graph shown in Fig. 2 which is presented the ray path
coverage on Kahurak fault plane. We found that the
distribution of node degree P (k) follows power-law
relation. The corresponding exponent is obtained by
means of the least square fit in the log-log plot to be
γ = 2.3 ± 0.2 (see the inset of Fig. 2). This value
is compatible with the amount reported by [6], con-
firming that the virtual seismometer technique is reliable.
The next question is about the centrality of the graph
to quantify the relevance of the regions (nodes in the
network). This can be done by calculating the centrality
of the graph, i.e. calculating the eigenvalues and eigen-
vectors of the adjacency matrix of the graph. We found
that the largest eigenvalue of the graph (which is the
most important quantity in the dynamical properties of
the graph) is λ = 1.876. If we consider a dynamics sim-
ilar to that of Ref. [39] this means that the system is
in the extended critical regime. The centrality field has
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FIG. 2: (Color online): Undirected graph of earthquake
nodes in two-dimensional Euclidean space (main panel)
and the loglog plot of distribution of node degree (K)
with exponent α = 2.3± 0.2 (inset).
been shown in the main panel of Fig. 3, in which the
inset shows the degree of nodes. The more colorful are
the nodes, the more important they are. We also found
very good correlation between the centrality, the degree,
and the Green function (the latter being different from
the Green function defined in Eq. 1 will be defined in
the next section). We see here that detecting the set of
most important regions on the fault sheet which can be
very helpful, become possible by means of virtual seis-
mometer technique. Using the interferometry approach,
an uncomplicated tool prepares to study a fault plane
so that it can calculate the location and the magnitude
(size) of a further earthquake on this fault plane (see
Shirzad 2019). But, it cannot give us an overview of the
time of occurrence of this earthquake because of the in-
herent problem.
Despite the fact that the above findings are very useful,
we need some extra information concerning the size and
energy and duration of the earthquakes taking place in
this system, and also the (presumable) scaling relations
between them. These do not come out from the virtual
seismometer analysis, since the data is quite small. In
fact, it is the aim of the present paper to predict the seis-
mic behavior of a system with small set of data. To this
end, we switch to simulations, and consider a dynamical
model on top of the system. Although the analyzed graph
has been obtained by means of the dynamics of seismic
system, it yields the correlations between regions, i.e. it
tells us a part of system effectively affects which part/is
affected from which part of the system. Therefore the
graph is a very good candidate to be host of a relevant
dynamical system capturing the physics of earthquake.
This dynamical model, whatever it is, should contain the
following requirements:
1- The local relaxation of stress (as the relevant field for
earthquake),
2- It should define some local stress thresholds under
which the plate is (locally) static.
A very good candidate for this model is sandpile model
introduced by Bak, Tang, and Weisenfeld (BTW) [40].
This is done in the next section.
IV. DYNAIMCAL ASPECTS
The physics of the fault sheets dynamics is the cen-
ter of attention for physicists and seismologists, for
which many statistical models have been introduced.
The spring-block model is one of them in which the
spring strain spreads throughout the system by means
of avalanche-like dynamics, and in each local activity
the stress is distributed isotropically between the closest
neighbors [11, 12]. These systems interestingly organize
themselves in critical state [8], which inspired many stud-
ies based on cellular automata model [10]. In this section
we consider the BTW model on top of the graph that we
obtained in the previous section.
A. The model and simulation method
Let us suppose that the stress (energy) units spread
throughout the nodes of the graph (obtained in the pre-
vious section) according to the BTW-type dynamics. Put
in other words, we consider the BTW dynamical model
on top of the graph. In the BTW dynamics, we consider
on each node i a stress (or a local energy) i (the number
of sand grains) taking initially their values randomly (in-
dependently and uncorrelated) with the same probability
one integer from {1, ..., Zi}, in which Zi is the number of
the nodes connected to the node i, i.e. the degree of i.
Then we stimulate a random site i by increasing its local
stress, so that i → i + 1 (note that 1 has arbitrarily
been chosen as the stress unit). As a result this site may
become unstable (i > 
th ≡ Zi), which cause a local re-
laxation process to start, during which j → j − ∆i,j ,
where
∆i,j =
−1 if i and j are neighborsZi if i = j0 otherwise (2)
After a node relaxes, it may cause the neighbors to
become unstable and relax, and so on, continuing until
no node is unstable anymore. Then another random
site is chosen for stimulation and so on. The stress can
be dissipated from a sink node defined as a node with
no outgoing link. The average height grows with time,
until it reaches a stationary state after which the total
stress (defined as the summation of all local stresses)
is statistically constant (surely with some fluctuations).
The dynamics can be implemented with either sequen-
tial or parallel updating. Let us parametrize a single
avalanche by the internal time t′ in such a way that
6when N search is performed for the unstable sites (to be
toppled), then t′ → t′ + 1. Then the number of nodes
that are relaxed at t′ is denoted by s(t′), and T defined
as the maximum of t′ is the duration of the avalanche.
An avalanche is defined as the process that is started
by a single stimulation, and is ended when no node is
unstable.
To study the interplay between the dynamical model,
and the host graph, we have calculated the Green
function defined as follows: suppose that the node i
is stimulated causing an avalanche. Then the Green
function G(i, j) is the number of times that node j
relaxes. For calculating this function, we have stim-
ulated only the node with largest outgoing links, and
calculated G(x1, x2) as the number of times that the
node located at (x1, x2) relaxes. This is shown in
the main panel of Fig. 3a, in which the inset shows
the centrality. The relation of between the Green
function, the centrality and the node degrees is shown
in Fig. 3b, in which each point show the obtained values
for the e.g. the Green function and the centrality of
a node. For the main panel, although the points are
scattered, but they are gathered in a region, showing
that the Green function and the centrality are correlated.
The quantities that are of especial importance are the
avalanche duration T , the avalanche size S ≡∑Tt′=1 s(t′),
and the avalanche mass M which is defined as the num-
ber of nodes that at least are triggered once during the
avalanche. Also the criticality of the system can be tested
using the branching ratio function b(X) defined by
b(X) = E
[
s(t′ + 1)
X
∣∣∣∣ s(t′) = X] (3)
where E[A|B] is the conditional expectation value (en-
semble average) of A conditioned that B is already sat-
isfied, and X(t′) is the number of unstable nodes at
the internal time t′. It is shown that for the critical-
ity limX→0 b(X) = 1 [41]. This function is shown in the
main panel of Fig. 4. We see that b(X) increase lin-
early as X decreases towards the final value 0.98 ± 0.02
at X = 0. This confirms that the system is in the crit-
ical state. Also in the inset we show b(S) which has a
same definition, but here for S(t) where t is the external
time defined as the avalanche number. We see that b(S)
behave in power-law form, with the solution the solution
of b(S∗) = 1 is S∗ = 10.0 ± 0.5, which is the fixed point
of the dynamics. Therefore, on the mean field level this
system is active meaning that, in the existence of the ex-
ternal stress support, it organizes itself in a critical state
with a mean avalanche size S∗.
For the (here self-organized) critical systems some
power-law behaviors appear, defining some critical ex-
ponents. For example the distribution function of the
variable x shows scaling relation (for the infinite system)
P (x) ∼ x−τx where x = S, T,M , and τx is their expo-
nent. For the finite systems, the power-law dependence
is destroyed at some point in which the finite size effects
become important. Additionally some scaling relations
are commonly seen between the variables, i.e. y ∼ xγyx
where again x, y = S, T,M , and γyx is the corresponding
exponent. By a simple calculation, one can show that a
following hyper-scaling relation should hold:
γhyperscalingST =
τT − 1
τS − 1 (4)
We have shown the distribution functions for T (Fig. 5a),
S (main panle of Fig. 5b), and M (inset of Fig. 5b).
Using the least square fit of the linear part of the log-log
plot, we obtain that the exponents are τT = 1.90± 0.07,
τS = 1.45 ± 0.02, and τM = 1.44 ± 0.02. We see
that the exponents are very close to the mean filed
exponents (τmean fieldS = τ
mean field
M ≈ 32 [42]). Due to
largely scattered values for the reported exponents in
various studies [10] on the natural systems, we cannot
judge about the obtained exponents. Using these value
one obtains γhyperscalingST = 2.00 ± 0.18, which should
be compared with γ = 1.92 ± 0.02 (inset of Fig. 5a),
showing that the hyperscaling relation holds.
An interesting quantity for characterizing the
avalanches is the auto-correlation function Cτ between
distinct avalanches, and is very helpful in realizing their
structure. If we consider the time series of S(t) (here t
is the avalanche number), then it is defined as:
Cτ ≡ 〈S(t+ τ)S(t)〉 − 〈S(t)〉
2
〈S(t)2〉 − 〈S(t)〉2 (5)
For the BTW model on regular 2D lattice, this function
is zero for τ 6= 0 for the waves, whereas it is long-range for
avalanches, signaling that they are not mono-fractal. For
our case, it is shown in Fig. ?? (note that C0 = 1, which is
not shown in the figure), from which we see an interesting
oscillatory behavior. In the branching ratio analysis, we
saw that the fixed point S∗ is uniquely determined, which
shows that the average stress in the stationary state is
single, i.e. the system is not in the oscillatory phase and
the oscillatory behavior of the auto-correlation function
has other sources. By fitting this function, we notice that
it has two harmonic components, one of which decays in
a power-law fashion with time:
Cs(τ) = f0e
−α1τ
[
cos
(
2pi
τ
τ1
)
− f1
τα2
cos
(
2pi
τ − τ0
τ2
)]
(6)
where f0 = 0.030 ± 0.003, α1 = 0.057 ± 0.004,
τ1 = 19.6 ± 0.1, τ2 = 27.04 ± 0.53, f1 = 17.38 ± 1.2,
α2 = 1.26±0.04, τ0 = 7.08±0.13. In the inset Cs(τ)f0e−α1τ is
shown to show more evidently the oscillatory behavior.
This oscillatory behavior should cause a peak in the
power spectrum, as shown in Fig. 6. The peak of this
function is at ω¯ which is consistent with τ1, i.e. ω¯ =
2pi
τ1
as expected.
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FIG. 3: (Color online): (a) Green function of nodes when stimulated only the node with largest eigenvector
centrality with coordinates (14.4, 4.5). inset of (a): the eigenvector centrality of each node when largest eigenvalue of
network is equal 1.876. (b) relation between centrality(C) and Green function (main panel), between node degree
(k) and centrality (left inset) and between node degree and green function (right inset).
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FIG. 4: (Color online): Activity dependent branching
ratio b(x) for instantaneous avalanche sizes; blue line
represent it’s trend line with equation
b(x) = −0.009x+m; m = 0.970± 0.006 (main panel)
and log-log plot of branching ratio for total avalanche
size with exponent α = 1.07± 0.01 (inset).
In addition to the oscillatory behavior, this finding
shows that there is a refractory period τ12 , so that when
a large avalanche takes place, up to this time the prob-
ability of having a large event is small. The interesting
fact is that after time τ1, the probability of having a
large event is maximal. In the Rigan earthquake, after
20 days another earthquake took place, which we think
that it should be explained by this observation on Cs(τ).
exponent definition value
τS P (S) ∼ S−τS 1.45± 0.02
τT P (T ) ∼ T−τT 1.90± 0.07
τM P (M) ∼M−τM 1.44± 0.02
γST S ∼ T γST 1.92± 0.02
τ1 fit in Fig.6 19.6± 0.1
TABLE I: The exponents for the .
DISCUSSION AND CONCLUSION
This paper is devoted to the statistical analysis of the
Rigan earthquake 2010 December 20. For this, we used
the recent technique designed by Curtis et al. [22], and
developed further by Shirzad [24], according to which one
extracts the inter-event EGF using the cross-correlating
of event-pair waveforms recorded on a real station. Using
this method, and by defining some thresholds/criteria,
we obtained a complex network, whose node’s degree
distribution is found to be power-law with an exponent
γ = 2.3±0.2, consistent with the range of exponents that
were found in other earthquake (e.g. [6]). After extract-
ing this network, we implemented a dynamical avalanche
model similar to the BTW-sandpile model on top of this
network which has already proved to be acceptable for
estimating the behavior of the avalanches [8–10]. The
numerical calculation of branching ratio demonstrated
that the system is in the critical state with power-law
behavior for the distribution function of the size and
the mass and the duration of the avalanches, and with
some scaling relations between these quantities. The
critical exponents (and their definitions) are presented
in TABLE I. Also a strong correlation between the
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FIG. 5: (Color online): (a) The log − log plot of the distribution functions of avalanche mass M with exponent
α = 1.44± 0.02 (main panel) and the distribution functions of the instantaneous avalanche sizes x (inset). (b) The
log − log plot of the distribution functions of avalanche size S with exponent α = 1.45± 0.02. Lower insets: the
same graph for the distribution functions of avalanche duration D with exponent α = 1.90± 0.07. Upper insets: The
log − log plot of S −D diagram with exponent α = 1.92± 0.02.
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FIG. 6: (Color online): Auto-correlation function Cτ for
total size of avalanches S; blue line represent it’s trend
line with equation
Cs(τ) = f0e
−α1τ
[
cos
(
2pi ττ1
)
− f1τα2 cos
(
2pi τ−τ0τ2
)]
(main panel). Lower insets: the same graph witch
Auto-correlation function divided by f(τ) = f0e
−α1τ ;
blue line represent it’s trend line with equation
Cs(τ)/f(τ) = cos(
2pi
τ1
τ). Upper inset: Power spectrum
of total size of avalanches S; blue line represent it’s
trend line with equation S0(ω) +Aω
α; α = 2.6± 0.1.
dynamical Green function and the nodes centralities has
been observed, demonstrating a correlation between the
dynamical model and the support complex network.
By calculating the dynamical auto-correlations of the
avalanches, we show that this model yields naturally the
seismic cycle found already in earthquakes, which trans-
lates to intermittency. These functions are composed of
two decaying periodic terms with nearly the same period,
one of which decays further in a power-law fashion that
is killed for long enough times (Fig. 6). This function re-
alizes the seismic cycle in real earthquakes during which
a large event is followed by a shadow period of quiescence
and then a new approach back toward the critical state,
in which the events become larger [7, 20, 21].
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