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Abstract
Most of our current knowledge on flow and turbulence in realistic urban roughness
sublayers (RSL) originates from sporadic campaigns with single-point measurements
from towers in cities. Such measurements are not able to properly quantify the impact
of terms such as dispersive momentum fluxes, wake production, dispersive transport
and dissipation of turbulent kinetic energy (TKE). Further, we assume that single-
point measurements are representative if used as surrogate for horizontally-averaged
quantities over the entire urban domain.
To quantify the relevance of non-measurable terms and explore the spatial
variability of the flow field in generating, transporting and dissipating TKE, a series of
Large Eddy Simulations (LES) is performed to characterize the airflow over and within
a truthful building-resolving urban geometry in the city of Basel, Switzerland. The
extend of a representative subset for the city is first identified, based on the convergence
of averaged flow statistics. Further, a 512 ⇥ 512 m wide domain is chosen to be
centered around a tower where single-point turbulence measurements at six heights are
available. To account for variability connected to the closure model, two values of the
5
6surface hydrodynamic roughness length z0 and two LES closure models are considered:
the Static and the Lagrangian scale-dependent Smagorinsky models. Buildings are
represented through a discrete-forcing immersed boundary method (IBM) and based
on detailed real geometries from a surveying dataset.
The local model output at the tower location compares well against measured data
for two chosen approaching angles of the flow, confirming LES in conjunction with
IBM a valuable tool to study turbulence and dispersion within a real urban RSL. The
simulations confirm that mean velocity profiles in the RSL are characterized by an
inflection point zg , located above the average building’s height zh. TKE in the RSL is
primarily produced above zg , and turbulence is transported down into the urban canopy
layer (UCL, i.e. street canyons, backyards). Pressure transport is found to be significant
in the very near wall regions. Further, spatial variations of time-averaged variables and
non-measurable dispersive terms are important in the urban RSL above a real urban
surface and should therefore be considered in future urban canopy parameterization
developments.
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CHAPTER 1
Introduction
1.1 Turbulence modeling for urban applications
The problem of urban development and its impact on the environment and safety/health
of citizens have been challenging tasks for policy-makers: a correct understanding
of the urban dynamics and its interaction with the surrounding rural areas is of
fundamental importance in view of increasing urbanisation and consequent demand
for infrastructures.
A correct modeling of flow and turbulence in the urban roughness sublayer (RSL)
– the atmospheric layer from ground to 2 to 5 times the average builing’s height
zh – is essential to properly predict weather, air quality, and dispersion of gases
in urban environments. Within the RSL, flow and turbulence exhibit strong spatial
variations in both the vertical and the horizontal directions. This is caused by the flow
around the local configuration of roughness elements (buildings and trees). Hence,
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one-dimensional surface scalings relying on horizontal homogeneity such as Monin-
Obukhov similarity (MOST) are not applicable in the RSL (Rotach, 1999; Roth, 2000).
MOST is strictly applicable only in the inertial sublayer (ISL), whose existence in urban
environments is subject to debate (Jimenez, 2004). Consequently three-dimensional
approaches such as computational fluid dynamics (CFD) are required to properly
describe flow, turbulence and exchange in the RSL.
However, for many applications, building-resolving information is neither required
nor are CFD approaches computationally feasible. In mesoscale weather forecasting
and air pollution dispersion models, urban canopy parameterizations (UCP) are used to
represent the effects of urban surfaces. UCPs rely usually on a horizontally averaged
approach, where the RSL is represented as a 1D column, often for simplified geometries
such as infinite street canyons or cubical blocks of buildings. The vast majority of UCPs
use MOST relationships to compute vertical fluxes of momentum and scalars such as
heat, humidity or pollutants between the urban facets and the atmosphere, irrespective
of the problem outlined above (Grimmond et al., 2010).
Proper techniques to reinstall a 1D approach in a truly three-dimensional RSL
should account for the inherently variable canopy morphology, and its hierarchical
structure of scales (from the street or canyon scale to the regional scale) as discussed
in Britter and Hanna (2003). For instance, in the horizontal averaging process of
RANS equations, additional terms arise in the time-averaged momentum balance,
called dispersive fluxes (Raupach and Shaw, 1982), which physically represent spatial
correlations between mean vertical flow around buildings and the time-averaged
quantity exchanged. The very few modeling studies directly determining dispersive
fluxes by means of CFD have shown that these terms can be highly relevant, in addition
to Reynolds stress, to the overall momentum transfer in the RSL over rigid canopies
(Coceal et al., 2006; Martilli and Santiago, 2007).
On a fundamental perspective, efforts have been devoted using experimental and
numerical approaches to study RSL dynamics and scalings over simplified urban-like
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surfaces, mostly in the form of staggered/aligned cubical arrays (Cheng and Castro,
2002; Coceal et al., 2006; Xie and Castro, 2006). The few characteristic length
scales that characterize roughness elements in such arrays provide a setting that eases
simulation, analysis and theory-development. The approach is justified on the grounds
that one should first understand flow over rough surfaces in its simplest form, before
introducing complexities such as variable roughness height or shapes, which would
result in a broader spectra of scales and dynamics. However, flow over cubes might be
difficult to compare with the flow over real urban canopies, where the additional set of
length scales, connected to the intrinsic heterogeneity of the surface, might completely
modify the dynamics of the system. For instance, boundary layer flow over surface
mounted cubes with variable element heights, studied in Cheng and Castro (2002)
report a thinner ISL when compared with uniform height settings, suggesting an ISL
region might not even exist in certain realistic urban canopies.
In the past decades experimentalists have devoted significant efforts to measure
the relevant processes that drive mean flow and turbulence in the RSL over real cities
(Christen et al., 2009, 2007; Eliasson et al., 2006; Grimmond and Oke, 1999; Peng and
Sun, 2014; Ramamurthy et al., 2007). However, such experimental field-studies are
limited to measurements at a few points and cannot capture the full three-dimensional
flow field in its heterogeneous state. The lack of homogeneity in the statistical
properties of the flow within the RSL may question the usage of point measurements as
a surrogate of horizontally averaged quantities, as proposed by Rotach (1993a,b) and
Christen et al. (2009).
The strong spatial variability of the flow represents in fact the main challenge
preventing the development of a comprehensive physically-based theory for the vertical
structure of the RSL, such as the classic Monin-Obukhov similarity theory (MOST)
(Monin and Obukhov, 1954) for the idealized surface layer. (the validity of MOST
for boundary layer flow over heterogeneous surfaces with periodic patterns has been
investigated in Bou-Zeid (2004)).
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The increased availability of high resolution digital datasets on urban morphology
(e.g. high resolution LiDAR scans, vectorial models based on surveyed data, etc.) is
recently promoting the use of real topographies in numerical studies (see for instance
Kanda et al. (2013)). Further, advances in computational power now allows to represent
the three-dimensional processes of interest at the neighborhood scale (102  103 m).
This is is at least relaxing constraints with regard to the feasibility and costs of
numerical simulations over real urban morphometries.
Output from numerical models, such as Large Eddy Simulations (LES), can
therefore be used to understand the physics of the flow and quantify the most relevant
terms and processes that occur in relistic urban RSLs. This is the goal of the current
study. Here LES is used to resolve the airflow over and within a truthful urban geometry
to (1) spatially characterize mean flow and turbulence in the RSL, (2) to determine the
role of non-measurable terms such as dispersive momentum fluxes, wake production,
dispersive transport, pressure transport, dissipation of TKE, and (3) to determine how
representative are single-point measurements, when used as surrogate for horizontally-
averaged quantities over the entire urban domain. Such informations can then be used
in order to guide and validate current upscaling for one-dimensional UCPs.
The main concepts regarding the atmospheric boundary layer and its approximation
in simulations are briefly reviewed in chapter 2. Chapter 3 describes the numerical
algorithm, the site and instrumentation, the processing of the tower data, and provides
informations on the digital surface model. Chapter 4 proposes a sensitivity analysis
to determine the geometrical requirements for comparison with measured data, and a
representative subset for the urban surface is identified. The structure of mean flow and
turbulence in the RSL for the considered subset of the city is proposed in Chapters 5
and 6. Chapter 5 focuses on first and second order statistics and on their comparison
against tower measurements, whereas Chapter 6 presents a detailed analysis of TKE
budget terms in the RSL.
Throughout the study we will alternate the Einstein summation notation, where
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x,y,z will denote the stream-wise, span-wise and vertical coordinates with the vector
notation, based on convenience. The boundary layer height will be denoted as d
whereas a given height in the domain will be denoted as zlabel . Further, f(·) is used to
denote a spatially filtered variable (implicit LES filter). (·) denotes time-averaging or
ensemble averaging (depending on the context), h·i denotes horizontal (x,y) averaging,
time fluctuations are written as (·)0 (therefore (·)0 = 0) and departures of time-averaged
terms with respect to their horizontal mean are denoted as (·)00 (therefore h(·)00i = 0).
(·)⇤ will be used to denote a normalized variable.
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CHAPTER 2
Numerical modelling of atmospheric boundary layer flows
2.1 The atmospheric boundary layer
This sections aims at providing a short introduction on the concept of atmospheric
boundary layer, which sets the the basis for later discussion. The troposphere can be
divided in two layers (see fig. 2.1), the atmospheric boundary layer (ABL), that layer
where we all live and which is in direct contact with the surface, and the – loosely
defined – free atmosphere (FA), which is the remainder of the air and is usually in
a laminar state. The atmospheric boundary layer responds to surface forcing within
time scales of ⇠ 1h (Stull, 1988) and is characterized by the presence of turbulent
motions in the flow, which is probably the most fascinating feature of it, and which
manifests itself in a broad range of irregular swirls of motion called eddies. Typical
forcing include frictional drag, evaporation and transpiration, heat transfer, pollutant
emission, and terrain induced flow modification. It’s height (d ) can vary quite wildly
23
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Figure 2.1: Layers composing the troposphere.
from few meters under extremely stably stratified environments up to ⇠ 3km during
daytime, depending on the geographical location. The ABL structure has a natural daily
evolution cycle, which spans a broad spectra of dynamical/thermodynamical regimes.
The three major components of this structure are the stable boundary layer (SBL), the
mixed layer (ML) and the residual layer (RL). Is then common to define an additional
layer, which is present irrespectively of the specific regime, namely the surface layer
(SL), which is identified as that region near the surface where turbulent fluxes and
stress vary by less than 10% in magnitude. The boundary layer is characterized by
a potentially stable stratification at nighttime (SBL), mainly due to radiative cooling,
during which turbulence is weak and intermittent, and the flow is populated by Kelvin-
Helmoltz instabilities and meandering motions. With the onset of the day the heat
transfer from the warm surface, together with the radiative cooling from the clouds’
top generates thermals and the resulting intense turbulent activity tends to well mix
scalars (heat, moisture) and momentum in the vertical, building up the ML. Virtual
potential temperature profiles in this regime, for instance, are nearly adiabatic in the
middle portion of the boundary layer, whereas a superadiabatic layer is usually present
at the surface location. A stable layer at the top of the ML acts as a lid to the rising
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Figure 2.2: Redrawn based on (Stull, 1988). Typical boundary layer evolution cycle.
The very turbulent ’mixed layer’ (ML), followed by a turbulence decay period usually
referred to as ’residual layer’ (RL), and ultimately the ’stable boundary layer’ (SBL).
thermals, separating the laminar FA from the turbulent ML. Air is entrained in this
region (often referred to as entrainment zone) from the FA above, causing a growth of
of ML, which reaches is maximum depth in the late afternoon. Little before sunset
the thermal forcing ceases, resulting in a relatively long turbulence decay period and
formation of the RL (Stull, 1988). Further, in urban meteorology it’s then customary
to subdivide the surface layer, as displayed in fig. 2.3, to account for different forcing
(dynamical and thermodynamical) mechanisms and statistical properties characterizing
the flow. The concept of urban canopy layer (UCL) is introduced to denote that layer
where people live in a city, which is usually bounded by the mean height of the roofs zh,
and where mean flow and turbulence are highly dependent on the actual configuration
of the obstacles relative to the mean wind. The roughness sublayer (RSL) follows, as
we move up high in the atmosphere, to denote a layer where the effects of isolated
roughness elements are still present (usually between 3 and 5 times the mean building
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Figure 2.3: Layering of the urban boundary layer structure. Reproduced from lecture
slides of class GEOB401 at the University of British Columbia - Vancouver (Prof.
Andreas Christen).
height zh). Turbulence statistics in the RSL are heterogeneous in space, depend on
the surface features, and share similarities with flow over vegetation canopies, which
are patterned on a plane mixing layer (Raupach et al., 1996) due to the instabilities
associated with the characteristic strong inflection in the mean velocity profile. The
so-called inertial sublayer (ISL) separates then the RSL from the outer regions of the
boundary layer and is characterized by homogeneous turbulence, constant momentum
flux profiles, and statistics that are only a function of a characteristic velocity scale ut
and of the height from the surface z.
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2.2 Universal scaling in the atmospheric boundary layer
Geophysical flows fall in the general category of wall bounded flow over fully rough
surfaces, being characterized by a roughness Reynolds number k+s =
ksut
n   1, where
ks is the so-called ’equivalent’ or ’effective’ sand roughness. k+s is typically so high
that the buffer-layer viscous cycle is completely destroyed and the flow becomes
independent from viscosity, being most of the drag generated by pressure on the
roughness elements (form drag). Under neutral conditions, such flows are governed
by two sets of parameters. In the near wall regions (RSL) the only relevant parameters
are the friction velocity ut =
p
tw/r and ks, where tw is the stress that the turbulent
flow is exerting at the wall. At a given distance from the wall the coherent structures
populating the boundary layer are limited by d , which therefore becomes the relevant
length scale in the so-called outer layer. If d/ks is large enough, between the outer
region and the RSL there is an overlap layer, the so-called inertial sublayer (ISL), in
which the only relevant scales are the distance from the wall z and the friction velocity
ut , leading to the well known equilibrium log profile (Nikuradse, 1950):
U+(z) = k 1 log((z d)/ks)+8.5+Pk 1W (z/d ), (2.1)
Where the Von Karman constant, k ⇡ 0.4, depends only on the properties of the ISL
and is believed to be universal, d is the displacement height and W (z/d ) is the so
called wake function, and account for contributions of outer-layer dynamics (Pope,
2000). The shift d from some reference location is usually determined empirically
to maximize the quality of the logarithmic fit in equation 2.1, and is typically some
fraction of k (Raupach et al., 1991). The wake function it’s typically negligible below
z/d ⇡ 0.15 (upper limit of the logarithmic layer), and for zero pressure gradients the
pre-factor P is of order 1. An alternative formulation of the equilibrium logarithmic
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law, which is the preferred one in the geophysical community reads:
U+(z) = k 1 log((z d)/z0)+Pk 1W (z/d ), (2.2)
where z0= 0.033ks is the so-called hydrodynamic roughness length. If ks is a significant
fraction of d then the roughness modifies the whole boundary layer, and the logarithmic
profile might not survive (Jimenez, 2004). The ratio d/ks is large in open rural areas,
but not necessarily so over cities or forests (Cheng and Castro, 2002), given that the
RSL may extend to a significant height, the inertial sublayer (ISL) then becomes
squeezed between the RSL and the outer layer.
2.3 The Large Eddy Simulation (LES) approach
From the point of view of simulations the problem is mainly computational cost. In
simulations of atmospheric flow over an urban canopy, to be reasonably free from
direct roughness effects a vertical extend of about d/k ' 50 is required (Jimenez,
2004). Assuming the urban canopy has an average height of 10 m we have k+ ⇡ 106
and to have a well-defined rough turbulent flow we therefore need d+ = d/k · k+ =
dut/n ' 5 ·107. The largest direct numerical simulations (DNS) of wall-bounded flows
at present are characterized by d+ ⇡ 4000. The majority of scales in turbulent flows
are in the dissipative range, but most of the of momentum/scalar transport is caused
by the energy-containing scales of turbulence. This consideration has motivated the
development of approaches that reduce the resolution requirements in the dissipative
range, and LES falls into this category of parameterizations. In LES only the energy-
containing motions are resolved and the effects of the unresolved modes are modeled
(Pope, 2000). There are four conceptual steps in LES:
• A filtering operation is defined to decompose the velocity ui(x, t) into the sum
of a filtered (resolved) component u˜i(x, t) and a residual (or subgrid-scale, SGS)
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model acronym Resolution
Direct numerical simulation DNS All scales of turbulence are
fully resolved
Large-eddy simulation with
near wall resolution
LES-NWR The filter and grid
are sufficiently fine to resolve
80% of the energy everywhere
Large-eddy simulation with
near-wall modelling
LES-NWM The filter and grid are
sufficiently fine to resolve 80%
of the energy remote from the
wall but not in the near-wall
region.
Very-large-eddy simulation VLES The filter and grid are too
coarse to resolve 80% of the
energy
Table 2.1: Resolution in DNS and in some variants of LES. Reproduced from Pope
(2000).
component u0i(x, t). The filtered velocity field u˜i represents the motion of the
large eddies;
• the equations for the evolution of the filtered velocity field are derived from the
Navier-Stokes equations. These equations are of the standard form, with the
momentum equation containing the residual SGS stress tensor that arises from
the residual motions;
• closure is obtained by modeling the residual stress tensor most simply by an eddy
viscosity model;
• the model filtered equations are solved numerically for u˜i, which provides an
approximation to the large-scale motions in one realization of the turbulent flow.
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The equations for the filtered u˜i are unclosed and closure is achieved by modelling the
residual (or SGS) stress tensor tsgsi j . The filtered velocity field depends on the type
of filter and the filter width D, yet these quantities usually do not appear directly in
the equations, they appear only indirectly through the model for tsgsi j . Explicit SGS
models do exist, where the filtering operation is performed on the equations after the
discretization process, but this comes at high price (it’s roughly an order of magnitude
more expensive from a computational point of view).
There are some distinctions among variants of LES which are summarized in table
2.1. Considering the flow remote from walls it’s possible to make a distinction between
LES and VLES: in LES the filtered velocity field accounts for the bulk (say 80%) of the
turbulent kinetic energy everywhere in the flow field. In VLES the grid and filter are
too large to resolve the energy containing motions, and instead a substantial fraction of
the energy resides in the residual motions. VLES can be performed on coarser grids
and is less expensive but the simulations is more strongly dependent on the modelling
of the residual motions. In practice the fraction of energy resolved is seldom estimated
so that it is not clear whether a particular simulation is LES or VLES (Pope, 2000).
CHAPTER 3
Materials and Methods
3.1 Numerical algorithm
3.1.1 Equations and discretization
We solve the isothermal filtered Navier-Stokes equations in their rotational form
(Orszag and Pao, 1975), to ensure conservation of mass and kinetic energy:8>>>>>>>>><>>>>>>>>>:
∂ u˜i
∂ t + u˜ j(
∂ u˜i
∂x j  
∂ u˜ j
∂xi ) =  ∂ p˜∂xi +
∂tSGSi j
∂x j   1r
∂ p˜•
∂xi di1+ f˜id (xi  x
Gb
i ) in W⇥ [0,T ],
∂ u˜i
∂xi = 0 in W⇥ [0,T ],
∂ u˜
∂ z =
∂ v˜
∂ z = 0, w˜= 0, in Gtop⇥ [0,T ],
(u˜ · n˜)n˜= u˜N = 0 in Gb⇥ [0,T ],
tw = (kku˜  u˜Nk2/ ln [1+D/z0])2 in Gb⇥ [0,T ].
(3.1)
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where u˜i are the filtered velocity components in the three coordinate directions, p˜ is
a modified filtered pressure field, namely p˜ = p˜r +
1
3t
SGS
i j +
1
2 u˜iu˜i, r is a reference
density, and tSGSi j represent the subgrid terms, which arise from the filtering operation
(Pope, 2000), 1r
∂ p˜•
∂xi is a volumetric forcing term which is introduced to drive the
flow, and f˜i is a forcing term that is used to impose the desired boundary condition
at the surface location, it has a finite value at the buildings interface (Gb) and is zero
elsewhere. u˜N is the normal-to-surface velocity vector, D = (dx⇥ dy⇥ dz)1/3 and z0
is the hydrodynamic roughness length for the considered surface. The argument of the
log function in Eq. 3.1 has been regularized by adding a unitary constant (Chester et al.,
2007). Atmospheric stratification is not accounted for in the present study, and viscous
contributions are also neglected, given the high Reynolds number characterizing the
problem. The LES algorithm has been previously used to study land atmosphere
interaction processes (Albertson and Parlange, 1999a,c) and to develop and test linear
and non-linear LES subgrid-scale models (Bou-Zeid et al., 2005; Lu and Porte´-Agel,
2010, 2013; Meneveau et al., 1996; Porte´-Agel, 2004). Equations are solved in strong
form on a regular domain W, a pseudospectral collocation approach (Orszag, 1969a,
1970) based on truncated Fourier expansions is used in the x,y coordinate directions,
whereas a second-order accurate centered finite differences scheme is adopted in the
vertical direction, requiring a staggered grid approach for the u˜, v˜, p˜ state variables
(these are stored at [ j+1/2]Dz, with j= 1,Nz). Time integration is performed adopting
a fully explicit second-order accurate Adams-Bashforth scheme. A fractional step
method (Chorin, 1968; Kim and Moin, 1985) is adopted to compute (in a decoupled
fashion) the pressure field by solving an additional Poisson equation, which is derived
enforcing mass continuity for the incompressible fluid ∂ u˜i∂xi = 0. All nonlinear terms
are dealiased adopting a 3/2 rule (Canuto et al., 2006), to avoid piling up of energy in
the high wavenumber range (Kravchenko and Moin, 1997). In the following we will
provide additional details on the numerical procedure.
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3.1.2 Numerical discretization
The mixed approach in space (pseudospectral / finite differences) is justified on the
basis that our boundary conditions are periodic in the horizontal directions, whereas
non-periodic in the vertical direction. To achieve spectral accuracy in the vertical
direction one could rely on Chebyshev polynomials, which also admit a fast transform
(Canuto et al., 2006). However, the main drawback of Chebyshev polynomials is
that the mesh spacing becomes exceedingly small at the boundaries, posing serious
constraints on the Courant-Friedrichs-Lewy (CFL) condition. Further, a semi-implicit
approach, even considering preconditioning (Canuto et al., 2006), is overly expensive,
given that in LES simulations it’s important to maintain a low CFL to avoid time-
filtering of the solution.
For the collocation method we require that the strong form of Eq. 3.1 be satisfied
at the grid points. Considering the set of collocation nodes
x j =
2p j
Nx
, j = 0,1, . . . ,Nx 1, (3.2)
y j =
2p j
Ny
, j = 0,1, . . . ,Ny 1, (3.3)
z j =
2p j
Nz
, j = 0,1, . . . ,Nz 1, (3.4)
the pseudospectral collocation approach approximates a given variable q in terms of its
discrete Fourier series
qN(x,y,z) =Â
kx
Â
ky
qˆ(kx,ky,z)exp(i[kxx+ kyy]), (3.5)
where qˆ(kx,ky,z) is the complex Fourier coefficient associated with the approximation
qN of q ,  Nx/2  kx  Nx/2  1 and  Ny/2  ky  Ny/2  1 are the wavenumbers
in the x,y directions. qˆ(kx,ky,z) is computed through the FFT algorithm, which
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is characterized by an operation count of roughly 3N log2N. Differentiation in the
horizontal direction x,y is based upon the values of the function u at the collocation
nodes, which are used to compute the FFT of u, these coefficients are then multiplied
by the imaginary unit (i) and the corresponding wavenumber (kx,ky), and the resulting
Fourier coefficients are then transformed back to physical space through a inverse FFT.
The values of the approximate derivative are thus given by
∂qN
∂x
(x,y,z) =Â
kx
Â
ky
ikx(qˆ(kx,ky,z))exp(i[kxx+ kyy]), (3.6)
∂qN
∂y
(x,y,z) =Â
kx
Â
ky
iky(qˆ(kx,ky,z))exp(i[kxx+ kyy]), (3.7)
where ∂qN∂xi is the Fourier series of the derivative of q . Recall that to obtain a real valued
approximate derivative of q one needs to omit the Nyquist frequency wavenumber
from the summations (Albertson and Parlange, 1999b). For a discussion on Spectral
methods in single domains see (Canuto et al., 2006). Vertical derivatives are computed
with second order accurate centered finite differences. The values of the approximate
vertical derivatives at each layer in the computational grid z(i) are given by:
∂qN
∂ z
(x,y,z(i)) =
Nz
Â
i=1
qN(x,y,z(i+1)) qN(x,y,z(i))
Dz
. (3.8)
Note that with this approach derivatives of variables defined on the regular grid are
stored in the staggered grid, and viceversa. For instance ∂w∂ z is stored in the staggered
grid, whereas ∂u∂ z and
∂v
∂ z are stored in the regular grid.
3.1.3 Aliasing errors
The principal algorithmic advantage of Pseudospectral collocation methods, when
compared against pure spectral methods, for the solution of the Navier-Stokes equations
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is the evaluation of the non-linear terms. Consider the truncated series expansion
sˆk = Â
m+n=k;|m|,|n|<N/2
qˆmxˆn, |k| N/2 (3.9)
where N denotes the number of collocation points in the considered interval, and
k are the available wavenumbers ( N/2  k  N/2  1). The direct summation
implied by Eq. 3.9 takes O(N2) operations. In three dimensions, the cost would
be O(N4), provided that one utilizes the tensor-product nature of multidimensional
spectral approximations (Orszag, 1980), which is prohibitively expensive, especially
when one considers that for a nonlinear term a finite-difference algorithm takes O(N)
operations in one dimension (and O(N3))in three (Canuto et al., 2006). However, the
use of transform methods enables evaluate Eq. 3.9 in O(Nlog2N) operations (and
the three-dimensional generalization in O(N3log2N) operations). This technique was
developed independently by Orszag (1969b, 1970) and Eliasen et al. (1970) and it
enabled the use of spectral methods for large-scale computations. In Pseudospectral
collocation algorithms non-linear terms are evaluated directly in physical space, leading
to aliasing errors in the computation of sˆk. To illustrate the point, we introduce the
discrete transforms
q j =
N/2 1
Â
k= N/2
qˆkeikx j j = 0,1,2 . . .N 1, (3.10)
x j =
N/2 1
Â
k= N/2
xˆkeikx j j = 0,1,2 . . .N 1, (3.11)
and define
s j = q jx j j = 0,1,2 . . .N 1, (3.12)
36 CHAPTER 3. MATERIALS AND METHODS
and
s˜k =
1
N
N 1
Â
j=0
s je ikx j , k = N2 , . . . ,
N
2
 1, (3.13)
where
x j = 2p j/N. (3.14)
Note that the s˜k are the discrete Fourier coefficients of the function s. The use of discrete
transform orthogonality relations results in
s˜k = Â
m+n=k
qˆmxˆn+ Â
m+n=k±N
qˆmxˆn = sˆk+ Â
m+n=k±N
qˆmxˆn. (3.15)
The second term on the right-hand side is the so-called aliasing error. Given that
if the convolution sums are evaluated as described above, the differential equation
is not approximated by a true spectral Galerkin method. The generalization of
the pseudospectral evaluation of convolution sums to more than one dimension is
straightforward. Several techniques have been developed to remove the aliasing error
from Eq. 3.15; in this study we adopt the 3/2 rule, which is described in the following.
Removal of aliasing errors
Within the previously introduced one dimensional framework it is possible to eliminate
the aliasing errors in the evaluation of non-linear terms using a discrete transform with
M= 3N/2 rather thanN points in their evaluation, as shown in the following. Assuming
3.1. NUMERICAL ALGORITHM 37
y j = 2p j/M we define
q j =
k=M/2 1
Â
k= M/2
q˘keiky j , (3.16)
x j =
k=M/2 1
Â
k= M/2
x˘keiky j , (3.17)
s j = q jx j (3.18)
for j = 0,1,2, . . . ,M  1, where q˘k are the qˆk coefficients in the range |k| / N/2, and
zero otherwise. They’re the qˆk padded with zeros for the additional wavenumbers. Let
s˘k =
1
M
M 1
Â
j=0
s je iky j , k = M2 , . . . ,
M
2
 1, (3.19)
then we have
s˘k = Â
m+n=k
q˘mx˘n+ Â
m+n=k±M
q˘mx˘n, (3.20)
where the second term on the RHS of Eq. 3.20 is the aliasing error. Since we are
interested in s˘k for |k|  N/2, we choose M so that the second term on the right-hand
side vanishes for these k, which holds for
M   3N
2
 1 (3.21)
WithM= 3N2 we thus obtain de-aliased coefficients, which allow for a proper evaluation
of the nonlinear terms.
3.1.4 Time integration
The fractional step method (Chorin, 1968; Kim and Moin, 1985) is adopted to solve
the system defined by Eq. 3.1. It consists of two (fractional) steps. At the first step an
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intermediate velocity field is computed as follows:
u˜⇤N,i = u˜nN,i+
3
2
DtRHSni  
1
2
Dt
"
RHSn 1i  
∂ p˜N
∂xi
n 1
+ f˜ n 1N,i d (xi  xGbi )
#
(3.22)
where
RHSni = u
n
N, j
✓
∂ u˜N, j
∂xi
  ∂ u˜N,i
∂x j
◆n
+
 
∂tSGSN,i j
∂x j
!n
  1
r
∂ p˜•
∂xi
di1 (3.23)
Then at the second step u˜⇤N,i is corrected to give the new velocity u˜
n+1
N,i as follows
u˜n+1N,i = u˜
⇤
N,i 
3
2
Dt ∂ p˜N
∂xi
n
+ f˜ nN,id (xi  xGbi ), (3.24)
where f˜ nN,i is computed to provide a zero velocity at the nodes inside the interface Gb:
f˜ nN,i = 3/2
∂pnN
∂xi
 u⇤i /Dt. (3.25)
Computing the divergence of Eq. 3.24 and enforcing the incompressibility constraint
∂ u˜n+1N,i
∂xi = 0, results into a Poisson equation for the modified kinematic pressure:
∂ 2p˜nN
∂x2i
=
2
3Dt
∂ u˜⇤N,i
∂xi
+
∂ f˜ nN,i
∂xi
d (xi  xGbi ). (3.26)
Equations 3.25 and 3.26 are coupled and can be solved iteratively till the numerical
solution for p˜nN and f˜ nN,i converges. The Poisson Eq. 3.26 for pressure with the
Neumann boundary condition on the top and bottom boundaries is solved by using
the previously described pseudospectral transform in the horizontal and second-order
centered finite differences in the vertical, resulting in a tridiagonal system, which is
solved relying on the efficient Thomas algorithm.
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3.1.5 Subgrid-scale model
In the proposed study we consider two LES closure models for the subgrid-scale terms
tSGSi j : the classic static Smagorinsky model (Smagorinsky, 1963) in conjunction with
a wall damping function (SMAG), similar to that adopted in (Mason and Thomson,
1992), and the Scale dependent model with Lagrangian averaging of the coefficient
(LASD) developed in Bou-Zeid et al. (2005).
Smagorinsky models rely on the viscous analogy and on the mixing length concept,
and evaluate the subgrid-scale terms as a function of the resolved strain rate tensor:
tSGSi j = 2nt S˜i j = 2(cs,DD)2kS˜k2S˜i j, (3.27)
where nt represents the eddy viscosity, D is the filter width (usually proportional to the
grid size), S˜i j is the filtered shear rate tensor and cs,D is the Smagorinsky coefficient at
scale D. The two models essentially differ in the way they compute the Smagorinsky
coefficient.
The SMAG model prescribes a constant coefficient, whose value is usually the one
derived from the theory of homogeneous turbulence (cs,D = 0.16, for the sharp spectral
cutoff filter). However, in applications involving high Reynolds number boundary layer
flows – such as the one proposed herein – the model is known to be over-dissipative
in the near wall regions, where cs,D should approach zero. To cope with this we
introduce an empirical wall damping function (Mason and Thomson, 1992), which has
the drawback of requiring an ad-hoc calibration for each specific flow case, but partially
ameliorate the dissipative properties of the SMAG model.
The LASD model overcomes the necessity of ad-hoc specification of the damping
function by using the smallest resolved scales to compute the model coefficient at
runtime. It represents an evolution of the original dynamic model, based on the
Germano identity (Germano et al., 1990) and it’s modifications (Lilly, 1992). LASD
relaxes the scale invariance assumption of the model coefficient, which is a desirable
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property in the near wall regions, where the grid size approaches the limits of the
inertial subrange (Meneveau and Katz, 2000). The Lagrangian averaging of the model
coefficient makes the model well suited for applications with heterogeneous spatial
conditions since it preserves local variability, while satisfying Galileian invariance,
and overcoming the requirement of homogeneous directions (Bou-Zeid et al., 2005).
Further, along fluid pathlines the energy cascade process is more apparent (Meneveau
and Lund, 1994), which enforces the theoretical basis of the model. To reduce the
strong Gibbs oscillations that would arise at the interface if adopting a classic spectral
cutoff filter, a Gaussian filter is introduced in conjunction with the LASD model,
which has the desirable property of being of compact support in both physical and
wavenumber space (Tseng et al., 2006).
3.1.6 Discrete forcing immersed boundary method (IBM)
To model the urban canopy a discrete forcing approach immersed boundary method
is adopted (Mittal and Iaccarino, 2005; Mohd-Yusof, 1997). The buildings’ interface
Gb(x,y) is represented implicitly as the zero level-set of a (higher dimensional) signed
distance function f(x,y,z), and the computational domain W is splitted in two regions,
the inside building regionWk, where f < 0, and the atmosphere regionWa, where f > 0,
as displayed in figure 3.1. A specific algorithm was implemented to build the f(x,y,z)
function, based on an iterative projection technique, which accepts triangulated surfaces
as input. The immersed boundary algorithm is a minor modification of the one
proposed in (Chester et al., 2007). The normal-to-wall velocity component uni =
(u jn j)ni, where ni = ∂f/∂xi, is fixed to zero at Gb through the forcing term defined
in Eq. 3.25 (penalty method) and and a law of the wall is applied at all the collocation
nodes which fall in the region  1.1D f  1.1D, where D= (dx ·dy ·dz)1/3. The law
of the wall is based on the equilibrium logarithmic assumption (Monin and Obukhov,
1954). Given that our roughness elements are relatively bluff and sharp edged the
skin friction component of the stress is negligible, when compared to the wall normal
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Figure 3.1: Color contour of the distance function f [x,y,z] for a 512⇥ 512m subset
centered at the tower location. The three-dimensional domain (see black outline) has
been clipped at the plane y = 256m and the colormap has been clipped to max(f) =
20m for ease of visualization.
component; in flows where the skin friction is important, improvements can be made
to accommodate more sophisticated wall models.
The main difficulty in coupling the immersed boundary method with a
pseudospectral algorithm is represented by the fact that the domain is not simply
connected. If f  0) ui = 0, then we have that our solution, in a given plane cutting
the building elements, is piecewise smooth (C?), with the discontinuities localized at
the building-atmosphere interface Gb. The spectral representation will result in Gibbs
oscillations in the near interface regions, which will then propagate away from the
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singularity, and, hence, degrade the quality of the partial sum approximation (Greer and
Banerjee, 1997). To partially alleviate such phenomena a smooth velocity profile u˜i is
generated in Wk (f  0), before the spectral differentiation step, adopting a Laplacian
smoothing operator iteratively (Tseng et al., 2006), with:
u˜newk (i, j) = (1 4l )u˜oldk (i, j)+l (u˜oldk (i+1, j)+ u˜oldk (i 1, j)+
u˜oldk (i, j+1)+ u˜
old
k (i, j 1))
(3.28)
where l = 0.24. The approach resembles well known reconstruction schemes (Cai
et al., 1989; Greer and Banerjee, 1997).
3.1.7 Site description and instrumentation
We use field data that were collected during the Basel Urban Boundary Layer
Experiment (BUBBLE), a multi-institutional effort dedicated to the energetics and
dispersion processes in the urban boundary layer (Rotach et al., 2005).
During BUBBLE, a 32 m
high tower was deployed inside the 13 m wide Sperrstrasse street canyon in Basel,
Switzerland (47 33057.20”N,7 35048.80”E,WGS  84). The orientation of the street
canyon is along the axis 066    246  (ENE to WSW), the block where the tower was
operated is characterized by a length of 160 m, and an average width-to-height ratio
of xc/zh = 1.0, where xc is the street canyon width and where zh is the mean building
height. The tower was placed at the midpoint of the block, 3 m away from the
north wall, and equipped with six ultrasonic anemometer-thermometers (labels A F
in table 3.1), which were mounted on horizontal booms reaching from the tower into
the centre of the street canyon.
Buildings on both sides of the street canyon “Sperrstrasse” have pitched roofs
except two flat-roof buildings directly adjacent to the tower on the northern side (label
1 and 2) and two flat-roof buildings close to the two intersections (label 3 and 4). The
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Figure 3.2: Color contour of the surface height (Gb(x,y)) for a neighborhood scale of
512⇥512 m, centered at the tower location. The Sperrstrasse street canyon is aligned
with the x coordinate axis.
height of buildings typically reaches 15 m on both sides. A high pitched roof of 20 m is
located directly to the south-east of the tower (label 5) (Christen et al., 2009). Sectors
from west to NNE and SSE to SSW are similar to structures found immediately around
the tower. These sectors are homogeneous in terms of integral morphometric statistics
and building height with fetch extending to 700 m. In the sector NE to SSE an extensive
commercial area is found at 100 m distance to the tower with flat roofs and roof heights
from 20 m to 25 m (label 6), whereas an isolated high-rise building of 64 m height is
located ⇡ 200 m to the south-west of the tower (label 7). A 18.5 m building is located
approximately 100 m north-east of the tower (label 8).
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Table 3.1: Details on the ultrasonic anemometer-thermometer (sonic)
instrumentation, label, absolute measurement heights z, normalized
measurement heights (the normalization scale is the location of the highest
anemomether-thermometer) z/zh, sonic type, sampling frequency f (Hz).
Label z (m) z/zt Instrument type f (Hz)
A 3.6 0.11 Gill R2 Omnidirectional 20.8
B 11.3 0.35 Gill R2 Omnidirectional 20.8
C 14.7 0.46 Gill R2 Omnidirectional 20.8
D 17.9 0.56 Gill R2 Omnidirectional 20.8
E 22.4 0.7 Gill R2 Asymmetric 20.8
F 31.7 1 Gill HS 20.0
⇤ The labels are matching those in figure 3.3.
3.1.8 Processing of the profile tower dataset
Wind components u,v,w and virtual acoustic temperature q were continuously recorded
at all six levels simultaneously from December 1, 2001 to July 15, 2002. Data
acquisition systems and quality control procedures including wind-tunnel calibrations
of the instruments are described and documented in Christen (2005a). u,v and w
statistical moments up to order three were calculated and stored for blocks over 5
minutes. No filtering was applied to the signal nor standard de-trending, to ensure
energy conservation and enable vertical gradients of the state variables to be properly
computed. To provide data for comparison with pressure driven simulations the
following processing is further performed:
1. data are averaged in blocks of 30 minutes;
2. data are selectively sampled from the year-round dataset based on the wind
direction computed at the tower top sensor. Only 300 blocks characterized by
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Figure 3.3: Photo of the profile tower, taken from inside the street canyon with view
towards EEN. Photo credit: Prof. A. Christen.
an approaching wind direction of a = 66 ± 10  (along canyon regimes) and of
a = 156 ± 10  (across canyon regimes) throughout the 6⇥ 5 min intervals are
kept;
3. in order to eliminate the influence of thermal stability, the periods are further
filtered based on the classic stability parameter z = (z  d)/L (Stull, 1988),
where L is the Obukhov length (L = qu2t/[kgq⇤]) calculated with both scaling
velocity ut and scaling temperature q⇤ measured at the tower top. Only
periods characterized by near-neutral stability are kept,  0.1  z  +0.1. The
displacement height is computed as d = 2/3zh, in the typical range suggested
for high-density urban roughness elements with skimming flow (Grimmond and
Oke, 1999);
4. cases characterized by ut  0.15 ms 1 at tower top are excluded from the
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analysis.
The availability of a relatively long dataset allowed to obtain blocks satisfying the above
(strict) requirements. In the specific, we obtained 30 blocks for the ENE wind direction
(a = 66 ±10 ) and only 3 blocks for the SSE direction (a = 156 ±10 ).
3.1.9 Averaging procedures
Throughout the study we will adopt the double averaged DA approach to describe
the flow field. The DA methodology has been initially developed to study flow over
vegetation canopies (Finnigan et al., 1984; Raupach and Shaw, 1982; Wilson and Shaw,
1977) and extended in studies of flow over gravel beds (Nikora et al., 2001, 2007) and
over rigid canopies (Coceal et al., 2006; Raupach et al., 1991). In the DA framework
a general variable q(x,y,z) is decomposed into a time-space average hqi(z) (bar and
brackets denote temporal and spatial averages, respectively), into a fluctuation of the
time averaged quantity with respect to its time-space value q 00(x,y,z) and in a turbulent
fluctuation q 0:
q(x,y,z, t) = hqi(z)+q 00(x,y,z)+q 0(x,y,z, t). (3.29)
We here consider the intrinsic averaging approach (Nikora et al., 2007), where
averaging is performed over horizontal planes in the fluid domain only, i.e. only the
outdoor air, excluding the air volume within buildings, as opposite to the superficial
spatial averaging h(·)is where averaging is performed over the whole horizontal plane
(x,y), including the interior of the roughness elements.
CHAPTER 4
Sensitivity analysis: domain size requirements
4.1 Introduction
Over realistic urban surfaces, the atmospheric flow is spatially variable and
characterized by a broad range of scales (Barlow, 2014; Barlow and Coceal, 2009;
Belcher, 2005; Raupach et al., 1991; Roth, 2000). When performing LES simulations
over realistic urban canopies it is necessary to isolate a representative subset of
the considered surface, which allows to obtain representative DA profiles and to
fully represent the main dynamical modes in the boundary layer, while minimizing
computational costs. Further, a careful choice of the computational domain is of
fundamental importance for the sake of comparison between LES results and full scale
measurements, given that the influence of a single building on the flow downwind can
be several times its characteristic size. This chapter aims at determining (1) the optimal
domain size that allows for a proper comparison with point-wise tower measurements,
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and (2) what is the extend of a representative subset, centered at the tower location, for
the current surface. To do so, we perform a series of runs varying the horizontal and
vertical extent of the regular domain W, considering two angles of approaching wind
direction, one in the along (WSW) and one in the cross canyon direction (NNW). Other
numerical parameters such as grid stencil, imposed pressure gradient, time-step and
number of integration steps are kept constant across the runs, to allow for an objective
comparison (see Table 5.1).
The effect of varying domain size on DA and local (tower location) mean flow
and turbulent production rates is analyzed. Throughout the study, we will assume
the boundary layer is fully developed and drive the flow in simulations adopting
a constant pressure gradient 1r
∂ p˜•
∂x , which represents an alternative to the common
approach of imposing a turbulent inlet boundary conditions. This forcing is justified
given the relatively homogeneous integral morphometric statistics and building height
in the neighborhood. In order to reduce the computational costs we rely on the
common approach of sacrificing the d/zh ' 50 requirement, our d/zh varies in the
range [8.4,25.7] (see Table 5.1). All simulations are run at a vertical and horizontal
resolution of zh/Dz ⇡ 8. Roughness has a great influence on turbulence up to
z/zh =min(1+D/zh,5) (Jimenez, 2004; Raupach and Thom, 1981), where D is the
minimum interspacing assuming z/zh = 5, based on the morphometric characteristics
of the subset, and given that the extent of the logarithmic layer is ⇡ 0.15d , we cannot
expect the ISL to survive. The limited d/zh in the proposed study might be justified
by considering that the focus is on the surface layer up to z = zt , where zt = 32 m is
the location of the highest anemometer in the profile tower; in these regions turbulence
is expected to be strongly affected by the surface details and only in minor part by
dynamics of the outer layer (as will be shown in the following sections). As the
horizontal extent of the computational domain is reduced across the runs the integral
morphometric statistics of the surface also change (see Table 4.2), therefore resulting
in a modification of the integrated hydrodynamic roughness length z0 and of the
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displacement height d which, together with the friction velocity ut , are the common
scaling parameters in the surface layer. Given the difficulties connected with a strict
definition of z0 and d under the given setting, we drop the standard surface layer scaling,
and instead use the tower height zt and the time averaged stream-wise velocity at the
tower top u(zt) as characteristic length and velocity scales.
4.2 Setup of the simulations
As stated in the introduction, we perform a series of runs varying both the horizontal
and the vertical domain size, and considering two angles of approaching wind direction
(WSW and NNW). Grid stencil and numerical parameters are kept constant across
simulations, to allow for an objective comparison (see Table 5.1).
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Figure 4.1: Normalized surfaces’ height (z/zt) centered at the tower location.
The digital surface models Gb(x,y) are displayed in Figure 4.1, geometrical and
statistical properties of the surface are highlighted in Table 4.2 whereas parameters for
each run are summarized in Table 5.1.
The flow is forced by imposing a constant pressure gradient ∂xp• = 0.004 Nm-3,
which defines a friction velocity u2t = (d   d)∂ px,•/r ⇡ 1 m s-1, making the system
independent from the Reynolds number (fully rough flow regime). Under such
conditions it is possible to scale the solution throughout the boundary layer with a
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Table 4.1: Geometrical and numerical parameters for the LES runs.
Label Lx,Ly,Lz (m) nx⇥ny⇥nz d/zh ] ( )
A 10242⇥384 5122⇥192 25.7 156
B 10242⇥256 5122⇥128 17.2 156
C 10242⇥192 5122⇥96 12.8 156
D 5122⇥192 2562⇥96 12.5 156
E 5122⇥128 2562⇥64 8.4 156
F 2562⇥128 1282⇥64 10.0 156
G 10242⇥384 5122⇥192 25.7 66
H 10242⇥256 5122⇥128 17.2 66
I 10242⇥192 5122⇥96 12.8 66
L 5122⇥192 2562⇥96 12.5 66
M 5122⇥128 2562⇥64 8.4 66
N 2562⇥128 1282⇥64 10.0 66
⇤ The computational domains are centered at the tower locations (xt ,yt).
characteristic velocity U , being the molecular diffusion term in the LES equations
negligible.
The modeled subgrid scale stresses are imposed through the standard equilibrium
law of the wall (Monin and Obukhov, 1954) fixing z0 = D/15. z0 is chosen based on
the Nyquist-Shannon representation criteria (Shannon, 1993): adopting a grid stencil D
the smallest flow/surface feature we can directly represent through our Fourier partial
sums is kD = 2Dmeaning that all scales smaller than kD will need to be modeled. Given
that z0 = 0.033ks and since ks ! k in the limit of negligible viscous effects, we have
that z0 = 0.033kD ⇡ D/15. However, the influence of the model parameter z0 on the
solution is negligible, being most of the surface drag generated by resolved (in the LES
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Table 4.2: Morphometrical statistics/parameters derived from the raster based
surface models for the different surfaces. zh represents the average roof’s
height, szh is the standard deviation of the roofs heights, Gb is the average
surface height, sGb is the standard deviation of the surface heights and lp is
the building area fraction at the first layer of collocation nodes in the staggered
grid (z= Dz/2).
Lx,Ly m zh (m) szh (m) Gb (m) sGb (m) lp(z= Dz/2)
10242 14.9 6.8 6.9 8.8 0.46
5122 15.3 6.5 7.6 8.9 0.49
2562 12.8 5.9 6.8 7.7 0.53
⇤ The surfaces are centered at the tower location (xt ,yt).
sense) pressure forces
Fi(z) =
Z
S
p˜(z) n˜i dS+r
Z
S
ti j(z)D,sgs n˜ j dS⇡
Z
S
p˜(z) n˜i dS, (4.1)
where n˜ j is the unit normal vector to the surface Gb and Fi(z) is the DA total drag force
at a given height z.
Equations are integrated in time for 500 non-dimensional time units zh/ut
(corresponding to 400’000 time steps with Dt = 0.02 s ⇡ 2 hours), where ut ⇡
1
r
∂ p˜•
∂x (d  d) = 1. 300 time units are required in order to achieve statistical stationarity
in the velocity field (s [
R
W 0.5u
2dV ] ⇡ 110
R
W 0.5u
2dV ) and 200 time units are used for
the averaging period, to ensure convergence of the computed statistics.
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4.3 Analysis of the mean flow
We take simulations A and G as references in the current comparison given their
relatively larger domain extent (see Table 5.1). Figures 4.2 and 4.3 show the spatial
variability of the time-averaged velocity field u along selected planes from simulation
G.
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Figure 4.2: Color contours of time averaged (200T ) stream-wise velocity, on the
central planes y = 16 (above) and x = 16 (below) from simulation G(322⇥12). Wind
approaches from NNW (across the Sperrstrasse canyon).
From 4.2 and 4.3 it’s clear how the heterogeneity of the urban surface causes spatial
variability in the time averaged stream-wise velocity field, spatial variability which
extends up to the RSL (see Figure 4.3), where the time-averaged flow shows strong
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Figure 4.3: Color contours of time averaged (200T ) stream-wise velocity, on the plane
z/zt = 0.8 (left) and z/zt = 1 (right) from simulation G(322⇥ 12). Wind approaches
from NNW (across the Sperrstrasse canyon).
coherence in the stream-wise direction x. Figure 4.4 shows the normalized averaged
one-dimensional velocity profiles at the tower location (xt ,yt) for both the along and
across-canyon wind approaching direction. To increase the number of samples and
obtain good convergence of the estimators to the expected value, a spatial averaging has
been performed on top of the time averaging, with compact support whose footprint is
6⇥6 m. A good collapse is observed at the heights of interest (z/zt  1). The departure
from the reference results (simulation A,G) at the height of the sonic anemometers is
within 10% magnitude among all runs, underlying how the flow at these heights in
the RSL is strongly dependent on local surface properties, and affected in minor part
by outer layer dynamics. Profiles show exceptional collapse in the across-canyon flow
direction (right plot in Fig. 4.4). In such settings a local updraft characterized the
velocity field at the tower location (see Fig. 5.5), characterized by a zero u(xt ,yt)
velocity. Simulation F exhibits the largest departure from the reference profile for the
along-canyon flow regime, mostly due to the relatively modest domain size.
Further, we are interested in defining how the spatial variability of the flow is
modified from run to run, which will allow to have a better picture of the system,
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Figure 4.4: Comparison of time averaged (200T ) stream-wise velocity at the tower
location (xt ,yt) in the along canyon flow regime (left) and across canyon flow regime
(right).
compared to simple one-dimensional plots. To do so, we compute the departure of
time averaged velocity from its DA value as u˜00(z) = u˜(z) hu˜i(z) for each simulation
i (i= A,B,C,D,E,F,G,H, I,L,M,N), and introduce the following scalar quantity
ei = u˜
00
R  u˜00i , (4.2)
where ei defines the difference between the planar departures of the reference
simulation (simulation A for the along-canyon regime and simulation G for the across-
canyon regime), and the planar departures of the considered simulation i. ei can be seen
as a measure of the error in the spatial value of the mean velocity: if no differences
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Figure 4.5: Color contours of ei, i= C, D, E, F, on the plane z/zt = 0.8. From top-left
to bottom-right results correspond to simulation C(322⇥12), D(162⇥6), E(162⇥4),
F(82⇥4). Wind approaches from WSW (along the Sperrstrasse canyon).
between a given run (i) and the reference run (A or G, depending on the flow direction)
holds, then ei = 0 throughout the domain. Whenever a specific run exhibits stronger
horizontal gradients in the time-averaged stream-wise velocity(∂xu˜,∂yu˜) compared to
those in the reference simulation, this will result in ei 6= 0 and its norm will define the
magnitude of variation. We focus at the z/zt = 0.8 plane (height of the sonic E in the
tower). From Figures 4.5 and 4.6 we observe how a decrease in the vertical domain size,
from Lz/zt = 12 to Lz/zt = 6 already affects the time-averaged velocity field, for both
wind approaching directions, i.e. eC 6= 0 and eI 6= 0 in the plane z/zt = 0.8. For instance,
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Figure 4.6: Color contours of ei, i= I,L,M,N, on the plane z/zt = 0.8. From top-left
to bottom-right results correspond to simulation I(322⇥ 6), L(162⇥ 6), M(162⇥ 4),
N(82⇥4). Wind approaches from NNW (across the Sperrstrasse canyon).
wake regions tend to be characterized by relatively higher velocities on average, due to
the increased blockage. A decrease in the domain size has a stronger effect when the
wind is in the along-canyon direction (a = 66 ). In this regime departures are more
apparent than for the a = 156  wind direction (see Figure 4.5), in particular in the
near boundary regions, where the enforced periodicity strongly modifies the mean flow
patterns. eF 6= 0 throughout the computational domain and its relatively high range
of values reflects the presence of strong departures in the spatial distribution of the
velocity field, with respect to the reference values. In the F run tower regions are
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characterized by a relatively faster flow, connected with a high speed streak that is
locked in place, most probably caused by the modest size of the computational domain,
therefore severely modifying the picture throughout the computational domain. Since
eD ⇡ eE , we identify simulation E as a possible candidate for the further comparison
with tower measurements.
To shed additional light on the dynamics of turbulence, and to provide a more
synoptic view of the system, in the following section we propose an analysis of the
turbulent shear production rate.
4.4 Analysis of the turbulent shear production rate
A proper indicator of large scale active dynamics is the so-called shear production
rate (Ps) of turbulent kinetic energy (TKE). When there is turbulent momentum flux
in presence of mean shear the combination of the two tends to increase the turbulence
levels (Stull, 1988), mostly at the large, anisotropic scales. This process is strongly
linked to the vortex stretching mechanism, in which the energy injected into the system
at a low wavenumber cascades to higher wave numbers (Pope, 2000). This process is
particularly effective in eddies whose axis is aligned with the mean shear. The turbulent
shear production rate is defined as follows:
Ps = u˜0iu˜0j
∂ u˜i
∂x j
, (4.3)
where i = 1,2,3 are the three coordinate directions and u˜0iu˜0j is a velocity covariance.
Figures 4.7 and 4.8 show the spatial variability of the time-averaged shear production
rate Ps along the perpendicular planes that were selected for the velocity color contours
(simulation G). Most of the TKE production occurs in the turbulent shear layers that
separate from the roof top of the buildings, as apparent in Fig. 4.7, which are strongly
dependent on the local structure of the surface, and can extend downstream up to several
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Figure 4.7: Color contours of the time averaged (200T ) shear production rate Ps =
u˜0iu˜0j(∂ u˜i/∂x j) on the central planes y= 16 (above) and x= 16 (below) from simulation
G(322⇥12). Wind approaches from north-west-north (across the Sperrstrasse canyon).
times the width of the building. The main components of Ps in these regions of the flow
are  u˜0w˜0(∂ u˜/∂ z) and  v˜0w˜0(∂ v˜/∂ z), contributing up to 85% of the total production
rate.
The time-average shear production rate, averaged over a 6⇥ 6 m horizontal area
centered around the tower location (xt ,yt), is shown in Figure 4.9 for both wind
direction. Profiles have been normalized with the peak value max(Ps(z)). A peak in
the local production rate is apparent above zh, for both the along and across canyon
wind direction, mainly due the presence of thin shear layers in these regions of the
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Figure 4.8: Color contours of the time averaged (200T ) shear production rate Ps =
u˜0iu˜0j(∂ u˜i/∂x j), on the plane z/zt = 0.8 (left) and z/zt = 1 (right) from simulation
G(322⇥12). Wind approaches from north-west-north (across the Sperrstrasse canyon).
flow (Cheng and Porte´-Agel, 2013). The peak is particularly sharp in the across canyon
direction. Departures in the production rates from the reference run (A) are within 5%
in the regions of interest (z/zt  1) for the across flow regime, underlying once again
the poor influence of the domain size on the computed statistics.
The along flow regime in the left plot of Figure 4.9 shows instead how the
production rates strongly depend on the actual domain size, and strongly departure from
the reference value at the tower location in simulation F underlying the presence of a
different equilibrium regime and somehow reflecting what Figure 4.5 had qualitatively
suggested. Profiles from simulations B,C,D,E show a variation within 15% from the
reference in 0 z/zt  1, therefore confirming once again simulation E and M (along
and across-canyon wind approaching direction, respectively) as valid candidates for the
further comparisons with experimental data.
In the upper part of the RSL and in the outer layer region (z/zt ' 3) it is clear how
increasing the domain size, in particular the height of the computational domain (d )
results in higher rates of production. For instance, from the right plot in Figure 4.9
(across-canyon regime) we observe very good matching between production rates of
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Figure 4.9: Comparison of time-averaged (200T ) normalized shear production rate at
the tower location (xt ,yt), for along-canyon (left plot) and across-canyon (right plot)
wind approaching directions.
simulations M N and I L, which are characterized by the same domain height d .
This increase in turbulent production in the outer layer is mainly a result of the imposed
boundary conditions and constant pressure gradient driving the flow, which result in a
linear variation with height of the total momentum flux in the vertical direction, as
shown in the following.
4.5 Global statistics and representative subset
Given the essentially heterogeneous nature of the urban surface, morphometric
statistics vary across the selected subsets (see Table 4.2). We here identify a
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representative subset for use in the subsequent analyses. In order to do so, we focus
on variations in DA quantities as a function of the horizontal and vertical extent of the
computational domain. As shown in Figure 4.10, DA velocity profiles for simulations F
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Figure 4.10: Comparison of DA stream-wise velocity profiles for along-canyon (left
plot) and across-canyon (right plot) wind approaching direction.
and N (the smallest among the considered domains) depart significantly from the others
DA velocity profiles in the regions of interest (0  z/zt  1). As expected, domain
height has essentially no influence on the DA averaged velocity profiles in the lower
RSL, difference being / 10% in magnitude at the heights of the sonic anemometers.
Further up in the boundary layer departures are significant, but might reflect the limits
of the proposed normalization, if adopted to compare profiles in the outer layer regions
(the standard boundary layer scaling [u⇤,d ] might be more appropriate in this case).
Figure 4.11 displays a comparison of DA TKE shear production rates across the
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Figure 4.11: Comparison of DA total shear production rate hPtoti for along-canyon (left
plot) and across-canyon (right plot) wind approaching directions.
simulations for both winds regimes, where
hPtoti= hPsi+ hPwi+ hPmi= hu˜0iu˜0ji
∂ hu˜ii
∂ z
 
⌧
u˜0iu˜0j
00∂ u˜i
∂ z
 
 hu˜0iw˜0i
*
∂ u˜00i
∂x j
+
, (4.4)
where the three terms on the RHS arise from the DA operation and are: shear
production Ps =  u˜0iw˜0 ∂ u˜i∂ z , wake production Pw =  
D
u˜0iu˜0j
00 ∂ u˜00i
∂x j
E
, work of the time-
averaged velocity spatial fluctuations against the DA shear stress Pm = hu˜0iw˜0i
D
∂ u˜00i
∂x j
E
.
Profiles have been normalized with the peak total production value max(hPtot(z)i). The
good matching across simulations in the regions of interest 0  z/zt  1 is apparent
for the along canyon regime, whereas rather significant variations occur in the across
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Figure 4.12: Comparison of DA total momentum flux (resolved + dispersive + subgrid)
for along canyon (left plot) and across canyon (right plot) regimes. The form drag
arising from the roughness elements is neglected.
flow regime. The horizontal domain size has strong effects on hPtoti in the lower UCL
(z/zt / 0.5), which vary µ Lx,Ly. Immediately above the UCL (0.5  z/zt  0.8)
profiles in both flow regimes show good matching. In the core of the RSL hPtoti shows
strong variation for both wind regimes, this time being hPtoti µ Lz. This mismatch is
mainly due to the pressure gradient forcing approach, which forces the total vertical
momentum flux to vary linearly in the upper regions of the boundary layer. This
behavior is in contrast with the constant txz value that characterizes zero-pressure-
gradient atmospheric boundary layer flows in the ISL (Monin and Obukhov, 1954;
Pahlow et al., 2001)). The linear variation with height of htxzitot(z) in the upper parts
of the boundary layer is apparent from Fig. 4.12 for both wind regimes. This identity
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for htxzitot(z) is therefore responsible for the observed mismatch in the hPtoti profiles,
since lower Lz forces htxzitot(z) to go to zero more rapidly.
Given the overall qualitative agreement between mean profiles and total production
rates we identify the horizontal extend of the domain of simulations E andM as optimal
for tower comparison and for the global analysis that will be proposed in the following
sections.
CHAPTER 5
Spatial characterization of turbulence in the RSL and
comparison with tower measurements
5.1 Introduction
As stated in Chapted 1, exchange processes between the UCL and the overlying
atmosphere - including momentum transfer - are therefore simplified in a one-
dimensional bulk flow representation, where the flow field is conceptually averaged
in time and over a spatial subset of the urban canopy.
Proper techniques to reinstall a 1D approach in a truly three-dimensional RSL
should account for the inherently variable canopy morphology, and its hierarchical
structure of scales (from the street or canyon scale to the regional scale) as discussed in
Britter and Hanna (2003).
In the current Chapter we use LES results to (1) characterize mean flow and
turbulence in the RSL, (2) to determine the role of non-measurable terms such
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as dispersive momentum fluxes, wake production, dispersive transport, pressure
transport, dissipation of TKE, and (3) to determine how representative are single-point
measurements, when used as surrogate for horizontally-averaged quantities over the
entire urban domain. Such informations can then be used in order to guide and validate
current upscaling for one-dimensional UCPs.
Justified by the results of the sensitivity analysis proposed in Chapter 4, we adopt
the horizontal domain size of simulations E and M (see Table 5.1).
5.2 Setup of simulations
We solve the LES equations in a regular domain of size 5122⇥ 128 m (33.42⇥ 8.4 in
normalized units z/zh) centered at the tower location (xt ,yt).
5.2.1 The urban canopy dataset
The previously introduced high resolution three dimensional terrain and building digital
model (vector format) is rasterized at a horizontal resolution of 0.5 m and rotated by
 24 (clockwise) in order to have the main street canyon aligned with our coordinate
system (x,y,z). The pdf of roofs’ height is characterized by a trimodal distribution (see
left plot in Fig. 5.1) with modes at z⇡ 4.5 m (Mo1), z⇡ 17.5 m (Mo2) and z⇡ 22.5 m
(Mo3). The mean roof’s height zh is 15.3 m and the variance of roofs’ height is 6.4 m.
The first mode Mo1 corresponds to one-storey buildings in the backyards (garages,
commercial buildings, etc.), the second mode Mo2 is related to the the main residential
(attached) buildings that line streets and enclose courtyards, whereas the third mode
Mo3 is linked to building N.6 in Fig. 3.2, whose large surface has significant impact on
the pdf of the surface heights.
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Figure 5.1: Binned pdf of the roofs’ height (left) and plan area fraction lp(z) (right) for
the considered surface (512⇥512 m).
5.2.2 Numerical setup
Table 5.1 summarizes the setup of the current study. We consider two directions of
the incoming wind, a = 66  and a = 156 , which correspond to an along-canyon and
across-canyon regimes respectively. Two subgrid scale models are also considered, the
Static Smagorinsky model (Smagorinsky, 1963) and the Lagrangian Scale Dependent
Smagorinsky model (Bou-Zeid et al., 2005). We force the flow by imposing a
constant pressure gradient ∂xp•, which, together with lateral periodic boundary
conditions, defines a friction velocity ut =
p
(d  d)∂xp• ⇡ 1.23 ms-1, making the
system independent from Reynolds number effects (fully rough surface). The pressure
forcing in conjunction with lateral periodic boundary conditions are justified given the
relatively homogeneous integral morphometric statistics and buildings height in the
neighborhood (the main surface transition occurs at ⇡ 700 m in the radial direction
from the tower location). The hydrodynamic roughness length z0 is again defined
as z0 = D/15, based on a Nyquist-Shannon representation criteria (see Chapter 4
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Table 5.1: Geometrical and numerical parameters for the LES runs.
ID Lx⇥Ly⇥Lz (m) Nx⇥Ny⇥Nz z0 (m) a (deg) SGS model
A 512⇥512⇥160 512⇥512⇥160 D/15 66 SMAG
B 512⇥512⇥160 512⇥512⇥160 D/15 156 SMAG
C 512⇥512⇥160 512⇥512⇥160 D/15 66 LASD
D 512⇥512⇥160 512⇥512⇥160 D/15 156 LASD
⇤ The computational domains are centered at the tower locations (xt ,yt).
for a complete justification). To reduce the computational time required to reach a
statistically stationary state, the initial velocity field for each simulation is imposed
through interpolation from results of a run at coarser resolution (twice as coarse in each
coordinate direction). Equations are integrated in time for 480 non-dimensional time
units T = zh/ut ( ⇡ 2 hours in dimensional time) in the coarser grid, before being used
as initial condition for the finer grid, where they are further integrated for 250T . 100T
are required in order to achieve statistical stationarity in the velocity field and 150T are
used to compute statistics, which ensures a robust convergence to the expected values
for both first and higher order moments. Roughness has a great influence on turbulence
up to zRSL/zh =min(1+D/zh,5), where D is the separation distance between nearest-
neighbour roughness elements (Jimenez, 2004; Raupach and Thom, 1981). Assuming
zRSL/zh = 5zh and given that the extent of the logarithmic layer is ⇡ 0.15d , we cannot
expect the ISL to survive. The limited d/k in the proposed study might be justified
by considering that the focus is on the dynamics of the surface layer (z / 5zh, where
zh = 15.3 m). In these regions turbulence is expected to be strongly affected by the
surface details and only in minor part by dynamics of the outer layer.
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5.3 Results and discussion
5.3.1 Properties of the instantaneous velocity field
Figure 5.2: From top-left to bottom-right: urban canopy, color contour of (dimensional)
stream-wise velocity at the planes z/zh = 1, z/zh = 2, z/zh = 4 for simulationC (across-
canyon wind direction). The snapshot represents the flow field at T ⇤= 500 (statistically
steady state flow regime). Note that the surface model has been rotated so that the street
canyon is perpendicular to the x axis.
To give a qualitative idea of the instantaneous resolved velocity field, a color
contour of the stream-wise velocity field from simulation A (across-canyon regime)
is displayed in in Fig. 5.2. The flow is characterized by a broad spectra of esplictly
resolved length scales, which are heterogeneous in space and strongly depend on the
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actual configuration of the buildings.
The relatively high variance characterizing the distribution of roof heights (szh/zh=
0.42) causes a transitional behavior between skimming flow and wake interference flow
(see definition of flow regimes in Oke (1988)), despite the high value of the plan area
fraction covered by buildings (see Fig. 5.1). The lower part of the RSL (z/zh ⇡ 2) is
mainly composed of wake and of non-wake regions (Bo¨hm et al., 2013), whereas as
we move further up in the boundary layer the flow organizes itself in a set of relatively
high and low-speed streaks.
5.3.2 Mean flow velocity
To facilitate comparison with previous literature, numerical profiles are normalized
adopting ut =
q
1
r
∂ p•
∂x d , whereas measured profiles are first rescaled with the
ratio between measured and simulated friction velocities at the tower top location
ut(xt ,yt ,zt)/ut,tower(zt), and then normalized with ut =
q
1
r
∂ p•
∂x d , i.e.
u⇤t,tower(z) =
ut(xt ,yt ,zt)
ut,tower(zt)
ut,tower(z)
ut
. (5.1)
The rescaling of measured profiles ensures that the measured friction velocity at the
tower top location matches with its numerical (local) counterpart. Simulated and
measured length scales are normalized with the mean building height of the entire
512⇥ 512 m domain (zh = 15.3 m). Throughout the study error bars in tower
measurements will denote the standard deviation of sample means, where each sample
mean corresponds to 30 min time-average of the considered variable at each ztoweri
height (recall the 30 min average blocks are selected by enforcing the constraints
defined in Section 2.4), whereas shaded regions in the numerical profiles will denote
the standard deviation of the considered variable, at each vertical layer zLESi , across
the considered SGS models (SMAG and LASD) and hydrodynamic roughness lengths
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z0. Note that because we have only 3 blocks of data for a = 156 , the standard
deviation of the sample means under this approaching wind direction might not be
representative of the population standard deviation. Figures 5.3 and 5.4 compare
DA and locally-sampled (i.e. extracted from the LES at the tower location) time-
averaged u˜ and w˜, against the corresponding mean tower-measured data for the two
considered approaching wind directions (a = 66  and a = 156 ). The locally-sampled
Figure 5.3: DA LES velocity hu˜i⇤ (green) and comparison between time-averaged
normalized LES velocity sampled at the tower location u˜⇤(x⇤t ,y⇤t ,z⇤) (black) and time-
averaged tower-measured velocity u⇤tower (red dots), for along-canyon wind regime
(left) and across-canyon wind regime (right). Horizontal dashed and dot-dashed (grey)
lines denote zh and zg respectively. Only the lower 75% of the domain is shown.
time-averaged LES velocity u˜⇤(x⇤t ,y⇤t ,z⇤) compares well against u⇤tower for both wind
directions and all heights. Locally sampled and DA LES results are characterized by
a modest standard deviation (shaded regions in the LES profiles) throughout the RSL,
underlying the limited influence of both z0 and the SGS closure model in this region
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Figure 5.4: DA vertical LES velocity hw˜i⇤ (green) and comparison between time-
averaged LES vertical velocity sampled at the tower location w˜⇤(x⇤t ,y⇤t ,z⇤) (black)
and time-averaged tower-measured velocity w⇤tower (red dots), for along-canyon wind
regime (left) and across-canyon wind regime (right). Horizontal dashed and dot-dashed
(grey) lines denote zh and zg respectively. Only the lower 75% of the domain is shown.
of the flow. The relatively larger standard deviation characterizing u˜⇤(x⇤t ,y⇤t ,z⇤) in the
along-canyon wind regime (a = 66 ) is mainly due to variation of the dissipation rates
across SGS closures. w˜⇤(x⇤t ,y⇤t ,z⇤) also compares well against the corresponding w⇤tower
for both along-canyon (a = 66 ) and across-canyon (a = 156 ) wind directions, as
displayed in Fig. 5.4. Wind approaching from a = 156  leads to convergence of flow
in the along-canyon direction, causing a local updraft at the tower location, as apparent
from Fig. 5.5. This behavior is in agreement with both tower measurements and wind
tunnel results of Feddersen (2005). Further, the lack of a recirculation region for wind
approaching from a = 156  (across-canyon regime) is consistent with the study in
Kastner-Klein and Rotach (2004), where street canyons characterized by pitched roofs
5.3. RESULTS AND DISCUSSION 73
were connected with no recirculation regions. Wind approaching from a = 66  leads
to the formation of long recirculation bubble down-wind of building 8 (see Fig. 3.2),
which extends to the tower location (xt ,yt), hence influencing local statistics. This
underlines the strong dependency of the system on the horizontal extension of the
computational domain, which should be as large as possible, in particular in the stream-
wise direction Lx, to account for upwind buildings and given the strong correlation of
the flow in this coordinate direction. Difficulties related to the measurement of vertical
velocities justify the observed high variance of w⇤tower (see Fig. 5.4). DA profiles clearly
show an inflection point zg for both incoming wind directions, suggesting the presence
of a mixing-layer type regime, similar to what observed in flow over a uniform strip
canopy (Raupach et al., 1991) and in flow over vegetation canopy (Raupach et al.,
1996). Note however that both studies – characterized by roughness of uniform height –
identified the inflection point at zh (i.e. zg = zh). In the current study, the inflection point
zg coincides with an effective building height ze (Christen, 2005b), which can be defined
as the averaged surface height, if only buildings higher than 12 m are considered.
Introducing an effective building height ze allows to describe zg as a function of the
surface height distribution, and is justified given that the majority of low buildings in the
backyards, that make up Mo1 (see Fig. 5.1), do not influence the flow. Further, relating
zg to ze allows to recover the limiting behavior limszh!0 zg = ze = zh (i.e. when the
canopy is characterized by elements of uniform height, the inflection point corresponds
to the mean building height). The relatively high location for the inflection point is
due to the presence of strong shear layers which separate from the higher roofs and
resist penetration by large structures from above (Coceal et al., 2006), thus providing
a natural separation layer between high-speed and lower speed regions. Local profiles
are very dependent on the specific features of the urban morphometry up to the lower
RSL (1 / z/zh / 2), and are therefore not representative of DA quantities. For the
along-canyon regime (a = 66 ) locally sampled stream-wise velocities (u˜(xt ,yt ,z))
depart from their DA counterparts (hu˜i) in the RSL, mainly due to the persistence of
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Figure 5.5: Vector plots of the time-averaged velocity field in the y⇤ = 16.73 plane
(passing through the tower location) for simulation A (top), corresponding to wind in
the along-canyon direction (a = 66 ), and for simulation C (bottom), corresponding to
an across-canyon wind direction (a = 156 ). The profile tower is located at x⇤ = 16.73
in both plots. Buildings are labeled as in Fig. 3.2 Vectors are generated on a coarser
grid (2D) for the sake of visualization.
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an elongated low speed streak in the RSL, which is locked at the canyon location.
This might partly favored by the modest vertical and horizontal extension of the
computational domain, which does not allow a full representation of such large scale
structures. However, a similar behavior was observed in preliminary tests of flow over
a larger domain size (1536⇥1536⇥512 m) (not shown), which suggests that locking
of high and low speed streaks between high-rise buildings is a typical feature of RSL
turbulence, and promotes the use of a local scaling approach to collapse profiles in the
RSL.
5.3.3 Momentum fluxes
Applying the intrinsic DA operator to the LES momentum conservation equation (Eq.
3.1) results in
1
r
∂ hp˜•i
∂x
=  1
lp(z)
∂
∂ z
h
lp(z)(hu˜0w˜0i+ hu˜00w˜00i+ htSGSxz i)
i
  1
r
*
∂ p˜00
∂x
+
(5.2)
where hu˜0w˜0i is the DA turbulent momentum flux, hu˜00w˜00i is the so-called dispersive
momentum flux, htSGSxz i is the subgrid-scale contribution to the momentum flux, and
1
r
D
∂ p˜00
∂x
E
is the kinematic pressure drag, which performs work against the imposed
pressure gradient from the wall (z = 0) up to the height of the tallest building (zhmax).
In the considered canopy, buildings occupy a significant fraction of the total volume,
thus causing a reduction of the outdoor air volume with depth; this is taken into
account through the introduction of the plan area fraction lp(z) parameter in the
intrinsic averaging operation, defined as the fraction of space occupied by fluid in a
given horizontal plane, and displayed in Fig. 5.1. To derive Eq. 5.2 we have used
the averaging theorem (Whitaker, 1969), which allows to express the DA of a spatial
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derivative as the spatial derivative of the DA for a given quantity, i.e.⌧
∂q
∂xi
 
=
1
lp(z)
∂lp(z)hqi
∂xi
  1
Af
Z
∂Af
q(x,y,z)nidl, (5.3)
where q is any non spatially averaged function, dl is an arc element of the curve
∂Af , and Af is a multiply-connected domain, namely the intersection of the constant
elevation z plane with the solid interface (the buildings). Integrating Eq. 5.2 analytically
in the interval z 2 (zhmax ,d ], results in
1
r
dhp˜•i
dx
(d   z) = hu˜0w˜0i(z)+ hu˜00w˜00i(z)+ htSGSxz i(z) = hTxzi(z) (5.4)
Eq. 5.4 states that the drag that the flow exerts against the imposed pressure gradient
varies linearly with height. This statement does not hold in the interfacial layer, where
it is not possible to integrate Eq. 5.2 analytically:
1
r
dhp˜•i
dx
Z zhmax
z
lp(z)dz= hTxzi(zhmax)+ hTxzi(z) 
Z zhmax
z
lp(z)
r
*
∂ p˜00
∂x
+
dz. (5.5)
From Eq. 5.5 is clear how the total drag that the surface exerts against the imposed
pressure gradient is a function of the lp(z) parameter in the interfacial layer, and
therefore strongly depends on the morphometry of the considered surface. Each term
in Eq. 5.5 scales with u2t =
1
r
∂ p•
∂x d , hence DA profiles are normalized adopting u
2
t ,
whereas measured momentum fluxes are first rescaled with u2t(xt ,yt ,zt)/u2t,tower(zt),
and then also normalized with u2t , i.e.
u˜0iu˜0j
⇤
tower
(z) =
u2t(xt ,yt ,zt)
u2t,tower(zt)
u˜0iu˜0jtower(z)
u2t
. (5.6)
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Figure 5.6: Comparison of vertical kinematic fluxes of stream-wise momentum
against tower-measured data for the along-canyon (left) and across-canyon (right) wind
directions. Notation: DA turbulent momentum fluxes hu˜0w˜0i⇤, green; dispersive fluxes
hu˜00w˜00i⇤, blue; DA subgrid fluxes htxzi⇤, magenta; DA pressure drag 1r
R •
z h∂ p˜
00
∂x i⇤dz,
cyan; time-averaged locally-sampled turbulent + subgrid-scale momentum fluxes
t tot,⇤xz (x⇤t ,y⇤t ,z⇤), black; tower data, red circles. Horizontal dashed and dot-dashed (grey)
lines denote zh and zg respectively. Only the lower 75% of the domain is shown.
Turbulent fluxes
Measured and the corresponding simulated turbulent stresses compare well for the
across-canyon regime (a = 156 ) whereas LES underpredicts the measured turbulent
flux in the upper UCL for the along-canyon regime (a = 66 ). Boundary conditions
we could not include in the model, such as cars, trees, temporary structures, etc., might
also contribute to the mismatch. From Fig. 5.6 is clear how form drag dominates in
the UCL region, whereas in the lower part of the RSL the main sink of momentum is
from turbulent and dispersive momentum fluxes (u˜0w˜0 and hu˜00w˜00i respectively). DA
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turbulent momentum fluxes hu˜0w˜0i peak above the inflection layer zg , presumably due
to the advection and turbulent diffusion of wake regions in the vertical – above canopy –
direction, as apparent from Fig. 5.7. From Fig. 5.7 is also clear how the taller buildings
play a key role in dictating the properties of turbulent stresses, fixing the length scales of
wake turbulence, and sheltering smaller buildings. The spatial distribution of selected
terms in Fig. 5.7 is representative for the entire domain.
Dispersive fluxes
Dispersive fluxes peak at the average building’s height zh and are of the same sign and
approximate magnitude of their DA turbulent counterpart in the UCL. Results from
previous studies focusing on flow over arrays of regular and random surface mounted
cubes (Coceal et al., 2006; Kono et al., 2010; Martilli and Santiago, 2007; Xie et al.,
2008), showed a qualitatively similar trend in the UCL, i.e. dispersive fluxes increase
linearly with height up to zh, but their magnitude was found to be 0.15u2t at most. This
is most probably due to the inherent symmetries characterizing idealized geometries.
Dispersive fluxes in flow over gravel beds were also found to be significantly smaller
than in the current study, with a maximum of about 0.06u2t (Mignot et al., 2009).
Further, dispersive stresses are found to gradually decrease with height in the lower
RSL, consistent with what reported in studies of flow over urban-like obstacles Xie
et al. (2008), and justified by the large variance of the surface height distribution
(szh = 0.42zh). From Fig. 5.7 it is also clear how dispersive momentum fluxes span a
broader range of values when compared against their turbulent counterpart in the RSL,
highlighting the strong spatial heterogeneity of such term and the presence of regions
in the UCL where strong contributions to the total momentum flux occur (we were
however not able to identify any coherent spatial trend).
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Pressure drag
Pressure (or form-induced) drag is the main sink of momentum in the UCL. It decreases
roughly linearly with height in the UCL, from its surface value
R d
0
1
r
∂ hp˜00i
∂x dz ⇡ u2t to
roughly the magnitude of DA turbulent stresses at 0.85zh. Pressure drag is non-zero up
to the height of the tallest building (z/zh = 4.18), but it is of negligible magnitude down
to z/zh ⇡ 1, when compared against the DA turbulent stresses. As apparent from Fig.
5.7, the largest contribution to the form drag arises in the windward side of buildings,
where positive horizontal gradients of pressure occur as the flow approaches the facade.
Further, the pressure field is characterized by local minima in the vicinity of the flow
separation points for both flat and pitched roofs. In such regions the flow is subjected
to strong acceleration.
Subgrid-scale fluxes
SGS fluxes peak at zg = ze, due to the presence of thin shear layers of fine scale
turbulence (see Fig. 5.7), but represent a minor contribution to the total momentum flux
in the vertical direction. It is however important to recall that despite the minor role of
SGS terms in the momentum balance picture, variations in SGS closure – and thus in
the related dissipation rates – can have a strong impact on the resolved scale features.
Besides, given that the wall-modeled stresses are also SGS terms, results suggests that
when surface roughness is directly resolved (through e.g. an IBM algorithm), the
solution for momentum is not sensitive to the wall model. This is a comforting news,
given the lack of an universal law of the wall for flows in complex geometries.
5.3.4 Budget of TKE
Within the framework of the DA approach is possible to expand the total filtered kinetic
energy (KE) into a temporal and spatial mean (MKE), a wake component (WKE) and
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Figure 5.7: Vertical slices intersecting the tower location (plane y⇤ = 16.73) displaying
a color contour of turbulent momentum fluxes u˜0w˜0⇤ (a), of dispersive momentum fluxes
(u˜00w˜00)⇤ (b), of pressure drag 1r (
∂ p˜00
∂x )
⇤ (c) and of subgrid-scale fluxes t⇤xz (d). Data are
from simulation C (across-canyon wind direction, a = 156 ). The lower 75% of the
domain is shown.
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a turbulent (TKE) component:
1/2hu˜iu˜ii= 1/2
⇣
hu˜iihu˜ii+ hu˜00i u˜00i i+ hu˜0iu˜0ii
⌘
, (5.7)
Assuming steady state (∂ (·)/∂ t = 0) and applying first the time averaging (·) and
subsequently the intrinsic spatial averaging (h·i) (Mignot et al., 2008; Nikora et al.,
2007) results in the DA TKE budget equation:
1
2
∂ hu˜0iu˜0ii
∂ t
= hu˜0iw˜0i
∂ hu˜ii
∂ z
 
*
u˜0iu˜0j
00∂ u˜00i
∂x j
+
 hu˜0iw˜0i
*
∂ u˜00i
∂ z
+
  1
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∂
∂ z
✓
lp(z)

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u˜0iu˜0iw˜0
E
+
1
2
hw˜00u˜0iu˜0i
00i+ hp˜ 0w˜0i
 ◆
(5.8)
  1
lp
∂lp(z)hu˜0it 0SGSiz i
∂ z
+ ht 0SGSi j S˜0i ji,
where shear production Ps =  u˜0iw˜0 ∂ u˜i∂ z , wake production Pw =  
D
u˜0iu˜0j
00 ∂ u˜00i
∂x j
E
, work
of the time-averaged velocity spatial fluctuations against the DA shear stress Pm =
 hu˜0iw˜0i
D
∂ u˜00i
∂ z
E
, turbulent transport Tt =  12lp
∂lphu˜0iu˜0iw˜0i
∂ z , transport by dispersive fluxes
Td =   12lp
∂lphw˜00u˜0iu˜0i
00i
∂ z pressure transport Tp =   1lp
∂lphp˜ 0w˜0i
∂ z , subgrid transport D =
1
lp
∂lphu˜0it 0SGSi3 i
∂ z and subgrid dissipation e = ht 0SGSi j S˜0i ji. Given that lp varies with height,
Pm 6= 0 (Mignot et al., 2008), and must be accounted for in the TKE budget.
In the current settings we have that MKE is fed in the system through the imposed
pressure gradient, MKE then transfers energy to TKE through the classic cascade
process, and to WKE at scale zh due to the work of the imposed pressure gradient
against surface drag. Form drag is a sink term for the MKE, but it also subtracts
energy from the large shear-generated eddies, short circuiting the normal eddy-cascade
process and enhancing the dissipation rate (Raupach and Thom, 1981). In the following
we will first describe the vertical structure of TKE and WKE, to then focus on the
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Figure 5.8: Comparison of TKE and WKE against tower-measured data for the
along-canyon (left) and across-canyon (right) wind directions. Notation: DA TKE
1/2hu˜0iu˜0ii⇤, green; dispersive TKE 1/2hu˜00i u˜00i i⇤, blue; time-averaged locally-sampled
TKE 1/2u˜0iu˜0i
⇤
(x⇤t ,y⇤t ,z⇤), black; tower data, red circles. Horizontal dashed and dot-
dashed (grey) lines denote zh and zg respectively. Only the lower 75% of the domain is
shown.
TKE budget terms, for the two considered wind directions. TKE and WKE scale with
u2t and are therefore normalized as previously proposed for momentum fluxes. DA
budget profiles are normalized with ut =
q
1
r
∂ p•
∂x d and zh (e.g. hPsi⇤= hPsi zhu3t ) whereas
measured second order statistics are first rescaled with u3t(xt ,yt ,zt)/u3t,tower, and then
also normalized with ut and zh, e.g.
P⇤s,tower(z) =
u3t(xt ,yt ,zt)
u3t,tower
Ps,tower(z)
zh
u3t
. (5.9)
Turbulent and wake kinetic energy
Profiles of turbulent kinetic energy (TKE) and wake kinetic energy (WKE) are shown
in Fig. 5.8. Locally sampled time-averaged LES data show relatively good agreement
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with measured data for both wind directions. LES slightly under-predict the TKE peak
when compared against measured values for the across-canyon wind regime, and this,
again, might be in partly due to boundary conditions we could not include in the model.
h12 u˜0iu˜0ii peaks at zg for the across-canyon wind regime and slightly above zg in the
along-canyon wind regime, to then decrease linearly with height, consistent with tower
measurements for the across-canyon wind regime and in agreement with results from
flow over random height cubes (Xie et al., 2008). A peculiar feature of the current
study is the remarkable strength of TKE in the UCL, when compared against results
from flow over gravel beds (Mignot et al., 2009) or flow over regular/random arrays of
cubes (Coceal et al., 2006; Xie et al., 2008), which might be induced by the presence of
organized street canyons, which allows the flow to develop significant MKE, which is
then cascades into WKE and TKE due to surface drag and the energy cascade process.
Further, for both wind directions WKE⌘ h12 u˜00i u˜00i i is approximately constant within the
UCL (z  zh) and shows a rapid decay in the lower RSL. The relatively large WKE
in the RSL for the along-canyon wind regime is due to locking of streaks in between
high-rise structures in the RSL.
Table 5.2: Percentage contribution of production, dissipation and transport terms
to the total source and sink rate of TKE for the considered layers. Production =
Ps+Pw+Pm, Transport = Tt +Td +Tp+D.
layer Production e Transport
UCL (0< z< zh) 60% (+)⇤ 100% ( )⇤ 40% (+)
upper RSL (zh < z< 5zh) 100% (+) 88% ( ) 12% ( )
ISL (z> 5zh) 95% (+) 100% ( ) 5% (+)
⇤ (+) denotes a source of TKE, (-) denotes a sink of TKE.
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Figure 5.9: DA TKE budget terms for the along-canyon a = 66  (top) and across-
canyon a = 156  (bottom) wind directions. Notation: turbulent shear production
hPsi⇤, solid red line; wake production hPwi⇤, dashed red line; form-induced production
hPmi⇤, dot-dashed red line; dissipation hei⇤, black; turbulent transport hTti⇤, solid green
line; dispersive transport hTdi⇤, dashed green line; pressure transport hTpi⇤, magenta;
subgrid transport hDi⇤, blue; residual, grey. Horizontal dashed and dot-dashed (grey)
lines denote zh and zg respectively. Only the lower 33% of the domain is shown.
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Production terms
Fig. 5.10 compares time-averaged LES profiles, sampled at the tower location, and
measured values of shear production. LES results show a remarkable match against
measured data, in particular for the across-canyon regime, where the peak in hPsi
is well represented. Fig. 5.9 shows that, for both approaching wind angles, DA
turbulent shear production hPsi peaks exactly at the inflection point zg = 1.28zh. This
location is connected with the presence of thin shear layers that separate from the
highest buildings, and are advected and diffuse downstream, as displayed in Fig. 5.12.
Results are in agreement with findings from studies of flow over a uniform strip canopy
(Raupach et al., 1991), where the inflection layer was located at the mean building
height, i.e. zg = zh, and is also in qualitative agreement with results from over canopies
of bluff elements (Bo¨hm et al., 2013), which predicted a peak of hPsi at zg = 0.86zh. hPsi
decreases rapidly from its peak location to approximately zero at the wall, indicating a
relatively calm zone in the lower UCL. A second maxima is found in the hPsi profile,
at roughly the height of the third mode Mo3 = 22.5 m of the pdf of buildings’ height
(see Fig. 5.1), which can be regarded as a very specific feature of the current setup,
linked to the shear layers separating from Building N. 6 in Fig. 3.2. hPwi is the
production rate of turbulent kinetic energy in the wakes of roughness elements by the
interaction of local turbulent stresses and time-averaged strains; in the lower UCL it is
approximately constant, positive (WKE converts to TKE) of magnitude hPwi⇤ ⇡ u3t/zh.
hPwi accounts for over 50% the total production rate of TKE in the UCL, and is
therefore non-negligible. A previous study of flow over uniform strip canopy (Raupach
et al., 1991) found hPwi to increase linearly in the canopy, reach a maxima hPwi⇡ hPsi at
zh = zg , and rapidly decrease to zero in the lower RSL. In experimental and numerical
studies of flow over gravel beds (Mignot et al., 2009; Yuan and Piomelli, 2014) the
magnitude of hPwi was found to be less than 5% of hPsi (based however on a superficial
averaging). hPwi thus seems to strongly vary as a function of the roughness properties.
Our results suggests that in flows over realistic urban canopies the presence of street
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Figure 5.10: TKE production terms for the along-canyon a = 66  (left figure) and
across-canyon a = 156  (right figure) wind directions. Notation: DA turbulent
production hPsi⇤, green; locally-sampled time-averaged production P⇤s (x⇤t ,y⇤t ,z⇤),
black; turbulent production from tower measurements, red circles. Only the lower 75%
of the domain is shown.
canyons aligned with the mean flow, and of variable building geometry tends to increase
hPwi in the lower UCL (z⇤ / 0.5), when compared to results of flow over strip canopy
(Raupach et al., 1991). The additional form-induced production term hPmi is non-zero
only in the vicinity of the inflection layer zg , where it accounts for 16% the magnitude
of hPsi. Further, Fig. 5.10 highlights how locally sampled data are not representative of
horizontally averaged quantities for hPsi. In the across wind regime the tower is located
in correspondence of a thin shear layer (see Fig. 5.12), thus overpredicting the peak in
Ps, when compared against its horizontally averaged counterpart, whereas in the along-
canyon regime the tower is uncapable of properly capture the sharp gradients at zg , due
to channeling of flow in the Sperrstrasse street canyon, which strongly influences local
statistics up to the lower RSL regions.
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Figure 5.11: Turbulent and dispersive transport terms for the along-canyon a = 66 
(left figure) and across-canyon a = 156  (right figure) wind directions. Notation:
DA turbulent transport hTti⇤, green; locally-sampled time-averaged turbulent transport
T ⇤t (x⇤t ,y⇤t ,z⇤), black; turbulent transport from tower measurements, red circles. Only
the lower 75% of the domain is shown.
Transport terms
Turbulent transport terms are compared against tower measurements in Fig. 5.11. LES
shows a similar trend when compared to measured data, but overpredicts Tt(xt ,yt ,z) in
the across-canyon regime, suggesting higher resolution might be necessary in order to
properly describe the small scale turbulence characterizing the thin shear layers that
separate from the roofs of buildings (recall that the current grid stencil is 1 m). DA
transport terms are found to be non-negligible throughout the roughness sublayer and
profiles are in agreement with data from the same tower, and an additional tower (not
shown), operated under a much wider range of stabilities during BUBBLE (Christen
et al., 2009). From Fig. 5.9 it is apparent how DA production terms (hPsi+hPwi+hPmi)
overcome dissipation in the RSL down to zh, i.e. zh  z 5zh, and DA transport terms
are responsible to remove TKE from this layer of high production, and transport it
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towards the wall to balance dissipation. In the upper RSL (zh < z < 5zh) transport
terms are thus of negative sign, and contribute to about 12% the total sink rate of TKE
(see Table 5.2). They change sign in the UCL, where they are of highest significant,
contributing to about 40% the total source rate of TKE (see Table 5.2). hTwi appears
as a modulation of hTti, whereas hTpi is significant at zg (where it is a sink of TKE)
and in the very near wall regions, where it peaks at hTpi⇤ = 0.8u3t/zh. Our profiles are
in agreement with results of flow over vegetation canopy and with results of flow over
gravel beds for the hTpi term, i.e. turbulence in the lowest levels of a canopy is partly
induced by pressure perturbations (Shaw and Zhang, 1992; Yuan and Piomelli, 2014).
Transport terms peak at the boundaries of the thin shear layers that separate from the
top of the buildings, as displayed in Fig. 5.12. Furthermore, is worth noting the modest
standard deviation in the computed hTti terms for both approaching wind directions.
This underlies once more the poor sensitivity of the solution with respect to the specific
SGS model and to the z0 parameter, when the roughness is explicitly resolved through
an IBM method.
Dissipation and residual terms
DA dissipation hei peaks at zg , as displayed in Fig. 5.9. This is another peculiar
feature of the current study, and is in contrast with results of flow over gravel beds
(Mignot et al., 2009; Yuan and Piomelli, 2014), where the peak in dissipation was
found to be shifted toward the wall, with respect to the peak in the shear production
rate. Further, a strong rate of dissipation characterizes the very near wall regions.
This peak is required in order to balance pressure transport of TKE from aloft, again
confirming the important role of pressure transport in the vicinity of the wall, in
flows over directly resolved building interfaces. Fig. 5.12 underlines how the local
dissipation rate spatially resembles the local shear production rate, being significant in
the shear layers in the lower RSL. From Fig. 5.12 is also apparent how dissipation is
significant in the vicinity of buildings’ facades. The relatively modest residual (see Fig.
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Figure 5.12: Vertical slices intersecting the tower location (plane y⇤= 16.73) displaying
a color contour of TKE⇤ (a), of turbulent shear production P⇤s (b), of dissipation e⇤ (c),
and total transport T ⇤tot = T ⇤t +T ⇤d +T
⇤
p +D⇤ (d). Data are from simulation C (across-
canyon wind direction, a = 156 ). The lower 75% of the domain is shown.
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Figure 5.13: Selected DA TKE budget terms for the across-canyon a = 156  wind
regime. The displayed standard deviation accounts for the variability related to
sampling at different x,y locations in space. Notation: DA turbulent production hP⇤s i,
red; DA dissipation hei⇤, black; DA turbulent transport hTti⇤, green. The lower 75% of
the domain is shown.
5.9) in the computed TKE budget further validates the proposed results. Is is likely
due to interpolation of variables in the near interface regions (which are required to
compute certain TKE budget terms), and leads to numerical truncation errors affecting
the quality of the computed terms.
Spatial variation of selected TKE budget terms
The standard deviation of selected TKE budget terms, related to sampling at different
x,y location in space, is displayed in Fig. 5.13. Locally sampled shear production P˜s
and transport can be either a source or sink of TKE in the UCL, whereas e˜ – negative by
definition – is characterized by a relatively modest spatial standard deviation throughout
the RSL, accounting at most for 50% of its magnitude. All the proposed terms are
characterized by a high spatial standard deviation at zg , underlying the high spatial
heterogeneity of such a layer (in contrast with the canonical, homogeneous, mixing
layer). Further, a drop in the spatial variance of all considered terms is apparent above
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z/zh ⇡ 5, which can thus be identified as the top of the RSL for the given canopy.
These results suggest care should be put when interpreting locally sampled tower
measurements, and motivates the use of LES to assess the most appropriate location
for the deployment of sensors within urban canopies.
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CHAPTER 6
Conclusions and Perspectives
6.1 Concluding remarks
A characterization of mean flow and turbulence over a realistic urban canopy,
representing a subset of the city of Basel in Switzerland, has been performed via a
series of Large Eddy Simulations (LES) and results have been compared to direct
tower measurement from a field campaign. The extent of a representative neighborhood
for the area is defined based on the convergence of selected flow statistics (u velocity
and shear production rates of TKE Ps = hu˜0iu˜0j ∂ u˜i∂x j i) as a function of the computational
domain. DA and time-averaged locally-sampled (at tower location) profiles of u
velocity show modest dependence on the domain size in the RSL (0 / z/zh / 5),
whereas DA Ptot profiles strongly depend on both its horizontal and vertical extent.
The minimum neighborhood size for the current study is found to be 512⇥ 512 m.
This allows to obtain representative DA profiles of Ptot and to collapse time-averaged
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profiles of Ps, sampled at the tower location. First and higher order statistics compare
well against tower measurements, confirming LES in conjunction with IBM a valuable
tool for the study of flow and dispersion over realistic urban surfaces. DA numerical
profiles are not sensitive to variations in both the SGS model and the z0 parameter,
given that form-drag represents a significant percentage of the total surface drag, and it
is explicitly resolved through the immersed boundary method. DA u velocity profiles
are characterized by an inflection point zg , located above the mean building height
zh, highlighting the presence of a mixing-layer type regime. DA Reynolds fluxes and
DA TKE peak above zg , in agreement with results from studies of flow over synthetic
urban-like surfaces. TKE is significant the UCL, when compared against results of
flow over gravel beds and over regular / random arrays of cubes, mainly due to the
presence of flow-aligned street canyons, open areas and a variable building height,
which strongly increase the strength of both MKE and TKE in such regions. Further,
dispersive momentum fluxes and dispersive TKE are found to be non-negligible in the
UCL, and of the same magnitude of their Reynolds counterparts. Turbulent kinetic
energy (TKE) in the UCL is primarily produced at zg by shear, and is transported
down into the cavities of the urban canopy (street canyons, backyards) by turbulent
and dispersive transport terms, which share similar magnitudes. Transport terms are
non-negligible throughout the RSL. They are of negative sign and contribute to about
12% the total variation rate of TKE in the upper RSL (zh < z< 5zh), whereas they are
of highest significance in the UCL (0 < z < zh), where they are of positive sign and
contribute to about 40% the local variation rate of TKE. Wake production is roughly
constant up to zg and of non-negligible magnitude (hPwi⇤ ⇡ u3t/zh), contributing up to
50% the total TKE production rate in the UCL. Further, pressure transport is found to
be a significant source of TKE in the near wall regions, in agreement with previous
findings in flow over vegetation canopy and flow over gravel beds. From our results
it is also apparent how tower measurements cannot be used to quantify all terms in
a horizontally-averaged view: the non-measurable dispersive terms are important in a
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real canopy and should therefore be considered in future UCPs.
6.2 Further research directions
The proposed work can be extended in multiple directions and we believe represents a
useful reference and starting point for further research. In the specific we point out two
research paths for future development:
Numerical resolution requirements. One of the challenging features of the
proposed work is represented by the high computational cost of simulations. All
runs were performed on a cluster composed of several nodes, taking advantage
of MPI communication protocols to reduce the wall-clock time. At the chosen
resolution, profiles of first and higher order statistics show a good matching against
the corresponding measured quantities. However, it would be useful to show how the
solution varies as a function of the grid stencil, and to define what are the resolution
requirements, based on the goals of the specific study. The realistic settings and the
availability of high-quality multi-point sensor data provide in fact a rich framework for
such tests, which could represent a reference for future studies. In this regard, we are
currently optimizing the parallelism of our LES and IBM algorithms.
Parameterization for dispersive fluxes. We showed how dispersive momentum
fluxes have an impact on the vertical transfer rate of momentum, and should therefore
be accounted for in future UPCs. It would be therefore important to use the proposed
LES data to develop and test a parameterization for such terms, relating them to some
readily measurable quantities (e.g. hui or hu0iu0ji). It would be also possible and
interesting to validate the argumentation of Rotach (1993c), which assumes that an
observation at a particular point in space represents a variety of upwind and downwind
geometries, due to changing wind direction, and that thus spatial averages can be
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approximated by averaging over all wind directions of approaching flow.
Characterizing stability effects on the flow. In the proposed study we considered
neutrally stratified flow conditions. However, in urban canopies, sources and sinks
of heat are ubiquitous, and contribute significantly to the transport of momentum
throughout the RSL. A proper characterization of stability effects on the considered
system is therefore desirable, since it would allow to better define the properties of RSL
turbulence. Further, the realistic settings and the availability of high-quality multi-point
sensor data would allow for a detailed comparison between measured and numerical
profiles.
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