Abstract-This paper introduces a two-stage stochastic program for transmission planning. The model has two dependent random variables, namely, total electric load and available wind power. Given univariate marginal distributions for these two random variables and their correlation coefficient, the joint distribution is modeled using a Gaussian copula. The optimal power flow (OPF) problem is solved based on the linearized direct current (DC) power flow. The Electric Reliability Council of Texas (ERCOT) network model and its load and wind data are used for a test case. A 95% confidence interval is formed on the optimality gap of candidate solutions obtained using a sample average approximation with 200 and 300 samples from the joint distribution of load and wind.
variable renewable resources, such as solar and wind power, will constitute a large portion of new generation in the future. A transmission system planning study needs to be conducted to evaluate the deliverability of renewable energy from, the typically remote, locations of renewable resources to a load center. Thus, a new simulation method for transmission system expansion planning is needed that includes renewable resources.
Transmission system expansion studies and simulation models have evolved for decades. Many optimization-based models focused on identifying the optimal system expansion decision. A linear programming (LP) approach was applied to model transmission system expansion in [1] and [2] . Another widely used approach for modeling expansion of a transmission system is mixed integer programming (MIP), which was introduced in [3] [4] [5] . In the MIP context, a decision variable for system expansion is represented by an integer or binary variable. Other methodologies based on nonlinear programming or heuristics are classified and listed in [6] .
Decomposition algorithms have been applied to solve transmission planning models; see [7] [8] [9] [10] [11] . When decomposition is applied, a large-scale optimization problem is split into a master problem and one or more subproblems. The goal in applying a decomposition algorithm is to exploit special structure of the model so that it can be solved more efficiently than with a general purpose algorithm, particularly, for large-scale problem instances.
Probabilistic approaches in power systems have mainly been used to assess power system reliability by considering forced outage rates and system availability [12] [13] [14] [15] . Probabilistic transmission planning models taking into account system reliability, electric demand uncertainty, or other aspects, such as fuel cost and water inflow for hydro power, were developed in [16] [17] [18] .
In order to simulate a power system planning model with a high penetration of wind power, the uncertainty of load and wind needs to be taken into account because these factors significantly affect simulation results. Several transmission planning models include uncertainty of load and wind [19] [20] [21] [22] ; however, load and wind are assumed to be independent in [20] . In [21] , load and wind uncertainties are represented by a finite number of scenarios; however, the number of scenarios required to represent load and available wind is not well-defined even though the model captures probabilistic aspects of correlated load and wind. Reference [22] represents uncertainties of load and wind by using an ad hoc clustering method based on empirical data. Each scenario in the stochastic formulation corresponds to a cluster from the empirical data, with the cluster represented by the sample average of load and wind over the cluster.
These models can be effective and practical because they can capture correlated distributions for load and wind. However, a limitation of these models is that realizations entirely depend on actual observations. These observations may provide an insufficiently large number of samples for Monte Carlo simulation, and from a modeling perspective, it may be desirable to have a "smoother" representation of the underlying probability distribution. To overcome these limitations, a parametric distribution can be fit to data and then Monte Carlo sampling can be used to generate random samples from that joint distribution. Such an approach is also more amenable to simulating future scenarios where, for example, wind capacity is assumed to have increased.
To model the dependency between load and wind, we employ a bivariate Gaussian copula. Copulas are used to "couple" univariate marginal distributions so as to form a multivariate joint distribution; see, e.g., [23] [24] [25] . In our bivariate case, the inputs to the copula procedure are the univariate marginal distributions of load and wind as well as the correlation coefficient between load and wind. The Gaussian copula allows us to exactly match the (non-normal) marginal distributions and the specified correlation coefficient. Moreover, we can draw independent and identically distributed (i.i.d.) samples from the resulting joint distribution, and we can draw as many samples as needed.
A two-stage stochastic program with recourse is formulated using the bivariate distribution for load and wind. A sample average approximation, e.g., [22] , [26] [27] [28] , to this stochastic optimization model is formulated by sampling i.i.d. observations from the joint distribution. Decomposition is applied to solve this large-scale problem with increased computational efficiency compared to using a general purpose MIP solver.
Our new transmission planning simulation method is based on probability density functions of load and potential wind and the specified correlation between these two random variables. We consider the correlation between the total load and the total available wind but do not include inter-farm correlations between wind farms at different locations. We assume wind production at all farms is perfectly correlated with the aggregated wind production. Similarly, load at each location is perfectly correlated with the total load. The main point regarding correlation in this paper is that we capture correlation between the total potential wind and the total load. Inter-spatial correlations of load/wind at different locations are not considered in our analysis. We use DC OPF and losses are ignored in the test system. This model aims to achieve a transmission plan for a target year in the future, based on forecasts of load and wind that have a joint probability distribution that captures their correlation. The approach is particularly useful for simulating a system with higher load and wind capacity than currently installed. Moreover, the quality of the resulting stochastic solution can be assessed with a large number of samples generated from a distribution based on the forecasts. These two goals can be achieved by proper probability modeling, and we use a Gaussian copula.
The next section describes the procedure for modeling, and simulating from, the bivariate distribution for load and wind. In Section III, the mathematical formulation of the two-stage stochastic program is given and the decomposition algorithm is described. In Section IV we form a candidate solution using a sample average approximation and show how to verify the quality of that solution by constructing a 95% confidence interval on its optimality gap. The results of a detailed case study are discussed in Section V. Conclusions are presented in Section VI.
II. BIVARIATE DISTRIBUTION: MODELING AND SIMULATION
We use a Gaussian copula procedure [23] [24] [25] to model the bivariate distribution for load and wind. The inputs to the procedure are: 1) two univariate marginal distributions for load and wind and 2) the correlation coefficient between load and wind.
A Gaussian copula uses an underlying bivariate normal distribution with zero means and unit variances. Through the standard simulation technique of inversion, we can use this underlying bivariate normal distribution to match exactly the specified marginal distributions for load and wind. The bivariate normal has one additional parameter, the covariance between its two components, , which is synonymous with the correlation between the two components, , because the variances have value 1. This correlation parameter, , allows us to match the specified correlation coefficient between load and wind, as we describe below.
Of course, there can be infinitely many bivariate distributions that have the specified marginal distributions and a specified correlation coefficient. There can also be no distribution that matches the specified marginals and correlation coefficient. The latter issue does not arise in our work, at least empirically. The fact that we use a Gaussian copula, as opposed to another choice of coupling function, has the effect of selecting from infinitely many distributions. From a practical perspective, simply having to specify the correlation coefficient between load and wind is attractive because it captures a first-order notion of dependence and does not require the often difficult task of estimating higherorder dependence.
We note that the bivariate case is also particularly tractable because the single degree of freedom, , in the underlying bivariate normal allows us to carry out a single dimensional line search for the proper value of .
A. Marginal Distributions of Load and Wind
We use data from November 2009 to October 2010 from ERCOT, representing hourly wind potential, which includes actual wind power production plus curtailment and hourly load data for the same time period for ERCOT. With this data we fit parametric marginal distributions to load and wind data using the statistical software R.
For load, we use a lognormal distribution (e.g., [29] ) and for wind power we use the bounded Johnson-system distribution (JSB) [30] . Various distributions were fit to the data and the lognormal and bounded Johnson-system were found to be good fits. Initially ignoring issues about the ranges of the random variables, we denote the marginal distributions for load and wind by and , which can be expressed in the following form:
where denotes the cumulative distribution function (CDF) of a standard normal; i.e., a normal random variable with zero mean and unit variance. In (1), the lognormal distribution for the load is represented by a nonlinear transformation of a standard normal CDF with two parameters, , , where and represent the mean and standard deviation in the log-transformed space, respectively. The CDF of the Johnson distribution for wind,
, is also represented as a nonlinear transformation of a standard normal CDF with parameters, , , , and [30] . We must modify and because both load and wind availability have values in bounded ranges. For instance, available wind power is nonnegative, while load in ERCOT does not exceed 65 GW from the historical data. However, when carrying out the fit, the left-tail of the JSB distribution we obtain is negative. That said, the probability of observing a negative value from this distribution is 0.0129, and hence truncating the distribution only results in a modest change. To avoid unrealistic realizations such as negative wind power capability or load in excess of 65 GW, we truncate the distributions to match them with values consistent with the historical range. For a general cumulative distribution function, , a truncated distribution to the interval, , is obtained by [31] 
The truncated CDF, , is bounded by lower bound, , and upper bound, , in (3). If , then and similarly if , then . Our marginal distributions are truncated at both tails for the lognormal distribution and at the lower tail for JSB. Truncated CDFs for load, , and wind, , are
where , , and (5) where , . For wind power, the upper tail of the CDF is bounded by based on the original fit and the lower bound by truncation is . The parameters of the fit distributions, along with truncation values, are show in Table I .
B. Computing
The Gaussian copula procedure uses bivariate normal random variables,
, which have zero mean and unit variance. The only remaining term in the covariance matrix, , is the off-diagonal covariance term, denoted , and we describe how to determine this value shortly. First, however we note that and are uniformly distributed on the interval (0,1). Thus we can use the standard simulation technique of inversion [29] to yield the desired marginals via (6) The idea behind the Gaussian copula technique is that the correlation between and is at our disposal and by properly selecting it we can achieve the desired correlation between and as we now describe. The covariance between and is given by (7) By substituting (6) into the first term on the right-hand side (RHS) of (7), we obtain (8) where is the probability density function for the bivariate normal, , with covariance, . Note that the value on the left-hand side (LHS) of (8) is given as input to the copula procedure. All terms on the RHS of (8) are known except for the unspecified value , where and is a variable in (8) to be determined. We cannot solve this equation analytically, but by iteratively changing on the RHS, we can numerically match the given value on the LHS. It is known that the RHS of (8) is a monotonic function in (see [32] ) and hence we can perform a bisection search to determine the value of which forces the RHS to equal the given LHS. With a numerical tolerance of , and with a desired correlation coefficient between load and wind of 0.1721 from our data set described above, bisection yields after 14 iterations. The bivariate integral on the RHS of (8) is evaluated numerically in MATLAB as part of the bisection search.
C. Summary of the Sampling Procedure
We summarize our procedure for generating i.i.d. observations from the bivariate distribution for load and wind. To generate the underlying correlated bivariate normal we require the Cholesky factorization of the covariance matrix:
which is given by (9) where . Summarizing the steps of our procedure:
Input: , , and covariance . Output:
with marginal distributions and , and desired covariance .
1) Run bisection algorithm using (8) to determine as described in Section II-B.
2) Generate bivariate normal as follows (e.g., [33] ): a) Generate random vector, , composed of two independent components, . b) Form the 2 2 lower triangular matrix given by (9) . c) Let and from . 3) Let and .
4) Go to
Step 2) until we obtain number of samples.
The procedure repeats times to draw samples. The two marginal distributions, denoted and , along with the correlation coefficient , between load and wind, are both estimated from empirical data. The procedure provides i.i.d. samples of . Fig. 1 shows 200 and 300 i.i.d. observations generated using the Gaussian copula procedure and hourly load and wind data. All copula samples are within the historical ranges we define for truncation of the marginal distributions.
III. MATHEMATICAL MODEL
In this section we first describe a two-stage stochastic integer program for our transmission system expansion planning problem. Transmission system expansion decisions are made in the first stage, and system operation decisions are made in the second stage. This model is suitable for application of the L-shaped decomposition method [34] as we also describe.
A. Two-Stage Stochastic Integer Program
In the mathematical optimization model we describe, transmission system expansion decisions are represented by binary variables in the first stage. The linear objective function in the second stage models operating costs including thermal generation costs and a penalty cost on wind power curtailment and load shedding. The formulation is fairly standard and builds on [1] , [22] . The formulation is a two-stage stochastic integer program: (10) subject to (11) where (12) and where for all (13) The expected value of the operating cost, , represented in (12) is the sum of the product of: 1) the optimal operating cost under scenario , 2) the probability mass of scenario , and 3) the operating hours, . Here, we express the expectation as a finite sum, even though the underlying bivariate distribution of load and wind is continuous, because we discretely approximate that distribution. In our computation our discrete approximation is based on Monte Carlo sampling with samples and with . The optimal operational cost, , for scenario is the minimized thermal generation cost and the penalty costs on wind curtailment and load shedding, and is a convex function on the convex hull of the first stage feasible region so that the overall procedure is guaranteed to finitely converge to an optimum of the overall problem [35] , [36] . 1 Power balance constraints, thermal capacity limits on existing and newly built lines, and linearized DC power flow constraints for existing and newly built lines are represented in (14) , (15)- (18), respectively. The binary variable represents the decision to build the line. The entry is if line begins at bus , it is 1 if it ends at bus , and zero otherwise. Electric demand (load) at is represented by , and that is a fraction of the total load, , under scenario . Maximum generation capacity limits for thermal and wind resources are captured by (19) and (20), where unutilized wind capacity is represented by wind curtailment, . Simple bounds on load shedding and the phase angle limit are included in (2) and (22) . We use $100/MWh, $108/MWh, and 35 000 MW for penalty costs for wind curtailment , load shedding , and the value of for constraint (18) . We use hours and with i.i.d. sampling to form the scenarios . Constraints (16) and (18) have dual variables which we, respectively, denote and .
B. L-Shaped Method
Using the L-shaped decomposition algorithm [34] , our deterministic equivalent problem (DEP) specified by (10)- (24) decomposes into a transmission expansion planning master program and an OPF subproblem for each scenario. We index iterations of the algorithm by . At the th iteration, we solve the master program to obtain vector , and pass that to the scenario subproblems. Each scenario subproblem can then be solved independently to obtain an optimal cost and dual vectors , , , and . The master problem for the DEP is as follows: (25) subject to (26) (27) (28) where (29) At the th iteration of the algorithm, the subproblem for each scenario is given by the linear program specified in (13)- (24) except that the terms that appear on the right-hand sides of constraints (16) and (18) are replaced by the values obtained when solving the master problem.
An optimality cut in (27) is formed by an optimal value of the subproblem, , an optimal solution to the master problem, , and cut coefficient, . The optimality cut coefficient for scenario shown in (29) is formed by dual variables in the subproblems and the RHS values in constraints (16) and (18) . The RHS of the optimality cut is a first-order Taylor approximation of at . Feasibility cuts are not needed in the algorithm because the model has relatively complete recourse;
i.e., because the power balance constraint is relaxed by allowing load-shedding, the second stage model is feasible under any feasible first stage decision. Scenario subproblems are independent of each other and their optimal values can be evaluated separately. The procedure for the L-shaped method is summarized below.
1) Initial condition: Let be given. Set an upper bound, , lower bound, , iteration, and initial solution to the master problem, , for all . 2) Solve the master problem: If then provide the initial solution to the subproblems and go to Step 4) . Solve the master problem and obtain and . 3) Lower bound: Form a lower bound using , . 4) Solve the subproblems: Substitute the integer solution, , into the subproblem specified by (13)- (24), and solve to obtain optimal value, , for each and dual variables , , and . 5) Upper bound: Form an upper bound, . 6) Generate an optimality cut: If , the current solution is the final solution. Otherwise, form an optimality cut in (27) using (29) . Set . Append the cut to the master problem for the next iteration and go to Step 2). See [35] for the adaptation of the L-Shaped method to integervalued first stage decision variables.
IV. ASSESSING SOLUTION QUALITY
We solve the DEP under Monte Carlo sampling with 200 or 300 i.i.d. realizations from the continuous bivariate distribution for load and wind. Hence, we obtain an approximate solution, which we denote . In this section we describe how to construct a confidence interval (CI) on the optimality gap of this approximate solution, using ideas from [38] . Here, the optimality gap is defined to be the difference between: 1) the true cost, under the continuous bivariate distribution, of our approximate solution, which we denote and 2) the true cost under an optimal solution, which we denote . Here, we use to denote the expectation with respect to the "true" continuous bivariate distribution. So we form a 95% (say) confidence interval of the following form: (30) where is a CI width that is an estimate of an upper bound on the optimality gap and where . If , which is a random variable, is sufficiently small then the quality of the given candidate solution is good. The CI width can be constructed by following steps based on [38] . , and using the Gaussian copula procedure. 
A. Test System
Our test system consists of 138-kV, 230-kV, and 345-kV buses, generators, and transmission lines. Four geographical zones, Houston, South, North, and West, are separately represented. The West zone, which includes all wind generators, is fully detailed while the other three zones are represented by aggregated zonal buses that have generators and loads. Detailed data of the system components are listed in Table II .
Generation costs for wind resources are assumed to be zero, and each thermal generator is assumed to have constant marginal generation costs over its production range. We ignore unit commitment issues.
B. Optimization Results
We simulated transmission capacity needs under 30 GW of installed wind capacity. The results from running the procedure of Section IV with sample sizes of and are given in Table III . Candidate transmission plans with 200 and 300 i.i.d. samples cost $248.52 million/year and $325.80 million/year with 88 and 96 lines, respectively. As we increase the number of samples, the solution quality, as estimated by the CI width, is improved. The right-most column in Table III reports the CI width as a percentage of the upper bound estimate. For example, the width with 300 samples indicates an absolute gap of about $339.96 million/year for the given candidate solution with 95% confidence, which corresponds to a relative width of about 2% of the upper bound estimate. However, overall costs remain about the same for the two sample sizes, suggesting that there are several alternative solutions with roughly equal overall costs.
C. Effect of Modeling Stochastic Load and Wind
To assess the importance of modeling load and wind using a probability distribution in our optimization model, we compare the candidate solution we obtain using 300 scenarios with a solution from the deterministic model in which the load and wind are fixed at their mean values of 36 421.68 MW (load) and 2767.71 MW (wind) based on one year of data.
Let denote the transmission plan obtained by solving the deterministic problem with load and wind set to their expected values, and let denote the stochastic solution obtained in Step 2) of the procedure of Section IV. The first row of 
D. Computation Time
We solved the DEP problems using an implementation of the L-shaped method [39] in GAMS 23.7.3 [40] calling CPLEX 12.4 [41] , and we further implemented the procedure for assessing solution quality in GAMS. All computational results reported here are on a Dell Poweredge T610 computer running Ubuntu Linux. The machine has two six-core, hyperthreading 3.33-GHz Xeon processors and 24 GB of shared memory.
In running the L-shaped method, we must solve mixed integer programming master programs, and these were solved to within 1% of optimality while the tolerance we used for terminating the L-shaped method was . Computation time generally increases when the number of samples is large and when these solution tolerances for the mixed integer programming master program and for the L-shaped algorithm are small. For the purpose of comparison, we provide average solution times and the average number of L-shaped method iterations for the 30 replications of the problem with 200 and 300 samples in Table IV. VI. CONCLUSIONS We modeled transmission system expansion planning via a two-stage stochastic program when a large amount of wind power is incorporated in the power system. We modeled the total load and wind as two dependent random variables using a Gaussian copula, which took as input the two marginal distributions and their correlation. We solved the corresponding stochastic integer program using a decomposition algorithm, and we constructed confidence intervals on the optimality gap of solutions obtained using 200 and 300 sampled scenarios.
Even though we solve a Monte Carlo approximation of the stochastic transmission planning model, we can assess the quality of the corresponding solution. Using a sample size of 300, we find the optimality gap to be no more than 2%, with 95% confidence. We further compare this stochastic solution with a transmission system expansion plan obtained by solving a deterministic model using the expected value of load and wind, and we estimate that the latter solution has 10% higher expected cost.
The current model has a limitation for representing correlations between disaggregated wind farms/loads in different locations by the assumption that the disaggregated wind and load at each location is perfectly correlated with the aggregated wind and load, respectively. In order to address disaggregated correlations, further analysis for an appropriate multi-variate wind and load modeling must be performed. With appropriate data the approach we have described can extend to handling a higher-dimensional fit without perfect correlation across all wind farms and across all load locations. A valuable direction for future work would be to explicitly model these interspatial correlations of disaggregated wind and load for a better representation of actual correlation in the system. Finally, our formulation considering a single future target year should be embedded into longer-term planning that also considers contingency constraints.
