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Abstract 
Diabetic retinopathy is a disorder that accounting as a root cause of uncorrectable vision loss for diabetic patients. It is due 
to the damaging of blood vessels that nourish the retina. However, earlier detection and treatment through regular screening, 
blindness can be avoided. In order to lessen the cost of these screenings, modern image processing techniques are used to 
voluntarily detect the existence of abnormalities in the retinal images acquired during the screenings. The earliest clinical 
signs of diabetic retinopathy are microaneurysms, small out-pouching from retinal capillaries, and dot intra-retinal 
Hemorrhages. Exudates are a major indicator of diabetic retinopathy that can possibly be quantified automatically. Patients 
having these signs are present in type1 stage of diabetic retinopathy also called NPDR (Non-Proliferative Diabetic 
Retinopathy). This paper implements a method that identifying the feature of exudates from the image using segment based 
feature extraction. Here, classification into various stages of NPDR is based on their pixels intensity and frequency from the 
retinal fundus image. A serious of experiments for extracting the feature is performed with the use of effective image 
processing techniques. To get these feature value from fundus retinal image various techniques like morphological pre-
processing, image boundary tracing, adaptive threshold using Otsu methodology, Optic disk localization are implemented. 
The SVM classifier uses features extracted by combined 2DPCA instead of explicit image features as the input vector 
Combined 2DPCA is proposed and then for acquiring higher accuracy of classification we can use virtual SVM. 
Experimental evaluation on the publicly available dataset DRIVE demonstrates the improved performance of the proposed 
method for automatic detection of Exudates. These automatically detected exudates are validated by comparing with expert 
hand-drawn ground-truths. The overall sensitivity of proposed method is 97.1% for the classifier and the 
specificity is of 98.3%. So, by using this tool Specialist gets support in screening a detection of early changes causing 
Diabetic Retinopathy and hence timely intervention leading to reduced DR related blindness. 
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1. INTRODUCTION 
The output of this stage is passed to the Segmentation stage. This stage segments the background pixel from the stage of 
Diabetic Retinopathy (DR) and the vein networks using class segmentation and class classification with two cluster class 
centres. The Stage of Non-Proliferative Diabetic Retinopathy (NPDR) and the vein networks class centres also contain some 
noisy pixels that were over enhanced during the Pre-Processing stage and will be removed during the next stage called 
Disease Classifier stage [3]. 
 The new blood vessels grow along the retina and along the surface of the clear, vitreous gel that fills the inside of 
the eye. By themselves, these blood vessels do not cause symptoms or vision loss. However, they have thin, 
fragile walls. If they leak blood, severe vision loss and even blindness can result. 
 
Fig.1. Showing the Retinal image and Exudate image 
 
The national screening committee of UK has proposed the following classification for non-proliferative Diabetic 
Retinopathy (see figure2).the idea is to develop an automated classification tool for NPDR. With additional research, this 
computer system could become a useful clinical aid to physicians and a tool for screening, diagnosing, and classifying 
NPDR [4]. During this images are captured and then manually graded by using the three-level system (Figure 2). 
 
 
Fig.2. Showing the Grading pathway for retinopathy 
2. MATERIAL AND METHODOLOGY 
We used 332 retinal fundus images obtained from a Canon CR6-45 non-mydriatic retinal (3CCD) camera with a 45°field of 
view (FOV) as our initial image dataset. The images were derived from DRIVE and STARE databases [5][6]. The Image 
resolution was 565 by 584(565×584) at 24bit RGB. The FOV of each images are circular with a diameter of approximate 
540pixels.These images sets also contain Fundus photography which was made after pupil dilation with one or more drops 
of PHENYLEPHRINE HYDROCHOLORIDE (2.5%) and/or TROPICAMIDE (1%) [5]. These 332 images are subdivided 
into two datasets that is 156 images as training and testing sets which are used for feature extraction from the images and 
Retinopathy (NPDR) based classification stages. The remaining 176 colour images were employed to investigate the 
diagnostic accuracy on our system basis for identification of images containing any evidence of retinopathy. 
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2.1 Methodology 
Step1: The various steps of image pre-processing (see Figure2). 
   
 
Fig.3. Showing the pre-processing steps 
  
Step2: The various steps for Image boundary tracing (see Figure3). 
 
Fig.4. Showing the Image Boundary Tracing steps 
 
Step3: The various steps for Image Segmentation (see Figure4). 
 
Fig.5. Showing the Image Segmentation steps 
 
Step4: The Final steps for Image Classification (see Figure5). 
 
Fig.6. Showing the GUI for Image Classification steps 
2.2 Pre- processing Stage 
In input images are Pre-Processed before extracting the abnormalities from Fundus image. By Pre-processing image noise, 
colour normalization, image resizing, image brightness, is processed.  
 
2.2.1. Image Processing and Image Normalization: 
The first step is therefore to normalize these images across the set. It leads to removing of differences in brightness 
correction, contrast enhancement, color modification from the Original images. After that pixels value modification as well 
as intensity adjustment of each Image is performed by using Histogram Specification followed by contrast enhancement 
technique.  
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2.2.2. Morphological structuring of Images: 
In our approach, resultant image form the previous step are utilize for creating and manipulating the structuring element by 
implementing morphological operation. First structuring element is enumerated and ellipsoid structure during the operation 
is implemented. A closing operation is performed on the green channel image using two different sizes of a structuring 
element (filter).  
Dilation: 
A  B = A1(x, y) = max (A(x  i, y  j) + B(i, j))                                                                                                             (1) 
                                  i,j B 
Erosion: 
A  B = A2(x, y) = max (A(x  i, y  j) B1 (i, j))                                                                                                             (2) 
                                  i,j B1 
     where, A is the input image, B and B1 are the structuring elements or masks used for dilation and erosion respectively. 
After Image Filtering, Adaptive Histogram Equalization is implemented. The main problem attached with Fundus image is 
uneven illumination. When the distance from the center of the image is increases, the uneven illumination is decreases. To 
resolve this problem AHEM is implemented. In this methodology a point transformation is defined within a local fairly 
large window. This method also assumes that there is a local distribution of intensity value over the whole image. During 
Mean of the intensity value is calculated and there is a localisation of point transformation distribution over the window 
takes place and by this range of intensities value of image is covered.  
 
2.3 Image Boundary Tracing Stage 
 
In the binary image form the Boundaries tracing block traces object (RGB Images) boundaries, where objects are 
represented by nonzero pixels while other by 0 pixels i.e. the background. In our approach, initialize image is divide into 
blocks and the Grayscaled image is converted into floating point real values which are initialize for generating threshold by 
 Columnwise neighborhood operation is implementing which provide a way of speeding up 
neighborhood or block operations by rearranging blocks into matrix columns that stored into a temporary matrix that has a 
separate column for each pixel in the original image. The temporary matrix is passed to a function, which must return a 
single value for each column. This function includes Reshapes each sliding or distinct block of an image matrix into a 
column in a temporary matrix. Passes the temporary matrix to a function you specify. Rearranges the resulting matrix back 
into the original shape 
 
2.3.1. Edge Detection: 
It is the technique which is used to implement that function which detects the edge of the object. In this approach, by using 
the local maxima gradient of an input image block of edge is determined. Also with the help of Gaussian filter gradient of 
the image is calculated. The edges which are strong and weak are extracted by using canny edge detection methodology, 
which take two threshold value of an input image.   
 
2.3.2. Zero Padding: 
In this approach, Discrete wavelet transform extension function is implemented which decompose intensity values into 
subbands with smaller bandwidths and slower sample rates. In the DWT approach, Zero padding mode is used from which 
zero values of Fundus Image is calculated that determine minimum and maximum intensity value. Original coordinator from 
the image is originated and then zero matrix of image size is created. Exterior of the mask is filled with zero and minimum 
and maximum intensity within the mask is calculated that returns a new zero matrixes. 
 
2.3.3. Optic Disk Localization: 
Before optic disk identification, maximum pixel information from the gray scaled image is calculated which is then stored in 
the array. After that localization of non-zero pixels values is performed. Then standard deviation is calculated. Here, median 
wrt. row and column is calculated which were round off towards negative intensity values. Then initial boundary location 
point is extracted which is utilize to trace the boundary of the image to fit the circle to the boundary. Backslash operation is 
implemented in the least- square values that calculate the location of the centre and the radius after tracing boundary. After 
that Vessel Convergence in which the thicker blood vessel skeletons are modelled as lines. We transform the vessel image 
into Hough space through Hough transformation is implemented to detect the connecting vessels in the image and then ROI 
is extracted. 
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Values of nrho and ntheta 
nrho = 2*(ceil(D)/RhoResolution) + 1, where  
D = sqrt (( numRowsColsInBW -1) ^2 + (numColsBW -1) ^2. 
rho values range from diagonal to diagonal, where 
diagonal = RhoResolution*ceil (D) / RhoResolution). 
ntheta = length(theta) 
2.4 Image Segmentation Stage 
Image segmentation is a process of partitioning image pixels based on one or more selected image features and in this case 
the selected segmentation feature are Vessels[11]. Morphological operations are performed to modify the sampled image. 
After that we applying Matched filter (basically simple Gaussian filter).The size of filter is 16×15(since resolution is not 
known, size of image is 605×700). Since Direction of Vessels is not known, filter is rotated 12times (each 15 degree) [12]. 
                                                                                         (4) 
By Optimizing coefficients of Gaussian Convolution kernels there is a selection of choice parameter. These parameters are 
further used to extract the reasonable reason for extraction. 
                  i=1M | Gm (w) exp [- m (w)]  |                                                                                                      (5) 
where, Gm = Gaussian function 
             m = phase function (i.e. Gm is rotated). 
 
2.4.1. Combined Two-Dimensional Principal Component Analysis: 
 
The (2DPCA) that was proposed recently is based on 2Dimage matrices rather than ID vectors. It will be described briefly 
as follows. Let X denotes an n-dimensional unitary vector. Project an m x n matrix image A onto X by the following linear 
transformation: 
                                                    Y =    AX                                                                                                                       (6) 
Thus, an m-dimensional projected vector Y is obtained. It is called the projected feature vector of image A. The total scatter 
of the projected samples can be introduced to measure the discriminatory power of the projection vector X. It can be 
characterized by the trace of the covariance matrix of the projected feature vectors. The following criterion is adopted: 
                                                   J(X) = tr(Sx)                                                                                                                    (7) 
where Sx. denotes the covariance matrix of the projected feature vectors of the training samples and tr(Sx) is the trace of Sx. 
 
Sx = E(Y-EY)(Y-EY)T 
    =E[AX-E(AX)][AX-E(AX)]T                                                                                                                                                     (8) 
    = E [(A - EA) X] [(A - EA) X]T                     
So, 
tr(Sx) = XT [E(A - EA)T(A - EA)]X                                                                                                                                  (9) 
Gt = E [(A - EA)T(A - EA)]                                                                                                                                             (10) 
 
The n x n nonnegative definite matrix Gt is called the image covariance matrix. Thus, the criterion in eq. (6) can be 
expressed by 
                        J(X) = XT Gt X                                                                                                                                         (11) 
where X is a unitary column vector. The optimal projection axis Xopt is the unitary vector that maximizes J(X).  
 
It is the eigenvector of Gt corresponding to the largest eigenvalue. A set of projection axes, X1 .., Xd subjected to the 
orthonormal constraints and maximizing the criterion J(X) are needed for feature extraction: 
{X1 d } = argmaxJ(X)                                                                                                                                            (12) 
XTi  Xj =0, i , i, j=l,...,d 
Here, X1 d are the orthonormal eigenvectors of Gt corresponding to the first d largest eigenvalues. 
 
For a given image sample A, let 
Yk =A Xk k=1,2,...,d                                                                                                                                                         (13) 
 
Y1, Y2 d are the principal component of the sample image A. Each principal component of 2DPCA is a vector while 
the principal component of PCA is a scalar. However, one disadvantage of 2DPCA is that more coefficients are needed to 
represent an image. To further reduce the dimension of 2DPCA, we can use PCA after 2DPCA. The reasons that 2DPCA 
outperform PCA are that the covariance matrix of 2DPCA is quite small thus it evaluates the covariance matrix more 
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accurately. The 2DPCA also includes the spatial information due to the 2D input matrix format rather than ID vector format. 
However, 2DPCA only emphasizes on the correlation of feature vectors of one directional projection of A. In order to add 
the correlation information of feature vectors in the other directional projection of A, we propose combined 2DPCA: 
Y1 =A X1                                                                                                                                                                                                                                                               (14) 
Y2 =AT X2                                                                                                                                                                                                                                                            (15) 
 
The covariance matrix of Y2 is 
Sx2 = E(Y2 -E Y2)(Y2 -E Y2)T 
      = E[AT X2 E(AT X2)][ AT X2-E(AT X2)]T                                                                                                                (16) 
      = E[(AT   EAT) X2 ][ [(AT   EAT) X2 ]T     
So, 
tr(Sx2) = X2T [E(AT   EAT)T(AT   EAT)] X2                                                                                                                  (17) 
           = X2T E[(A-EA)(A-EA)T] X2 
    Gt2   =  E[(A-EA)(A-EA)T]                                                                                                                                           (18) 
 
Suppose there are M training image sample, the jth training sample is denoted by a m x n matrix Aj (j = 1, 2,..., M), and let 
the average of the training samples be denoted t can be evaluated by: 
Gt2 j=1M (Aj - j - T                                                                                                                                 (19) 
J(X) = XT 2Gt2 X2                                                                                                                                                            (20) 
Y2k = AT X2k , k =1,2,...,d                                                                                                                                                (21) 
Y21, Y22 2d are the principal component of the sample image AT. Using PCA after 2DPCA, the dimension is further 
reduced. In this paper, we denote 
A=       [R G B]'      and  AT = [RT GT BT] 
where R, G, B are 15 x 15 matrix of R, G, B value of the image patch respectively. 
 
After obtaining the two different feature sets from Y1 =A X1 and Y2 = AT X2 respectively, we combine two SVM classifiers. 
Each SVM is trained by the different feature set independently. There are many ways of combining individual classifiers 
[17], [18]. Here, the decision value of the combined classifier is the average of the outputs of the two different SVM 
classifiers. The combination of two different SVM classifiers trained by different feature sets can help reduce the potential 
risk of overfitting that causes high variance in generalization. After that the resultant pixels intensity values of a resultant 
image are converted into binary image then image transformation is performed and then resultant image is inverted. Region 
props technique is used where properties of the image region is extracted. Here area covered by the maximum pixel intensity 
feature from each neighborhood pixel. It is the area occupied by the featured vector is extracted. Finally optic disk is 
removed from the original image. 
2.5 Disease Classification Stage 
Input pathological Retinal Images (RGB), from which I (Intensity) of the green channel is extracted as feature vector. Then, 
from each step artifacts are removed, which is done by taking the measurement of skeleton length (in pixels) of each 
connected region (Four-connected region). Skeletonization is performed using the morphological operation. After that, by 
summation of both high-contrast centerlines and low-contrast centerlines of the specific region the Retinal Centerlines 
image are generated. Then, Blood vessel-like objects is detected by using Gradient Vector Field. Finally Pruning Operation 
is performed according to detected centerlines so that around the Fundus retinal image the false detected vessels are 
removed. For classification SVM is implemented, before that 2DPCA is implemented for feature vector calculations [19]. 
A support vector machine (SVM) is a supervised type of learning methodology that classifying input date by analyse them 
and also by recognize  there patterns. It makes a concept of non-probabilistic binary linear classifier to SVM. Consider a 
labeled two-class training set { xi ,yi i  Rd, yi  {-1, 1} is the associated "truth". 
 
The separating hyperplane must satisfy the following constraints: 
yi[(w.xi) +b] - i,  i                                    (22) 
  
where w is the weight vector, b is the bias, s. is the slack variable. To find the optimal separating hyperplane, the following 
function should be minimized subjected to the above constraint: 
 
(w) = ||w||2 l i=1 i )                                                                                                                                            (23) 
where C is a parameter to be chosen by the user which controls the trade-off between maximizing the margin and 
minimizing the training error. A Larger C corresponds to assigning higher penalty to constraint violation. The classifier can 
be constructed as: 
 
f(x) = sgn(w0 .x + b0) = sgn( support vectors  yi 0i  (xi .x) + b0)                                                                                          (24) 
where w0 and b0  0iis the Lagrange multiplier. 
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In case of a linear boundary being inappropriate, the SVM can map the input vector x into a high dimensional feature space 
by choosing a nonlinear mapping kernel. The optimal separating hyperplane in the feature space is given by: 
               f(x) =sgn( l i=1 yi 0i  K(xi .x) + b0)                                                                                                                   (25) 
where K(x, y) is the kernel function. The following are some commonly used kernels: 
Polynomial: K(x, y) = ( yx, ) +1)d 
Gaussian Radial Basis Function: 
                                                                                                                                   (26) 
3. RESULT AND DISCUSION  
In this section, results of applying the proposed approach are presented. We used a dataset of 332 images for evaluating the 
algorithm. The images were obtained diverse source hence has sufficient variations in color, illumination and quality. The 
dataset images were classified by ophthalmologists based on the lesion type (exudates/MAHMs) into those with the lesion 
and those without it. The sources of images are as follows: 211 images from local Hospitals, 81 images from STARE 
database and 40 images from DRIVE database. 
 
 
Source or Type No. of Images No. Correct % Success 
Hospitals 211 209 99.1 
STARE 81 76 93.8 
DRIVE 40 39 97.7 
Overall Normal 112 111 99.1 
Overall Abnormal 320 308 96.5 
 
Fig.7. Results of optic disk localization for specific databases & for the overall normal, abnormal cases. 
 
To measure the segmentation accuracy, the true positive rate Ptrue and the false positive rate Pfalse are introduced as 
vpNum
TrueNumPtrue  and 
uvpNum
FalseNumPfalse                                                                                                         (27) 
where, Numvp is the sum of the pixels that are marked as a vessel in a ground actual image, Numuvp is the sum of the pixels 
that are marked as non-vessel in the ground actual image, TrueNum is the sum of the pixels that are segmented as vessel 
truly, and FalseNum is the sum of the pixels that are segmented as vessel falsely. The classifier uses features extracted by 
combined 2DPCA instead of explicit image features as the input vector Combined 2DPCA is proposed and virtual SVM is 
applied to achieve the higher accuracy of classification. We demonstrate a Sensitivity of 97.1% for the classifier with the 
Specificity of 98.3%. 
 
Fig.8. Results of an abnormal retinal image: (a) original image, (b) preprocessed image, (c) grayscaled filtered image, (d) Morphological 
closing, (e) optic disk localized image, (f) filling image, (h) exudate image. 
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4. CONCLUSION 
In this paper, a segment based technique for detecting the exudate from the retinal image is presented, where   Detection of 
Exudate from Retinal Fundus Image is highly based on SVM. The methodology is composed of morphological operation 
with the SVM algorithm. Image pre-processing is first implemented for getting the skeletonized dataset from row dataset. 
Then morphological operation is implemented to localize the optic disk from the retinal fundus image. Then feature is 
extracted for classification by using SVM which is a supervised learning technique. Both qualitative and quantitative 
experiments on normal and abnormal retinal images indicate that the proposed approach is effective and can produce 
identical results as NPDR also known as pre-proliferative stage of Diabetic Retinopathy if diagnosed early can go a long 
way in reducing DR associated blindness. An automated process for the early diagnoses and intervention can hence be of 
great help to the patient and Specialist alike in the timely management of this widespread disease. 
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APPENDIX 
 
A.1. List of Function used with description 
  
Function Name Description/ Usage Section Applicable 
MyZeropaddingRemoval.m Remove added Zero at the edges of image Pre-processing stage 
RemoveFovea_ver1.m Detect Fovea like material and remove it Classifier Stage for 
Bleeding detection 
MyMainProcessing.m Search for processed data Main Processing 
MyRgb2Hsi.m Convert an Image from RGB to HIS Pre-processing Stage 
MyMean.m Calculate the mean on data Pre-processing Stage 
ZeroPadding.m Add Zeros to the edges of an Image Pre-processing Stage 
MyWinAdaptiveEq.m Perform Widowing and Adaptive Histogram Equalisation Pre-processing Stage 
 
B.1. List of Function with implementation 
 
Function Name Description/ Usage Section Applicable 
imgprep.m Exudate image resizing, brightness correction, colour conversion Pre-processing stage 
imgprepAh.m Noise removing, Adaptive Histogram equalization Image Normalization 
exudate1.m Dilation, erosion, image subtraction is performed  Image Boundary 
Traceing 
exudatehist.m histeq function is performed Histogram Plotting 
dubmin.m Mean Calculation using mean taking from intensity value    Mean Calculation 
adaptive_threshold.m Implementation Adaptive Thresholding 
Function_Ex vessel Extraction, segmentation Main Function 
  
