Hydrogen/deuterium exchange (HDX) is a powerful technique to investigate protein conformational dynamics at amino acid resolution. Because HDX provides a measurement of solvent exposure of backbone hydrogens, ensemble-averaged over potentially slow kinetic processes, it has been challenging to use HDX protection factors to refine structural ensembles obtained from molecular dynamics simulations. This entails two dual challenges: (1) identifying structural observables that best correlate with backbone amide protection from exchange, and (2) restraining these observables in molecular simulations to model ensembles consistent with experimental measurements. Here, we make significant progress on both fronts. First, we describe an improved predictor of HDX protection factors from structural observables in simulated ensembles, parameterized from ultra-long molecular dynamics simulation trajectory data, with a Bayesian inference approach used to retain the full posterior distribution of model parameters.
Introduction
Hydrogen/deuterium exchange (HDX) is a powerful technique to investigate protein conformational dynamics at amino acid resolution. [1] [2] [3] [4] [5] [6] In this technique, competition between the rates of exchange and the rates at which proteins exposing backbone amides can be used to probe a wide range of time scales, including very slow local and/or global unfolding/refolding dynamics. Exposed (unprotected) backbone amide hydrogens exchange with deuterated solvent according to the following kinetic model:
where k o is the opening rate, k c is the closing rate and k int is the intrinsic exchange rate.
The observed exchange rate, k ex = k o k int /(k o + k c + k int ), is very sensitive to temperature, pH, and the neighbor-dependent folded-state stability of each amino acid. 7 In the so-called EX1 regime, which occurs at high pH, high temperature or low stability, k c << k int , resulting in an exchange rate of k ex = k o k int /(k o + k int ). In the socalled EX2 regime, k c >> k int , i.e. the rate at which backbone amide hydrogens exchange with deuterium is slow compared to the rates at which backbone residues convert between "closed" conformations protected from exchange, and "open" conformations where exchange can occur. Therefore, the observed hydrogen/deuterium (HD) exchange rate, k ex = k o k int /(k c + k int ), can be used to measure the relative populations of the "open"
and "closed" states, by comparing it to the intrinsic exchange rate, k int , observed for an unstructured peptide. In this regime, the extent of protection for a residue i is characterized by a protection factor, PF i = k 
Existing methods for modeling HDX protection factors
Because HDX protection factors reflect potentially fleeting excursions to solvent-exposed
states ("open" states), it has been challenging to make direct connections between molecular simulations of native-state protein dynamics and HDX protection factors, both in (1) predicting HDX protection factors directly from simulated trajectory data, and in (2) using experimental protection factors as restraints in simulated ensembles. Below, we review some of the methodology that has been used previously.
Predicting HDX protection factors from trajectory data
Because most molecular simulations are unable to sample rare fluctuations on long time scales, much of the past work on predicting protection factors from trajectory data has relied on the correlation between structural observables and rare fluctuations, using proxy quantities such as solvent exposure and protein/solvent hydrogen bonding. Petruk et al.
predicted protection from all-atom MD simulations of MAPK ERK2 protein using average solvent-accessible surface area and numbers of solvation waters for each backbone amide hydrogen as proxy structural variables. 8 Ma et al. have identified aggregation states of polymorphic amyloid β42 peptide through a combination of NMR HDX data and predicted protection factors using the ratio of the average number of hydrogen-bonds between amide hydrogens and water oxygens, and between amide hydrogens and carbonyl oxygens. 9 Sljoka et al. use average hydrogen bond strengths to quantify protein rigidity/flexibility, which they use with solvent accessibility of backbone amide hydrogens to predict HDX data of Sso AcP from NMR ensembles. 10 Kieseritzky et al. predict protection factors from MD simulations using hydrogen-bond occupancy, survival times, and fluctuations of backbone atoms and hydrogen bond length. 11 Resing et al. showed that a linear combination of surface distance, inverse number of hydrogen-bonds, and the shortest distance to the first turn of the helix could predict the protection factors of ERK2 kinase helices with a linear correlation coefficient of 0.78. 12 In a similar strategy, first employed by Vendruscolo et al., 13 experimental protection factors are modeled according to ln PF i = β c N c i + β h N h i , where N c i is the average number of heavy-atom contacts with residue i and N h i is the average number of backbone hydrogen bonds. The parameters β c and β h can be determined by fitting the results of native-state protein simulations to experimental data. 13, 14 An advantage of this model is the computation of structural observables solely through pairwise distances, which are easily amenable to restraints. Another benefit of this model is its physical interpretation; the terms β c N c i and β h N h i represent free energies of residue burial and hydrogen bonding, respectively.
Now that millisecond-long explicit-solvent MD trajectories have become available, 15, 16 it has become possible to predict protection factors using a more mechanistic approach.
Persson and Halle, 17 based on an analysis of the millisecond simulation trajectory of bovine pancreatic trypsin inhibitor (BPTI), have proposed that exchange-competent ("open") conformations can be modeled as having two water oxygens found simultaneously within 2.6Å of the amide hydrogen. Persuasively, they show that direct counts of the number of trajectory snapshots containing open versus closed states gives computed protection factors in very good agreement with experiment. Limiting the practicality of the approach are (1) the need to obtain ultra-long simulation trajectories including sampled water configurations, and (2) the fact that highly protected amide hydrogens are likely coupled to global unfolding events which are not necessarily sampled in millisecond trajectories (indeed, such highly protected hydrogen exchange rates are not considered in the Persson and Halles analysis). It is problematic to use this "two-water" criterion to restrain simulated ensembles, as it would require three-body terms impractical for most molecular simulations. Nevertheless, the success of this approach suggests that millisecond simulations should provide more information for parameterizing empirical models than previously possible.
Using experimental protection factors as restraints in simulated ensembles
Here, too, the inability of most simulations to sample fluctuations on long timescales makes it difficult to restrain ensemble-averaged structural observables correlated with backbone amide protection. One approach has been to use simple structural models enabling the enumeration of a complete statistical thermodynamic ensemble. In the DXCOREX method of Liu et al, 18 the statistical thermodynamic ensemble of the protein is modeled as a set of folding units (microstates) that are either folded or unfolded, allowing complete enumeration of the complete state space and state probabilities according to an empirical Gibbs free energy function that depends on the accessible surface area of polar and nonpolar microstates. The per-residue protection factors can then be calculated from the Boltzmann probabilities of folded vs. unfolded states.
Another approach is to use restraint-biased all-atom simulations to model structural ensembles. Typically, these methods are used to achieve partial or global unfolding of a protein to produce ensembles more consistent with experimental protection factors. To restrain ensemble-average quantities in all-atom molecular dynamics ensembles, Vendruscolo et al. 13 developed a method whereby multiple simulation replicas are simultaneously maintained, with harmonic restraints enforcing the average ln PF i = β c N c i +β h N h i calculated across all the simulation replicas. All-atom simulations of chymotrypsin inhibitor 2 (CI2) restrained by this method yield conformational ensembles consistent with experiment.
One problem with restraint simulations is the risk of introducing unnecessary bias into the ensemble from the restraint potential. Pitera and Chodera have used a maximum entropy approach to show that the least-biased method to restrain some ensemble-averaged quantity
is a structural observable computed for a conformation, x, is to use a modified force field potential U (x) = U (x) + αf (x), for some scaling parameter α. 19 In practice, the value of α can be determined by performing multiple simulations at different values of α, and selecting the value that reproduces the correct value of f (x) . In the limit of large numbers of replicas, the Vendroscolo et al. method approaches this maximum entropy solution. The maximum entropy method has a practical drawback, however: using it to restrain protection factors for a large number of amino acids in a protein would require exploring an enormously large parameter space. As we show below, we can alternatively use a simplified version of this idea to simulate ensembles more consistent experimental protection factors.
Overview
In this manuscript, we expand on previous work in several ways. Our results are organized into three parts. In Part I, we take a Bayesian inference approach to parameterizing an empirical predictor of HDX protection factors from molecular simulation data. Starting with a functional form similar to Vendruscolo et al., we fit against newly-available ultralong molecular simulation trajectory data, while retaining the full posterior distribution of model parameters. In Part II, we pursue a new way of performing biased simulations to generate structural ensembles consistent with HDX protection factor data, through the example of apomyoglobin (apoMb). Inspired by the maximum entropy method of Pitera and Chodera, 19 we perform simulations of apoMb using a number of different bias potentials and temperatures, and use the resulting trajectory data to construct multi-ensemble Markov State Models. 20 In Part III, we use a Bayesian inference approach, implemented through our BICePs (Bayesian Inference of Conformational Populations) algorithm, 21, 22 to reconcile the MSMs built for each thermodynamic ensemble against experimental protection factor measurements and chemical shift measurements. The key advantage of this approach is that we can use Bayesian inference to propagate uncertainty in model parameters (found in the first part) to perform quantitative model selection.
Methods and Results
Part I: An empirical model of HDX protection parameterized from ultra-long simulation trajectory data
We first attempted to construct a new empirical model-trained on ultra-long MD trajectoriesto predict protection factors according to the following form:
This form is similar to the Vendruscolo et al. model, 13 but with an additional cooperativity term β 0 that can compensate for the correlations between heavy-atom contacts and hydrogenbond contacts.
The values of the parameters for this model come from fitting to ultra-long (millisecond) native-state molecular dynamics simulations of the 58-residue protein BPTI, 15 and the 76residue protein ubiquitin, 16 both provided by D.E. Shaw Research. First, we will describe the simulation trajectory data sets, and later describe our parameterization scheme, in which we use Bayesian inference to compute the full posterior distribution of likely parameters.
BPTI and ubiquitin molecular dynamics trajectory data. From each simulation, we procured a sample trajectory of 50000 snapshots for model parameterization, typical of conventional explicit-solvent simulation trajectories. The native-state BPTI simulation was performed at 300 K with 4215 water molecules, from which we analyzed a segment of the full trajectory (71-83.5 µs) containing 50000 frames taken every 250 ps. The native-state ubiquitin simulation was performed at 300 K with 5581 water molecules, from which we analyzed a trajectory of 50000 snapshots taken every 20 ns. The RMSD variances on the native state ensembles of both systems is small ( Figure 1 N c i is computed as
where x ij (t) are the distances (inÅ) from the backbone amide nitrogen of residue i to other heavy atoms j, at snapshot t, and x c is a distance threshold parameter defining a heavy-atom contact. Similarly, N h i is computed as:
where x ik (t) are the distances (inÅ) between the backbone amide hydrogen of residue i to oxygen hydrogen-bond acceptors k, at snapshot t, and x h is a distance threshold parameter To determine these parameters, we implement a Bayesian inference approach. While traditional optimization schemes aim to find a particular set of parameters that maximize a likelihood function, Bayesian approaches aim to sample the entire posterior distribution of parameters λ = (β c , β h , β 0 , x c , x h , b), from which uncertainty estimates can be computed.
By Bayes theorem, the posterior probability distribution P (λ|D) of parameters, given some experimental data D, obeys the proportionality
where P (D|λ) is a likelihood function describing the probability of observing the data given the parameters, and P (λ) is a prior distribution of parameters, which we set to be uniform in some reasonable range. For our likelihood function, we use a Gaussian error function
where ∆(ln PF i ) are the differences in experimental and predicted protection factors, n res is the number of residues, and σ is a parameter specifying the expected error. Since the expected error is unknown, we include σ as a nuisance parameter in the posterior distribution, P (λ, σ|D) ∝ P (D|λ, σ)P (λ)P (σ) (7) with P (σ) ∼ σ −1 chosen to be an uninformative Jeffreys prior. Of all the possible sets of parameters sampled in the full posterior distribution, it is useful to pick a single set of parameters to formulate a ln PF i predictor. We do this by choosing the maximum a posteriori (MAP) parameter values λ * = argmax P (λ|D), i.e. the parameters that give the maximum value of the joint posterior distribution. The MAP is The values of β c and β h in our final MAP (Ubq+BPTI) model ( Table 3, Part II. Restraint-biased simulation and construction of multi-ensemble
MSMs for apoMb
From our work above, we now have in hand a reasonably accurate function, ln PF i (X) = β c N c i (X)+β h N h i (X)+β 0 , that yields a prediction of ln PF i for residue i, given a molecular conformation X. According to the maximum entropy approach of Pitera and Chodera, 19 the least-biased potential to restrain protection factor observables in a molecular simulation is expressed as a modified potential U (X) = U (X) + i α i (ln PF i (X)). This would require performing an unfeasible number of simulations to explore the full parameter space of all α i .
Instead, we propose a simplification to this scheme, in which a single restraint bias potential (with a single parameter α), is applied to multiple protein residues, so as to generate structural ensembles with different extents of solvent exposure and amide hydrogen bonding.
Later (as we describe below), the ensembles will be evaluated using the BICePs algorithm to determine which is most consistent with the experimental data.
Apomyoglobin. As a specific system on which to test this approach, we consider apomyoglobin (apoMb), a protein whose folding has been well-studied by NMR and x-ray crystallography. 28, 29 Myoglobin is a 152-residue heme protein with eight helices labeled A through H ( Figure 5 ). In the absence of heme at pH 6, apomyoglobin adopts a holoprotein-like conformation, although the F helix and C-terminal portion of the H helix becomes disordered. 30, 31 This conformation is known as the native (N) state of apoMb. At pH 4.0, apomyoglobin becomes more highly disordered; this acid-denatured state (M) is similar to a kinetic intermediate in the refolding of apoMb, as characterized by quench-flow amide proton H/D exchange pulse labeling and stopped-flow spectroscopy. [32] [33] [34] [35] [36] Here, we focus on generating simulated ensembles of apoMb that best represent the N state of apoMb. Our primary goal is to reconcile the ensembles against protection factors for apomyoglobin at pH 6.0 and pH 4.0 measured by Nishimura et al. 37 and NMR chemical shifts measured by Eliezer and Wright. 30 NVT simulations were performed using a stochastic (Langevin) integrator with step size 2 fs.
The AMBER ff99SB-ildn-nmr force field and TIP3P water model were used with cubic periodic box of volume (6.743 nm) 3 containing 30072 atoms, which included the protein, 9194
water molecules, 18 Na + ions, and 20 Cl − ions (approximately 100 mM salt concentration).
The starting conformation of the protein was taken from holomyoglobin (PDB:1JP6).
Protonation states at pH 7 were chosen according to the pKa values measured by Geierstanger et al. 32 Restraint bias potentials to encourage solvent exposure. To encourage the solventexposure of specific residues, sigmoidal restraint bias potentials were included in the simulations ( Figure 6 ). The restraint biases were implemented using tabulated bonded interactions (cubic spline potentials) in GROMACS, of the form U bias (x) = k · f (x), where k is a force constant in units of energy, and f (x) is a function of interatomic distance x, Protection factors for apoMb measured by Nishimura et al. 37 show that helix F and the C-terminal region of helix H are more solvent-exposed for apoMb than the holo protein.
Therefore, bias restraints were added between the amide hydrogens of in helix F (residues 83-87, 89-95), and helix H (residues 140-152) and oxygens on all residues capable of making hydrogen bonds; these included backbone carbonyl oxygens, as well as side chain oxygen atoms on aspartic acid, glutamic acid, glutamine, serine, threonine and tyrosine (Figure 7) . Next, the trajectory data were projected to the top 8 tICA components, and k-centers clustering was performed in this subspace to identify 25 microstates with which MSMs (and MEMMs) could be constructed (Figure 8 ). The number of microstates was chosen to facilitate sufficient overlap of metastable states to construct MEMMs (as described below).
Visualization of the trajectory data on tIC 1 and tIC 2 shows that the slowest motion (moving 
ij are the number of transition counts between states i and j observed in ensemble k, µ(x) is the normalized equilibrium probability ( x µ(x) = 1) of each sample x, X We projected the 350 K trajectory data from each microstate onto tIC 1 after weighting by its estimated population, to obtain a series of free energy profiles F (k) (tIC 1 ) = −k B T ln π (k) (tIC 1 ) for each thermodynamic ensemble k. All free energy profiles show two minima separated by a 2-4 kcal mol −1 barrier, with the global minimum shifting from structured conformations to unstructured conformations for helix F as the force constant increases ( Figure 9 ). This clearly shows how the restraint biases are able to achieve a range of conformational distributions which we can reconcile against experimental measurements. Part III: Reconciling multi-ensemble MSMs against experimental HDX protection factor and chemical shifts data using BICePs From the work described in the previous section (Part II), we now have in hand a series of MSMs for each thermodynamic ensemble (defined by a particular temperature and restraint bias), each yielding a prediction of equilibrium conformational populations. From the work described in Part I, we also have in hand a predictor of the observable (ln PF i ) for each conformational state X,
along with the full posterior P (λ) of nuisance parameters λ = (β c , β h , β 0 , x c , x h , b).
Using these two ingredients, we now proceed to reconcile each MSM against the experimentally measured observables. Specifically, we wish to find the set of MSM-predicted confor-mational populations that best agrees with the experimental observables. To do accomplish this task, we take a Bayesian inference approach, implemented through an algorithm we call Bayesian Inference of Conformational Populations, or BICePs.
The BICePs algorithm
For a full discussion of the background and development of BICePs, please refer to our previous work. 21, 22, 41, 42 The purpose of BICePs is to make unbiased estimates of conformational populations by optimally combining information from theoretical predictions (here, all-atom simulations) and ensemble-averaged experimental observables. The goal is to sample the posterior probability distribution of conformational states X, given some experimental data D. By Bayes'
Theorem,
where P (D | X) is a likelihood function representing experimental restraints, and P (X) is a prior probability function, calculated from a theoretical model (in this case, from molecular simulation). BICePs is similar to other Bayesian methods for the inference of structural ensembles, including ISD, 43 MELD, 44 and Metainference. 45 Nuisance parameters. One important feature of BICePs is the ability to infer how best to balance the relative influence of experimental versus theoretical restraints. It does this by modeling the (unknown) uncertainty of the experimental measurements and heterogeneity in the conformational ensemble using nuisance parameters σ, and sampling over these parameters to estimate their posterior distribution as well, through
where we assume some prior distribution P (σ).
Reference potentials. Another important feature of BICePs is the use of reference potentials. An experimental observable r(X) is a projection of a high-dimensional conformational ensemble X to a single-valued function, and therefore the likelihood P (D | X, σ) of observing a particular value r(X) must be expressed relative to some reference probability P ref (r(X)) of observing r(X) in the absence of any particular structure, according to
BICePs scores for unbiased model selection. As discussed by Ge et al., 22 another advantage of BICePs is its ability to perform model selection. Given a set of conformational populations predicted by an MSM, we wish to objectively evaluate the extent to which it agrees with experimental observables, and be able to rank it against other models.
Suppose we are presented with a collection of competing models P (k) (X, σ | D), each with a different theoretical prior P (k) (X) predicted from an MSM. The total evidence for model P (k) can be expressed as
where Q(X) = [P (r(X) | D, σ)/P ref (r(X))]P (σ)dσ represents the probability of X given the experimental data. As can be seen by the last term in Equation (14), Z (k) is an overlap integral that quantifies how well the theoretical P (k) (X) agrees with the experimental data.
To compare two different models P (1) and P (2) , it is common to compute the ratio of total evidences, Z (1) /Z (2) , often called the Bayes factor. To facilitate the assignment of a unique score to each model, we compute a Bayes factor where the second model is a "null" model Z 0 in which P (k) (X) is a uniform distribution of conformational states. In this way, we define a quantity we call the BICePs score, f (k) , for each model P (k) ,
In practice, the calculation of the BICePs score f (k) can be performed using free energy estimation techniques, and can be thought of as a "free energy" of each model P (k) ; the lower the value of f (k) , the better the model agrees with the experimental data. We can thus use the BICePs score f (k) for objective model selection. We use the multistate Bennett acceptance ratio (MBAR) method 46 was used to calculate the BICePs scores f (k) .
Reconciling conformational populations of apoMb against experimental observables using BICePs
Here, we use two kinds of experimental data with the BICePs algorithm: HDX protection factors measured by Nishimura et al., 37 and NMR chemical shifts for H, C α , and N atoms measured by Eliezer and Wright. 30 Experimental protection factor data for apoMb, converted to ln PF values, are listed in the Supporting Information (Table S3 ).
Protection factor restraints. For each residue i, we introduce a Gaussian function to restrain the computed observable r i (X) = ln PF i (X), against the measured values r * i ,
where σ PF represents the uncertainty in the experimental measurement, and λ = (β c , β h , β 0 , x c , x h , b).
As in previous BICePs calculations, 21, 42 we used exponential reference potentials P ref (r i (X)) for all residues i, and an uninformative Jeffreys prior P (σ PF ) ∼ σ −1 PF . The prior distribution P (λ) comes from the posterior distribution of the nuisance parameters sampled in Part I (see Figure 2 ).
Chemical shift restraints. For each residue i, we introduce a Gaussian function to restrain predicted chemical shift values δ i (X) for each conformational state X, against the measured values δ * i ,
where σ CS represents the uncertainty in the chemical shift measurement. Predictions of NMR chemical shifts δ i (X) for each conformational state X were calculated using the SHIFTX2 algorithm 47 as implemented in MDTraj, 48 
To sample this posterior probability function, 10 7 steps of Markov Chain Monte Carlo (MCMC) was performed. We employed several strategies to make this sampling efficient. BICePs scores quantify the conformational ensembles that best agree with experimental data.
As mentioned above, quantitative comparison between different models can be performed using the BICePs score. From the work in Part II, we have 31 models of the prior population distribution P (k) (X) calculated using TRAM, each at different temperatures and different restraint biases. For each of these, a BICePs calculation was performed to sample the posterior distribution P (k) (X|D), where D is the experimental data, and the BICePs score was computed to rank the model.
To evaluate the effects of including chemical shift data, these calculations were repeated two-fold: once using only the protection factor (PF) experimental data, and once using both the protection factor and chemical shift data (PF+CS) ( Figure 10 ). The results show that for each simulated temperature, there is a restraint bias for which the sampled conformational ensemble achieves the best overlap with experimental restraints. In all cases, BICePs scores calculated using PF+CS data are lower than for those calculated using PF data alone. This indicates that the additional use of CS data yields models that agree better with experiment than PF data alone.
When we examine the restraint bias corresponding to the best model for each temperature (Figure 10 , yellow stars), we find differences between the PF and PF+CS calculations. For the PF BICePs calculations, a majority of the best models correspond to restraint bias of 1.2 kJ, while for the PF+CS calculations, a majority correspond to a restraint bias of 0.7 kJ.
We believe this may be because a gentler restraint bias is needed to produce conformations with intact secondary structure in better agreement with measured chemical shift data. Each cell shows the computed BICePs score, with uncertainty estimates computed as standard deviations over 5 rounds of 10 7 -step MCMC sampling. Blank cells indicate no models for those restraint biases were constructed due to the lack of viable trajectory input for the TRAM calculation. Cells with yellow stars mark the best model at each temperature.
A comparison of the best models at each temperature is shown in Figure 11 . The model with the lowest BICePs score is one corresponding to the 400 K simulations, using a restraint bias of 0.7 kJ. For this model, we compared the populations predicted by BICePs using only the experimental data (i.e. a uniform prior P (k) (X)) against BICePs predictions using both the experimental data and the prior given by the TRAM calculation ( Figure 12 ). We find that, in each scenario, conformational state 18 has the dominant population. This state has an intermediate extent of structure in helix F and H, located near the middle of the tICA landscape (see Figure 8 ) The second-highest population, conformational state 21, has more disorder in helix F and H and is located near the right side of the tICA landscape. Using experimental restraints alone, the population of state 21 is estimated at around 15%; the prior given by the TRAM calculation, however, increases the predicted posterior population to more than 30% (Figure 12b ). Other states are predicted to contribute much less population (under 1%).
The predicted state populations (Figure 12a results for BPTI (R 2 = 0.68). 17 
Discussion
Using the methodologies described in Parts I, II and III, we have constructed a number of models of the apomyoglobin native state with different populations of conformational states, and used Bayesian inference to interrogate how well each model predicts experimental HDX protection factor and chemical shift observables. Our best model is dominated by a 70%-30% mixture of two conformational states (18 and 21), the first of which has a partially disordered yet compact helix F, and the second of which has a more disordered and solvent-exposed helix F.
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conformational dynamics from thermodynamically averaged experimental observables.
Another way to infer kinetic information from models of conformational state populations would be to (1) 
Conclusion
In this work we have presented, in three parts, new and improved ways of reconciling simulated ensembles of protein conformations against experimental observables and applied them to modeling the N-state of apomyoglobin using HDX protection factor measurements. First, we have parameterized a new empirical predictor of HDX protection factors based on structural observables from simulation trajectory data, and applied Bayesian inference to infer the complete posterior distribution of nuisance parameters. Importantly, we show that the posterior probability gives improved results, distinct from a simple "best-fit" model.
We have also presented a new way to use bias potentials in molecular simulations to sample solvent-exposed conformations. We use this method to construct a series of multi- 
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Suppose we are presented with a collection of competing models P (k) (X, | D), each with a di↵erent theoretical prior P (k) (X) predicted from an MSM. The total evidence for model P (k) can be expressed as
where Q(X) = R [P (r(X) | D, )/P ref (r(X))]P ( ) represents the probability of X given the experimental data. As can be seen by the last term in Equation (14), Z (k) is an overlap integral that quantifies how well the theoretical P (k) (X) agrees with the experimental data.
To compare two di↵erent models P (1) and P (2) , it is common to compute the ratio of total evidences, Z (1) /Z (2) , often called the Bayes factor. To facilitate the assignment of a unique score to each model, we compute a Bayes factor where the second model is a "null" model Z 0 in which P (k) (X) is a uniform distribution of conformational states. In this way, we define a quantity we call the BICePs score, f (k) , for each model P (k) ,
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In practice, the calculation of the BICePs score f (k) can be performed using free energy 25 apoMb ln PF
