Abstract. Evolution algebras are non-associative algebras inspired from biological phenomena, which have applications to or connections with different mathematical fields. There are two natural ways to define an evolution algebra associated to a given graph. While one takes into account only the adjacencies of the graph, the other includes probabilities related to the symmetric random walk on the same graph. In this work we state new properties related to the relation between these algebras, which is one of the open questions in the theory of evolution algebras. We show that for any graph both algebras are strongly isotopic, while for non-singular graphs any homomorphism between them is either the null map or an isomorphism. In the last case we establish the form of such isomorphism. In addition, we establish a connection between this question and the problem of looking for automorphisms of an evolution algebra provided the underlying graph is regular. We use this comparison to revisit a result existing in the literature about the identification of the automorphism group of an evolution algebra, and we give an improved version of it.
Introduction
In this work we deal with a type of algebra introduced around ten years ago by Tian [10] . These algebras, called evolution algebras, are motivated by evolution laws of genetics. Indeed, if one think in alleles as generators of algebras then, reproduction in genetics is represented by multiplication in algebra. We refer the reader to [10] for a review of properties of these algebras, connections with other fields of mathematics, and a list of interesting open problems some of which remain unsolved so far. See also [11] for an update of these open problems.
Formally, an evolution algebra is defined as follows.
Definition 1.1. Let A := (A, · ) be an algebra over a field K. We say that A is an evolution algebra if it admits a countable basis S := {e 1 , e 2 , . . . , e n , . . .}, such that e i · e i = k c ik e k , for any i, e i · e j = 0, if i = j.
The scalars c ik ∈ K are called the structure constants of A relative to S.
A basis S satisfying (1) is called natural basis of A. A is real if K = R, and it is nonnegative if it is real and the structure constants c ik are nonnegative. In addition, if 0 ≤ c ik ≤ 1, and n k=1 c ik = 1, for any i, k, then A is called Markov evolution algebra. In this case, there is a correspondence between A and a discrete time Markov chain (X n ) n≥0 with state space {x 1 , x 2 , . . . , x n , . . .} and transition probabilities given by: c ik := P(X n+1 = x k |X n = x i ), for i, k ∈ N * , and for any n ∈ N, where N * := N \ {0}. Observe that each state of the Markov chain is identified with a generator of S. See [6, 9] for more details about the formulation and properties of Markov chains.
We are interested in studying evolution algebras related to graphs in a sense to be specified later. This interplay, i.e. evolution algebras and graphs, has attained the attention of many researchers in recent years. See for instance [2, 3, 4, 8, 7] , and references therein.
A graph G with n vertices is a pair (V, E) where V := {1, . . . , n} is the set of vertices and E := {(i, j) ∈ V × V : i ≤ j} is the set of edges. If (i, j) ∈ E we say that i and j are neighbors; we denote the set of neighbors of a vertex i by N (i) and the cardinality of this set by d i . Furthermore, we say that G is d-regular if d i = d for any i ∈ V and some positive integer d.
The adjacency matrix A := A(G) of G is an n × n symmetric matrix (a ij ) such that a ij = 1 if i and j are neighbors and 0, otherwise. Then, we can write N (k) := {ℓ ∈ V : a kℓ = 1}, for any k. A graph is said to be singular if its adjacency matrix A is a singular matrix (det A = 0), otherwise the graph is said to be non-singular. All the graphs we consider are connected, i.e. for any i, j ∈ V there exists a sequence of vertices i 0 , i 1 , i 2 , . . . , i n such that i 0 = i, i n = j and (i k , i k+1 ) ∈ E for all k ∈ {0, 1, . . . , n − 1}. For simplicity, we also consider only graphs which are simple, i.e. without multiple edges or loops. Our definitions as well as our results, except when indicated, also hold for graphs with an infinite number of vertices, i.e. V is a countable set and |V | = ∞. In that case we assume as an additional condition the graph be locally finite, i.e. d i < ∞ for any i ∈ V . Note that the adjacency matrix for infinite graphs is well defined.
In what follows, and except when indicated, we consider either finite or infinite graphs. The evolution algebra induced by a graph G is defined in [10, Section 6.1] as follows. Definition 1.2. Let G = (V, E) a graph with adjacency matrix given by A = (a ij ). The evolution algebra associated to G is the algebra A(G) with natural basis S = {e i : i ∈ V }, and relations
and e i · e j = 0, if i = j.
Another evolution algebra associated to G = (V, E) is the one induced by the symmetric random walk (SRW) on G. The SRW is a discrete time Markov chain (X n ) n≥0 with state space given by V and transition probabilities given by
where i, k ∈ V , n ∈ N and, as defined before,
In other words, the sequence of random variables (X n ) n≥0 denotes the set of positions of a particle walking around the vertices of G, where each new position is selected at random from the set of neighbors of the current position. As the random walk is a Markov chain, we may define its related Markov evolution algebra. Definition 1.3. Let G = (V, E) be a graph with adjacency matrix given by A = (a ij ). We define the evolution algebra associated to the SRW on G as the algebra A RW (G) with natural basis S = {e i : i ∈ V }, and relations given by
In this work we contribute to the discussion about the relation between A RW (G) and A(G) for a given graph G. This is one of the open problems stated by [10, 11] , and the main purpose of the next section.
Isomorphisms
We point out that all the algebras we consider are real, i.e. K = R. We start with some preliminary definitions. Definition 2.1. Let A andÃ be K-evolution algebras and S = {e i : i ∈ V } a natural basis for A. We say that a K-linear map g : A →Ã is an homomorphism of evolution algebras if it is an algebraic map and if the set {g(e i ) : i ∈ V } can be completed to a natural basis ofÃ.
If an evolution homomorphism is bijective, then we say that it is an evolution isomorphism. The existence of isomorphisms between A(G) and A RW (G) has been stablished in [2] for the particular case of regular and complete bipartite graphs. In the next definition we consider a more general concept, i.e. the isotopism of algebras introduced by Albert [1] as a generalization of that of isomorphism, which has been recently applied in [5] to study two-dimensional evolution algebras.
Definition 2.2. Let A andÃ be K-evolution algebras and S = {e i : i ∈ V } a natural basis for A. We say that a triple (f, g, h), where f, g, h are three non-singular linear transformations from A intoÃ is an isotopism if
In this case we say that A andÃ are isotopic. In addition, the triple is called:
(i) a strong isotopism if f = g and we say that the algebras are strongly isotopic; (ii) an isomorphism if f = g = h and we say that the algebras are isomorphic.
In the case of an isomorphism we write f instead of (f, f, f ). To be isotopic, strongly isotopic or isomorphic are equivalence relations among algebras, and we denote these three relations, respectively, as ∼, ≃ and ∼ =. Proof. Consider two K-linear maps, f and h, from A(G) to A RW (G) defined by f (e i ) = d i e i , and h(e i ) = e i , for all i ∈ V.
On the other hand, for any i ∈ V , we have
and the proof is completed.
In the sequel we concentrate our attention on the existence, or not, of isomorphisms between A(G) and A RW (G). First we prove a result which holds for non-singular graphs, and then we discuss some examples related to the case of singular graphs.
2.1. The case of non-singular graphs.
Theorem 2.4. Let G be a non-singular graph with n vertices and let A = (a ij ) be its adjacency matrix. If f : A RW (G) → A(G) is an evolution homomorphism, then either f is the null map or f is an evolution isomorphism defined by
where α i = 0, i ∈ V , are scalars and π is an element of the symmetric group S n .
where the t ik 's are scalars. Then f (e i ) · f (e j ) = 0 for any i = j, which implies
a kr e r = r∈V k∈V t ik t jk a kr e r .
This in turns implies, for any r ∈ V , k∈V t ik t jk a kr = 0.
In other words we have,
T denotes the transpose of the matrix B. As the adjacency matrix A is non-singular then
Thus for any fixed k ∈ V we have t ik = 0 for all i ∈ V , or there exists at most one i := i(k) ∈ V such that t ik = 0 and t jk = 0 for all j = i. Then
where supp f (e i ) = {j ∈ V : t ij = 0}. In what follows we consider two cases.
Case 1. For any k ∈ V there exists i ∈ V such that t ik = 0 and t jk = 0 for all j = i. In this case the sequence (t ij ) i,j∈V contains only n scalars different from zero. Assume that there exists i ∈ V such that t ij1 = 0 and t ij2 = 0 for some j 1 , j 2 ∈ V . This implies the existence of m ∈ V such that f (e m ) = 0, which in turns implies f (e m )·f (e m ) = 0. On the other hand, as
We can use (3) to conclude f (e ℓ ) = 0 for any ℓ such that a mℓ = 1. In other words, for any ℓ ∈ N (m) it holds that f (e ℓ ) = 0. This procedure may be repeated, now for any ℓ ∈ N (m), i.e. we can prove for any v ∈ N (ℓ) that f (e v ) = 0. As we are dealing with a connected graph, this procedure may be repeated until to cover all the vertices of G, and therefore we can conclude that f (e i ) = 0 for any i ∈ V , which is a contradiction. Therefore, for any i ∈ V there exists only one j := j(i) such that t ij = 0. Hence f it must to be defined as
where the α i 's are scalars, and π is an element of the symmetric group S n .
Case 2. Assume that there exist k ∈ V such that t ik = 0 for all i ∈ V . Then the sequence (t ij ) i,j∈V contains at most n − 1 scalars different from zero, which implies the existence of ℓ ∈ V such that f (e ℓ ) = 0. By applying similar arguments as the ones of Case 1 we conclude that f (e i ) = 0 for any i ∈ V and therefore t ij = 0 for any i, j ∈ V . Thus f is the null map.
For the rest of the paper, we adopt the notation f π for a map between evolution algebras, with the same natural basis {e 1 , . . . , e n }, defined by (2).
Remark 2.1. In Theorem 2.4 we assume that the adjacency matrix A is non-singular. We point out that this hypothesis is equivalent to the transition matrix, say A RW , of the symmetric random walk on G be non-singular. In fact, if we denote by F i the i-th row of A then we can write
In [2] we study the existence of isomorphisms for some well known families of graphs, and prove that A RW (G) ∼ = A(G) provided G is either a regular or a complete bipartite graph, and we state some examples of families of graphs where the only homomorphism between the respective evolution algebras is the null map. Theorem 2.4 is useful in this direction because it states that in order to look for isomorphisms between A RW (G) and A(G) it is enough to check maps defined as (2), provided G is non-singular. It is important to note that not every map defined as in (2) is an evolution isomorphism, as we illustrate in the following example.
Example 2.1. Let C 5 the cycle graph or circular graph with 5 vertices (see Fig. 2.1 ). Consider the evolution algebras induced by C 5 , and by the random walk on C 5 , respectively. That is, consider the evolution algebras whose natural basis is {e 1 , e 2 , e 3 , e 4 , e 5 } and relations are: A RW (C 5 ) : 
We shall verify that f π :
is not an evolution isomorphism. In order to do it, it is enough to note that
while
Therefore f π (e 2 1 ) = f π (e 1 ) · f π (e 1 ). Our next step is to formalize the condition for π ∈ S n in order to f π be an evolution isomorphism.
Proposition 2.5. Let G be a graph and let A = (a ij ) be its adjacency matrix. Assume f π : A RW (G) → A(G) is evolution isomorphism defined as in (2), i.e. f π (e i ) = α i e π(i) , for all i ∈ V, where α i = 0, i ∈ V , are scalars and π ∈ S n . Then π satisfies
Proof. Since f π is an evolution homomorphism we have that
On the other hand
i a π(i)k , for any i, k ∈ V , where π −1 ∈ S n denotes the inverse of π, i.e. π −1 (j) = i if, and only if, π(i) = j, for any i, j ∈ V . Example 2.2. Let C 5 be the cycle graph considered in Example 2.1, and let f π : A RW (C 5 ) → A(C 5 ), where π is given by (4). Taking i = 1 and k = 4 we have on one hand a π(1)4 = a 34 = 1, while, on the other hand, a 1π −1 (4) = a 14 = 0. This is enough to see that there exist no sequence of non-zero scalars (α i ) i∈V such that (5) holds. Therefore, by Proposition 2.5, f π it is not an isomorphism. On the other hand, a straightforward calculation shows that the element of S 5 given by σ := 1 2 3 4 5 2 3 4 5 1 , satisfies (5), provided α i = 1/2 for any i ∈ V . This guarantee by our previous results that f σ : A RW (C 5 ) → A(C 5 ) defined for i ∈ V by f σ (e i ) = (1/2)e σ(i) is an evolution isomorphism.
The case of non-singular graphs.
A natural question is if the result stated in Theorem 2.4 holds when one consider a singular graph. In the sequel we provide some examples related to this question. The evolution algebras induced by G, and by the random walk on G, respectively, have natural basis {e 1 , e 2 , e 3 , e 4 , e 5 } and relations given by: 9 , e 2 8 = e 7 + e 9 + e 10 , e i · e j = 0, i = j, Example 2.4. Consider the complete bipartite graph K m,n with partitions of sizes m ≥ 1 and n ≥ 1, respectively. The set of vertices can be partitioned into two subsets V 1 := {1, . . . , m} and V 2 := {m + 1, . . . , m + n} in such a way that there is no edge connecting two vertices in the same subset, and every possible edge that could connect vertices in different subsets is part of the graph (see Fig. 2.3 ). Notice that the adjacency matrix of K m,n has the form
where 0 a×b (respectively 1 a×b ) denotes the matrix of dimension a × b with all its elements equal to 0 (respectively equal to 1); then det A = 0. The associated evolution algebras A RW (K m,n ) and A(K m,n ) are defined in [2] . Indeed, by [2, Theorem 3.2(ii)] we have that
where π ∈ S m+n is such that π(i) ∈ V 1 if, and only if, i ∈ V 1 . A straightforward calculation shows that f π is an evolution isomorphism, and that π satisfies condition (5). We shall see that this is an example of graph where the only evolution homomorphism is the null map. For the sake of simplicity we consider the case m = n = 2; the general case could be checked following the same arguments as below with some additional work. For m = n = 2, the tree T induces the following evolution algebras: take the natural basis {e 1 , e 2 , e 3 , e 4 , e 5 , e 6 } and the relations given by t ik e k , where the t ik 's are scalars. Thus,
f (e
f (e 2 6 ) = f 1 3 (e 3 + e 4 + e 5 ) = 1 3
for any i, j ∈ V , which together with
imply the following set of equations. If i = j, then 0 = f (e i · e j ) and we obtain by (10) and (11):
t ik t jk + t i k+1 t j k+1 = 0, for k ∈ {1, 3}.
(13) By (11) with i = j and i ∈ {1, 2, 3, 4} we obtain by (6) and (7) the following: if k = 5 and ℓ ∈ {1, 2}, or if k = 6 and ℓ ∈ {3, 4}, it holds
On the other hand, by (11) with i = j = 5 and (8) we obtain: if k = 5 and ℓ ∈ {1, 2}, or if k = 6 and ℓ ∈ {3, 4}, we get 
Finally, following (9) and (11) with i = j = 6: if k = 5 and ℓ ∈ {1, 2}, or if k = 6 and ℓ ∈ {3, 4} 3 t 2 6k 
By (12), for k ∈ {5, 6}, we have t ik = 0 for all i ∈ V , or there exists at most one i ∈ V such that t ik = 0 and t jk = 0 for all j = i. This implies, by (16) and (17) that t ki = t ik = 0, for k ∈ {5, 6} and i ∈ {1, 2, 3, 4}.
(24)
From now on we shall consider two different cases, namely, t 55 = t 65 = 0 or t 55 = 0 and t 65 = 0; indeed it should be three cases but the case t 55 = 0 and t 65 = 0 is analogous to the last one. Note that we already have, see (24), t i5 = 0 for i ∈ {1, 2, 3, 4}.
Case 1: t 55 = t 65 = 0. In this case we get by (14), that
In addition, by (19) we have t 56 = 0, and this in turns implies by (15), for k = 5,
Analogously, (22) implies t 66 = 0, which in turns implies by (15), for k = 6,
Therefore, as t i5 = 0 for any i ∈ {1, 2, 3, 4, 5, 6}, t 56 = t 66 = 0, and (24)-(27) hold, we conclude that f is the null map.
Case 2: t 55 = 0 and t 65 = 0. As before, t 55 = 0 implies by (14), for k = 5
and by (22) together with (24) we have t 66 = 0, which implies (27). Now, observe that it should be t 56 = 0; othercase (23) and (24) lead us to t 65 = 0, which is a contradiction. So assume t 56 = 0. On the other hand, we could discover the value of t 65 following the same steps as the ones for t 56 . In that direction one get by (23) and (24) that t 65 = (2/243) 1/6 ≈ 0.45, which is a contradiction. Our analysis of Case 2 lead us to conclude that the only option is the one of Case 1. Therefore, f must be the null map. Examples 2.3, 2.4 and 2.5 consider different singular graphs. From different arguments and applying previous results we have checked that either there exists an evolution isomorphism between A RW (G) and A(G), and it is of the form given by (2) , or the only homomorphism between these algebras is the null map. This leads us to think that the following strongest version of Theorem 2.4 would be true. Conjecture 1. Let G be a graph with n vertices, and let f : A RW (G) → A(G) be an evolution homomorphism. Then either f is the null map or f is an evolution isomorphism such that f (e i ) = α i e π(i) , for all i ∈ V where α i = 0, i ∈ V , are scalars and π is an element of the symmetric group S n .
Connection with the automorphisms of A(G)
The purpose of this sections is twofold. First we show that the problem of looking for the isomorphisms between A RW (G) and A(G) is equivalent to the question of looking for the automorphisms of A(G), provided G is a regular graph. Second, we use the previous comparison to revisit a result obtained by [3] , which exhibit the automorphism group of an evolution algebra. Then we give a better presentation of such result.
As usual we use Aut A(G) to denote the automorphism group of A(G). Thus g is an automorphism of A(G). The other assertion may be proved in analogous way by considering f (e i ) = d −1 g(e i ) for any i ∈ V .
The correspondence described in the previous proposition allow us to state the following result.
Proposition 3.2. Let G be a non-singular regular graph with n vertices, and let A(G) be its associated evolution algebra. Then Aut A(G) ⊆ {g π : π ∈ S n }.
Proof. Let g ∈ Aut A(G). By the proof of Proposition 3.1, there exists an evolution isomorphism f : A RW (G) → A(G) such that f (e i ) := (1/d) g(e i ), for any i ∈ V . On the other hand, as G is a non-singular graph we have by Theorem 2.4 that f (e i ) = α i e π(i) , where the α i 's are scalars and π is an element of the symmetric group S n . Therefore g = g π and the proof is completed.
In [3, Proposition 3.1] it has been stated that for any evolution algebra E with a non-singular matrix of structural constants it holds that Aut E = {g π : π ∈ S n }. Example 2.1 shows that if E := A(C 5 ) (so det A = 2), then Aut E {g π : π ∈ S n }, which contradicts the equality stated by [3] . The mistake behind their result is in the proof. Indeed, although the authors assume correctly that an automorphism g should verify g(e i · e j ) = g(e i ) · g(e j ), they only check this equality when i = j. When one check also the equality for i = j one can obtain the condition that π must satisfy in order to be an automorphism. This is the spirit behind our Proposition 2.5. The same arguments of our proof lead to the following version of [3, Proposition 3.1].
Proposition 3.3. Let E be an evolution algebra with natural basis {e i : i ∈ V }, and a non-singular matrix of structural constants C = (c ij ). Then Aut E = {g π : π ∈ S n and c iπ −1 (k) α π −1 (k) = α 
