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8 On quasiinvariants of Sn of hook shape
T. Tsuchida
Abstract
Chalykh, Veselov and Feigin introduced the notions of quasiinvari-
ants for Coxeter groups, which is a generalization of invariants. In
[2], Bandlow and Musiker showed that for the symmetric group Sn of
order n, the space of quasiinvariants has a decomposition indexed by
standard tableaux. They gave a description of basis for the compo-
nents indexed by standard tableaux of shape (n− 1, 1). In this paper,
we generalize their results to a description of basis for the components
indexed by standard tableaux of arbitrary hook shape.
1 Introduction
In [3] and [5], Chalykh, Veselov and Feigin introduced the notions of quasi
invariants for Coxeter groups, which is a generalization of invariants. For
any Coxeter group, the quasiinvariants is defined by giving a multiplicity m
which is a map from the conjugacy classes of the corresponding group to
non-negative integers.
In the case of Sn, the multiplicity is a constant function. Take a non-
negative integer m. A polynomial P ∈ Q[x1, x2, · · · , xn] is called a m-
quasiinvariants if the difference
(
1− (i, j)
)
P (x1, · · · , xn)
is divisible by (xi − xj)
2m+1 for any transposition (i, j) ∈ Sn.
The notion of quasiinvariants was first introduced in the study of the
quantum Calogero Moser system. In the case of Sn, this system is defined by
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the following differential operator (the generalized Calogero-Moser Hamilto-
nian):
Lm =
n∑
i=1
∂2
∂x2i
− 2m
∑
1≤i<j≤n
1
xi − xj
( ∂
∂xi
−
∂
∂xj
)
where m is a real number.
For a Coxeter group G, we denote by SG the ideal generated by homo-
geneous invariant polynomials for G and by SG+ the ideal generated by the
homogeneous invariant polynomials of positive degree. For a generic multi-
plicity, there exist a isomorphism from SG to the ring of G-invariant quantum
integrals of the generalized Calogero-Moser Hamiltonian (sometimes called
Harish-Chandra isomorphism). We denote by L1,L2, · · · ,Ln the operators
corresponding to fundamental invariant polynomials σ1, σ2, · · · , σn. the gen-
eralized Calogero-Moser Hamiltonian is a member of this ring (see for exam-
ple [5], [6]).
In the case of non-negative integer multiplicities, Chalykh and Veselov
showed that there is a homomorphism from the ring of quasiinvariants to
the commutative ring of differential operators whose coefficients are rational
functions (see e.g. [3]). It is shown that the restriction of such homomorphism
onto SG induces Harish-Chandra isomorphism. Therefore, in the case of non-
negative integer multiplicities there are much more quantum integrals.
Letm be a non-negative multiplicity. In [5], Feigin and Veselov introduced
the notions ofm-harmonics which are defined as the solutions of the following
system:
L1ψ = 0
L2ψ = 0
...
Lnψ = 0.
Feigin and Veselov also showed that the solutions of such system are poly-
nomials. They also showed that the space of m-harmonic polynomials is a
subspace of m-quasiinvariants of dimension |G|. In [7], Felder and Veselov
gave a formula of the Hilbert series of the space of m-harmonic polynomials.
In [4], Etingof and Ginzburg proved the following: (i) quasiinvariants of
G is a free module over SG and the ring of quasiinvariants is Cohen-Macaulay
and Gorenstein (ii) there is a isomorphism from the dual space of the quotient
of quasiinvariants by SG to the space of m-harmonic polynomials (iii) the
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Hilbert series of the quotient of the quasiinvariants by SG+ is equal to that of
m-harmonic polynomials.
Let I2(N) be the dihedral group of regular N-gon. In [5], Feigin and
Veselov considered quasiinvariants for I2(N) for a constant multiplicity. Since
I2(N) is of rank 2, quasiinvariants are expressed as essentially one variable.
Feigin and Veselov gave generators over SI2(N) by a direct calculation. In [6],
Feigin studied quasiinvariants for I2(N) for any non-negative multiplicity.
He gave a free basis of quasiinvariants over SI2(N) using the above mentioned
results of Etingof and Ginzburg. An explicit description of basis of the quo-
tient of quasiinvariants for S3 is contained in [5]. Another description is given
in [1]. In [7], for Sn Felder and Veselov provide integral expressions for the
lowest degree non-symmetric quasiinvariant polynomials (the degree nm+1).
However, for any integer n ≥ 4 a basis of the quotient of quasiinvariants for
Sn is not known.
In this paper, we consider quasiinvariants for Sn. In this case, m is a
non-negative integer. We denote these quasiinvariants by QI
m
and by Λn
the space of symmetric polynomials. We define QI
m
∗ as the quotient of
QI
m
by the ideal generated by the homogeneous symmetric polynomials of
positive degree.
In [2], Bandlow and Musiker showed that QI
m
has a decomposition in-
dexed by standard tableaux. Each component has a Λn module structure.
This decomposition can be extended to that of QI
m
∗. They constructed
explicit basis of the submodules of QI
m
∗ indexed by standard tableaux of
shape (n− 1, 1).
In this paper, we extend the result in [2]. We construct basis of the
submodules of QI
m
∗ indexed by standard tableaux of shape (n−k+1, 1k−1)
(a hook) (see Theorem.3.8). The elements of our basis are expressed as
determinants of a matrix with entries similar to elements of basis introduced
in [2]. We also show that our basis is a free basis of the submodule of QI
m
indexed by a hook (n− k + 1, 1k−1) over Λn (Corollary.3.11).
We also show how the operator Lm acts on our basis. In [5], it is proved
that the operator Lm preserves QIm. In [2], it is obtained explicit formulas
of the action of Lm on their basis. We extend this formulas to that of our
basis (Theorem.4.4).
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2 Preliminaries
2.1 Symmetric group and Young diagram
We denote Q[x1, x2, · · · , xn] by Kn and the symmetric group on {1, 2, · · · , n}
by Sn. For the finite set X , we denote the symmetric group on X by SX .
The symmetric group Sn acts on Kn by
σP (x1, · · · , xn) = P (xσ(1), · · · , xσ(n)) σ ∈ Sn.
A polynomial P (x1, x2, · · · , xn) is called a symmetric polynomial when for
any σ ∈ Sn P (x1, x2, · · · , xn) satisfies
σP (x1, · · · , xn) = P (x1, · · · , xn).
We denote by Λn the subspace spanned by symmetric polynomials and by
Λdn the subspace of Λn spanned by homogeneous polynomials of degree d. We
set Λdn = {0} if d < 0. The i-th elementary symmetric polynomial is denoted
by ei. For a partition ν = (ν1, ν2, · · · ), we define eν =
∏
i eνi . A basis of Λn
is given by {eν}.
The group ring Sn over Q is denoted by QSn. The action of Sn on Kn
is naturally extended to that of QSn. We define the elements of QSn. For a
subgroup H of Sn, we define [H ], [H ]
′ by
[H ] =
∑
σ∈H
σ
[H ]′ =
∑
σ∈H
sgn(σ)σ.
Let λ = (λ1, λ2, · · · ) be a partition. When λ is a partition of a positive
integer n, we denote this by λ ⊢ n. We define l(λ) = ♯{i|λi 6= 0} and
|λ| =
∑
i λi. They are called the length and the size of λ respectively.
For a partition λ, the Young diagram of shape λ is a diagram such that its
i-th row has λi boxes and it is arranged in left-justified rows. For example,
the Young diagram of shape (4, 3, 1) is
.
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We denote by (i, j) a box on the (i, j)-th position of the diagram. For
instance, the box (2, 3) of the Young diagram of shape (4, 3, 1) is
•
.
We identify Young diagram of shape λ with a partition λ.
Let k, n be integers such that k ≥ 2 and n ≥ k. We define η(n, k) =
(n− k + 1, 1k−1). We have l(η(n, k)) = k and |η(n, k)| = n. We call η(n, k)
(also the tableau of shape η(n, k)) the hook.
For λ ⊢ n, we define the arm length a(i, j) for box (i, j) ∈ λ as
a(i, j) = ♯{(i, l) | j < l, (i, l) ∈ λ}.
We also define the leg length l(i, j) for box (i, j) as
l(i, j) = ♯{(k, j) | i < k, (k, j) ∈ λ}.
We define h(i, j) = a(i, j)+l(i, j)+1 called the hook length for box (i, j) ∈ λ.
A tableau of shape λ is a diagram filled in each box of λ with a positive
integer. In this paper, we assume that entries of boxes are different each
other. For a tableau D, we denote by Di,j the entry in the box (i, j) of D.
We define
mem(D) = {Di,j | (i, j) ∈ λ}.
A tableau T is called a standard tableau if T satisfiesmem(T ) = {1, 2, · · · , n}
and
Ti,j < Tk,j, Ti,j < Ti,l i < k, j < l.
We denote by ST (λ) the set of all standard tableaux of shape λ and by ST (n)
the set of all standard tableaux with n boxes.
For a tableau D of shape λ, we define
C(D) = [{σ ∈ Smem(D) | σ preserves each column of D}]
′
R(D) = [{σ ∈ Smem(D) | σ preserves each row of D}]
fλ = |ST (λ)|
γD =
fλC(D)R(D)
n!
VD =
∏
(i,j)∈CD
(xi − xj)
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where CD = {(i, j) | i < j and i, j are the entries in same column of D}. The
element γD ∈ QSmem(D) satisfies γ
2
D = γD.
Definition 2.1 Let s1, s2, · · · , sn be mutually distinct positive integers.
(1) We denote by D(s1, s2, · · · , sk; s1, sk+1, · · · , sn) the tableau of shape
η(n, k) such that the entries in the first column and in the first row are
s1, s2, · · · , sk and s1, sk+1, · · · , sn in order, respectively.
(2) A tableau D(s1, s2, · · · , sk; s1, sk+1, · · · , sn) is a standard tableau of shape
η(n, k) if and only if the following holds:
s1, s2, · · · , sn is a permutation of 1, 2, · · · , n
s1 = 1, s2 ≤ · · · ≤ sk, sk+1 ≤ · · · ≤ sn.
Then we simply write D(s1, s2, · · · , sk; s1, sk+1, · · · , sn) as T (1, s2, · · · , sk).
(3)Let i be a integer such that 1 ≤ i ≤ k (resp. k + 1 ≤ i ≤ n). We set
D = D(s1, s2, · · · , sk; s1, sk+1, · · · , sn). We define
Dsi = D(s1, · · · , si−1, si+1, · · · , sk; s1, sk+1, · · · , sn)
(resp. Dsi = D(s1, · · · , sk; s1, sk+1, · · · , si−1, si+1, · · · , sn)).
For example, a standard tableau T (1, 3, 4) = D(1, 3, 4; 1, 2, 5, 6) of shape
(4, 1, 1) is
1 2 5 6
3
4 .
The tableau T (1, 3, 4)1 is
3 2 5 6
4
and T (1, 3, 4)2 is
1 5 6
3
4 .
We have the following propositions.
Proposition 2.2 ([2]) For any f =
∑
σ∈Sn
fσσ ∈ QSn, P ∈ Λn and Q ∈
Kn, we have f(PQ) = Pf(Q).
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Proposition 2.3 ([2]) Let i1, i2, · · · , in be a permutation of 1, 2, · · · , n. Then
[Sn] and [Sn]
′ are expressed as follows:
[Sn] =
(
1 + (i1, in) + · · ·+ (in−1, in)
)
· · ·
(
1 + (i1, i3) + (i2, i3)
)(
1 + (i1, i2)
)
[Sn]
′ =
(
1− (i1, in)− · · · − (in−1, in)
)
· · ·
(
1− (i1, i3)− (i2, i3)
)(
1− (i1, i2)
)
.
2.2 The quasiinvariants for Sn
We first recall results in [2].
Lemma 2.4 ([2]) The quasiinvariants QI
m
has following decomposition:
QI
m
=
⊕
T∈ST (n)
γT (QIm).
γT (QIm) has following description:
γT (QIm) = γT (Kn) ∩ V
2m+1
T Kn. (2.1)
For λ ⊢ n, the vector space
⊕
T∈ST (λ)
γT (QIm) is called the λ − isotypic
component of QI
m
.
Let K be a polynomial ring. We denote by K[i] the subspace spanned
by homogeneous polynomials of degree i in K. The Hilbert series of K is
defined as a formal power series
∞∑
i=0
dim(K[i])ti. We denote it by H(K, t).
We denote QI
m
/〈e1, · · · , en〉 by QIm
∗. For [f ] ∈ QI
m
∗, we define the
degree of [f ] as the minimal degree in the class [f ]. In [4] and [7], the Hilbert
series of QI
m
∗ is given by as follows:
Theorem 2.5 ([4], [7])
H(QI
m
∗, t) = n!tmn(n−1)/2
∑
λ⊢n
∏
(i,j)∈λ
n∏
k=1
tw(i,j;m)
1− tk
h(i, j)(1− th(i,j))
(2.2)
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where we set w(i, j;m) = m(l(i, j)− a(i, j)) + l(i, j).
In particular, for T ∈ ST (λ) the Hilbert series of γT (QIm
∗) is given as
follows:
H(γT (QIm
∗); t) = tmn(n−1)/2
∏
(i,j)∈λ
n∏
k=1
tw(i,j;m)
1− tk
1− th(i,j)
. (2.3)
Let s1, s2, · · · , sn be mutually distinct positive integers. We set D =
D(s1, s2; s1, s3, · · · , sn). We define the following polynomial inQ[xs1 , xs2 , · · · , xsn ]:
Ql;mD =
∫ xs2
xs1
tl
n∏
i=1
(t− xsi)
mdt. (2.4)
Recall that we define η(n, k) = (n − k + 1, 1k−1). In [2], J.Bandlow and
G.Musiker found an explicit basis of γT (QIm
∗) when T ∈ ST (η(n, 2)).
Theorem 2.6 ([2]) Let T ∈ ST (η(n, 2)).
{
Q0;mT , Q
1;m
T , · · · , Q
n−2;m
T
}
is a
basis of γT (QIm
∗).
Remark 2.7 In [2], it is shown that Ql;mT is divisible by VT = (x1 − xj)
2m+1.
We can similarly show that Ql;mD is divisible by VD = (xs1 − xs2)
2m+1.
Let f ∈ Q[xs1 , xs2, · · · , xsn ]. We denote by degxsi (f) the degree of f as
the polynomial in xsi. For a homogeneous polynomial g, we define deg(g) as
the degree of g.
The polynomials Ql;mD have the following properties, which we will use to
to show Proposition.3.3.
Proposition 2.8 Let s1, s2, · · · , sn be mutually distinct positive integers.
Let l be a non-negative integer and take a tableau D = D(s1, s2; s1, s3, · · · , sn)
of shape η(n, 2).
Ql;mD is a homogeneous polynomial of degree nm + l + 1 and satisfies fol-
lowing properties.
(1) Ql;mD is symmetric in xs3 , · · · , xsn and anti-symmetric in xs1 , xs2.
(2) We have degxs1 (Q
l;m
D ) = nm + l + 1. The leading coefficient of Q
l;m
D in
xs1 is
(−1)m+1m!∏m
s=0(mn + l + 1− s)
.
(3) Let i ∈ {1, · · · , n}\{1, 2}. We have degxsi (Q
l;m
D ) = m. The leading coef-
ficient of Ql;mD in xsi is equal to (−1)
mQl;mDsi .
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Proof We show the case D = T (1, 2) since the proofs of other cases are
similar. We set T = T (1, 2).
(1) It follows from the fact that tl
∏n
i=1(t−xi)
m is symmetric in x1, x2, · · · , xn.
(2)We show this statement by induction on m.
When m = 0, Ql;0T is
1
l+1
(xl+1j − x
l+1
1 ), the statement holds.
When m ≥ 1, assume that the statement holds for all numbers less than
m. In [2], the polynomial Ql;mT is expressed as:
Ql;mT =
n∑
i=0
(−1)ieiQ
n+l−i;m−1
T . (2.5)
By induction assumption on m, we have degxs1 (Q
n+l−i;m−1
T ) = nm + l −
i+ 1. From (2.5), we have degx1(Q
l;m
T ) = nm + l + 1 and the term with the
highest degree are in e0Q
n+l;m−1
T − e1Q
n+l−1;m−1
T . The leading coefficient of
Ql;mT in x1 is
(−1)m(m− 1)!∏m−1
s=0 (mn+ l + 1− s)
−
(−1)m(m− 1)!∏m−1
s=0 (mn+ l − s)
=
(−1)m+1m!∏m
s=0(mn + l + 1− s)
.
(3)Expanding (t− xi)
m in Ql;mT , we have
Ql;mT =
m∑
s=0
(−1)s
(
m
s
)
Ql;mT i x
s
i .
Thus propositions is proved. ✷
As a corollary of this proposition, we have Ql;mD 6= 0 when D is a tableau
of shape η(n, 2).
3 A basis for the isotypic component of shape
(n− k + 1, 1k−1)
We give a basis for the η(n, k)-isotypic component. Let s1, s2, · · · , sn be
mutually distinct positive integers. Throughout this section, we set D =
D(s1, · · · , sk; s1, sk+1, · · · , sn) and T = T (1, 2, · · · , k).
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Definition 3.1 (1)Let p be a non-negative integer. For i, j such that 1 ≤ i <
j ≤ k, we define a polynomial Rp;mD;si,sj in Q[xs1 , xs2 , · · · , xsn] as
Rp;mD;si,sj =
∫ xsj
xsi
tp
n∏
l=1
(t− xsl)
mdt. (3.1)
(2)Let k be an integer such that k ≥ 2. Take a partition µ = (µ1, µ2, · · · , µk−1)
such that µ1 > µ2 > · · · > µk−1 ≥ 0. We define a polynomial Q
µ;m
D in
Q[xs1 , xs2 , · · · , xsn] as follows:
Qµ;mD =
∣∣∣∣∣∣∣∣∣
Rµ1;mD;s1,s2 R
µ2;m
D;s1,s2
· · · R
µk−1;m
D;s1,s2
Rµ1;mD;s2,s3 R
µ2;m
D;s2,s3
· · · R
µk−1;m
D;s2,s3
...
...
. . .
...
Rµ1;mD;sk−1,sk R
µ2;m
D;sk−1,sk
· · · R
µk−1;m
D;sk−1,sk
∣∣∣∣∣∣∣∣∣
. (3.2)
We denote the empty sequence by ∅. When k = 1, µ is the empty sequence
∅. We set Q∅;mD = 1. We simply write Q
m
D as Q
∅;m
D .
Remark 3.2 Setting D′ = D(s1, s2; s1, s3, · · · , sn), we have R
p;m
D;s1,s2
= Qp;mD′ .
The polynomials Qµ;mD have the following properties, which we will use to
show our main results.
Proposition 3.3 Let s1, s2, · · · , sn be mutually distinct positive integers.
We set D = D(s1, · · · , sk; s1, sk+1, · · · , sn). Let µ = (µ1, µ2, · · · , µk−1) be
a partition such that µ1 > µ2 > · · · > µk−1 ≥ 0.
Then, Qµ;mD satisfies the following.
(1)Qµ;mD is symmetric in xsk+1, xsk+2, · · · , xsn and anti-symmetric in xs1 , xs2, · · ·
, xsk . In particular, Q
µ;m
D is divisible by V
2m+1
D .
(2)We have degxs1 (Q
µ;m
D ) = (n+ k− 2)m+ µ1+1. The leading coefficient of
Qµ;mD in xs1 is
(−1)(k−1)m+1m!∏m
s=0(mn + µ1 + 1− s)
Q
(µ2,··· ,µk−1);m
Ds1 .
In particular, we have deg(Qµ;mD ) = (k − 1)nm+ |µ|+ k − 1.
(3)We have degxk+1(Q
µ;m
D ) = (k − 1)m. The leading coefficient of Q
µ;m
D in
xk+1 is (−1)
(k−1)mQµ;m
Dsk+1
.
(4)Polynomial Qµ;mD is invariant under γD.
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Proof We show the case D = T . The proofs of other cases are similar.
(1)From Prop.2.8(1), it follows that Qµ;mT is symmetric in xk+1, xk+2, · · · , xn.
Adding the first row to the second row, we get
Qµ;mT =
∣∣∣∣∣∣∣∣∣
Rµ1;mT ;1,2 R
µ2;m
T ;1,2 · · · R
µk−1;m
T ;1,2
Rµ1;mT ;1,3 R
µ2;m
T ;1,3 · · · R
µk−1;m
T ;1,3
...
...
. . .
...
Rµ1;mT ;k−1,k R
µ1;m
T ;k−1,k · · · R
µk−1;m
T ;k−1,k
∣∣∣∣∣∣∣∣∣
.
Repeating this process, we get
Qµ;mT =
∣∣∣∣∣∣∣∣∣
Rµ1;mT ;1,2 R
µ2;m
T ;1,2 · · · R
µk−1;m
T ;1,2
Rµ1;mT ;1,3 R
µ2;m
T ;1,3 · · · R
µk−1;m
T ;1,3
...
...
. . .
...
Rµ1;mT ;1,k R
µ2;m
T ;1,k · · · R
µk−1;m
T ;1,k
∣∣∣∣∣∣∣∣∣
. (3.3)
Thus, Qµ;mT is anti-symmetric in x2, · · · , xk. We can show that Q
µ;m
T is anti-
symmetric in x1, x3, · · · , xk and x1, x2, x4 · · · , xk in the similar way. Thus
the first statement holds.
From Remark.2.7 and (3.3), Qµ;mT is divisible by
∏n
s=2(x1−xs)
2m+1. Using
this proposition (1) we see Qµ;mT is also divisible by V
2m+1
T .
(2) We see Qµ;mT as a polynomial in x1. From Prop.2.8 (2),(3), the term of the
degree of Qµ;mT is in R
µ1;m
T ;1,2R
µ2;m
T ;2,3 · · ·R
µk ;m
T ;k−1,k. We use Prop.2.8 (2),(3) again,
therefore the statement holds.
(3) From Prop.2.8 (3), the leading coefficient of xk+1 is
∣∣∣∣∣∣∣∣∣
(−1)mRµ1;m
T k+1;1,2
(−1)mRµ2;m
T k+1;1,2
· · · (−1)mRµk;m
T k+1;1,2
(−1)mRµ1;m
T k+1;2,3
(−1)mRµ2;m
T k+1;2,3
· · · (−1)mRµk;m
T k+1;2,3
...
...
. . .
...
(−1)mRµ1;m
T k+1;k−1,k
(−1)mRµ2;m
T k+1;k−1,k
· · · (−1)mRµk ;m
T k+1;k−1,k
∣∣∣∣∣∣∣∣∣
. (3.4)
The polynomial (3.4) is equal to (−1)(k−1)mQµ;m
T k+1
.
(4) To prove (4), we define the following notion.
For positive integers i, j such that i 6= j, we define a tableau (i, j)D as
follows. When i, j 6∈ mem(D), we define (i, j)D = D. When i ∈ mem(D)
and j 6∈ mem(D), (i, j)D is a tableau obtained by replacing the entry i in
D with j. When i, j ∈ mem(D), is a tableau obtained by interchanging the
entry i and j in D.
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Using Prop.2.3, γT is
1
n(n− k)!(k − 1)!
{
1−
k∑
s=2
(1, s)
}
[S{2,3,··· ,k}]
′
{
1 +
n∑
s=k+1
(1, s)
}
[S{k+1,··· ,n}].
Therefore from (1),
γT (Q
µ;m
T ) =
1
n
{
kQµ;mT +
n∑
s=k+1
{1− (1, 2)− · · · − (1, k)}Qµ;m(1,s)T
}
.
We consider the sum
n∑
s=k+1
{1− (1, 2)− · · · − (1, k)}Qµ;m(1,s)T .
n∑
s=k+1
{1− (1, 2)− (1, 3)− · · · − (1, k)}Qµ;m(1,s)T
=
n∑
s=k+1
{Qµ;m(1,s)T +Q
µ;m
(2,s)T +Q
µ;m
(3,s)T + · · ·+Q
µ;m
(k,s)T}.
Consider the sum Qµ;m(1,s)T +Q
µ;m
(2,s)T . By definition, we have
Qµ;m(1,s)T +Q
µ;m
(2,s)T
=
∣∣∣∣∣∣∣∣∣
Rµ1;mT ;s,2 R
µ2;m
T ;s,2 · · · R
µk−1;m
T ;s,2
Rµ1;mT ;2,3 R
µ2;m
T ;2,3 · · · R
µk−1;m
T ;2,3
...
...
. . .
...
Rµ1;mT ;k−1,k R
µ2;m
T ;k−1,k · · · R
µk−1;m
T ;k−1,k
∣∣∣∣∣∣∣∣∣
+
∣∣∣∣∣∣∣∣∣
Rµ1;mT ;1,s R
µ2;m
T ;1,s · · · R
µk−1;m
T ;1,s
Rµ1;mT ;s,3 R
µ2;m
T ;s,3 · · · R
µk−1;m
T ;s,3
...
...
. . .
...
Rµ1;mT ;k−1,k R
µ2;m
T ;k−1,k · · · R
µk−1;m
T ;k−1,k
∣∣∣∣∣∣∣∣∣
.
Adding the first row to the second row in the second determinant, we get
Qµ;m(1,s)T +Q
µ;m
(2,s)T
=
∣∣∣∣∣∣∣∣∣
Rµ1;mT ;s,2 R
µ2;m
T ;s,2 · · · R
µk−1;m
T ;s,2
Rµ1;mT ;s,3 R
µ2;m
T ;s,3 · · · R
µk−1;m
T ;s,3
...
...
. . .
...
Rµ1;mT ;k−1,k R
µ2;m
T ;k−1,k · · · R
µk−1;m
T ;k−1,k
∣∣∣∣∣∣∣∣∣
+
∣∣∣∣∣∣∣∣∣
Rµ1;mT ;1,s R
µ2;m
T ;1,s · · · R
µk−1;m
T ;1,s
Rµ1;mT ;s,3 R
µ2;m
T ;s,3 · · · R
µk−1;m
T ;s,3
...
...
. . .
...
Rµ1;mT ;k−1,k R
µ2;m
T ;k−1,k · · · R
µk−1;m
T ;k−1,k
∣∣∣∣∣∣∣∣∣
.
Adding the two term, we have
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Qµ;m(1,s)T +Q
µ;m
(2,s)T
=
∣∣∣∣∣∣∣∣∣
Rµ1;mT ;1,2 R
µ2;m
T ;1,2 · · · R
µk−1;m
T ;1,2
Rµ1;mT ;s,3 R
µ2;m
T ;s,3 · · · R
µk−1;m
T ;s,3
...
...
. . .
...
Rµ1;mT ;k−1,k R
µ2;m
T ;k−1,k · · · R
µk−1;m
T ;k−1,k
∣∣∣∣∣∣∣∣∣
.
Repeating this process, we get
{1− (1, 2)− (1, 3)− · · · − (1, k)}Qµ;m(1,s)T = Q
µ;m
T .
Thus, proposition is proved. ✷
As a corollary of this proposition, we have Qµ;mT ∈ γT (QIm) where T ∈
ST (η(n, k)).
We introduce the following notions.
Definition 3.4 Let s, t, u be non-negative integers. When u ≥ 1, we set the
subsets of partitions P (s; t; u), P (t; u) and Q(s; t; u) as:
P (s; t; u) = {λ | |λ| = s, t ≥ λ1 > λ2 > · · · > λu ≥ 0}
Q(s; t; u) = P (s; t; u)\P (s; t− 1; u)
P (t; u) = ∪s≥0P (s; t; u).
When u = 0, we set
P (0; t; 0) = {∅}
P (t; 0) = {∅}.
Let l be a positive integer. We set P (l; t; 0) as empty set.
We define p(s; t; u) = ♯P (s; t; u) and q(s; t; u) = ♯Q(s; t; u).
Remark 3.5 Setting µ ∈ P (n − 2; k − 1) (resp. µ ∈ ∪s≥0Q(s;n− 2; k − 1)),
we have
(k − 1)(k − 2)
2
≤ |µ| ≤ (k − 1)(n− k) +
(k − 1)(k − 2)
2(
resp. n− 2 +
(k − 2)(k − 3)
2
≤ |µ| ≤ (k − 1)(n− k) +
(k − 1)(k − 2)
2
)
.
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We have the following proposition.
Proposition 3.6 Let k be an integer such that k ≥ 2.
(1)Let l be a integer such that 0 ≤ l ≤ n− k − 1. Then, we have
p
(
l +
(k − 1)(k − 2)
2
;n− 3; k − 1
)
= p
(
l +
(k − 1)(k − 2)
2
;n− 2; k − 1
)
.
(2)Let l be a integer such that l ≥ n− k. Then, we have
p
(
l +
(k − 1)(k − 2)
2
;n− 2; k − 1
)
= p
(
l +
(k − 1)(k − 2)
2
;n− 3; k − 1
)
+ p
(
l + k − n +
(k − 2)(k − 3)
2
;n− 3; k − 2
)
.
(3) Let l ∈ {0, 1, · · · , k − 2}. Then, we have
p
(
(k − 1)(n− k) +
(k − 1)(k − 2)
2
− l;n− 2; k − 1
)
= p
(
(k − 2)(n− k) +
(k − 2)(k − 3)
2
− l;n− 3; k − 2
)
.
Proof (1)By definition, we have
q
(
l +
(k − 1)(k − 2)
2
;n− 2; k − 1
)
= p
(
l +
(k − 1)(k − 2)
2
;n− 2; k − 1
)
− p
(
l +
(k − 1)(k − 2)
2
;n− 3; k − 1
)
.
Therefore we show q
(
l + (k−1)(k−2)
2
;n− 2; k − 1
)
= 0.
We have l+ (k−1)(k−2)
2
≤ n− k− 1+ (k−1)(k−2)
2
< n− 2 + (k−2)(k−3)
2
. From
Remark.3.5, proposition follows.
(2) To prove (2), we show
q
(
l +
(k − 1)(k − 2)
2
;n− 2; k − 1
)
= p
(
l + k − n +
(k − 2)(k − 3)
2
;n− 3; k − 2
)
.
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By definition, we have
q
(
l+
(k − 1)(k − 2)
2
;n−2; k−1
)
=
n−3∑
s=0
q
(
l+
(k − 1)(k − 2)
2
−n+2; s; k−2
)
.
We have l + (k−1)(k−2)
2
− n+ 2 = l + k − n+ (k−2)(k−3)
2
, therefore we get
q
(
l +
(k − 1)(k − 2)
2
;n− 2; k − 1
)
=
n−3∑
s=0
q
(
l + k − n+
(k − 2)(k − 3)
2
; s; k − 2
)
.
By definition, we obtain
n−3∑
s=0
q
(
l + k − n+
(k − 2)(k − 3)
2
; s; k − 2
)
= p
(
l + k − n +
(k − 2)(k − 3)
2
;n− 3; k − 2
)
.
(3) By definition, we have
p
(
(k − 1)(n− k) +
(k − 1)(k − 2)
2
− l;n− 2; k − 1
)
=
n−2∑
s=0
q
(
(k − 1)(n− k) +
(k − 1)(k − 2)
2
− l; s; k − 1
)
.
From Remark.3.5, we have q
(
(k− 1)(n− k) + (k−1)(k−2)
2
− l; s; k− 1
)
= 0
when s ≤ n− 3. Therefore we obtain
p
(
(k − 1)(n− k) +
(k − 1)(k − 2)
2
− l;n− 2; k − 1
)
= q
(
(k − 1)(n− k) +
(k − 1)(k − 2)
2
− l;n− 2; k − 1
)
.
From (2), we have
q
(
(k − 1)(n− k) +
(k − 1)(k − 2)
2
− l;n− 2; k − 1
)
= p
(
(k − 1)(n− k) +
(k − 2)(k − 3)
2
− l + k − n;n− 3; k − 2
)
= p
(
(k − 2)(n− k) +
(k − 2)(k − 3)
2
− l;n− 3; k − 2
)
. ✷
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We next consider the Hilbert series of γT (QIm
∗). To simplified notions,
we define ps,n−2,k−1 = p
(
s+ (k−1)(k−2)
2
;n− 2; k − 1
)
.
Proposition.3.6 is written as:
(1) pl,n−3,k−1 = pl,n−2,k−1
(2) pl,n−2,k−1 = pl,n−3,k−1 + pl+k−n,n−3,k−2
(3) p(k−1)(n−k)−l,n−2,k−1 = p(k−2)(n−k)−l,n−3,k−2.
Lemma 3.7 We have
H(γT (QIm
∗); t) = t(k−1)nm+
k(k−1)
2
(k−1)(n−k)∑
s=0
ps,n−2,k−1t
s. (3.5)
Proof From (2.3), H(γT (QIm
∗); t) is equal to
tmn(n−1)/2
∏
(i,j)∈λ
n∏
l=1
tm(l(i,j)−a(i,j))+l(i,j)
1− tl
1− th(i,j)
.
For 2 ≤ i ≤ n− k + 1 and 2 ≤ j ≤ k, we have
a(1, 1) = n− k, l(1, 1) = k − 1, h(1, 1) = n
a(1, i) = n− k + 1− i, l(1, i) = 0, h(1, i) = n− k + 2− i
a(j, 1) = 0, l(j, 1) = k − j, h(j, 1) = k − j + 1.
Thus we have
H(γT (QIm
∗); t) = t(k−1)nm+
k(k−1)
2
k−1∏
s=1
(1− tn−s)
(1− ts)
.
Therefore, we must show
k−1∏
s=1
(1− tn−s)
(1− ts)
=
(k−1)(n−k)∑
s=0
ps,n−2,k−1t
s. (3.6)
We show this by induction on n.
If n = k, then both of l.h.s and r.h.s are both equal to 1.
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When n ≥ k + 1, we assume that (3.6) holds with all numbers less than
n. We have the following identity:
k−1∏
s=1
(1− tn−s)
(1− ts)
=
k−1∏
s=1
(1− tn−s−1)
(1− ts)
+ tn−k
k−2∏
s=1
(1− tn−s−1)
(1− ts)
.
By induction assumption, we obtain
k−1∏
s=1
(1− tn−s−1)
(1− ts)
+ tn−k
k−2∏
s=1
(1− tn−s−1)
(1− ts)
=
(k−1)(n−k−1)∑
s=0
ps,n−3,k−1t
s + tn−k
(k−2)(n−k)∑
s=0
ps,n−3,k−2t
s.
We can rewrite this as
k−1∏
s=1
(1− tn−s)
(1− ts)
=
(k−1)(n−k)∑
s=(k−1)(n−k)−k+2
ps−n+k,n−3,k−2t
s
+
(k−1)(n−k−1)∑
s=n−k
(
ps−n+k,n−3,k−2 + ps,n−3,k−1
)
ts
+
n−k−1∑
s=0
ps,n−3,k−1t
s.
Using Proposition.3.6 (2), we have
(k−1)(n−k−1)∑
s=n−k
(
ps−n+k,n−3,k−2 + ps,n−3,k−1
)
ts
=
(k−1)(n−k−1)∑
s=n−k
ps,n−2,k−1t
s.
From Proposition.3.6 (1) and (3), lemma holds. ✷
We state the main theorem in this paper.
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Theorem 3.8
{
Qµ;mT
}
µ∈P (n−2;k−1)
is a basis of γT (QIm
∗).
To simplified notions, we set
Ps,n−2,k−1 = P
(
s+
(k − 1)(k − 2)
2
;n− 2; k − 1
)
Pn−2,k−1 = P
(
n− 2; k − 1
)
Qs,n−2,k−1 = Q
(
s+
(k − 1)(k − 2)
2
;n− 2; k − 1
)
.
We define following notions.
Let X = {s1, s2, · · · , sn} be the set of n positive integers. We recall that
SX is the symmetric group on X and SX acts on Q[xs1 , xs2, · · · , xsn] on the
left.
We define ΛX as the subspace of Q[xs1 , xs2 , · · · , xsn] spanned by all poly-
nomials which is invariant under SX . We define Λ
d
X as the subspace of ΛX
spanned by homogeneous polynomials of degree d. We define ΛdX = {0} if
d < 0.
Theorem.3.8 follows from the following proposition.
Proposition 3.9 Let D be a tableau of shape η(n, k). If
∑
µ∈P (n−2;k−1)
fµQ
µ;m
D = 0 (3.7)
where fµ ∈ Λmem(D), then all fµ is equal to 0.
Proof We show this lemma by induction on the size of tableaux.
In the case k = 1, (3.9) is fQmD = 0 where f ∈ Λmem(D). Therefore
proposition holds when k = 1. We assume that k ≥ 2.
We recall that n ≥ k. When n = 2, we have k = 2. Then l.h.s of (3.7) is
equal to f0Q
0;m
D . Therefore lemma holds when n = 2.
Assume that (3.7) holds when size is less than n for n ≥ 3. We show the
case D = T since the proofs of other cases are similar.
We recall that Λn is a graded ring. Therefore we can decompose
fµ =
∑
l≥0
fµ,l
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where fµ,l ∈ Λ
l
n. Thus, (3.7) is written as∑
µ∈P (n−2;k−1)
∑
l≥0
fµ,lQ
µ;m
T = 0 (3.8)
where fµ,l ∈ Λ
l
n. We have deg(Q
µ;m
T ) = (k− 1)nm+ |µ|+ k− 1, therefore we
obtain deg(fµ,lQ
µ;m
T ) = (k − 1)nm+ |µ|+ d+ k − 1.
Thus, (3.8) is written as
∑
d≥0
∑
µ∈P (n−2;k−1)
fµ,d−(k−1)nm−|µ|−k+1Q
µ;m
T = 0. (3.9)
Hence, for any d we obtain
∑
µ∈P (n−2;k−1)
fµ,d−(k−1)nm−|µ|−k+1Q
µ;m
T = 0. (3.10)
Fix d. Recall that the set Ps,n−2,k−1 is not empty set if 0 ≤ s ≤ (k −
1)(n − k). Let s be an integer such that 0 ≤ s ≤ (k − 1)(n − k) and take
µ ∈ Ps,n−2,k−1. Then we have deg(Q
µ;m
T ) = (k − 1)nm +
k(k−1)
2
+ s. We set
d′ = d− (k − 1)nm− k(k−1)
2
. We express fµ,d′−s as
d′−s∑
r=0
∑
|ν|=d′−s
l(ν)=r
aµr,νeν .
We recall that
Ps,n−2,k−1 = P
(
s+
(k − 1)(k − 2)
2
;n− 2; k − 1
)
Pn−2,k−1 = P
(
n− 2; k − 1
)
Qs,n−2,k−1 = Q
(
s+
(k − 1)(k − 2)
2
;n− 2; k − 1
)
.
Therefore (3.10) is written as
(k−1)(n−k)∑
s=0
∑
µ∈Ps,n−2,k−1
d′−s∑
r=0
∑
|ν|=d′−s
l(ν)=r
aµr,νeνQ
µ;m
T = 0. (3.11)
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We show aµr,ν = 0 for r ≥ 0. We show this by induction on r. To prove
this, we consider the highest degree terms in xk+1.
As a polynomial in xk+1, the degree of l.h.s. of (3.11) is (k − 1)m + d
′
and is in a
(k−2,k−3,··· ,0)
d′,(1d′ )
e(1d′ )Q
(k−2,k−3,··· ,0);m
T . Hence we have a
(k−2,k−3,··· ,0)
d′,(1d′ )
= 0.
Thus using the following lemma, we complete the proof of Proposition.3.9.
Lemma 3.10 Let k be an integer such that k ≥ 3. We assume that for each
integer l such that 2 ≤ l ≤ n− 1 and each tableau η(n− 1, l), the statements
of Proposition.3.9 holds.
Let r an integer such that 1 ≤ r ≤ d′ − 1. If we have the following
equation:
(k−1)(n−k)∑
s=0
∑
µ∈Ps,n−2,k−1
r∑
i=0
∑
|ν|=d′−s
l(ν)=i
aµi,νeνQ
µ;m
T = 0, (3.12)
then all constants aµr,ν are equal to 0.
Proof of lemma: We set
I =
(k−1)(n−k)∑
s=0
∑
µ∈Ps,n−2,k−1
r∑
i=0
∑
|ν|=d′−s
l(ν)=i
aµi,νeνQ
µ;m
T .
From Proposition.3.3 (3), we have degxk+1(I) = (k − 1)m + r. The leading
coefficient of I in xk+1 is in
(k−1)(n−k)∑
s=0
∑
µ∈Ps,n−2,k−1
∑
|ν|=d′−s
l(ν)=r
aµr,νeνQ
µ;m
T .
Recall that we have Ps,n−2,k−1 = Qs,n−2,k−1 ∪ Ps,n−3,k−1 and this union is
disjoint. Therefore we can rewrite this as
(k−1)(n−k)∑
s=n−k
∑
µ∈Qs,n−2,k−1
∑
|ν(1)|=d′−s
l(ν(1))=r
aµ
r,ν(1)
eν(1)Q
µ;m
T
+
(k−1)(n−k−1)∑
s=0
∑
µ∈Ps,n−3,k−1
∑
|ν(2)|=d′−s
l(ν(2))=r
aµ
r,ν(2)
eν(2)Q
µ;m
T .
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We set
I1 =
(k−1)(n−k)∑
s=n−k
∑
µ∈Qs,n−2,k−1
∑
|ν(1)|=d′−s
l(ν(1))=r
aµ
r,ν(1)
eν(1)Q
µ;m
T
I2 =
(k−1)(n−k−1)∑
s=0
∑
µ∈Ps,n−3,k−1
∑
|ν(2)|=d′−s
l(ν(2))=r
aµ
r,ν(2)
eν(2)Q
µ;m
T .
First, we show that the constants aµr,ν in I1 are equal to 0.
If r > d′ − n+ k, we have |µ| < (k−1)(k−2)
2
+ n− k. On the other hand, if
µ ∈ Qs,n−2,k−1, we have |µ| ≥
(k−1)(k−2)
2
+n−k. Therefore if r > d′−n+k, the
sum in I1 is empty. We only needs to consider the case when r ≤ d
′− n+ k.
We define the following notions.
Let X = {s1, s2, · · · , sn} be the set of n positive integers. For a partition
ν = (ν1, ν2, · · · ), we define
eX,i =
∑
1≤l1<···<li≤n
xsl1 · · ·xsli
eX,ν =
∏
i
eX,νi
e
(sj)
X,i = ei(xs1 , · · · , xsj−1 , xsj+1, · · · , xsn)
e
(sj)
X,ν =
∏
si
e
(j)
X,νi
.
In particular, if X = {1, 2, · · · , n}, then we simply write e
(j)
X,i as e
(j)
i and e
(j)
X,ν
as e
(j)
ν .
When r ≤ d′ − n + k, the terms of the highest degree of I in x1 are in
I1. For µ ∈ Qs,n−2,k−1, there exists µ
′ = (µ′1, · · · , µ
′
k−2) ∈ Pn−3,k−2 such that
µ = (n − 2, µ′1, · · · , µ
′
k−2). In particular, we have µ
′ ∈ Ps+k−n,n−3,k−2. The
leading coefficient of I1 in x1 is
(k−1)(n−k)∑
s=n−k
∑
µ′∈Ps+k−n,n−3,k−2
∑
|ν(1)|=d′−s
l(ν(1))=r
bµ
′
ν(1)
e
(1)
ν(1)−(1r)
Qµ
′;m
T 1
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where we set bµ′,ν(1) =
(−1)(k−1)m+1m!Qm
s=0(mn+n−1−s)
a
(n−2,µ′1,··· )
r,ν(1)
. We can rewrite this as
(k−2)(n−k)∑
s=0
∑
µ′∈Ps,n−3,k−2
∑
|ν(1)|=d′−s+k−n
l(ν(1))=r
bµ
′
ν(1)
e
(1)
ν(1)−(1r)
Qµ
′;m
T 1 .
Since e
(1)
ν(1)−(1r)
= emem(T 1),ν(1)−(1r), this is rewritten as
(k−2)(n−k)∑
s=0
∑
µ′∈Ps,n−3,k−2
∑
|ν(1)|=d′−s+k−n
l(ν(1))=r
bµ
′
ν(1)
emem(T 1),ν(1)−(1r)Q
µ′;m
T 1 .
The shape of T 1 is (n−k+1, 1k−2). Thus T 1 has n−1 boxes. By assumption
on n, all bµ
′
ν(1)
are equal to 0. Thus we have a
(n−2,µ′1,··· )
r,ν(1)
= 0, hence we get
I1 = 0.
We next consider I2. The leading coefficient of I2 in xk+1 is
(k−1)(n−k−1)∑
s=0
∑
µ∈Ps,n−3,k−1
∑
|ν(2)|=d′−s
l(ν(2))=r
cµ
ν(2)
e
(k+1)
ν(2)−(1r)
Qµ;m
T k+1
(3.13)
where we set cµ
ν(2)
= (−1)(k−2)maµ
r,ν(2)
.
Since e
(k+1)
ν(2)−(1r)
= emem(T k+1),ν(2)−(1r), we can rewrite (3.13) as
(k−1)(n−k−1)∑
s=0
∑
µ∈Ps,n−3,k−1
∑
|ν(2)|=d′−s
l(ν(2))=r
cµ
ν(2)
emem(T k+1),ν(2)−(1r)Q
µ;m
T k+1
.
The tableau T k+1 has n − 1 boxes. By assumption on n, all cµ
ν(2)
are equal
to 0. Thus, all aµr,ν are equal to 0.
Thus lemma follows. Therefore proposition also follows. ✷
From Theorem.3.8 and Proposition.3.9, we obtain the following corollary.
Corollary 3.11 Let T ∈ ST (η(n, k)). γT (QIm) is free module over Λn and{
Qµ;mT
}
µ∈P (n−2;k−1)
is a free basis.
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Proof In this proof, we simply write Qµ;mT as Q
µ. Using Proposition.3.9,{
Qµ
}
are free over Λn.
Since H(γT (QIm
∗); t) =
(k−1)(n−k)∑
s=0
t(k−1)nm+
k(k−1)
2
(k−1)(n−k)∑
s=0
ps,n−2,k−1t
s, we
have
γT (QIm) =
⊕
d≥(k−1)nm+ k(k−1)
2
γT (QIm)[d].
Let d be a non-negative integer such that d ≥ (k − 1)nm+ k(k−1)
2
. We show
that the subspace of γT (QIm)[d] is generated by
{
Qµ
}
over Λn. We show
this by induction on d.
When d = (k−1)nm+k(k−1)
2
, the coefficient of t(k−1)nm+
k(k−1)
2 inH(γT (QIm
∗); t)
is equal to 1. Therefore, γT (QIm)[d] is a space spanned by Q
(k−2,k−1,··· ,0).
Thus the statement follows in the case d = (k − 1)nm+ k(k−1)
2
.
When d ≥ (k−1)nm+ k(k−1)
2
+1, we assume that the statement holds with
all numbers less than d. We denote by V the vector space over Q spanned
by {Qµ}µ∈P (n−2;k−1).
Take f ∈ γT (QIm)[d]. Since Theorem.2.6, we can find g ∈ V [d] such that
[f ] = [g] in γT (QIm
∗). Thus, we have f − g ∈ 〈e1, · · · , en〉. This is expressed
as
f − g =
∑
s≥1
Asus
where As ∈ Λ
s
n and us ∈ γT (QIm).
Since γT (QIm) is a graded space, we can decompose us =
∑
i≥0 us,i where
us,i ∈ γT (QIm)[i]. We have deg(Asus,i) = s+ i. Thus, we have
f − g =
∑
l≥0
∑
s+i=l
Asus,i.
Since f − g ∈ γT (QIm)[d], we get
∑
l 6=d
∑
s+i=l
Asus,i = 0. Therefore, we have
f − g =
∑
s≥1
Asus,d−s.
As has degree at least 1, therefore us,d−s has the degree less than d. By
induction assumption, us,d−s can be expressed as
us,d−s =
∑
l
Blvl
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where Bl ∈ Λn and vl ∈ V . Thus, the statement follows. ✷
4 The operator Lm
The operator Lm is defined as
Lm =
n∑
i=1
∂2
∂x2i
− 2m
∑
1≤i<j≤n
1
xi − xj
( ∂
∂xi
−
∂
∂xj
)
This operator is discussed in [4] and [5]. It is related the quasiinvariants.
In [5] Feigin and Veselov showed that the operator Lm preserves QIm. We
consider how Lm acts on our polynomial Q
µ;m
T . In [2], for T (1, 2) Bandlow
and Musiker showed that the following formulas for the action of Lm.
Theorem 4.1 ([2]) Let k,m be non-negative integers.
Then we have Lm(Q
k;m
T (1,2)) = k(k−1)Q
k−2;m
T (1,2) for k ≥ 2 and Lm(Q
k;m
T (1,2)) = 0
for k = 0, 1.
We extend this formulas. We set T = T (1, 2, · · · , k). To write formulas
simply, we define the following polynomials.
Definition 4.2 Let α = (α1, α2, · · · , αk−1) ∈ Z
k−1.
We define a polynomial Qα;mT as follows:
Qα;mT =
∣∣∣∣∣∣∣∣∣
Rα1;mT ;1,2 R
α2;m
D;1,2 · · · R
αk−1;m
T ;1,2
Rα1;mT ;2,3 R
α2;m
T ;2,3 · · · R
αk−1;m
T ;2,3
...
...
. . .
...
Rα1;mT ;k−1,k R
α2;m
T ;k−1,k · · · R
αk−1;m
T ;k−1,k
∣∣∣∣∣∣∣∣∣
(4.1)
when αi ≥ 0 i = 1, · · · , k − 1. Otherwise we define Q
α;m
T = 0.
Remark 4.3 If α is a partition, Qα;mT is equal to a polynomial defined in
Definition.4.1. If α ∈ Zk−1≥0 , Q
α;m
T is equal to Q
µ;m
T up to a sign where µ is a
partition sorted α.
We obtain the following formulas for the action of Lm. To write the
formula simply, for α = (α1, α2, · · · , αk−1) ∈ Z
k−1 we define
α(i,j) = (α1, · · · , αi−1, αi − 1, αi+1, · · · , αj−1, αj − 1, αj+1, · · · , αn).
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Theorem 4.4 Let α = (α1, · · · , αk−1) ∈ Z
k−1 and take T ∈ ST (η(n, k)).
Then we have
Lm(Q
α;m
T ) =
n∑
i=1
αi(αi − 1)Q
(α1,··· ,αi−2,··· ,αn);m
T + 2m
∑
1≤i<j≤n
(
−αiQ
α(i,j) ;m
T
+
∑
αi−2≥s>t≥0
s+t=αi+αj−2
(s− t)Q
(α1,··· ,αi−1,s,αi+1,··· ,αj−1,t,αj+1,··· ,αn);m
T
)
.
This follows from following lemma. We define a polynomial Rs,t;mT ;1,2,3 as
Rs,t;mT ;1,2,3 =
∣∣∣∣R
s;m
T ;1,2 R
t;m
T ;1,2
Rs;mT ;2,3 R
t;m
T ;2,3
∣∣∣∣ .
Lemma 4.5 (1) we have
Lm(fg) = Lm(f)g + fLm(g) + 2
n∑
i=1
( ∂
∂xi
f
)( ∂
∂xi
g
)
.
(2) Let k be a non-negative integer and m be a non-negative integer. Then
we have
k
∫ xj
xi
tk−1
n∏
s=1
(t− xs)
m = −m
n∑
r=1
∫ xj
xi
tk(t− xr)
m−1
∏
s 6=r
(t− xs)
mdt.
(3) Let k, l be non-negative integers such that k > l. Then we have
n∑
i=1
( ∂
∂xi
Rk;mT ;1,2
)( ∂
∂xi
Rl;mT ;1,3
)
−
( ∂
∂xi
Rk;mT ;1,3
)( ∂
∂xi
Rl;mT ;1,2
)
(4.2)
= m
(
−lRk−1,l−1;mT ;1,2,3 +
∑
k−2≥s>t≥0
s+t=k+l−2
(s− t)Rs,t;mT ;1,2,3
)
. (4.3)
Proof (1) It follows from Leibniz’s rule.
(2) It follows from following identity:
∫ xj
xi
∂
∂t
tk
n∏
s=1
(t− xs)
m = 0.
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(3) When m = 0, it follows from Rk;mT ;1,2 =
xk+12 −x
k+1
1
k+1
. We consider the case
m ≥ 1.
We show this formula by induction on k− l. We define f(t, x) =
∏n
s=1(t−
xs)
m and fi(t, x) = (t−xi)
m−1
∏
s 6=i(t− xs)
m. When k− l = 1, l.h.s. of (4.3)
is equal to
m2
n∑
i=1
∫ x2
x1
tkfi(t, x)dt
∫ x3
x1
uk−1fi(u, x)du
−m2
n∑
i=1
∫ x3
x1
tkfi(t, x)dt
∫ x2
x1
uk−1fi(u, x)du.
So this is equal to
m2
n∑
i=1
∫ x2
x1
tk−1{(t− xi) + xi}fi(t, x)dt
∫ x3
x1
uk−1fi(u, x)du
−m2
n∑
i=1
∫ x3
x1
tk−1{(t− xi) + xi}fi(t, x)dt
∫ x2
x1
uk−1fi(u, x)du
=m2
n∑
i=1
∫ x2
x1
tk−1f(t, x)dt
∫ x3
x1
uk−1fi(u, x)du
−m2
n∑
i=1
∫ x3
x1
tk−1f(t, x)dt
∫ x2
x1
uk−1fi(u, x)du.
Using (2), we have
l.h.s. of (4.3) = −m(k − 1)Rk−1,k−2;mT ;1,2,3 .
We consider the case k − l = 2. Calculating it in the same way, we have
l.h.s. of (4.3) = −m(k − 2)Rk−1,k−3;mT ;1,2,3
+m2
n∑
i=1
∫ x2
x1
tk−1fi(t, x)dt
∫ x3
x1
xiu
k−2fi(u, x)du
−m2
n∑
i=1
∫ x3
x1
tk−1fi(t, x)dt
∫ x2
x1
xiu
k−2fi(u, x)du.
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From xi = u− (u− xi), we get
l.h.s. of (4.3) = −m(k − 2)Rk−1,k−3;mT ;1,2,3
+m2
n∑
i=1
∫ x2
x1
tk−1fi(t, x)dt
∫ x3
x1
{u− (u− xi)}u
k−2fi(u, x)du
−m2
n∑
i=1
∫ x3
x1
tk−1fi(t, x)dt
∫ x2
x1
{u− (u− xi)}u
k−2fi(u, x)du.
It is equal to −m(k − 2)Rk−1,k−3;mT ;1,2,3 . Thus theorem holds when k − l = 2.
When k− l ≥ 3, we assume that the formula (4.3) holds with all numbers
less than k − l. Calculating l.h.s. of (4.3) in the same way, we have
l.h.s. of (4.3)
=−mlRk−1,l−1;mT ;1,2,3 +m(k − 1)R
k−2,l;m
T ;1,2,3
+
n∑
i=1
( ∂
∂xi
Rk−1;mT ;1,2
)( ∂
∂xi
Rl+1;mT ;1,3
)
−
( ∂
∂xi
Rk−1;mT ;1,3
)( ∂
∂xi
Rl+1;mT ;1,2
)
So theorem follows by induction assumption. ✷
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