We present a new classi cation scheme, dubbed spectral classi cation, which uses the spectral characteristics of the image blocks to classify them into one of a nite number of classes. A vector quantizer with an appropriate distortion measure is designed to perform the classi cation operation. The application of the proposed spectral classi cation scheme is then demonstrated in the context of adaptive image coding. It is shown that the spectral classi er outperforms gain-based classi ers while requiring a lower computational complexity.
Introduction
In general, classi cation is a mapping from a high-dimensional event space onto a low-dimensional feature space. Some form of classi cation is often used in compression of real-world signals. Classifying blocks of signal samples into a number of classes with similar properties (statistical, spectral, perceptual, etc.), makes it possible to design quantizers that are better suited for coding the overall signal. In a sense, signal compression with classi cation is some type of adaptive signal compression.
A classi ed quantizer uses separate codebooks for di erent classes 1]. Due to the apparent variations of the local statistics of the image blocks, classifying these blocks into more homogeneous groups provides the opportunity for using stationary probabilistic models for each group. Additionally, using a nonuniform bit allocation among the di erent groups, more bits can be assigned to the more important parts of the image. In this manner, the coding system captures the non-homogeneity behavior of the source and results in better performance.
A block classi cation algorithm is characterized by (i) the feature which is used for classi cation and (ii) the mapping which assigns a class to each block. Of course, di erent choices of features or mappings result in di erent classi cation schemes. A suitable parameter for block classi cation is the gain (square root of the block ac-energy) of each image block. In gain-based classi cation schemes, blocks are classi ed into a prescribed number of classes according to their gain values. Thus, by and large, blocks with close gain values are assigned to the same class.
Ever since the pioneering work of Chen and Smith in adaptive discrete cosine transform (ADCT) coding 2], it has been well-known that the gain of a spatial block is a useful quantity for measuring the level of activity within a block. By rst classifying the image blocks into four classes based on their ac-energies, Chen and Smith were able to tailor the parameters of the quantizers to suit the needs of each class and therefore obtain coding gains.
However, this classi cation su ers from the unnecessary constraint that all classes contain an equal number of blocks. Because most natural images contain fewer high activity blocks than other blocks, this requirement forces some low activity blocks to be assigned to high activity classes, thus wasting some of the available bit rate and reducing the e cacy of the classi cation scheme. By allowing the number of blocks in each class to vary according to the characteristics of the image at hand, one can avoid this ine cient use of rate. To do this, however, it is necessary to develop a criterion for determining where the thresholds for each class should be placed so that all blocks with similar activity levels are placed in the same class. Recently, some solutions to this problem and applications of gain classi cation in subband coding have been explored in 3]. Two new gain classi cation schemes, maximum classi cation gain and equal mean-normalized standard deviation (EMNSD) classi cation, which allow an unequal number of blocks in each class and provide almost the same performance have been introduced in 3]. It has been shown that in a subband coding system, use of these classi cation schemes results in an improvement over Chen-Smith classi cation (0.1-0.5 dB for the 512 512 Lenna 3]).
Proposing adaptive schemes which use features other than the gain for classi cation is not new. Pearlman 4] proposed an ADCT image coding system in which a constant target distortion is assigned to each block.
In this correspondence, the spectral characteristics of the image blocks are used as a feature for classication. A vector quantizer (VQ) with an appropriate distortion measure is designed to split the spectral space into a prespeci ed number of classes. The performance and complexity of the proposed classication scheme are investigated for an ADCT image coding system and an adaptive wavelet transform coding system and compared with those of gain classi cation schemes, speci cally EMNSD classi cation. It is shown that spectral classi cation improves the rate-distortion performance at a lower (sometimes signi cantly) complexity cost.
The organization of the paper is as follows. Section 2 introduces spectral classi cation and Section 3 provides a complexity analysis. Section 4 presents the application of spectral classi cation in two di erent image coding systems followed by Section 5 which contains concluding remarks.
Spectral Classi cation
In image coding systems, gain-based classi cation techniques use the gain of each block as a measure of block activity 2]. Based on this measure, the classi er assigns to each block one of a nite number of activity classes. The image blocks are then quantized using quantizers that are appropriately designed for the activity class to which they correspond. Although gain-based classi ers perform reasonably well in terms of improving the coder's overall rate-distortion performance, their capability in separating dissimilar blocks into di erent classes is limited. For example, Fig. 1 shows three blocks consisting of only black and white pixels. Since the gain values of these blocks are exactly the same, any gain-based classi er assigns them to the same class. However, from a spectral point of view these three blocks are signi cantly di erent and therefore should be quantized di erently.
Indeed, the local spectrum of the signal is another feature which can, and perhaps should, be used for classi cation. In this correspondence, we propose a method for classi cation which uses the block spectral content (including the block ac-energy) to perform the classi cation task.
Speci cally, in this work, the 2-D image blocks to be classi ed are rst converted into a 1-D sequence by zigzag scanning the block 4]. Then, the linear prediction (LP) coe cients of the resulting 1-D signal (represented by X(z)) are used to characterize the spectral behavior of the signal. In other words, the signal X(z) is modeled by an all-pole lter (M th -order autoregressive (AR) model) H(z) = =A(z), where A(z) = P M i=0 a i z ?i and a 0 = 1: Well-known techniques can be used to compute the LP coe cients (a i ; i = 1; ; M) corresponding to the optimal lter (minimizing the mean squared prediction error)
Spectral classi cation is performed by vector quantizing these LP coe cients. To quantize the LP coe cients, we need to use a distortion measure that ultimately minimizes the mean squared prediction error in the original signal domain not in the LP coe cient domain. The Itakura-Saito distortion measure, rst developed for quantization of speech spectral parameters, is such a measure 5], 6]. For each block, the VQ designed based on the Itakura-Saito distortion measure selects the best AR model from among a nite number of AR models in the codebook (all having a xed and prede ned order). The codebook contains a set of codevectors each described by a vector of LP coe cients; each vector de nes one class. The spectral classi er nds the best match for each block and uses the corresponding codeword as the classi cation index (class) associated with the block.
The algorithm used for the design of the VQ is the generalized Lloyd algorithm 7] in which the basic idea is to start from an initial codebook and iteratively improve it. The algorithm consists of two steps: (i) Finding the best partition of the space for a given codebook (generalized nearest neighbor rule) and (ii) determining the best codebook for a given partition of the space (generalized centroid rule). Because the average distortions at successive steps of the algorithm form a non-increasing sequence, convergence is guaranteed. The process is terminated when the rate of reduction in average distortion falls below a prescribed stopping threshold. The main steps needed for designing such a VQ are summarized below; details can be found in 5].
Generalized nearest neighbor distortion calculations
For a given input sequence, we wish to select the codevector (all-pole lter) that minimizes the Itakura-Saito distortion measure. Buzo et al. 5] have shown that this is equivalent to nding the lter that minimizes 2 + ln 2 , where is the residual energy and can be computed as follows:
where r a (n) = M?n X k=0 a k a k+n ; n = 0; 1; ; M; (2) and r x (n) is the autocorrelation of the input sequence.
Generalized centroid calculations
For each class, we wish to choose the best representative LP vector. The autocorrelation sequences of all blocks in the same class can be averaged to nd an average autocorrelation sequence and then by solving the Wiener-Hopf equations for the average autocorrelation sequence the coe cients of H(z) = =A(z) can be calculated. These coe cients represent the generalized centroid of the LP vectors 5].
Using a large training sequence of monochrome images, a classi cation VQ is designed based on the Itakura-Saito distortion measure. The resulting VQ is used to classify images outside the training sequence. We refer to this classi cation method as spectral classi cation.
The 512 512 Barbara and its classi cation image (each grey level represents a class) using 16 16 blocks and a 4 th -order lter are shown in Fig. 2 and Fig. 3 , respectively. As can be seen in Fig. 3 , spectral classi cation is successful in separating blocks with di erent levels of activity.
Computational Complexity
In this section we compare the complexity of the proposed spectral classi cation scheme with that of EMNSD classi cation. Table I Another very important observation is that the spectral classi er can be implemented as a hierarchical table-lookup VQ (HTVQ) which performs the encoding operation using a lookup table, thus eliminating the need for additions and multiplications altogether 9]. We have actually implemented the spectral classi er as a HTVQ and will report the results in the next section.
Finally, note that spectral classi cation is a one-pass process as each block can be classi ed independently. However, gain-based classi cation is a two-pass process: The gain of all blocks must be computed in the rst pass and sorted in the second pass. This fact, makes spectral classi cation more desirable from an implementation point of view 10].
In the following section, we will make more de nitive statements on the e cacy of the proposed spectral classi cation scheme in the context of two di erent image coding systems.
Applications to Image Coding

Adaptive DCT Coding
An ADCT coding system segments the image into L L blocks and separately encodes each block. A block classi cation scheme is used to assign each block to one of a nite number of classes. The variances of DCT coe cients within each class are estimated and the required bit rate for each coe cient in each class is determined using an optimal bit allocation procedure 11]. After subtracting the mean of the DC coe cient, all coe cients are normalized by their standard deviations (the mean of the other coe cients are assumed to be zero).
The normalized coe cients are quantized using entropy-constrained trellis-coded quantizers (ECTCQ's). The ECTCQ scheme used in this work is a modi ed version 12] of the scheme rst proposed in 13] and then improved in 14]. The entropy coder used here is an arithmetic coder. The quantizers are designed for the so-called generalized Gaussian distribution (GGD) 15]. The Gaussian distribution is assumed for the DC coe cients; all other coe cients are modeled by a GGD with parameter 0:6.
The classi cation map, the coe cient variances, the mean of the DC coe cients, the size of the image, and the design rate are sent to the receiver as side information. The variances of coe cients and the mean of the DC coe cients are quantized using 8-bit scalar quantizers. Typically, some of the coe cients are assigned zero bits. These coe cients are reconstructed as zero values and therefore there is no need to transmit their variances. To avoid sending the variances of these coe cients, starting from the highest frequency coe cient, we zigzag scan the coe cients until the rst coe cient which is assigned a non-zero bit rate is identi ed. The location of this coe cient and the variances of all coe cients after that are transmitted to the receiver. The same procedure is repeated for all classes. This procedure is similar to the run-length coding technique used in MPEG- 2 16] . Using this simple algorithm, we save about 50 percent in overhead at rate r = 0:25 bits/pixel. The simulation results for the 512 512 monochrome Lenna and Barbara images are shown in Fig. 4 . In all these results, the encoding rates include the side information transmitted as overhead, block size is 16 16 , and the number of classes is 4. Fig. 4 shows that spectral classi cation outperforms EMNSD classi cation at all rates. The usefulness of spectral classi cation is justi ed by the combination of its superior performance and lower complexity compared to gain-based classi cation. Two examples of reconstructed images using the spectral classi cation method are shown in Fig. 5. 
Adaptive Discrete Wavelet Transform Coding of Images
Now we consider an adaptive image coding system based on the discrete wavelet transform (DWT). Here, our focus is on comparing spectral classi cation and EMNSD in a simple-to-understand DWT encoder and not on developing a very high performance image coding system.
In the encoder considered, the image is decomposed into 22 subbands (see Fig. 6 ) using a 2-D separable DWT based on the 9-7 biorthogonal spline lters of 17]. Each of the 22 subbands is then encoded by an appropriately designed encoder and transmitted. For a given design rate, the ratedistortion performances of the quantizers are used to perform an optimal bit assignment 11, 18] . At the receiver, the received signal is decoded and a replica of the original image is reconstructed using the inverse lters.
Our classi cation strategy in this paper is similar to Method 1 in 3]. The low frequency subband (LFS) is not classi ed; the block size for classi cation in high frequency subbands (HFS's) is adjusted according to the decimation factor, so that each block corresponds to a 16 16 block in the original image, i.e., block size of 1 1 for subbands 1-3, 2 2 for subbands 4-6, and 4 4 for other subbands in Fig. 6 . The HFS's are split into three groups with di erent frequency orientations, i.e., subbands 1, 4, 7, 10, 11, 12 , and 13 in the vertical group, subbands 2, 5, 8, 14, 15, 16, and 17 in the horizontal group, and subbands 3, 6, 9, 18, 19, 20, and 21 in the diagonal group. A single classi cation map is used for each group, so that blocks corresponding to the same spatial location have the same classi cation index. The three classi cation tables are obtained by classifying subbands 7, 8, and 9 into two classes using spectral or EMNSD classi cation. The use of only two classes, instead of using more classes, achieves a reasonable classi cation gain as will be shown later. To compare the two classi cation schemes in a meaningful way, the same quantizers are used in both. All quantizers used are ECTCQ's designed for the GGD with parameter 0.6.
For 512 512 Barbara and Lenna images, Tables II and III summarize the PSNR's of the proposed system using di erent classi cation methods: Spectral classi cation, HTVQ-implemented spectral classi cation, EMNSD classi cation and no classi cation. The reconstructed Barbara images using the spectral classi cation method are shown in Fig. 8 . Table IV summarizes the simulation results for other images at a design rate of r = 1 bit/pixel.
The superiority of spectral classi cation is established once again in Tables II, III and IV. Spectral classi cation consistently outperforms EMNSD classi cation by 0.1-0.4 dB and leads to 0.5-1.1 dB improvement compared to the case where no classi cation is employed. It is important to note that even the HTVQ-implemented spectral classi cation scheme outperforms EMNSD classi cation. This is particularly important from a real-time implementation point of view as HTVQ has minimal computational complexity.
Finally, we compare our results for the 512 512 monochrome Lenna image with, to the best of our knowledge, some of the best results reported in the literature (excluding those of 3]) in Fig. 7 . Clearly the proposed system using spectral classi cation exhibits a rate-distortion performance comparable to or better than other systems in Fig. 7 . Note that for our simulations we have not chosen the system that provides the best peak signal-to-noise ratio (PSNR). It is important to emphasize that in this work, unlike the systems in 3], we do not compress the classi cation tables nor do we use di erent quantizers for di erent subbands. Use of these two techniques possibly with a larger number of classes will inevitably improve the performance of the system, albeit with some increase in complexity. We feel that the improvements will be most noticeable at high bit rates.
Conclusions
A new scheme for classifying image blocks based on their spectral content has been introduced. A VQ with an appropriate distortion measure has been designed to split the spectral space into a prespeci ed number of classes. It is shown that not only is spectral classi cation less complex than gain-based classi cation, but also it outperforms gain-based classi cation in an ADCT and an adaptive DWT coding system. For low bit rates, the DWT based system provides one of the best available ratedistortion performances in the literature although it was not the attempt of this work to provide the best possible performance. Better results can be achieved by classifying all subbands into 4 classes, compressing the classi cation tables, and using appropriate quantizers for di erent classes of subbands as it is completely investigated in 3]. NW [20] Sh [21] SP [22] TZ [23] Figure 7: Performance of di erent image coding systems; 512 512 Lenna. 
