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Introduction
In the last decades, the interest in charged hadrontherapy (also known as particles
therapy) as cancer treatment has greatly increased, leading to a rapid growth of
dedicated facilities. Currently there are 55 operating structures and 35 more are
under construction. In most of these facilities hadrontherapy is performed using
proton beams and can be also referred to as proton therapy. Typical energy val-
ues for therapeutical protons beams are in the interval 3-300 MeV, corresponding
to a range in water from 0.014 to 51.45 cm. With respect to standard radiother-
apy employing photons in the γ-rays energy range, hadrontherapy shows a superior
physical selectivity, which allows to deliver a radiation dose more specifically to the
tumour volume, while less damaging the surrounding healthy tissues. At the same
time this kind of therapy requires a precise monitoring of the location of the de-
livered dose, both to ensure an efficient irradiation of the tumour and to safeguard
patients health, avoiding the development of severe side-effect due to the overdosing
of radiosensitive organs.
Over the years, a number of particles range verification methods have been pro-
posed: the most consolidated and mature for the clinical application is the one based
on the Positron Emission Tomography (PET). When passing through tissues, im-
pinging particles may be subjected to nuclear interactions with atomic nuclei, which
result in the creation of β+ emitting isotopes all along the beam path. The detec-
tion by a PET-scanner of the back-to-back photons, coming from the annihilation
of the β+ with an atomic electron, allows obtaining the spatial distribution of the
activity induced in the irradiated tissues. The activation profile is characterised by
a constant or slowly rising trend with depth, followed by a sudden drop to zero few
millimeters in front of the Bragg peak. The particles range is usually determined
through a comparison of the experimental activity profile with the one calculated
with a Monte Carlo simulation.
Among the proposed methods for the particles treatment monitoring, one of the
most promising, even though still in development, is the one based on the detection
of charged particles or prompt-gammas emitted during the irradiation. The parti-
cles range is then estimated by exploiting its correlation with the prompt-particles
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emission point.
This thesis has been carried out in the framework of the INSIDE project, which
aims at developing a multimodal system for the on-line monitoring of the dose de-
livered to a patient during an hadrontherapy treatment, both in case of proton and
carbon ion beams. The system will be installed at the the National Centre of On-
cological Hadrontherapy (CNAO) in Pavia, a clinical facility specifically dedicated
to hadrontherapy treatments, and it will be composed of a dual head PET scanner
and a charged particle tracker for the detection of prompt secondary particles. In
particular, the main subject of this work is the characterization of a prototype of
the INSIDE PET-scanner.
The document is organised as follows: chapter 1 is dedicated to a general de-
scription of particles therapy and, in particular, of the clinical particles beams char-
acteristics. Moreover, the National Centre of Oncological Hadrontherapy in Pavia,
the particles therapy-dedicated facility where the INSIDE system is going to be
installed, is also described.
Chapter 2 is dedicated to a review of the existing techniques for the particles
range verification, paying particular attention to the PET one.
The third chapter presents the main characteristics of the INSIDE system, with
the PET-scanner described with more details. The PET scanner will feature two
planar heads (10×25 cm2 each) constituted by 5×2 matrices of pixelated LFS scin-
tillating crystals. Each pixel is coupled one to one with a Silicon Photomultiplier,
which represents the latest technology of the solid state photo-detectors. The front-
end electronics is constituted by 64 channels Integrated Circuits, with timing res-
olution at the state of the art. The final goal of the PET scanner is to provide a
verification of the particels range with a spatial resolution of about 1 mm in less
than 5 minutes after the begininng of irradiation, using only a fraction of the total
dose.
Chapter 4 is devoted to the characterization of a prototype of the PET scanner,
made up by two LFS matrices facing each other. Specifically, it has been verified
the correct functioning of the different SiPMs and their gain uniformity. Moreover
it has been monitored the system performances stability over time.
In May of this year, the prototypal PET system has been moved to CNAO for
a test beam session. During the test, a PMMA phantom had been irradiated with
proton beams at four different energies (68, 72, 84 and 100 MeV). Chapter 5 reports
the analysis of the data acquired during the test and a discussion on the achieved
results. In particular, it has been verified the capability of the system to detect
the coincidence signals both during inter-spill and in-spill phases of the irradiation
and it has been measured the achieved timing resolution. The standard deviation
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of the coincidence distribution or Coincidence Time Resolution (CTR) is 620 ps in
the inter-spills and 700 ps in the in-spill one.
Finally, the image reconstruction algorithm employed is described and the images
of the activity distribution obtained are presented.
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Chapter 1
Introduction to hadrontherapy
1.1 Hadrontherapy generalities
Radiotherapy is a widely employed technique in cancer treatment which uses ionizing
radiation to cure or control the spread of malignant tumours. In some cases, typically
when tumours have small dimensions and are localized in a single area of the body,
radiotherapy may be a completely curative treatment by itself. More often it is used
as part of adjuvant therapy after tumour surgical removal to prevent its recurrence,
replacing or helping chemotherapy1 in this task.
The most widespread kind of radiotherapy is the one in which photons or elec-
trons beams with an energy between 6 and 25 MeV are employed. Nevertheless the
number of facilities where radiotherapy is performed with heavy charged particle
beams is rapidly increasing. In this last case it is more specifically called hadron-
therapy or particles therapy. The most used particles are protons and in this case
therapy can be referred to as protontherapy. The proton beams energy can vary
from about 3 to 300 MeV, causing a particle range in water included between 0.014
and 51.45 cm [1]. Alternative hadrontherapy techniques make use of heavier ions
beams (such as C6+ or He2+); the energies required by these particles are obviously
greater with respect to protons in order to reach the same depth in tissue because
of their larger charges (in case of carbon ion beams therapeutical energies can vary
from about 140 to 430 MeV/u, for a range in water extending from 5 to 30 cm [2]).
In every radiotherapy technique, radiation crosses tissues and interacts with
them via atomic or nuclear interactions, causing damages to cells. Damages are
particularly severe when DNA molecules are involved and have suffered a resection
of the chemical bonds, which results in the loss of one or more nucleotide bases.
This DNA lesion, if not repaired, can cause the cell death. The damage may be
1Chemotherapy is a cancer treatment using chemical substances to kill cancerous cells.
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directly caused by the incident radiation, but it may even come from active groups
of molecules, called free radicals2, produced by ionization of the water molecules
nearby.
The energy deposited in the tissues per unit mass is defined absorbed dose (D).
Dose is therefore measured in J
kg
, which is defined as Gray (Gy). For charged
particles interacting by electromagnetic collisions in the matter (as in the case of
hadrontherapy treatments) it can be calculated by using the following formula [1]:
D =
energy
mass
=
−(dE/dx) · dx · dN
ρ · dA · dx = Φ ·
−(dE/dx)
ρ
(1.1)
where -(dE/dx) is energy loss by a particle per unit path length, dN is the number
of particles passing through a cylinder of base dA and height dx, ρ is the density
of the crossed material and Φ is the fluence, i.e. the number of particles crossing
dA. Typical dose values prescribed to oncological patients can vary from 1 to 8 Gy
daily, depending on the characteristics of the employed beam and on the duration
of the treatment [3]. The duration of the treatment can last up to a few months,
for a total dose delivered to a patient of several tens of Grays.
The ideal scenario of every therapeutic irradiation should be to deliver a precise
dose distribution to the tumour volume only, while totally sparing the surrounding
healthy tissues. In the real world this is not feasible for various reasons, such as
the necessity to penetrate healthy tissues to reach the tumour or uncertainties in
defining the target position.
Therefore, when planning a radiotherapy treatment, the dose which can be deliv-
ered to the tumour is limited by the possibility of causing serious damages to normal
tissues. The ratio of the probability of tumour control and the risk of normal tissue
complication is defined as therapeutic ratio. Avoiding damages to the surrounding
healthy tissues is particularly important when treating tumours located near criti-
cal organs (such as the heart or other vital organs) or in case of pediatric patients,
because severe side effects are more likely to develope in children.
Since the discovery of X-rays by W. C. Roentgen in 1895, radiation therapy
with photons became an important treatment option in oncology. Nevertheless, the
usage of charged particle beams in cancer treatment was first proposed only in 1946
by R. Wilson, who pointed out their superior physical selectivity with respect to
X-rays and stated that, thanks to the characteristics of their dose deposition profile,
hadrons appeared to promise higher cure rates with smaller complications.
The first human patient was treated with proton beams in 1954, but it was only
2Free radicals are molecules with an unpaired valence electron, which causes them to be highly
chemically reactive towards other substances.
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Figure 1.1: Map of existing or projected facilities devoted to particles therapy. (Retrieved from
http://www.hirt-japan.info/en/what/japan.html.)
with the advent of computed tomography (CT), in 1973, that a correct estimation of
tumour position and a subsequent accurate calculation of dose distribution became
possible, allowing charged particle therapy to start to be really feasible in clinical
practice. Since then, the number of hadrontherapy-dedicated facilities all over the
world has constantly increased. The amount of worldwide operating hadrontherapy
facilities at the end of 2014 was 55, with 35 more under construction, for a total
number of treated patients higher than 123000 (about 108000 treated with protons
and the remaining with heavier ions) [4]. Figure 1.1 shows the worldwide distribution
of the hadrontherapy facilities; most of the structures are located in Europe and
Japan.
1.2 Hadrontherapy in Italy
As a proof of the increasing interest in hadrontherapy, since the early 2000s a num-
ber of new medical facilities dedicated to this purpose have been arising also in Italy.
Currently, there are three facilities performing hadrontherapy all over the country:
the CATANA Hadrontherapy Center and Advanced Nuclear Applications in Cata-
nia, the first center in the country which had been set in operation, the recently
opened Trento Proton Therapy Center (CPT) in Trento and the Centro Nazionale
di Adroterapia Oncologica (CNAO) in Pavia.
The CATANA center has been active since February 2002 and it is specialized
in the treatment of ocular melanomas with proton beams. The center is located
at the Laboratori Nazionali del Sud of INFN in Catania and it is equipped with a
superconducting synchrotron, able to accelerate proton beams up to 62 MeV [5].
The Trento Proton Therapy Center had been projected with the patronage of the
Azienda Provinciale per il Servizio Sanitario of Trento and it had been inaugurated
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in 2014. The center is equipped with a 220 MeV proton cyclotron, which deliver the
therapeutic beam into two treatment rooms.
The CNAO center, which will be more extensively described in the next para-
graph, is the only facility in Italy to employ both protons and carbon ions beams in
the treatment of tumours.
Present thesis work is part of the INSIDE project, which aims at developing a
multimodal imaging system for hadrons range verification. This system is specifically
designed to be installed in one of the treatment rooms at CNAO and suitable to
perform the monitoring of the treatment with either the kind of particles employed.
1.3 The National Centre of Oncological Hadron-
therapy
The National Centre of Oncological Hadrontherapy (CNAO) in Pavia was created
with the purpose of treating tumours by using protons and carbon ions beams. It
took four years, from 2005 to 2009, for its construction and the centre was eventually
inaugurated in February 2010.
The years from 2010 to 2012 were devoted to a clinical trials phase in order to
scientifically validate hadrontherapy in italian hospitals; the first patient was treated
in September 2011.
Currently at CNAO it is possible to treat deseases included in 23 protocols
approved by the Health Minister: tumours treated are the ones for which benefits of
hadrontherapy with respect to others treatment have been proved and are located
in the following districts [6]:
• skull base: in this region the high spatial selectivity of hadrons beams is
of paramount importance because of its proximity to vital organs like the
brainstem or the spinal cord.
• head and neck: in this case hadrontherapy is a valid alternative to standard
radiotherapy for reasons similar to what mentioned above.
• brain and central nervous system: in treating tumours located in these organs,
it is important to spare the widest possible amount of healthy tissues in order
to guarantee a better life quality to the patient after the treatment.
• eye and orbit: in case of uveal melanoma, proton therapy is now an equally
effective and much less invasive alternative to radical surgical treatment, which
requires the enucleation of the eye.
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• salivary glands: tumours located in this region are often very resistent to
radiotherapy with X-rays. Their post-surgical treatment with carbon ions
beams, instead, have shown better results.
• abdomen district, for advanced stage of liver and pancreatic cancers: the em-
ployment of the more phisically selective hadrons beams in liver cancers have
shown to reduce the possibility of incurring in hepatic insufficiency. Pancreatic
cancers, usually difficult to cure or control with surgery or radiotherapy, have
shown a better response to the treatment with carbon ion beams [7], [8].
• pelvic area, in case of prostate cancer or rectum cancer recurrence: this kind
of tumours is often resistent to standard radiotherapy, the employment of
charged particles beams have, instead, shown better responses.
• bone and soft tissue: the mainstay of treatment for this kind of tumours
is, if possible, surgical resection. For unresectable tumours, treatments with
carbon ion radiotherapy have shown to be more effective than the employment
of chemo or standard radiotherapy [9].
Figure 1.2: Top view of CNAO area: in the foreground the hospital building and the main
entrance, in the back the roof of the synchrotron vault [10].
The CNAO facility is illustrated in figure 1.2: it includes, in addition to the
hospital structure, a synchrotron (a circular accelerator of about 25 m in diameter)
for the acceleration of therapeutical beams.
The hospital structure houses, besides the rooms dedicated to the hadrontherapy
treatment, six ambulatories for medical visits, for initial consultations and periodic
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follow-up of the patient and several rooms for the diagnostic imaging service; in par-
ticular there are a room dedicated to MRI, two rooms for the computed tomography
(CT) and other two rooms equipped with CT-PET scanners.
The hadrontherapy-dedicated area consists of three different rooms: in the two
lateral rooms the irradiation can be performed by an horizontal beam only, while in
the central one both a horizontal and a vertical beamlines are present.
1.3.1 The hadrontherapy treatment
Before the first treatment session, several diagnostic MRI, CT and PET images of the
region of interest have to be acquired. These scans detect, in addition to the lesion,
several point-like markers placed on a custom-made immobilization system3 applied
on the patient, which will be used for high precision positioning of the patient during
the therapy sessions. The images are then examinated by the radiation oncologist
and the medical physicist for the treatment planning: the first one identifies the
tumour volume and the healthy organs located nearby and, depending on the kind of
disease, prescribes the treatment total dose, its daily fractionation and the tolerance
doses for critical organs; the medical physicist, on the other hand, has to determine
the best geometry of the beam(s) to be used (i.e. the patient positioning with respect
to the fixed beamline) and their energy in order to meet the therapeutical requests.
The hadrontherapy sessions begins with the precise positioning and immobiliza-
tion of the patient as required by the treatment plan; the position is controlled
by the continuous detection of the point-like markers, using infra-red cameras and
emitters, and by X-ray images. This process could take up to several minutes.
When the patient has been correctly positioned, the irradiation begins: tumour
volume is ideally divided into slices, which are regions that can be reached by par-
ticles with the same energy (see figure 1.3). The entire surface of each slice is then
irradiated spot by spot with a so-called pencil beam, which has a width at the isocen-
ter4 comprised between 4 and 10 mm [10]. The passage from one spot to another
one is performed by slightly deflecting the beam by means of two scanning magnets;
usually the beam is not switched off during these movements. Once the irradiation
of a single slice have been completed, the energy of the beam is increased to begin
the irradiation of a deeper section. The entire process lasts from 100 to 200 s [6].
In some cases the geometry of treatment plan requires the irradiation of the pa-
3Immobilization systems in hadrontherapy are rigid plastic devices, which conform to the con-
tour of the treatment area. During the treatment they are placed on the patient in order to limit
his motion and to reduce the probability of positioning errors.
4In radiotherapy, isocenter is the point relative to the beam line about which the treatment
couch rotates. Ideally, the isocenter should be placed in the center of the target volume.
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Figure 1.3: During the therapeutical irradiation, tumour volume is divided in several isoenergetic
slices, which are regions reachable by particles with the same energy. Each slice is irradiated spot
by spot, changing the beam position by means of scanning magnets. To begin the irradiation of a
different slice, it is necessary to change the beam energy.
tient in two or more positions; the transition between different positions requires
the repositioning of the patient and can take up to 10 minutes.
Proton beams have an energy ranging from 60 MeV to 250 MeV, while for
carbon ions beams the lower and upper limits are of 120 MeV/u and 400 MeV/u
respectively. Such energies will cover a range in water from about 3 to 27 cm [10],
allowing to treat tumours located at different dephts.
1.3.2 The beam acceleration
A second building, located next to the hospital structures, houses the synchrotron,
a linear accelerator, the lines of injections and the sources, which can produce both
protons and carbon ions. The four extraction lines, instead, are located outside.
Each extraction line is about 50 metres long and leads the particles beam into one
of the three treatment room in the facility. For patient’s safety, a control device,
called noozle, is located at the end of any beam line, just immediatly before the
patient. The noozle is made up by two indipendent monitoring systems (composed
of ionization chambers), each of them capable to measure in real time the number
of incoming particles and the beam position.
The beam acceleration process is composed by several different phases. After
protons or ions have been produced by one of the sources with an initial kinetic
energy of about 8 keV/u, they are transported to the radiofrequency quadrupole
(RFQ) by the Low Energy Beam Tansport line (LEBT). During this passage, beam
characteristics are monitored and conformed to the acceptance of the quadrupole.
RFQ has the function to transversally adjust the beam and to accelerate it up to 400
10
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keV/u in order to provide a proper beam to be injected in the LINAC. LINAC has
a lenght of 1.3 m and is made up of four accelerating sections and three triplets of
quadrupoles for beam focusing. It accelerates the beam up to an energy of 7 MeV/u.
A fourth quadrupoles triplet is located at the end of the LINAC with the aim of
focusing the beam onto a stripping foil and strip the remaining electrons from the
particles. Subsequently, the Medium Energy Beam Transport line (MEBT) leads the
beam to the point of injection in the synchrotron and makes a further optimization
of beam features, such as adjusting the angle of injection or varying, in a controlled
way, the current injected in the synchrotron.
Synchrotron is the main accelerator at CNAO and performs the final beam ac-
celeration up the required energy for the treatment. The sequence of magnets the
synchrotron is built of are disposed on two symmetrics arcs joined by two straight
sections. There are 16 dipoles and 24 quadrupoles; these latters are divided into
3 series of 8 quadrupoles each. The accelerating RF cavity is located in one of
the straight region, while the other one is occupied by the injection and extraction
elements. The extracted beam (often called spill) is eventually conveyed into the
High Energy Beam Transportation line (HEBT) and reaches one of the treatment
rooms. The time interval between two consecutive extractions is about 3-4 s. A
critical device located into the extraction line is the HEBT chopper, which consists
of a series of four fast dipoles: when magnets are switched off the beam strikes
an obstacle which deviate it and prevent it to reach the treatment room. Instead
when magnets are switched on the beam is deflected, avoids the obstacle and is
then deflected again to return on its original trajectory and properly irradiate the
patient. The chopper response time is less than 260 µs, so that the delivered dose
can be precisely controlled. Some of the most significant CNAO beam features are
summarized in table 1.1.
Currently at CNAO, the correct treatment outcome can be monitored only with
the check of beam energy and position by means of the noozles and other control
devices located all along the beam path, but there is no way to obtain the real
dose deposition in the patient. With the installation of the INSIDE scanner into
the treatment room, it will be possible to reconstruct the dose profile in real-time
during the irradiation and to implement corrections if mismatching with the pre-
dicted treatment plan will be found. This will hopefully lead to a better quality and
efficiency in the cure of tumours and to a side effects reduction for the patient.
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Beam particle species p, C6+
Energy range 60-250 MeV for protons
120-400 MeV/u for carbon ions
Energy step 0.02 MeV
Beam size 4 to 10 mm FWHM
Beam size step 1 mm
Beam position step 0.1 mm
Beam position accuracy ∼0.05 mm
Maximum number of particles per spill 1010 for protons
4× 108 for carbon ions
Minimum number of partcles per spill 108 for protons
4× 106 for carbon ions
Table 1.1: CNAO beam main physical parameters [10].
1.4 Charged particles interactions in the matter
The main reason which have led to consider protons (and in generally heavy charged
particles) as attractive candidates for therapeutical irradiations in cancer treatment
are their finite range and the trend of their dose deposition.
When passing through a material, photon beams show a brief and steep increas-
ing energy deposition with depth, followed by an exponentially decreasing trend (see
figure 1.4, blue line), causing the largest amount of energy to be deposited on the
epidermis or the first layers of the derma during therapeutical irradiations.
The energy lost by a charged particle has, instead, a completely different trend
with depth, as can be seen in figure 1.4, where the red line shows the dose profile for
a 250 MeV proton: after a slowly increasing trend, charged particles lose the largest
amount of energy at the end of their range.
When a charged particle with an heavy mass, like the proton or a carbon
ion, passes through matter, it loses energy mainly because of inelastic collisions
with atomic electrons of the material. Energy loss via Cherenkov radiation or
bremsstrahlung, at the therapeutic energies, can be considered negligible.
The average energy loss by a charged particle per unit path length, called stopping
power, was first calculated by Bohr using classical arguments and then corrected by
Bethe and Bloch in 1930 using quantum mechanics. The obtained formula is [11]:
−dE
dx
= 2pi Na r
2
e me c ρ
Z
A
z2
β2
[
ln
(
2me γ
2 v2Wmax
I2
)
− 2β2 − δ − 2C
Z
]
(1.2)
with
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Figure 1.4: A representation of dose profile with increasing depth for photons (in blue) and
protons (in red) in water. The difference in shape of the two dose profiles is clearly visible, with
photons having an exponentially decreasing energy deposition with depth and protons having most
of their energy deposited at the end of the range in a sharp peak. By precisely positioning the peak
onto the tumour, it is possible to deliver a high dose to the cancerous tissue, while minimizing
damages to the healthy one.
re : electron classical radius (2.81× 10−15m)
me : electron mass (0.511MeV )
Na : Avogadro’s number (6.022× 1023)
ρ : density of the crossed material
Z and A : atomic and mass number of the material
β : ratio of the particle velocity to the speed of light
I : mean excitation potential of the material
z : charge of the incident particle in units of e
Wmax : maximum energy transferred in a single collision
δ and C : correction terms
At non relativistic energies, Bethe-Bloch formula is dominated by the 1
β2
factor,
which causes energy to be mostly deposited at the end of the particle range, in
a sharp peak called Bragg peak. In case of a particles beam, the Bragg peak is
broadened into a peak of a few millimeters width because of statistical fluctuations.
The depth of the peak depends on the beam energy and on the density of the
crossed material; so, with an appropriate choice of the beam energy, it is possible, in
principle, to selectively irradiate the tumour volume and minimize the dose delivered
to healthy tissues.
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In addition to inelastic collisions with electrons, charged particles can be sub-
jected to Multiple Coulomb Scattering (MCS) and can interact via nuclear processes
with atomic nuclei. These processes do not significantly affect the energy deposition
rate, but have to be taken into account when interested in the estimation of the
Bragg peak position, as it is more specifically explained in the following paragraph.
Multiple Coulomb Scattering happens when protons or ions pass close enough
to nuclei of the crossed material and, because of the repulsive Coulomb force, are
deviated from their original trajectory, resulting in a transversal broadening of the
beam. In case of protons beams, MCS causes an increasing of the beam width at
the Bragg peak equal to about 2% of the particle range in water [12].
Nuclear interactions, instead, are inelastic collision between the charged imping-
ing particles and nuclei of the irradiated material, which cause the loss of about the
1% of the first ones per cm of range in water [12]. Because of these interactions
some short-living radioisotopes are created. When the crossed material is human
tissue, most of the isotopes are 15O and 11C, both positron emitters, and, as it will
be described in chapter 2, can be used to estimate the particles range.
Irradiation with protons or heavier ions beams differ from each other both from
the physical and biological standpoint. In case of heavier ions beams, the parti-
cles lateral scattering is much smaller with respect to protons. This feature should
allow, in principle, to obtain a more conformal distribution of the delivered dose
to the tumour volume. Moreover, taking into account the Z2 dependence of the
stopping power in case of charged particles, heavy ions show a higher rate of en-
ergy loss along the track with respect to protons, which results in higher biological
effects [13]. Therefore, in order to consider the differences in biological effects of
different irradiating particles, a dedicated quantity, called Relative Biological Effec-
tiveness (RBE), is used. RBE for a specific kind of particles is defined as the ratio
of a dose of photons (Dphotons), used as reference, to a dose of any other particles
(Dtest) which causes the same amount of biological damage (see formula 1.3).
RBE =
Dphotons
Dtest
(1.3)
It depends not only on the kind of particles employed, but also on their energy and
the type of crossed tissue. It is important to consider the expected biological effects
when estabilishing the amount of dose which will be deliver to the patient: for this
reason in hadrontherapy, in replacement of the absorbed dose, the RBE-weighted
absorbed dose (DRBE) is often used. The definition of DRBE is given by the following
formula:
DRBE = RBE ×D (1.4)
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Another important difference between protons and heavy ions beams is that these
latters, when undergoing inelastic nuclear reactions, may cause the production of
charged fragments. The fragments have different charges, velocities and trajectories
with respect to the primary particles, produce different biological effects and can
even affect different regions from the targeted one. Therefore, the ions fragmentation
process must be carefully evaluated when planning an hadrontherapy treatment with
heavy ions beams.
1.5 Treatment planning in hadrontherapy
As depicted in figure 1.4, if the depth at which the tumour is located is known and
the beam energy is properly chosen, heavy charged particles can in principle deliver
higher doses to the tumour with less damages to healthy tissues with respect to
photons; therefore the therapeutic ratio increases and the total energy deposited in
the patient is lower, reducing the probability of severe side effects after the treatment.
However, because of the steep dose gradient of hadrons, an error in the calcula-
tion of the Bragg peak position could lead to serious consequences for the patient.
Therefore, to fully exploit the advantages of hadrontherapy it would be important
to know, with little uncertainties, the particles range. This range depends not only
on the beam energy, but also on the characteristics of the crossed tissue (such as
its density and chemical composition). These features can be estimated acquiring
diagnostic images of the region to be irradiated before the first treatment: hence,
the resolution of the acquired images represents an intrinsic limit to the precision
at which the particles range is known. In addition, CT Hounsfield values (HU),
which are the standard quantities used to describe tissues radiodensity, provide the
relative attenuation of photons in tissues in relation to water. Therefore, they must
be first converted to relative particles stopping powers and inevitable uncertainties
are associated with conversion.
Moreover, the patient can undergoes anatomical or physiological changes during
the treatment period, due for instance to a weight loss or to the development of an
inflammatory process, which can change tissue characteristics and, in addition to
errors in the patient positioning when receiving the treatment, can thus lead to a
wrong estimation of the peak position. In total, range uncertanties are generally
assumed to be of the order of ±3% [12].
Before the begininng of the hadrontherapy treatment, as explained in the pre-
vious paragraph, a treatment plan for the patient has to be estabilished by the on-
cologist and the medical physics. This plan provides information about the beams
energies and directions, the positions of the patient with respect to the beamline
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during the irradiation and the dose which has to be delivered to the tumour. To
minimize the amount of healthy tissue exposed to radiation, it would be desiderable
to employ a single beam direction during the irradiation and vary its energy to de-
liver a high and uniform dose to the whole tumour volume, as it is shown in figure
1.5(a). Even if this strategy seems to be extremely tempting, it is rarely done in
practice to avoid placing the sharper distal dose fall-off directly in front of critical
organs (also named Organs At Risk, OAR) and to significantly overdose them in
case of errors in the particles range calculations.
Figure 1.5: Different treatment plans for an hadrontherapy treatment. The first one on the left
causes minimal damages to healthy tissues but, in case of errors in particles range estimation, vital
organs can receive an excessive and dangerous dose. The one in the middle implies the minimal
risk for critical organs, but also largely increase the quantity of non cancerous tissue exposed to
radiation. The last one is a compromise strategy between the previous two. [12]
To take into account all the possible sources of errors and safeguard the patient,
treatment plans are usually provided avoiding to place the sharper distal dose fall-off
directly in front of radiosensitive organs. So, in order to deliver an uniforme dose to
the whole tumour, more beam directions have to be employed, even if this causes
an increasing of the amount of non cancerous tissue exposed to radiation (see figure
1.5(b)). This is a conservative strategy, which avoids to expose patients to the risks
connected with wrong extimations of the Bragg peak position, but prevents from
using hadrontherapy at its full potential. In figure 1.5(c) it is depicted a compromise
strategy between the previous two: the number of different beam directions is limited
and, at the same time, risks connected with an overdosing of vital organs have been
extremely reduced.
Considering what have been told so far, it is clear that a precise knowledge of
particles range in human tissue would produce great improvements in the efficiency
of treatment plans, allowing to achieve an higher dose conformity to the target and
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an increased therapeutic ratio. The proposed methods for the particles range verifi-
cation during hadrontherapy treatment are going to be examinated in the following
chapter.
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Chapter 2
Particles range verification in
hadrontherapy
2.1 Methods for in vivo particles range verifica-
tion
Given the capital importance of a precise range verification in hadrontherapy, dif-
ferent methods have been proposed over the years.
The most consolidated technique is based on Positron Emission Tomography
(PET), which allows a non invasive verification of the actual treatment delivery
and of the particles range. Other methods are the proton radiography, the prompt
particles imaging and the Magnetic Resonance Imaging (MRI). All these techniques
will be briefly reviewed in the following paragraphs, with particular attention to the
PET one.
2.1.1 Proton radiography
Proton radiography investigation has started in the late 1960’s. In this technique
the area which has to be imaged is irradiated with protons beams energetic enough
to escape from the body. At the exit, their residual range or energy are measured.
There are different methods to obtain this information [14]: the most used method
is the marginal range radiography which, by using several layers of detectors, detects
the rapid change in the beam intensity at the Bragg peak and allows to estimate
its position. Because the initial proton energy is known and the distance travelled
in air outside the body can be measured, proton radiography provides a direct
measurement of the stopping power of the tissue, which can be used for treatment
planning. Proton radiography can also be extended into 3D tomography mode.
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Main limitations in the spatial resolution are due to MCS, which causes nu-
merous small angle deflections and produces uncertainties in reconstructing protons
trajectory. Nevertheless, the achievement of a spatial resolution up to 1 mm has
been reported [12].
Proton radiography is currently not being used clinically, but given its satisfying
spatial resolution, further investigations are undoubtedly worthwhile.
2.1.2 Prompt particles imaging
Nuclear interactions between impinging particles and the irradiated tissues can pro-
duce excited nuclei, which result in the emission of photons in a very short time
(below 1 ns). These photons are then defined prompt gammas. They are emitted
isotropically and their typical energy spectrum is quite broad, extending from about
2 to 15 MeV [12].
Nuclear interactions occur almost all along the beam path, until about 2-3 mm
in front of the Bragg peak [12], where the cross section quicly decreases because the
particles energy drops under the threshold for nuclear interactions.
The possibility to directly employ prompt gammas for particles range verification
in real time was first proposed in 2006 by Min et al. [15], who wanted to exploit the
correlation between the fall-off of prompt gammas production and the position of
the Bragg peak. In their first publication, they measured the position of the Bragg
peak in a phantom with a spatial resolution of 1-2 mm using a 100 MeV proton
beam.
Further measurements and Monte Carlo simulations have confirmed this result
and demonstrated the feasibility of proton range verification with prompt gammas.
Nevertheless the employement of prompt gamma imaging in clinical practice has
not been implemented so far, mainly because of the lack of an efficient detector for
such energetic photons, which guarantees at the same time high detection efficiency,
good spatial and time resolution and high rejection of the background.
Many research groups are devoting their efforts to the development of a suitable
detector, but at the moment prompt gamma imaging technique is not yet mature
for clinical applications.
As it had been mentioned in the previous chapter, nuclear interactions of the
irradiating particles, especially in case heavy ions, with the nuclei of crossed material
result also in the emission of charged fragments (mainly protons), generally defined
prompt particles. Similarly to prompt gammas, the emission profile of these particles
in the patient decreases towards the end of the primary particles range: therefore
the reconstruction of their emission point can be used to determine the Bragg peak
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position. Compared to prompt-gammas, the charged fragments have the advantage
to be easier to detect.
Currently there are not clinical implementation even for this particles range
verification method, but one of the components of the INSIDE system, still in the
development phase, is designed to reconstruct the Bragg peak position by exploiting
this technique.
2.1.3 Magnetic Resonance Imaging
Magnetic Resonance Imaging is a medical technique which provides high resolution
images of the body by exploiting the interactions of tissues with magnetic fields.
During the MRI process, the patient is positioned inside a scanner which creates
a strong magnetic field (0.2-7 T), making protons of the irradiated tissues to align
their magnetic moments with it. Then a radio frequency pulse is applied and protons
magnetic moments change their relative alignement to the field. These changes in
magnetization produce a variation of the magnetic flux through receiving coils and
an electric signal, coming from the induced electromotive force, can be detected.
Tissues with different characteristics can be discriminated observing the rate at
which excited molecules return to the equilibrium state.
Given that ionizing radiation can cause physiological changes in human tissues,
a particles range verification using MRI is possible. These changes have been ob-
served to be particularly considerable in the bone marrow, where, as a result of the
irradiation, some of its cells are replaced by fatty tissue. However, this replacement
can usually be detected only ten days after the treatment [16]; this feature prevents
the possibility to use such a technique for the on-line range verification or for the
treatment planning, but it is only possible to get a post-clinical information.
Until now, only a few studies with a small number of patients have been per-
formed [12], but, given the high spatial resolution and sensitivity of MRI and the
availability of MRI scanners in most of the clinical structures, further investigations
are auspicable.
2.2 PET monitoring in hadrontherapy
2.2.1 PET imaging in hadrontherapy: concept
PET imaging is based on the detection of the two photons produced by the anni-
hilation of a positron and an electron. In standard PET, positrons are the decay
product of the radiotracer injected in the patient; in particles therapy monitoring,
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instead, β+ emitting isotopes are the result of nuclear interactions of the irradiating
beam with tissues (the more typical products of these reactions are summarized in
table 2.1 along with their half-lives). Scans acquired with PET technique during
an hadrontherapy treatment produce, therefore, images of the activity distribution
induced by the therapeutical irradiation.
β+ emitter T
1
2 (minutes)
11C 20
15O 2
13N 10
Table 2.1: Positron emitting isotopes produced by the nuclear interactions of impinging particles
with tissues and their half lives [16].
The radioisotopes produced by nuclear interactions are formed all along the
beam path until the particles energy is above the threshold for nuclear reactions;
this limit is about 10-20 MeV, corrisponding to a few millimeters of residual range
in water [16]. The trend of the cross section with the particles energy is depicted in
figure 2.1, in case of the interactions of a proton beam with carbon atoms: it can
be seen that, below the threshold energy of 20 MeV, the cross section rapidly drops
to zero, while, for higher energies, after a maximum and a short decreasing slope, it
remains nearly constant.
Figure 2.1: Cross section for nuclear interactions between protons and carbon nuclei. It shows a
maximum at about 20 MeV and, after a short decreasing slope, remains constant for higher energy
values. Below 20 MeV, instead, the cross section rapidly drops to zero [17].
Therefore the activation profile is characterised by a constant or slowly rising
slope and then a sudden drop to zero few millimeters in front of the Bragg peak.
This trend is shown in figure 2.2 (solid line), in case of a 110 MeV protons beams
impinging on a PMMA phantom. This behaviour prevents a direct dose verifica-
tion simply observing the activity profile; to calculate the particles range with this
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technique, a comparison of the activity measured by means of a PET-scanner and
a modelled activity distribution is necessary.
Figure 2.2: Comparison between the activation profile in tissue due to irradiation with a 110
MeV proton beam (solid line) and the delivered dose (dashed line). Activity is characterised by a
slowly rising trend with depth until a few mm in front of the Bragg peak, where it suddenly drops
to zero [18].
After the β+ radioisotope decay, the emitted positron travels in tissue for a
distance depending on its initial kinetic energy. When almost at rest it annihilates
itself with an atomic electron. The travelled distance represents an intrinsic limit
to PET spatial resolution, whose contribution can be estimated in about 1-2 mm.
After the e+e− annihilation, two photons are emitted (processes in which three
γs are emitted are very rare and can be neglected). According to the energy and mo-
mentum conservation laws, they must have opposite direction and carry an energy
of 511 keV each. There can be small deviations from perfect co-linearity if the resid-
ual energy of the electron-positron system has a non-zero value. These deviations
resulted in emission angles following a Gaussian distribution, with 0.3◦ FWHM for
typical residual energies of about 10 eV [16].
The two photons are energetic enough to penetrate the sorrounding tissue and
escape from the patient; thus they can be detected by a pair of opposite detectors
operating in coincidence. Connecting the centres of the two fired ones, a line of
response or, in short, LOR is obtained.
The two detected photons may come from the same annihilation event or belong
to different emissions processes, accidentally occurring close in time: in the first
case, which is depicted in figure 2.3(a), the coincidence is called true, in the latter
(figure 2.3(b)) random. If the photons come from the same event, but one or both
of them have suffered a deflection, the coincidence is defined scattered (see figure
2.3(c)).
Only in the first case the obtained LOR is correct and useful to determine the
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Figure 2.3: Schematic illustration of the true, random and scattered coincidences. In true coin-
cidences the two photons have been emitted during the same event and the obtained LOR correctly
locate the annihilation site (a). Random coincidences, instead, are due to the detections of two
photons belonging to indipendent annihilation events occured close in time (b), while scattered co-
incidences occur when photons come from the same site, but almost one of them has suffered a
deflection (c). The LORs obtained in these last two cases are not correct.
activation profile; in the other two cases the reconstructed line is wrong and does
not locate the exact annihilation site, contributing to the noise in the image.
Therefore, for a reliable reconstruction of the β+ activity, true coincidences have
to be recovered from the whole amount of collected data. For this purpose, only
detected photons which carry an energy included in a specific interval around the
nominal value of 511 keV are selected, with the amplitude of the chosen energetic
window depending on the detector characteristics, especially on its energy resolution.
Rejecting photons with an undesidered energy allows to discard some of the scattered
coincidences: in fact, in these cases photons are expected to be less energetic because
they have been subjected to one or more precedent interactions. Moreover it is
important to properly choose the amplitude of the temporal interval in which two
events are defined to be in coincidence, considering the temporal resolution of the
detector and the expected event rate: if the interval is too large many random
coincidence will be included in the selected events and the reconstructed image will
be degraded; on the contrary, if it is too narrow some of the true coincidences could
be discarded.
In order to reconstruct the activity profile and obtain the number of occurred
radioactive decays, some corrections factors have to be applied along each LOR,
by taking into account both the intrinsic efficiency of the detectors (i.e. the ratio
between the number of photons detected and the total photons number impinging on
the detector surface), their geometrical acceptance and the total photon attenuation
through the crossed material. The intensity of radiation passing through a material,
in fact, shows the following exponentially decreasing trend:
I(x) = I0 e
−µ(E)x (2.1)
where µ is an attenuation coefficient depending on the crossed material character-
istics and on the energy of the photon. Because different LOR do not necessarily
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have the same lenght, the photons can be attenuated differently from one LOR to
another one.
The final step in the PET imaging process is the application of tomographic
reconstructions algorithms to the list of the detected true coincidences, so to obtain
a 3D reconstruction of the activity distribution. The most frequently used recon-
struction methods are iterative and based on the Maximum-Likelihood Expectation
Maximization (MLEM) [16]. The typical values for spatial resolution in the deter-
mination of the distal activation fall-off, which is correlated with the particles range,
are of the order of 1 mm. The image reconstruction process based on the MLEM
method is going to be more extensively analysed in the appendix A of this thesis.
2.2.2 Implementation of the PET monitoring
In hadrontherapy, PET imaging of the induced activity can be performed:
• on-line or in-beam, i.e. during the irradiation, by means of a PET scanner
completely integrated into the irradiation site
• off-line, i.e. after the end of the treatment, using a standalone PET scanner. If
the scanner is located in the same room of the irradiation site, the monitoring
is then defined in-room.
The first technique measures the most relevant amount of positron emitters, allow-
ing to receive the contribution even of the short-lived isotopes such as the 15O, in
addition to 11C and 13N which have a longer half-life. Moreover, the on-line mon-
itoring preserves the correlation in position between the detected signal and the
delivered dose, minimizing the signal degradation coming from biological wash-out1.
On the contrary, in off-line or in-room PET, image reconstruction is based only on
the activity coming from the isotopes whose half life is comparable or longer than
the transportation and preparing time of the patient to the PET scanner, which can
vary from a few minutes in the case of in-room PET to more than 10 minutes if the
scanner is located far from the treatment room. The significantly lower quantity
of radioactive decays implies that off-line PET requires much longer imaging time
than on-line acquisition. However, even in in-beam PET, an acquisition of some
minutes is necessary to gain enough statistics to obtain a good quality image and,
since imaging is done in the irradiation room, this impacts the patient throughput.
A very significative advantage of on-line PET is that it allows, in principle, a real
time correction of the treatment, using only a fraction of the acquired data to make
1When the radioactive isotopes are located in a living tissue they can be spread out or completely
carried away from their production site by different physiological process (such as perfusion). This
causes a faster disappering of the activity source in living tissues than in inorganic matter.
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a comparison between the registered activity and the predicted one. If important
differences are observed, the irradiation can be stopped and adjustaments in the
patient positioning or in the beam energy can be performed.
Nevertheless a complete integration of the PET acquisition system into the irradi-
ation site is a very challenging task because it requires the development of dedicated
detector instrumentation: in fact only a partial ring or a dual head geometrical con-
figuration for the scanner can be used for the on-line monitoring. The full ring
geometry, commonly employed in diagnostic PET systems, is not suitable in this
case because it would create interferences with the particles beam and would not
allow enough degrees of freedom for the patient positioning. This limited geometry
results in a significant reduction of the field of view of the detector, introducing
artifacts in the image reconstruction and reducing the statistics.
Moreover, on-line PET requires additional efforts for proving all the components
radiation hard and a customization of the data acquisition system to sustain the
expected high event rate, especially during the beam-on intervals (i.e. when the
spills are extracted from the beam line), where a large amount of prompt gammas
are emitted.
Off-line and in-room PET techniques are easier to implement because they can
rely on commercial PET scanner, but requires accurate replication of the patient
treatment position in order to obtain comparable images and do not allow an on-line
correction of the treatment.
The first clinical implementation of PET for radiotherapy monitoring started in
1997 at the GSI carbon ion-therapy facility, in Darmstadt, Germany [19]. It was
a PET scanner completely integrated into the irradiation site (on-line monitoring),
which could perform the activity measurements only during the pauses of the irradi-
ation. In the following years, similar on-line monitoring solutions have been realised
at the Heavy Ion Medical Accelerator in Chiba and at the Kashiwa Center, both
in Japan. The less demanding off-line solutions have been implemented, instead, at
Hyogo Ion Beam Medical Center in Japan, at the Massachusetts General Hospital
in Boston, at the Proton Therapy Institute of the University of Florida in Jack-
sonville and at the Heidelberg Ion-Beam Therapy Center (HIT), in Germany [12].
In the last few years, a PET prototype, called DoPET (Dosimetry with a Positron
Emission Tomograph), for the in-beam monitoring of proton therapy treatments
has been developed at the University and INFN section of Pisa. During several
validation tests, it has been demonstrated that this scanner can reach a millimetric
spatial resolution in the determination of the proton range [20], [21].
Based upon the success of the DoPET detector, the University of Pisa launched
in 2012 the INSIDE project, which will be more thoroughly described in the following
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chapter. This project aims at performing a full on-line monitoring of the particles
range and it will be able to fulfill the data acquisition even during the in-spill phase
of the irradiation. This feature makes the INSIDE scanner a very competitive and
advanced device for particles therapy range monitoring.
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Chapter 3
The INSIDE system for the on-line
particle treatment monitoring
3.1 The INSIDE project
The INSIDE (INnovative Solutions for In-beam DosimEtry in hadrontherapy) project
aims at developing a multimodal imaging system for the on-line monitoring of par-
ticles range during an hadrontherapy treatment. INSIDE is a project funded by the
MIUR under the PRIN program 2010-2011 and it is the result of the collaboration
among the Universities of Pisa, Torino, Roma, the Politecnico of Bari and INFN of
Milano.
The system is specifically designed to be installed at CNAO in Pavia and it
will be able to on-line monitor the treatment accuracy, both in case of proton and
C6+ ions beams.
The most important innovation of INSIDE project with respect to other devices
dedicated to hadrontherapy monitoring is the combination of a PET-scanner and a
charged particle tracker system (also referred to as dose profiler). These two systems
work independently one from another and provide complementary information about
particles range, with the dose profiler particularly helpful in case of C6+ ions beams.
In figure 3.1 it is shown a sketch of the INSIDE monitoring system: the various
components of the system will be mounted on a cart which, before the begininng of
the treatment, will be placed in the correct position for the monitoring. The two
PET heads (in light blue) will be positioned above and below the patient bed, while
the tracker (in green) will be placed with an inclination of about 60◦
The following sections are dedicated to the description of the different compo-
nents of the INSIDE system and, in particular, of the PET-scanner.
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Figure 3.1: Sketch of the INSIDE monitoring system: all the components of the system will be
mounted on a cart. PET heads will be positioned above and below the patient bed, while the tracker
will be placed with an inclination of about 60◦ [22].
3.2 The charged particle tracker
The purpose of the dose profiler is to estimate the Bragg peak position by detecting
the charged fragments, which are mainly protons, emitted during the therapeutical
irradiation (especially in the case of irradiation with carbon ions) and exploiting the
correlation of their emission point with the particles range inside the patient. The
spatial resolution in the reconstruction of the fragments emission point is expected
to be 1-2 mm [22].
A sketch of the dose profiler structure is shown in figure 3.2. The tracker will
be made up by six layers of scintillating fibers, with each layer constisting of two
different planes, ortogonally oriented one from the other, in order to provide full
information on the hit position of the incoming particle. Each plane will comprehend
192 squared fibers with an area of 0.5×0.5 mm2. Pairs of fibers will be coupled
directly to 1 mm2 SiPMs and finally read out by 32 channels Application Specific
Integrated Circuits (ASIC) called BASIC32 and developed at Politecnico of Bari [23].
Behind the 6th layer of the tracker, a 1.5 cm plastic scintillator slab will be
positioned in order to absorb electrons due to Compton processes and avoid them
to back-scatter.
A position sensitive calorimeter will be located on the rear of the scintillator
slab, with the aim to measure the protons energy. It will be made of 4×4 matrices
of pixelated scintillating LFS crystal, with a thickness of 2 cm. Each matrix will be
coupled with a multi-anode photomultiplier tube.
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Figure 3.2: Sketch of the dose profiler’s structure. The tracker will be made up by six layers of
scintillating fibers, each of them constituted by 192 fibers. The sixth layer will be followed by a
1.5 cm plastic scintillator slab, in order to absorb electrons due to Compton processes and avoid
them to back-scatter. Finally, a position sensitive calorimeter will be located behind the slab to
measure protons or other charged fragmentation products energy.
Total dimensions of the whole tracker will be of 25×25×25 cm3 and will allow
its easy integration within the final device.
3.3 The PET-scanner
The PET-scanner is designed to provide a full in-beam monitoring of the treatment:
this means the possibility to perform the data acquisition and the image reconstruc-
tion even during the in-spill phase of the treatment (i.e. when the proton beam
is on), without the need of a gating device to prevent the data acquisition by the
scanner for the duration of the spill.
This feature will allow to monitor the activity profile in real time and to recon-
struct the Bragg peak position during the treatment with a spatial resolution of
about 1 mm in less than 5 minutes after the begininng of irradiation, using only a
fraction of the total dose [24]. If the reconstructed Bragg peak position is not the
planned one, corrections can be implemented so that the remaining treatment could
be safely performed.
The PET scanner will feature two planar heads, each 25 cm (along the beam
direction) × 10 cm (crosswise the beam direction) placed at a variable distance from
each other. The heads will be constituted of 5×2 modules produced by Hamamatsu
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Photonics. Each module is made up by 256 elements pixelated LFS (Lutetium
Fine Silicate) scintillating crystal; each element has a surface of 3×3 mm2 and it
is 20 mm long, with a pitch of 3.1 mm. Every element is coupled one to one with
a silicon photomultiplier (SiPM). The total sensitive area of the module is then
5×5 cm2. The internal structure of the module is shown in figure 3.3. Each module
is externally covered with a thin aluminium layer (about 1 mm thick), as can be
seen in figure 3.4, so to prevent the ambiental light to reach the SiPMS, giving rise
to spourious signals. In the top part of the figure, it can be seen the flex cable used
for the signal transmission to the front-end electronics.
Figure 3.3: Internal structure of one of the Hamamatsu modules. Each module is made up by
256 elements segmented LFS scintillating crystal, with each pixel coupled one to one with a silicon
photomultiplier. The module’s total sensitive area is 5×5 cm2.
Signals coming from the SiPM will be read out by a 64-channels ASIC, called
TOF-PET and developed at INFN Torino. Four ASICs per module will be necessary.
Afterwards, data will be pre-processed by distributed low-end Field Programmable
Gate Arrays (FPGA), one per module, then collected and sorted by a single high-
end FPGA. Finally, data will be sent to a host system to be stored and analysed.
This system is expected to have an intrinsic spatial resolution of 1.5 mm [24].
The front-end ASICs and the SiPMs will require the construction of a dedi-
cated mechanical support with an integrated cooling system, in order to mantain
the sensors at the optimal operating temperature of about 40◦C and to avoid that
temperature oscillations could give rise to nonuniformity in the SiPM or ASIC’s be-
haviour or enhance the noise level of the device. This dedicated structure will be
made up of two identical panels mounted on a support, which will provide precise
alignement between the two PET-scanner heads and allow to adjust the distance
between them. The cooling system will be provided by cooling water flowing in
tubes in thermal contact with the board housing the Integrated Circuits.
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Figure 3.4: One of the 10 modules which will form a single head of the PET-scanner. It is
covered with a thin aluminium layer (about 1 mm thick) in order to isolate it from the ambiental
light. Every module will be connected to the front-end electronics using a flex cable.
In the following pages, a more detailed description of the different components
of the PET modules (the scintillator crystal, the SiPMs and the TOF-PET ASICs)
is provided.
3.3.1 The LFS scintillating crystals
A scintillating crystal is a material able to convert the incident high energy photons
into a greater number of photons of lower energy, with a wavelenght in the optical
region.
When the annihilation photons pass through the scintillator material, they excite
the atoms of the crystal, causing them to emit light. In the photon energy range
of interest, i.e. below 511 keV, interactions are typically Compton or photoelectric
processes.
The released energy can bring an electron of the scintillating material from the
valence band to the conduction one, creating an electron-hole pair which is able to
freely move in the crystal. If impurity atoms are added to the crystal, electronic
energy level in the forbidden band can be locally created when a free hole ionizes an
impurity atom. When a subsequent electron arrives, it causes the excited impurity
atom to decay to the ground state, emitting optical photons which can travel towards
a photodetector without being reabsorbed. These deexcitation mechanisms have a
typical lifetime of 10−8 s.
When choosing a crystal to be employed in PET imaging, the main characteristics
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which have to be considered are its density, refractive index, decay constant, energy
resolution, light yield and the wavelenght of emission.
It is important for the crystal to have an high density in order to increase the
photons probability of interaction in the material. An high atomic number is also
desiderable because it will enhance the fraction of photons interacting via photo-
electric effect, whose cross section is directly proportional to Z4, against with the
ones undergoing Compton effect, which have instead a linear dependence from Z.
The first case is preferable because it causes all the energy to be absorbed in only
one interaction.
Refractive index should be very similar to the one of the photodetector entrance
window coupled with the crystal to allow the maximum light transmission, mini-
mizing the fraction of photons reflected. To optimize the optical contact between
the two devices and avoid to leave air between them is often used a material (optical
grease) whose index of refraction is as close as possible to that of the scintillator
and the PM and which, thanks to its colloidal form, fills any remaining air gap.
Crystal decay constant indicates the typical time intercurring from the radiation
absorption and the re-emission of light. Short decay times are important for the
precise measurement of time intervals and to guarantee an high timing resolution.
Energy resolution indicates the ability of the detector to distinguish processes with
different energies. In PET imaging the energy resolution should be high enough
to discriminate photons coming from the e+e− annihilation, which has the specific
energy of 511 keV from the ones due to other processes.
The light yield represents the fraction of incoming energy which is converted into
light detectable by the photodetector. An elevated light yield is important to have
an higher event statistics and therefore a better energy and timing resolution. In
table 3.1, the light yield is indicated by using the photons number produced for each
keV of energy deposited in the crystal.
The wavelenght of emission indicates the spectral region of the photons emitted by
the scintillator. Ideally, a crystal scintillator should be chosen so that its emission
spectral range matches the spectral sensitivity of the photodetector to which it is
coupled.
The main features of some of the crystal scintillators commonly used in PET-
scanners are listed in table 3.1.
As can be seen in the table, LFS crystal provides the fastest decay time and the
highest light yield. In addition its density and atomic number are also among the
highest. Moreover, as it will explained in Appendix B, its emission wavelenght is
compatible with the maximum sensitivity region of the Hamamatsu SiPMs. All these
features make LFS one of the most suitable crystal for high resolution PET scanners
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Parameter NaI(Tl) BGO LSO LYSO LFS
Density (g/cm3) 3.67 7.13 7.4 7.1 7.35
Atomic number 51 74 66 66 64
Decay time (ns) 230 300 40 41 ∼33
Light yield (photons/keV) 38 6 29 30 32
Refractive index 1.85 2.15 1.82 1.81 1.81
Energy resolution (137Cs %) 8 12-14 10-14 8 8
Emission peak (nm) 415 480 420 420 425
Table 3.1: Main features of some crystals commonly used in PET-imaging.
and have led to its choice for the construction of the INSIDE PET-scanner.
3.3.2 Silicon photomultipliers
Silicon photomultipliers are new generation solid state photodetectors made up of an
array of avalanche photodiodes operating in Geiger mode. Figure 3.5 shows a view
of the SiPM (on the left) and a zoom of it (on the right), where the single diodes
structure is visible. The basic SiPMs principle of operation is thoroughly described
in Appendix B, together with a brief introduction to solid state photodetectors.
Figure 3.5: Picture of a SiPM (on the left) and a zoom of the image showing the microcell
structure (on the right). (retrieved from http://particle.mephi.ru/en)
SiPMs are considered as attractive canditates for the replacement of conventional
PhotoMultiplier Tubes (PMT) in PET imaging devices.
The main advantages of SiPMs with respect to PMT are their faster response,
with a signal rise-time shorter than 1 ns [25], which allows their employment in high
time-resolutions systems, and their compact dimensions, which enables their easy
arrangement in arrays of small pixels, increasing the spatial resolution. Moreover,
the Geiger mode regime guarantees a high gain of 105-106, comparable with the
one of PMT, while requiring a lower bias voltage (usually below 100 V). Finally,
even if it is not of direct interest for this thesis, it must be noticed that SiPMs are
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insensitive, differently from PMT, to magnetic field presence and so can be used in
PET systems with MRI integration.
Energy and timing resolution of the LFS+SiPMs modules
The energy and timing resolution of the SiPMs and LFS crystals used in the INSIDE
PET-scanner modules have been measured by using a pair of single SiPMs coupled
one to one with 3×3×20 mm3 LFS crystals. In order to minimize the photons loss
through the faces of the crystals, they have been wrapped with several layers of
white Teflon and optically coupled with the photodetector by means of an optical
grease. Signals coming from the two SiPMs have been sent to an amplifier and
read-out by an oscilloscope.
The single crystals have been placed in front of each other at a distance of about
4 cm; a 68Ge source have been positioned in the middle of them and the emitted
coincidence photons have been detected. In figure 3.6, on the left, the obtained en-
ergetic spectrum is shown. The energy resolution has been measured by performing
a gaussian fit on the 511 keV peak: the obtained value is 13% FWHM. Figure 3.6
on the right shows the distribution of the difference between the arrival times of the
two photons on the detectors. The timing resolution, defined Coincidence Timing
Resolution (CTR) has been again estimated by means of a gaussian fit: the value
obtained is 390 ps FWHM.
Figure 3.6: On the left, the energy spectrum obtained by detecting the 511 keV photons emitted
by the 68Ge source is shown. In order to measure the energy resolution, a gaussian fit has been
performed: the value obtained is 13% FWHM. On the right, the figure presents the distribution of
the difference between the arrival times of the two photons on the detectors. The CTR has been
obtained by means of a gaussian fit and its value is 390 ps FWHM.
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3.3.3 The TOF-PET ASIC
TOF-PET is a 64 channel Application Integrated Circuit (ASIC) based on CMOS
IBM 0.13 micron 8RF-DM technology and developed at Torino INFN section. It
has been specifically designed to be employed in the front-end electronics of systems
using SiPMs and its dimensions are 7.15×3.55 mm2 [26]. Every ASIC channel is
dedicated to the read-out of a single SiPM, therefore 4 ASICs are necessary for each
256 pixels crystal module and 80 for the entire PET-scanner.
Figure 3.7: TOF-PET bonded on a test board.
TOF-PET is designed to be fast, low noise and with a rate capability per channel
of about 100 kHz [26]. At the same time, despite its very performing features, power
consumption has been minimised in order to limit cooling requirements and it is
about 7.5 mA for each channel.
Main aim of this ASIC is to provide a precise time and energy information
for each detected event to allow the further true coincidence detection from the
whole data set; the obtained single-photon time resolution is 235 ps FWHM, while
preliminary tests with a 22Na source to measure the coincidence time resolution
(CTR) have given a result of 270 ps FWHM [26]. The chosen strategy to meet this
requirement is to use a double threshold discriminator system: first threshold level
(called T-threshold) is on the rising edge of the pulse at a quite low value, in order
to acquire the temporal coordinate of the event (time stamp) in a precise way (with
a resolution of about 50 ps [26]). Second threshold level (E-threshold) is situated at
a higher value and decides if the event has to be stored or discarded. E-threshold
position must be properly chosen as to discard most of the low-energy events due
to noise or Compton processes. An explanation of double threshold discriminator
functioning can be seen in figure 3.8, where both a valid and a discarded event are
shown: in the first case the event is validated when the E-threshold level is reached
35
3.3. THE PET-SCANNER
on the rising edge of the pulse and the event is stored for furher analysis. In the
second one pulse height does not reach the fixed E-threshold value and the event is
immediatly discarded.
Figure 3.8: Double threshold principle for time and TOT measurement. A valid and a discarded
event are shown. In the latter pulse height does not reach the fixed E-threshold value. For the
validated event, TOT value is given by t2-t0 [26].
TOF-PET does not provide a direct energy measurement, but its value can be
obtained from the Time Over Threshold (TOT), i.e. the time difference between the
time in which pulse height reaches the fixed E-threshold value on the falling edge
(called t2 in figure 3.8) and time in which T-treshold is reached on the rising edge
of the signal (t0 in figure 3.8). TOT allows to get the event energy because it is
dependent, even if not linearly, from the input charge and therefore from the output
current of the SiPM.
Time measurement are enabled by the ASIC synchronization with an external
signal clock, whose range can vary from 80 to 160 MHz.
TOF-PET transmits data to an FPGA on a per frame basis, where a frame
consists of all the events registered in 1024 clock periods; if no events are detected
an empty frame is transmitted. Being 120 MHz the chosen frequency in the furhter
acquisitions, each frame has a duration of about 8.5 µs. ASIC’s maximum output
rate is 6×106 events/s [26]. All output data are expressed in Gray code1, without
any gray-to-binary conversion on chip. Frame structure is represented in figure 3.9.
1Gray code is a binary numeral system in which a value differs in only one bit from the previous
one. In many electronic devices, the passage from 0 to 1 is indicated by opening or closing a switch.
If two or more switches have to change state in the passage from a value to the succesive, it is
unlikely for them to make this change exactly at the same time. Gray code, by requiring the
change of only one bit a time, avoids the creation of spourious or transitional states
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Figure 3.9: Structure of a frame: it starts with a byte occupied by the number of events contained
in the frame, followed by 4 bytes for frame ID number. Then there are bytes with the temporal
informations of detected events: each event requires a 10 bytes long data stream. Frame ends with
two bytes for a cyclic redundancy check (CRC) for the verification of frame correctness.
The first byte of the frame is always occupied by the number of contained events.
The maximum number of events which can occupy the same frame is 48; a value of
255 is used to signal a frame that has been lost because there was not enough space
in the ASIC’s output buffer.
Subsequently there are 4 bytes to indicate the frame ID number. Being 232 maxi-
mum value for frame ID and considering the frame duration, frame counter wraps
around nearly every 10 hours.
Next four bytes are occupied by values for T-coarse, T-SoC (T Start of Conversion)
and T-EoC (T End of Conversion); each of them is 10 bits long. T-coarse is the
value of the external clock when T-threshold is reached, while T-SoC and T-EoC
are used to give a more precise temporal information. A 2 bit long 00x000 padding
is added to complete the last of the four bytes.
Next byte contains information about the channel number which registered the event
(6 bits long) and about which of the four TACs of the channel (Time to Analogue
Converter) was involved in the process (2 bits long information).
The successive five bytes carries the same information about time, number of channel
and TAC of the previous five, but they concern the E-threshold. Obviously chan-
nel and TAC number must be equal to the previous ones. Therefore, a complete
description for a single event by TOF-PET requires a 10 bytes long data stream.
Each frame ends with two final bytes used in a cyclic redundancy check (CRC)
for the verification of frame correctness.
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Chapter 4
The INSIDE PET prototype
characterization
4.1 Description of the prototype system
The system used in this thesis is a prototype of the INSIDE PET-scanner, made up
by only two modules facing each other, so that they can be used for the detection of
the coincidence signal. A single module has a 5×5 cm2 sensitive area and consists of
a 256 pixels LFS crystal array, with each element coupled one to one with a SiPM.
A sketch of the system can be seen in figure 4.1.
Figure 4.1: Sketch of the prototype PET system used in this thesis: it consists of two 5×5 cm2
modules facing each other. Each module is made up of a 256 pixels LFS crystal array, with each
element coupled one to one with a SiPM. Each module is connected , through a flex cable, to four
TOF-PET ASICs bonded on a custom designed printed circuit board.
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Every module is connected, through a flex cable, to four TOF-PET ASICs
bonded on a custom printed circuit board (defined Front-End Board), designed
and tested at the Torino INFN section. Because each ASIC, as described in the
previous chapter, has 64 input channels, every channel is devoted to the read-out of
a single SiPM. The two boards are connected with a flat cable to the same FPGA
board, which receives the data sent by the eight ASICS and works as an interface
between the front-end electronics and the host PC where data are stored and an-
alyzed. The FPGA communicates with the PC through a USB protocol. A clock
signal with a frequency of 120 MHz is generated by an external clock circuit and
sent to the FPGA board, which provides the signal redistribution to the various
ASICs. A schematic layout of the connections between the different components is
depicted in figure 4.2. The modules and the boards are mounted on custom-made
supports that can slide over plexiglass blocks (coloured in red in figure 4.1) thanks
to two micrometric shifters (in yellow in the figure). Moreover, the two plexiglass
blocks can be shifted on the underlying supports, allowing to place the two modules
at a distance variable from about 15 to 50 cm from each other.
The TOF-PET ASICs require two separated bias voltages, both at 3 V, for the
digital and the analog part of the circuitry: they are provided by a Keysight DC
System Power Supply connected to dedicated pins on the board which houses the
ASICs. The average power consumption for each board is about 0.6 A for the digital
and 1.3 A for the analog part.
As far as the SiPMs are concerned, the bias voltage which has to be provided
to every module made up of 256 SiPMs, called operating voltage (Vop), has to be
chosen taking into account their breakdown voltages, which can slightly differ from
one SiPM to another. Usually, the Vop of a SiPM is chosen a few Volts above
its breakdown voltage: this choice allows the device to work in the maximum gain
region, but, at the same time, avoids that a too high overvoltage greatly enhances
the dark counts rate. The datasheets provided by Hamamatsu list the 256 different
Vops for the SiPMs in a module; for each module, the bias voltage has been chosen
by calculating their arithmetic mean. For both the modules used in the prototype
acquisition system, this mean value is 68 V. The power consumption of a single
module is of the order of a few hundreds µA and it increases with the rate of the
detected events.
To create a temporary cooling system for the front-end electronics, two little fans
have been fixed on the boards the ASICs are housed in: the boards temperature
can be monitored by means of a sensor and read out using a dedicated software.
The rotation speeds of the fans can be adjusted to mantain the boards temperature
stable.
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Figure 4.2: Layout of the connections between the various components of the system: eight TOF-
PET ASICs (four for each module) are used to read-out the signals coming from the SiPMs. A
FPGA board works as an interface between the ASICs and the host PC, where data are stored and
analysed. An external clock signal is sent to the FPGA, which provides its redistribution to the
front-end electronics.
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4.2 The channels mapping
The first step in the study of the modules characteristics is to identify the ASICs
channel dedicated to the read out of a specific SiPM and to locate the position of
the coupled crystal element on the module’s surface. This is strictly necessary for
the image reconstruction process because obtaining the correct LOR is possible only
knowing the exact positions of the SiPMs which detected the coincidence photons.
To achieve this aim, a single module have been placed in front of a X-rays
source, at a distance of about 80 cm. The module have been aligned with the
source, both vertically and horizontally, by using micrometric shifters. A 1 mm
collimator has been placed in front of the source, to have the outgoing photons
impinging on a single crystal element. The chosen energy end-point for the X-rays
photons was 80 keV. The number of the ASIC and of the channel corresponding to
the position of the irradiated element have been identified simply observing which
channel detected the maximum number of events. After the identification of the
first channel, the module’s position have been changed by means of the shifters
to irradiate the neighbouring element. The entire process has been repeated until
a complete map, reporting the positions of the 256 channels of the four ASICs,
has been obtained. The achieved result is shown in figure 4.3, where the channels
numbers of the various ASICs are identified by using different colors, according to
the legend on the right.
Figure 4.3: Map reporting the positions of the 256 channels of the four ASICs: channels belonging
to a given ASIC are identified by using different coloros, according to the legend on the right.
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Because the two modules are identical, as well as the electronic links between
the SiPMs and the ASICs, the map obtained for the first module can be applied
even to the second one and it had not been necessary to repeat this procedure.
4.3 Gain uniformity among different SiPMs
The second step in the modules characterization is to study the existing differences
in the behaviour of the various SiPMs and ASICs channels; in particular, it is im-
portant to know if they produce the same output signal in response to the detection
of events of the same energy. In fact, as it had been described in the first chapter,
in PET imaging, only photons carrying an energy included in a specific energetic
window around the nominal value of 511 keV are used in the image reconstruction
process, while all the others detected photons are discarded because they are sup-
posed not to come from an e+e− annihilation (such as the prompt gammas) or to
have suffered one or more previous interactions which, by deviating their trajectory,
would not allow to get a reliable LOR. Therefore, if there is any considerable differ-
ence between the TOTs provided by the different ASICs channels when detecting
a 511 keV photon, it becomes necessary to choose the energetic window of selec-
tion with different endpoints for each channel. These differences in behaviour could
be caused by non-uniformity in the SiPMs gain or by a non-perfect performance
omogeneity between different channels of the ASICs.
In order to characterize these inhomogeneities and take them into account in the
image reconstruction process, the prototype PET system had been transferred to
the Clinical Physiology Institute of the Consiglio Nazionale delle Ricerche (CNR)
of Pisa, where several radioactive sources are avalaible, with a high enough activity
(several hundreds of µCi) to get clear and useful data in a short acquisition time
(10-30 minutes).
To get an uniform irradiation of the module, a 6×6 cm2, 5 mm thick, plastic box
filled with a FluDeoxyGlucose1 (FDG) solution with an activity of 646 µCi has been
placed middle way between the two modules, separated by a distance of 50 cm. The
size and shape of the radioactive source container have been chosen to uniformly
irradiate the entire module and obtain a sufficient events statistics even for the most
external channels of the modules, so that it was possible to clearly distinguish the
peak in the TOT spectra, due to the 511 keV photons. This peak is commonly
called photopeak.
1FDG is one of the most commonly used radioactive trace used in PET imaging. It consists of
a glucose molecule with the positron-emitting radioactive isotope fluorine-18 substituting for the
normal hydroxyl group. The half live of this radioactive isotope is 110 minutes.
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As an example, the obtained TOT spectra for all the 64 channels of chip 0, one
of the four ASICs dedicated to the read-out of the SiPMs from the first module, are
shown in figures 4.4 and 4.5.
The photopeaks are clearly visible for all the channels of chip 0, with the excep-
tion of channel 45, which presents an anomalous behaviour and it is probably not
correctly working. From this analysis it is not possible to understand whether the
malfunctioning is caused by errors in the SiPM or in the ASIC channel’s behaviour.
Concerning the other channels, they all show photopeaks that, even if not perfectly
overlapping, are not located at dramatically different TOT values. The other seven
Integrated Circuits, whose TOT spectra are not shown here, present a behaviour
similar to the one of chip 0; moreover, all their channels appear to be correctly
working.
To achieve a precise estimation of the photopeak position for the various chan-
nels, gaussian fits of the previous histograms have been performed. An example of
the obtained result, for channel 35 of chip 0, is given in figure 4.6. The TOT limits of
the region where the gaussian fit has to be performed have been chosen by detecting
the TOT value of the histogram bin containing the maximum number of events and
then choosing a symmetrical interval around this value, with an amplitude approx-
imately comparable with the expected value of the standard deviation. The values
of mean and standard deviation obtained by the fit are respectively 2.01·10−7 s and
5.09·10−9 s.
Figure 4.7 shows, on the left, a graph representing the obtained photopeak posi-
tions for 64 channels of chip 0 as a function of the channel number, where it is clearly
visible the anomalous behaviour of channel 45, and, on the right, an histogram fea-
turing the distribution of photopeaks. In figure 4.8 are shown the same information,
but for the chip 4, which is part of the front-end electronics of the second module.
The average value for the TOT corresponding to the photopeak position is
1.96·10−7 s for chip 0 and 2.01·10−7 s for chip 4. The maximum and minimum TOT
value corresponding to tho photopeak are respectively 2.15·10−7 s and 1.78·10−7 s,
regarding chip 0, and 2.25·10−7 s and 1.86·10−7 s as far as chip 4 is concerned. These
values, along with the ones referring to the other six ASICs, are summarized in table
4.1. The value referring to channel 45 of chip 0 have not been taken into account
because of the malfunctioning of this channel. Chip 2 and 6 are the ones showing
the greater dispersion between the TOT values of different channels.
Given that different channels present different values of the TOT corresponding
to a 511 keV energy, the energy selection window that is applied in the PET acquired
images must be choose differently from channel to channel, so to select a symmetrical
interval around the TOT value of the photopeak of every channel.
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Figure 4.4: TOT spectra for the channels from 0 to 31 of chip 0 obtained by using a FDG source.
The peak corresponding to a 511 keV energy is clearly visible for all the channels.
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Figure 4.5: TOT spectra for the channels from 32 to 63 of chip 0 obtained by using a FDG
source. The peak corresponding to a 511 keV energy is clearly visible for all the channels, with the
exception of channel 45, which is probably not correctly functioning.
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Figure 4.6: Gaussian fit in the photopeak region of the TOT spectrum for channel 35 of chip 0.
The values of mean and standard deviation obtained are respectively 2.01·10−7 s and 5.09·10−9 s.
Figure 4.7: On the left, graph representing the obtained photopeak positions for 64 channels of
chip 0 as a function of the channel number and, on the right, histogram featuring the distribution
of the photopeaks. In the graph, it is clearly visible the anomalous behaviour of channel 45.
46
4.3. GAIN UNIFORMITY AMONG DIFFERENT SIPMS
Figure 4.8: Same information of figure 4.7, but for chip 4.
Chip nr Average TOT value (s) Min. TOT (s) Max. TOT (s) Max-Min (s)
0 1.96·10−7 1.78·10−7 2.15·10−7 0.37·10−7
1 1.40·10−7 1.08·10−7 1.61·10−7 0.53·10−7
2 2.30·10−7 1.96·10−7 2.77·10−7 0.81·10−7
3 1.77·10−7 1.48·10−7 1.97·10−7 0.49·10−7
4 2.01·10−7 1.86·10−7 2.25·10−7 0,39·10−7
5 1.95·10−7 1.73·10−7 2.12·10−7 0,39·10−7
6 1.84·10−7 1.41·10−7 2.19·10−7 0,78·10−7
7 1.80·10−7 1.63·10−7 2.04·10−7 0,41·10−7
Table 4.1: Average, minimum and maximum TOT value corresponding to the photopeak for the
eight ASICs. Chip 2 and 6 are the ones showing the greater dispersion between the TOT values of
different channels.
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4.4 Performances stability over time
Next check on the system was to control the stability of the performances over time;
therefore, our purpose was to know whether the photopeak’s position of each channel
remained the same during the whole acquisition time. If there were changes in its
position, it would not be possible to use fixed TOT values for the selection of valid
events, but it would be necessary to periodically check the TOT value corresponding
to the energy of 511 keV and to modify consequently the endpoints of the selection
interval.
To carry out this check, the same data analysed in the previous pages have been
used. The acquisition time with the FDG source was about 25 minutes; to check
the performances stability over time of the detectors, the position of the photopeak
obtained by using only data acquired in the first 7 minutes (corresponding to a frame
number lower than 49·106, given the frame duration of 8.5 µs) has been compared
to one get analysing the data referring to the last 7 minutes of acquisition (frame
number higher of 116·106). The results obtained for channel 7 and 42 of chip 0 are
shown, as an example, in figure 4.9, while the analogue graphs for channel 15 and
56 of chip 4 are presented in figure 4.10.
As shown in the previous figures, for each channel the photopeaks of the TOT
spectra acquired at different times are perfectly overlapping, meaning that their
position does not change over time. This feature allows to use fixed TOT values for
the selection of valid events during the whole acquisition time.
4.5 Calibration of the TOT with energy
In the following pages, we report the calibration of the TOT provided by the ASICs
with the energy of the detected event. The relationship between TOT and energy
is not expected to be linear, but to follow an exponential trend. This feature causes
a deformation of the TOT spectrum with respect to the energy and may affect the
energetic resolution of the system, especially at high TOT values.
To perform the TOT calibration, a number of radioactive sources, avalaible at the
Clinical Physiology Institute of the CNR of Pisa and emitting photons of different
energies, have been used. In particular, the employed radionuclides are Barium-133
(133Ba), having an activity of 150 µCi and an half-life of 10.5 years, and Cesium-137
(137Cs), whose activity was 134 µCi and had an half-life of 30.2 years.
133Ba decays by electron-capture into an excited state of 133Cs, which decays to
its ground state mainly emitting photons with energy of 81 keV (emission probability
34%) and 356 keV (emission probability 62%) [27]. Others decays channels occur
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Figure 4.9: TOT spectra of two channels of chip 0 acquired at different times in order to verify
that the photopeak’s position in each channel remains the same during the whole acquisition time.
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Figure 4.10: TOT spectra of two channels of chip 4 acquired at different times in order to verify
that the photopeak’s position in each channel remains the same during the whole acquisition time.
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with a lower probability and their emission peaks can not be clearly distiguished in
the TOT spectrum; their decay energies and emission probability are listed in table
4.2.
Energy (keV) Emission
probability
31 0.969%
35 22.6%
53 2%
79.6 3%
81 34%
276 7%
303 18%
356 62%
383 9%
Table 4.2: Emission energies and probability of 133Ba
137Cs decays, with a probability of about 95%, by β− emission to a metastable
nuclear isomer of barium (137mBa), which transitions to its ground state by emitting
662 keV photons [27]. A second possible decay channel is the direct β− decay of
137Cs into the ground state of 137Ba.
The two sources used at the Clinical Physiology Institute of CNR were almost
pointlike (with a size of about 1-2 mm) and have been placed middle way between the
two modules, which were located at a distance of 50 cm one to the other, aligned
with their centers. As an example, in figure 4.11 are depicted the TOT spectra
obtained with the employment of the 133Ba and 137Cs sources in case of channel 5
of chip 0.
In the Barium spectrum, both the peaks at 81 and 356 keV are quite broad; this
can be caused by the overlapping of emission peaks at different energies and can
add uncertainties in assigning the correct energy value to the corresponding TOT.
Moreover, the presence of events with an energy higher than 356 keV can be noticed:
these events are due to the contemporary interaction of two photons, with different
energies and due to different decay channels of the radionuclide, in the same crystal
element (pile-up). This causes the SiPM to consider them as a single photon with
an energy value equal to the sum of the single photons energies.
In the Cesium spectrum, in addition to the most energetic peak at 662 keV,
two other peaks, caused by the Lutetium γ emission are visible. The Lutetium in
the crystal, in fact, contains itself a radioactive isotopes (176Lu), with an half-life
of 3.79·1010 years and an abundance of 2.6% in nature [28]. 176Lu decays β− into
an excited state of 176Hf, which falls in its ground state by emitting photons with
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Figure 4.11: TOT spectra of channel 5 of chip 0 obtained by using a 133Ba (above, in red) and
a 137Cs source (below, in blue). In the barium spectrum, both the emission peak at 81 keV and the
one at 356 keV are visible. In the case of caesium, the peak at 662 keV is clearly visible. Moreover,
also the Compton edge and two less energetic peaks can be noticed. This latters are caused by the
Lutetium γ emission at 210 keV.
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energies of 307 and 202 keV, even if in the the Cesium spectrum the less energetic
one can not be easily distinguished.
The sudden drop just in front of the 662 keV peak is instead the so-called Comp-
ton edge. When an impinging photon interacts via Compton effect with an atomic
electron of the scintillating crystal, it changes its trajectory, exiting from the crys-
tal, and lose a part of its energy inside the material according to the following
formula [11]:
Ef = E0
[
1 +
E0
mec2
(1− cosθ)
]−1
(4.1)
where Ef is the final energy of photon, E0 is its initial value (which in case of
137Cs
is 662 keV), me is the electron mass and θ is the photon scattering angle. When
θ= 180◦, Ef has the minimal value which, in case of an initial photon energy of
662 keV, is about 184 keV. Therefore, the energy left in the scintillator which can
be detected by the SiPM reaches its maximum value of 478 keV, corresponding to
the Compton edge.
Moreover, the position of the 511 keV peak, got from the previous measurement
with the FDG source, has also been used for the TOT calibration.
For each peak, the value of the corresponding TOT have been obtained by means
of a gaussian fit in the region of interest. The values of mean (µ) and standard
deviation (σ) coming from the fits of the different channels, along with their errors,
are listed in table 4.3, concerning two channels of chip 0, and in table 4.4 with regard
to two channels of chip 4.
Resulting fitting parameters have been plotted against the corresponding energy.
The graphs obtained for the different channels are represented in figure 4.12. The
data have been fitted with the following exponential function:
f(x) = p0 · ep1x + p2 (4.2)
The values obtained for the fit parameters of the four channels are listed in
table 4.5. The fitting function does not pass for (0; 0) because of the way employed
to calculate the TOT: referring to figure 3.8, it can be noticed that the TOT is
0 when the event’s energy is equal to the value chosen for the E-threshold of the
ASIC. Therefore, the intersection of the fitting curve with the y-axis indicates the
value chosen for the E-threshold, expressed in keV.
As expected, the relationship between TOT and energy is not linear, but follows
an exponential trend.
The calibration curve obtained in figure 4.12 is associated with great uncertain-
ties. In fact, especially in the Barium spectrum, the emission peaks employed to get
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Chip 0 channel 5
Energy (keV) µ (s) ∆µ (s) σ(s) ∆σ(s)
81 5.06·10−8 1·10−10 2.03·10−8 2·10−10
202 1.476·10−7 2·10−10 1.32·10−8 3·10−10
307 1.682·10−7 1·10−10 1.32·10−8 3·10−10
356 1.715·10−7 2·10−10 1.40·10−8 2·10−10
511 1.8653·10−7 1·10−11 4.99·10−9 1·10−11
662 2.0684·10−7 3·10−11 5.00 ·10−9 1·10−11
Chip 0 channel 29
Energy (keV) µ (s) ∆µ (s) σ(s) ∆σ(s)
81 6.70·10−8 1·10−10 1.96·10−8 3·10−10
202 1.629·10−7 3·10−10 1.72·10−8 8·10−10
307 1.843·10−7 1·10−10 1.47·10−8 3·10−10
356 1.8600·10−7 5·10−11 8.7·10−9 1·10−10
511 2.0292·10−7 1·10−11 5.02·10−9 1·10−11
662 2.2425·10−7 1·10−11 4.92 ·10−9 1·10−11
Table 4.3: Values of the mean, of the standard deviation and of their errors obtained by means of
a gaussian fit of the peaks at different energies in the TOT spectra of channels 5 and 29 of chip 0.
Chip 4 channel 5
Energy (keV) µ (s) ∆µ (s) σ(s) ∆σ(s)
81 6.80·10−8 1·10−10 2.07·10−8 2·10−10
202 1.657·10−7 3·10−10 1.8·10−8 1·10−9
307 1.884·10−7 1·10−10 1.55·10−8 2·10−10
356 1.9097·10−7 5·10−11 1.41·10−8 2·10−10
511 2.0906·10−7 1·10−11 5.38·10−9 1·10−11
662 2.2871·10−7 4·10−11 5.25 ·10−9 2·10−11
Chip 4 channel 29
Energy (keV) µ (s) ∆µ (s) σ(s) ∆σ(s)
81 7.03·10−8 1·10−10 1.61·10−8 3·10−10
202 1.509·10−7 5·10−10 1.7·10−8 1·10−8
307 1.703·10−7 1·10−10 1.40·10−8 3·10−10
356 1.7526·10−7 6·10−11 1.15·10−8 1·10−10
511 1.9341·10−7 1·10−11 5.35·10−9 1·10−11
662 2.1401·10−7 3·10−11 5.05 ·10−9 5·10−11
Table 4.4: Values of the mean, of the standard deviation and of their errors obtained by means of
a gaussian fit of the peaks at different energies in the TOT spectra of channels 5 and 29 of chip 4.
54
4.5. CALIBRATION OF THE TOT WITH ENERGY
Figure 4.12: Correlation between TOT provided by the ASICs and the energy of the detected
event in the cases of channel 5 and 29 of chip 0 (above) and of chip 4. An exponential fit with
function 4.2 has been performed and it is shown in the graphs with a red line.
p0 p1 p2
Chip 0 ch 5 8.407 2.091·107 45.64
Chip 0 ch 29 7.81 1.965·107 40.37
Chip 4 ch 5 6.513 2.001·107 46.06
Chip 4 ch 29 13.56 1.813·107 21.64
Table 4.5: Values of the parameters obtained with the exponential fit of the graphs showing the
relationship between the TOT values and the energy.
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the calibration curve, were quite broad and, therefore, the TOT corresponding to the
nominal emission energy of the source could not have been precisely determinated.
To obtain a better calibration curve, it should be useful to employ a greater number
of radioactive source, with narrow and well definite emission peaks. However, since
the 511 keV photopeak in the TOT spectra is well separated from the background,
the events under the peak have been easily selected for the image reconstruction,
without linearizing the TOT spectra.
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Chapter 5
Test of the INSIDE PET
prototype at the CNAO beam-line
5.1 Experimental set up at CNAO
On May 2015, the INSIDE-PET prototype, described in the previous chapter of
this thesis, has been transported to the CNAO facility in Pavia and mounted in
one of the treatment room, in order to test its performances with proton beams at
therapeutical energies.
Figure 5.1: Picture of the experimental set-up employed for the test beam at CNAO. The two
modules are placed at a distance of 50 cm from each other. A PMMA phantom is fixed onto a
dedicated holder in the middle (at a distance of 25 cm from each module) and aligned with the beam
axis.
As can be seen in figure 5.1, the prototype system has been placed on the couch
used for the patients positioning during the treatment, in front of the horizontal
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beam line. The two crystal+SiPMs modules were located at a distance of 50 cm from
each other and the Field of View (FOV) of the detector was 51.2×51.2×51.2 mm3.
A PolyMethylMethacrylate (PMMA) phantom, in the shape of a rectangular
parallelepiped, has been fixed on a dedicated holder, with adjustable height, and
aligned with the modules along the beam direction (z axis) by using a micrometric
shifter. The phantom has a surface of 4.9×4.9 cm2 orthogonal to the beam direction
and a depth of 7 cm along the z axis. PMMA is a plastic material commonly used for
phantoms employed in radiotherapy. It is considered a good surrogate, even if not
completely equivalent, of human tissue because of its density (1.18 g/cm3), which is
comparable to the average human tissue one, and because of its chemical composition
( C5O2H8). This latter feature means that the main β
+ emitting isotopes produced
by the irradiation of a PMMA phantom with proton beams are 15O and 11C [20], as
it happens when the irradiated material is human tissue.
The centre of the phantom was placed at a distance of 25 cm from each module.
In order to align the system with the proton beam direction, the whole set up has
been translated so to have the centre of the phantom coinciding with the beam
isocenter. The position of this latter can be precisely detected thanks to a set of
laser guides, positioned on the room walls, and there intersecting.
The FPGA board have been placed on the couch behind two water tanks, to
protect it from the incoming radiation. The host PC, instead, was situated in an
adjacent room.
5.2 Beam energies and time structure
During the test session at CNAO, four one-spot irradiations plans, with proton
beams of different energies, have been performed. “One-spot” means that the
beam’s direction is not deflected by magnets during the irradiation, but it remains
unchanged, causing the Bragg peak’s position to stay at a fixed position during the
whole process.
The beam energies chosen to irradiate the phantoms were 68, 72, 84 and 100
MeV, corresponding respectively to a range in PMMA of 34, 37, 49 and 66 mm
[29]. After each irradiation, acquisitions were prolongued for other twenty minutes,
to detect the so-called after-treatment decay products. The phantom was changed
after each acquisition to avoid that the induced activity affected the next measure-
ment. Considering the geometry of the acquisition system and the dimensions of the
phantoms, the irradiation with a 100 MeV beam was expected to produce a worst
quality image, because the Bragg peak in this case is located on the edge of the field
of view of the detectors. Therefore, the amount of activity which can be detected
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by the acquisition system with an irradiation energy of 100 MeV is lower than in
the other 3 cases.
As described in chapter 2, the temporal beam structure at CNAO is characterised
by beam-on intervals (spills), each lasting about 1s, separated by 4 s where the beam
is off (inter-spills). This structure can be seen in figure 5.2, where the events number
in each frame is shown as a function of the frame number; since frames have a fixed
temporal duration (8.5 µs), this quantity is directly proportional to the events rate.
The figure concerns the data acquired by the chip 0 during the irradiation with the
72 MeV proton beam.
Figure 5.2: Graphs showing the events number in each frame for chip 0 during the irradiation
with the 72 MeV proton beam. The spill structure is visible until about frame number 55 ·106, when
the irradiation has stopped. For higher frame numbers the acquired data refer to the after-treatment
decay.
The events rate during spills is higher with respect to the inter-spills because
of the presence of prompt-gammas which have a typical emission type lower than
1 ns after the proton interaction with the material. During the beam-on intervals,
some of the frames contain the maximum number of events (48): this means that
the number of the events in each frame saturates, probably causing the loss of some
events. On the contrary, during the inter-spills the average events number in each
frame is about 12.
In figure 5.2, the spills structure is visible until the frame number is lower than
55·106, when the proton irradiation has stopped. After this value, corresponding to
a temporal duration of about 8 minutes, the acquired data cover the after-treatment
decay. Table 5.1 resumes the main characteristics of the four irradiations. The total
59
5.3. TOT SPECTRA
number of delivered protons was 2.0·1011 for each irradiation; instead, the average
numbers of particles for each spills (and therefore the number of spills) are different
for the various irradiations. This is caused by the variation of the CNAO accelerator
output current.
Energy
(MeV)
Nr. of protons Nr. of spills
Average protons
number per spill
PMMA range
(mm)
68 2.0·1011 102 1.96·109 34
72 2.0·1011 98 2.04·109 37
84 2.0·1011 183 1.09·109 49
100 2.0·1011 139 1.44·109 66
Table 5.1: Main characteristics of the four irradiations. The average numbers of particles for
each spills are different for the various irradiation because the CNAO accelerator output current is
not stable over time.
In the following of this chapter, the analysed data refer to the irradiation with
the 72 MeV beam, which was expected to produce one of the best image quality.
5.3 TOT spectra
5.3.1 Inter-spills and in-spill spectra
Taking into account the difference in rate between spills and inter-spills intervals,
it is possible to discriminate events occuring during spills or inter-spills considering
the amount of detected events in a frame: if the number of events is higher than 25,
the frame is considered to contain spill-events, while if the events number is lower
than 12, the events are considered to be detected during inter-spills. In figure 5.3,
the TOT spectra of the same channels, obtained by using only in-spill or inter-spill
events, are compared. Figures refer to channel 7 of chip 0 and channel 3 of chip 4.
Spill and inter-spill spectra appear very different: in case of inter-spill events,
even without any kind of events selection, the 511 keV photopeak can be easily
distinguished. The other two less energetic peaks, which are visible especially in
the case of channel 7 of the chip 0, are due to the γ emissions of the Lutetium-176
isotope present in the crystal and correspond to an energy of 202 and 307 keV [28].
In case of in-spill events depicted in figure 5.3, instead, the spectrum shows a
large amount of background events, mainly due to the prompt-gammas emissions.
Besides, some of the detected events have a TOT value higher than 2.5·10−6 s which,
given the calibration performed with the radioactive sources of the event’s energy
with TOT, correspond to energies of the order of a few MeV. Again these events are
due to prompt-gammas, whose energetic spectrum, as previously described, extends
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Figure 5.3: TOT spectra of channel 7 of chip 0 (above) and channel 3 of chip 4 (below) obtained
by using only in-spill (blue line) or inter-spill events (red line).
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up to 15 MeV. Moreover, the high amount of background events makes the 511 keV
photopeak hard to distinguish in the TOT spectra.
Anyway, it should be possible to select the true coincidences events, even during
spills intervals, by applying a careful energetic selection of the events and by prop-
erly choosing the coincindence time window. Therefore, this PET system allow to
monitor the particles range for the entire duration of the treatment, without the
need of a gating system to stop the acquisition during spills-intervals.
5.3.2 After-treatment spectra
The events belonging to the after-treatment decay have been selected by considering
only the ones with a frame number higher than 56·106, so to choose only the ones
detected after the end of the irradiation. The after-treatment spectra of channel
21 of chip 0 and channel 45 of chip 4 are presented in figure 5.4, where they are
compared with the inter-spill spectra of the same channels.
After-treatment spectra appear very similar to the inter-spill ones and even in
this case the 511 keV photopeak and the two Lutetium-176 emission peaks are well
separated from the background. Indeed, in both the spectra the events detected are
mainly coming from e+e− annihilations or Compton interactions, but there are no
events due to the emission of prompt-particles.
5.3.3 Stability over time of the photopeak position
In figure 5.5, the TOT spectra referring to the acquisitions with an FDG source at
CNR and to the inter-spill events, both for channel 3 of the chip 0, are compared.
The position of the 511 keV photopeak (which is the more energetic of the three
peaks visible in the CNAO-data spectrum) has not remained stable in the two
acquisitions, meaning that it is dependent on the conditions in which the acquisition
is performed. In fact, the SiPMs breakdown voltage increases linearly with the
room temperature, causing, if the same bias voltage is applied, a decrease of the
overvoltage of the SiPM and therefore of its gain.
Hence, to determine the photopeak position in the TOT spectra referring to the
data acquired at CNAO, it had been necessary to perform a new gaussian fit, as it
has been done with the CNR data in the previous chapter (section 4.3).
5.4 Selection of the annihilation events
In present section, the strategy chosen to discriminate the coincidences events from
the background is described in detail. In this prototype acquisition system, data
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Figure 5.4: TOT spectra of channel 21 of chip 0 (above) and channel 45 of chip 4 (below) obtained
by using only after-treatment (blue line) or inter-spill events (red line).
Figure 5.5: TOT spectra referring to the acquisitions with the FDG source at CNR (in blue) and
to the inter-spill events (in red) for channel 3 of the chip 0.
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referring to all the detected events are sent to the host PC and the selection of the
annihilation events is performed off-line, by using a speficically dedicated software.
In the final version of the INSIDE PET-scanner, instead, the events selection will
be performed in real-time by the high-end FPGA which collects the data incoming
from all the ASICs constituting the front-end of the two PET modules. In this way,
only data reffering to true coincidences events will be sent to the host PC, to be
used for the image reconstruction [30].
5.4.1 The coincidence time window
In order to identify the signals coming from e+e− annihilations, the two emitted
photons must be detected in coincidence: this means that the difference between
the times at which they are detected by two opposite detectors must be lower than
a specific value, defined coincidence time window. There are several factors which
can lead to the photon detections not occurring at the exact same time, even if they
are simultaneously emitted: in the first place, uncertainties in the time distribution
of the optical photons, which affects the timing resolution of the crystal, have to
be taken in account. In addition also the time resolution of the photodetectors and
of the front-end electronics contribute to the spreading of the detection times of
coincidences photons.
Finally, if the annihilation occurs closer to one detector than the other, this will
result in a different time for the photons to reach the detectors surface. Therefore,
the amplitude of the coincidence time window has to be chosen considering the
dimensions of FOV, the distance between the two opposite detectors and their timing
resolution. Given the dimensions of our acquisition systems, which were described at
the beginning of this chapter and are shown in figure 5.6, even in the worst possible
case the difference in pathlenghts of the two coincidence photons is about 7 cm and
causes then a difference between the times at which photons impinge on the detector
of the order of 250 ps. This value is comparable to the coincidence time resolution
measured by using single Hamamatsu SiPMs coupled with LFS crystals, which, as
it has been described in section 3.3.2, was about 400 ps FWHM.
The choice of the coincidence time window in this acquisition system must be
performed taking into account these two values and should therefore be of the order
of a few ns.
5.4.2 Detection of the coincidence signal
To discriminate the coincidence events from the background, the two photons must
not only be detected in coincidence, but both of them must also have a measured
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Figure 5.6: Sketch not to scale of the acquisition system mounted in one of the CNAO treatment
rooms for the test beam. The two identical detectors are coloured in green, while the phantom placed
in the middle of them is coloured in orange.
energy around the nominal value of 511 keV. Therefore an additional selection cri-
terium has been applied to the raw data provided by the ASICs: the events to be
selcted must belong to the 511 keV peak of the TOT spectrum. In particular, the
request was:
µi − 3σi <TOTi < µi + 3σi
where µi and σi are the values of mean and standard deviation obtained for the
ith channel with the gaussian fits on the CNAO inter-spill data. The same energy
selection window have been applied to inter-spill, in-spill and after-treatment events:
this have been done considering that in section 3.4 it has been demonstrated that
the photopeak position remains the same during the whole acquisition.
The rejection of photons carrying an energy too different from the theoretical
value of 511 keV should allow to discard both events due to processes other than
e+e− annihilations and photons coming from true annihilations but which have suf-
fered a precedent interaction and have been deflected from their original trajectory
(scattered coincidence).
If more than two photons with the required energy are detected within the co-
incidence time window, the event is defined multiple coincidence. Because it is not
possible to understand which of the photons come from the same e+e− annihilation
event and obtain a reliable LOR, the event is discarded.
In conclusion an event is considered a true coincidence when
• the two photons are detected by the opposite detectors within a certain time
interval, defined coincidence time window. Taking into account the charac-
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teristics of our acquisistion system, the amplitude of the coincidence window
should be on the order of a few ns.
• the value of the measured energy is, for both the photons, in certain energetic
range around the nominal value of 511 keV. As far as this acquisition system is
concerned, the chosen amplitude for this interval is 3σ around the mean TOT
value of the photopeak.
• only two photons with an energy comprised in the energy selection window,
described at the previous point, are detected within the coincidence time win-
dow.
5.4.3 Temporal synchronization of the ASICs
To estabilish if the arrival times of two photons on the surface of opposite detectors
are included into the coincidence time window, it is necessary that signals coming
from the detectors are temporally synchronized with one another. In our acquisition
system, the same clock signal is distributed by the FPGA board to the eight ASICs
which form the front-end electronics: however, this does not imply that signals are
perfectly synchronized because the electronics of each ASIC and their connection
with the FPGA board can introduce different delays from one device to another.
Thus, before beginning the research of the coincidence signals, these delays must be
measured and suitable adjustments have to be applied at the times measured by the
eight ASICs in order to synchronize them.
The method employed to measure the delays between different ASICs was to
search the coincidence signal, by using a quite large coincidence time window (30 ns),
between only a couple of ASICs, one belonging to the electronics of module 1 and
the other to the electronics of module 2. Then the distribution of the difference
between the detection times of the two coincidence photons (∆t) was plotted on a
histogram. In this analysis, only the less noiser data collected during the inter-spills
phases of the acquisition have been used.
If the two ASICs were synchronized to each other, we should obtain a bell-shaped
distribution centered around 0 and with a standard deviation (CTR) of the order of
hundreds of ps because of the intrinsic timing resolution of the system. Instead, if the
ASICs are not synchronized, the distribution will be still bell-shaped, but no more
centered around zero and its mean value will represent the relative delay between
signals provided by the two ASICs. In figure 5.7 are shown the ∆t distributions
obtained by considering the coincidence events from chip 0 and 4 (above) and chip
3 and 4 (below).
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Figure 5.7: CTR between chip 0 and 4 (above) and chip 3 and 4. The distributions are not
centered at 0 because ASICs are not synchronized with each other. A gaussian fit of the obtained
distribution has been performed in order to obtain the value of the relative delay between the two
ASICs.
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To correct the relative delays, a correction factor has been applied to the times
measured by the ASICs, in order to synchronize all of them with chip 0, which has
been chosen as point of reference. The correction factors have been determined by
using the mean values of the gaussian fits performed on the obtained CTR distribu-
tions. This values, relative to chip 0, are listed in table 5.2. As expected, the delays
Chip number Delay (ns)
0 0
1 -0.288·10−9
2 -0.056·10−9
3 -0.300·10−9
4 -7.778·10−9
5 -7.665·10−9
6 -7.219·10−9
7 -7.582·10−9
Table 5.2: Delays of the different ASICs with respect to chip 0.
are much greater between ASICs belonging to the electronics of different modules
and therefore located on different boards. In this case the delays are about 7 ns.
Instead, when comparing ASICs bonded on the same board, the relative delays are
on the order of hundreds of ps.
After having applied the corrections to the times provided by the front-end elec-
tronics, the ∆t distributions between couples of ASICs have been plotted again by
using, in this case, a coincidence time window of 2.5 ns. This time, the bell-shaped
distributions appear centered at zero. As an example, the ones obtained by using
chip 0 vs chip 4 and chip 3 vs chip 5 are shown in figure 5.8.
5.5 Experimental results
5.5.1 The coincidence signal inter-spill
Once that all the components of the front-end electronics have been synchronized
with chip 0, it has been possible to search the coincidences events between data
collected from the whole module 1 (whose fron-end electroniscs is constituted by
chip n. 0, 1, 2 and 3) and module 2 (chip n. 4, 5, 6 and 7).
The strategy employed was the one described above, with the TOT interval of
selection specifically chosen for each channel with an amplitude of 3σ around the
mean value of the photopeak. The coincidence time window is 2.5 ns. Figure 5.9
shows the ∆t distribution of coincidences events, detected during the inter-spill
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Figure 5.8: CTR between chip 0 and 4 (above) and chip 3 and 5, after that appropriate corrections
have been applied at the times provided by the ASICs in order to synchronize them with each other.
This time, a 2.5 ns time coincidence window has been used. The distributions obtained are centered
at 0.
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intervals, from module 1 vs module 2. The distribution is centered at 0, confirming
that the ASICs have been well synchronized with each other. The standard deviation
is about 620 ps and it is compatible with the timing resolution of the acquisition
system.
Figure 5.9: CTR between inter-spills events collected by the whole module 1 vs module 2. The
distribution is centered at 0, confirming that the ASICs have been well synchronized with each
other. The standard deviation is about 620 ns and it is compatible with the timing resolution of
the acquisition system.
Figure 5.10 shows the trend of the coincidences rate during inter-spills with time.
The coincidences rate becomes higher with time because the amount of β+ emitting
isotopes, due to protons nuclear interactions with PMMA, increases after every
spill. Taking into account that some of these isotopes have an half-live comparable
with the duration of the irradiation, they continue to give their contribution to the
detected activity until the end of the treatment.
5.5.2 The coincidence signal in-spill
As depicted in figure 5.3, during the beam-on intervals it is hard to distinguish the
photopeak in the TOT spectrum because it is flooded by the background events.
Still, the annihilation events can be recovered from the whole data set by applying
the same strategy explained in the case of inter-spill coincidences and supposing
that, even if not visible, the photopeak position has remained stable. In this case,
the chosen time coincidence window is 5 ns. Figure 5.11 shows the ∆t distribution of
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Figure 5.10: Coincidences rate during inter-spills with time. The increasing trend is due to the
build-up of β+ emitting isotopes, created by the protons nuclear interactions with the irradiated
material.
coincidences events, detected during the in-spill intervals. The standard deviation
obtained from the gaussian fit is about 700 ps, slightly higher than in the inter-
spill case. This is caused by the higher events rate during the beam-on times,
which enhances the random coincidences counts rate. These latters can not be
distinguished from the true coincidences events and cause a broadening of the CTR
curve.
5.5.3 The coincidence signal during the after-treatment
As shown in figure 5.4, the TOT spectrum of the events occuring during the after-
treatment phase is very similar to the one relative to the events of the inter-spill
intervals. The CTR curve referring to the coincidences events detected during the
after-treatment decay is shown in figure 5.12. The coincidence time window is 2.5 ns.
The standard deviation got from the gaussian fit is about 610 ps, very close to the
one obtained in the inter-spill CTR curve.
In figure 5.13 it is shown the rate of the coincidences detected during the after-
treatment acquisition against time. As expected, in this case the trend is exponen-
tially decreasing because of the decay of the β+ emitting isotopes, which are no
longer produced inside the phantom.
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Figure 5.11: CTR between in-spill events collected by the whole module 1 vs module 2. The
standard deviation is about 700 ps, slightly higher than in the interspill case.
Figure 5.12: CTR relative to the coincidences events detected during the after-treatment decay.
The standard deviation is about 610 ps, comparable with the one in the interspill case.
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Figure 5.13: Coincidences rate during the after-treatment decay with time. The trend is expo-
nentially decreasing because of the decay of the β+ emitting isotopes.
The rapid decrease of the amount of coincidences which can be detected after the
end of the irradiation emphasizes the advantages of using an in-beam PET-scanner,
not only because it allows to monitor the treatment in real time and to possibly
implement corrections on it, but also because the events statistics, if the acquisition
is performed during the treatment, is much higher and the activity distribution can
be more precisely estimated.
5.6 The reconstructed PET images
Figure 5.14 shows the images of the induced activity reconstructed by using respec-
tively only inter-spill (on the left) and in-spill coincidences (on the right) on the x-z
projection, where z-axis is parallel to the beam direction and goes from the bottom
to the top of the image and x-axis is parallel to the line connecting the centers of
the two detectors. Brighter colors correspond to pixels of the image which registered
an higher number of events. The algorithm employed in the images reconstruction
process is described in Appendix A.
As expected, the in-spill image appear to be much noisier with respect to the
inter-spill one because of the greater amount of random coincidences not spatially
correlated with the induced activity, which cause a broadening of the imaged ac-
tivity profile. Moreover, also the lower events statistics for the in-spill coincidences
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Figure 5.14: Images of the induced activity reconstructed by using only inter-spill (on the left)
and in-spill coincidences (on the right) on the x-z projection.
contributes to decrease the image quality.
The image obtained by using after-treatment events is not shown in this context,
but it is very close to the one relative to the inter-spills coincidences.
In figure 5.15 it is presented the activity profile along the beam axis, recon-
structed for the inter-spill coincidences. Given that each pixel has a width of
1.6 mm, the FWHM of the profile is 30.4 mm. To verify the correctness of this
result, the obtained activity profile must be compared with the one predicted by
Monte Carlo simulations. The simulations have been developed within the INSIDE
collaboration at Torino INFN and take into account the proton beam structure, the
phantom characteristics and the prototype PET-scanner specifications. Experimen-
tal results are in good agreement with the predicted ones and the difference between
data and simulation in the distal fall-off evaluation is less then 1 mm [31].
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Figure 5.15: Activity profile reconstructed along the beam axis, by using inter-spill coincidences.
Its FWHM is 30.4 mm.
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Conclusions
The goal of this thesis was to characterize a prototype of the INSIDE PET-scanner,
a device designed for the real-time monitoring of hadrontherapy treatments which
will be installed in one of the treatment rooms at CNAO. The prototype is made up
by two 256 pixels LFS crystal arrays, facing each other, with each element coupled
one to one with a Hamamatsu SiPM. Each module is read-out by four 64 channels
ASICs, with every channel specifically dedicated to a single SiPM.
The results obtained in chapter 4 shows that only one channel (or SiPM) of
the 512, constituting the front-end electronics of the prototype PET-scanner, is not
correctly working. All the other ones, instead, allow to discriminate the 511 keV
photopeak events from the background, even if each SiPM has a gain different from
the others and, therefore, the TOT value associated with the 511 keV events changes
from one channel to another. This feature requires to choose the energy selection
window for the annihilation events to be used in the image reconstruction with
different end-points for the various channels.
In chapter 5, it has been described the strategy employed to recover the coin-
cidence signals from the background during the irradiation of a PMMA phantom
with a 72 MeV protons beam, performed at CNAO during the test beam session.
The selection of the annihilation events has been carried out off-line, by using a
specifically designed software. The temporal beam structure is characterized by the
alternation of beam-on intervals or spills, lasting about 1 s, where the proton beam
is extracted from the synchrotron and impinges on the phantom, and pause periods
of about 4 s, defined inter-spills. The acquisition with the prototype PET-scanner
has been performed for the entire irradiation time (about 8 minutes) and prolongued
for other 20 minutes to detect the after-treatment decay. The selection of the co-
incidence signals have been performed separetely for the in-spill, inter-spills and
after treatment events. The standard deviation of the obtained CTR curve is about
620 ps in case of inter-spills and after treatment coincidences, while it is about 700
ps for the in-spill ones. In this last case the CTR curve width is larger because of
the higher rate of random coincidences, which are mainly due to prompt-particles
emission, processes occuring with a typical mean time lower than 1 ns. Random
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coincidences can not be discriminated from the true ones and, being not spatially
correlated with the induced activity distribution, cause a loss of the reconstructed
image quality.
Anyway, it has been demonstrated that the INSIDE PET-scanner is capable to
reconstruct the induced activity profile both using in-spill or inter-spills coincidences
and the images obtained have been shown. Hence, it will be possible to perform a
pauseless monitoring of the hadrontherapy treatment. The possibility to perform a
real-time acquisition of the coincidence events allows to obtain better quality images
with respect to systems in which the PET-scanner is not integrated in the irradiation
site. In fact, the coincidences rate rapidly decreases after the end of the irradiation
because of the decay of the β+ emitting isotopes, which leads to reconstruct the
images with a lower events statistics.
77
Appendix A
The image reconstruction process
Once the coincidence signals have been identified, the corresponding events data are
fed to a suitable reconstruction algorithm that provides in output the PET image.
As described in chapter 2, every coincidence identifies a LOR connecting the
two crystal elements which have detected the pair of annihilation photons: the
LOR, therefore contains the position of the annihilation event, even if it can not be
precisely determined. Given the finite dimensions of the crystal elements, the LOR
is not really a monodimensional line, but rather an elongated parallelepiped.
Basically, the concentration of the detected activity in a given point of the tissue
is proportional to the number of LORs passing for that point. However, to optimize
the image quality, it is necessary first to apply some correction factors to the data,
which can affect the count rate of the detected coincidences, then to employ one of
the existing algoritmhs specifically dedicated to the PET images reconstruction.
The image reconstruction algorithms can be classified into analytical or iterative.
The first ones start from the real acquired data and utilize mathematical models to
obtain the final image. The most commonly used analytical algorithm is the Filtered
Back Projection (FBP) [32].
The iterative methods, instead, start from an ideal modeling of the data and try
to find the image which best fits the acquired data through a series of subsequent
iterations. These methods produce a better image quality with respect to the ana-
lytical ones, but their practical implementation has been hindered in the past by the
long time required to perform the image reconstruction. Anyway, in the last twenty
years, thanks to more performing computers and to the development of faster algo-
rithms, the employement of iterative methods has spreaded in clinical practice. One
of the most diffuse iterative method is the Maximum Likelihood-Expectation Max-
imization (MLEM). This latter is the method chosen for the image reconstruction
from the data acquired with the prototype PET-scanner during the test-beam at
CNAO and it is going to be more extensively described in the section A.2
78
A.1. DATA CORRECTION
A.1 Data correction
Among the factors which can affect the true coincidences count rate for each detector,
the most important are the photon attenuation across the tissues, the different
efficiencies of detectors and the presence of random coincidences in the selected
data.
As far as the photons attenuation is concerned, it must be noticed that the rate
of the detected coincidences is not dependent on the annihilation position along the
LOR. In fact, considering a single photon emitting point-like source, located at a
depth “x” in an attenuating medium, the count rate (Cx) observed by an external
detector is directly proportional to the photon attenuation through the material and
can be expressed by the following formula [32]:
Cx = C0 · e−µx (A.1)
where C0 is the unattenuatted count rate and µ is the attenuation coefficient of
the crossed material. When two coincidence photons, identifying a LOR with total
lenght “L”, impinge on a pair of opposite detectors, as shown in figure A.1, the
count rate for the first detector is given by equation A.1, while the the count rate
for the second one is given by:
CL−x = C0 · e−µ(L−x) (A.2)
Figure A.1: The coincidences count rate along a given LOR of lenght L is not dependent on the
position of the annihilation site. In fact the coincidence count rate (Ccoinc) is given by the product
of the single photons rate for the two detectors. Since that the single photons count rate is directly
proportional to the photon attenuation through the material, Ccoinc = Cx · CL−x = C20 · eµL and
therefore it is only dependent on the total lenght of the LOR.
A coincidence is measured when both the photons are detected; therefore the
coincidence count rate (Ccoinc) is given by the following expression:
Ccoinc = Cx · CL−x = C20 · e−µL (A.3)
Then, the coincidences count rate depends only on the total lenght of the LOR
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and not on the annihilation site position. Anyway, since the LORs lenghts can be
different, it is still necessary to apply a correction factor for the photons attenuation
specific for each LOR.
Corrections for the non-uniformities in the detectors efficiencies require the uni-
form irradiation of all the detectors: the detectors responses are measured, to obtain
the normalization coefficients for each crystal, which are used to weight the acquired
data. In the case of the INSIDE PET prototype, a uniform irradiation of the two
LFS crystal modules has been performed at the Clinical Physiology Institute of the
CNR with the 6×6 cm2 plastic box filled with the FDG solution, as described in
chapter 3.
Another physical effect which must be payed attention to is the presence of
random coincidences among the data used for the image reconstruction. These
events are regarded as valid, but they are not spatially correlated with the activity
distribution and are distributed across the whole FOV. If not corrected, they will
cause a loss in the image quality.
For a given couple of detectors, the random events rate (Rab) is given by:
Rab = τNa ·Nb (A.4)
where τ is the coincidence window width, Na and Nb are the single photons count
rate for the first and the second detector respectively. If these latters are precisely
known for each detector, it is possible to estimate the number of random events for
every detector pair and subtract them to the whole data set [33].
A different approach to obtain the rate of random coincidences is to directly
measure them, by using a delayed coincidence timing window. The photons detec-
tion times for one of the detectors are delayed of a given value, so that the detector
pair can not produce any true coincidence: therefore all the coincidences detected
are due to random events.
Concerning the images reconstructed from the data acquired during the test
beam at CNAO, the contribution of the random events is expected to be higher in
the data set acquired during the in-spill phases of the irradiation, because in these
intervals the events rate for each detector is higher with respect to the inter-spill
ones. However, it is not possible to apply corrections for the random coincidences
during in-spill phases by subtracting them to the whole data set, because the two
methods described to obtain the random coincidences count can be applied only if
the random coincidences rate is costant.
During in-spill intervals instead, their rate is not constant, but it depends on the
proton beam microstructure [34]. In fact, random coincidences are mainly caused
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by the prompt-gammas, which are emitted immediatly after the arrival of the pro-
tons on the target. Considering that, during spills, protons arrival times are not
homogeneously distributed, but are micro-bunched with a time structure depend-
ing on the RF of the accelerating cavity and with a period tipically of the order of
hundreds of ns, even the count rate of random coincidences will follow this periodic
time structure.
Figure A.2 shows the amount of in-spill random coincidence detected during
the 72 MeV proton beam irradiation at CNAO and measured by using a delayed
coincidence time window with a variable delay. It can be seen that, as expected,
Figure A.2: Number of random coincidences detected by using a delayed coincidence time window
and varying the applied delay.
the number of random coincidences is not costant, but shows a periodic trend,
characterized by a micro-pulse structure and with a period of about 700 ns. The
period is correlated with the frequency of the accelerating cavity.
Since conventional random-correction techniques can not be applied during in-
spill phases, alternative methods for the suppression of random coincidences have
been proposed. These methods rely on the synchronization of the coincidence data
acquired with the time microstructure of the beam, so to discard the events de-
tected during the micropulses and accept only the ones occuring during the inter-
micropulses phases [35].
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A.2 Maximum Likelihood-Expectation Maximiza-
tion method
Once the correction factors have been determined, an image reconstruction algo-
rithm must be applied to get the activity distribution in the FOV of the PET-scanner
from the coincidence signals.
In iterative algorithms, the number of the coincidences detected along each LOR
is represented as a Poisson variable, with a mean value defined by:
< pj >= τ
∫
FOV
d~r f(~r)ψj(~r) (A.5)
where the index j is associated with a specific LOR, τ indicates the acquisition time,
f(~r) is the activity concetration, which has a non-zero and positive value only within
the detector’s FOV, and ψj(~r) is the sensitivity function of the j
th LOR. This latter
is used to model physical effects, such as the photon attenuation or the detectors
efficiencies described at the beginning of this chapter, which have to be taken into
account in the process. In principle, the physical model should be as accurate as
possible, because it affects the quality of the image obtained. On the other hand, an
accurate model increases the amount of stored data and the time to process them. It
is for this reason that, in practice, a compromise between accuracy, required storage
and speed is necessary.
The activity concetration is modeled by using a linear combination of basis func-
tions, according to the following formula:
f(~r) ≈
P∑
i=1
fi bi(~r) (A.6)
where P is the number of pixels constituting the image, bi(~r)=0 outside the i
th pixel
and bi(~r)=1 within it and fi is the coefficient corresponding to the i
th basis vector.
Therefore, equation A.5 can be rewritten as follows:
< pj >=
P∑
i=1
Aj i fi (A.7)
Aj i = τ
∫
FOV
d~r bi(~r)ψj(~r) (A.8)
The linear sytem in equation A.7 can not be analitically inverted because of the large
size of matrix A and because the matrix can be singular. The system is then solved
by means of succesive approximations, requiring that f(~r) maximizes the posterior
probability to get the measured data, described for each LOR by pj.
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MLEM method was introduced by Dempster et al. in 1977 and it has been
applied in the field of PET images reconstruction since the early 80’s.
The basic idea of this method is to maximize the posterior probability given by
the Poisson likelihood in equation A.9 [32]:
Pr(~p|~f) =
NLOR∏
j=1
e−<pj>
< pj >
pj
pj!
(A.9)
Given that maximizing this probability is equivalent to maximize its logarithm and
substituting equation A.7 into A.9, this latter can be rewritten as follows:
Q(~f, ~p) = log
(
Pr(~p|~f)
)
=
NLOR∑
j=1
[
−
P∑
i=1
Aj,ifi + pj log
( P∑
i=1
Aj,ifi
)]
(A.10)
where the term pj! has been dropped because it does not depend on the activity dis-
tribution and Q(~f, ~p) is defined as the cost function of the algorithm. The cost func-
tion maximum defines the looked-for estimate of the activity distribution ( ~f ∗). To
obtain it, the MLEM method produces a sequence of image estimates ( ~f 1, ~f 2.... ~fN),
which should asymptotically converge to the real distribution ~f ∗.
Every subsequent image estimate is based on the previous one according to the
following formula:
~fn+1i =
~fni
1∑NLOR
k=1 Ak,i
NLOR∑
j=1
Aj,i
pj∑P
l=1Aj,l
~fni
(A.11)
Usually, the first estimate is a uniform distribution, with ~f 1i =1. The denominator
of the first factor is equal to the sensitivity of the scanner for the ith pixel, while
the one of the second factor is < pnj >, i.e the average number of coincidences that
would be detected along the jth LOR if ~fn was the real image. Therefore, in each
iterative step, the image estimate is obtained by considering the ratio between the
measured data (pj) and the ones estimated in the previous iteration.
The main MLEM properties which have led this method to be one of the most
used are:
• the cost function increases monotonically at each iteration. Even if not strictly
necessary, this property is useful because it allows a faster convergence to the
real distribution
• the definition of ~fn guarantees its convergence to an image ~f ∗ which maximizes
the likelihood
• if the fis have a positive value in the first iteration, they remain positive even
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in the subsequent ones.
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Semiconductor photodetectors
B.1 Semiconductors generalities
Semiconductors are crystalline materials in which the allowed energetic levels for
atomic electrons are organised in an energy band structure1. Valence band is the
one containing atomic electrons of the highest energetic levels, in conduction band,
instead, electrons are detached from their parents atoms and free to move all around
the crystal. The two bands are separeted by a forbidden region. Materials can be
classified as conductors, semiconductors or insulators according to its width, as can
be seen in figure B.1: in conductors the gap is nonexistent, in insulators it is above
4-5 eV and at normal temperatures electrons are all in the valence band because
thermal energy is not sufficient to excite electrons across the gap. In semiconductors,
the energy gap amplitude is lower (in silicon case it as 1.1 eV [11]) so that a few
electrons can be found in the conduction band even at standard temperatures. When
an electron passes into the conduction band it leaves a hole in its original position.
It can be easily filled by one of the neighboring valence electron, causing the hole to
move through the crystal and acts like a positive charge carrier. When an electric
field is applied, a small amount of current can be observed, carried both by electrons
in conduction band and holes in the valence band.
In a pure semiconductor crystal, number of holes and of electrons in the con-
duction band are the same, but this balance can be changed introducing a small
amount of impurity atoms with one more or one less valence electrons. Silicon is a
tetravalent atom, so it can be doped by using trivalent (Boron, Gallium or Indium)
or pentavalent atoms (Phosphorous, Antimony or Arsenic). Usually, the average
1Bands are regions formed by many energetic levels, so closely arranged that they can be
considered as a continuum. This structure arises from the overlapping of the wavefunctions of
crystal lattice electrons. Since there can not be more than one electron in the same state, outer
atomic shell energy levels degenerates and form many discrete levels slightly separated from each
other.
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Figure B.1: Energy band structures for insulators (left), conductors (middle) and semiconductors
(right) materials. In insulators energy gap between valence and conduction band is considerable
(more than 4-5eV), while in conductors the two bands overlap. In semiconductors an energy gap
is present, but it is much smaller than in insulators (typically about 1 eV or less.)
impurity concentrations is a few parts per billion.
When the dopant is pentavalent, it creates an overabundance of electrons which
can not fit in the valence band. They resides in a discrete energy level created by the
presence of the pentavalent impurity and located just below the conduction band
(for silicon energy separation between these two levels is 0.05 eV [11]). This extra
electrons can therefore be easily excited into the conduction band. This kind of
doped semiconductors are definied as n-type semiconductors.
If the impurity is a trivalent atom, electrons are not sufficient to fill the valence
band and there is an excess of holes. An additional energetic level is created by
the dopant addition just above the valence band and electrons can be easily excited
and reach it, enhancing the holes amount. When a semiconductor is doped with a
trivalent atom is definied as a p-type semiconductor.
B.2 Operating principle of silicon photodetectors
Basically, when a p and a n semiconductor layers are connected a p-n junction is
formed. Because of the difference of concentration of electrons and holes in the two
regions, there is a diffusion of holes towards the n region and of electrons towards the
p side. This causes a charge build up at both side of the junction and the creation
of an electric field, which eventually stops electrons and holes migration. Typical
values reached by the potential difference are about 1 V. In the region between the
concentrations of positive and negative fixed charges, there are not mobile charge
carriers and the region is called depletion zone. When a charged particle or a photon
crosses this region, several electrons-holes pairs are created and drifted by the electric
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field towards the ends of the junction so that an electric signal can be read.
Still, intrinsic electric field is not intense enough to provide an efficient charge
collection and the depletion zone width, useful for particle detection, is very little.
Usually, this situation is optmized applying a reverse bias voltage to the junction
(i.e. a negative voltage is applied to the p side, and a positive voltage to the n one),
in order to increase the width of the depletion zone and optimize charge collection.
Figure B.2 shows the basic structure of a p-n junction with a reverse bias voltage
applied.
Figure B.2: P-n junction with a reverse bias voltage applied. Electric charges at both sides of
the depletion zone creates an electric field, directed from the n-type ends towards the p-type one.
When a optical photon crosses the depletion region of a p-n junction, similarly to
ionizing radiation, creates an electron-hole (e/h) pair. The electron and the hole are
drifted by the electric field towards the ends of the junction, inducing a detectable
electric signal. The collection time depends on the e and h velocity, which are
influenced by the applied bias voltage, and on the thickness of the depletion region.
These factors are therefore related to the time resolution of the photodetector.
The probability for a photon to interact in the depletion region and create an e-h
pair is defined quantum efficiency (QE) and it is a function of the photon wavelenght.
The dependence of the photon absorption lenght in silicon from its wavelenght is
shown in figure B.3. Hence, the depth of the depletion zone must be chosen in order
to maximize the absorption probability of photons with a wavelenght equivalent to
the emission peak of the coupled scintillating crystal. On the other hand, it must be
noticed that a thick depletion region decreases the timing resolution of the detector.
Photons with a wavelenght on the order of 400 nm, like the ones emitted by the
LFS scintillating crystal, are absorbed in about 10−7 m. In case of the Hamamatsu
SiPMs employed in the INSIDE PET-scanner, the depletion region has a depth of
1 µm, which is sufficient to absorb the optical photons emitted by the crystal.
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Figure B.3: Dependence of the photon absorption lenght in silicon from its wavelenght. The depth
of the depletion region must be chosen in order to optimize the absorption probability of the photons
whose wavelenght is corresponding to the emission peak of the employed scintillating crystal. [25].
An Avalanche PhotoDiode (APD) is basically made up by a p-n junction with
an applied bias voltage high enough to trigger a charge avalanche when an incident
photon interacts in the depletion region.
Several different architectures for APDs have been proposed: in the one exem-
plified in figure B.4 three p-layers with different level of doping and a single highly
doped n-layer are employed. The electric field is modulated by the various layers so
to create a drift region, where the electrons and holes, created by the impinging pho-
tons, are driven to the two ends of the junction, and an avalanche region, where the
multiplication process happens. The avalanche mechanism causes an amplification
of the signal by a factor of a few hundreds [25].
B.3 SiPM working principle
SiPMs are sensitive devices made up of an array of thousands of avalanche photodi-
odes (APD) built on a common silicon substrate and connected in parallel. APDs
dimensions are variable from 15 to 100 µm [25] and each of them works indepently
from the others in Geiger mode regime. The Geiger regime is reached when the
applied bias voltage exceeds the breakdown voltage of the p-n junction, which is the
minimal reverse bias tension that make the current flowing in the junction to expo-
nentially increase. In this case the electric signal which can be read at the junction
ends is no more proportional to the initial ionizing charge: every time a photon is
detected, the microcell generates a signal with a fixed amplitude, irrespective from
the photon energy.
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Figure B.4: An example of APD’s architecture: three p-layers with different doping and one
highly doped n-layers are used to create a modulated electric field. This leads to the formation of
a drift region, where the electrons and holes created by the impinging photons are driven to the
two ends of the junction, and an avalanche region, where the multiplication process happens. A
Silicon-Oxide layer is used to protect the junction [25].
In order to interrupt the avalanche charges multiplication, a quenching resistor is
connected in series with the APD: when the current in the junction is high enough to
create a voltage difference on the resistor equivalent to the overvoltage (the difference
between the applied bias voltage and the value of breakdown tension) the voltage
across the junction drops to the breakdown value, the avalanche stops and the
jucntion starts recharging. After a cell has been hit and has generated a signal, it
becomes inactive for the time necessary to recharge itself. During this dead time,
other photodiodes, instead, continue to stay active and can detect other incoming
photons.
The probability that an incident photon will produce a Geiger pulse in the SiPM
is defined Photon Detection Efficiency (PDE) and depends both on the photon
wavelenght and on the bias voltage applied at the device. This dependence is shown
in formula B.1 [25]:
PDE (λ, V ) = QE(λ) · Pav(V ) · Asens
Atot
(B.1)
where QE(λ) is the photon quantum efficiency, Pav is the probability that the elec-
tron or the hole activates the avalanche processes and it increases by enhancing the
bias voltage, Asens
Atot
is the ratio between the sensitive area of the SiPM and its total
area.
Because the number of photons emitted by the crystal scintillator in an event
is expected to be directly proportional to the energy of the incident particle, this
energy can be estimated by observing the amount of output charge produced by
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the SiPM, which is directly proportional to the number of activated cells. However,
the correlation between incoming photons and number of activated microcells is not
linear because of the finite number of these latter ones, which causes a saturation
effect to arise. The relationship between number of fired APDs and number of
incident photons can be approximated by the expression B.2 [25]:
Nfired = Ntot
(
1− e−
PDE·Nph
Ntot
)
(B.2)
where Nfired is the number of activated APD, Ntot is their total number and Nph is
the number of incoming photons.
Figure B.5: Number of activated cells as a function of the number of incoming photons. The
chosen value for PDE is 16%. When the number of incident photons is lower or comparable to
APDs number, the relation between this two quantities can be considered linear, but when their
number starts to be much greater than photodiodes one, linearity is lost and a saturation effect can
be observed.
At low signal levels, relation B.2 can be considered linear, but when the number
of interacting photons increases and becomes comparable with microcells number
the output photocurrent starts to deviate from linearity because it is likely for two or
more photons to interact in the same microcell at the same time. Current eventually
saturates when number of interacting photons exceeds the one of APDs. Relation
B.2 is showed in figure B.5 for two different numbers of total microcells.
As resulting from the considerations above, the number of microcells in the SiPM
represents un upper limit to the number of photons that can be detected at the same
time and it also affects the achievable energy resolution because of the arising of the
saturation effects. Therefore, the number of microcells must be properly chosen,
considering the expected photons number that have to be simultaneously detected.
In case of the SiPMs constituting the INSIDE PET-scanner, the number of microcells
in each SiPM is 3600. Considering that LFS emits about 32 photons for each keV
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of the impinging radiation (see table 3.1), when a 511 keV photon is detected, the
LFS crystal is expected to emit about 16000 optical photons. If the PDE value for
the Hamamatsu SiPMs employed is of the order of 16%, less than 2000 photons are
expected to interact in the SiPM microcell and therefore the number of microcells
is sufficient to avoid the arising of saturation effect.
B.4 Sources of noise in the SiPMs
Main source of noise for SiPMs are dark count events, which are caused by thermally
generated electrons-hole pairs triggering an avalanche in one of the microcell of the
SiPM. The induced signal is identical to the one created by a single photoelectron.
The dark noise depends on the working temperature and on the applied overvoltage.
Typical rates for this kind of events at room temperature are 105 Hz/mm2 [25].
An additional contribution to noise is the one due to optical cross-talk between
microcells. This happens when, during the avalanche process, new optical photons
are emitted. These photons can travel towards other microcells and start another
Geiger avalanche there. The cross-talk can be reduced by enlarging the grooves
between the microcells and filing them with optically dense material to increase
the photon absorption probability. However, this solution has the disadvantage to
reduce the active area of the device.
Another noise source is due to the trapping of some of the charge carriers created
during the avalanche process and their delayed release (10-100 ns after [25]) which
leads to the creation of a second avalanche: this phenomenon is called afterpulse. If
the second avalanche starts after the complete recharging of the microcell, it can be
considered as a different and indipendent event.
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