We investigate the reasons for which the existence of certain right adjoints implies the existence of some final coalgebras, and vice-versa. In particular we prove and discuss the following theorem which has been partially available in the literature: let F G be a pair of adjoint functors, and suppose that an initial algebra F (X) of the functor H(Y ) = X + F (Y ) exists; then a right adjoint G(X) to F (X) exists if and only if a final coalgebraǦ(X) of the functor K(Y ) = X × G(Y ) exists. Motivated by the problem of understanding the structures that arise from initial algebras, we show the following: if F is a left adjoint with a certain commutativity property, then an initial algebra of H(Y ) = X + F (Y ) generates a subcategory of functors with inductive types where the functorial composition is constrained to be a Cartesian product.
Introduction
One goal of this paper is to explain why the set N ⇒ X of sequences with values in X has two distinct and apparently unrelated characterizations: on the one hand, this set is the object part of a well known functor that is determined up to unique natural isomorphism as the right adjoint to the functor N × X; on the other hand, this set carries the structure of a final coalgebra of the functor K X (Y ) = X × Y and, as such, it is again determined up to unique isomorphism. Here N is used to denote the set of natural numbers.
The results that we are going to present in this paper are therefore meant to illustrate how two different paradigms of computation are related. One is the paradigm of functional programming that has developed from the theory of the λ-calculus and its extensions with inductive types, see for example [1] ; here the Cartesian closed structure is taken as primitive together with certain initial algebras of functors. The second paradigm of programming develops from the theory of objects and of interactive computation, where coinductive methods are the basic ingredients. Thus, categorically, the basic ingredients are here final coalgebras of functors. As a final coalgebra of the functor K X (Y ) = X × Y , the set N ⇒ X is usually called the set of streams over X; in [2, 3] the mathematical ideas arising from coinduction have been proposed as primitives for computation with objects of analysis. Also it is worth remembering that a Cartesian closed category with inductive and coinductive types can be used directly as a basic of a programming language (e.g. Charity [4, 5] ); with the algebraic results that we are going to present, we mean to suggest correct program transformations and shed some lights on the topic of equivalence of programs.
It should be noticed at this stage that the set N × X has also a double algebraic characterization: it is the product of two sets as well as the initial algebra of the functor H X (Y ) = X +Y . The categorical structure arising from the assumption that an initial algebra of this functor exists for each object X was investigated in [6] . There it was also observed that, in a topos C with a natural number object N, the Cartesian product N × X is an initial algebra of H X (Y ) and the exponential N ⇒ X is a final coalgebra of K X (Y ).
Similar observations arise by substituting the natural number object N with the free monoid A * over a set A. The sets A * × X and A * ⇒ X have a similar double algebraic description: the first emphasizes the fact that one is a Cartesian product of two sets and the other is its right adjoint; the second the fact that one is the parameterized initial algebra of H X (Y ) = X + (A × Y ) and the other the parameterized final coalgebra of K X (Y ) = X × (A ⇒ Y ). It should be remarked how this double perspective is useful: for example, the latter description allows us to build the free monoid over A in an asymmetric way as the set of lists over an alphabet. Similarly, we are now acquainted to think of the set of infinite A-branching trees with X-data at each node as greatest solution of the functorial equation Y = X × (A ⇒ Y ); however the concrete representation of this solution by means of the set of functions from the free monoid is the basic tool to describe further kinds of infinite trees and to find explicit representations of other coinductive datatypes [7, 8] .
It might be asked what are the assumptions on a category C that are needed to derive a theorem of the above kind, stating that an adjoint has to be isomorphic to a final coalgebra. That is, how far can the hypothesis that C be a topos, as noted in [6] , be relaxed? In fact, the purpose of this paper is to show that the assumptions needed on C are no more than what is required in order to express the problem. We prove the following theorem: if F G is pair of adjoint functors, if an initial algebra F (X) of the functor H X (Y ) = X + F (Y ) exists for each X, and if F (X) is a left adjoint with right adjoint G(X), then the latter is a final coalgebra of the functor K X (Y ) = X × G(Y ). It should be observed that the proof of this theorem depends on the fact that the functor F (X) can also be characterized as the free F -algebra over X. This theorem is usefully paired with the observation that if a category is monoidal closed, then an initial algebra F (X) of the above functor can be computed as F (I) ⊗ X where I is the unit object of the monoidal structure. These two theorems can be used to show that in a monoidal closed category the presence of some inductive types imply the existence of some (dual) coinductive types. We shall describe how this theorem may be applied in some non standard situations.
The converse of this theorem is also true: if F G is pair of adjoint functors, if an initial algebra F (X) of the functor H X (Y ) = X + F (Y ) exists for each X, if a final coalgebraǦ(X) of the functor K X (Y ) = X ×G(Y ) exists for each X, then F Ǧ is an adjoint pair. This statement actually follows from the observations developed in [9] for input-output categorical machines in a straightforward way, but its consequences are worth noticing. For example, the statement implies that as soon as the coinductive type of streams is added to the basic setting of a Cartesian category with a natural number object in the sense of [10] , then the Ackermann function becomes definable. Thus the arithmetic of these categories is more than primitive recursive.
This raises questions about the power of the arithmetic that can be expressed in settings where the inductive and coinductive data, rather than the closed structure, are fundamental. For example in µ-bicomplete categories [11, 12] the product, in general, does not distribute over the coproduct and yet this result guarantees the presence of certain adjoints. In particular, for a fixed finite set A, the power A * X -the A-fold coproduct of X -is adjoint to the copower (−)
A -the A-fold product of X, and this result can be used to generate a family of adjoint functors. Relying on observations of Burroni [6] and Paré and Roman [13] , we show that the same process by which a family of adjoint functors is generated is also responsible for generating a nonstandard Cartesian structure with inductive types. Hence, in these settings, it becomes possible to code all the primitive recursive functions. It remains an open question, however, as to whether any other total recursive function can be represented.
The paper is structured as follows: in section 2 we settle our discussion on initial algebras and final coalgebras in a 2-categorical context and introduce the notions of an F -list 1-cell and of a G-tree 1-cell in a 2-category; we provide some examples and discuss their basic properties. In section 3 we analyze the theorem that relates the existence of adjoints to the existence of final coalgebras, whenever the dual initial algebra is assumed to exists. In section 4 we show that the theory of natural number objects developed by Burroni, Paré and Roman, can be lifted to encompass F -list 1-cells, whenever F is a left adjoint and has a certain commutativity property.
Notation.
We settle our discussion in a 2-category C, as this will be enough to export our results to bicategories, by the well known theorem that states that every bicategory is biequivalent to a 2-category. We use juxtaposition to denote the horizontal composition of 1-cells, thus GF stands for the composition of G : C D and F : D E. For the vertical composition we use the symbol ·, and write f · g for the compose of f :
Since the principal example we want to discuss is the 2-category of categories, functors and natural transformations -and similarly the monoidal category of endofunctors of a category C -we stick to the natural transformation notation α H for the result of horizontally composing a 2-cell α with the identity of a 1-cell H. We reduce horizontal composition of 2-cells to this case, and write αβ as α H · Gβ or equivalently F β · α K , for α : F -G, β : H -K and F, H composable 1-cells. We shall change our notation in the last section, where we work in a monoidal category V. In this case the horizontal composition is the tensor product of the monoidal category, and we will denote it by juxtaposition. Thus we shall write αH in place of α H and use the explicit notation αβ for the tensor of α and β.
F -list 1-cells in a 2-category
In this section we introduce the notion of an F -list 1-cell in a 2-category. The theory could equally be set in a bicategory. An F -list 1-cell is an F -algebra F , z, s over id C : C D with the following universal property: for every F -algebra Y, a, b over X : C D, there exists a unique 2-cell {|a, b|} : 
The axioms defining an F -list 1-cell are modeled on the axioms for a PeanoLawvere category proposed in [6] and on the axioms used in [13] for a left natural number object in a monoidal category. If in our definition we suppose that (1) the 2-category C has just one 0-cell C, (2) the 1-cell F is the identity of C, then an F -list 1-cell is simply a left natural number object in the strict monoidal category C(C, C).
Another context where an analogous axiomatization arises is the theory of regular languages. A Kleene algebra is an idempotent semiring with an additional unary operation, the star. Such an algebra can be turned into a 2-category with just one object, whose 1-cells are the elements of the algebra, whose 2-cells are defined out of the order structure of the idempotent semiring. The axiomatization by equational implications of the theory of regular languages shown to be complete in [14] precisely requires the element a * to be an a-list 1-cell: the star operation is a list operation.
In the remarks below we include some examples.
Remark 2.2
The axioms for an F -list 1-cell are strong in the following sense: it is also possible to define a local F -list 1-cell over X : C D to be an F -algebra over X X ζ X -F X σ X F F X with a similar universal property with respect to F -algebras over X. Clearly, if F , z, s is an F -list 1-cell, then F X, z X , s X is a local F -list 1-cell over X. On the other hand, a local F -list 1-cell over id C needs not to be global, i.e. needs not to give rise to a local F -list 1-cell over X by horizontally composing on the right by X. More generally, there are cases where for each X a local F -list 1-cell over X exists but an F -list 1-cell does not exist.
Remark 2.3
If C is a category and F : C C is an endofunctor, then we denote by F//C the category of F -algebras: its objects are pairs (c, γ) where
in C is a free F -algebra over the object x [15, 16] . If for each x there exists such an initial diagram, then the correspondence x -F (x), s x is the object part of a functor L : C -F//C, left adjoint to the forgetful functor U F : C F//C. An arrow f : x -x in C is sent by this functor to the unique arrow {|f ·z
Remark 2.4 In view of the previous remarks, it is useful to rephrase the definition of an F -list 1-cell as follows. We are requiring that (1) F , z, s is a free C(F, C)-algebra over id C and (2) for each 1-cell X : C D, the functor C(C, X) : C(C, C)
-C(C, D) sends the triple F , z, s into a free C(F, D)-algebra over X: that is, composition on the right by X preserves free algebras.
Remark 2.5 Let C be the 2-category of categories, functors and natural transformations, consider a functor F : C C, and suppose that for each object x of C there exists a free F -algebra F (x), s x , z x over x. Thus, composing the free F -algebra functor L with the forgetful functor U F , we obtain a functor F whose value on an arrow f :
If C has coproducts the pair F (x), z x , s x is also an initial algebra of the functor H(y) = x + F (y), but this characterization is less useful. The collections {z x } x∈Obj(C) and {s x } x∈Obj(C) are natural transformations z : id C -F and s : F F -F . The triple F , s, z is then an F -list 1-cell: given an algebra Y, a, b over X we can find -for each object -C(C, E), has a right adjoint, then a local F -list 1-cell over id C is also an F -list 1-cell. For example a bicategory SPAN C of spans over a category C is right closed if and only if it is biclosed, and the latter holds if and only if C is a locally cartesian closed category (with a final object) [17] . It is part of the elementary theory of enriched categories [18] that a bicategory of bimodules between categories enriched over V is biclosed, hence right closed, if V is closed. The same kind of argument used to establish this fact can be used to show that in a closed monoidal category C an initial algebra F (x) of the functor H(y) = x+F (y) can be calculated as F (I) ⊗ x, I being the unit object of the monoidal structure.
Remark 2.7
In a bicategory C we shall say that a 0-cell C is standard if the category C(C, C) is countably cocomplete and horizontal composition on either side preserves colimits. Thus: if C is standard and F : C C, then n≥0 F n is an F -list 1-cell. While it is possible to relax the above hypothesis, it is not enough to ask the functor C(F, D) only preserve directed colimits: the construction of an inductive chain in the spirit of [15] would only allow the construction of a local F -list 1-cell over id C . We will illustrate this point later in 2.13.
Remark 2.8 In order to verify that the maps {|a, b|} with the desired properties are unique, it is enough to verify that {|a X , b X |} = {|a, b|} X , that {|z, s|} = id F , and that these maps are parametric: if Y, a, b and Y , a , b are two algebras over X and f : Y -Y is an algebra morphism over X, i.e. if a = a · f and b · f = F f · b , then {|a , b |} = {|a, b|} · f . Observe also that if f : X -X and Y, a, b is an algebra over X, then {|f · a, b|} = F f · {|a, b|}.
We recall now the main property of an F -list 1-cell [16, 19] :
, µ is a monad and the tuple F , z, µ, ι is free over F .
By saying that
F , z, µ, ι : F -F is free over F we mean that if M, 1, m is a monad over C and if there exists a 2-cell f : F -M in C(C, C), then there exists a unique morphism of monads g : F , z, µ -M, 1, m such that ι · g = f . We remark that it is not possible to define the 2-cell µ if F is only a local F -list 1-cell over id C (see remark 2.2 and example 2.13).
G-tree 1-cells in a 2-category
Coalgebras and G-tree 1-cells are defined by reversing the direction of 2-cells: Definition 2.10 Let G : C C be a 1-cell, a G-coalgebra over X is a G-algebra Y, a, b over X in C co and a G-tree 1-cell is a G-list 1-cell Ǧ , h, t in C co . Spelling out this definition:
with the following universal property: for every 1-cell X : C D and every G-coalgebra Y a, b over X, there exists a unique 2-cell |a, b| : 
Example 2.11 Let CAT be the 2-category of categories, functors and natural transformations and consider a category C such that, for each object x of C, a final coalgebra Ǧ (x), h x , t x of the functor H(y) = x × G(y) exists. Reasoning as in 2.5 shows that the correspondenceǦ can be made into a functor so that h, t are natural transformations and make up a G-tree 1-cell.
Remark 2.12 The analogy invoked above relies on the following chain of equivalences:
and on the fact that the rightmost equivalence is compatible with the composition of the bicategory. Using this, we have argued that G-tree 1-cells exist from the knowledge that F -list 1-cells exist. In order to construct an example where a local G-tree 1-cell exists but a G-tree does not, we must move to a situation which does not enjoy the special properties of CAT . Consider the 2-category REL of sets, relations and inclusions. If A is a set, let A op be the set A itself, then negation gives again an isomorphism REL(A, B)
op ∼ = REL(A op , B op ). However this isomorphism maps the horizontal composition into the dual horizontal composition, since REL is an example of a linear bicategory [20] . Thus we shall use REL in the next example to show that a local G-tree 1-cell over id C does not in general give rise to a G-tree 1-cell. This will also provide a counterexample to the conjecture that a local F -list 1-cell over id C gives rise to an F -list 1-cells.
Example 2.13
If R is an endorelation of a set C, then an R-list 1-cell in REL is easily recognized to be the reflexive transitive closure of R. On the other hand, an R-tree 1-cell does not exist in general. To argue in this sense, let Loop(R) be the greatest fixed point of f ∆ (Y ) = ∆ ∩ RY , where ∆ is the diagonal relation of C; Loop(R) is easily calculated as ∆∩R. Then it is enough to show that, for some relation X, Loop(R)X is not the greatest fixed point of the order preserving function f X (Y ) = X ∩ RY . It is possible to produce the following counterexample: let C = {a, b, c}, put aRb and bRa, aY c and bY c, so that Y ⊆ ∩ RY , where is the total relation over C. If Loop(R) were an R-tree 1-cell, then we would argue that if aY b, then aRa, which is false in the counterexample.
The results in the next section provide a more powerful way to obtain this negative result: we will use these techniques to show that the bicategory of spans does not have G-tree 1-cells.
F -list 1-cells when F is a Left Adjoint
Recall from [21] that an adjunction or adjoint pair in C is a tuple F, G, η, such that F : C -D and G : D -C, η : id C -GF and : 8 F G -id D , and moreover the two equations
hold. When it is understood which adjunction is intended then we can use the notation
for the mates of f : X -GY and g : F X -Y , respectively. The usual relations for natural transformations hold:
We say that F is a left adjoint if there exist G, η, such F, G, η, is an adjunction. The following observation is a consequence of the fusion lemma, see Lemma 2.14 If F is a left adjoint then the 2-cell λ = {|F z, F s|} :
We will often use the following property of the 2-cell λ.
Lemma 2.15
If the diagram on the left commutes, then the diagram on the right commutes as well:
This lemma does not depend on the fact that F is a left adjoint and is easily proved by showing that both paths in the right diagram are equal to {|f, c|}.
Remark 2.16
The definition of an F -list 1-cell is asymmetric as it is also possible to define a right F -list 1-cell F , ζ, σ , in the obvious way. The map λ can be used to show that in the case that both a (left) F -list object and a right F -list 1-cell exist, then they are isomorphic. It was argued in [24, 13] that a (left) F -list 1-cell is not necessarily a right F -list 1-cell.
The Main Theorem
In this section we shall summarize the proof of the following statement: Theorem 3.1 Let C be 0-cell of C, let F, G, η, : C -C be an adjunction, and suppose that an F -list 1-cell F , z, s exists. Then the following statement are equivalent:
• A G-tree 1-cell G exists,
• F has a right adjoint G.
We shall exemplify the proof below with the example of C as the category of sets and functions, F (X) = G(X) = X, F (X) = N × X, and G(X) = N ⇒ X.
From G-tree 1-cells to Adjunctions
Proposition 3.2 Let F, G, η, : C -C be an adjunction, let F , z, s be an F -list 1-cell and let Ǧ , h, t be a G-tree 1-cell. Then there exists a pair η,˜ such that F ,Ǧ,η,˜ is an adjunction.
Proof. The pair η,˜ is defined as
For the category of sets and functions, it is easily seen that α : N×X -N ⇒ (N × X) is the transpose of the map (n, m, x) -(n + m, x), and β is the transpose of the map (n, m, f ) -f (n + m), that is, it is the map that sends the pair (m, f ) to the substream f m of f based at m.
To prove that F ,Ǧ,η,˜ is an adjunction, we direct our efforts to proving that the relation
holds. The commutative diagram below on the right
is obtained by transposing the commutative diagram on the left, and implies the relation
Thus
The relationηǦ ·Ǧ˜ = idǦ follows by duality.
2 Remark 3.3 Along the lines of [9] , it is possible to give a conceptual proof of proposition 3.2; we illustrate it in the case F and G are a pair of adjoint endofunctors of a category C. As we did in remark 2.3, we denote by F//C the category of F -algebras and similarly we denote by C//G the category of G-coalgebras. It is easily seen that the correspondence that sends an Falgebra (c, γ) to the G-coalgebra (c, γ ) extends to an isomorphism (−) of categories from F//C to C//G. Moreover this isomorphism is over C, meaning that
From the diagram above, it is recognized that F andǦ are adjoint because adjoints compose:
In our previous proof we simply made explicit the steps needed to prove that the unit of the composed adjunction satisfies the triangular law (4) . To obtain the 2-categorical result of 3.2, it is also possible to use this argument together with an application of the Yoneda lemma for 2-categories.
From Adjunctions to G-tree 1-cells
Proposition 3.4 Let F, G, η, be an adjunction, suppose that an F -list 1-cell F exists and that it is part of an adjunction F , G,η,˜ . Then there is a pair h, t such that G, h, t is a G-tree 1-cell.
Proof. Since we are considering two adjunctions we shall use the notation f for the mate of f : X -GY under the first adjunction, and f for the mate of f : X -GY under the second one. We shall use similar notations for the mates g , g of g : F X -Y and g : F X -Y , respectively. Thus we define
In the set theoretical example these definitions amount to the usual definitions of the head of a stream, h(f ) = f (0), and of the tail, t(f )(n) = f (n + 1). If Y, a, b is a coalgebra over X, then we define γ a,b : Y -GX by the formula
For streams, if b : Y -Y and a : Y -X, the above definition amounts to first inductively defining an internal behavior of this coalgebra by f (0, y) = y and f (n + 1, y) = b(f (n, y)), and then to mapping this behavior into X by the clause γ a,b (y)(n) = a(f (y, n)). The equality γ a,b · h X = a is easily derived using the algebra of adjunctions that we recalled in section 2.3. The equality γ a,b · t X = b · Gγ a,b is also derived in a similar way:
We show that the maps γ a,b have the desired uniqueness property using parametricity discussed in remark 2.8.
It is easily argued that γ a X ,b X = (γ a,b ) X , so that we prove that γ h,t = id G by observing that
where µ : F F -F is the multiplication of the free monad, cf. 2.9. For thiswe proceed as follows:
Hence we derive γ h,t = id G :
If Y, a, b and Y , a , b are two coalgebras over X and f : Y -Y is a coalgebra morphism, then we show that f · γ a ,b = γ a,b as follows:
where in (*) we have used the relation
Remark 3.5 There is also a conceptual proof of proposition 3.4, that we illustrate in the case F and G are a pair of adjoint endofunctors of a category C. It was observed in [16] that if T = F , z, µ is the free monad over F , then the category C T of Eilenberg-Moore algebras of T and the category F//C are isomorphic. The isomorphism is given by the correspondence that sends an algebra γ : F c -c to {|id c , γ|} : F c -c; this correspondence is again a functor over C. Moreover, since F is part of the adjunction F , G,η,˜ , it follows from the theory of adjoint monads [25, §3.7 ] that the two arrows
If we let co T C be the category of Eilenberg-Moore coalgebras, then the operation of sending an algebra γ : F c -c to its mate γ : c -Gc is seen to be an isomorphism of categories from C T to co T C; moreover this isomorphism is again over C.
Using these observations and those developed in remark 3.3, we can argue that there exists a chain of isomorphisms of categories over C as in the diagram below:
t t t t t t t t t t t t t t t t t t t t t
In this way we have have reduced the problem of finding a right adjoint to the leftmost forgetful functor U G to the problem of finding a right adjoint to the functor co T U . The existence of the latter right adjoint follows from the usual theory of the Eilenberg-Moore category of algebras of a monad.
This proof also shows that the hypothesis that F is a left adjoint can be relaxed, if the goal is that of finding a right adjoint to the forgetful functor from the category F//C.
Finally, the structures that we have defined are in bijection, that is the transformations described in the proof of 3.4 and in the proof of 3.2 are inverse to each other. The proof of this fact is straightforward.
Some Applications
Immediately after example 2.13 we mentioned the question about the existence of G-tree 1-cells in bicategories of spans. Theorem 3.1 provides a negative criterion that avoids the need to concretely exhibit final coalgebra constructions. Consider the bicategory of spans over sets: performing the construction F on the 1-cell F, O, δ 0 , δ 1 amounts to construct the free category over this graph. Recall also that F, O, δ 0 , δ 1 is a left adjoint if and only if δ 0 is invertible [26] , i.e. if this a functional graph. Thus, in order to argue that G-tree 1-cells do not exist, it is enough to observe that the free category over a functional graph is not in general a functional graph.
On the other hand, let C = Set/O × O be the category of graphs over some fixed set of objects O, and observe that composition of spans endows this category with a monoidal biclosed structure I, ⊗, , . Thus, for each such graph A, the functor F (X) = X ⊗A is a left adjoint, moreover a parameterized initial algebra for the functor X + Y ⊗ A exists and is calculated as F (X) = X ⊗ A * , where A * is the initial algebra of the functor I + Y ⊗ A. This initial algebra is again the free category over the graph A, the above functor is again a left adjoint, hence, in order to calculate a final coalgebra of the functor
, it is enough to calculate the exponential X A * . If a, b ∈ O, then a transition a → b in this graph is a labeling λ of paths in the free category A * of the form π : b → c for some c by a transition x = λ(π) : a → c in X.
A Generalization of a Theory of Burroni, Roman and Paré
The main result of [6] is that the free Peano-Lawvere category over one generator is Cartesian. In [13] the same result was proved using a more abstract construction which we now explain: the notion of a left natural number object in a monoidal category V is introduced, and the authors show that the presence of a left natural number object in V allows one to generate a full subcategory of V that is symmetric and has a left natural number object. One can then lift the natural number object here into the category of cocommutative comonoids. In the following we shall sketch how a similar theory can be developed for F -list objects in a monoidal category V. By this, we mean that we consider a strict monoidal category V as a 2-category with just one 0-cell, with 1-cells and 2-cells the objects and the arrows of V respectively: an F -list object is then an F -list 1-cell in this 2-category.
where F is an object of V and φ X : F X -XF is a natural transformation such that
Two left central objects (F, φ), (G, γ) are compatible if φ G and γ F are inverse to each other, i.e. if φ G · γ F = id F G and γ F · φ G = id GF . A class of left central objects {(F i , φ i )} i∈I is said to be compatible if for each i, j ∈ I (F i , φ i ) and (F j , φ j ) are compatible.
Example 4.2 Our main example is when V is the category of endofunctors of a category C with coproducts indexed by a set A. If F is the copower F (X) = A X = a∈A X, then there is a natural transformation
The pair (F, φ) is then a left central object in V. Observe that if A, B are two sets, then the functors A X and B X with their associated natural transformations are compatible. Moreover these functors are left adjoints, provided the powers X A = a∈A X exist for each object X of C.
In the following we observe that it is possible to close a given class of compatible left central objects under the monoidal operations of V, preserving at the same time the compatibility relation. Thus, if A = {(F i , φ i )} i∈I is a compatible set of left central objects, then for each sequence w ∈ I * it is possible to construct φ w so that
is again a compatible set of left central objects.
into a left central object that is compatible with every other left central object (G, κ), provided (G, κ) is compatible with (F, φ) and G is a left adjoint.
Proof. It is routine to prove properties of Φ such as naturality or the relation Φ G · κ F = {|zG, sG|} = id F G . We need G to be a left adjoint to prove that κ F ·Φ G = id G F . Indeed, suppose that G, H, η, is an adjunction, and observe that
Thus, if A is a compatible set of left central objects such that each of them is a left adjoint, then A ∪ { ( F , Φ) | (F, φ) ∈ A } is again a compatible set of left central objects. If F is again a left adjoint, i.e. if an H-tree object exists where H is the right adjoint of F , then the process of closing under the monoidal operations and the list operation can be iterated. It can be shown that the assumption that the generating set of left central objects is composed of left adjoints suffices to be able to iterate the process. In this way we obtain the following proposition: Proposition 4.5 Let A be a compatible class of left central objects each of which is a left adjoint. Let Z(A) be the full subcategory of V determined by the objects in the closure of A under the monoidal operations of V and the list operation F -F . Then Z(A) has as a symmetry induced by the compatible structure.
Proof. By what we have seen before, we can assume that A is closed under these operations. Thus if F, G are objects from A, i.e. if (F, φ) and (G, γ) are in A for some φ, γ, then we define
This definition is independent of the choice of φ, since if (F, φ ) is also in A, then φ G = φ G follows from compatibility with (G, γ). It is easily argued that σ has all the properties defining a symmetry.
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With respect to other definitions of the center of a monoidal category, see for example [27, §2.3] , we observe that the above construction produces a monoidal category that is symmetric and not just braided. This category is a full subcategory of V and depends on a choice of generators.
With the next proposition, we show how to lift the list operation from a symmetric monoidal category to the category of its cocommutative comonoids. The relations between a symmetric monoidal category and its category cocommutative comonoids were studied in [28] . The above construction can be used to build all the primitive recursive functions in µ-bicomplete categories [11, 12] : for this, V is taken to be the category of endofunctors of a µ-bicomplete category or the free µ-bicomplete category over one object generator, with the monoidal structure induced by substitution for the generator.
Curiously, the fact that in these categories inductive types and coinductive types coexist, does not seem to be responsible for increasing the power of the arithmetics. For this to be true, it should be argued that the coinductive type of streams is a compatible left central functor and that it has a comonad structure which is cocommutative with respect to the left symmetry. On the other hand, the natural point of view arising from the previous discussion is that this coinductive type has the dual properties: it is a right central functor and a "commutative" monad.
