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Abstract
We consider the family of gapped Hamiltonians introduced in [FNW, N] on the quantum
spin chain
⊗
Z Mn, with local symmetry given by a group G. The G-symmetric gapped Hamil-
tonians are given by triples (k, u, V ), where u is a projective unitary representation of G on a
finite dimensional space Ck, and V is an isometry from Ck to Cn ⊗Ck. We show that Hamil-
tonians H0,H1, given by the triples (k
(0), u(0), V (0)) and (k(1), u(1), V (1)) are C1-equivalent if
the projective representations u(0) and u(1) are unitary equivalent.
1 Introduction
Recently, gapped ground state phases attract a lot of attentions [CGW1][CGW2][SPC][BMNS]
[CGLW] [BO][SW]. In quantum spin systems, we say two gapped Hamiltonians are equivalent if
and only if they are connected by a continuous path of uniformly gapped Hamiltonians. When we
further require the path to be C1, we call it C1-classification. It is known that the ground state
structure is an invariant of the C1-classification [BMNS]. The ultimate goal should be classifying
all the gapped Hamiltonians in the world. When we impose symmetry, the classification problem
raises different mathematical question [SPC][CGLW]. Two Hamiltonians which are equivalent
in the classification without symmetry may be no longer in the same class if we consider the
classification with symmetry.
The general framework of classification with symmetry was considered in [BN]. However, it is
in general a hard problem to guarantee the existence of the spectral gap along the path rigorously.
As a result, examples of gapped Hamiltonians are quite limited in quantum spin systems whose
spatial dimensions are larger than one. However, for one dimensional systems, there is a recipe of
gapped Hamiltonians [FNW]. We completely classified Hamiltonians given by this recipe, without
breaking translation invariance in [BO]. In [FNW], the existence of the spectral gap is guaranteed
by the primitivity of the associated completely positive map. We carried out the classification, by
showing that the space of primitive maps, with an upper bound on Kraus rank, is connected, in
[BO]. Recently, an alternative proof of this fact was introduced in [SW]. Both proof [BO], and
[SW] have their own advantages. The proof in [SW] is simpler and we don’t need to care about the
detailed structure, i.e., we don’t need to know how the primitivity is guaranteed in details. Because
of this simplicity, this proof can provide the analiticity of the path. On the other hand, we find in
[O1] and [O2] that the argument in [BO] can be extended to the non-pimitive maps. It also has
an advantage in constructing examples, as we know how the primitivity is guaranteed concretely.
In this paper, we consider the classification of the class of gapped Hamiltonians, given by the
recipe of [FNW], with symmetry. The G-symmetric gapped Hamiltonians are given by triples
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(k, u, V ), where u is a projective unitary representation of G on a finite dimensional space Ck,
and V is an isometry from Ck to Cn ⊗ Ck. This problem is considered in [SPC]. The difference
here is that we do not break translation invariance. Mathematically, our task is to guarantee the
primitivity of the associated CP-maps, and the symmetry. As the recipe in [FNW] cares only about
the primitive maps, we can use the method in [SW]. About this problem, [SW] is much stronger
method than the one in [BO].
Now let us state our result in detail. See Appendix A for notations. For N ∋ n ≥ 2, let A be
the finite dimensional C*-algebra A = Mn, the algebra of n×n matrices. Throughout this article,
this n is fixed as the dimension of the spin under consideration, and we fix an orthonormal basis
{ψµ}
n
µ=1 of C
n. We denote the set of all finite subsets in Z by S. The number of elements in a
finite set Λ ⊂ Z is denoted by |Λ|. When we talk about intervals in Z, [a, b] for a ≤ b, means the
interval in Z, i.e., [a, b] ∩ Z. We denote the set of all finite intervals by I. For each z ∈ Z, we let
A{x} be an isomorphic copy of A and for any finite subset Λ ⊂ Z, AΛ = ⊗x∈ΛA{x} is the local
algebra of observables. For finite Λ, the algebra AΛ can be regarded as the set of all bounded
operators acting on a Hilbert space ⊗x∈ΛC
n. We use this identification freely. If Λ1 ⊂ Λ2, the
algebra AΛ1 is naturally embedded in AΛ2 by tensoring its elements with the identity. Finally, the
algebra AZ is given as the inductive limit of the algebras AΛ with Λ ∈ S. We denote the set of
local observables by Aloc
Z
=
⋃
Λ∈SAΛ. For any x ∈ Z, let τx be the shift operator by x on AZ.
The local symmetry is introduced as follows. Let G be a group. Let U : G→ Un be a unitary
representation of G on Cn. Here, Un denotes the set of all unitary matrices on C
n. By βU , we
denote the product action of G on AZ induced by U , i.e.,
βUg (A) = (· · · ⊗ Ug ⊗ Ug ⊗ Ug ⊗ · · ·)A
(
· · · ⊗ Ug
−1 ⊗ Ug
−1 ⊗ Ug
−1 ⊗ · · ·
)
, (1)
for any A ∈ AZ and g ∈ G.
An interaction is a map Φ from S into Aloc
Z
such that Φ(X) ∈ AX and Φ(X) = Φ(X)
∗ for
X ∈ S. An interaction Φ is translation invariant if Φ(X + j) = τj (Φ(X)) , for all j ∈ Z and
X ∈ S. Furthermore, it is of finite range if there exists an m ∈ N such that Φ(X) = 0, for X with
diameter larger than m. In this case, we say that the interaction length of Φ is less than or equal
to m. We denote the set of all translation invariant finite range interactions by J . Furthermore,
the set of all translation invariant interactions with interaction length less than or equal to m is
denoted by Jm. For the product action βU of a group G, we say an interaction Φ is βU -invariant
if βg (Φ(X)) = Φ(X) for all X ∈ S. A natural number m ∈ N and an element h ∈ A[0,m−1], define
an interaction Φh by
Φh(X) :=
{
τx (h) , if X = [x, x +m− 1] for some x ∈ Z
0, otherwise
(2)
for X ∈ S. If h is βU -invariant, i.e., βUg (h) = h for all g ∈ G, then the interaction Φh is also βU -
invariant. A Hamiltonian associated with Φ is a net of self-adjoint operators HΦ := ((HΦ)Λ)Λ∈I
such that
(HΦ)Λ :=
∑
X⊂Λ
Φ(X). (3)
Note that (HΦ)Λ ∈ AΛ. Let us specify what we mean by gapped Hamiltonian in this paper.
Definition 1 A Hamiltonian H := (HΛ)Λ∈I associated with a positive translation invariant finite
range interaction is gapped if there exists γ > 0 and N0 ∈ N such that the difference between
the smallest and the next-smallest eigenvalue of HΛ, is bounded below by γ, for all finite intervals
Λ ⊂ Z with |Λ| ≥ N0.
In this definition, the smallest eigenvalue can be degenerated in general.
Now we introduce the C1-classification of gapped Hamiltonians with βU -symmetry. We say
Φ : [0, 1] ∋ t 7→ Φ(t) ∈ J is a continuous and piecewise C1-path if for each X ∈ S, the path
[0, 1] ∋ t 7→ Φ(t;X) ∈ AX is continuous and piecewise C
1 with respect to the norm topology.
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Definition 2 (C1-classification of gapped Hamiltonians with symmetry) Let U : G →
Un be a unitary representation of a group G on C
n. Let H0, H1 be gapped Hamiltonians asso-
ciated with βU -invariant interactions Φ0,Φ1 ∈ J . We say that H0, H1 are C
1-equivalent with
βU -symmetry if the following conditions are satisfied.
1. There exists m ∈ N and a continuous and piecewise C1-path Φ : [0, 1] → Jm such that
Φ(0) = Φ0, Φ(1) = Φ1.
2. Let H(t) be the Hamiltonian associated with Φ(t) for each t ∈ [0, 1]. There are γ > 0,
N0 ∈ N, and finite intervals I(t) = [a(t), b(t)], whose endpoints a(t), b(t) smoothly depending
on t ∈ [0, 1], such that for all finite intervals Λ ⊂ Z with |Λ| ≥ N0, the smallest eigenvalue
of H(t)Λ is in I(t) and the rest of the spectrum is in [b(t) + γ,∞).
3. For each t ∈ [0, 1], Φ(t) is βU -invariant.
Remark 3 We write H0 ≃C1,U H1 when H0, H1 are C
1-equivalent with βU -symmetry. If further-
more the path Φ(t) can be taken in Jm we write H0 ≃C1,U,m H1.
Now let us introduce the family of Hamiltonians we consider in this paper. As an input, we
prepare the following triple.
Definition 4 Let G be a group and c : G×G→ T a 2-cocycle of G. Let U : G→ Un be a unitary
representation of G on Cn. Let k be a natural number, ug a projective unitary representation of
G on Ck with respect to the 2-cocycle c, and V an isometry from Ck to Cn ⊗ Ck. We denote by
SP (n,G,U, c) the set of all such triple (k, u, V ) which satisfies the following conditions.
(i) For any g ∈ G, we have
(Ug ⊗ ug)V = V ug. (4)
(ii) Define v = v(k,u,V ) = (v1, . . . , vn) ∈ Mk
×n by
V x =
n∑
µ=1
ψµ ⊗ v
∗
µx, x ∈ C
k. (5)
(Recall that {ψµ}µ is the fixed CONS of C
n.) Define the completely positive map Tv : Mk →
Mk by
Tv(X) :=
n∑
µ=1
vµXv
∗
µ, X ∈Mk. (6)
Then Tv is primitive.
The definition of primitivity can be found in [W], for example.
From the n-tuple of k × k matrices v = v(k,u,V ) = (v1, . . . , vn) ∈ Mk
×n associated with
(k, u, V ) ∈ SP (n,G,U, c), we construct our interaction following the recipe of [FNW]. For l ∈ N
and µ(l) = (µ0, µ1, . . . , µl−1) ∈ {1, · · · , n}
×l, we use the notation
v̂µ(l) := vµ0vµ1 · · · vµl−1 ∈ Mk, ψ̂µ(l) :=
l−1⊗
i=0
ψµi ∈
l−1⊗
i=0
Cn. (7)
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Definition 5 Let (k, u, V ) ∈ SP (n,G,U, c) and v = v(k,u,V ) = (v1, . . . , vn) ∈ Mk
×n the n-tuple
associated to it. For each l ∈ N, define Γl,v : Mk →
⊗l−1
i=0C
n by
Γl,v (X) =
∑
µ(l)∈{1,··· ,n}×l
(
TrX
(
v̂µ(l)
)∗)
ψ̂µ(l) , X ∈ Mk, (8)
and set Gl,v := RanΓl,v ⊂
⊗l−1
i=0 C
n. Furthermore, we denote by Gl,v the orthogonal projection
onto Gl,v in
⊗l−1
i=0 C
n. We set hl,v := 1−Gl,v and Φl,v := Φhl,v . (Recall (2).)
It is known that this recipe gives a Hamiltonian with a spectral gap [FNW].
Lemma 6 Let (k, u, V ) ∈ SP (n,G,U, c) and v = v(k,u,V ) = (v1, . . . , vn) ∈ Mk
×n the n-tuple
associated to it. Then, for any m ∈ N, the interaction Φm,v is βU -invariant. For m ≥ k
4 + 1 the
Hamiltonian HΦm,v is gapped.
Proof. To show the first statement, let us consider a positive operator
Xm :=
∑
µ(m),ν(m)∈{1,··· ,n}×m
(
Tr
((
v̂µ(m)
)∗
v̂ν(m)
)) ∣∣∣ψ̂µ(m)〉〈ψ̂ν(m) ∣∣∣ .
We claim that the support s(Xm) of Xm is Gm,v. To see Gm,v ≤ s(Xm), let us consider an
arbitrary ξ ∈
⊗m−1
i=0 C
n, and set Zξ :=
∑
µ(m)
〈
ξ, ψ̂µ(m)
〉 (
v̂µ(m)
)∗
∈Mk. For any Y ∈ Mk, we have
〈ξ,Γm,v(Y )〉 = TrY Zξ. We also have 〈ξ,Xξ〉 = TrZξZ
∗
ξ . Therefore, from the Cauchy-Schwartz
inequality, we obtain
|〈ξ,Γm,v(Y )〉|
2
= |TrY Zξ|
2
≤ Tr Y Y ∗ · TrZ∗ξZξ = TrY Y
∗ · 〈ξ,Xξ〉 ,
for any Y ∈ Mk and ξ ∈
⊗m−1
i=0 C
n. This implies Gm,v ≤ s(Xm). To prove Gm,v ≥ s(Xm), let
{e
(k)
i,j }
k
i,j=1 be the matrix units of Mk. By the straightforward calculation, we obtain
Xm =
k∑
i,j=1
∣∣∣Γm,v (e(k)i,j )〉〈Γm,v (e(k)i,j )∣∣∣ .
This proves Gm,v ≥ s(Xm).
From this, we see that in order to show Gm,v is βU -invariant, it suffices to show that Xm is
βU -invariant. For this, we define a completely positive map E : Mn⊗Mn → Mk by
E (A⊗X) := V ∗ (A⊗X)V =
n∑
µ,ν=1
〈ψµ, Aψν〉 vµXv
∗
ν A ∈Mn, X ∈Mk.
For each A ∈ Mn, we set EA : Mk → Mk by EA(X) = V
∗ (A⊗X)V , X ∈ Mk. From (i) of the
Definition 4, we have
EAd(Ug∗)(A) (X) = V
∗ (Ug
∗AUg ⊗X)V = V
∗ (Ug ⊗ ug)
∗ (
A⊗ ugXu
∗
g
)
(Ug ⊗ ug)V
= (V ug)
∗ (
A⊗ ugXu
∗
g
)
V ug = Adu
∗
g ◦ EA ◦Adug (X) . (9)
(Here Ad (Ug
∗) (X) := Ug
∗XUg etc.) On the other hand, by the straightforward calculation we
obtain the following formula for any A0, . . . , Am−1 ∈Mn,
Tr⊗m−1
i=0 Mn
(
Xm
m−1⊗
i=0
Ai
)
= TrMk
(
EA0 ◦ · · · ◦ EAm−1 (1)
)
. (10)
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Now we show the βU -invariance of Xm. For all A0, . . . , Am−1 ∈ Mn,
Tr⊗m−1
i=0 Mn
(
Ad
(
U
⊗
m−1
g
)
(Xm)
m−1⊗
i=0
Ai
)
= Tr⊗m−1
i=0 Mn
(
Xm
(
m−1⊗
i=0
Ad
(
U∗g
)
(Ai)
))
= TrMk
(
EAdU∗g (A0) ◦ · · · ◦ EAdU∗g (Am−1) (1)
)
= TrMk
(
EA0 ◦ · · · ◦ EAm−1 (1)
)
= Tr⊗m−1
i=0 Mn
(
Xm
m−1⊗
i=0
Ai
)
.
Here, in the second and the fourth equality, we used (10), and for the third equality, we used (9).
This proves βUg (Xm) = Xm, for all g ∈ G.
The second statement follows from [FNW], except for the condition m ≥ k4 + 1 which is
discussed in Lemma 3.1 of [BO] and basically quantum Wielandt’s inequality [SPWC]. 
Definition 7 Let G be a group and c : G × G → T a 2-cocycle of G. Let (u0,C
k0), (u1,C
k1) be
finite dimensional projective unitary representations of G with respect to the 2-cocycle c. We say
(u(0),Ck0) and (u(1),Ck1) are unitary equivalent if k := k0 = k1 and there exists a unitary matrix
W ∈ Uk such that Wu
(0)
g = u
(1)
g W , for all g ∈ G.
Here is the main Theorem of this paper.
Theorem 8 Let G be a group and c : G × G → T a 2-cocycle of G. Let U : G → Un be
a unitary representation of G on Cn. Let (k(0), u(0), V (0)) and (k(1), u(1), V (1)) be elements in
SP (n,G,U, c), and v0 := v(k
(0), u(0), V (0)), v1 := v(k
(1), u(1), V (1)), the n-tuples associated to
them via (5). Assume that the projective representations (u(0),Ck0) and (u(1),Ck1) are unitary
equivalent. Then we have HΦm,v0 ≃C1,U,m HΦm,v1 , for any m ≥ k
4 + 1.
2 Proof of Theorem 8
We introduce an equivalence relation in SP (n,G,U, c).
Definition 9 Let (k(0), u(0), V (0)) and (k(1), u(1), V (1)) be elements in SP (n,G,U, c). We say
(k(0), u(0), V (0)) and (k(1), u(1), V (1)) are equivalent, if the following holds.
1. k := k(0) = k(1).
2. There exists a map u : [0, 1]× G → Uk such that for any g ∈ G, [0, 1] ∋ t → u(·, g) ∈ Uk is
C∞.
3. There exits a C∞-map V : [0, 1]→ B(Ck,Cn⊗Ck) such that (k, u(t, ·), V (t)) ∈ SP (n,G,U, c),
for all t ∈ [0, 1], with (k, u(0, ·), V (0)) = (k(0), u(0), V (0)) and (k, u(1, ·), V (1)) = (k(1), u(1), V (1)).
When (k(0), u(0), V (0)) and (k(1), u(1), V (1)) are equivalent, we write (k(0), u(0), V (0)) ≃SP (k
(1), u(1), V (1)).
In order to prove Theorem 8, we show (k(0), u(0), V (0)) ≃SP (k
(1), u(1), V (1)). Note that if u
is a projective representation of G with respect to a 2-cocycle c, for any W ∈ Uk, the map
G ∋ g 7→WugW
∗ defines a a projective unitary representation of G with respect to c. We denote
it by AdW (u).
Lemma 10 Let (k, u, V ) ∈ SP (n,G,U, c) andW ∈ Uk. Then the triple (k,AdW (u), (I⊗W )VW
∗)
belongs to SP (n,G,U, c). In particular, we have
(k, u, V ) ≃SP (k,AdW (u), (I⊗W )VW
∗).
5
Proof. It is clear that AdW (u) is a projective unitary representation of G with respect to a
2-cocycle c, and that (I⊗W )VW ∗ is an isometry. It is straightforward to check
(Ug ⊗AdW (ug)) (I⊗W )VW
∗ = (I⊗W )VW ∗AdW (ug) .
Let v be the n-tuple associated to (k, u, V ) via (5). We then have
(I⊗W )VW ∗x =
n∑
µ=1
ψµ ⊗ (WvµW )
∗ x, x ∈ Ck.
The primitivity of Tv implies the primitivity of T(WvµW∗)nµ=1 . Therefore, we have (k,AdW (u), (I⊗W )VW
∗) ∈
SP (n,G,U, c).
To show the second statement, let H ∈ Mk be a self adjoint element such that W = e
iH .
Then, the path [0, 1] ∋ t 7→ Wˆ (t) := eitH ∈ Uk is C
∞, and the path of the triple [0, 1] ∋ t 7→(
k,Ad Wˆ (t) (u) ,
(
I⊗ Wˆ (t)
)
V Wˆ (t)∗
)
satisfies the conditions in Definition 9. To prove the third
condition in Definition 9, we use the first statement of this Lemma, which we have just proven.

From Lemma 10, we see that in order to prove Theorem 8, it suffices to consider the case k(0) = k(1)
and u(0) = u(1). Therefore, we prove the following Lemma.
Lemma 11 Let (u,Ck) be finite dimensional projective unitary representation of G with respect
to the 2-cocycle c. Let V0, V1 : C
k → Cn ⊗ Ck be isometries such that (k, u, V0), (k, u, V1) ∈
SP (n,G,U, c). Then we have
(k, u, V0) ≃SP (k, u, V1).
In order to prove this, we first investigate the structure of the isometry V . We consider all the
equivalence classes of finite dimensional irreducible unitary c-projective representations of G. Let
{(πα, Vα)}α be the set of representatives of them. Then we obtain the irreducible decompositions
of ug and Ug ⊗ ug [K]. Note that the proof of Schur’s Lemma and the irreducible decomposition
for usual representations works for unitary projective representations. For each irreducible c-
projective representation πα, there exist numbers mα,m
′
α ∈ N ∪ {0}. There also exist unitaries
W : Ck →
⊕
α:mα 6=0
Vα ⊗ C
mα , W ′ : Cn ⊗ Ck →
⊕
α:m′α 6=0
Vα ⊗ C
m′α and we have
WugW
∗ =
⊕
α:mα 6=0
πα(g)⊗ Imα , (11)
W ′ (Ug ⊗ ug)W
′∗ =
⊕
α:m′α 6=0
πα(g)⊗ Im′α . (12)
We have the following Lemma.
Lemma 12 Let (k, u, V ) ∈ SP (n,G,U, c). We consider the irreducible decompositions given in
(11) and (12). Then mα = 0 if m
′
α = 0. Furthermore, if mα 6= 0, there exists an isometry
ωα : C
mα → Cm
′
α and they satisfy
V =W ′
∗
 ⊕
α:mα 6=0
IVα ⊗ ωα
W.
Proof. For m ∈ N, let {χ
(m)
i }
m
i=1 be the standard basis of C
m. Each element ξ in
⊕
α:mα 6=0
Vα ⊗
Cmα can be decomposed as
ξ =
⊕
α:mα 6=0
mα∑
i=1
ξα,i ⊗ χ
(mα)
i ,
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with some ξα,i ∈ Vα. For α with mα 6= 0 and i = 1, . . . ,mα, let us consider the subspace of⊕
β:mβ 6=0
Vβ ⊗ C
mβ which consists of ξ such that ξβ,j = 0 if (β, j) 6= (α, i). We denote the
orthogonal projection onto this subspace by Pα,i. Similarly, for α with m
′
α 6= 0 and i = 1, . . . ,m
′
α
we define an orthogonal projection P ′α,i on
⊕
α:m′α 6=0
Vα ⊗ C
m′α . Substituting the decompositions
(11) and (12) to (4), we obtain ⊕
α:m′α 6=0
πα(g)⊗ Im′α
W ′VW ∗ =W ′VW ∗
 ⊕
α:mα 6=0
πα(g)⊗ Imα
 , g ∈ G. (13)
Multiplying Pα,i from the left and Pβ,j from the right of this equation, we obtain
πα(g)Pα,iW
′VW ∗Pβ,j = Pα,iW
′VW ∗Pβ,jπβ(g), g ∈ G,
for all α, β such that m′α 6= 0 and mβ 6= 0. Regarding Pα,iW
′VW ∗Pβ,j a linear map from Vβ to Vα,
we apply Schur’s Lemma. We then obtain Pα,iW
′VW ∗Pβ,j = 0 if α 6= β. If mα,m
′
α 6= 0, there ex-
ists a scalarCα,i,j ∈ C such that Pα,iW
′VW ∗Pα,j = Cα,i,jIVα . Set ωα :=
∑
1≤i≤mα
1≤j≤mα′
Cα,i,j
∣∣∣χ(m′α)i 〉〈χ(mα)j ∣∣∣ ∈
B(Cmα ,Cmα) in this case. We then obtain
W ′VW ∗ =
∑
α,β:mα 6=0,m
′
β
6=0
1≤i≤mα,1≤j≤m′β
Pα,iW
′VW ∗Pβ,j =
∑
α:mα 6=0,m′α 6=0
1≤i≤mα,1≤j≤m′α
Pα,iW
′VW ∗Pα,j =
⊕
α:mα 6=0,m′α 6=0
IVα ⊗ ωα.
As V is an isometry, we obtain⊕
α:mα 6=0
IVα ⊗ C
mα = I = (W ′VW ∗)
∗
W ′VW ∗ =
⊕
α:mα 6=0,m′α 6=0
IVα ⊗ ω
∗
αωα.
If there exits an α such that mα 6= 0 and m
′
α = 0, this equality can not hold. Therefore, we have
m′α 6= 0 if mα 6= 0. Furthermore, ωα : C
mα → Cm
′
α is an isometry. 
Proof of Lemma 11. For U and u, we consider the irreducible decompositions (11), (12). Ap-
plying Lemma 12 to Vi, i = 0, 1, we obtain isometries ωi,α : C
mα → Cm
′
α , such that
Vi =W
′∗
 ⊕
α:mα 6=0
IVα ⊗ ωi,α
W.
For each α with mα 6= 0, there exists a unitary Sα ∈ Um′α such that Sαω0,α = ω1,α. This is because
ω0,α, ω1,α are isometries. Let Hα ∈ Mm′α be a self-adjoint matrix such that Sα = e
iHα . We set
Hα = 0 if m
′
α 6= 0 and mα = 0. We define H :=
⊕
α:m′α 6=0
IVα ⊗Hα.
We would like to connect (k, u, V0) and (k, u, V1) by a smooth path in SP (n,G,U, c), by con-
necting I and eiH suitably. In order for that, we recall the the necessary and sufficient condition
for the primitivity, introduced in [SW]. See Appendix B. We use the notations in Appendix B. We
define a B(Ck,Cn ⊗ Ck)-valued entire analytic function V (z) by
V (z) :=W ′
∗
eizH
 ⊕
α:mα 6=0
IVα ⊗ ω0,α
W, z ∈ C. (14)
Note that V (0) = V0 and V (1) = V1.From the definition (14), and the decompositions (11), (12),
we obtain
(Ug ⊗ ug)V (z) = V (z)ug, z ∈ C, g ∈ G. (15)
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As in (5), we define vµ (z)
V (z)x =
n∑
µ=1
ψµ ⊗ (vµ (z¯))
∗
x, x ∈ Ck, z ∈ C.
Note that C ∋ z 7→ vµ (z) is entire analytic, for each µ = 1, . . . , n. We write v(z) := (v1(z), . . . , vn(z)).
By the same calculation as in (9), we obtain
Adu∗g ◦ Tv(z) ◦Adug = Tv(z), z ∈ C, g ∈ G. (16)
For each µ := (µ
(k4)
i )
k2
i=1, where µ
(k4)
i ∈ {1, . . . , n}
×k4
, i = 1, . . . , k2, we define an entire analytic
function
fµ(z) :=
〈
ζ,
k2⊗
i=1
(
̂v
µ
(d4)
i
(z)⊗ I
)
Ω
〉
.
We set
Z :=
⋂
µ
{z ∈ C | fµ(z) = 0} .
Here the intersection is taken over all µ := (µ
(k4)
i )
k2
i=1, where µ
(k4)
i ∈ {1, . . . , n}
×k4 , i = 1, . . . , k2.
From Lemma 13, Tv(z) is primitive if and only if there exists µ such that fµ(z) 6= 0. Therefore,
Tv(z) is primitive if and only if z /∈ Z. In particular, we have 0, 1 /∈ Z. This means at least one of
fµ is not identically zero. As each fµ(z) is entire analytic and at least one of them is not identically
zero, the intersection of Z and a ball {z ∈ C | |z| ≤ 2} is a finite set.
Let ˜̟ : [0, 1] → C be a path in C given by ˜̟ (t) = t, t ∈ [0, 1]. As Z ∩ {z ∈ C | |z| ≤ 2} is a
finite set, we can deform this ˜̟ and obtain a C∞-path ̟ : [0, 1] → C with ̟(0) = 0, ̟(1) = 1
such that ̟(t) /∈ Z for all t ∈ [0, 1]. In particular, Tv(̟(t)) is primitive for t ∈ [0, 1]. From this
primitivity, the spectral radius rT
v(̟(t))
of Tv(̟(t)) is strictly positive, and it is a non-degenerate
eigenvalue of Tv(̟(t)). Let P
T
v(̟(t))
{rT
v(̟(t))
} be the spectral projection of Tv(̟(t)) onto {rTv(̟(t))}. Then
ev(̟(t)) := P
T
v(̟(t))
{rT
v(̟(t))
} (Ik) is a strictly positive element in Mk and there exists a faithful state
ϕv(̟(t)) on Mk such that P
T
v(̟(t))
{rT
v(̟(t))
}(X) = ϕv(̟(t)) (X) ev(̟(t)), for X ∈ Mk. By (16), ev(̟(t))
and ug commute for all t ∈ [0, 1] and g ∈ G. Note that rT
v(̟(0))
= rT
v(̟(1))
= 1 and ev(̟(0)) =
ev(̟(1)) = 1. Furthermore, the maps [0, 1] ∋ t 7→ rTv(̟(t)) , ev(̟(t)), ϕv(̟(t)) are C
∞. Hence, setting
vˆµ(t) := r
− 12
T
v(̟(t))
e
− 12
v(̟(t))vµ(̟(t))e
1
2
v(̟(t)), t ∈ [0, 1], µ = 1, . . . , n,
we obtain C∞ maps in Mk. We set vˆ(t) := (vˆ1(t), . . . , vˆn(t)), t ∈ [0, 1]. Note that vˆ(0) = v(̟(0)) =
v(0) and vˆ(1) = v(̟(1)) = v(1). By this definition, Tvˆ(t) is a unital completely positive map. As
Tv(̟(t)) is primitive, this Tvˆ(t) is also primitive.
We define a C∞-path Vˆ : [0, 1]→ B(Ck,Cn ⊗ Ck), by
Vˆ (t)x :=
n∑
µ=1
ψµ ⊗ vˆµ(t)
∗x, x ∈ Ck, t ∈ [0, 1].
Note that Vˆ (0) = V (0) = V0, Vˆ (1) = V (1) = V1. In order to prove Lemma 11, it suffices to show
(k, u, Vˆ (t)) ∈ SP (n,G,U, c), for all t ∈ [0, 1]. Since Tvˆ(t) is unital, Vˆ (t) is an isometry. As we
already know that Tvˆ(t) is primitive, what we have to check is (i) of Definition 4. This can be
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checked as follows. For any x ∈ Ck,
(Ug ⊗ ug) Vˆ (t)x = (Ug ⊗ ug)
(
n∑
µ=1
ψµ ⊗ vˆµ(t)
∗x
)
= r
− 12
T
v(̟(t))
(
n∑
µ=1
Ugψµ ⊗ uge
1
2
v(̟(t)) (vµ(̟(t)))
∗
e
− 12
v(̟(t))x
)
= r
− 12
T
v(̟(t))
(
n∑
µ=1
Ugψµ ⊗ e
1
2
v(̟(t))ug (vµ(̟(t)))
∗
e
− 12
v(̟(t))x
)
= r
− 12
T
v(̟(t))
(
In ⊗ e
1
2
v(̟(t))
)
(Ug ⊗ ug)
(
n∑
µ=1
ψµ ⊗ (vµ(̟(t)))
∗
e
− 12
v(̟(t))x
)
= r
− 12
T
v(̟(t))
(
In ⊗ e
1
2
v(̟(t))
)
(Ug ⊗ ug)V
(
̟(t)
)
e
− 12
v(̟(t))x = r
− 12
T
v(̟(t))
(
In ⊗ e
1
2
v(̟(t))
)
V
(
̟(t)
)
uge
− 12
v(̟(t))x
= r
− 12
T
v(̟(t))
(
In ⊗ e
1
2
v(̟(t))
)
V
(
̟(t)
)
e
− 12
v(̟(t))ugx = r
− 12
T
v(̟(t))
(
In ⊗ e
1
2
v(̟(t))
)( n∑
µ=1
ψµ ⊗ (vµ(̟(t)))
∗
e
− 12
v(̟(t))ugx
)
=
(
n∑
µ=1
ψµ ⊗ r
− 12
T
v(̟(t))
e
1
2
v(̟(t)) (vµ(̟(t)))
∗
e
− 12
v(̟(t))ugx
)
=
n∑
µ=1
ψµ ⊗ vˆµ(t)
∗ugx = Vˆ (t)ugx, g ∈ G, t ∈ [0, 1].
In the third and the seventh equality, we used the commutativity of ev(̟(t)) and ug. In the sixth
equality, we used (15). This completes the proof. 
Proof of Theorem 8. As (u(0),Ck
(0)
) and (u(1),Ck
(1)
) are unitary equivalent, we have k :=
k(0) = k(1) and there exists a unitary matrixW ∈ Uk such thatWu
(0)
g = u
(1)
g W , g ∈ G. By Lemma
10, we have (k(0), u(0), V (0)) ≃SP (k
(0),AdW (u(0)), (I⊗W )V (0)W ∗) = (k, u(1), (I⊗W )V (0)W ∗).
Furthermore, by Lemma 11, we obtain (k, u(1), (I⊗W )V (0)W ∗) ≃SP (k, u
(1), V1) = (k
(1), u(1), V1).
Applying Lemma 6, the same argument as [BO] implies Theorem 8. 
A Notations
For k ∈ N, the set of all k × k matrices over C is denoted by Mk.Furthermore, we denote the set
of unitary elements of Mk by Uk. For A ∈ Mk, we denote the map Mk ∋ X 7→ AXA
∗ ∈ Mk by
AdA. For a linear map Γ, Ker Γ, and RanΓ denote the kernel and the range of Γ respectively.
For a finite dimensional Hilbert space, braket 〈, 〉 denotes the inner product of the space under
consideration. We denote the set of all bounded linear maps from Hilbert space H to K is denoted
by B(H,K). For a subspace K, K⊥ means the orthogonal complement of H .
B Primitivity
In this section we recall the necessary and sufficient condition for Tv, (given for an n-tuple of
k × k matrices v ∈ Mk
×n), to be primitive. This condition was introduced in [SW]. See [SW]
for the detail.Let {χ
(k)
i }
k
i=1 (resp. {χ
(k2)
i }
k2
i=1) be a standard basis of C
k (resp. Ck
2
). We set
Ω :=
∑k
i=1 χ
(k)
i ⊗χ
(k)
i . We also set ζ :=
∑
σ∈Sk2
sgnσχ
(k2)
σ(1) ⊗χ
(k2)
σ(2) ⊗ · · · ⊗χ
(k2)
σ(k2). Here, Sk2 is the
symmetric group of degree k2 and sgnσ is the signature of σ ∈ Sk2 .
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Lemma 13 ([SW]) The completely positive map Tv is primitive if and only if there exists µ :=
(µ
(k4)
i )
k2
i=1, where µ
(k4)
i ∈ {1, . . . , n}
×k4
, i = 1, . . . , k2 such that〈
ζ,
k2⊗
i=1
(
v
µ
(d4)
i
⊗ I
)
Ω
〉
6= 0.
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