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Abstract
In this paper we study fully nonlinear obstacle-type problems in Hilbert spaces. We introduce the notion
of Q-elliptic equation and prove existence, uniqueness, and regularity of viscosity solutions of Q-elliptic
obstacle problems. In particular we show that solutions of concave problems with semiconvex obstacles are
in the space W2,∞
Q
.
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1. Introduction
Given an elastic membrane u attached to a fixed boundary ∂D, a classical problem in math-
ematical physics asks for the equilibrium position of the membrane when it is constrained to
lie above a given obstacle ϕ. Mathematically this problem can be formulated as follows. Given
a domain D, a function g : ∂D → R (the deformation of the fixed boundary) and ϕ : D → R
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D
∣∣∇v(x)∣∣2 dx: v ∈ H 1(D), v = g on ∂D and v  ϕ}. (1.1)
This mathematical setup also models a number of others problems in potential theory, financial
mathematics, etc. Because of the variational characterization of the problem, it is fairly simple to
show existence and uniqueness of a minimizer u for (1.1). Furthermore, since upward perturba-
tions are allowed, one concludes u 0 in D. As soon as the membrane leaves the obstacle, i.e.,
in the set I := {u > ϕ}, u is harmonic. That is because in I , local downward perturbations can
also be performed, without breaking the constraint of being above ϕ. Notice that, u jumps from
negative values to zero through ∂{u > ϕ}, the free boundary of the problem. Thus, the optimal
regularity one should hope for u is C1,1. Frehse in [15] showed, for the first time, that indeed,
if ϕ is of class C1,1, then u ∈ C1,1. Alternative proofs of this fact were provided in [4] and [7].
Boundary regularity was established in [21]. Regularity properties of the free boundary ∂{u > ϕ}
were studied in a fundamental paper of Luis Caffarelli [5] (see also [6,34]).
In this paper we will investigate a class of nonlinear obstacle problems in an infinite dimen-
sional Hilbert space which may not be of variational type (see Problem 2.2–2.3). Such nonlinear
obstacle problems (or variational inequalities) of elliptic and parabolic types have been studied
extensively in finite dimensional spaces (see [2,13,14,19,23,26,28,31,32] and references therein)
and C1,1 regularity results have been obtained [23,26,28]. In particular the modern theory of
viscosity solutions [9,14] can be directly applied to degenerate obstacle problems [19].
The interest in nonlinear obstacle problems comes mostly from stochastic optimal control and
mathematical finance, in particular from the theory of option pricing. For obstacle problems with
gradient constraints related to singular stochastic control we refer the reader to [14]. Contrary
to the finite dimensional case, there are very few works on obstacle problems in infinite dimen-
sional spaces. Papers [16,35] deal with such problems and results of [29,30] are applicable to our
nonlinear Obstacle Problem 2.2–2.3. Our goal is to study existence, uniqueness and regularity
of viscosity solutions of it to obtain results comparable to those in finite dimensions. Even in
Euclidian spaces, optimal regularity for solutions to obstacle-type problems is still a major line
of investigation, see for instance [1,8,25,33].
The paper is organized as follows. In Section 2 we introduce the main definitions, as well
as the Q-elliptic obstacle problem we are concerned with. An asymptotic example is explored
in Section 3. Existence, uniqueness and Lipschitz continuity of the solution u, of the obstacle
problem in infinite dimensional spaces are proved in Section 4. In the last section, we establish
under some conditions the W 2,∞Q regularity of u, which is a corresponding optimal regularity
result for infinite dimensional spaces.
2. The setup of the problem
Throughout this paper, H will be a real separable Hilbert space with norm | · | and inner
product 〈·,·〉, and Q will be a nontrivial, bounded, nonnegative, self-adjoint operator in H of
trace class. Let e1, e2, . . . be an orthonormal basis of H composed of eigenvectors of Q and let
λ1, λ2, . . . denote the corresponding eigenvalues. Then
0 < Tr(Q) =
∞∑
λi < +∞. (2.1)
i=1
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Definition 2.1. Let S(H) denote the space of all bounded self-adjoint operators in H equipped
with the operator norm. A continuous function F : S(H) → R will be called “Q-elliptic” if there
exist 0 < λΛ such that
−ΛTr(QY) F(X + Y)− F(X)−λTr(QY), (2.2)
for all X,Y ∈ S(H), Y  0.
It is worth pointing out that Q does not have to be positive, therefore F might be totally
degenerate in many directions.
Let ϕ : H → R be bounded from above, locally uniformly continuous function. To avoid
trivialities, we will assume that
sup
H
ϕ > 0 and lim sup
|x|→∞
ϕ(x) < 0.
These are standing assumptions which will not be repeated throughout the paper.
Our obstacle problem has the following form.
Problem 2.2 (Obstacle problem). Find a function u : H →R satisfying
1. u ϕ in H .
2. F(D2u) 0 in H .
3. F(D2u) = 0 in {u > ϕ}.
4. lim|x|→∞ u(x) = 0.
The statements in items 2 and 3 have to be understood in the viscosity sense and then the
above problem can be rewritten as follows.
Problem 2.3. Find a function u : H →R which is a viscosity solution of the PDE
min
{
F
(
D2u
)
, u− ϕ}= 0 in H (2.3)
such that
lim|x|→∞u(x) = 0. (2.4)
For completeness we provide the definition of viscosity solution at the end of this section.
The above equation is not “proper” in the language of [9] in the sense that F is not strictly in-
creasing in the u-variable. This however will not cause too many difficulties. Instead we require
the “Q-ellipticity” of F which is a kind of infinite dimensional uniform ellipticity. As we shall
see, it will be enough to guarantee existence of solutions and their good regularity properties.
However, even if Q > 0, the equation is still slightly degenerate. It has been well understood
in the theory of second order partial differential equations in Hilbert spaces that for elliptic and
parabolic equations with purely second order terms a degeneracy condition must be imposed
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nomenon briefly for obstacle problems in the next section. The “Q-ellipticity” condition which
we introduced here seems to be the best possible for fully nonlinear equations.
We prove in Section 5 that, when F is concave and the obstacle function ϕ is semiconvex,
viscosity solutions of Problem 2.3 are in the space W 2,∞Q (H). The proof uses a strategy which
is rather well known for Bellman equations in finite dimensional spaces [14,23,27,28]. First
one establishes the semiconvexity of a solution and then uses nondegeneracy of the equation to
estimate second order derivatives “from above” or equivalently to prove that solutions are also
semiconcave. The semiconvexity is typically proved by stochastic arguments (see [14,23] for
Bellman equations and [23] for obstacle problems). In the degenerate elliptic case it requires that
the zeroth order coefficients be large. Similar technique was employed for Bellman equations
in Hilbert spaces in [30] to show semiconvexity and some partial C1,1 regularity of solutions.
An analytic proof of semiconvexity using viscosity solution techniques appeared in [20]. Our
proof is in the spirit of the viscosity solution approach. We refer the readers to [11] for various
regularity results for linear elliptic and parabolic equations in Hilbert spaces.
Notice that the “Q-ellipticity” condition (2.2) implies that
λTr(QZ)−ΛTr(QY) F(X + Y −Z)− F(X)ΛTr(QZ)− λTr(QY) (2.5)
for all X,Y,Z ∈ S(H), Y,Z  0. A natural question the readers may ask themselves at this point
is: what kind of equations are “Q-elliptic”? Condition (2.2) holds for instance if
F(X) = −Tr(QX),
which gives rise to the obstacle problem for the infinite dimensional Laplace-type equation, or
more generally for the Bellman equations defined by
F(X) = inf
α∈A
{−Tr(AαX)},
where the Aα ∈ S(H) are such that λQAα ΛQ. If A is a singleton then the above F gives
rise to a linear equation. Linear “Q-elliptic” equations have been considered in [22].
Remark 2.4. There is another way to introduce “Q-elliptic” equations by infinite dimensional
versions of the Pucci extremal operators
P+Q(X) = sup
{−Tr(AαX): Aα ∈ S(H), λQAα ΛQ} (2.6)
and
P−Q(X) = inf
{−Tr(AαX): Aα ∈ S(H), λQAα ΛQ}. (2.7)
We would then say that F is “Q-elliptic” if
P−Q(X − Y) F(X)− F(Y ) P+Q(X − Y) for all X,Y ∈ S(H). (2.8)
This definition obviously implies (2.2) however, contrary to the finite dimensional case, it seems
to be stronger than (2.2). Operators P− and P+ can be also defined more explicitly. Indeed,Q Q
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and P−Y the spectral projections corresponding to the nonnegative and negative eigenvalues of Y
respectively. Then
Y+ = YP+ and Y− = −YP−,
are nonnegative self-adjoint operators. Thus Y = Y+ − Y− is a natural decomposition of Y into
its positive and negative parts. Now if X ∈ S(H), there holds
Tr(QX) = Tr(Q 12 XQ 12 )
and Q 12 XQ 12 is a self-adjoint trace class operator. It is now easy to see that the supremum in (2.6)
is attained by the operator
Q
1
2
(
λP+
Q
1
2 XQ
1
2
+ΛP−
Q
1
2 XQ
1
2
)
Q
1
2
and the infimum in (2.7) is attained by the operator
Q
1
2
(
ΛP+
Q
1
2 XQ
1
2
+ λP−
Q
1
2 XQ
1
2
)
Q
1
2 .
Therefore
P+Q(X) = −λTr
((
Q
1
2 XQ
1
2
)+)+ΛTr((Q 12 XQ 12 )−)
and
P−Q(X) = −ΛTr
((
Q
1
2 XQ
1
2
)+)+ λTr((Q 12 XQ 12 )−).
We finish with a few further definitions and conventions we will use throughout the paper.
For N ∈ N we denote by HN the space spanned by {e1, . . . , eN }. We will write PN for the
orthogonal projection in H onto HN . We define QN = I −PN . For a function w we will denote
by w∗ and w∗ respectively the upper semicontinuous and the lower semicontinuous envelopes
of w. For r > 0 we will write Br for the open ball centered at 0 with radius r . We say that
a function ϕ is semiconvex (respectively, semiconcave) on H if there exists a constant C  0
such that ϕ + C2 |x|2 is convex (respectively, ϕ − C2 |x|2 is concave) on H . We will call C the
semiconvexity (respectively, semiconcavity) constant of ϕ.
We will be using the definition of viscosity solution from [30] and the equivalent definition
using the second order jets, J 2,+,J 2,− or their closures, J 2,+,J 2,−. For more on this and the
definition of the second order jets we refer the reader to [9,10,30]. Here we just mention that if
for a function u : H → R, u − ϕ has a local maximum (respectively, minimum) at x for some
ϕ ∈ C2(H), then (Dϕ(x),D2ϕ(x)) ∈ J 2,+u(x) (respectively, (Dϕ(x),D2ϕ(x)) ∈ J 2,−u(x)).
Definition 2.5. Let G : H × R × H × S(H) → R be a continuous function. A locally bounded
function u : H → R is called a viscosity subsolution (respectively, a viscosity supersolu-
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J 2,−u∗(x)) then
G
(
x,u∗(x),p,X
)
 0
(
respectively, G
(
x,u∗(x),p,X
)
 0
)
. (2.9)
For our obstacle problem we have
G(x, r,p,X) = min{F(X), r − ϕ(x)}.
We remark that in particular, Definition 2.5 implies that viscosity solutions of Problem 2.3 are
bounded on H .
3. An asymptotic example
Before we begin to analyze infinite dimensional obstacle-type problems, it is interesting, as a
warm up, to understand the asymptotic behavior of the solutions of some obstacle problems, as
the dimension approaches infinity. Let us consider the Obstacle Problem 2.2–2.3 in Rn, where
F(X) = −Tr(X) and ϕ(x) =
√
1 − |x|2.
Because of the symmetry of the problem we can explicitly solve it. We will look for a radially
symmetric solution. As we know, away from the obstacle, the solution un is harmonic. Hence, it
has to be equal to the Newtonian potential, i.e. we must have
un(x) = c|x|2−n.
Assuming that the set {x: ϕ(x) = un(x)} is a ball Ba , matching the values of ϕ and un and
their derivatives in the radial direction on the free boundary (recalling the C1,1 regularity of the
solution) we must therefore have
ca2−n =
√
1 − a2
and
c(2 − n)a1−n = −a√
1 − a2
which easily give that
a = a(n) =
√
n− 2
n− 1 .
Therefore we have obtained that
un(x) =
⎧⎨
⎩
√
1 − |x|2 |x| a(n),√
1−(a(n))2
n−2 |x|2−n |x| > a(n).(a(n))
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of the obstacle problem. The reader can also easily check that if ϕ(x) = 1 − |x|2 then a(n) =√
(n− 2)/n. In both cases we have that
lim
n→∞a(n) = 1.
Similar computation could also be performed if we prescribed the 0 boundary data on, say ∂B2.
The conclusion is that if we impose a uniform bound from below on how much the operator dif-
fuses in each direction and try to define a solution of the obstacle problem in infinite dimensional
space as the limit of solutions of finite dimensional problems, the procedure fails, as the solution
should be: u sticks to the whole obstacle, until it reaches the ground.
This phenomenon can also be easily explained by the probabilistic interpretation of the solu-
tions un using optimal stopping of the n-dimensional Brownian motion [2,19,23] by observing
that as the dimension n increases, fewer paths of the Brownian motion hit the obstacle. Notice
also that the “limiting” configuration is merely a continuous function, thus the C1,1 bound guar-
anteed by Frehse’s Theorem deteriorates when the dimension goes to infinity.
The above examples illustrate that, in accordance with the theory of second order partial
differential equations in Hilbert spaces [11], free boundary obstacle-type problems in infinite
dimensions naturally lead us to consider degenerate elliptic operators.
4. Existence, uniqueness and continuity of solution
In this section we will prove that Problem 2.3 has a unique viscosity solution. It is worth
mentioning that in dimensions 1 and 2 our obstacle problems are not well posed in general. To
see this consider for instance the case of the Laplace equation, i.e. when F(X) = −Tr(X), and
an obstacle function which is radially symmetric and has compact support. The solution then
must be radially symmetric and harmonic away from the obstacle but the only radial harmonic
functions bounded at infinity in dimensions 1 and 2 are constants. However we will show that
under certain conditions on Q and F Problem 2.3 is always well posed in dimensions greater
than 2 (including infinity).
Our first step is to establish a comparison principle.
Lemma 4.1 (Comparison). Let F satisfies (2.2). Let u be a viscosity subsolution of (2.3) and v
be a viscosity supersolution of (2.3) such that
lim sup
|x|→∞
u(x) 0, lim inf|x|→∞ v(x) 0. (4.1)
Then u∗  v∗.
Proof. Suppose, contrary to the claim, that sup{u∗(x)− v∗(x)} = 4δ > 0. We first perturb u and
v so that the perturbations are viscosity sub- and supersolutions of equations which are linearly
increasing in the zero order terms. Let R > 0 be such that
sup
|x|>R
u(x) δ
2
, inf
|x|>R
v(x)− δ
2
. (4.2)2 2
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γ |x|2 < δ
2
on BR. (4.3)
Moreover, using (2.1) and (2.5), we easily obtain that uγ (x) = u(x) + γ |x|2 is a viscosity sub-
solution of
min
{
αuγ + F
(
D2uγ
)
, uγ −
(
ϕ + γ |x|2)}= 0 in BR
and vγ (x) = v(x)− γ |x|2 is a viscosity supersolution of
min
{
αvγ + F
(
D2vγ
)
, vγ −
(
ϕ − γ |x|2)}= 0 in BR
for some small α = α(γ,R,λTr(Q), supu, infv) > 0. Moreover we still keep
sup
|x|R
{
(uγ )
∗(x)− (vγ )∗(x)
}
 3δ and sup
|x|>R2
{
(uγ )
∗(x)− (vγ )∗(x)
}
 2δ.
Let σ be a modulus of continuity of ϕ on BR .
We now follow the standard viscosity theory strategy (see for instance [9,30]) of doubling of
the number of variables and its penalization, i.e. we consider the function (uγ )∗(x)− (vγ )∗(y)−
|x − y|2/(2). Using a perturbed optimization result (see [12]), for every n ∈ N there exist
pn, qn ∈ H such that |pn|, |qn| 1/n and such that
(uγ )
∗(x)− (vγ )∗(y)− |x − y|
2
2
+ 〈pn, x〉 + 〈qn, y〉
has a maximum over BR ×BR at some point (x¯, y¯). It is then standard to notice (see [17,18,30])
that
lim
→0 lim supn→0
|x¯ − y¯|2

= 0. (4.4)
(Without the perturbation terms the proof of this fact would be the same as the proof of Propo-
sition 3.7 of [9].) Moreover it follows from (4.2) and (4.3) that if  is small and n is sufficiently
large then |x¯|, |y¯| <R. Hence, for small  and large n, (uγ )∗(x¯)− (vγ )∗(y¯) > 2δ. Therefore we
cannot have uγ (x¯) ϕ(x¯)+ γ |x¯|2 as then we would have
(uγ )
∗(x¯)− (vγ )∗(y¯) ϕ(x¯)+ δ − ϕ(y¯) δ + σ
(|x¯ − y¯|)< 2δ
for small  and large n which is a contradiction.
At this point, if H were finite dimensional, we could just use the maximum principle for
semicontinuous functions (see Theorem 3.2 of [9]) to produce elements of J 2,+(uγ )∗(x¯) and
J 2,−(vγ )∗(y¯) whose second order components have proper ordering. Unfortunately it is not
known if such a maximum principle is true in infinite dimensions. To remedy this, P.L. Lions
introduced in [30] a technique which, through a reduction to a finite dimensional case, still al-
lows to produce elements of J 2,+(uγ )∗(x¯) and J 2,−(vγ )∗(y¯) whose second order components
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dimensional ones which have the right ordering. This technique was later slightly improved and
generalized in [10]. More precisely, Theorem 2.1 of [10] ensures that for every N ∈ N there exist
operators
XN = PNXNPN and YN = PNYNPN
such that
(
x¯ − y¯

− pn,XN + 2

QN
)
∈ J 2,+(uγ )∗(x¯),
(
x¯ − y¯

+ qn,YN − 2

QN
)
∈ J 2,−(vγ )∗(y¯),
and such that XN  YN . Operators XN,YN are in fact operators on HN and XN  YN is the right
ordering we should expect from a maximum principle. Operators 2/QN will be negligible after
we send N → ∞ because of the structure conditions on F .
We can now use the definition of viscosity sub- and supersolution. Recalling that uγ (x¯) >
ϕ(x¯)+ γ |x¯|2 we obtain
α(uγ )
∗(x¯)+ F
(
XN + 2

QN
)
 0,
and moreover we have
α(vγ )∗(y¯)+ F
(
YN − 2

QN
)
 0.
Using (2.2) the above imply
α(uγ )
∗(x¯)− α(vγ )∗(y¯)+ F(XN)− F(YN) σ1(N),
where σ1(N) → 0 as N → ∞. It then follows from (4.4) that
2αδ  σ1(N)+ F(YN)− F(XN) σ1(N)
for small  and large n. We therefore obtain a contradiction by letting N → ∞ and then n → ∞,
 → 0. 
Lemma 4.2. Let F satisfies (2.2) and assume F(0) = 0. Let Q have at least three positive eigen-
values (counting their multiplicities). Then there exist a continuous viscosity subsolution u and
a continuous viscosity supersolution u of (2.3) satisfying 0 u u and
lim|x|→∞u(x) = 0.
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without loss of generality we will work with the basis {ei} of eigenvectors of Q, i.e. we will
assume that Q is diagonal. We can also assume that the ei are ordered such that λ1  λ2  λ3
are the three biggest eigenvalues. Define a bounded linear operator C : H → H by Cei = αiei ,
where
α1 =
√
λ
Λ
, α2 =
√
λ
Λ
√
λ1
λ2
, α3 =
√
λ
Λ
√
λ1
λ3
, αi =
√
λ
Λ
for i > 3.
Define w(x) = |Cx|−1. Then, by direct computation, we find
D2w(x) = 3|Cx|−5C2x ⊗C2x − |Cx|−3C2.
Therefore, using (2.5) we obtain
F
(
D2w(x)
)= 1|Cx|3
(
λ
∞∑
i=1
α2i λi − 3Λ
∑∞
i=1 α4i 〈x, ei〉2λi∑∞
i=1 α2i 〈x, ei〉2
)
 λ|Cx|3
( ∞∑
i=1
α2i λi − 3 max
i1
{
α2i λi
})
= λ|Cx|3
(
3λ1 +
∞∑
i=4
λi − 3λ1
)
 0.
Finally, we define
u(x) = min{Kw(x),M},
where K,M > 0 are such that Kw > ϕ and M  ϕ on H . It is now easy to verify that u is a
desired supersolution. 
Theorem 4.3 (Existence of a viscosity solution). Let F satisfies (2.2) and let F(0) = 0. Let
Q have at least three positive eigenvalues (counting their multiplicities). Let u and u be the
functions from Lemma 4.2. Then the function
u(x) = sup{w(x): uw  u, w is a viscosity subsolution of (2.3)}
is the unique continuous viscosity solution of (2.3) satisfying (2.4). Moreover
0 u sup
H
ϕ.
Proof. The fact that u is a viscosity solution follows from Perron’s method. The continuity and
uniqueness is a direct consequence of Lemma 4.1. 
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More precisely, we have:
Theorem 4.4 (Continuity of u). Let F satisfies (2.2). Let the obstacle ϕ be uniformly continuous
on H and let σ be its modulus of continuity. Let u be a viscosity solution of (2.3) satisfying (2.4).
Then σ is a modulus of continuity for u.
Proof. Let h be any vector in H . By hypothesis,
∣∣ϕ(x + h)− ϕ(x)∣∣ σ (|h|). (4.5)
We want to show the above inequality still holds if we replace ϕ by u. From (4.5), we obtain
ϕ(x) σ
(|h|)+ ϕ(x + h). (4.6)
Taking into account that u(y) ϕ(y), for any y ∈ H , we deduce from (4.6) that
ϕ(x) σ
(|h|)+ u(x + h). (4.7)
Define
vh(x) := σ
(|h|)+ u(x + h).
Then vh is a viscosity supersolution of (2.3) such that lim|x|→∞ vh(x) = σ(|h|)  0 and so by
Lemma 4.1 we have
vh(x) u(x).
This implies,
u(x)− u(x + h) σ (|h|).
Making h = −h and then setting x = x + h we therefore arrive at
∣∣u(x + h)− u(x)∣∣ σ (|h|),
as desired. 
Remark 4.5. The same argument gives us that if
∣∣ϕ(x +Q 12 h)− ϕ(x)∣∣ σ (|h|) for all x,h ∈ H
for some modulus σ , then
∣∣u(x +Q 12 h)− u(x)∣∣ σ (|h|) for all x,h ∈ H.
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be shown in domains D different from H , provided we can construct appropriate barriers near
the boundary ∂D, i.e., if we can eventually construct a uniformly continuous subsolution and a
supersolution of (2.3) equal to a given function on ∂D. This may not always be possible since
our equation is degenerate but it can be done in some cases. We illustrate how to achieve this in a
simple yet meaningful situation. Let us assume that the boundary condition is u = 0 on ∂D, D is
convex, F(0) = 0, ϕ  0 is Lipschitz continuous, and ϕ = 0 on ∂D.
Obviously u = ϕ is a subsolution. To construct a supersolution we choose for every x ∈ ∂D
an outward unit “normal” vector nx to ∂D, i.e. a vector nn such that |nx | = 1 and 〈nx, x −y〉 0
for all y ∈ D, and then we define the function
wx(y) = min
{
C〈nx, x − y〉,‖ϕ‖∞
}
,
where C is the Lipschitz constant of ϕ in D. It is easy to see that wx  ϕ on D and wx is a
viscosity supersolution of (2.3) in D. Therefore the function
u(y) = inf
x∈∂Dwx(y)
is Lipschitz continuous in D with the Lipschitz constant C, u = 0 on ∂D, and u is a viscosity
supersolution of (2.3) in D.
Having u and u, comparison and existence of a unique viscosity solution can be shown in
exactly the same way as Lemma 4.1 and Theorem 4.3.
The continuity estimate for u also follows by the argument used in the proof of Theorem 4.4
after a standard modification. Suppose that σ is a modulus of continuity of ϕ in D and we
also know that |u(x) − u(y)|  σ(|x − y|) for all x ∈ ∂D,y ∈ D. For h ∈ H denote Dh =
{x ∈ D: x + h ∈ D} and then define vh(x) = 2σ(|h|) + u(x + h). Then vh  ϕ in Dh, vh  u
on ∂Dh, and vh is a viscosity supersolution of (2.3) in Dh. Therefore, by comparison, we get
u  vh in Dh which yields u(x) − u(x + h)  2σ(|h|). In particular we obtain that, if u,u are
Lipschitz continuous near ∂D and ϕ is Lipschitz continuous in D, then the solution u is Lipschitz
continuous in D.
5. Optimal regularity
In this section we will address the question of optimal regularity of the viscosity solution of
Obstacle Problem 2.3. Our goal is to obtain a natural extension of the C1,1 regularity results,
known in Euclidean spaces, for infinite dimensional Hilbert spaces.
Following [11, p. 54], for a function ψ : H → R we define its Q-derivative at x, DQψ(x), by
DQψ(x) := Dv(0),
where v(y) = ψ(x +Q 12 y).
Definition 5.1. We will say that a bounded continuous function ψ : H →R belongs to W 2,∞Q (H)
if DQψ is bounded on H and there exists a constant C > 0, such that for all x,h ∈ H
|ψ(x +Q 12 h)+ψ(x −Q 12 h)− 2ψ(x)|
2  C. (5.1)|h|
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‖ψ‖
W
2,∞
Q
= ‖ψ‖∞ + ‖DQψ‖∞ + sup
x,h∈H
|ψ(x +Q 12 h)+ψ(x −Q 12 h)− 2ψ(x)|
|h|2 . (5.2)
It is worthwhile to notice that, if dim(H) < ∞ and Q> 0, then
W
2,∞
Q (H) = W 2,∞(H) = C1,1(H),
which makes W 2,∞Q (H) a natural corresponding optimal regularity space for the obstacle prob-
lem in an infinite dimensional Hilbert space.
To understand this space better, first of all it is worth to observe that if ψ ∈ C2(H)∩W 2,∞Q (H)
then, denoting by Dkkψ(x) the second order directional derivative of ψ at x in the direction of k,
we have for k = Q 12 h, |h| = 1,
∣∣Dkkψ(x)∣∣ C|Q 12 h|2 .
In particular
∣∣Deieiψ(x)∣∣ Cλi .
Moreover in this case Q
1
2 Dψ and Q 12 D2ψQ 12 are continuous and bounded on H .
Secondly if ψ is bounded and satisfies (5.1), x ∈ H , and we set v(y) = ψ(x + Q 12 y) then it
follows from (5.1) that
|v(y + h)+ v(y − h)− 2v(y)|
|h|2  C
for all h ∈ H , so v is semiconvex and semiconcave in H , i.e. v ∈ C1,1(H) (see [24]). In particular
DQψ(x) = Dv(0) exists and it is also easy to see that it must be bounded on H . Moreover, if
x = 0 in the definition of v, we have
∣∣DQψ(Q 12 y)−DQψ(Q 12 z)∣∣ C|y − z|
for all y, z ∈ H (see [24]). Therefore if ψ ∈ W 2,∞Q (H) and we assume in addition that DQψ is
continuous, then ψ ∈ C1+1Q (H), where C1+θQ (H) are the spaces defined in [11, pp. 54–55].
Lemma 5.2. Let F satisfies (2.2) and be concave. Let v1, v2 ∈ S , where
S = {v : H →R: v is a locally uniformly continuous viscosity supersolution of F (D2v)= 0}.
Then αv1 + (1 − α)v2 ∈ S for all 0 < α < 1. Also, if v belongs to S , then so does ve(x) :=
v(x + e) for any e ∈ H .
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αv1 + (1 − α)v2 − ϕ have a (strict and global) minimum at x0 for some ϕ ∈ C2(H). Consider
for  > 0 the function
Ψ (x, y) = αv1(x)+ (1 − α)v2(y)+ |x − y|
2
2
− ϕ(x).
Without loss of generality we can assume that
Ψ (x, y)
(|x| + |y|)2 when |x| + |y| is big enough.
Then for every  > 0 there exist p, q ∈ H such that |p |, |q |  and
αv1(x)+ (1 − α)v2(y)+ |x − y|
2
2
− ϕ(x)+ 〈p, x〉 + 〈q, y〉
has a minimum over at some point (x, y). Obviously |x |, |y |R for some R independent of
 and
lim
→0
|x − y |2

= 0. (5.3)
Let ωR be a modulus of continuity of v2 on BR . Then
αv1(x)+ (1 − α)v2(x)− ϕ(x)+ 2R
 αv1(x)+ (1 − α)v2(y)+ |x − y |
2
2
− ϕ(x)+ 〈p, x〉 + 〈q, y〉
 αv1(x)+ (1 − α)v2(x)−ωR
(|x − y |)+ |x − y |22 − ϕ(x)− 2R
 αv1(x0)+ (1 − α)v2(x0)− ϕ(x0)− γ ()
where γ () → 0 as  → 0. It then follows from the strictness of the minimum at x0 that x → x0
and y → x0 as  → 0.
By Theorem 2.1 of [10] for every N  1 there exist XN = PNXNPN,YN = PNYNPN such
that XN + YN  0 and
1
α
(
y − x

+Dϕ(x)− p,−XN − 2

QN +D2ϕ(x)
)
∈ J 2,−u1(x),
1
1 − α
(
y − x

− q,−YN − 2

QN
)
∈ J 2,−u2(y).
Therefore, using (2.2), concavity of F , and XN + YN  0, we now obtain
F
(
D2ϕ(x)
)+ 4Λ

Tr(QQN) F
(
D2ϕ(x)− 4

QN
)
 F
(
−XN − YN − 4QN +D2ϕ(x)
)
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(
1
α
(
−XN − 2

QN +D2ϕ(x)
))
+ (1 − α)F
(
1
1 − α
(
−YN − 2

QN
))
 0.
Letting N → ∞ and then  → 0 in the above inequality yields F(D2ϕ(x0)) 0 which completes
the proof. 
Theorem 5.3. Let F satisfies (2.2) and be concave. Let the obstacle ϕ be semiconvex on H with
the semiconvexity constant C. Let u be a viscosity solution of Problem 2.3. Then u is semiconvex
on H with the same semiconvexity constant C, and
u(x +Q 12 h)+ u(x −Q 12 h)− 2u(x)
|h|2 
2
λ
(
F(0)+ΛC Tr(Q)). (5.4)
Proof. Let x,h ∈ H . It follows from the fact that ϕ is semiconvex that
ϕ(x + th)+ ϕ(x − th)
2
+Ct2|h|2  ϕ(x), (5.5)
for any |t | 1, where C is the semiconvexity constant of ϕ. Define the function
vht (x) :=
u(x + th)+ u(x − th)
2
+Ct2|h|2.
From Lemma 5.2, vht ∈ S . From (5.5) and the fact that u is above the obstacle everywhere we
obtain
vht (x) ϕ(x), ∀x ∈ H.
Therefore, from Lemma 4.1 we obtain
vht (x) =
u(x + th)+ u(x − th)
2
+Ct2|h|2  u(x) (5.6)
which shows that u is semiconvex on H with the same semiconvexity constant C. In particular
it is easy to see that u is Lipschitz continuous on H and
∣∣u(x + h)− u(x)∣∣ (2‖u‖∞ + C2
)
|h|
for all x,h ∈ H .
It remains to prove (5.4). First of all we regularize u by taking its inf-convolution, i.e., we
define for  > 0 the function
u(x) = inf
{
u(y)+ |y − x|
2}
.y∈H 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for small  with the semiconvexity constants C → C as  → 0 (see [11,24]). Thus
u(x + h)+ u(x − h)− 2u(x)
2
−C |h|2 (5.7)
for all x,h ∈ H , and u ∈ C1,1(H) (since it is also semiconcave). Moreover, since u is a viscosity
supersolution of F(D2u) = 0 on H , it follows that u is a also a viscosity supersolution of
F(D2u) = 0 on H .
For N  1 we will write x = (xN , (xN)⊥) = (PNx,QNx). Define the function uN(xN) :=
u(PNx). If ϕ ∈ C2(HN) and uN − ϕ has a minimum at xN0 , then there exists C1 such that for
every δ > 0
u(x)− ϕ(xN )− 〈Du(xN0 ), (xN )⊥〉+ δ∣∣xN − xN0 ∣∣2 +C1
(
1 + 1
δ
)∣∣(xN )⊥ − (xN0 )⊥∣∣2
has a minimum at x0 = (xN0 , (xN0 )⊥). Therefore, for every τ > 0, using (2.5), we obtain
F
(
D2ϕ
(
xN0
))
−2δΛTr(QPN)− 2C1
(
1 + 1
δ
)
ΛTr(QQN)−τ
by choosing δ small and then N big enough. Since uN ∈ C1,1(HN) it is twice differentiable a.e.
on HN . Moreover for every point xN where uN is twice differentiable, there exists a function
ϕ ∈ C2(HN) such that Dϕ(xN) = DuN(xN), D2ϕ(xN) = D2uN(xN), and uN − ϕ has a local
minimum at xN . Therefore we conclude from the above that for large N we have
F
(
D2uN
(
xN
))
−τ (5.8)
a.e. on HN . It follows from (5.7) that
D2uN −CI (5.9)
a.e. on HN , where C is the semiconvexity constant from (5.7) and is independent of N . We now
compute
F
(
D2uN
)= F (D2uN +CI −CI)
 F(0)− λTr(QD2uN +CQ)+ΛC Tr(Q)
 F(0)− λTr(QD2uN )+ (Λ− λ)C Tr(Q)
a.e. on HN . Therefore
Tr
(
QD2uN
)
 1
λ
(
F(0)+ τ + (Λ− λ)C Tr(Q)
)=: M,τ (5.10)
a.e. on HN . Notice that M,τ is independent of N .
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N , i.e.
u
,γ
N (xN) = uN ∗ ηγ (xN).
Standard properties of mollifications, combined with (5.9) and (5.10), give us
u
,γ
N ∈ C2(HN), D2u,γN −CI and Tr
(
QD2u
,γ
N
)
M,τ
on HN . We now fix x,h ∈ H . Then Q 12 hN ∈ HN and so by the Mean Value theorem
1
|hN |2
((
u
,γ
N
(
xN +Q 12 hN
)− u,γN (xN))+ (u,γN (xN −Q 12 hN )− u,γN (xN)))
= 1|hN |2
(〈
Du
,γ
N
(
xN + αQ 12 hN
)
,Q
1
2 hN
〉− 〈Du,γN (xN − βQ 12 hN ),Q 12 hN 〉)
for some 0 < α, β < 1. The function
f (t) = 〈Du,γN (xN + tQ 12 hN ),Q 12 hN 〉
is in C1[−β,α], so again using the Mean Value theorem and (5.10) we thus have
f (α)− f (−β) = 〈D2u,γN (xN + t0Q 12 hN )Q 12 hN,Q 12 hN 〉(α + β).
Now if hN|hN | , k
1, . . . , kN−1 create an orthonormal basis of HN , then
M,τ  Tr
(
Q
1
2 D2u
,γ
N
(
xN + t0Q 12 hN
)
Q
1
2
)
=
N−1∑
i=1
〈
D2u
,γ
N
(
xN + t0Q 12 hN
)
Q
1
2 ki,Q
1
2 ki
〉
+
〈
D2u
,γ
N
(
xN + t0Q 12 hN
)
Q
1
2
hN
|hN | ,Q
1
2
hN
|hN |
〉
−C
N−1∑
i=1
〈
Qki, ki
〉+ 〈D2u,γN (xN + t0Q 12 hN )Q 12 hN|hN | ,Q
1
2
hN
|hN |
〉
.
This yields
f (α)− f (−β) 2(M,τ +C Tr(Q))|hN |2
= 2
λ
(
F(0)+ τ +ΛC Tr(Q)
)|hN |2.
Therefore, we have obtained that
u
,γ
N (xN +Q
1
2 hN)+ u,γN (xN −Q
1
2 hN)− 2u,γN (xN)
2 
2 (
F(0)+ τ +ΛC Tr(Q)
)
.|hN | λ
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N → ∞ and uN(xN) = u(xN) → u(x) as N → ∞, letting N → ∞, then  → 0, and finally
τ → 0, we obtain
u(x +Q 12 h)+ u(x −Q 12 h)− 2u(x)
|h|2 
2
λ
(
F(0)+ΛC Tr(Q)),
which concludes the proof of the theorem. 
Corollary 5.4. Let F satisfies (2.2) and be concave. Let the obstacle ϕ be semiconvex on H with
the semiconvexity constant C. Let u be a viscosity solution of Problem 2.3. Then u ∈ W 2,∞Q (H)
and
‖u‖
W
2,∞
Q
 ‖u‖∞ +
(
2‖u‖∞ + C2
)∥∥Q 12 ∥∥+ 2
λ
(
F(0)+ΛC Tr(Q)). (5.11)
Moreover u is Lipschitz continuous on H with Lipschitz constant (2‖u‖∞ + C2 ).
Proof. It follows from (5.7) that
u(x +Q 12 h)+ u(x −Q 12 h)− 2u(x)
|h|2 −C
|Q 12 h|2
|h|2 −C Tr(Q).
This, together with (5.4), gives
sup
x,h∈H
|u(x +Q 12 h)+ u(x −Q 12 h)− 2u(x)|
|h|2 
2
λ
(
F(0)+ΛC Tr(Q)). (5.12)
As we have already noticed in the proof of Theorem 5.3, u is Lipschitz continuous on H with
Lipschitz constant (2‖u‖∞ + C2 ). Therefore
∣∣u(x +Q 12 h)− u(x)∣∣ (2‖u‖∞ + C2
)∥∥Q 12 ∥∥|h| (5.13)
for all x,h ∈ H . Since we already know that (5.12) implies that DQu exists on H , it easily
follows from (5.13) that ‖DQu‖∞  (2‖u‖∞ + C2 )‖Q
1
2 ‖. Therefore we have the required esti-
mate. 
Remark 5.5. Theorem 5.3 states that u is semiconvex under a semiconvexity assumption on ϕ,
moreover u has the same semiconvexity constant as ϕ. Thus, in particular, just by assuming the
semiconvexity of the obstacle, we conclude that the set of points of Fréchet differentiability of u
is a dense Gδ subset of H . For the second order differentiability properties of convex functions
in Hilbert spaces, see [3].
Remark 5.6. Insofar as regularity theory for domains different from H goes, we do not know at
this stage whether an equivalent of Theorem 5.3 can be shown. The proof of the semiconvexity
of solution is based on comparison principle. It is a global argument which works well in the
982 A. ´Swie¸ch, E.V. Teixeira / Advances in Mathematics 220 (2009) 964–983whole space but runs into trouble when the boundary is present. In particular it would require a
knowledge about semiconvexity of the solution around the boundary which, without an appro-
priate regularity theory for local solutions, seems a hard task to be accomplished. However, if
we know that the solution is semiconvex, then an equivalent of (5.4) can be shown in exactly the
same way since all arguments involved are local in nature and we can then obtain the optimal
regularity result. For finite dimensional domains D, W 2,∞(D) and W 2,∞loc (D) regularity results
for obstacle problems for Bellman equations have been established in [26,28].
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