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a b s t r a c t
In recent years image analysis has become a research field of exceptional significance,
due to its relevance to real life problems in important societal and governmental sectors,
such as medicine, defense, and security. The explicit purpose of the present Perspective
is to suggest a number of strategic objectives for theoretical research, with an emphasis
on the combinatorial approach in image analysis. Most of the proposed objectives
relate to the need to make the theoretical foundations of combinatorial image analysis
better integrated within a number of well-established subjects of theoretical computer
science and discrete applied mathematics, such as the theory of algorithms and problem
complexity, combinatorial optimization and polyhedral combinatorics, integer and linear
programming, and computational geometry.
Published by Elsevier B.V.
1. Introduction
In recent decades (and, especially, in the last one), image analysis has become a research field of exceptional significance,
due to its relevance to real life problems found in certain important and sensitive societal sectors, such as medicine,
defense, and security. A number of monographs, surveys, and other literature sources provide a comprehensive overview
of the state-of-the-art of the subject, from a theoretical as well as from a practical perspective (see, e.g., [31,43,52,
54] and the bibliography therein). The explicit purpose of the present Perspective is to suggest a number of strategic
objectives for theoretical research, with an emphasis on the combinatorial approach in image analysis. Most of the proposed
objectives relate to the need to make the theoretical foundations of combinatorial image analysis better integrated within
a number of well-established subjects of theoretical computer science and discrete applied mathematics, such as: the
theory of algorithms and problem complexity, combinatorial optimization and polyhedral combinatorics, integer and linear
programming, and computational geometry. By ‘‘better integration’’ we mean that theoretical results in image analysis
should satisfy the following objectives:
Objective I: More substantive use of concepts, techniques, and theoretical results from certain classical disciplines such as
those listed above;
Objective II: Pursuit of results that are potentially applicable to other research areas and thus useful to a wider community
of experts.
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Theoretical research in image analysis relies on a variety of classical and modern mathematical disciplines (see, e.g., [9,
11] for a related discussion). Among these, a new discipline known as digital geometry is playing an increased role. Digital
geometry was created as a specific theoretical background for applications in image analysis and related subjects, such
as computer graphics. Thus, the above objectives directly refer to current and future developments in digital geometry.
In fact, many results obtained by researchers in this field (digital geometers) perfectly meet these requirements. For a
comprehensive presentation of the basic directions, problems, and results of digital geometry the reader is referred to [38].
In the present paper we emphasize certain important points that have not been thoroughly addressed thus far. In brief,
we see the following as important strategic goals for the digital geometry community:
Goal 1: Studying various complexity issues of digital geometry;
Goal 2: Developing parallel algorithms for existing problems and studying the parallel complexity of those problems;
Goal 3: Creating closer links between digital and computational geometry.
To achieve the goalsmentioned above, it would be particularly useful to introduce newnotions and concepts that parallel
those which already exist in classical continuous settings.
We discuss these goals in more detail in the next section. Then, we illustrate them with a number of important open
problems in Section 3. Finally, we conclude with some closing remarks in Section 4.
2. Major goals
In this section we will discuss in more detail the major goals set forth in the Introduction.
2.1. Complexity issues
The theory of algorithms and problem complexity is a central and most important part of theoretical computer science.
Complexity issues, therefore, are among the most essential elements distinguishing digital geometry as an advanced
theoretical field. Moreover, most of the problems in digital geometry are combinatorial in nature, which makes them
interesting from a point of view of combinatorial optimization and complexity theory.
Unlike other theoretical disciplines, digital geometry has numerous direct practical applications. Therefore, to many
researchers it is often sufficient from a theoretical perspective, to demonstrate the correctness of a developed algorithm
and to show that its worst-case asymptotic-time complexity is upper bounded by a certain polynomial (which, informally
speaking, indicates ‘‘what is possible’’ to expect from that algorithm in terms of time efficiency). Sometimes these bounds
are straightforward and are not the best possible. Nontrivial lower complexity bounds (that, basically, provide information
about ‘‘what is impossible’’ to achieve by an algorithm) are almost absent. To our knowledge, only a fewNP-hardness results1
are available [12–14,24,33,57], although many problems of image analysis seem to be computationally hard.
We believe that addressing such standard complexity issues (upper/lower complexity bounds, NP-hardness, etc.) would
help achieve some of the major objectives discussed in the Introduction. In addition, of equal or even greater importance
may be tasks such as the following:
Task 1: Identify the membership of a ‘‘polynomially solvable’’ problem to a certain complexity class within P’s hierarchy
(see [25,32]);
Task 2: Study the average case asymptotic running time, with an assumed probability distribution on the inputs;
Task 3: Develop efficient approximation (heuristic) algorithms with guaranteed complexity and accuracy (i.e., together
with upper/lower bounds on the algorithms’ performance) for computationally hard problems. The performance
of a heuristic may need to be analyzed for special probability distributions on inputs;
Task 4: Prove the optimality of certain algorithms.
In Section 3, we will illustrate these tasks by a number of examples.
2.2. Parallel algorithms and complexity
Because of the very nature of digital geometry problems (which are typically defined on a regular rectangular grid),
parallel algorithms and architectures provide a natural computational environment. This fact was recognized quite early
by researchers working in theoretical computer science areas germane to digital geometry. For instance, numerous
sophisticated (both exact and approximate) parallel algorithms have been developed for combinatorial pattern matching
problems, both in dimension one or higher. Just as in digital geometry, problems are defined on a rectangular grid, under
the assumption that a processor is associated with each grid point. The theory of parallel complexity of pattern matching
problemswithin diverse abstract models of parallel computation (PRAMmodels) is well-developed. Deep general theorems
are available as well. See, e.g., [1,2,27,28,40].
Thus, it seems somewhat surprising that the design and analysis of parallel algorithms for problems of image analysis is
not among the major research directions. In fact, such algorithms appear sporadically and are usually of ‘‘naive’’ character.
1 This and some other basic notions of complexity theory will briefly be recalled at the end of the section.
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In view of the above, creating parallel algorithms for problems of image analysis and studying their time, space, and
work2 complexity/optimality is seen as an important research direction.
2.3. Linking digital and computational geometry
Although both digital and computational geometry provide theoretical foundations for similar sets of applications
(see [38,51] for examples), due to the different approaches and techniques used, these two fields have developed separately.
Actually, digital and computational geometry consider problems at different levels. More specifically, computational
geometry provides high-level processing based on continuous mathematics; usually, the proposed methods work within
algebraic computation models. Digital geometry considers problems at a lower (bit) level. These are defined on an integer
grid that models, for example, the raster of the computer screen. Typically, the developed algorithms are discrete and work
within a classical Turing computation model.
Research in computational geometry involves thousands of researchers around the world, and is a well-established
and developed discipline, while digital geometry is at a comparatively less advanced stage. In recent years, however, an
increasing number of digital geometers have begun to use approaches and results of computational geometry to handle
problems of digital geometry. Usually, these concern preprocessing stages of developed algorithms.
This trend seems to be quite promising. Anyway, we believe that further integration of the two disciplines is highly
desirable. In particular, this may facilitate the efficient practical implementation of some methods of computational
geometry. It might also be fruitful to look for reasonable discrete counterparts of notions, results, and methods of
computational geometry. Application of results of digital geometry for resolving problems of computational geometry is
also possible and desirable.
Brief review of some notions of complexity theory
Some of the problems discussed in the next section are related to certain computational complexity issues. The authors
assume that the reader is familiar with the basics of the theory of computational complexity (complexity theory). A formal
introduction to the latter would require considerable amount of space aswell as technicalmachinery that would not comply
with the purpose and spirit of the present Perspective. Nevertheless, in order to make the paper more self-contained, we
briefly recall, at an informal level, some basic notions and facts of complexity theory.
Given a ‘‘decision problem’’Π (i.e., whose solution is ‘‘yes’’ or ‘‘no’’), the input length (or size) for a problem instance I is the
number of symbols necessary to describe I under a certain encoding scheme. The time complexity function of an algorithm
expresses the largest amount of time (measured, e.g., in number of bit-operations or elementary arithmetic operations
performed) needed to solve problem instances of certain size n.
Given functions f (n) and g(n), recall that f (n) = O(g(n))whenever there exists a constant c such that |f (n)| ≤ c · |g(n)|
for all n ≥ 0. Then a polynomial time algorithm is one with time complexity function that is O(p(n)) for some polynomial
function p, wheren is the input length. The complexity class P consists of all problems solvable by apolynomial time algorithm.
The complexity class NP contains the problems solvable in polynomial time by a non-deterministic algorithm. (That is, one that
can check in polynomial time if a given candidate for solution is indeed a solution or not.)
A problem Π1 is said to be polynomial time reducible to a problem Π2, if inputs of the first problem can be transformed
into inputs of the second problem by a polynomial time algorithm, so that the solution of the first problem is ‘‘yes’’ if and
only if the solution of the second one is ‘‘yes.’’ Thus, any polynomial time algorithm for the second problem can be converted
(in polynomial time) into a polynomial time algorithm for the first problem.
A problem Π is called NP-complete, if every problem from the class NP is reducible in polynomial time to Π . Thus, in a
sense, the NP-complete problems are the hardest problems in the class NP. Over the years, several thousand problems from
different branches of mathematics have been proved to be NP-complete.
It follows that an NP-complete problem is/is not solvable in polynomial time if and only if the same holds for all NP-
complete problems. The former hypothesis would imply P=NP. Despite the common belief that this last equality is not the
case, this is still an open question, recognized as one of the hardest and most significant in the mathematical sciences.
The theory has been extended for search and optimization problems, as well. For such kind of problems, the equivalent
of the notion NP-completeness is the one of NP-hardness. Roughly speaking, an NP-hard problem is at least as hard as the
corresponding NP-complete decision version of the problem.
Finally, let us mention that some NP-complete/hard problems are such because their inputs may involve arbitrarily large
numbers (e.g., equation coefficients), whose magnitude may be independent of the problem length. (Such problems are
sometimes called number problems.) If the size of the maximal number in the input is limited by a polynomial in the input
length, then some NP-complete/hard problemsmay become solvable in polynomial time (i.e., the restriction on the number
size ‘‘helps’’), while others remain NP-complete/hard (i.e., the restriction on the number size ‘‘doesn’t help’’). These last
problems are known as NP-complete/hard in the strong sense, or strongly NP-complete/hard.
For a formal and comprehensive presentation of complexity theory the reader is referred to [25,32].
2 Work of a parallel algorithm is defined as the product of its running time and the number of processors used.
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Fig. 1. From left to right: The first three polygons (in gray) are neither facet nor vertex minimally enclosing. Minimally enclosing polygons are drawn (non-
shaded triangle, rectangle, and triangle, respectively). The last two polygons are both facet and vertex minimally enclosing for the integer points contained
in them, since these points cannot be enclosed by polygons with a smaller number of facets/vertices.
3. Open problems
In this section we illustrate the ideas of the previous sections by a number of sample open problems.
3.1. Polyhedral reconstruction of a 3D digital set
Let M ⊂ Zn. We may assume that M has been obtained as the Gauss digitization of a (usually unknown) set S ⊂ Zn,
i.e.,M = SZ = S∩Zn. A polyhedron P ⊂ Rnwith PZ = M is called an enclosing polyhedron forM . That is, P contains the integer
points from M and exactly these integer points. With practical applications in mind, we can restrict the considerations on
enclosing polyhedra with rational vertices.
Define polyhedral facet complexity ofM as FC(M) = minP{fn−1(P)}where P is an enclosing polyhedron forM and fn−1(P)
is the number of the (n− 1)-facets of P . Analogously, polyhedral vertex complexity ofM is defined as VC(M) = minP{f0(P)}
with P an enclosing polyhedron forM and f0(P) a number of the vertices of P . If fn−1(P) = FC(M) (resp. f0(P) = VC(M), then
P is facet (resp. vertex)minimally enclosing forM . That is, an enclosing polyhedron forM is minimally facet/vertex enclosing
if it has the minimal possible number of facets/vertices over all polyhedra that enclose M . See Fig. 1 for illustration of the
above notions in dimension two, where enclosing polygons are considered.
For a given setM ⊂ Zn, one can ask the following questions:
1. What is the polyhedral facet/vertex complexity ofM?
2. What is the most efficient way to compute a facet/vertex minimally enclosing polyhedron forM?
Note that these problems are polynomially solvable in dimension n = 2, which follows from [30]. Thus, they are more
challenging in dimension three or higher.
Problems of finding enclosing polyhedra are usually known as polyhedral reconstruction problems. These originate mainly
from medical imaging where three-dimensional digital volumes of voxels result from scanning and MRI techniques. Since
digital medical images involve a huge number of points, it is quite problematic to apply traditional rendering or texturing
algorithms in order to obtain satisfactory visualization. Moreover, one can face difficulties in storing or transmitting data
of that size. In medical imaging and other areas there are multiple sources of data being transmitted for many diverse
uses, e.g., telemedicine, tele-maintenance, mine detection, ATR, visual display, cueing, and others. In all these, the coding
compression methodology used is paramount. To overcome these types of difficulties, one can transform a discrete data set
to a polyhedron P , such that the number of its 2-facets is as small as possible (see [22,23,37,58] for recent contributions to
the subject).
It has recently been shown that the optimization polyhedral reconstruction problem (OptPR) is strongly NP-hard for
n = 3 [12,13]. The proof uses a pseudopolynomial reduction toOptPR from thewell-knownminimal polygon decomposition
problem. The latter is a classical computational geometry problem known to be NP-complete [41].
The strong NP-hardness of OptPR suggests the formulation of the following important open problem:
3. Approximate Polyhedral Reconstruction:
Design an efficient approximation algorithmwith a guaranteed bound on the algorithm performance (i.e., on the ratio of
the facet complexity of the obtained polyhedron and of a minimally enclosing polyhedron).
From a theoretical (as well as practical) point of view, it is equally interesting to consider some specifications of the
polyhedral reconstruction problem for cases when the digitized set S is of a special type. For example:
4. Determine the polyhedral facet/vertex complexity of M = SZ, where S is a (hyper)ball and the enclosing polyhedra in
the definition of the polyhedral facet/vertex complexity are convex;
5. Design an algorithm that computes a convex facet/vertex minimally enclosing polyhedron in that case.
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Remark 1. Note that without loss of generality the considerations can be restricted to rational polytopes, which follows
from the following fact:
Fact 2 ([17]). Let Q be a convex polytope defined bym linear constraints with arbitrary real coefficients, i.e., Q = {x ∈ Rn : Ax ≤
b, A ∈ Rm×n, b ∈ Rm}. There exists a polytope Q ′ defined by the same number m of linear constraints with integer coefficients,
i.e., Q ′ = {x ∈ Rn : A′x ≤ b′, A′ ∈ Zm×n, b′ ∈ Zm}, such that Q ′Z = QZ.
Ref. [17] also provides an O(m(n5 + n4 log dQ )) time algorithm that, given a ‘‘real’’ bounded polytope Q finds a ‘‘rational’’
one Q ′ within an algebraic computation model (dQ denotes the diameter of polytope Q ).
An additional rationale for Problems 4 and 5 is seen in the possibility to reduce an optimization problem of the form ‘‘Find
x ∈ Zn thatmaximizes/minimizes a linear function cx on SZ’’ to an integer linear program of the formmax{cx|Ax ≤ b}, where
A ∈ Zm×n, c ∈ Zn, b ∈ Zm, and x ∈ Zn. The smaller the number m of linear constraints, the lower the computational cost
of the solution. Upper and lower bounds on the number of vertices and facets of an enclosing polytope P may facilitate the
complexity analysis of some algorithms (see, e.g., [50,51] for examples). The problem is also related to classical problems of
discrete geometry and polyhedral combinatorics, such as ones about the properties of the convex hull of a set of points [51],
the estimation of the number of integer points in a ball [26], the estimation of themaximal possible number of integer points
on curves and surfaces [36,55], problems concerning the properties of certain lattice polytopes [7,34,44,53,56], and others.
A solution to Problem 4 can be searched in terms of a tight bound that is a function of the dimension n and the
ball diameter dS . Upper bounds for FC(SZ) and VC(SZ) follow from [8]. In fact, these are the bounds for the number of
facets/vertices of the convex hull of SZ. Ref. [29] provides a lower bound on VC(SZ) for the case n = 2 when S is a disc
in R2. Ref. [15] provides a lower bound for the 3D case. Ref. [16] provides lower bounds for FC(SZ) (that implies the earlier
bounds for n = 2 and n = 3) and for VC(SZ) in any arbitrary dimension n.
Note, however, that all of the above-mentioned lower bounds are not tight, even for n = 2. Thus, obtaining tight bounds
for dimensions n = 2, n = 3, and, eventually, for an arbitrary dimension n, is seen as an important theoretical question. Our
conjecture is that, in fact, the well-known upper bound on the number of facets/vertices of the convex hull of SZ, is the best
possible in order, up to a constant factor depending only on n. In other words, we can formulate the following problem:
6. Prove or disprove that c1(n)d
n n−1n+1
S ≤ FC(SZ) ≤ c2(n)d
n n−1n+1
S , where dS is the (sufficiently large) diameter of S and c1(n),
c2(n) are constants depending only on the dimension n.
This last problems seems to be closely related to the considerations and results of [8].
Other related questions are:
7. Is the polyhedral reconstruction problem NP-hard whenM = SZ for a convex set S ⊂ R3?
8. Is the problem NP-hard when S is a ball in R3?
9. Design an efficient, with a guaranteed performance approximation algorithm for computing facet/vertex enclosing
polyhedra.
3.2. Space-efficient algorithms
Recent progress in computer systems has provided programmers with an unlimited amount of working storage for their
programs. Nowadays everywhere space-inefficient programs are met, which use too much storage and become too slow if
sufficiently large storage is not available.
Another requirement of a limited working storage situation comes from applications for built-in or embedded software
in intelligent hardware. Digital cameras and scanners are good examples of intelligent hardware. We measure the space
efficiency of an algorithm by the number of working storage cells (or the amount of working space) used by the algorithm.
Ultimate efficiency is achieved when only a constant number of variables are used in addition to input array(s).
The authors believe that there is a high demand for space-efficient algorithms, often called in-place algorithms.
A number of different computational models can be associated with this last notion. In one of these, the input data are
given by a constant number of arrays that can be used (under certain restrictions) as working space for the algorithm.
Another (more restrictive) model assumes that the input data are given as a read-only array whose values cannot be
changed during the algorithm’s execution, and the algorithm can use working space of constant size, i.e., that does not
depend on the input size. This last model is assumed for the problems considered below.
Note that, strictly speaking, in complexity theory algorithms with constant-working space correspond to the class
DSPACE(1) which is very limited. Therefore, in-place algorithms usually also include algorithms associated with the
complexity class L, that consists of the problemswhich can be solved by algorithms requiringO(log n)working space, where
n is the size of the problem input3 (see [32]). In what follows, we conform to this last convention.
In this section we describe several problems defined on a binary image with each pixel having 0 or 1 as its intensity level.
An example of a binary image is given in Fig. 2. The authors assume that the prospective readers of this survey are quite
3 Note that on a real computer storing an integer k requires only a small fixed amount of space, while theoretically, O(log k) bits are required to store
the integer k.
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Fig. 2. Left: A binary image with the boundaries of its connected components. Right: Labels assigned to pixels.
a  b
Fig. 3. A binary image (left) and its corresponding component tree (right).
familiar with the basic definitions of digital geometry, such as of 4- or 8-neighbors and 4- and 8-connectivity. A number of
interesting problems are defined on binary images. Some of these are as follows:
10. Connected Components Counting:
Count the number of connected components in a binary image.
There are two connected components in the example in Fig. 2.
11. Connected Components Labeling:
Label each 1-pixel (pixel of value 1) by a number assigned to the component to which it belongs.
The right side of Fig. 2 shows the result of such a labeling.
12. Distance Transform:
Compute a matrix in which each entry is the distance from the corresponding pixel to its nearest 0-pixel.
13. Building a Component Tree:
Compute a tree representing inclusion relationship among connected components. Nodes of the tree are connected
components and a node Ci has a child Cj if component Ci contains Cj.
14. Lowest Common Ancestor:
Given two 1-pixels p and q, find their lowest common ancestor Cpq in the corresponding component tree, which is a
lowest node in the tree whose corresponding connected component contains both of p and q. See Fig. 3.
15. st-Connectivity:
Given two 1-pixels s and t , determine whether they belong to the same connected component.
These very fundamental problems can be used in understanding the structure of a given binary image. If we are allowed
to use a sufficiently large working space, none of them is very hard to implement in an efficient manner. If there is a severe
limit on the size of the working space, however, none of them is trivial. Among these, the output of Distance Transform and
Building a Component Tree is not a single value, but rather a matrix of the same size as the one of the input image, or a tree
whose size is determined by the number of connected components. For Distance Transform, two linear-time algorithms are
known [10,35] with linear working space. A challenge here is to implement the algorithm without any additional working
space. A linear time in-place algorithm is available for Distance Transform [6]. That is, one can compute the distance matrix
without using any extra array if an input image can be used as a working array.
As already mentioned, a constant working space algorithm in a strict sense is defined as one using no extra working
array whose size is dependent on the input size and input data on a read-only array. The first result in this framework was
obtained in 2002 by Malgouyres and Moreb [42], who gave a constant-working-space algorithm for the st-Connectivity
problem. Their algorithm runs in linear time in the number of pixels.
Connected Components Counting and Connected Components Labeling are other rather challenging problems, studied
in image processing for long time. Usually, the algorithms used perform depth-first-search or breadth-first-search strategy.
Chronologically, the first one of this type, known as region growing, is due to Pavlidis [49]. Connected components counting
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Fig. 4. Portion of two types of digital planes: a naive arithmetic plane (left) and a standard arithmetic plane (right).
and labeling have also been used for the purposes of gray-scale image segmentation (see Chapter 10 of [20]). Ref. [48]
presents a quasi-linear algorithm for Building a Component Tree, which implies an algorithm for Connected Components
Counting. Very recently, a time-efficient in-place algorithm was proposed for this last problem. It runs in O(n log n) time
in the worst case for an image of n pixels [3]. Lowest Common Ancestor (see Fig. 3) is also computed with the same time
complexity.
Extensions to three dimensions are quite challenging. For example, it would be interesting to know whether there are
polynomial-time constant-working-space algorithms for the st-Connectivity or Connected Components Counting problems,
although an in-place algorithm is known for Connected Components Labeling.
3.3. Parallel line/plane recognition
Digital lines and planes are basic primitives in digital geometry, that are widely used in various applications (see Fig. 4).
Moreover, these appear to be quite interesting discrete structures and their combinatorial properties have been a subject
of numerous studies. Some of these date back to classical works, such as those about Sturmian words [46]. For extensive
surveys on approaches to defining digital lines/planes and related results refer to [18,39].
An important theoretical question in combinatorial image analysis is to recognize if a given set of integer pointsM ⊂ Z2
(M ⊂ Z3) constitutes a digital line/plane. The problem has been widely studied over the last two decades and several
efficient algorithms have been proposed for its solution. Note that a promising approach used by a number of researchers is
based on techniques and results from computational geometry. For details, see the recent survey [21].
Proposals for future work may include:
16. Designing efficient (possibly optimal) parallel algorithms for the digital line/plane recognition problem;
17. Looking for tight bounds for these problems’ complexity (both sequential and parallel).
3.4. Line/plane/surface pattern matching
Consider the following problem.
18. Line/Plane/Surface Pattern Matching (LPM, PPM, SPM):
Let M be a set of integer points, called a text. Let P be another integer set, called a pattern, that is a portion of a digital
straight line/curve, plane, or surface.4 Decide if P is contained inM; Find all occurrences of P inM .
In relation to the above general problem, one can consider the following interesting tasks:
19. Design efficient (possibly optimal) sequential and parallel algorithms for LPM, PPM, and SPM;
20. Look for tight bounds for these problems’ complexity (both sequential and parallel).
Efficient line/plane/surface matching can find applications in low level computer vision, image analysis, and image
compression.
We complete this sectionwith an example that illustrates theworth of introducing new definitions that are in agreement
with the classical notions. As already mentioned, several definitions of digital lines and planes are available, which, as a
matter of fact, are all equivalent. Note, however, that such an equivalence does not hold regarding the existing definitions of
a digital surface. See, for example, the brief survey available in [19] and the relateddiscussion. This lastworkmade an attempt
to provide definitions for digital curves and surfaces that are compatible with the classical Urysohn–Menger definition [45,
59] used in topology. Recall that, since the appearance of the latter works in the early 20th century, a curve has been seen to
be a one-dimensional continuum.We remark now that in the above-mentioned paper [19] a digital curve is defined as a one
dimensional ‘‘digital continuum,’’ that is, a one-dimensional connected set of integer points, as dimensionality of a digital
set is defined according to [47] (see Fig. 5). In other words, that definition of a digital curve is essentially the same as the
classical definition of a continuous curve. Theoretical and practical advantages implied by this definition are also discussed.
In particular, it is shown that adopting these definitions of digital curves or surfaces may help avoid incorrect conclusions
4 Several different definitions of a digital surface have been proposed in the literature. See, e.g., [20], as well as Section 1 of [19] for a brief survey.
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Fig. 5. Left: Curve in R2 .Middle, right: two types of digital curves that feature the topology of the continuous curve.
Fig. 6. Definition of distance trisector curves.
Fig. 7. A Voronoi diagram (left) and a zone diagram (right) for the same set of points in the plane.
about the topology of the digitized original real object. Further research can pursue extensions to more complex digital
objects, e.g., ones obtained as digitizations of surfaces that feature different types of singularities.
3.5. A contribution from computational geometry
Given a set S of points in the plane, one can partition the plane into regions, each associated with an input point, so that
any point in a region associated with a point pi is closer to pi than to any other point pj of S. Such a partition of the plane is
called a Voronoi Diagram. It is one of the most fundamental notions in computational geometry and also among the greatest
contributions to digital geometry. A Voronoi diagram consists of perpendicular bisectors for pairs of points. A Zone Diagram
is a special kind of a Voronoi diagram obtained by replacing bisectors by distance trisector curves. Given two points p and q
in the plane, a pair of curves (C1, C2) is called a distance trisector curve for the two points if for any point r on the curve C1
(resp. C2) the distance between r and p (resp. q) equals the distance from r to the other curve C2 (resp. C1).
Fig. 6 shows distance trisector curves for a pair of points p and q. By definition, if we draw a circle that is centered at a
point on the curve and touches the closer point (point q in the figure), then the circle is tangent to the other curve. Fig. 7
illustrates the difference between an ordinary Voronoi diagram and a zone diagram defined by trisector curves.
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Existence and uniqueness of the distance trisector curve is proved in [4] and the zone diagram is formally defined and
studied in [5].
The notion of a zone diagram is indeed very interesting and poses a lot of mathematical and algorithmic challenges.
Moreover, zone diagrams or their variations could be useful formodeling natural phenomena. The classical Voronoi diagram,
one of the basic geometric structures, appears inmany fields and, among others, is frequently used as amathematical model
of a simultaneous growth from several sites (cells in a tissue, a crystal lattice, geological patterns, regional equilibria in social
sciences, etc.). Voronoi diagrams and their numerous generalizations subdivide the space into dominance regions of the sites.
However, geometric structures are sometimes observed in nature where the dominance regions do not cover everything.
This might be a result of a growth process where the growth terminates before the cell boundaries meet, due, for example,
to certain non-contact actions. Under such circumstances, zone diagrams can serve as a powerful alternative to Voronoi
diagrams.
Although nothing is known yet about how to apply the idea of distance trisector curves and zone diagrams to digital
geometry, this looks quite challenging. More specifically, one can ask the following questions:
21. Can we define a discrete version of distance trisector curves?
22. Is there an adequate discrete analogue to zone diagrams?
Preliminary results suggest that it would not be easy to answer these questions.
4. Concluding remarks
In this Perspective we presented our vision about future developments in digital geometry as a discipline providing
theoretical foundations for combinatorial image analysis and related subjects. Further integration with a number of
more classical disciplines, such as computational geometry, seems highly desirable. Obtaining deeper complexity results,
constructing efficient parallel algorithms, and analyzing parallel problem complexity are seen as important research
directions.
Together with some long-standing theoretical questions, theoretical challenges posed by modern technology are of
special importance. An example was already given by discussing the current need of space-efficient algorithms. As another
example, let us also remark that, theoretically, the number of processors of a PRAM grows with the size of the input, which
is not the case in practice. Thus, one can look for implementations of parallel algorithms on parallel computers with a fixed
number of processors. It would also be useful to construct robust algorithms for processing noisy data, as well as reliable
distributed algorithms and systems for interactive computation.
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