AbstractIn this paper we propose an individualized variable selection approach to select different relevant variables for different individuals. In contrast to conventional model selection approaches, the key component of the new approach is to construct a separation penalty with multi-directional shrinkages including zero, which facilitates individualized modeling to distinguish strong signals from noisy ones. As a byproduct, the proposed model identifies subgroups among which individuals share similar effects, and thus improves estimation efficiency and personalized prediction accuracy. Another advantage of the proposed model is that it can incorporate within-subject correlation for longitudinal data. We provide a general theoretical foundation under a double-divergence modeling framework where the number of subjects and the number of repeated measurements both go to infinity, and therefore involves high-dimensional individual parameters. In addition, we present the oracle property for the proposed estimator to ensure its optimal large sample property. Simulation studies and an application to HIV longitudinal data are illustrated to compare the new approach to existing penalization methods.
1. Introduction. In recent years there has been a growing demand for exploring individualized modeling, which has broad applications in personalized medicine, personalized education and personalized marketing. The traditional one-model-fits-the-whole-population approach is unable to detect important patterns and make personalized predictions for specific individuals. In addition, the rise of precision medicine and wide-spread electronic health record data also motivate us to develop more effective personalized treatment. The collection of rich data information makes it feasible and compelling to utilize individualized models as traditional population models cannot incorporate heterogeneous effects from different individuals.
In this paper, we consider an individualized model based on a double-divergence framework, where the number of subjects and the amount of individual information increase together. Consequently, this introduces a diverging number of parameters as the sample size of subjects increases. In addition, one unique challenge of individualized model selection is that there could be different relevant or important predictors for different subjects. For instance, different individuals may have different prognostic factors associated with the same disease. Therefore it is important to develop new statistical methodology and theory for variable selection and estimation for individualized modeling.
In the past two decades several penalized model selection methods have been developed, e.g., the Lasso [27] , the smoothly clipped absolute deviation (SCAD) [6] , the elastic net [36] , the adaptive Lasso [37] , the group Lasso [34] , the minimax concave penalty (MCP) [35] and the truncated L 1 -penalty (TLP) [25] . However, the above methods are based on a homogeneous model setting which selects predictors for entire populations. For the individualized model, we can employ traditional variable selection methods separately for each subject, if there are multiple observations from each subject as in longitudinal data settings. However, in practice, the number of measurements for particular individuals could be limited. In addition, it is likely that some variables are invariant for the same subject, such as demographic information variables, e.g., race and gender, which impose restrictions and additional obstacles to performing individualized variable selection based on a standard subject-wise model framework.
Another limitation of applying standard subject-wise variable selection is that it ignores information from other subjects which might share similar effects on important predictors of interest. Moreover, assuming each individual to have unique effects for all covariates is practically unrealistic and computationally infeasible. In contrast, it is more sensible to assume that a subpopulation of individuals share common effects on selected predictors. In addition, borrowing information from homogeneous subgroups allows one to increase estimation efficiency and model selection accuracy.
In order to utilize cross-subject information, one may assume that an underlying subpopulation structure depends on unobserved covariates. Existing approaches dealing with clustering on regression coefficients include mixture modeling for regression, such as the mixture-of-experts model [12] . However, most model selection approaches under this framework including [22] , [20] and [9] only focus on choosing informative variables to distinguish different subgroups, rather than on selecting relevant predictors for different individuals.
Alternative approaches to model-based clustering on regression coefficients employ grouping penalization. For example, [29] propose a fused Lasso by adding an L 1 -penalty to the pair of adjacent coefficients; [3] propose a clustering algorithm for regression by imposing a special octagonal shrinkage penalty on each pair of coefficients; [24] develop a grouping pursuit algorithm utilizing the truncated L 1 -penalty for fusions, and [14] propose a data-driven segmentation method to explore homogeneous groups with regression. Nevertheless, these are all still under the populationregression model, and do not allow different individuals to have different features. For the purpose of subgrouping different individuals, [11] and [17] formulate clustering as a penalized regression problem by adopting an L p -fusion penalty. [21] and [18] apply non-convex fusion penalties to solve the bias problem. However, the fusion-type of penalty focuses on subgrouping rather than on model selection for individual coefficients.
In this paper, we propose an effective individualized model selection approach utilizing multidirectional shrinkage to select unique relevant variables for different individuals. To the best of our knowledge, this is a new approach which has not been offered in the existing literature.
Specifically, the proposed penalty allows multiple possible shrinking directions including the one towards zero, which differs from conventional penalty functions with shrinking direction towards zero only. The consequence of conventional penalty functions is that non-zero signals could suffer from zero-directional shrinkage, although a variety of penalty methods have been proposed to solve the bias problem such as non-concave penalties (e.g., SCAD, MCP and TLP) or adaptive weights (e.g., adaptive Lasso). Instead we propose a rather different approach which shrinks penalized parameters to one of the multiple directions including zero, where the best shrinking direction is determined by the data itself. One advantage of the proposed method is that, as long as the candidate directions contain the one closest to the truth, the optimal large sample properties such as the oracle property hold by applying the L 1 -type of penalty function in each direction.
Another advantage of the proposed method is that it separates different groups of individuals based on their effects on the same covariates. Indeed, the proposed penalty function is analogous to an objective function from center-based clustering, which can be viewed as a "separation penalty" among different individuals. As a byproduct, we identify subgroups with individuals sharing similar covariate effects, where the centers of subgroups provide a set of estimated shrinking directions. In addition, through utilizing cross-subject information, the proposed model improves estimation efficiency and thus enhances personalized prediction power.
Another contribution of this paper is that we lay out a theoretical framework for the doubledivergence individualized model with serial correlation. [33] and [1] established rigorous large sample theory for the generalized estimating equation [16] (GEE) estimator when the number of clusters and the cluster size are both large while the dimension of parameters is fixed; and [32] investigate the GEE model with high-dimensional covariates, but bounded cluster size. In contrast we establish theoretical properties in a framework when the number of clusters and the cluster size are both increasing, which involves high-dimensional parameters. We develop asymptotic theory for the oracle estimator and demonstrate the subpopulation effects on model estimation. In addition, we show the advantage of utilizing the multi-directional penalty for establishing the oracle property. Moreover, the proposed method is capable of incorporating within-subject correlation to achieve efficient estimation.
The paper is organized as follows. Section 2 introduces the model framework and presents the proposed methodology. Section 3 establishes the theoretical results. Section 4 proposes an efficient algorithm with implementation. Section 5 provides simulation studies. Section 6 illustrates an application for HIV data. The last section provides concluding remarks and discussion.
Model Framework and Methodology.
2.1. The individualized model and subject-wise variable selection. We formulate the problem under the clustered data setting, where each subject has multiple observations. Let y i = (y i1 , . . . , y im i ) be an m i -dimensional response variable for the ith individual, X i = (x i,1 , . . . , x i,p ) be an m i ×p covariates matrix corresponding to individual predictors, and Z i = (z i,1 , . . . , z i,q ) be an m i × q covariates matrix corresponding to population-shared predictors, where i = 1, . . . , N . For ease of notation, we assume that the clustered data is balanced with cluster size m i = m, although the development of the method does not require a balanced data structure.
We consider a regression model:
where each individual has its own regression parameter vector β i = (β i1 , . . . , β ip ) p×1 , in addition to the population-shared parameter vector α = (α 1 , . . . , α q ) q×1 , and random errors ε i = (ε i1 , . . . , ε im ) m×1 independent over different subjects. Within a subject, ε ij 's (j = 1, . . . , m) have mean 0 and variance σ 2 , and they could be correlated such as in the longitudinal date setting.
In general, to identify unique features for different individuals, we select and estimate the regression parameters β i 's and α through minimizing the penalized objective function (1) (β,α) = argmin
(·) are feature-selection penalties for individualized parameters and population-shared parameters respectively, and λ 1 , λ 2 are the corresponding tuning parameters. The selection of population parameter α is regular and thus, in this paper, we focus on individualized variable selection. To simplify the model, with a squared-error loss, the objective function in (1) becomes
where · 2 is the Euclidean norm. Then we could employ different penalties h λ N,m (·) to adopt traditional penalized selection approaches (e.g. Lasso, adaptive Lasso, MCP and SCAD). Without the penalty term h λ N,m (·), minimizing (2) leads to the ordinary least squares (OLS) estimator. Let β = (β 1 , . . . , β N ) be the individualized coefficients vector and Y = (y 1 , . . . , y N ) . We denote X = diag(X 1 , . . . , X N ), a block-diagonal matrix, and
whose dimension (N p + q) diverges as subject size N increases. Note that if there are no population-shared predictors, minimizing (2) is the same as minimizing the objective function for each individual (subject) separately. We call this approach subject-wise modeling; however, it only utilizes within-subject information. As a result, this leads to inefficient estimation and over-fitting of a model, especially when the sample size N is large and m is relatively small.
2.2.
The proposed model with multi-directional separation penalty. We propose a novel penalized variable selection approach by providing multiple shrinking directions for individualized parameters and utilizing homogeneity information within the subpopulation, which performs parameter estimation, variable selection and subgrouping simultaneously.
For the kth (k = 1, . . . , p) individualized predictor corresponding to the ith subject, we assume that there are G k + 1 subgroups in the population such that
is an unknown non-zero parameter corresponding to the homogeneous coefficient for the gth subgroup, and G (g) k 's are the index sets representing the subgroup memberships with respect to the kth predictor.
For ease of notation, in the following, we focus on the setting where there are two subgroups with respect to each individualized covariate: the non-zero-coefficient group (β ik = γ k ) and the zero-coefficient group (β ik = 0). We denote γ = (γ 1 , . . . , γ p ) as the sub-homogeneous effect vector. The extension to multiple subgroups is straightforward.
We first consider a model assuming within-subject independence. The extension to correlated data will be discussed later. The main idea is to encourage grouping of the subjects with similar effects on specific individualized predictors, by inducing the sub-homogeneous effect γ in the proposed objective function
where λ N,m is the tuning parameter. Here the key part is the proposed multi-directional separation penalty (MDSP) function s(β ik , γ k ), defined as
which is a piece-wise L 1 -penalization function ( Figure 1 ). The multi-directional penalty term in 4 essentially contains a double-summation providing two different perspectives of the proposed model. From a subject's point of view, the penalty term is p k=1 s(β ik , γ k ). In contrast to the traditional penalized variable selection approaches, the proposed MDSP function s(·) provides an alternative shrinking direction in addition to 0. Given γ k , the s(·) penalty can be viewed as shrinking a weak signal of β ik towards zero, while pulling the strong magnitude signals to γ k . This reduces the bias for large coefficient estimators introduced by the L p -penalty. Figure 1 illustrates the MDSP function s(β ik , γ k ) for a given γ k , and Figure 2 provides plots of the thresholding functions of the Lasso and the proposed method. Without loss of generality, we assume γ k > 0. Figure 2 indicates that when β ik > γ k or β ik < 0, |β ik | and |β ik − γ k | have the same shrinking effect; and when 0 < β ik < γ k , the two penalties produce different shrinking directions, which separates strong signals from weak signals.
From the other perspective, for one individualized predictor over different subjects, the MDSP term is N i=1 s(β ik , γ k ). Given β ik s, the proposed method leads to subgrouping the coefficients of individuals, where the separation-penalty term serves the role of centering, similar to K-means clustering. Compared to pairwise grouping penalization such as the fusion penalty, the centerbased one has less computational cost, with O(N p) penalty terms in contrast to the fusion-type of clustering containing O(N 2 p) penalty terms. This also implies that the computational cost of the proposed approach increases more slowly as the sample size N increases.
In addition, the unknown true effects γ k 's can be obtained simultaneously through minimizing the objective function in (4) , where the estimation of γ k utilizes information from individuals within the subgroup. By pulling the coefficients' estimators towards the centerγ k , it allows us to borrow cross-subject information for individuals' coefficient estimation, and therefore reduces the estimation bias and variance for non-zero coefficients.
Furthermore, the above two-subgroup model can be extended to multiple subgroups and even with additional constraints in practice. We illustrate the extension of three subgroups which allows positive and negative effects of personalized coefficients. The separation penalty imposed for three groups is (6) s(β ik , γ
which shrinks the coefficient of the individualized predictor either to zero, a positive effect γ
For correlated data structure, we can incorporate correlations of errors to obtain more efficient estimation ( [16] ), and introduce within-subject correlations through a weighting matrix V i to the weighted squared-loss in the objective function
where
i , A i is a diagonal matrix of marginal variance of y i and R i is a working correlation matrix.
3. Theoretical Results. In this section, we establish the theoretical properties of the proposed estimator, and the connection to the oracle estimator and the subject-wise least squares estimator. One unique aspect here is that our theory is established under a general double-divergence framework which assumes that both sample size N and cluster size m go to infinity, and therefore the number of individualized parameters also diverges.
We introduce some notation as follows. For any symmetric matrix A n×n , let λ min (A) and λ max (A) be the smallest and the largest eigenvalues of A, respectively. For an arbitrary matrix
For a vector a = (a 1 , . . . , a n ) , a 2 reduces to its Euclidean norm and a ∞ = max
In addition, we define the order between two n × n square matrices as A > B if ∀x ∈ R n , x T Ax > x T Bx holds. Let A B denote c 1 A ≤ B ≤ c 2 A for some constants 0 < c 1 ≤ c 2 < ∞. Then we define a sequence of m × m matrices A n as A n = O(n) if c 1 nI m ≤ A n ≤ c 2 nI m when n is large. Moreover, let A • B denote the entrywise Hadamard product between two samedimension matrices (see details in Appendix A.1), and "⊗" denote the Kronecker product.
For unbalanced data, we define min(m i ) = m and assume m i = O(m) for 1 ≤ i ≤ N . To simplify the notation, we let m i = m in the following discussion. In addition, without loss of generality, we consider the two-subpopulation structure with respect to each individualized predictor. The theory for a structure with more than two subpopulations can be shown similarly. Let G k ⊂ {i : 1 ≤ i ≤ N } denote a signal-group index set for the kth individualized predictor such that β ik = γ k = 0 if i ∈ G k and β ik = 0 otherwise. For any set G, let |G| be the cardinal of G. Moreover, we denote θ = (β , α ) and let θ 0 = ((β 0 ) , (α 0 ) ) be its true value. Let the true value of β i be β 0 i = (β 0 
∂θ T . Due to the linear mean function, U i (θ) does not depend on unknown parameters and thus is suppressed as U i in the following, and we also denote G N,m = G N,m (θ 0 ) for ease of notation. In addition, let
where Note that the standard assumptions of R i such as converging to a constant positive definite matrix with eigenvalues bounded away from zero and infinity ( [32] ) might not be valid in the proposed framework, since the dimension of R i increases as m increases. Here we only require the following general regularity condition for R i and R 0 i : (A3) There exist ν l > 0, ν l > 0, such that λ min (R 0 i ) > ν l and λ min (R i ) > ν l for all i and m.
The estimating equation G N,m (θ) contains double summations with the sample size N and the cluster size m, which both can diverge. Consequently, the standard asymptotic results for Mestimators are not applicable here even with a fixed number of parameters ( [33] ). In general, for an estimatorθ obtained by solving the estimating equation (9) 
The condition C a is a standard condition analogous to [33] condition to establish the weak consistency of a fixed-dimensional GEE estimator. However, in contrast to [33] 's setting, the proposed method results in a diverging dimension of the information matrix which is more complicated. In addition, to utilize subpopulation information, the convergence rates for estimators of different parameters are of great importance and interest in this paper. The following lemma provides a convergence property for the estimating equation estimator from (9). LEMMA 1. Under regularity condition (A2), for any δ > 0, there exists a solutionθ of (9) such that
where p θ is the dimension of θ. Moreover, if condition (C a ) holds, we have REMARK 1. Note that Lemma 1 provides consistency under the spectral norm (L 2 -norm). For any fixed-dimensional estimator, for example, the oracle estimator and the subject-wise estimator when N is bounded, the consistency in Lemma 1 is equivalent to
However, if p θ is diverging, we need additional conditions to ensure the stronger consistency under the L ∞ -norm. More discussion will be provided later regarding the proposed estimator when N → ∞.
In addition, we assume that a few general regularity conditions hold for the design matrix,
are regularity conditions which are typically required for the bounded regressors. However, these are less restrictive than other assumptions, e.g., 1 m X T i X i converges to a positive constant matrix. Note that condition (A6) allows within-subject invariant covariates, and is less restrictive since it does not requireX T iX i to be positive definite. The regularity conditions (A1)-(A6) are assumed to hold in this section. In Condition (A2) and Lemma 1, matrices D N,m and H N,m represent a general form according to the estimating equation (9) . For different estimators using the same data, for example, the oracle estimator or the subject-wise estimator, D N,m and H N,m can be different due to their different formulating.
3.1.
Asymptotic results for the oracle estimator with group effects. In the proposed framework, the oracle estimator assumes that all subpopulation information (G k , 1 ≤ k ≤ p) with respect to the individualized predictors is known. This is equivalent to assuming that the true signal sets A i 's (1 ≤ i ≤ N ) for all subjects are known.
The individualized parameter β i for each subject is linked to the sub-homogeneous parameter
Hence there exists a mapping linking two parameter spaces, which is
. By noting that S λ N,m (β, γ) = 0 with β = Ωγ and Ω is known, the oracle estimator can be obtained by minimizing L or N,m (α, γ) as
The oracle individualized estimator for each subject is obtained 
Note that the divergence rates of H or N,m and D or N,m are associated with the subpopulation size |G k |'s as N goes to infinity. However, in contrast to other clustering approaches based on an entire set of coefficient vector β i (e.g., [21] ; [18] ), the proposed model allows the subgroup partitions corresponding to different individualized predictors to be different. Therefore the design matrix for the oracle estimator here cannot be formulated as a block diagonal form, which leads to non-trivial subgroup effects on divergence rates. REMARK 2. A few comments about the eigenvalues of the matrices are worth mentioning. For two square matrices A and B with the same dimension, AB and BA have the same non-zero eigenvalues. If A and B are non-singular and A ≤ B, for any matrix C we have C T AC ≤ C T BC, and A −1 ≥ B −1 . The proofs of these results are provided in Appendix (A.1).
To get a better understanding of the group effects on the oracle estimator, we reformulate
is a symmetric square matrix with entries to be zero or one. Suppose
holds uniformly for any subject i with some positive constant sequences
It is clear that Λ N,m contains the group effects on estimation. In particular, the group size for the population-shared parameter is N . 
Theorem 1 indicates that the convergence rates of the oracle estimator benefit from both increasing N and m, which implies that incorporating subgroup information is able to improve estimation efficiency as we utilize additional number of observations from each subgroup. In addition, Theorem 1 allows both m and N to go to infinity and has no restriction on their divergence rates.
However, in the correlated model with cluster size m diverging, the analysis of the estimator's asymptotic behavior becomes more complicated , since it involves the working correlation matrix R i and the unknown true correlation matrix R 0 i , which makes it difficult to verify the condition (C a ) and to figure out the estimators' convergence rates.
Similar to [33] , we consider a sufficient condition which may simplify the verification and the discussion. Let η N,m = max (10), we present the asymptotic theory for the oracle estimator with the the condition C * a .
THEOREM 2. Under regularity conditions, for the oracle estimatorθ or = ((γ or ) , (α or ) ) , we have η
,
The proof of Theorem 2 is straightforward by following (11) and condition C * a . Theorem 2 indicates that the convergence of the estimator depends on the divergence rate of η N,m and D or N,m . Without considering the group effects, the oracle estimator reduces to a fixed-dimensional GEE estimator by [33] and [1] . Therefore, in the following, we only focus on a few common cases and some useful conditions. REMARK 4. For any N and m, according to regularity condition (A3), note that
If m is bounded, then η N,m is bounded, which implies that the condition C * a does not depend on unknown true correlation structure R 0 i . As N → ∞, we have λ min (D or N,m ) → ∞ regardless of the choice of working correlation R i . Hence, similar to standard results for the GEE estimator, the oracle estimatorθ or has asymptotic normality, although it may not achieve optimal efficiency if
is not always bounded. For example, if R 0 i admits an exchangeable correlation structure and we choose working correlation R i as an identity matrix, we
, which implies that the condition (C * a ) fails. Although the condition (C a ) may still hold with some constraints on the design matrix to ensure consistency (see following Example 1), the convergence rate could be slower than the optimal rate √ m and it may not converge to a normal distribution asymptotically ( [33] ).
We use the following example of a simple linear regression to illustrate some details about the conditions C a and C * a with specific covariates design. EXAMPLE 1. Consider a subject-wise model with homogeneous effect,
where ε i = (ε i1 , . . . , ε im ) ∼ N (0, σ 2 R 0 ) and R 0 admits an exchangeable structure with parameter ρ > 0, x ij 's are iid N (µ, 1). For the case of bounded N , without loss of generality, we assume N = 1. By using an independent working correlation R i = I m , we have
COROLLARY 1. Suppose η N,m ≤ C 1 holds uniformly for some constant 0 < C 1 < ∞, under regularity conditions, we have
The condition of uniformly bounded η N,m in Corollary 1 naturally holds when m is bounded or for the independent model. However, as m goes to infinity, it implies that either we choose a working correlation matrix R i close to the true one, or the correlation is not too strong. The first case involves a consistent and efficient estimator of the correlation structure, which has been discussed in [2] , [13] and [10] . For the second case, a variety of conditions can be imposed on the correlation structures to ensure a "weak" dependency.
In the following, we provide a sufficient condition which can be verified easily in practice. For an arbitrary correlation matrix R m×m (ρ ij ), assume (R a ) |ρ ij | ≤ ρ |i−j| for i = j and
We show in the Appendix that if condition (R a ) holds for the true correlation matrix R 0 i , then η N,m is bounded uniformly for any working correlation structures. This indicates that R 0 i is bounded as the within-subject correlation decays rapidly as m increases. In practice, a wide family of correlation structures satisfy the conditions (R a ) including the AR-1 and the M-dependent correlation matrices.
3.2.
Asymptotic results for the proposed estimator. In general, the least squares estimator plays an important intermediate role in investigating the large sample theory of the penalized estimator. Hence, prior to presenting the theoretical results for the proposed estimator, we provide the asymptotic theory for the subject-wise least squares estimatorθ Sub = ((β Sub ) , (α Sub ) ) obtained by minimizing L N,m (θ).
Note that, for the proposed estimator and the subject-wise least squares estimator, each term of
for the subject-wise estimator, where
and bdiag(·) denotes a block-diagonal matrix. Similarly, we have
(see Appendix for details), and both D s xx and H s xx will expand as N increases. Following Lemma 1, we obtain the following result: LEMMA 2. Under regularity conditions, for any δ > 0 and a ∈ R N p+q , we have
If we choose a as a coordinate indicator for 
where D s
. . , N , and for the population-shared estimatorα Sub ,
Note that the condition ((C) a ) requires that m → ∞. In the case of bounded m and diverging N , it is straightforward that the consistency of any individualized parameter cannot be achieved
) does not diverge. Intuitively, the increasing number of subjects does not accumulate additional information for the subject-wise parameters. However, the estimator of populationshared parameterα could still be consistent as N → ∞ by noting that η N m is bounded and N,m ) . In the independent model where Σ = I m , the condition (i) in I b is equivalent to assuming marginal sub-Gaussian tails for ε ij 's, which is a standard assumption in high-dimensional model. Alternatively, if the random errors are assumed to be normally distributed, then the condition (i) in I b holds naturally for both independent and correlated models.
Under condition (I a ) or (I b ), we achieve a stronger uniform consistency for the diverging number of parameters when N → ∞ as m → ∞. Based on the above conditions and results, we establish the large sample theory for the proposed estimator. We first provide insight into the proposed multi-directional separation penalty. Consider a simple independent linear regression model for one subject with the objective function
given an estimator of the sub-homogeneous effectsγ = (γ 1 , · · · ,γ p ) . Therefore, the proposed penalty function s(·,γ k ) provides an alternative shrinking direction besides zero. The following theorem presents the asymptotic property for the individualized estimator obtained by minimizing (12) .
THEOREM 3. Under regularity conditions, there exists a local minimizerβ
It is worth noting that the condition of consistency onγ can be relaxed. The proof of Theorem 3 shows that both estimation consistency and selection consistency still hold even ifγ is not consistent. However, if a m (γ − γ 0 ) = O p (1) and a m / √ m → ∞ hold for some a m , then the estimatorβ iA i can achieve a faster convergence rate than √ m, which is optimal for any subject-wise model. In the proposed model,γ is estimated over different subjects via the subgrouping and gains efficiency from increasing number of subjects N .
In another perspective, we investigate group separation as both N and m go to infinity. Denote 
As both sample size N and cluster size m increase, if N diverges at a limited rate, the speed of separation over subjects dominates the speed of increasing subjects. Lemma 4 essentially implies group identification consistency and thus we obtain more information about the correct direction of the true individualized parameters.
In the spirit of Theorem 3 and Lemma 4, we present the oracle property for the proposed estimator under a general double-divergence setting. 
COROLLARY 3 (Uniform selection consistency).
Under the same conditions as in Theorem 4,
Theorem 4 indicates that the proposed estimator is the same as the oracle estimator, which utilizes the most information. In fact, by providing additional shrinking directions, the proposed model enables us to separate the strong signals from the weak ones. Consequently, we achieve the oracle information about the underlying subpopulation structure, which ensures that the proposed estimator inherits the optimal efficiency from the oracle estimator. From the other perspective, Corollary 3 also implies subgroup identification consistency.
In addition, in the independent error model, by noting τ s N,m = m, the conditions (I a ) and (I b ) can be simplified as follows:
(I * a ) N = o(m), (I * b ) ε ij has sub-Gaussian tails and log(N ) = o(m). Hence, we have a simplified result for the independent model. (7); as m → ∞, we have
Combining Theorem 1 and Corollary 4, we have the asymptotic normality of the independent estimator with the optimal efficiency.
The proofs of the theorems and associated lemmas, corollaries and remarks are provided in the Supplement A.
Computation.
Compared to traditional penalized variable selection methods, the proposed method is more complex to implement since the proposed objective function Q N,m (·) in (7) involves an unknown homogeneous effect γ in addition to a non-convex penalty function. We propose an iterative algorithm as follows to simplify the optimization process.
4.1.
Algorithm and convergence property. Note that the first term of the quadratic loss function in (7) does not involve the subgroup homogeneous effect γ. Therefore we first fix γ to minimize (7) with respect to β, α. Next, given an estimator ofβ,α, we update estimator of γ by minimizing the grouping loss through the separation penalty term in (7). We iterate these two steps until the algorithm converges. The specific algorithm is described as follows:
In Algorithm 1, under the homogeneous variance assumption, the V i in the quadratic loss could be replaced by a working correlation matrix R i . Specifically, we recommend one-step moment estimation for the R i using the subject-wise least squares estimator β i from an independent model. Note that at Step 3 in Algorithm 1, the objective function (13) is a Lasso-type penalized loss function, which is convex. We can solve the optimization problem by using existing algorithms developed for Lasso. In addition, Step 4 can be implemented mimicking K-means algorithm with one subgroup centered at zero.
The following theorem provides the convergence property of Algorithm 1.
THEOREM 5. For a sequence of estimatorsβ (n) ,α (n) ,γ (n) obtained in Algorithm 1, the objective function Q N,m (β (n) ,α (n) ,γ (n) ) in (7) is non-increasing as the number of iterations m increases, which leads to the convergence ofβ (n) ,α (n) andγ (n) .
Algorithm 1
Step 1. (Initialization) Start with initial estimators:β (0) ,α (0) , e.g. the OLS or Lasso estimators.
Step 2. Estimate an initial value of γ byγ (0) = argminγ
Step 3. (Penalized Regression) At the nth iteration, givenγ (n−1) , updateβ (n) ,α (n) via minimizing the objective function:
Step
Step 5. (Stopping Criterion) Iterate Step 3 and Step 4 until β (n) −β
2 is less than a small predetermined threshold value.
However, the iterative estimator may converge to a local minimizer since the objective function is non-convex. Multiple initial values are recommended so that the optimum value can be identified. In fact, the proposed piece-wise convex penalty function produces local minimums corresponding to different subgroups. However, not all individuals are sensitive to initial values except the corresponding coefficients close to boundary. Heuristically, if λ N,m /γ k is small, implying that the true effects γ are strong, then the coefficient estimators for these individuals are stable. In addition, we recommend a step-wise tuning in practice, that is, we initialize the tuning parameter by a very small value and increase it to the specified value as the number of iterations increases.
4.2.
Tuning parameter and select number of subgroups. In this paper, we apply the generalized cross-validation (GCV) method to select an appropriate tuning parameter λ N,m . The GCV can be regarded as an approximation of leave-one-out cross-validation (CV) and thus provides an approximately unbiased estimator of the prediction error ( [21] ). The GCV is defined as
where N 0 = N i=1 m i is the total sample size anddf is the degrees of freedom used in estimating theŷ ij 's. In our setting, the degrees of freedom cannot be considered as the number of non-zero parameters, since some of theβ ik 's are shrunk to the exact sub-homogeneous effectγ k . [21] suggest the generalized degrees of freedom (GDF) which is computationally costly. Alternatively, we define the df as the number of homogeneous effects plus the number of remaining non-zero coefficient estimators which are not equal toγ k 's. To select a tuning parameter λ N,m , we search from a sequence of grid points which minimizes the GCV.
The proposed method allows a multiple subgroups case as defined in (3), and the number of subgroups is usually unknown. In practice, we could specify the number of the subgroups according to known scientific information or a particular target such as exploring the positive effect, the negative effect and no effect.
In practice, we can select the number of subgroups based on a data-driven approach. One approach is to adopt the idea of the jump statistic ( [26] ) with a K-means clustering based on some pre-estimators, e.g., the subject-wise least squares estimator. This is easy to implement but might not be reliable, as in the two-step procedure, the pre-estimators are treated as observed responses which do not change as the number of subgroups changes.
Here we provide the modified Bayesian Information Criterion (BIC, [31] ) for high-dimensional data settings to select the number of subgroups. We use one individualized covariate as an illustration. The number of subgroups G k is selected by minimizing (14) BIC
where b N,m is a positive number and depends on N and m. When b N,m = 1, the modified BIC reduces to the traditional BIC ( [23] ). For the high-dimensional setting, we follow [30] with b N,m = c log(log(p θ )), where p θ = N + q and c = 2. To extend to more than one individualized covariate, we adopt a strategy of selecting the number of subgroups for one predictor while fixing other individualized coefficients with the subject-wise least squares estimators.
5. Numerical Study. In this section, we provide simulation studies to investigate the numerical performance of the proposed method in finite samples. Specifically, we compare the proposed model with the subject-wise model, the homogeneous model and five other regularization models in Section 5.1. In addition, we demonstrate the benefit of incorporating within-subject correlations. In Section 5.2, we investigate the subgroup number selection of the proposed model and test the robustness against model misspecification.
5.1.
Individualized regression with correct-specified subgroup numbers. In this simulation study, we simulate two cases to evaluate the proposed model when the number of subgroups is correctly specified. In the first case, we consider a heterogeneous regression model with one individualized variable and two population-shared variables:
We set the sample size N = 40, 100, and the cluster size m = 10, 20. The individualized coefficients are set as β = (β 1 , . . . , β N ) = (γ, . . . , γ
) , where γ is the true subgroup homogeneous effect chosen as 1 or 2, and the population parameters are α = (α 0 , α 1 , α 2 ) = (1, 1, 1) . The covariates z ij1 , z ij2 and x ij are generated from N (0, 1). The random error ε ij 's are independently generated from N (0, 1).
We compare the performance of the proposed model (MDSP) with five regularized variable selection approaches, namely, the Lasso ( [27] ) implemented by R package glmnet (version 2.0-2) ( [7] ), the adaptive Lasso (AdapL) ( [37] ) solved by R package parcor (version 0.2-6) ( [15] ), the SCAD ( [6] ) and the MCP ( [35] ) implemented by R package ncvreg (version 3.5-1) ( [4] ), and the fused Lasso (FusedL) ( [29] ) solved by R package penalized (version 0.9-50) ( [8] ). Note that there are N +3 variables and N m observations for the above five conventional regularization models. For the fused Lasso, we order estimators of the individualized coefficients based on the least squares estimation as the fused Lasso only imposes L 1 -penalties on adjacent coefficients. In addition, we also compare two non-variable-selection models, namely, the heterogeneous model (Sub) assuming subject-wise coefficients β i 's, and the homogeneous model (Homo) assuming homogeneous effect β i = β h (i = 1, . . . , N ) . Both of them are based on the least squares estimators.
To evaluate the performance of these approaches on individual variable selection and prediction, we calculate the correct variable selection rate (CVSR), sensitivity and specificity, and the root mean square error (RMSE) for coefficient estimators, where the correct variable selection rate (CVSR) of the individualized variable is defined as the rate of correctly classifying β i 's (i = 1, . . . , N ) to be either zero or non-zero among all individuals, and sensitivity and specificity are the true positive rate P (β i = 0|β i = 0) and the true negative rate P (β i = 0|β i = 0), respectively. The root mean square error is defined as β − β 0 2 , where β 0 = (β 0 i1 , . . . , β 0 iN ) are the true values. Table 1 provides the mean of root mean square errors (RMSE) based on 100 simulations. Figures  3 and 4 are the boxplots of the RMSE for all approaches. The proposed method has the smallest RMSE in all settings, which has an improvement of at least 20% (m = 10) and 71% (m = 20) compared to other methods for both sample sizes N = 40, 100 when γ = 1. The improvement is more significant and reaches 150% (m = 10) and 250% (m = 20) when subgroups are separated well (γ = 2). This is because that the proposed method is able to borrow strength from different individuals within the same subgroup in estimating individualized coefficients.
The CVSR, sensitivity and specificity for the above simulations are summarized in Table 3 . The proposed method (MDSP) clearly outperforms the other conventional penalization approaches in terms of the highest CVSR, especially when the subgroup homogeneous effect is large (γ = 2). Although all models achieve similar rates on sensitivity, the proposed model leads to higher specificity rates. Figures 5-8 provide the boxplots of CVSR, sensitivity and specificity for all of the variable selection approaches.
In addition, Table 2 summarizes the estimators and the empirical standard errors of the subgroup homogeneous effects γ from the proposed model. Specifically, the estimatorsγ's are consistent as the cluster size m increases. The estimators of the population-shared coefficientsα are quite similar for all methods and thus are omitted here.
In the second simulation case, we consider a subject-wise model of two individualized predictors with serial correlations:
The individualized coefficients β 1 = (β 11 , . . . , β N 1 ) and β 2 = (β 12 , . . . , β N 2 ) are
where γ 1 = 1 and γ 2 = −2. We choose the sample size N = 20, 80 and the cluster size m = 10, 20. The covariates x ij1 and x ij2 are generated from N (0, 1). The random error ε i = (ε i1 , . . . , ε m )'s are generated from a multivariate normal distribution with mean 0 and covariance σ 2 R(ρ), where R(ρ) is the correlation matrix which has either an AR-1 or exchangeable structure. We set σ = 1 and ρ = 0.5. We compare the performance of the proposed model using different working correlation structures to the independent model. Table 4 summarizes the average root mean square errors (RMSE) based on 100 simulations under various settings. Overall, the proposed model utilizing withinsubject correlation information achieves smaller RMSE than the independent model. In particular, if the correct working structure is correctly specified, the RMSE can be reduced at least 40% compared to the one obtained using independent structure. 5.2. Subgroup number selection and robustness. In this simulation study, we first investigate the performance of the data-driven method discussed in Section 4 to select the number of shrinkage centers (subgroups). We compared the proposed method (MDSP) based on BIC-type criterion with a two-stage approach (OLSK) which employs the gap statistic ( [28] ) to choose the number of subgroups for the K-means algorithm based on the least squares estimators of individualized coefficients. The OLSK method is implemented by R package cluster (version 2.0.5) ( [19] ). The number of bootstrap samples in calculating the gap statistic is set as 100.
We generate the data following (15) under various scenarios. Scenario 1 has only a noise individualized variable (β i = 0, i = 1, . . . , N ), while Scenarios 2 and 3 have two (β i = 0, 1) or three subgroups (β i = 0, 2, 5) for one individualized predictor, respectively, and Scenario 4 assumes a model of two individualized predictors with two (β i1 = 0, 2) or three (β i2 = 0, −2, 1) subgroups, respectively. The subgroup size in each scenario is balanced. Table 5 provides the mean estimated number of subgroups and proportion of selecting the correct number of subgroups based on 100 replications. Overall, the proposed method is able to select the correct number of subgroup with more than 85% probability over all scenarios with different sample sizes (N = 60, 120) and cluster sizes (m = 5, 10, 20). The chance of selecting the correct number of subgroups increases as the cluster size increases. In addition, the proposed method consistently outperforms the two-stage OLSK method, especially when the cluster size is small (m = 5).
Next we test the robustness of the proposed model when the number of subgroups is misspecified. We generate the data as in model (15) under two scenarios: one has a population homogeneous predictor (β i = γ = 2, i = 1, . . . , N ) and the other generates an individualized variable with three subgroups (γ 0 = 0, γ 1 = −3, , γ 2 = 1) with balanced size. We set the sample size N = 60 and the cluster size m = 10. For both cases, we fit the proposed model assuming two subgroups (β i = 0, γ). Table 6 provides the mean of RMSE and CVSR for the proposed method, the subject-wise model and the five other regularized methods described in Section 5.1. In general, the proposed method is robust against the misspecification of subgroup numbers. In the case of homogeneous effect, all models perform similarly in selecting the true variable for all individuals. However, the proposed method has the smallest RMSE among all methods with a 170% reduction. In addition, in the case when there are fewer assumed subgroups than is true, the proposed method still has the best correct variable selection rate, and reduces the RMSE at least 14% compared to the other methods. Figure 9 illustrates the estimation of individualized coefficients from the proposed model. In the setting where the true effect is homogeneous with individuals separate from zero, all subjects are identified correctly as one group, and are shrunk towards a non-zero group. In the scenario with three true subgroups, the subgroup with a relatively stronger signal (γ 1 = −3) is successfully identified, and therefore we gain more estimation efficiency for the individuals in this subgroup. Moreover, the subgroup with the weaker effect (γ 2 = 1) is shrunk towards zero since it is the only other shrinking direction we provide, where the proposed estimator is equivalent to the Lasso estimator.
6. Real Data Application. In this section, we illustrate the proposed individualized variable selection method using the Harvard longitudinal AIDS clinical trial group (ACTG) data. One of the goals from this study is to test the treatment effect of Zidovudine on CD4 cell counts (e.g., [5] ). The 140 patients from this study are repeated measured over 14 time points with a missing rate of 8.5% and maintain CD4 counts above 50 at the baseline measures.
The demographic information includes age and gender for each patient. We denote ZDV=1 if the patient receives the treatment and ZDV=0 if the patient is in the control group. Let y it be the CD4 counts for the ith patient at time t. Each individuals' CD4 measurements are standardized by within-individual standard deviation to achieve a uniform scale. A marginal model to incorporate time, treatment, interaction of time and treatment, age and gender is provided as follows:
We are particularly interested in the treatment effect of Zidovudine over time. The standard analysis concludes that the marginal treatment effect over timeβ zt is not significant with p-value= 0.113.
However, if we examine the time trend of CD4 counts from individuals, there exist subgroups for the treatment group. Given the treatment ZDV, some individuals' CD4 counts are more stable over time while some patients' CD4 counts decrease more rapidly than the average of the control group over time. This could be interpreted that some patients respond more positively, while some respond more negatively, and the remaining patients have no effects from receiving ZDV treatment compared to the average effect of the control group.
Clearly, the subgroup differences are washed out if we apply the above marginal model in (16) . Therefore, we employ an individualized regression model which accommodates the personalized treatment effects ZDV over time as the following:
We assume for the β izt coefficient, that it falls into three subgroups (β izt = γ + > 0, β izt = γ − < 0 or β izt = 0). Note that for patients in the control group, we set β izt = 0 since their personalized effects corresponding to the treatment are unobserved. Since the treatment variable is constant over time, we compare our proposed method with the subject-wise Lasso model, the standard population homogeneous model, the random-effects model assuming a random slope of ZDV and time interaction and the fused Lasso model.
We choose observations at times t = 1, . . . , 12 as the training set and the remaining observations at t = 13, 14 as the testing set. On the testing set, we calculate the root mean square prediction error for each individual at t = 13, 14, where the median of the individuals' prediction errors is reported. Table 7 shows that the proposed method has the smallest median prediction error among all methods. For example, the proposed method has 16.0%, 13.9% and 18.1% improvement in prediction accuracy compared to the marginal model, the random-effects model and the Lasso model, respectively. Furthermore, Figure 10 shows the individuals corresponding to no effect, positive effect and negative effect in the treatment group identified by the Lasso method and the proposed method respectively. The proposed method is able to detect more individuals with significant responses to the treatment than the Lasso method does, as the proposed separation penalty enables us to shrink the estimated coefficients in multiple directions.
To examine whether subgrouping provides more informative treatment effect over time, we refit a marginal regression model in (16) for each subgroup, where each subgroup consists of the corresponding individuals identified in the treatment group and all individuals in the control group. Table 8 illustrates that the treatment effect over time from the positive-effect subgroup selected by the Lasso method is still not significant, while the negative-effect subgroup is significant with p-value of 0.02. In contrast, the proposed method identifies both positive and negative subgroups with significant p-values of 0.02 and 0.00 respectively.
7. Discussion. In this paper, we consider an individualized regression model where both the number of subjects and the number of subject-wise repeated measurements increase. To select different important predictors for different individuals, we propose a novel multi-directional separation penalty to implement individualized variable selection. In addition, by utilizing subpopulation structure, we induce within-subgroup homogeneous effects and borrow cross-subject information to achieve a good balance of parsimonious modeling and heterogeneous interpretation.
In contrast to the conventional penalized variable selection approaches, the proposed method provides multiple shrinking directions to overcome estimation bias from L 1 -regularization, where the alternative shrinking directions in addition to zero are automatically selected through grouping of subjects with similar effects from predictors. Consequently, for any subject, the proposed model achieves estimation consistency and selection consistency, even with the L 1 -penalty on each shrinking direction.
In addition, compared to subject-wise modeling, the proposed method is able to achieve the population-wise oracle property when the number of the individualized parameters increases along with the sample size. Consequently, the proposed estimator inherits the optimal convergence rate from the oracle estimator due to increasing sizes of within-subject measurements and subgroups. Moreover, by incorporating within-subject serial correlation, the proposed method is able to gain more efficiency than the model assuming independence.
In this paper, the individualized and the population-shared predictors are pre-specified in the model. Therefore it is also essential to develop a method to identify individualized variables from population-shared variables prior to applying the proposed method. One possible solution is to impose an additional penalty on sub-homogeneous effects. In addition, it is worth investigating the possibility of linking subgroup membership to population-shared covariates, such as demographic information, which could be useful for making predictions for new subjects without much prior information.
SUPPLEMENTARY MATERIAL
Supplement A: Supplement to "Individualized Multi-directional Variable Selection": (doi: COMPLETED BY THE TYPESETTER). Due to space constraints, we relegate technical details of the proofs to the supplement. The average root mean square error (RMSE) of the proposed MDSP model compared with other approaches based on 100 simulations, with sample size N = 40, 100, cluster size m = 10, 20, and subgroup homogeneous effect γ = 1, 2, where Sub, Homo, FusedL, Lasso, AdapL, SCAD and MCP stand for subject-wise model, homogeneous model, the fused Lasso ( [29] ), the Lasso ( [27] ), the adaptive Lasso ( [37] ), the SCAD( [6] ) and the MCP ( [35] ) regularization models, respectively. The number of subgroups (two) is correctly specified in the proposed model. 
TABLE 3
The average correct variable selection rate (CVSR), sensitivity and specificity of the proposed MDSP model compared with other approaches based on 100 simulations, with sample size N = 40, 100, cluster size m = 10, 20, and subgroup homogeneous effect γ = 1, 2, where Sub, Homo, FusedL, Lasso, AdapL, SCAD and MCP stand for subject-wise model, homogeneous model, the fused Lasso ( [29] ), the Lasso ( [27] ), the adaptive Lasso ( [37] ), the SCAD( [6] ) and the MCP ( [35] ) regularization models, respectively. The number of subgroups (two) is correctly specified in the proposed model. 
TABLE 6
The average RMSE and CVSR of the proposed MDSP model compared to the subject-wise model (Sub), the fused Lasso (FusedL), the Lasso, the adaptive Lasso (Adapl), the SCAD and the MCP penalization models, based on 100 simulations with sample size N = 60 and cluster size m = 10. The first case contains a population homogeneous effect (G k = 1) and the second case contains an individualized predictor of three subgroups (G k = 3) with equal subgroup size. In both cases the proposed model assumes two subgroups. The estimated subgroup homogeneous effects from the proposed model areγ = 2.01(0.06) andγ = −2.99(0.06) in these two cases (with empirical standard errors in parenthesis), respectively. 
