Abstract. We consider the self-affine tiles with collinear digit set defined as follows. Let A, B ∈ Z satisfy |A| ≤ B ≥ 2 and M ∈ Z 2×2 be an integral matrix with characteristic polynomial x 2 + Ax + B. Moreover, let D = {0, v, 2v, . . . , (B − 1)v} for some v ∈ Z 2 such that v, M v are linearly independent. We are interested in the topological properties of the self-affine tile T defined by M T = d∈D (T + d). Lau and Leung proved that T is homeomorphic to a closed disk if and only if 2|A| ≤ B + 2. In particular, T has no cut point. We prove here that T has a cut point if and only if 2|A| ≥ B + 5. For 2|A| − B ∈ {3, 4}, the interior of T is disconnected and the closure of each connected component of the interior of T is homeomorphic to a closed disk.
Introduction and statement of the theorems
(see [11] ). Suppose that D ⊂ Z d is a complete residue system of Z d /M Z d . Then T has positive Lebesgue measure (see [16] ) and is called integral self-affine tile with digit set D. Moreover, there is a subset J of Z d such that T + J is a tiling of where λ d is the d-dimensional Lebesgue measure (see [17] ). If J = Z d , T is called a self-affine
Self-affine tiles are thoroughly studied in the literature [13, 10, 16, 29] . Their topological properties have numerous connections with arithmetical properties of numeration systems [30, 12] , and more generally with dynamical properties of discrete dynamical systems [28, 27] . Several topological properties of self-affine tiles have already been investigated: connectedness [14] , homeomorphy to the closed disk [21, 6] , interior components [24, 26] and fundamental group [22] . This paper is devoted to cut points of a class of self-affine tiles. A cut point of a connected set T is a point x ∈ T such that T \ {x} is no longer connected. The study of cut points and more generally of cut sets (when {x} is replaced by a set X ⊂ T ) is of great importance for the understanding of fractal sets with a wild topology. They were used to give a combinatorial description of the fundamental group of one-dimensional spaces [8] (see also [1] for the case of the Sierpinski gasket). On the opposite, the lack of cut points has an impact on the boundary of the complement of locally connected plane continua [31] . This was exploited in [26] to show the homeomorphy to the closed disk of interior components of some self-affine tiles. Algorithms for finding cut sets of self-affine tiles can be found in [20] .
We are interested in a class of self-affine tiles with collinear digit set defined as follows. Let M ∈ Z 2×2 with det(M ) = B ≥ 2 and suppose that M has characteristic polynomial x 2 + Ax + B. Then M is expanding iff |A| ≤ B. Let D = {0, v, 2v, . . . , (B −1)v} for some v ∈ Z 2 such that v, M v are linearly independent. Leung and Lau proved in [18] that the associated self-affine tile T (M, D) is homeomorphic to the closed disk if and only if 2|A| ≤ B + 2. In this paper, we are able to give topological properties also for the reverse inequality and establish the following theorem which treats topological properties for all planar self-affine tiles with collinear digit set and expanding matrix M ∈ Z 2×2 with positive determinant.
Theorem. Let M ∈ Z 2×2 with characteristic polynomial x 2 + Ax + B, where |A| ≤ B ≥ 2. Let D = {0, v, 2v, . . . , (B − 1)v} for some v ∈ Z 2 such that v, M v are linearly independent. Denote by T = T (M, D) the associated self-affine tile. Then the following holds. (i) For 2|A| − B ≤ 2, T is homeomorphic to the closed disk.
(ii) For 2|A| − B ∈ {3, 4}, T has no cut point but its interior is disconnected. The closure of each connected component of the interior of T is homeomorphic to the closed disk. (iii) For 2|A| − B ≥ 5, T has a cut point.
As mentioned above, Item (i) has already been proved in [18] . The objective of the present paper is thus to show Items (ii) and (iii).
The paper is organized as follows. In Section 2, we show that we can restrict the topological study of the class of self-affine tiles with collinear digit set under consideration to a subclass. In this framework, we prove Item (iii) of our Theorem in Section 3: T has a cut point for 2|A|−B ≥ 5. We give the explicit address of a point z such that {z} is the intersection of two sets D 1 , D 2 ⊂ T having no other common points and satisfying D 1 ∪D 2 = T . Section 4 prepares for the proof of the cases 2|A| − B ∈ {3, 4}. The special case A = 4, B = 5 was considered by Ngai and Tang in [25] : the associated tile has no cut point. The proof required the construction of a curve Q inside the tile with specific properties. We will use this technique. However, our construction of the curve Q will rely on the boundary parametrization procedure for self-affine tiles recently introduced by the first two authors in [3] . In particular, our curve Q will be a subset of the boundary ∂T of the tile. In Section 4, we recall the method of Ngai and Tang in the study of cut points of self-affine tiles as well as the boundary parametrization procedure. We finally come to the proof of Item (ii) of our Theorem. For technical reasons, we separate the two cases: Section 5 is devoted to the case 2|A| − B = 3. The case 2|A| − B = 4 can be treated with the same tools, but with significant changes in the construction of the curve Q. The differences to the case 2|A| − B = 3 are explained in Section 6 and the complete proof, which is rather long, will be reproduced in a separate paper [19] . Remark 1.1. Our theorem applies to the subclass of so-called quadratic canonical number system tiles, i.e., for the parameters A, B ∈ Z such that −1 ≤ A ≤ B ≥ 2 and x 2 + Ax + B is irreducible. Leung and Lau included the case B ≤ −2 in their study [18] . Then the matrix M is expanding if and only if |A| ≤ |B + 2|. The collinear digit set has the form D = {0, v, 2v, . . . , (|B| − 1)v}. Leung and Lau showed that T is homeomorphic to the closed disk if and only if 2|A| ≤ |B +2|. The techniques used in our paper would apply to the case B ≤ −2. The boundary parametrization for B ≤ −2 was performed in [2] . However, since the involved computations would be very lengthy, we prefer to restrict to the case B ≥ 2.
Remark 1.2. In the literature, several examples of self-affine tiles happen to have finitely many interior components up to affinity. This property was proved for the Levy dragon in [5] and the tile T of our class associated to the parameters A = 4, B = 5 in [7] . In general, one may wonder whether every self-affine attractor has finitely many homeomorphy classes of interior components.
The Knuth dragon is disk-like. Case A = 4, B = 5: this tile has no cut point.
Case A = 5, B = 5: this tile has a cut point. The following considerations can be found in [2] . Let A, B ∈ Z with |A| ≤ B ≥ 2, M 0 ∈ Z 2×2 with characteristic polynomial x 2 + Ax + B and
Indeed, denote by C the matrix of change of basis from the canonical basis to (v, M 0 v). Then the relations
, thus these tiles have the same topological properties. As for A = 0 the tile is just a rectangle, we will further suppose A = 0. Finally, we also mentioned in [2] that changing A to −A corresponds to a reflection followed by a translation. This allows to restrict to the case A > 0. Indeed, let
and D as in (2.1). Moreover, let
In particular, the tiles T 1 and T 2 have the same topological properties. By the above considerations, it is sufficient to prove the theorem for the case 0 < A ≤ B ≥ 2. From now on, the tile T is the planar integral self-affine tile satisfying (1.1) for the data (M, D) given in (2.1). It can be explicitly written as
and gives rise to a tiling of R 2 . In other words, T is the closure of its interior and R 2 is the non-overlapping union of the Z 2 -translates of T :
where λ 2 is the two-dimensional Lebesgue measure (see e.g. [4] ). Let −1 ≤ A ≤ B ≥ 2. We define the set of neighbors S by
It was computed in [4] . Let
then the set of neighbors consists of 2 + 4J elements:
Here,
We assume throughout this section that
Notations. Let l ∈ N, m ∈ N ∪ {∞}, and digits a −l , . . . , a −1 , a 0 , a 1 , . . . , a m ∈ {0, . . . , B − 1}, we write Also, we denote by a the digit B − 1 − a. Moreover, we set
Let us define 
These sets can easily be written as graph directed sets. The corresponding graph is depicted in Figure 2 in the sense of [23] . In particular, D 1 and D 2 are closed compact subsets of T satisfying
Proposition 3.1. We have
In particular, this intersection consists of a single point.
Proof. We are interested in points where D 1 and D 2 coincide. Let us set I := D 1 ∩ D 2 . We have
Thus, in order to be in I, a point x has to be located in one of the sets
This intersection is empty unless a − b 0 ∈ S is a neighbor of T . By (3.1) and (3.2), this is true only for (a − b) ∈ {0, ±1}. Hence I has to be contained in
We proceed to an induction proof. For n ≥ 0, we will use the abbreviation
S 0 being the empty word. Also, for n ≥ 0, let (3.10)
By the previous lines, I ⊂ G 0 . Assume now that I ⊂ G n for some n ≥ 0. We want to prove that I ⊂ G n+1 . Suppose that n is even. By the set equation (1.1), we can write G n as
By the definition of D 1 and D 2 we conclude that
Thus any point of I has to be contained in some
We want to show that the intersection in (3.11) is empty unless
If this is proved we are ready because this implies that I ⊂ G n+1 .
The intersection in (3.11) is nonempty if and only if b − a equals 0 or b − a is contained in the set of neighbors given in (3.1) and (3.2).
First let a = S n (A − 4)j and b = S n (A − 2)k with j, k ∈ {0, . . . , B − 1}. Then
Note that k − j ≤ B − 1. However, for b − a to be a neighbor, we must have
By our main assumption (3.4), we have −2 + 2A > −3 + 2A ≥ B + 2. This is impossible. Second let a = S n (A−4)j and b = S n (A−3)k with j ∈ {0, . . . , B−1} and k ∈ {0, . . . , B − A + 2
}.
Note that k − j ≤ B − A + 2. However, for b − a to be a neighbor, we must have
By our main assumption (3.4), we have A > −1 + A > −2 + A ≥ B − A + 3. This is impossible. Third let a = S n (A−3)j and b = S n (A−2)k with j ∈ {B−A+2, . . . , B−1} and k ∈ {0, . . . B−1}. Then
Note that k − j ≤ A − 3. However, for b − a to be a neighbor, we must have
This is impossible. Fourth let a = S n (A − 3)j and b = S n (A − 3)k with j ∈ {B − A + 2, . . . , B − 1} and k ∈ {0, . . . , B − A + 2}. Then
Note that k − j ≤ 0. Moreover, for b − a to be a neighbor, we must have k − j ∈ {±1}. This leads to the possible pairs
. Therefore, the intersection in (3.11) is nonempty for
.
These are constellations of (3.12). It follows that any point of I has to be contained in G n+1 . The case of n odd can be treated in an analogous way.
We conclude that I = D 1 ∩ D 2 is contained in G n defined in (3.10) for all n ≥ 0. Since the three sets
all converge to the point set {0.(A − 3)(A − 3) (A − 3)(A − 3) . . .} in Hausdorff metric, this shows that I consists in a unique point.
Theorem 3.2. If 2A − B ≥ 5 then T has at least one cut point, namely, the point
Proof. We define D 1 and D 2 as in (3.8) and (3.9) . As mentioned at the beginning of the section, these sets are compact sets satisfying
We denote by z the point 0
Therefore,
where
as well as
In other words, z is a cut point of the connected set T .
The cut point obtained in Theorem 3.2 is depicted for A = 5, B = 5 within the tile at the bottom of Figure 1 .
Two techniques in the study of self-affine tiles
In this section, we recall two techniques in the topological study of self-affine tiles. The first one goes back to Ngai and Tang and aims at showing that a self-affine tile has no cut point. Recall that an iterated function system (IFS) {f i } m i=1 of injective contractions on R 2 has a unique nonempty compact attractor set T satisfying
satisfies the open set condition (OSC) whenever there exists a nonempty bounded open set
Self-affine tiles T satisfy the open set condition by taking U = int(T ). 
Then T is connected, has no cut point, and the closure of each component of int(T ) is homeomorphic to a closed disk.
To prove that the tile T has no cut point for 2A − B ∈ {3, 4}, we will construct a curve Q ⊂ ∂T with the properties required in Theorem 4.1. Our construction will rely on a second technique, the boundary parametrization of self-affine tiles introduced in [3] . This technique gives rise to a Hölder mapping C : [0, 1] → ∂T with C(0) = C(1) that follows the fractal boundary. The boundary parametrization of the class of quadratic CNS tiles was treated as an example in [3] . It reads as follows.
The boundary parametrization relies on a graph directed iterated function system (GIFS) for the boundary in the sense of [23] . This GIFS describes the subdivision process of the boundary, as stated in Proposition 4.2 below. Let G be the graph depicted on the left of Figure 3 . We call
as defined in Equation (3.1). Moreover, for s, s ∈ R and a, a ∈ D, there is an edge
We sometimes simply write s a − → s , since a is uniquely defined by the above equation. The graph G has the following properties. Proposition 4.2. Let T be quadratic a CNS-tile and D the incidence matrix of G. Then D is irreducible. Moreover, there exists a unique family of non-empty compact sets (K s ) s∈R such that
Remark 4.3. G is the so-called contact graph. It was computed in [4] . In the figure, we assume B ≥ A + 1. For A = B, the contact graph is obtained from the same figure by deleting the edges between between P 1 and −R and between −P 1 and R.
G being strongly connected, there is a strictly positive left eigenvector (u s ) s∈R satisfying s∈R u s = 1 associated to the Perron Frobenius eigenvalue β of its incidence matrix. The parametrization C : [0, 1] → ∂T is obtained by subdividing the interval [0, 1] proportionally to the graph G: in particular, a subinterval of length u s will be mapped to K s for each s ∈ R. To this effect, we order the boundary pieces K s around the boundary, as well as the subpieces ξ −1 (K s + Φ(a)) constituting K s . This results in an ordered extension G o , depicted on the right side of Figure 3 : the states are ordered from 1 to 6, and for each corresponding state s (i) ∈ R (i ∈ {1, . . . , 6}), all the edges starting from s (i) are ordered from 1 to o m . Here, o m is the total number of edges starting from s (i) , without reference to i for sake of simplicity. In this way, the mapping
is a bijection. We extend this mapping to the walks of arbitrary length in G o (possibly infinite walks):
Finally, we define the natural onto mapping [9] . In [3] , we proved the following result by taking C := ψ • φ (1) . 
be the sequence of approximations of T associated to Q. Then :
(1) lim n→∞ ∂T n = ∂T (Hausdorff metric).
(2) For all n ∈ N, ∂T n is a polygonal simple closed curve. Then ∂T n is obtained by joining by straight line segments the points
1 &1) in this order. Each vertex of ∂T n corresponds to an infinite walk ending up in a cycle of G. Thus these are images of fixed points of contractions:
The first terms of the approximation sequence are depicted in Figures 4 to 6 for some examples.
For the construction of the curve Q ⊂ ∂T meeting the assumptions of Theorem 4.1, we will make use of neighbor relations of the natural subdivisions of T . This will require the knowledge of the whole neighbor set of T itself. Note that, for 2A − B ∈ {3, 4}, the quantity J of Equation (3.3) is equal to 2 (or J = 3 in the case A = B = 4, but then x 2 + 4x + 4 = (x + 2) 2 and T is a square). Therefore, the neighbor set (see Equation (3.2)) reduces to
5. T has no cut point for 2A − B = 3
We assume throughout this section that 2A − B = 3 and A = B. The case A = B = 3 can be treated in a similar way, with a simplified graph G as mentioned in Remark 4.3. The aim is to construct a curve Q ⊂ ∂T satisfying the assumptions of Theorem 4.1. We will use the following terminology.
we say that M 1 , M 2 , . . . , M n form a circular chain.
5.1. Construction of Q. The curve Q ⊂ ∂T is built up from simple arcs according to the following strategy.
1. We define a chain of curves α 1 , α 2 , . . . , α B , along the bottom of the boundary of T , as images by the boundary parametrization C of subintervalls of [0, 1]. More precisely, for i ∈ {1, . . . B}, let
where s i , t i ∈ [0, 1] are the parameters associated to the infinite walks of G o given in Table 1 . We check that α 1 , α 2 , . . . , α B form a chain in Section 5.2. 2. We denote by α i , i ∈ {1, . . . B}, the curve along the top of the boundary of T , obtained by flipping the curve α i through the exchange of digits a ↔ B − 1 − a (a ∈ {0, . . . , B − 1}). In other words,
In particular, α i = 0.B − 1 − α i . Moreover, since the boundary language, given by G, is invariant by this flipping, the curves α i are also subsets of ∂T . Indeed, it can be seen on the left of Figure 3 
is a simple closed curve. 4. We add further simple arcs γ i , i ∈ {1, . . . , B − 2}, whose endpoints lie on Q . More precisely,
is a simple arc on ∂T going through the point 0.iA − 2 and with endpoints on Q (see Section 5.4). Note that this strategy generalizes to a large range of parameters A, B the construction of Q obtained for the case A = 4, B = 5 in [25] , with the additional property that Q is now a subset of ∂T . 
We also further use the notations (3.5) and (3.6).
Lemma 5.2. The following assertions hold for digits a 1 , a 1 , . . . , a 4 , a 4 ∈ {0, . . . , B − 1} with a 1 = a 1 .
• T a1 ∩ T a 1 = ∅ ⇐⇒ a 1 − a 1 = ±1.
• Suppose a 1 − a 1 = 1. Then
• Suppose a 1 − a 1 = 1 and a 2 − a 2 = A. Then
• Suppose a 1 − a 1 = 1 and a 2 − a 2 = A − 1. Then
• Suppose a 1 − a 1 = 1 and a 2 − a 2 = A − 2. Then
In this case,
Proof. The following equivalences hold.
•
• Using the fact that M 2 = −AM − BI 2 , we further have
• Finally,
Now, S is given in (4.1) and this proves directly the first four assertions of the lemma, as well as the last assertion by induction.
Remark 5.3. In particular, it follows from the last item of the above lemma that, for digits a 1 , a 1 , a 2 , a 2 , a 3 , a 3 ∈ D, we have
This will be used several times in order to check that the endpoints of certain boundary parts of T coincide.
The next lemma gives a precise description of the points constituting the curves α 1 , . . . , α B . It will be used to prove that certain boundary parts have either empty or one-point intersection. According to the ordering chosen for the states of the graph G, we denote by 
Moreover,
Finally,
, this boundary part is described in G o as the set of infinite walks w satisfying (see Table 1 for the walks corresponding to the parameters s 1 and t 1 ). This splits into different cases:
. Reading the corresponding sequences of digits leads to the description of α 1 . All the other cases are treated similarly.
Remark 5.5. A similar description is obtained for the curves α i (i ∈ {1, . . . , B}) by changing every digit a to the digit B − 1 − a and by interchanging the sets However, by Lemma 5.2, to have T 2a2a3a4 ∩ T 1a 2 a 3 a 4 = ∅ requires that
The above equality follows again from Lemma 5.2. This point set is itself included in α 1 ∩ α 2 by Lemma 5.4. Now, it can be seen from Lemma 5.4 that, for i ∈ {2, . . . , B − 2}, α i is just a translate of α 1 , by the vector 0. (i − 1) . In this way, we obtain easily that
for all i ∈ {1, . . . , B − 3}.
We now show that α B−2 ∩ α B−1 reduces to a point. By Lemma 5.4, we have the following inclusions. However, by Lemma 5.2, it is easy to check that (B − 1)0 does not belong to
It follows that Proof. This property is deduced from Lemma 5.6, stating that the curves α 1 , α 2 , . . . , α B form a chain. Indeed, given two infinite sequence of digits (a n ) n∈N and (a n ) n∈N , we have 
Proof. In the first part of the proof, we suppose that j, k ∈ {1, . . . , B − 2}. Since α j ⊂ T j , while α k ⊂ T B−1−k , we deduce that
We prove the result for j = 1, i.e., we show that α 1 ∩ α B−2 = ∅. The same will hold for α j ∩ α B−1−j for all j ∈ {2, . . . , B − 2}, since the sets α j (resp. α B−1−j ) are described by sets of points whose expansions only differ from their first digit, j.
By Lemma 5.4, Let us now consider the case j − (B − 1 − k) = 1, that is, k = B − j. Again, it is sufficient to prove the result for j = 2, then it will follow that α j ∩ α B−j = ∅ for all j ∈ {2, . . . , B − 2}. Since Let us finally consider the case j − (B − 1 − k) = −1, that is k = B − 2 − j. It is sufficient to prove the result for j = 1, then it follows that α j ∩ α B−2−j = ∅ holds for all j ∈ {1, . . . , B − 3}. The case j = 1 can be found in Appendix B.
In the second part of the proof, we deal with the remaining cases. Let us consider the case j = B − 1 and k ∈ {1, . . . , B}. Since α B−1 ⊂ T B−1 , α k ⊂ T B−1−k for k ∈ {1, . . . , B − 1} and α B ⊂ T 0 , we have
for all k ∈ {2, . . . , B}. We now prove that α B−1 ∩ α 1 = ∅. We notice that For the second intersection, we just use the definition of α j for j ∈ {1, B}: it is obtained from α j by changing every digit a to B − 1 − a. Hence the result follows from the computation of α B ∩ α 1 .
5.4.
For each i ∈ {1, . . . , B − 2}, γ i is a simple arc on ∂T going through the point 0.iA − 2 and with endpoints on Q . Note that β B−1 and β B are two consecutive simple arcs of a chain, with intersection point 0.(B − 1)A − 2 (see Table 1 As can be seen on Table 1 Finally, we claim that γ i ⊂ ∂T for each i ∈ {1, . . . , B − 2}. Let us observe that
The inclusion for α B−1 can be checked from Table 1 and the automaton on the right side of Figure 3 . We deduce from the same automaton that 0.
In the same way, we can observe that
. . , B−1}, and further that 0. We finally find another point in this intersection . By construction, the simple closed curve Q is the union of two simple arcs meeting at their endpoints, namely The detailed proof of this case will be published in a separate paper [19] . We list in this section the two main differences between the cases 2A − B = 3 and 2A − B = 4.
• There are significant changes in Lemma 5.2, describing the intersecting natural subdivisions of the IFS-attractor T . In particular, in the case 2A − B = 3, it follows from Lemma 5.2 that every intersection T a1a2 ∩ T a 1 a 2 contains exactly B − 1 points as soon as a 1 − a 1 = 1 and a 2 − a 2 = A − 2. These points build bridges between subdivisions of T . These bridges are "far enough from each other" for the curve Q ⊂ Q of Section 5.1 to be self-avoiding. Whenever 2A − B = 4, a lemma analogous to Lemma 5.2 shows that every intersection T a1a2 ∩ T a 1 a 2 contains infinitely many points as soon as a 1 − a 1 = 1 and a 2 − a 2 = A − 2. This involves changes in the construction of the curve Q in order to make the subcurve Q be a simple closed curve. However, by Lemma 5.2, for this intersection to be nonempty, we should have a 4 = 0, which does not hold.
• a 3 − a 3 ∈ {B − A + 1, B − A + 2}. Note that B − A + 1 ≥ 3 and B − A + 1 ≥ 4. However, since a 3 ≤ A − 1 and a 3 ≥ B − A, we have a 3 − a 3 ≤ 2. Therefore, these cases do not occur. Finally, if a 2 − a 2 = A − 2 then, by Lemma 5.2, a 3 − a 3 = −1 and the remaining digit sequences (a n ) n≥4 , (a n ) n≥4 are the periodic sequences (0, B − 1, 0, . . .), (B − 1, 0, B − 1, . . .) . In particular, the condition a 4 = 0 is only satisfied by the set T 2(B−1)00 and the condition a 4 = B − 1 only satisfied by the set T 10(B−1)(B−1) . But then a 2 − a 2 = B − 1 = A − 2.
