Multi-objective energy management of microgrid (MEM-MG) is to optimize the output power of micro-sources to satisfy the practical constraints through the whole optimization process while minimizing the operation costs and air pollutions of the MG system. In this paper, an MEM-MG optimization model is established and the practical constraints are described. Aiming at handling various types of constraints, a dynamic multi-constraints handling strategy (DMCS) is proposed based on multi-objective optimization evolutionary algorithm (MOEA), by which a potential solutions are evaluated from two aspects during the evolutionary process, namely the overall violations and the amount of the violated constraints. The comprehensive evaluation indexes are introduced to estimate the constraints violations of different dimensions as well as the number of the violated constraints. In addition, the common used Deb's constraints handling approach is modified into dynamic evaluation criteria, which can decrease the values of the two factors above simultaneously. Thereafter, DMCS is combined with non-dominated sorting genetic algorithm II (NSGAII) and applied to several MEM-MG optimization problems with different types of constraints. The simulation results are compared with those obtained by other constraints handling approaches. The case studies verify the effectiveness of the proposed DMCS in handling various types of constraints and finding optimal trade-off solutions for MEM-MG optimization problems.
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I. INTRODUCTION
Energy management of microgrid (MG) is one of the most significant topics in system optimal operation [1] - [3] . A proper energy management strategy can help MG make full use of the renewable energy as well as reduce the operation cost and air pollutions [4] - [5] . Meanwhile, the practical constraints should not be violated in order to ensure the feasibility of the energy optimization scheme [6] - [9] . Usually, a typical MG may contain different types of micro-sources, such as renewable energy power system, controllable distributed generations (DGs) and distributed energy storage systems (ESS), which leads to large amount of constraints. Furthermore, the energy management of MG is always a multi-objective optimization problem (MOP) [10] - [14] , in which more than one objective needs to be optimized simultaneously, like total operation cost, emission, power supply reliability, etc. This makes it difficult for the algorithms to reach the true Pareto front and find trade-off solutions as the energy optimization scheme. Thus, to achieve this goal, the first step is to deal with various types of practical constraints in the multi-objective energy management of MG (MEM-MG). Many researchers have studied the constraints handling strategies in solving MG energy management problems. In [15] , an MEM-MG problem is considered to minimize the operational and emission costs simultaneously, which is expressed as a constrained, linear and mixed-integer programming and an augmented Epsilon-constraint method is used to solve it. In [16] , a mixed-integer linear programming (MILP) model is proposed for minimizing the operational cost of MGs, including all kinds of operational constraints to ensure reliability of the system. The developed nonlinear model is converted into MILP model by linearizing the objective function as well as the constraints. Besides, in [17] , [18] and [19] , MILP and mixed-integer non-linear programming (MINLP) are applied to solve the constrained MG energy management problems. The traditional mathematical programming may get exact solutions for an optimization problem efficiently, whereas the transformation process for the optimization models can be complicated as mentioned in [1] and [20] .
In recent years, the intelligent optimization algorithms are widespread used in MG energy management problems [10] , [21] . In [22] , a smart energy management strategy is presented for an MG, which includes microturbine (MT), fuel cell (FC), photovoltaic array and energy storage system. The economic load dispatch and operation optimization of distributed generation (DG) are simplified into a single-object optimization problem, and a real-coded genetic algorithm (GA) is applied. To avoid violating the practical constraints, the violation value is introduced into the fitness function so that the individuals with less violation values have the priority of be selected. This fitness function relaxation method is popular in dealing with the optimization problems with all kinds of constraints, because it is simple to convert the constrained optimization problem to an unconstrained one [23] . Furthermore, the constraint item in the fitness function is always transformed into a penalty term to evaluate the constraints violations, which is called penalty function method (PFM). In [24] , a memory-based GA is proposed which optimally shares the power generation task among a number of micro-sources in MG. The method uses PFM to handle the equality constraints [25] . Since MEM-MG is an MOP, the Pareto-based multi-objective intelligent optimization algorithms get more advantages to achieve the optimal trade-off solutions, such as multiobjective optimization evolutionary algorithms (MOEAs). In [26] , an intelligent method based on multi-objective particle swarm optimization (MOPSO) is applied to minimize the cost and maximize the availability and reliability of the MG, while satisfying the system limitations. The simulation results show that MOPSO algorithm has better performance in finding the optimal trade-off solutions. However, the constraints used are only boundary limits of DG outputs, which are easy for algorithms to deal with. In [27] , the authors use nondominated sorting genetic algorithm II (NSGAII) to solve optimal energy generation dispatch problem in MG, the constraints handling criteria proposed by [28] is introduced taking account of both feasibility and domination. In [29] , a hybrid constraints handling strategy is proposed for multiconstrained MEM-MG problems. The constraints handling strategy is utilized in NSGAII and the results show that it can adapt to the change of MEM-MG problems. But this hybrid strategy mainly applies to several specific types of constraints.
It can be seen from the current researches that the traditional mathematical programming methods are efficient to some specific MEM-MG problems. However, the constraints need to be specially handled. MOEAs are independence on initial values and not sensitive to system models, which can well adapt to the variations of MEM-MG constraints. The current constraints handling methods utilized on MOEAs are proved to be effective in many fields of multiobjective optimization. But for the real-word MEM-MG problem, the model (including the decision vectors, the objective functions, the constraints and the parameters) is always changing and the number of the constraints could be very large considering the practical conditions. Thus the current methods cannot guarantee to find feasible solutions efficiently every time without the consideration of the above model characteristics.
The major contributions of this paper are summarized as follows. In order to solve the real-word multi-constrained MEM-MG problem, a dynamic multi-constraints handling strategy (DMHS) is proposed. The comprehensive evaluation indexes are introduced to evaluate the constraints violations taking account of the constraints types and amounts. Furthermore, the dynamic evaluation criteria are designed to reduce the number of the solutions' violated constraints as well as the constraints violations during the evolutionary procedure. The proposed DMCS can be embedded in MOEAs, which can help the algorithm find the feasible regions for multiconstrained MEM-MG problems effectively. With the consideration of reducing the amount and the types of the violated constraints, DMCS can well adapt to the variations of realword multi-constrained MEM-MG models.
In remainder of this paper, the MEM-MG problem is described in Section II. Then, DMCS is proposed to reduce the number and violations of the violated constraints for the potential solutions in Section III. Thereafter, simulation studies are given in Section VI. Finally, the conclusions of the study are presented in Section V.
II. MEM PROBLEM STATEMENT OF MG
The task of MEM is to adjust the output of each micro-source at different time points and the charge/discharge capacity of the energy storage device under the premise of satisfying the constraints, so that the total power generation of the MG system meets the load demand. At the same time, the comprehensive cost can be saved to the minimum and the ecological pollution is reduced. This section will establish a mathematical model of MEM-MG from three aspects: decision vectors, objective functions and practical constraints.
A. DECISION VECTORS
MEM not only needs to consider the output of each device in the MG, but also takes into account the combination of different micro-sources, which is a more complex combinatorial optimization problem. In this paper, the photovoltaic (PV) arrays (200×200W) are utilized to make use of solar energy. One 65kW micro-turbine (MT) and one 40kW fuel cell (FC) are considered in MG as the controllable DGs, and there is also a 360Ah battery bank as the ESS. The output models of the above micro-sources can be found in [30] .
The decision variables include two parts: the micro-source output and the micro-source start/stop status. Therefore, the decision vector can be expressed as:
where n, P g and U g can be calculated by the following formulas:
where N g , P G , P S , P grid and u k can be expressed as:
where P G,i and P S,j can be described as:
In (10), P G,i,t only represents the output intermediate variable of the i-th controllable micro-source at time t, whereas the actual micro-source output is expressed as
B. OBJECTIVE FUNCTIONS
The goal of MG economic scheduling under the gridconnected mode mainly includes: the lowest cost of fuel, the lowest cost of maintenance, the lowest start-up cost, the lowest depreciation cost, and the greatest benefit from the transaction with the main grid. In this paper, the sum of the above-mentioned various costs incurred by the MG 24 hours scheduling is taken as the comprehensive cost of the MG system. The general expression of the objective function is as follows:
The expressions of the above types of cost items can be found in [30] , [31] .
The main goal of the environmental scheduling of the MG system is to minimize atmospheric pollutants such as carbon dioxide, sulfur dioxide, and nitrogen oxides generated during the operation. The amount of pollutants emitted depends on the fuel used, the installation of pollution control devices, and the amount of electricity generated. In the MG system, the pollutants are mainly generated during the micro-source generation, charge/discharge of the energy storage device, and the interaction between the MG and the main grid. The general formula of the objective function can be expressed as follows:
This paper assumes that there is no pollution emission during charging/discharging of energy storage device and interaction between MG and main grid. The expression is usually in the form of a polynomial, the number of which depends on the accuracy of the model. This paper uses a quadratic function to represent the pollution emission curve of E G,i,t , as shown in the following formula:
where α 1 = 6.49, β 1 = −5.55, and γ 1 = 4.09 for MT, and α 2 = 3.38, β 2 = −3.55, γ 2 = 5.33 for FC [32] .
C. PRACTICAL CONSTRAINTS
Due to factors such as technical conditions, MG structure, and operating mode, there are many kinds of constraints on the actual MEM optimization problem. This paper lists the typical constraints in the current MEM-MG optimization studies, such as upper and lower output limits of controllable micro-source, transmission capacity limit of the power line, capacity limit of ESS, charge/discharge limit of ESS, and power balance constraint, which can be found in the appendix (Equations (A1)-(A5)). Besides, the ramp rate constraint, which is used in the traditional electric system scheduling problems, is introduced on controllable DGs to test the performance of the proposed constraints handling strategy. And the chance constraint is suggested in this paper considering the uncertainties of renewable energy and electric load demand.
1) RAMP RATE CONSTRAINT OF CONTROLLABLE DG
Ramp rate refers to the output of the controlled DGs in unit time. The ramp rate constraint of the controllable DGs can be expressed as:
where the values of R u,i and R d,i are both 20kW in this paper, and t is 1h. It is worth noting that, for conventional thermal power units, the ability of the unit to respond to loads changes is affected by the rate of ramping. And usually the output of a lot of small controllable DGs in MG can generally be raised from zero to rated power in a matter of minutes. But in order to test the effectiveness of the algorithm and make the optimization strategy studied more versatile for all kinds of controllable DGs, this paper assumes that the maximum ramp rate of the controllable DG is relatively low.
2) CHANCE CONSTRAINT CONSIDERING UNCERTAINTIES
The chance constraints used in this paper describes the uncertainties of renewable energy and electric load demand, which can be transformed into the formulas below [33] : 
The distribution functions of the random variables ξ t and ξ t are φ t and φ t , respectively. ξ t and ξ t obey the Gaussian distribution with zero mean, and the variance is σ pv,t
The forecast errors of PV output and electricity load demand can be calculated by the equations below:
where α = 0.9, ρ pv,t = 0.2, ρ pv,r = 0.02, and ρ EL,t = 0.02.
III. DYNAMIC MULTI-CONSTRAINTS HANDLING STRATEGY
Section 2 described a typical MEM-MG problem with complicated constraints. In this section, two comprehensive evaluation indexes are designed, taking account of the dimension differences and the number of the violated constraints. According to the comprehensive indexes, a dynamic multiconstraints handling strategy based on MOEA (DMCS -MOEA) is proposed for the MEM-MG problems, considering the large amount and high diversity of the constraints violations.
A. CHALLENGES OF MULTI-CONSTRAINED MEM-MG OPTIMIZATION PROBLEMS
An example of two-dimensional solution space is used here to describe the similar challenges in MEM-MG optimization problems, which can be found in Fig. 1 .
In this MOP there are three constraints representing the three typical kinds of constraints in MEM-MG problem. R1, R2 and R3 are the regions where the potential solutions satisfy the corresponding constraints, respectively. The complexity of the solution space of MEM-MG optimization problems is described as follows:
(1) The feasible regions and Pareto solutions distributed unevenly in the solution space, which is difficult for MOEAs to find all of them. It can be seen from Fig.1 that the three types of constraints divide the solution space into three irregularly shaped feasible regions, which are not connected. In addition, the distribution of the feasible Pareto solutions (red points) is uneven. Thus, it is necessary to find all the feasible regions in the solution space, whereas the task is not easy for the MOEAs since the initially generated individuals may be in the right two feasible regions in the high probability, which means the left one may not be found.
(2) Both the amount of the constraints and the number of constraints types are very high in an MEM-MG problem, which makes it difficult to evaluate and compare the constraints violations of the solutions. Current researches haven't focus on this practical multi-constrained MEM-MG problem, considering both the number and the types of the constraints. As a result, the overall constraints violations cannot be compared directly. For example, in Fig.1 , Point A violates three constraints, and the value of Constraint 2 violation is large according to its dimension. Point B only violates Constraint 3, and the value is small according to its dimension. In this condition MOEA would select Point B as it has smaller overall violation, which is not helpful for the algorithm to convergence to the feasible regions.
(3) The MOEAs may not find any feasible regions in an MEM-MG problem if the number and types of the constraints are not taken into account simultaneously. However, there isn't a strategy to reduce the number and types of the violated constraints during the evolutionary procedure. Only the constraints violation is the main key factor in evaluating the feasibility of the potential solutions by current studies. By using the existing heuristics constraints handling approaches, the violation values may be decreased, whereas the number of violated constraints may remain large, which would result in failure of finding all the feasible regions.
Besides, comparing with Fig. 1 , the solution space in the real-word MEM-MG problem has much higher dimensions, for the number of the micro-sources is usually large. And the optimization model is always changing with the practical conditions. It is difficult for the current handling strategies to deal with various types of constraints. Therefore, a novel constraints-handling strategy is needed to adapt to the changes of these multi-constrained MEM-MG problems, which considers the factors of the number and types of the constraints simultaneously.
B. COMPREHENSIVE EVALUATION INDEXES
In Deb's constraints handling criteria [28] , the feasible solutions take priority over the infeasible ones, and for the infeasible solutions, the one which has smaller constraints violations would be selected. However, in an MEM-MG problem mentioned in Section 2, it is almost impossible for MOEA to find feasible solutions since the feasible solution spaces are complicated. Also, a potential solution may violate more than one constraint, which means it is important for the algorithm to take the number of violated constraints into account. Thus, the evaluation criteria of the constraints violations are redefined in this paper.
As a practical MOP, the different types of constraints violations (such as power and time) cannot be compared directly. This paper suggests that the violations of a certain type of constraint for Solution x should be evaluated by the expression below:
where g j,i (x) can be calculated using the expression:
In this paper, g j,whole min equals to 0 in case that g j,i (x) = 0 and g j,i (x) = 0, which means an infeasible solution is mistaken for a feasible one.
Thereafter, the overall constraints violations can be calculated as follows:
where w c,j is 1 in this paper. To solve the multi-constrained MEM problem, the comprehensive evaluation criteria of this paper give consideration to the fairness of violations comparisons, as well as the evaluations of the numbers of the violated constraints, which is shown below:
C. DYNAMIC EVALUATION CRITERIA
The MOPs which have large numbers of constraints may lead to complex solution spaces. Some of the constraints are easy for MOEA to handle, whereas some are not. Therefore, this paper suggests that the evaluation criteria of constraints violation should be dynamic to adapt the change of the search target. At the early stage of the evolutionary procedure, the main task is to reduce the number of the violated constraints for the potential solutions, which can simplify the search space and improve the overall efficiency of the algorithm. When the population moves into some regions which just violate a few constraints, MOEA should focus on the decrease of the overall constraints violations. Deb's constraints handling approach, which were proved to be efficient by lots of studies, is introduced and improved in this paper during the MOEA process of solutions sort and selection. Based on this approach, Solution x 1 has a better non-domination rank than Solution (c) Neither of them is feasible but Solution x 1 has less overall constraint violations.
Deb's constraints handling criteria ensures that all the feasible solutions have priority to be selected, but for an MEM-MG problem which has various types of constraints, the feasible solutions are difficult to be obtained. So in DMCS-MOEA, Criterion (c) is modified, which is shown below:
Equation (25) describes two kinds of evaluation criteria to evaluate non-domination ranks of Solution x 1 and x 2 related to the value of the evaluation parameter.
In (25) , the value of s is generated according to the probability f every time before the comparison. Taking account of both the numbers of violated constraints and the overall violation values, f changes dynamically during the evolutionary process, which is described as follows:
It can be seen from (26) that with the increase of the generation numbers, f decreases gradually. So at the early stage of the evolutionary process, the solutions which have lower amounts of violated constraints are saved with a relatively high probability. However, after several generations in the evolution, the possibility to be selected is improved for the solutions with less overall constraints violations. The change trend of f also depends on P, which equals to 3 in this paper.
D. THE PROCEDURE OF DMCS
DMCS can be applied to the MOEA frameworks when satisfied potential solutions need to be selected. According to the proposed dynamic evaluation strategy, the DMCS procedure is shown in Fig. 2 .
It is clear from Fig. 2 that the solution properties of nondomination, feasibility, numbers of violated constraints and the dimension differences of the violations are all considered. By using DMCS during the solution selection part, the violated constraints and the overall violations of the solutions would decline with the growing of generations. And in the later period, most of the solutions in the population could be feasible, and the algorithm would choose the better ones based on non-dominance. Finally, the approximate Pareto set would be obtained. Figs. 3-4 show the individual selection examples which may help better understand the mechanism of DMCS. C1-C6 and C1'-C3' are the regions where the potential solutions satisfy the corresponding constraints, respectively. It can be seen from Fig. 3 that at early evolutionary procedure, the number of the violated constraints by the four potential solutions: N (S1) = 1, N (S2) = 2, N (S3) = 3 and N (S4) = 6. And the overall violations values evaluated by (23) can be sorted by the order: O3 < O2 < O1 < O4. However, according to (25) and (26) , in most situations the potential solutions with less number of violated constraints will have priority to be selected. So S1 will be selected first, although it has larger violation values than S2 and S3. In this way, the average number of violated constraints of all the individuals in the population can be reduced gradually during the searching process. It can be seen from Fig. 4 that at late evolutionary procedure, the potential solutions (S1'-S4') obtained by MOEA violate less than three constraints by utilizing DMCS (N (S1') = 1, N (S2') = 2 and N (S3') = N (S4') = 3), whereas the overall violation values evaluated by (23) can be sorted as: O3 < O2 = O1 < O4 . According to (25) and (26) , there is very large probability for MOEA to select the solutions with less overall violations. Thus S3' will be selected first, and S1' and S2' have the same priority. By the dynamic evaluation criteria, the solution pace can be simplified with less violated constraints, and the overall violations are also considered to retain some potential solutions with high number of violated constraints and small overall violations, which can increase diversity of the population and make it easier for MOEA to convergence to all the feasible regions.
IV. RESULTS AND DISCUSSIONS
In this section, the proposed DMCS-MOEA framework is applied to several optimization problems of MEM-MG, which represent to different practical scenarios with various of constraints. The effectiveness is tested by numerous simulations and the performance on handling multi-constraints optimization problems of MEM-MG is compared with other approaches.
A. DATA AND PARAMETERS SETTINGS
According to the output model of PV, the forecast data of solar irradiance and air temperature are needed, which can be found in Fig. 5 and Fig. 6 . Besides, the electricity load demand is also shown in Fig. 7 . The data above is based on the practical condition in north China in a typical summer day [30] . In addition, the electricity price setting can be found in [32] . In this paper, NSGAII is selected as the optimization algorithm, since it is one of the most widely used MOEAs. To compare and study the simulation results, other constraints handling approaches are introduced, like penalty function method, dynamic stochastic ranking (DSR) method, and Deb's constraints handling approach. The PFMs mentioned above are the most commonly used ones in engineering optimization for their high efficiency and simplicity. The construction method of penalty function and the parameter settings used in this paper can be found in [29] . DSR can lead the algorithm into feasible regions as well as increase the fitness of the population, the parameter settings of which can be found in [34] . In addition, Deb's constraints handling approach proposed in [28] is also employed, which is utilized in the standard NSGAII (S-NSGAII) to solve constrained optimization problems. Moreover, to study the advances by using dynamic evaluation criteria, another static evaluation criterion on constraints violation is employed by simplifying (25) in DMCS, as shown below:
It can be seen that by utilizing the static evaluation criteria, the algorithm may always take priority to the solutions with lower amounts of violated constraints during the evolutionary process.
The five constraints handling approaches are combined with NSGAII respectively, namely PFM-NSGAII, DSR-NSGAII, S-NSGAII, MCS-NSGAII and DMCS-NSGAII. The population size is 50 and the maximum generation number is 500 for each algorithms.
B. COMPARISONS OF SIMULATION RESULTS
In remainder of this section, the five combined algorithms are applied to five practical cases of MEM-MG. Each algorithm will run 50 times and the best and average results are recorded. The micro-sources and constraints in the five cases can be found in Table 1 . The rates of the feasible solutions obtained are shown in Table 2 . Since the result by MOEA is a set of Pareto solutions, the extreme solutions are used to evaluate the search performance of the combined algorithms, which have the information of the minimum cost and minimum emission found by each method. The best and average extreme solutions for the minimum cost and minimum emission are shown in Table 3 and Table 4 , respectively.
It can be seen from Table 1 that in Case 1, there are only PV, MT and FC in the MG. Equations (A1) and (A2) are boundary constraints which only work on single variables, and (A5) applies to multiple variables in the same time intervals, which can also be transferred into inequality constraints with (A2). Therefore, the constraints in Case 1 are easy to handle and all of the five methods have obtained 100% feasible solutions. However, Table 3 shows that S-NSGAII can get better extreme solutions than PFM-NSGAII and DSR-NSGAII, which indicates that by using Deb's constraints handling approach, NSGAII can be more efficient in solving the MOP in Case 1. Although the extreme solutions gained by MCS-NSGAII and DMCS-NSGAII can dominate those by S-NSGAII, the advantages are not obvious. Thus, in Case 1 Deb's constraints handling approach can get satisfied feasible Pareto solutions, and by taking account of the types and amounts of violated constraints, the Pareto solutions obtained would be a little better.
In Case 2, ESS is introduced and there are two more types of constraints ((A3) and (A4)), one of which is the capacity limit of ESS. It can be seen from (A3) that the constraints apply to one kind of variables in different time intervals, which means the variables of P char /P dischar should not only follow the requirements of (A4), but also consider the charging/discharging power of ESS during the previous and next time intervals. This makes the search space more complex. Also, the total amount of constraints increases to 288 according to Table 1 . So it can be seen from Table 2 that the rates of the feasible solutions by PFM-NSGAII, DSR-NSGAII and S-NSGAII reduces to 84%, 88% and 87% respectively, while MCS-NSGAII and DMCS-NSGAII can still guarantee that all the solutions in the population are feasible. As for the obtained extreme feasible solutions, DMCS-NSGAII gets the lowest cost (135.13$) and MCS-NSGAII achieves the minimum emission (3.70kg). And according to Table 3 , the average total cost and emission by MCS-NSGAII and DMCS-NSGAII are similar. This demonstrates that in Case 2, it is necessary to introduce the proposed comprehensive eval- uation indexes to improve the ability of dealing with multiple constraints.
It can be seen from Table 1 that Case 1 and Case 2 only consider the typical constraints in the appendix, which are common used in current researches. The results show that most of the solutions obtained are feasible by the five methods, which means the typical constraints handling problem is not much difficult for them. In Cases 3-5, the ramp rates of controllable DGs and the uncertainties of the environment and load demand are taken into account to make the MEM-MG problems more challenging.
In Cases 3 and 4, the MOPs become more challenging with some additional constraints. Both of them have the constraints related to a type of variables in more than one time interval (like ramp rate constraints and capacity limit of ESS). Meanwhile, the constraints derived from the chance constraints also make it more difficult for the algorithms to search the feasible solution spaces. Table 2 shows that PFM-NSGAII gets no feasible solutions during all the experiments in Case 3 and only 2.5 feasible solutions in average in Case 4. DSR-NSGAII gets 1 and 4 feasible solutions in Cases 3 and 4, respectively. And for the results gained by S-NSGAII, more than half of the solutions are infeasible both in Cases 3 and 4. On the other hand, most of the solutions (above 87%) obtained by MCS-NSGAII and DMCS-NSGAII are feasible. It is interesting that MCS-NSGAII can get 48 feasible solutions in average in Case 4, whereas in Case 3 where there is even less constraints, the number is about 43. In contrast, the amounts of feasible solutions achieved by DMCS-NSGAII are about 47 and 49. This indicates that despite the types and amounts of violated constraints, the overall constraints violation is also a key factor to increase the proportion of feasible solutions. According to Tables 3 and 4 , the extreme feasible solutions obtained by PFM-NSGAII, DSR-NSGAII, S-NSGAII and MCS-NSGAII are limited to a fairly small range, which means it is impossible for them to search more solution spaces and the diversity of the population is poor. For a MOP of MEM-MG, the low diversity index of Pareto set cannot meet the practical requirements.
With the study of the above four cases, it is not difficult to understand the simulation results in Case 5, which is the most complicated and has the largest number of constraints. It can be seen from Table 2 that PFM-NSGAII, DSR-NSGAII and S-NSGAII cannot get even one feasible solution within 500 generations. Although MCS-NSGAII gets about 19 feasible solutions in average, its extreme solutions are dominated by DMCS-NSGAII. As for DMCS-NSGAII, it can still find more than 40 feasible solutions, and gets much lower cost (147.42$) and emission (6.53kg) in average for the decision makers. The results demonstrate that DMCS-NSGAII can well adapt to all kinds of practical MEM-MG problems with complex optimization models, especially those with various types of constraints.
In addition, the extreme solutions by DMCS-NSGAII are selected, which have the lowest cost, and the micro-sources' output power in two typical cases are studied. Figs. 8-9 are the output curves of MT and FC in Cases 1 and 2. Figs. 10-11 are the charged/discharged power and SOC of ESS in Case 2. The total output of MT and FC in Cases 1 and 2 presented in Table 5 . Besides, Figs. 12-13 show the PV output curves and the solar energy curtailment in Case 3 and 5.
It can be seen from Figs. 8 -9 that when the load demand level is low (from 00:00 to 10:00), the energy management plan obtained by DMCS-NSGAII mainly chooses the solar energy and the electricity from the grid, which doesn't cause pollution. On the other hand, since the electricity price is cheaper in valley period and normal period [30] , there is no need to start MT and FC. Also, from the figures and Table 5 it is clear that FC is used more frequently and outputs more power than MT, since FC is more economical and environmentally friendly according to the models of fuel cost and emission [30] . Besides, both MT and FC output less power in Case 2 when ESS is added, and the output changes with less fluctuation. Fig. 10 shows that ESS is charged by MG in the valley and normal period and the electricity price is low, and discharged to reduce the outputs of the controllable DGs when the load demand increases. Thus the total emission and cost drop in Case 2 and Case 5, respectively, comparing to those in Case 1 and Case 3. Figs. 8-10 indicate that ESS can absorb or release the power to smooth out power fluctuation and save energy as well as reducing pollution. Furthermore, in Case 3 and 5 there is solar energy curtailment since the chance constraints are added considering the uncertainties of PV outputs. It can be seen from Fig. 12 and 13 that the solar energy curtailment decreases evidently when ESS is added in Case 5, which means ESS can be conducive to absorbing more solar energy and improve the grid-connected ability of the intermittent power. The results above illustrate that DMCS-NSGAII can achieve feasible and reasonable scheduling schemes for MEM-MG problems. Case 5 is a typical multi-constrained MEM-MG problem, which contains renewable energy resources (PVs), controllable DGs (MT and FC) and ESS and has various types of constraints. Therefore, the simulation results by the proposed methods are further studied. First, the Pareto sets by the five combined algorithms are presented in Fig. 14, and the feasible solutions by MCS-NSGAII and DMCS-NSGAII are shown in Fig. 15 .
It can be seen from Figs.14 and 15 that the trade-off solutions by DMCS-NSGAII distribute uniformly and widely in the objective space, which may give the decision makers a good many of options in balancing the conflict between less cost and lower emission. As a comparison, the distribution of the best optimization results obtained by PFM-NSGAII, DSR-NSGAII, S-NSGAII and MCS-NSGAII are more concentrated in a smaller range, especially the ones achieved by PFM-NSGAII, and S-NSGAII. Table 2 shows that PFM-NSGAII, DSR-NSGAII and S-NSGAII find no feasible solutions in Case 5, which means these three methods have fallen into local optimum. It illustrates that NSGAII may be misled into some infeasible regions if not evaluating the constraints violation properly, and convergence early by ''super-individual''. Moreover, without the consideration of the number and the types of the violated constraints, it is almost impossible for PFM-NSGAII, DSR-NSGAII and S-NSGAII to find any feasible regions when solving this MEM-MG problem with 384 constraints. Fig. 16 focuses on the results by the above four methods. It is evident that most of the solutions obtained by MCS-NSGAII are nondominated, whereas only a few of those by PFM-NSGAII, DSR-NSGAII and S-NSGAII cannot be dominated by others in the population. This indicates that by introducing the proposed comprehensive evaluation indexes, the algorithm can find a uniformly distributed Pareto front with more nondominated solutions. In addition, Fig.15 illustrates that the dynamic strategy can help NSGAII find the feasible search space in less time (or with less evolutionary generations), so that the algorithm may focus the limited computation resources on searching more non-dominated solutions and ensure a better convergence to the true Pareto optimal front.
V. CONCLUSION
This paper proposes a dynamic multi-constraints handling strategy to handle the multi-constrained MEM-MG optimization problems. The comprehensive evaluation indexes are introduced to estimate the constraints violations of different dimensions as well as the numbers of the violated constraints. Meanwhile, the dynamic evaluation criteria is suggested by improving Deb's constraints handling approach, so that the algorithms can reduce the amounts of the violated constraints and the overall violations of the individuals simultaneously. Case studies show that by utilizing the comprehensive evaluation indexes, the optimization algorithm can obtain more feasible solutions. Moreover, the dynamic evaluation criteria may help the algorithm to reach the feasible solution spaces in a relatively short time. Therefore, the proposed DMCS-MOEA can find more trade-off solutions with less cost and emission and meet the practical requirement of MEM-MG problems.
It should be noted that this work just shows the effectiveness of DMCS on handling several typical types of constraints. Further studies are needed on the performance of DMCS-MOEA on solving more complex MEM-MG optimization problems with larger numbers of constraints.
APPENDIX

A. UPPER AND LOWER OUTPUT LIMITS OF CONTROLLABLE MICRO-SOURCE
Every controllable micro-source should meet its own power generation capacity limit, namely: P G,i,min ≤ P G,i,t ≤ P G,i,max .
(A1)
In this paper, the output power of each micro-source is its rated power and the lower limit is 0.
B. TRANSMISSION CAPACITY LIMIT OF THE POWER LINE
When the MG system is in the grid connected mode, the transmission capacity of the interaction between the main grid and the MG is limited. The purchase/sale of electricity within the unit time interval should not exceed its limit. P grid,min ≤ P grid,t ≤ P grid,max ,
where the values of P grid,min and P grid,max are 0 and 50kW in this paper.
C. CAPACITY LIMIT OF ESS
For the ESS, overcharge/overdischarge will shorten its life. Therefore, the SOC of the ESS should meet the following constraints:
where the values of SOC min and SOC max are 10% and 90% in this paper.
D. CHARGE/DISCHARGE LIMIT OF ESS
The charging/discharging power of the energy storage device in a unit time should satisfy the limits below: P char,t ≤ P char,max P dischar,t ≤ P dischar,max ,
where the values of P char,max and P dischar,max are both 20kW in this paper.
E. POWER BALANCE CONSTRAINT
The sum of output of all devices in the MG should be equal to the electrical load demand of the system, which can be expressed as: 
