The latter value was just over half of the SD of the reference range (I·2 kPa). Pco, of blood was also measured without significant bias but with a much smaller SD of random error of 0·28 kPa (by excluding one egregious result), which was again just over half the SD of the reference range (0·51 kPa). Measurements of blood P0 2 and Pco, seem generally acceptable in relation to their respective reference ranges but measurements of pH were unsatisfactory in both internal and external trials.
In recent years, quality control procedures have been widely applied in clinical chemistry laboratories. However, blood-gas and acid-base determinations have been largely ignored in these developments, partly because of the difficulties in providing blood samples of known pH, P02, PC02 and because estimations are often carried out in peripheral laboratories not under the direct control of depart-Methods ments of clinical chemistry. Nevertheless, there is an obvious need for quality control of these estimations, which are often required for the diagnosis and management of critically ill patients.
Several studies (Kelman et al., 1966; FIenley et al., 1967; Adams et al., 1967 Adams et al., , 1968 have reported on the accuracy that can be attained in a single laboratory, usually one staffed by those with special experience in the field. It appears that the high level of accuracy obtainable in these circumstances may not be maintained when studies embrace a group of laboratories, and there are three reports of parallel analyses carried out in two to five different laboratories which indicate substantial discrepancies in some of the mean values (Isherwood et al., 1972;  Dowd and Jenkins, 1973; Weisbrot et al., 1974) . There is, however, still a lack of broadly based data on the level of accuracy attainable in a large group of laboratories. This information is essential for the formulation of practicable levels of accuracy which may be achieved 245 All analyses in the study were performed in accordance with the current routine methods of the laboratories. One of the authors (BOM) prepared the samples, passed them to the analyst, and did not thereafter offer any comment. For the blood P02 results reported in this study, no corrections were applied for any difference in reading obtained with blood and gas of the same P02, although two laboratories normally made a correction of about 5%. One laboratory had no P02 electrode and two laboratories, using the Astrup microequilibration system, could not accept gas samples for PC02 determination. The two laboratories using the ABL 1 apparatus could not accept any gas samples. Each analysis was performed in triplicate and means are reported below. None of the analysts had any knowledge of the expected values, but each was informed of his results in relation to the results of the study as a whole when it was completed.
PREPARATION OF GAS MIXTURES
A number of gas cylinders were filled in our laboratory with a mixture of oxygen and carbon dioxide in nitrogen. Analysis of these gases was performed using a Lloyd Haldane apparatus (Cormack, 1972) by one of the authors (BDM). These analyses were independently checked for carbon dioxide by another member of the department (RSC) using a different Lloyd Haldane apparatus, or by AH at another hospital, and all analyses were performed 'blind'. The oxygen concentrations of the gas cylinders were checked by the other author (JFN) using a Servomex OCL 101 paramagnetic oxygen analyser and also working 'blind' .
The gas cylinders were transported to the laboratory under investigation, where one cylinder (CAL gas) was used to determine the accuracy of gas analysis with the electrodes. The approximate concentrations of oxygen and carbon dioxide in these gases were II % and 6% respectively. A second cylinder (TON gas) was used to equilibrate the blood and serum samples: the approximate concentrations were 4 % carbon dioxide and 12% oxygen. CAL gas was dispensed into a 50 ml gas-tight glass syringe and 20 ml of it was introduced into the electrode assembly for analysis.
PREPARATION OF THE AQUEOUS pH STANDARD
A solution containing potassium dihydrogen phosphate (8'695 mol/kg) and disodium hydrogen phosphate (30·43 mol/kg) was prepared to give a pH of 7·384 at 37°C (Bower et al., 1961) . This was 247 checked against a commercially available buffer of the same formulation.
PREPARATION OF A SERUM SAMPLE OF KNOWN p n
The ideal control material would be whole blood of known pH but problems of stability make this impractical at present. We therefore used a large batch of frozen serum which overcomes this problem and more closely resembles whole blood than does a buffer solution.
Unfortunately, it is not possible to predict the true value for the pH of the serum sample. However, if the serum is stored under sterile conditions at -20°C and then thawed and equilibrated to a known constant PC02, the pH value will remain constant and can be used to monitor alterations in the pH electrode performance (Bird and Henderson, 1971) .
Before the start of the laboratory trials, several samples of sera were thawed and equilibrated in a tonometer with gas mixtures containing 7 %, 5 %, and 3 % carbon dioxide in 12 % oxygen. The pH values were measured in triplicate at these three levels of PC02 and the resultant buffer line for the serum sample was used during the laboratory trials to predict the pH value of serum after equilibration with a gas of known PC02 in a tonometer (Instrumentation Laboratory Model 237) at a temperature of 37°C.
EQUILIBRATION OF BLOOD SAMPLES TO A KNOWN P02 AND PC02
Fresh heparinised human venous blood was equilibrated with a gas of known oxygen and carbon dioxide concentration (TON gas) in an IL tonometer at a temperature of 37°C for 10 min with a gas flow of 500 rnl/rnin (Chalmers et al., 1974) . The P02 and PC02 of the gas mixture was calculated from the concentrations and the barometric pressure.
INTERNAL LONGITUDINAL QUALITY CONTROL SURVEY
Under optimal conditions in our laboratory we have obtained the following degrees of replicability (1 SD) on 20 consecutive aliquots of blood and sera. pH 0·010 units P02 0·16 kPa PC02
0·15 kPa In parallel with the external trial, we undertook an internal longitudinal quality control survey lasting 20 weeks and comprising 20 sets of blood and sera and 13 sets of gas analyses. For this we used a blood-gas analyser (Instrumentation Laboratory Model 213). P02 and PC02 electrodes were calibrated with a pair of gas mixtures prepared and supplied with certificates of analysis from the British Oxygen Company Ltd. Buffer solutions (pH values 7'384 and 6'840) were supplied by Instrumentation Laboratory UK Ltd. A two-point calibration was carried out at the beginning of each day; thereafter single-point calibrations were carried out before each analysis. The single-point calibration was then repeated immediately after each analysis and corrections were applied if there was any drift. Tonometric studies had shown that blood samples indicated a P02 value 4 %less than the P02 of gas with which they were in equilibrium. We therefore normally apply a correction of 4 %but, for the purposes of this survey, we have reported P02 readings uncorrected.
Results

INTERNAL LONGITUOI NAL QUALITY
CONTROL SURVEY (TABLE 2 ANO 
pH ofthe buffer
This showed a maximum discrepancy of ± 0·014 but for 12 consecutive weeks it was only ±O'OOS pH units. Overall there was no significant bias but an SO of 0·007 pH units.
pHo/serum
This showed a considerably wider scatter of results. The absolute accuracy cannot be stated as the 'true' pH of the serum is unknown. There was, however, no significant bias in relation to the interpolated value from our buffer line previously determined, but an SO of 0'011 pH units.
P020/gas
This showed no significant bias but an SO of 0'21 kPa. 
P020/blood
This showed the expected bias of -0,31 kPa or about -3 % of the true P02 and was significant (p < 0,(01). The SO was only 0·11 kPa.
PC020/gas
This showed an unexpected bias of -0,23 kPa which was significant (p < 0'01), with an SO of 0·13 kPa.
PC02 ofblood
This showed no significant bias and a random error of SO of 0·16 kPa. EXTERNAL TRIAL (TABLE 2) In the next section we considered all results and then eliminated those in which the error was greater than 2 SOs. A second SO was then calculated for the group, excluding the egregious results.
pH o/buffer (16 results, Fig. 3 
)
The mean bias was -0·007 which was not significant. Excluding the two lowest results (Table I) , the bias was -0·003 (SO 0'(08), which was not significant.
pH ofserum (16 results) This showed a wider distribution of results than pH of buffer (SO 0·026 compared with 0,013) but without any significant bias (Fig. 3 ). There was no appreciable difference in performance between any of the different types of apparatus (Table 1) .
P02 0/gas (13 results) This showed a high SO of random error which was largely due to one outlying result (Table 1 and The vertical bar on the left and the horizontal bar at the bottom indicate bias (± 2 SOs) in the internal longitudinal quality control survey (Fig. 2) . The vertical arrow on the right indicates the reference range (see text). The pair of broken horizontal lines indicate acceptable limits of error according to Tonks's formula. Major errors (Table I) are ringed.
(Internal Po. blood is not corrected for blood/gas factor). 
This showed no significant bias but a random error of SO (0-42 kPa) (Table 1 and Fig. 5) . Exclusion of the one large error shown in Table 1 did not alter the lack of significance of the bias, but reduced the SO to 0·28 kPa. This showed a solitary high egregious error and, excluding this result, the bias was -0·36 kPa (SD 0·72 kPa) which was not significant (Table 1 and Fig. 4 ).
PC02 ofgas (12 results) This showed a fairly close distribution of results (SD 0·29 kPa) with a bias of -0·37 kPa which just reached significance at the level of p = 0·05 ( Table 1 and Fig. 5 ). Exclusion of the one large error shown in Table 1 did not alter the significance of the bias but reduced the SO to 0·24 kPa. ...,
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PC02
The single low value for gas (-0·96 kPa) B2 was unexplained and not matched by a comparable error in PC02 of blood ( +0·27 kPa). The single high value for blood (+ 1·17 kPa) A5 could not be compared with a gas analysis since the equipment (Radiometer microequilibration system) was unsuitable for gas analysis. This was from a laboratory using the Radiometer gas mixing apparatus GMA I.
Discussion
NORMAL RANGES
The permissible random error of measurement should be considered in relation to the normal or reference range of the variable concerned. Tonks (1963) proposed that the acceptable error (which we may take as ± 2 SDs of the random analytical error)
should not exceed 25 % of the reference range. Glick (1976) has recently suggested that 20% is a more appropriate figure. If the reference range is defined as mean ± SDs in a large series of normal subjects showing a gaussian distribution, it follows that the SO of the analytical error should be less than half of the SO of the reference range (Cotlove et al., 1970) . It is, of course, inevitable that the analytical error contributes to the spread of the observed reference range.
MAJOR ERRORS (GREATER THAN ± 2 SDs, SEE   TABLE 1) pH
The clinical chemistry laboratory A4 using ABL 1 equipment obtained low results with both buffer and serum, suggesting an error in the calibrating buffer solution (Fig. 3 ). There is no obvious explanation for the low result in the medical unit laboratory C1 using Radiometer BMS 3 pH electrode system. This error was only 0·002 with serum.
P02
The clinical chemistry laboratory A5 using Radiometer E 5046 P02 electrode system obtained low results for P02 with both blood and gas, suggesting incorrect P02 calibration (Fig. 4) . Liquid calibration was performed with water equilibrated with air at a room temperature of 21°C. This incorrect equilibration temperature could explain the low P02 values. The very high result obtained by the medical unit laboratory Cl also using Radiometer E 5046 equipment is difficult to explain. The result with gas was + 1·21 kPa (just within 2 SDs). This was one of the few laboratories undertaking regular quality control with tonometer equilibrated blood, but it relied upon an electrical zero for P02 and calibrated only once a day with water from the water bath.
pH Arterial pH is influenced by transient changes in pulmonary ventilation which may result from the stimulus of arterial puncture. Observations of the normal value should therefore be made in subjects with an in-dwelling arterial cannula. We are, however, unaware of any such studies comprising large numbers of patients but samples withdrawn from simple arterial puncture have shown an SO of 0·017 (Meller, 1959) and 0·013 (referred to by Siggaard-Andersen, 1964) in studies totalling 140 patients. These values accord with a much smaller study of 10 patients with in-dwelling cannulas by Chiesa (1969) which gave an SO of 0·016. Values obtained in these studies for the mean pH of normal arterial blood range from 7·38 to 7·41 but only the SD is relevant to the present study, and we have taken the value of 0·015.
Arterial P02 declines with age, so that any study of normal values must span a wide range of ages and present the results as a regression against age. An indwelling arterial cannula is necessary for the reasons which have been noted above. Several studies fulfilling these criteria have been reported (Raine and Bishop, 1963; Ulmer and Reichel, 1963; Ayres et al., 1964 : Mellemgaard, 1966 . Although the slopes of 
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5·08 kPa 0·51 kPa 4·06-6'10 kPa their regression lines are consistent, the intercepts are not. Therefore their data cannot be pooled. However, using a pooled value for slope, it is possible to determine the pooled standard deviation about the individual regression lines and this gives a value of 1·20 kPa which we have used for comparison with the analytical error observed in this study. Table 3 shows results of seven studies of normal subjects all with in-dwelling arterial cannulas. There ; is no indication of any effect of age or posture, and , pooled values are as follows:
, Pcos
Mean SD 95 % reference range 4CCURACY ATTAINABLE IN SINGLE LABORATORIES umerous studies have assessed the accuracy of measurement of Pos and Pcos of blood samples equilibrated in a tonometer with gas of known composition. Results reflect individual enthusiasm and prowess as well as the type of apparatus used. . There is considerable variation of results but, in general, a within-batch SD of 0·30 kPa seems a realistic target for blood Pcos measurement close to the normal range. Rather larger errors have been reported for measurement of blood Pos and the corresponding reasonable target value seems to be an SD of 0'50 kPa for values close to the normal range. With many electrodes, blood gives a lower reading than gas of the same Pos, Therefore, if gas is used for calibration, a correction factor of the order of 1·04 may be required. It is difficult to judge the accuracy of measurement of pH of blood since there is no method by which an mdividual laboratory can prepare a blood sample of mown pH. Aliquots from a large batch of frozen sera should have a constant base excess but it is essential that Pcos should be controlled after thaw-ing, This does not often seem to have been attempted.
Our internal quality control survey showed results well within the limits proposed by Tonks (1963) for Pos and Pcos (Figs 4 and 5) . However, for pH of serum (Fig. 3) , 15% of these measurements lay outside ± 25 %of the reference range and the SD of our analytical error was 72 % of the SD of the reference range (recommended level less than 50 %).
EXTERNAL TRIALS
Protocols of different studies are sufficiently varied to make comparison difficult. Isherwood et al. (1972) compared the performance of two laboratories on paired blood samples and, in the initial trial, found one laboratory consistently producing higher results by amounts ranging from 0,67-78,65 kPa. Elimination of sampling errors reduced the discrepancies but the residual difference was still of the order of 9'33 kPa. Dowd and Jenkins (1973) compared the means of aliquots of 30 samples which were distributed to seven different laboratories. Differences on individual samples were not reported but the range of spread of the means was: pH 0·05 units Poz 2'4 kPa Pcos 1·2 kPa Considerable improvement was obtained in a subsequent survey but the spread of mean Pos values was still 1·47 kPa. Weisbrot et al. (1974) sent aliquots of 48 samples of tonometer-equilibrated blood to two laboratories. They reported mean values for Paz and Pcos for five different equilibrating gases. These mean values differed from gas Pos values by as much as 0·68 kPa with SDs of 0·98 kPa. Comparable figures for Pcos were O'57 kPa and 1·03 kPa. Of particular interest, however, was their observation that, although there was close agreement in measurement of pH of an aqueous buffer, there was substantial disagreement in paired measurements of blood pH (mean difference 0·053 between the two laboratories). Further evidence of difficulties in pH measurement of blood or plasma came from the UK National Quality Control Scheme (Whitehead et al., 1973) in which the SD of the error of 283 laboratories was 0·044 (unpublished data).
As might have been expected, our own external trial shows much larger SOs of error than were obtained in the internal survey (Table 2 ). In the case of P02 of blood, the field trial showed a more than tenfold increase but by excluding the exceptional results listed in Table 1 it was reduced by 50 %. Even after these exclusions, the SD of the experimental error in the remaining laboratories was still 61 % of the SD of the reference range, and three out of the total of 15 results lay outside the limits recommended by Tonks (l963) . Two egregious results in Fig. 4 show respectively high and low errors for both gas and blood, suggesting a calibration error. The error of measurement of PC02 was also larger in the external trial than in the internal survey. It was less affected by major error and, with exclusion of one egregious result, was about one-third of the corresponding error for P02. However, the SD of the analytical error was still 5S % of the SO of the reference range and three results out of 16 lay outside the limits recommended by Tonks (1963) (Fig. S) . Results with pH of serum are unsatisfactory on all criteria. SO of analytical error exceeds that of the reference range and more than half of the results lie outside the limits recommended by Tonks (1963) (Fig. 3) . The egregious error in the bottom left quadrant suggests a calibration error.
Electrode assemblies are not primarily intended for gas analysis and the results shown in Table 2 support the view that they cannot compare in accuracy with the Lloyd-Haldane apparatus or paramagnetic analysers, INFLUENCE OF APPARATUS, TECHNIQUES, A:'IID TYPES OF LABORATORIES Table 1 lists seven errors greater than 2 SDs. The first two pH errors, laboratory A4, were both with the same apparatus and suggest that the calibrating buffer was in error. The third pH major error, laboratory CI, cannot be explained. The error was confined to the buffer and there was a negligible error for serum (+ 0'(02). Replicates for the buffer pH showed a total spread of only 0·002 units. Errors of P02 (gas) and PC02 (blood) are shown for the same clinical chemistry laboratory AS. No measurement of gas PC02 could be carried out with the Radiometer microequilibration technique which they were using. This was the only laboratory in the study using a gas mixing apparatus for preparation of calibrating gas mixtures and it is possible that this technique contributed to the error. The blood P02 showed a large Barbara D. Minty and J. F. Nunn error (-1·7 kPa, although within 2 SOs) and incorrect calibration probably contributed to this error. It should be recorded that this was the only laboratory to use sodium dithionite for zero setting of the P02 electrode and, if a trace of this substance lingers in the cuvette, it may reduce the P02 of the blood sample.
Eleven laboratories calibrated their P02 electrode with a gas mixture and applied no correction for blood/gas difference. Their mean bias was -0·22 kPa with an SO of 0·63 kPa. This practice introduce, the expected bias, and their random error, although large, is no worse than for the trial as a whole. Six of the laboratories used the Instrumentation Laboratory systems 313 or 413, which do not appear to require a correction for blood/gas difference as the sample is moving slowly during measurement of P02 (Bird et al., 1974) . The four laboratories calibrating on liquid without correction, showed a bias of blood P02 of +0·42 kPa but the large random error of SD 2·69 kPa made interpretation of these results difficult.
The low PC02 gas reading in the anaesthetic laboratory B2 was unexplained and not mirrored in the corresponding blood PC02 analysis. The very high error of blood P02 in the lung function laboratory CI may be explained by that laboratory's practice of using an electrical zero (that is, ignoring the polarograph current at zero P02) and by calibrating only infrequently. However, it must be stressed that this was one of only two laboratories which undertook regular quality control studies with tonometer equilibrated blood. Their general standard of accuracy was high (SO of error of the order of 0'24 kPa). It seems likely that the result on the day in question was a freak.
The major errors listed in Table 1 do not indicate that the peripheral clinical laboratories included in our study function any less satisfactorily than do central departments of clinical chemistry. Results from clinical chemistry departments other than those with major errors listed in Table 1 have a bias and random error which do not differ appreciably from the group as a whole. It is probable that departments of clinical chemistry are more attuned to the concepts of quality control than are peripheral clinical laboratories but, on the other hand, they may have less experience of the special difficulties associated with quality control work in the field of blood gas analysis.
The apparatus associated with major errors (Table  1) is from one manufacturer. It would be wrong to assume that this implies any criticism of their products. In the first place, many of the errors appear to be inherent in the operator rather than in the apparatus. Secondly, all the major errors except for two were obtained on the microequilibration apparatus or electrode systems manufactured from about 1961. It is, perhaps, more appropriate to comment on the extraordinary durability of this equipment, which has often been in use continuously for 15 years, and to note how favourably it compares with much newer and far more expensive apparatus.
