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Abstract  
 
 
The performance of supersonic engine inlets and external aerodynamic surfaces can be critically 
affected by shock wave / boundary layer interactions (SBLIs), whose severe adverse pressure gradients 
can cause boundary layer separation. Currently such problems are avoided primarily through the use of 
boundary layer bleed/suction which can be a source of significant performance degradation. This study 
investigates a novel type of flow control device called micro-vortex generators (µVGs) which may offer 
similar control benefits without the bleed penalties. μVGs have the ability to alter the near-wall structure 
of compressible turbulent boundary layers to provide increased mixing of high speed fluid which 
improves the boundary layer health when subjected to flow disturbance. Due to their small size, μVGs are 
embedded in the boundary layer which provide reduced drag compared to the traditional vortex 
generators while they are cost-effective, physically robust and do not require a power source. 
To examine the potential of μVGs, a detailed experimental and computational study of micro-ramps 
in a supersonic boundary layer at Mach 3 subjected to an oblique shock was undertaken.  The experiments 
employed a flat plate boundary layer with an impinging oblique shock with downstream total pressure 
measurements. The moderate Reynolds number of 3,800 based on displacement thickness allowed the 
computations to use Large Eddy Simulations without the subgrid stress model (LES-nSGS).  The LES 
predictions indicated that the shock changes the structure of the turbulent eddies and the primary vortices 
generated from the micro-ramp. Furthermore, they generally reproduced the experimentally obtained 
mean velocity profiles, unlike similarly-resolved RANS computations. The experiments and the LES 
results indicate that the micro-ramps, whose height is h≈0.5δ, can significantly reduce boundary layer 
thickness and improve downstream boundary layer health as measured by the incompressible shape 
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factor, H. Regions directly behind the ramp centerline tended to have increased boundary layer thickness 
indicating the significant three-dimensionality of the flow field.  Compared to baseline sizes, smaller 
micro-ramps yielded improved total pressure recovery. Moving the smaller ramps closer to the shock 
interaction also reduced the displacement thickness and the separated area.  This effect is attributed to 
decreased wave drag and the closer proximity of the vortex pairs to the wall.     
In the second part of the study, various types of μVGs are investigated including micro-ramps and 
micro-vanes.   The results showed that vortices generated from μVGs can partially eliminate shock 
induced flow separation and can continue to entrain high momentum flux for boundary layer recovery 
downstream. The micro-ramps resulted in thinner downstream displacement thickness in comparison to 
the micro-vanes. However, the strength of the streamwise vorticity for the micro-ramps decayed faster 
due to dissipation especially after the shock interaction. In addition, the close spanwise distance between 
each vortex for the ramp geometry causes the vortex cores to move upwards from the wall due to induced 
upwash effects. Micro-vanes, on the other hand, yielded an increased spanwise spacing of the streamwise 
vortices at the point of formation. This resulted in streamwise vortices staying closer to the wall with less 
circulation decay, and the reduction in overall flow separation is attributed to these effects. Two hybrid 
concepts, named “thick-vane” and “split-ramp”, were also studied where the former is a vane with side 
supports and the latter has a uniform spacing along the centerline of the baseline ramp.  These geometries 
behaved similar to the micro-vanes in terms of the streamwise vorticity and the ability to reduce flow 
separation, but are more physically robust than the thin vanes. 
Next, Mach number effect on flow past the micro-ramps (h~0.5δ) are examined in a supersonic 
boundary layer at M=1.4, 2.2 and 3.0, but with no shock waves present.  The LES results indicate that 
micro-ramps have a greater impact at lower Mach number near the device but its influence decays faster 
than that for the higher Mach number cases. This may be due to the additional dissipation caused by the 
primary vortices with smaller effective diameter at the lower Mach number such that their coherency is 
easily lost causing the streamwise vorticity and the turbulent kinetic energy to decay quickly. The normal 
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distance between the vortex core and the wall had similar growth indicating weak correlation with the 
Mach number; however, the spanwise distance between the two counter-rotating cores further increases 
with lower Mach number.  
Finally, various μVGs which include micro-ramp, split-ramp and a new hybrid concept “ramped-
vane” are investigated under normal shock conditions at Mach number of 1.3. In particular, the ramped-
vane was studied extensively by varying its size, interior spacing of the device and streamwise position 
respect to the shock. The ramped-vane provided increased vorticity compared to the micro-ramp and the 
split-ramp. This significantly reduced the separation length downstream of the device centerline where a 
larger ramped-vane with increased trailing edge gap yielded a fully attached flow at the centerline of 
separation region. The results from coarse-resolution LES studies show that the larger ramped-vane 
provided the most reductions in the turbulent kinetic energy and pressure fluctuation compared to other 
devices downstream of the shock. Additional benefits include negligible drag while the reductions in 
displacement thickness and shape factor were seen compared to other devices. Increased wall shear stress 
and pressure recovery were found with the larger ramped-vane in the baseline resolution LES studies 
which also gave decreased amplitudes of the pressure fluctuations downstream of the shock. 
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Chapter 1 
Introduction 
 
 
The performance of supersonic engine inlets is critically affected by shock wave/boundary layer 
interactions (SBLIs) occurring throughout the supersonic portion of the flow. Many of these interactions 
are caused by oblique shock waves, but the final interaction is usually due to a normal shock. In all these 
shock systems, the boundary layers growing along the walls of the intake are subjected to severe adverse 
pressure gradients which can cause boundary layer separation, unsteady flow, and even engine un-start. 
This chapter discusses flow control devices for SBLIs and provides motivations for the present study. A 
review of previous work is also given. Finally, the chapter concludes with a statement of the objectives of 
the present study. 
 
1.1 Motivation 
Currently, problems in SBLIs with flow separation and boundary layer unsteadiness are avoided 
primarily through the use of boundary layer bleed/suction. This control method is able to suppress shock 
induced separation and improve the boundary layer health if sufficient mass removal is employed.  Bleed 
can also fix the location of the final shock wave and help to prevent shock oscillations and flow 
unsteadiness.  Figure 1a shows the application of bleed to a mixed-compression inlet, while Figure 1b 
shows ramp bleed regions for a typical high-speed external compression inlet (this inlet also contains 
additional side-wall and cowl bleed).  The bleed is sometimes separated into “performance-bleed” and 
“stability-bleed”, where the first is designed to improve stagnation pressure recovery and uniformity 
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while the second is designed to ensure normal shock stability.  However, many forms of bleed in current 
inlets satisfy both goals. 
However, bleed mass flow rates have to be considerable to achieve the desired control effect (often 
10-20% of intake mass flow). Such a large removal represents a source of significant vehicle performance 
degradation because of the lost engine mass flow, the over-sizing of the inlet, and the effective drag 
associated with bleed. As such, several design studies have shown that the bleed penalty on overall 
performance can be significant. For example, trade studies completed by Lockheed-Martin (Loth 2000) 
have shown that large range increases (on the order of 20%) are possible if bleed could be completely 
eliminated as shown in Fig. 2. Similarly, Boeing Phantom Works conducted trade studies which indicated 
that the gross total over weight (GTOW) can be reduced by as much as 10% if bleed mass flow could be 
eliminated without degrading inlet performance (Loth 2000). Therefore, it would be highly advantageous 
to devise a flow control system which gave the SBLI benefits of bleed but did not incur the penalties 
associated with the mass removal. 
It is the intention of this study to investigate novel types of flow control that may be able to offer 
similar control benefits without the need for bleed. As long as these gains are achievable with negligible 
drag increase and possibly increased shock stability, the overall advantage of such flow control system 
could be highly significant.  Perhaps a more likely scenario for future inlet flow control is that bleed will 
be reduced (instead of eliminated) when coupled with effective zero-transpiration SBLI control systems.  
Thus, in either case, techniques that can allow the advantages of bleed on boundary layer health and 
stability during shock interactions without the mass flow rate loss are highly desirable.   
 
1.2 Previous Studies 
Several new approaches have been suggested in recent years which have significant potential for 
SBLI control as discussed in the reviews by Raghunathan (1988) and Srinivasan et al. (2006).  Vortex 
generators (VGs) in particular stand out for their potential in supersonic shock-wave/boundary-layer 
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interactions in internal flows. These devices introduce upstream streamwise vorticity into a flow field to 
delay or suppress flow separation.  Traditional vortex generators, however, have a large drag penalty due 
to their size and are not ideal for use inside inlets due to their mechanical vulnerability. Holmes et al. 
(1987) suggested that smaller VGs can produce benefits similar to those of traditional VGs while having 
greatly reduced parasitic drag. These smaller VGs are characterized by heights less than the boundary 
layer thickness and have been referred to as “low-profile” or “micro” VGs, where in particular, micro-
vanes and micro-ramps are shown in Fig. 3. Meso-scale versions (smaller than the boundary layer 
thickness but of the same order in size) were investigated by McCormick (1993) with encouraging results. 
Micro-devices (much smaller than the boundary layer thickness), may have a significantly reduced 
viscous drag penalty since they are well embedded and below most, if not all, of the supersonic portions.  
The potential of micro-devices for supersonic inlet flow control has been investigated via various 
SBLI configurations.  For example, experiments in the NASA Unitary Plan Wind Tunnel with a full M=2 
external-compression inlet showed that small flexible flaps improved stagnation pressure recovery, 
reduced unsteadiness, and increased mass flow rate as compared to solid walls (Loth et al. 2004).  This is 
consistent with simulations and small-scale experiments whereby normal and oblique shock flows were 
shown to be improved significantly with small-scale flow control (Loth 2001, Gefroh et al. 2002, 
Hafenrichter et al. 2002, Kim et al. 2003).  Recent work has focused again on micro-vanes and micro-
ramps as they are physically robust, while still allowing a significant impact on SBLI flows.  For example, 
in an experimental study of normal SBLIs at Mach 1.5, micro-ramps have been shown to considerably 
reduce separations while micro-vanes have been demonstrated to completely eliminate separation 
(Holden and Babinsky 2006).  An example of the latter is shown in Fig. 4.  
On transonic airfoils, micro-ramps have been shown experimentally to reduce shock strengths and 
delay shock induced separations (Ashill et al. 2001) with significantly reduced device drag when 
compared to traditional VGs.  More recently, RANS computations performed by NASA Glenn Research 
Center (Anderson et al. 2006) on inlet configurations, have demonstrated that micro-ramps have the 
ability to produce benefits comparable to traditional boundary layer bleed (Fukuda et al. 1975) while also 
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offering practical advantages such as physical robustness, low-cost and no power requirements. He 
optimized the size and relative length scales of the device based on the downstream incompressible shape 
factor using RANS numerical methods.  
However, the above control methods are not yet fully understood at a fundamental level. Initial mean-
flow measurements and Reynolds-Averaged Navier-Stokes studies have raised a number of questions as 
to the detailed flow structure downstream of such devices, which is small-scale, highly three-dimensional, 
and unsteady, but yet uncharacterized. This lack of basic understanding makes it impractical to optimize 
their application to a real problem and define, for example, the ideal location and number of devices as 
well as their optimum size/strength. Thus, the potential for bleed reduction/elimination and possible 
performance gains have not been quantified with high fidelity. To date there have been only a few 
systematic experimental and LES studies comparing different types of μVG flow control methods in 
conjunction with flow-fields representative for supersonic inlets. Ghosh et al. (2008) used a hybrid 
Reynolds Average Navier-Stokes / Large Eddy Simulations (RANS/LES) with an Immersed Boundary 
Method (IBM) to study oblique shock interactions with micro-ramps. Their RANS/LES approach is 
helpful in that it allows much higher Reynolds numbers than are practical to compute with an LES.  
However, the role of the turbulence model empiricism is increased as compared to LES.  Their IBM 
approach is computationally efficient because the grid does not need to conform to the ramps and does 
not require fine wall-normal spacing on the surface of the ramps.  However, their approach yields a wall-
function like description of the micro-ramp boundary layers which may miss some important detailed 
flow features that would be captured by an LES approach with body-fitted grids. 
 
1.3 Objectives of the Present Study 
The proposed Large-Eddy Simulation (LES) technique has been shown to provide details of the eddy 
structure with high-fidelity of the mean and turbulence properties of supersonic turbulent boundary layers. 
This LES technique will be employed to address these important fundamental questions of μVG’s for 
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basic SBLIs which represent the canonical flows in supersonic inlets.  Emphasis will be placed on 
examining fundamental aspects of turbulent interactions with the generated streamwise vorticity, 
separation bubble dynamics and character, and boundary layer recovery and health. The resulting 
investigation will allow direct evaluation of the efficacy of the μVG’s for SBLIs with respect to the three 
primary performance functions:  
 
i)   ability to improve separation reduction (decrease bleed mass rate and/or distortion) 
ii)  ability to improve stagnation pressure characteristics (increase recovery) 
iii) ability to improve boundary layer health (decrease susceptibility to downstream 
      adverse pressure gradients caused a subsonic diffuser) 
 
Such an integrated assessment is unprecedented and important, as the gains that could be achieved by 
better flow management through novel control could be substantial. Chapter 3 investigates micro-ramps 
under an oblique shock condition with a freestream Mach number of 3. Three different micro-ramp 
configurations are simulated to assess the impact of ramp size and its position on overall performance as 
measured by total pressure recovery, boundary layer growth, and incompressible shape factor of the 
boundary layer downstream of the interaction. Chapter 4 presents results on further variations of the 
geometry of the flow control device to understand how the development of the vortices differs between 
various device geometries and compare that to previous subsonic measurements (Ashill et al. 2002). 
Furthermore, the evolution of the turbulent eddies passing over the μVGs and their impact on the oblique 
shock is investigated. Finally, the downstream boundary layer properties are compared with the results of 
different devices. Chapter 5 investigates the Mach number effect on flow traveling over the micro-ramp at 
three different Mach numbers of 1.4, 2.2 and 3.0, but with no shocks. The impact of micro-ramps on the 
turbulent boundary layer with respect to the high-speed fluid entrainment, the wake effects and the 
sustainability of the streamwise vorticity are investigated. Further studies on the behavior of the counter-
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rotating vortices and their mean trajectories are compared as well. Lastly, Chapter 6 presents similar 
studies with the various types of flow control device, but under normal shock conditions with a subsonic 
diffuser. Course resolution results using different μVGs are compared to select the optimum candidate 
which is then simulated on a high-density grid to evaluate the device performance at the diffuser.  
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1.4 Figures 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1.1  a) Axisymmetric mixed-compression inlet (M~2.5) with bleed bands for shock control, and b) F-
15 external compression inlet (M~2.2) with the ramp bleed regions marked with red boxes 
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Fig. 1.2  Range studies by Lockheed-Martin (Loth 2000) for supersonic cruiser with 
and without bleed 
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Fig. 1.3  Streamwise vortices generated by the micro-vortex generators 
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Fig. 1.4  SBLI control with micro-vanes at M=1.5 by shadowgraph and oil-streak 
visualization with: no control (where “S” indicates separation and “R” indicates 
reattachment), b) flow with micro-ramps 
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Chapter 2 
Numerical Methodology 
 
 
2.1 Governing Equations 
The governing fluid dynamic equations are often put into nondimensional form. The 
advantage in doing this is that the characteristic parameters such as Mach number, Reynolds 
number, and Prandtl number can be varied independently. Also, by nondimensionalizing the 
equations, the flow variables are “normalized”, so that their values fall between certain 
prescribed limits such as 0 and 1. The nondimensional coordinates and the primitive and 
thermodynamic variables are shown in the following: 
* xx
L
=
        
* yy
L
=
           
* zz
L
=
          
*
/
tt
L U∞
=
 
                                         
* uu
U∞
=
       
* vv
U∞
=
        
* ww
U∞
=
     
* μμ μ∞=  
                                        
* ρρ ρ∞=       
*
2
pp
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* TT
T∞
=
       
*
2
ee
U∞
=
                                      (2.1) 
where the non-dimensional variables are denoted by an asterisk, freestream conditions are denoted by ∞, 
and L is the reference length used in the Reynolds number: 
                                                                        
ReL
U Lρ
μ
∞ ∞
∞
=
                                                                (2.2) 
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If this non-dimensionalizing procedure is applied to the compressible Navier-Stokes equations, the 
following nondimensional equations are obtained. Note that the asterisks are dropped for convenience.  
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and  
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The components of the shear-stress tensor and the heat flux vector in nondimensional form are given by 
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where M∞ is the freestream Mach number, 
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∞
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and the perfect gas equations of state is 
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WIND code (developed at AEDC and NASA Glenn) solves the above compressible Navier-
Stokes equation with the cell-vertex finite volume formulation. In the following section, 
turbulence closure and the inflow boundary condition are discussed in detail. 
 
2.2 Numerical Techniques 
2.2.1 Large Eddy Simulation 
The computational effort consists of Large Eddy Simulations (LES) which provide fine spatial and 
temporal resolution of the turbulent structures. The WIND code was used to make the LES computations.  
The monotone integrated LES (MILES) technique based on Furbey and Grinstein (1999) solves the 
unfiltered Navier-Stokes equations using high-resolution monotone algorithms. The convection 
discretization (high order upwind is used in the present study) acts as a filter for the nonlinear high-
frequency modes to dissipate the kinetic energy accumulated at high wave numbers, thus dispensing the 
need to use an explicit subgrid-stress modeling. Studies (Furbey and Grinstein, 1999) of the forced 
homogeneous isotropic turbulence showed that the simulated energy spectra depend on the effects of the 
subgrid-stress model only toward the high-wave number end of the inertial range and into the viscous 
subrange. The LES becomes significantly independent of the subgrid-stress model if the resolution has a 
cutoff wave number that lies in the inertial subrange. In addition, the effect of subgrid-stress modeling 
may be less significant in supersonic flows which contain shock-waves since the limiters used to resolve 
the shocks are themselves significantly diffusive.  For example, the effect of a sub-grid model was found 
to be very weak in the LES study by Urbin et al. (1999) on supersonic turbulent boundary layers, despite 
the use of a high-accuracy Riemann scheme.  In particular, the MILES results gave close agreement with 
that using a Smagorinsky subgrid-stress model (1963), indicating that the sub-grid model had little impact 
in such high-speed flows. The sub-grid model similarly had little impact for the present supersonic 
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turbulent boundary layer using the WIND code. Therefore, the present study employed “Large Eddy 
Simulation without a subgrid stress model”, (LES-nSGS).  
 
2.2.2 Rescale-Recycling Method 
The rescale-recycling method, originally developed by Lund et al. (1998) for incompressible flows, 
has been extended for compressible boundary layer flows by Urbin et al. (1999, 2000). The result is a 
computationally efficient method of generating turbulent inflow condition by eliminating the need to 
simulate boundary layer flows from the leading edge of the flat plate, through transition.  For the 
recycling method, the instantaneous flow field at a given downstream location is rescaled using boundary 
layer theory to match the average flow field at an upstream recycle location, where it can then be used as 
an input for another cycle.  The downstream plane will be denoted the “recycle” plane and the upstream 
plane will be denoted the “inlet” plane.  This technique requires that the distance between the two 
recycling stations is sufficiently long; i.e. x+ of 1000 wall units (Urbin et al. 2000).  Multilayer scaling 
(Kistler and Chen 1963) can be used for the boundary layer profile and we decompose it into an inner 
and outer layer, similar to Urbin et al.(1999, 2000). The time- and spanwise- average streamwise velocity 
(U) can be used to obtain the frictional velocity at the wall from which the inner layer velocity profile 
(Uinner) can be described in terms of the law of the wall: 
 
0 0
1 fD
f
U udtdz
D
τ
τ= ∫ ∫   (2.20) 
 1( ) ( )innerU U x n y Cτ κ
+⎡ ⎤= +⎢ ⎥⎣ ⎦A   (2.21) 
In the first expression, u is the instantaneous streamwise velocity, D is the width of the domain, and τf is 
the total integration time required for convergence.  In the second expression, κ is the von Karman 
constant, and C is an empirical constant. Since Uτ is assumed to be only a function of the streamwise 
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coordinate, x, the average streamwise velocity at the inlet station can be obtained by multiplying the 
frictional velocity ratio, β. 
 ( )inner innerinlet recycle inletU U yβ +=   (2.22) 
In this expression, β = Uτ, inlet / Uτ, recycle. Note that innerrecycleU has been interpolated to the y+ coordinate system 
at the inlet station. The outer layer follows the velocity defect law such that the following similarity rule 
can be applied. 
 ( ) ( )outerU U U x fτ η∞ − =   (2.23) 
where η = y / δ  and δ is the boundary layer thickness. Similarly, outer layer of U at the inlet station can 
be obtained by  
 ( ) (1 )outer outerinlet recycle inletU U Uβ η β ∞= + −   (2.24) 
where outerrecycleU is interpolated to the η coordinate system at the inlet station. As for the fluctuation velocity, 
u’=u-U, where u is the instantaneous streamwise velocity, the rescaled fluctuation velocities for the inner 
and the outer layer are obtained from the following equations. 
 ' ' ( , , )inner innerinlet recycle inletu u y z tβ +=   (2.25) 
 ' ' ( , , )outer outerinlet recycle inletu u z tβ η=   (2.26) 
The composite equation is then obtained by combining the inner and the outer region of the boundary 
layer profile using the weighting function. 
 ' '( )[1 ( )] ( ) ( )inner inner outer outerinlet recycle recycle inlet recycle recycle inletu U u W U u Wβ η β η= + − + +  (2.27) 
where the weighting function (Urbin et al. 1999) is defined as 
 1 4( 0.2)( ) 1 tanh / tanh(4)
2 0.6 0.2
W ηη η
⎡ ⎤⎛ ⎞−= +⎢ ⎥⎜ ⎟+⎝ ⎠⎣ ⎦
 (2.28) 
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Rescaling the wall normal (transverse) velocity, v, and the temperature, T, involves similar procedures 
except for setting β = 1.  β is set to the same value as the u case for spanwise velocity, w. The pressure at 
the inlet is assumed to be constant due to negligible fluctuations (Kistler and Chen 1963). Thus, the 
density field at the inlet station can be computed directly from the rescaled temperature.  Note that the 
above method slightly differs from that of Urbin et al. (1999, 2000) with respect to Eq. 2.22 and 2.24. 
Van Driest transformation applied to the mean streamwise velocity profile (Urbin et al. 1999, 2000) 
requires a priori knowledge of the mean profile which is difficult to obtain for the present low Reynolds 
number case. On the other hand, eliminating the transformation allows β to be factored out in Eq. 2.27 
such that the instantaneous velocity profile at the recycling plane can be used directly. Xu and Martin 
(2004) have shown that even a pure periodic coupling between the inlet and the recycling plane yields 
good agreement with the results from the rescale-recycling scheme similar to Urbin et al. (1999, 2000), 
thus the present method was deemed appropriate. 
To rescale the flow field at the recycle station to the inlet station coordinate, inlety+ and ηinlet, the 
boundary layer thickness ratio and the frictional velocity ratio must be computed a priori. These values 
can be estimated from empirical relations given by Smits and Dussauge (1996) for the inner region 
rescaling: 
 
1
10,
,
recycleinlet
recycle inlet
U
U
τ
τ
δ
δ
⎛ ⎞= ⎜ ⎟⎝ ⎠   (2.29) 
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Chapter 3 
Oblique Shock Boundary Layer Interaction and 
Micro-Ramps 
 
 
In the first part of the present study, we consider a Mach 3 turbulent boundary layer with a modest 
Reynolds number to allow a LES approach.  In particular, the Reynolds number based on the reference 
incompressible displacement thickness, δref*, is about 3,800, where the freestream pressure and the 
temperature are 7076 N/m2 and 582.3 K, respectively. Note that δref* in this chapter is the displacement 
thickness that occurs at the theoretical inviscid shock impingement point, xSI, for a flat plate with no 
shocks and no micro-ramps. LES was used to simulate a flat-plate / oblique shock interaction with and 
without upstream micro-ramps.  Three different micro-ramp configurations are simulated to assess the 
impact of ramp size and its position on overall performance as measured by total pressure recovery, 
boundary layer growth, and incompressible shape factor of the boundary layer downstream of the 
interaction.    
  
3.1 Experimental Methodology 
The experiments were conducted in the Air Force Research Laboratory’s (AFRL) Trisonic Gas-
dynamics Facility (TGF) (Clark 1982) at Wright Patterson Air Force Base on the Forebody Boundary 
Layer Management (FBLM) model (Fig. 3.1). The TGF is a continuous circuit tunnel with a two square 
feet test section capable of operating in the subsonic, transonic and supersonic regimes. The model 
consists of a beveled flat plate with an attached shock generator mounted on a strut so that the plate was 
located in the center of the tunnel.  Fig. 3.1a is a picture of the installed model as viewed through the 
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tunnel Schlieren window. Standard boundary layer transition calculations predicted transition within 20 
mm of the leading edge, which is 559 mm upstream of the shock interaction, so no artificial trips were 
used. As shown in Fig. 3.1b, the oblique shock generated from the 8o shock wedge, impinged on the flat 
plate just upstream of the shock generator side-wall mounts. This configuration eliminated any sidewall 
separation typical of a grazing wall shock. The boundary layer then propagates downstream to several 
boundary layer rakes where the total pressure of the disturbed boundary layer was measured.  
 
3.1.1 Experimental Test Conditions and Micro-Ramp 
Data was collected at a nominal Reynolds number of 4,000 based on the reference displacement 
thickness, δref*. Because δref* was not measured at xSI, its value was obtained from RANS flow 
simulations. The Mach number in the test section was nominally 2.98 with a total pressure of 24,000 
N/m2. Tunnel total temperature was maintained at approximately 300K.  Total pressure was held constant 
through out the test. The height of the micro-ramp, h, was 2.82 mm and the reference displacement 
thickness, δref*, was 0.88 mm, so that h=3.19δref*. Dimensions of the baseline micro-ramp are shown in 
Fig. 3.2. The ramps are a design by Anderson et al. (2006) which is based on an investigation of different 
shapes using RANS simulation. The micro-ramp flow control was machined into a plate that affixed to 
the base for quick and easy model changes.   
 
3.1.2 Instrumentation 
Data extraction was based on boundary layer Pitot total pressure measurements and several static 
pressure measurements.  The static pressure rise observed through a shock interaction was only obtained 
for the baseline oblique shock cases where micro-ramps were not present. The model insert plate that 
contained the flow control devices was replaced with an insert containing an array of static pressure taps 
with the first tap located 88.9 mm upstream of the inviscid shock location. This plate is known as the 
“shock instrumentation plate”.  Several rows of pressure taps were located in the region of the interaction 
and extended downstream to the boundary layer rakes.  In addition, there was a static pressure tap located 
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in front of each boundary layer rake at the measurement plane.  Located 76.2mm downstream of the 
inviscid shock location were four boundary layer rakes which were evenly spaced at 19.05 mm on one 
side of the centerline. Another one was located on the other side to ensure that the flow field was 
symmetric.  A total of twelve hypodermic Pitot tubes were placed in each rakes (Fig. 3.3a & b). The five 
lower tubes have a 0.00063 mm outside diameter with a 0.00032 mm inside diameter and the upper 7 
tubes have an outside and inside diameter of 0.00087 mm and 0.00047 mm, respectively. The two 
columns of tubes have a lateral separation of 0.0014 mm.  
The faces of all the tubes are cut square. The faces of the lower nine tubes are 0.004 mm from the 
sharp leading edge of the support blade and for the upper three tubes, this distance is 0.008 mm. The 
support blade has a leading edge angle of 40 degrees and a width of 0.0025 mm. The Pitot pressure data 
were reduced to total pressures upstream of the tubes by an iterative solution of the Rayleigh Pitot 
equation. Constant static pressure in the measurement region is based on Schlieren images which showed 
that the flow after the shock interaction did not contain significant gas dynamic interactions. Rake data 
and Schlieren images for the no shock case showed a small separation bubble at the base of the boundary 
layer rakes.  This separation impacted the lower three boundary layer rake probes and contaminated the 
static tap just forward of the boundary layer rakes. Therefore, the data were reduced to using static tap 
data from either the most downstream static tap on the shock instrumentation plate which was 40 mm 
upstream of the boundary total pressure measurement plane or from a tap added to the micro-ramp flow 
control plate 5 mm forward of the boundary layer Pitot pressure measurement plane. The baseline 
boundary layer profiles, discarding the lower three probes due to the small separation bubble, fit well to a 
1/7th power profile indicating a fully developed turbulent boundary layer. The repeatability error was 
approximately 0.4%.  
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3.2 Numerical Methodology 
3.2.1 Numerical Schemes and Turbulence Models 
The LES studies were conducted with and without micro-ramps at flow conditions closely matching 
those of experiments at AFRL. The moderate Reynolds number of the experimental condition allowed 
practical LES resolutions and run times. A third-order upwind (Courant et al. 1954) option, combined 
with a min-mod limiter (Roe 1986) and a high-resolution structured grid were used to obtain high-fidelity 
eddy structure and shock interactions simulations. The temporal integration used a second order, implicit, 
approximate factorization scheme (Holtz 1997) and Newton sub-iterations at each time step. The LES 
approach was used to capture the turbulence effects. 
The time step used for the LES study is Δt=CFLΔx/(a∞+U∞), where Δx is the streamwise cell length in 
the recycling zone and a∞ and U∞ is the speed of sound and streamwise velocity at freestream. The 
Courant number, CFL, was set to 0.4.  Several conventional RANS models were examined for 
comparison (including Spalart-Allmaras and Menter SST) but the differences were not significant.  The 
simple Baldwin-Lomax turbulence model was found to converge rather quickly (and was representative 
of the other RANS models) and thus is shown for comparison in the below results with a CFL based on 
the streamwise cell length of 0.8.  However, comparison among all three turbulence models will also be 
shown for a sample case with a baseline micro-ramp and a shock interaction. 
Rescale-recycling method was used to generate incoming turbulent boundary layer (Urbin et al. 1999, 
2000) and it was found that the recycling frequency is large enough to become decoupled with the 
separated flows induced by the oblique shock. Fluid convection time scales can be based on the 
freestream velocity and the convection length, e.g. this time-scale for the recycling zone is given by 
τrecycle=Lrecycle/U∞. The Lagrangian integral time scale of a turbulent eddy, τeddy, in a boundary layer can be 
computed using the following equation (Loth 2010). 
 
2min (10 0.4 ) ,0.2eddy w y U Uτ ττ υ δ+⎡ ⎤= +⎣ ⎦  (3.1) 
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where υω is the kinematic viscosity at the wall, y+ is the normal distance in wall units and Uτ is the 
frictional velocity. The eddy time-scale was found to be approximately 2.5 times smaller than the recycle 
fluid convection time scale, i.e. τeddy/τrecycle~0.4. Therefore, the periodic recycle time-scale is significantly 
large compared to that associated with turbulent structures for the present simulations, as was also the 
case for Urbin et al. (1999). 
 
3.2.2 Computational Domain 
As shown in Fig. 3.4a, the computational domain consists of 11 zones. The zones are required to grid 
the complex geometry of the micro-ramp and an oblique shock wedge of angle, γ. The dimensions of the 
domain are based on the height of the micro-ramp, h, and the reference displacement thickness, δref*, 
yielding a ratio of 3.19 which is the same as the experiment. The geometry of the micro-ramp is shown in 
Fig. 3.2 and is defined to be the baseline micro-ramp configuration. The computational domain, shown in 
Fig. 3.4, is a scaled version of the test section (Fig. 3.1) of the wind tunnel at AFRL. The length of the 
domain is 312δref* (11,052 in wall units) and the width of the domain is 23.7δref* (840 in wall units) where 
the spanwise coordinate, z, is defined as 0 at the centerline of the computational domain. The height 
varies from 86.3δref* to 61.1δref* (3055 to 2164 in wall units) at the entrance and the exit of the domain. 
The streamwise distance was normalized by the displacement thickness and centered at the theoretical 
shock impingement location as x*=(x-xSI)/δref*.  The micro-ramp trailing edge is located at x* = -57, 
which is upstream of the shock impingement location.  The first zone (recycling zone), whose length is 
29.5δref*, generates turbulent boundary layer inflow conditions using the rescale-recycling method. The 
supersonic flow enters into the test section where the wedge (γ = 8o) is placed at the top ceiling generating 
a 25.6 degree shock wave. The measuring plane (xMP) is located at x* = 86.2, which corresponds to the 
location of the Pitot probes in the experiment, as shown in Fig. 3.4a. The no-slip condition is imposed on 
the bottom plate and the micro-ramp, whereas the top ceiling has inviscid wall conditions. Periodic 
boundary conditions are imposed on the side walls to represent arrays of micro-ramps in the spanwise 
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direction, similar to the experimental configuration. The first grid point normal to the bottom wall is at y+ 
= 0.8 throughout the domain based on the shear stress at the inlet station of rescale-recycle zone where the 
skin friction is approximately 1.46x10-3. The streamwise and the spanwise grid spacing correspond to x+ 
of 28 and z+ of 13 yielding a total of 3.2 million nodes for the entire domain. The grid resolution is higher 
at the micro-ramp to capture the fine vortical structures, as shown in Fig. 3.4b.  
 
3.2.3 Spatial Independence and Time Integration Study 
A grid resolution study was performed by increasing grid points of the baseline grid by 30 percent for 
each of the computational coordinate directions (ξ, ψ and ζ), resulting in an increase of 2.2 times the 
original number of nodes. This was defined as the “dense grid” which maintained the same grid aspect 
ratios and distribution patterns as that of the baseline grid. The results were time-averaged after the initial 
transients had convected out of the computational domain.  The average of a given variable φ is defined as 
 
int
int
1
t
t
dt
τ
φ φτ
+
= ∫
  (3.2) 
where τint  is the total integration time. This quantity can be normalized as τ*=τint/τdom. A convergence 
study of time integration used for averaging was conducted by comparing results from integration time of 
τ* = 4 and 8, as shown in Fig. 3.5a and 5c. The average error of the two mean velocity profiles (Fig. 3.5a) 
was 0.7% which shows good statistical convergence even at τ* = 4. The average velocity profiles and the 
average total pressure profiles, where Po∞ is the freestream total pressure before the shock, were 
compared between the solutions from these two grids and the results are quite similar as shown in Fig. 
3.5b and 5d yielding an average error of 0.3% for two mean velocities. The differences are amplified in 
the total pressure profiles since Po/P is strongly sensitive to Mach number changes (e.g. the 
proportionality approaches M7 for high Mach number conditions). The grid resolution effects were 
considered small enough so that the baseline condition was deemed appropriate to obtain predictions 
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between different micro-ramp configurations. Thus the remaining computations were performed with the 
baseline grid with the integration time of τ* = 4. 
 
3.3 Results 
3.3.1 SBLI with no Micro-Ramp (NR) 
The supersonic boundary layer flow with the oblique shock but without the micro-ramp (NR) was 
first studied to understand the flow characteristics, such as shock impingement and boundary layer 
separation characteristics. Density iso-surface of RANS and instantaneous LES for the shock wave 
interacting with the turbulent boundary layer are shown in Fig. 3.6.  Both techniques indicate a reflected 
shock, but the LES predictions show the presence of turbulent structures in the boundary layer, which are 
significantly altered as they pass through the shock.  In particular, the aspect ratio of turbulent structures 
was changed as they tend to have greater height and shorter streamwise length.  The former may be 
attributed, in part, to the boundary layer thickening while the latter may be attributed to the shock 
unsteadiness (Pirozzoli and Grasso 2006).  The structures begin to relax towards the pre-shock aspect 
ratios further downstream.  
Figure 3.7 shows streamwise views of the Mach number contours and spanwise views of the velocity 
contours for RANS, averaged LES and instantaneous LES. As seen in the streamwise view which begins 
at x* = -57, the primary shock impinges on the turbulent boundary layer and reflects into the upper region 
(where it collides with the upper-wall expansion wave causing both of the waves to reflect once more as 
they exit the outflow plane at x* = 102).  The spanwise and streamwise views reveal that the average LES 
results show a larger flow separation than the RANS results.  The larger separation height creates an 
expansion wave posterior of the separation bubble peak for the averaged LES case.  Compared to RANS, 
the flow separation for the averaged LES is also more gradual and initiates further upstream of the 
inviscid shock location (xSI* = 0).  This effect is attributed to the appearance of many separation cells in 
the instantaneous case, i.e. there are many streaks of flow separation that occur upstream, and even 
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downstream of the primary region of separation.  These separated cells may also be responsible for the 
change in the turbulent structures just after the shock as noted with Fig. 3.6.  Further downstream, high 
speed fluid in the instantaneous LES is indicated by yellow streaks which drive the recovery of the 
boundary layer.  
The numerical predictions and measurements of the velocity and the total pressure profiles at the 
measurement plane (xMP* = 86.2) are shown in Fig. 3.8. The results are normalized with the freestream 
velocity and the total pressure. The results indicate that the LES results have closer agreement with 
experimental data than the RANS results.  In particular, the velocity shape for LES is fuller than RANS 
indicating that the latter under-predicts boundary layer recovery, despite predicting a small separation 
region. The poor predictions of the RANS result may be partially attributed to the empiricism associated 
with turbulence modeling. However, it should be noted that RANS turbulence models are more suited and 
have been calibrated to predict flows at higher Reynolds number (Baldwin and Lomax 1978).  In fact, the 
predicted RANS profiles are similar to the subsonic equilibrium boundary layer profiles measured by 
Mellor et al. (1966) where the two distinct slopes exist for the inner and the outer region. The 
discrepancies between the LES result and the experiment begin to grow yielding different velocity 
gradients near the wall. Experimental uncertainties could be the primary cause where the data acquisition 
near the wall becomes more difficult. The Reynolds number effect are not expected to play a significant 
role for the flow separation process since the difference in their Reynolds numbers are relatively small 
(Reθ, LES=2350 and Reθ, EXP=2500 where the momentum thickness, θ, is measured at xSI). The total 
pressure curve for RANS undershoots for y locations less than 5δref* but overshoots for higher heights of 
6δref*, compared with to the experimental data (the bottom wall is at y=0).  The LES predictions are 
significantly better than that for the RANS but indicate higher discrepancies with the total pressure, which 
is consistent with the increased sensitivity to the Mach number.  
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3.3.2 Effects on SBLI with Baseline Micro-Ramp (BR) 
The baseline micro-ramp (BR) inserted into the above SBLI was investigated experimentally and 
computationally.  Figure 3.9 shows that the micro-ramp causes a small shock wave which interacts 
weakly with the primary downward oblique shock.  More importantly, as the flow travels over the micro-
ramp, a vortex tube (mostly consisting of a pair of primary counter-rotating vortices) is generated.  This 
vortex tube initially rises due to the upwash effect but then descends closer to the wall after the reflected 
shock.  During this process, the vortex tube loses its coherency as shown in the averaged LES iso-surfaces 
(Fig. 3.9a).  However, it interacts with the vorticity of the turbulent structures downstream of the reflected 
shock as shown in the instantaneous LES iso-surfaces (Fig. 3.9b). It can be seen that the shock interaction 
weakens the vortex tube cohesion significantly compared to that of the turbulent structures (Fig. 3.9c).  
However, these streamwise vortices are associated with the recovery of the turbulent structures to the pre-
shock characteristics. A streamwise view of the Mach number contours located at the middle of two 
periodic micro-ramps (z*=11.9, z* = z/δref*) is shown in Fig. 3.10.  This spanwise location was chosen 
because it is the point where the flow separation is largest.  A spanwise view is also shown in this figure 
for the velocity field just above the wall (y+=1).  In general, the RANS and LES predictions yield 
fundamentally different results. The RANS boundary layer at this spanwise location is generally thick 
both during and after the SBLI but the separation region is quite thin.  In contrast, the LES boundary layer 
is thinner but includes a larger separation region, followed by a local expansion fan.  In the spanwise 
view, it can be seen that this separation region also extends further upstream.  This is consistent with the 
NR results, where the RANS flow predicted less impact of the SBLI and predicted a slower recovery 
downstream compared to the LES flow.  In the spanwise view for the LES predictions, the strong 
streamwise vorticity generated by the micro-ramp creates an attached flow region downstream of the 
micro-ramp centerline.  The RANS predictions yield an additional flow separation segment at the center 
which is due to the vortex tube pair traveling at a higher height (thick boundary layer) such that the 
secondary vortices are developed under the primary pair at the shock impingement region.  
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Compared to the no micro-ramp (NR) LES results, the boundary layer with the baseline micro-ramp 
(BR) is thicker near the interaction with a larger separation and is somewhat thinner near the end of the 
computational domain.  At the downstream location, the spanwise instantaneous contours tend to show 
more high-speed streaks indicating entrainment from the upper region of the boundary layer, which is 
attributed to the micro-ramp streamwise vortices. .   
 Low and high speed strips whose streamwise lengths are approximately 8δ to 20δ have been found 
upstream of the oblique shock in various samples of instantaneous flow solutions (Fig. 3.11) similar to the 
results in Ganapathisubramai et al. (2006) . These structures may contribute to the undulations of the 
shock position and are substantially changed downstream of the shock interaction to be shorter in length 
and more volatile, owing to the reattachment of a strongly turbulent free shear layer as can be seen in Fig. 
3.11a.  However, by placing a flow control device, the character of the structures downstream of the 
shock show an even larger increase in the number of high-speed strengths which implies improved 
mixing due to the production of streamwise vorticity (Fig 3.11b). 
Mach number contours from RANS and LES close to the inviscid shock location (x*=-3.7) are shown 
in Fig. 3.12 where the two counter rotating vortices generated from the micro-ramps have moved close to 
each other and have begun to move upwards away from the wall . While the circular tube structure is 
retained for the instantaneous LES, the unsteadiness of the boundary layer increases due to the shock 
interaction. Just to the side of this vortex pair, the boundary layer thickness is reduced since high speed 
fluid is entrained downwards.  However, near the spanwise edges of the domain, the boundary layer is 
thicker as the vortex pair impact is lessened.  These trends are less evident in the RANS results as 
compared to the averaged LES results.  As the flow convects downstream of the shock, the vortex 
structure gradually diffuses where only the wake of the micro-ramp remains at the measuring plane 
shown in RANS and averaged LES results.  In the instantaneous LES contours, it can seen that the vortex 
pair size is larger and stronger than the turbulent structures at x*=-3.7, but is much less pronounced at 
x*=86.   
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The velocity profiles are shown in Fig. 3.13 for each rake location. Rake 1 is located at z*=11.85 
from the center of the domain (middle of two micro-ramps) and rake 2 is at z*=9.7, which is at the tip of 
the leading edge. Rake 3 position is at z*=7.5. Similar to the NR configuration, the streamwise velocity 
profiles from the averaged LES results have closer agreement with the experimental data than the RANS 
results, consistent with NR results (Fig. 3.8).  The LES predictions of the velocity profiles also indicate a 
much fuller boundary layer near the exit of the computational domain as compared to the RANS results, 
which is consistent with the contours shown in Fig. 3.10. The total pressure profiles indicate larger 
differences between the LES results and the measurements which are attributed to the higher sensitivity of 
this variable to Mach number changes.  
As mentioned earlier, a study was conducted to see if the RANS results were specific to a particular 
turbulence model, especially because the RANS results substantially under-predicted the velocity and 
total pressure profiles. Two additional RANS turbulence model were investigated: Shear Stress Transport 
(SST) κ-ω and Spalart-Allmaras.  The comparisons are shown in Fig. 3.14, where all three models yield 
similar under-predictions, indicting that the conventional RANS approach is not likely to be successful 
for this flowfield due to the combination of strong shock-induced separation and modest Reynolds 
number.  Such a result is consistent for other separated flows at high Mach number flows (Mentor 1994, 
Spalart and Allmaras 1992). Therefore, only LES predictions will only be shown for the remaining 
flowfields.  
 
3.3.3 Effects of Micro-Ramp Size and Location (HR & HRHD) 
To study the effects of micro-ramp size and location, two additional configurations were investigated 
and compared with the baseline ramp (BR) configuration. To investigate size effects, a 50% smaller 
micro-ramp was placed at the same location as the BR configuration; this configuration is denoted as 
“HR”.  To simultaneously investigate ramp location effects, a 50% smaller micro-ramp was located with 
its trailing edge (apex) located at the mid-point between the BR trailing edge and the shock impingement 
locations.  This case is denoted as “HRHD” and this choice is consistent with measurements by Babinsky 
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et al. (2009), who noted that the longevity and impact of the streamwise vorticity scaled primarily with 
the ramp-height.  Both the HR and HRHD configurations retained the same spanwise spacing ratio (width 
normalized by height) as BR.  Since these cases employed the same physical domain as that for the BR 
case, a consistent spacing ratio yielded two smaller side-by-side ramps in the computational domain (as 
compared to a single larger ramp for the baseline case).  . 
 Figure 3.15 compares the near-wall average and instantaneous spanwise velocity contours for the two 
new configurations with the baseline ramp results.  The instantaneous LES contours show that the shock 
interaction regions again include many pockets of separated flow (rather a single large separation region), 
and that the streamwise vorticity downstream of the micro-ramps tends to eliminate the instantaneous 
pockets of separated flow.  The averaged LES results show that the separated areas have generally 
decreased for the HR and HRHD configurations in comparison to the baseline micro-ramp configuration.  
This reduction in separation can be attributed to the closer proximity of the micro-ramp to the shock 
interaction, is most evident for the HRHD configuration. (The effects of the streamwise vortices are 
evident just upstream of the interaction.) In contrast, the HR has a separated flow region downstream of 
the ramp on the ramp centerline. These separated regions indicate that the micro-ramp vortices from this 
configuration may be too weak. This interpretation is consistent with the expected reduced vortex strength 
at a fixed downstream location as the device height is reduced (Ashill et al. 2005, Babinsky et al. 2009 
and Barber et al. 1993).  The reduced scaling of the micro-ramp resulted in a higher spanwise frequency 
which helped reduce the overall separated area. The HR and HRHD configurations also produce more 
high-speed streaks (Fig. 3.15) compared to the BR indicating improved the flow recovery 
The instantaneous LES cross section Mach number contours just downstream of the micro-ramps and 
at the measurement plane for the BR, HR and HRHD configurations are shown in Fig. 3.16 along with the 
averaged flow field. The instantaneous LES at the trailing edge for HR and HRHD are consistent with a 
factor of two reduction in the width and height of the counter-rotating vortex pairs compared to the BR 
configuration.  At the measurement plane, the vortex pairs are more evident for the BR, an indication that 
they are less dissipated.  The reduced dissipation is attributed to the increased distance away from the 
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strong near-wall turbulence as well as their increased strength.  This trend is also evident in the averaged 
Mach contours, where the BR configuration shows a more prominent wake deficit. It is interesting that 
the HRHD case has a reduced spanwise variation and vertical extent compared to the HR case.  It also has 
a more effective flow recovery as indicated by fewer low-speed streaks, than the BR and HR.  This flow 
recovery is caused by the stronger coupling between the vortex pair and the shock interaction and a 
reduced degree of interaction with the supersonic portion of the flow which is a result of their reduced 
height and downstream placement (where the boundary layer is thicker).    
Several average parameters are defined to characterize and quantify the “performance” of the micro-
ramps.  In particular, the average incompressible displacement thickness, δ*, total pressure recovery 
factor, α, incompressible shape factor, H, were selected. The incompressible form was chosen since this 
was found to give correlation with boundary layer health and boundary layer flow control (Fukuda 1975, 
Anderson 2006). They are defined as: 
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where Po∞ is the free stream total pressure before the shock, ymax is the distance from the wall to which the 
integrals are evaluated. For the RANS results, the integration height was set at ymax = y* = 23. This value 
is above the boundary layer but below the expansion wave emanating from the upper wall (recall Fig. 
3.9).  For the LES results, two different integration heights were used: ymax = y* =23 to correspond to the 
RANS integration and ymax = y* = 6 to correspond to the maximum height of the Pitot probe rakes in the 
experiments. Flow separation area, Asep, was obtained by summing the wall areas, downstream of the 
micro-ramps (in the shock interaction region) with negative wall shear stress.  
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Spanwise (z) distributions of total pressure recovery of the BR configuration were normalized by that 
of the NR (α/αNR) and are shown in Fig. 3.17a.  As expected, the strongest losses are located downstream 
and on the micro- ramp center line (z/D=0) and can be attributed to the wake of the ramp.  To the sides of 
this wake are increases in the total pressure recovery located on either side of this wake and are attributed 
to the high-speed flow which is brought downward by the counter-rotating vortex pair. Further to the side, 
the total pressure tends towards that of the NR case.  When integrated to y*=23, the LES predictions are 
in better agreement than RANS with the experimental data, which tended to over-predict the spanwise 
variations. However, consistent with differences noted in Fig. 3.13, the LES results integrated to y*=6 are 
not as accurate. The experimental boundary layer appears to be thinner than that of the LES.  Similar 
results are found for the displacement thicknesses and shape factors and are shown in Fig. 3.17b and 17c. 
A thicker boundary layer with a larger (less healthy) H is evident on the ramp centerline for the LES 
results which can be attributed to the ramp wake; the RANS predictions have much stronger spanwise 
variations.  
Normalized total pressure recoveries are shown in Fig. 3.17d as function of micro-ramp 
configuration.  In general, the HR and HRHD have a higher total pressure recovery which is attributed to 
their reduced vertical extent into the boundary layer. This effect can be seen in the larger flow disturbance 
combined with the shock wave generated by BR device in the instantaneous Mach contour of Fig. 3.16.  
A decrease in the maximum displacement thickness can also be seen in the spanwise distributions of Fig. 
3.17e for HR and HRHD.  The shape factor for the BR, HR and HRHD configurations are very similar, a 
fact which suggests that changes in the displacement thickness corresponds to similar changes in the 
momentum thickness.  
The spanwise average values of the performance parameters (defined in Eqs. 3.3 – 3.6) are 
summarized in Table 3.2. Consistent with the reduced wakes noted in Fig. 3.17d, the smaller micro-ramp 
configurations had substantially higher spanwise-averaged pressure recoveries than the NR and BR 
configurations.  Compared to the BR configuration, there is an improvement of more than 10% in span-
wise averaged pressure; this improvement demonstrates a significant benefit of smaller micro-ramps in 
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controlling this particular flowfield.  Improvements are also observed in the displacement thickness, 
though these values are not as small as that observed for no flow control (NR).  Thus, the penalty paid for 
improved total recovery is increased boundary layer thickness.  Since the shape factors are all nearly 
unity, these same comments can be made with respect to the momentum thickness.  The separated flow 
area is dramatically reduced (by more than 30%) for the HRHD configuration compared to the NR.  The 
HR configuration showed no improvement in separation area. This result is attributed to reduced 
effectiveness of the streamwise vortices when they are generated relatively far upstream of the shock 
interaction region.  The BR configuration yielded a larger separation region such that the improvements in 
flow attachment downstream on the micro-ramp centerline were more than offset by increases in 
separated flow in the outer spanwise regions. These results suggest that more investigation of the size, 
location and possibly the shape of the micro-ramps are warranted to determine optimal configurations.  
Furthermore, the sensitivity to impinging shock strength, Mach number and Reynolds number is also of 
interest and needs study to determine the effectiveness of the micro-ramps in a range of flows.  
 
3.4 Conclusions 
A study of supersonic boundary layer flow control using micro-ramp has been presented. The rescale-
recycle algorithm for compressible flows is used to generate turbulent inflow conditions. This algorithm 
reduces computational cost by eliminating the need to compute boundary layer flows from the leading 
edge of the flat plate. In general, the LES and RANS results captured similar fluid dynamic features of the 
interaction, but only the LES gave quantitative agreement with measured velocity and total pressure 
profiles downstream of the interaction.  In particular, the RANS results tended to over-predict the 
boundary layer thicknesses, spanwise variations, and shape factors at the measuring station. However, the 
LES simulations required approximately a five-fold increase in computing time.  With respect to the fluid 
physics, the shock interaction was shown to produce substantial break-up in the turbulent structures, 
which resulted in smaller structure aspect ratios of the structures just downstream of the shock 
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impingement.  Further downstream, the structures tended to return to their pre-shock characteristics.  
Similar results were found when a micro-ramp was present, but the counter-rotating vortices dominated 
the streamwise vorticity in the vicinity of the shock interaction and improved the overall recovery of the 
structures. Different sizes and locations of the micro-ramp were also studied. Smaller micro-ramps 
located at the same downstream position (HR) and located half the distance to the shock impingement 
location (HRHD) gave qualitatively similar counter-rotating vortices albeit with smaller scales and 
weaker strengths and dissipated faster.   A key benefit of the smaller ramps was their reduced incursion 
into the supersonic portion of the boundary layer, which reduced their overall wake effects.  The smaller 
streamwise vortices also stayed closer to the wall. This wall proximity increased the number of near-wall 
high-speed streaks, especially for the HRHD configuration whose vortices were stronger when entering 
the shock interaction region.  The smaller micro-ramps yielded increased total pressure recovery 
compared to the no-ramp (NR) case.  They also yielded displacement thicknesses which were smaller 
than the baseline ramps but larger than the NR case.  A reduction of as much as 30% for the HRHD 
configuration over the NR was observed. 
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3.5 Figures 
 
a) 
 
b) 
 
Fig. 3.1  a) Flate plate with shock generator installed in 
TGF,  b) Forebody Boundary Layer Management Model  
schematic. 
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Fig. 3.2  Dimensions of baseline micro-ramp from 
Anderson et al. (2006). 
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a) 
    
b) 
     
Fig. 3.3  Boundary layer rakes a) schematic where 
holes represent Pitot probe positions (mm unit), b) an 
actual picture of the rakes 
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a) 
 
 
 
b) 
 
Fig. 3.4   Grid topology for a) angled view of the whole domain, and b) zoom in at the micro-
ramp. 
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x* = -57
xSI* = 0 
xMP* = 86.2 
x* = -179.8 
x* = -209.3 
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Table 3.1. Dimension of the domain and the μVGs 
 NR BR HR HRHD 
L* 312 312 312 312 
L+ 11052 11052 11052 11052 
D* 23.7 23.7 23.7 23.7 
D+ 840 840 840 840 
Einlet* 86.3 86.3 86.3 86.3 
Einlet+ 3055 3055 3055 3055 
Eexit* 61.1 61.1 61.1 61.1 
Eexit+ 2164 2164 2164 2164 
h* no device 3.19 1.59 1.59 
h+ no device 112 56 56 
c* no device 20.95 10.48 10.48 
c+ no device 736 368 368 
d* no device 18.63 9.32 9.32 
d+ no device 654 327 327 
s* no device 23.93 11.97 11.97 
s+ no device 840 420 420 
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a) b) 
 
c) 
 
d) 
Fig. 3.5 Study of a) integral time convergence on velocity profile, b) grid resolution on velocity 
profile, c) integral time convergence on total pressure profile, and d) grid resolution on total 
pressure profile for baseline ramp. 
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Fig. 3.6 Iso-surface of density for NR where RANS shown on top and LES on 
bottom. 
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 a) Streamwise View of z*=0 plane b) Spanwise View of y+ = 1 plane 
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Fig. 3.7  Visualization of various plane for NR z*=0 and at y+=1 from x*=-38 to +102 : a) mid-span Mach 
number contours for y*=0 to 69, and b) near-wall streamwise velocity contours for z*=-11.9 to +11.9.  Note 
that the plane y+=1 corresponds to the first vertical grid point above the wall, which was the same for all 
flows since this grid point was based on the NR shear stress at x*=-209.3. 
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Fig. 3.8   Streamwise velocity and total pressure profile comparison between RANS, LES and 
experimental data for NR at  measuring plane (xMP*=86.2). 
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a) 
b) 
 
c) 
 
Fig. 3.9   Iso-surface of a) density for averaged LES, b) instantaneous LES and c) streamwise 
vorticity of instantaneous LES. 
shock
expansion
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 a) Streamwise View of z*=11.9 plane b) Spanwise view of y+ = 1 plane 
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Fig. 3.10  Visualization of a) streamwise and b) spanwise planes for BR with same contours and domain as 
for Fig. 3.7.  The solid arrow indicates the spanwise location of the streamwise contours while the two 
dashed arrows indicate the two streamwise positions shown in Fig. 3.12. 
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a)  
   
b)  
   
Fig 3.11 a) velocity contours at y+=5 for NR and b) velocity contours at y+=5 for BR showing 
streamwise lengths of 8δ (400 wall units) and 20δ (1000 wall units) in the spanwise length. 
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 a) RANS b) Averaged LES c) Instantaneous LES 
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Fig. 3.12   Visualization of cross sectional plane Mach contours for BR at x*=-3.7 
(near shock impingement) and  x*=86.2 (measuring plane) for a) RANS, b) averaged 
LES and c) and instantaneous LES. 
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Fig. 3.13 Comparison of streamwise velocity and total pressure profile for LES, RANS and 
experimental data for BR at x*=86.2 (measuring plane) for Rake 1 (z*=11.8), Rake 2 (z*=9.7) 
and Rake 3 (z*=7.5). 
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Fig. 3.14   RANS turbulence model comparison 
(Shear Stress Transport (SST), Spalart-Allmaras (S-
A), Baldwin-Lomax (BL)) with LES and 
experimental data. 
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 a) Averaged LES b) Instantaneous LES 
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Fig. 3.15 Visualization streamwise velocity from x*=-28.5 to 102 at y+=1 plane for BR, HR and 
HRHD for a) averaged LES average and b) instantaneous LES.  
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 a) Instantaneous LES 
Behind the Ramp 
b) Instantaneous LES 
Measuring Plane, x* = 86.2 
c) Averaged LES 
Measuring Plane, x* = 86.2 
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Fig. 3.16  Mach contours at various cross sections for BR, HR and HRHD: a) instantaneous LES 
at the micro-ramp’s  trailing edge (x*=-57 for BR and HR and x*=-28.5 for HRHD), b) 
instantaneous LES at measuring plane and c) averaged LES at measuring plane. 
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a) 
 
d) 
 
b) 
 
e) 
 
c) 
 
f) 
 
Fig. 3.17  Spanwise distributions of a) total pressure loss for BR and d) HR and HRHD, b) 
displacement thickness for BR  and  e)  HR and HRHD, c) incompressible shape factor for BR and 
f) HR and HRHD at measuring plane, x* = 86.2, comparing with experimental data. 
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Table 3.2 Spanwise Averaged Performance 
Parameters where αNR =0.80, δNR*= 1.09δref* 
(xSI),  HNR=1.25 and Asep,NR=8.01Dδref* 
 BR HR HRHD 
α / αNR 0.95 1.07 1.06 
δ* / δNR* 1.08 1.04 1.02 
H / HNR 0.99 0.99 0.99 
Asep / Asep, NR 1.29 0.99 0.69 
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Chapter 4 
Various Types of Micro-Vortex Generators 
 
 
In this chapter, our aim is to understand the physics of the interaction between the shock wave, the 
turbulent boundary layer and the counter-rotating vortex pair generated from various flow control devices. 
The LES approach incurs less empiricism than the RANS allowing one to obtain detailed information of 
the fluid physics. We seek to understand how the development of the vortices differs between various 
device geometries and compare that to previous subsonic measurements (Ashill et al. 2002).  
Furthermore, we hope to understand the evolution of the turbulent structures passing over the μVGs and 
the impact of the oblique shock.  Finally, we wish to determine the effect of different geometries of the 
μVGs on flow separation and downstream boundary layer properties including stagnation pressure 
recovery.  To be consistent with validation data from Air Force Research Laboratory at Wright Patterson 
(AFRL) (Lee et al. 2009), we investigate a Mach 3 turbulent boundary layer with Reδ* = 3,800 (based on 
δref*) with an 8o oblique impinging shock, same as the previous chapter. Different types of μVGs from 
Fig. 4.1 are placed upstream of the shock interaction with the boundary layer. To characterize the impact, 
the evolution of the turbulent structures is first discussed followed by that for the evolution of the mean 
streamwise velocity in terms of streamwise, transverse, and spanwise distributions.  Next, the streamwise 
development of a spatially-averaged kinetic energy and streamwise vorticity are investigated, where the 
latter is compared to previous measurements in low-speed sub-sonic flow (Ashill et al. 2002).  Finally, 
the impact of the devices on downstream stagnation pressure recovery, displacement thickness and shape 
factor are considered, along with the net change in separation area.  
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4.1 Numerical Methodology 
4.1.1 Numerical Schemes 
Large Eddy Simulation (LES) is used to provide high spatial and temporal resolution for unsteady 
turbulent flow with little empiricism.  Turbulence modeling for sub-grid stress is neglected, as mentioned 
in Chap. 2.2 and the rescale-recycling inflow boundary conditions are included to generate turbulent 
boundary layer flow (see Chap 2.2.2).  A third-order upwind scheme (Courant et al. 1954) is used with 
min-mod limiter (Roe 1986) and a second-order approximate factorization scheme (Holst 1997) is 
employed with Newton sub-iteration to improve temporal accuracy. Time step is based on 
dt=CFLΔx/(a∞+U∞), where Δx is the streamwise cell length in the recycling zone and a∞ and U∞ are the 
speed of sound and streamwise velocity at freestream conditions. Courant number (CFL) of 0.4 was based 
on stability constraints, but was small enough to ensure time-step independence.   
 
4.1.2 Various Micro-Vortex Generators 
The baseline micro-ramp (BR) with a height of h is shown in Fig. 4.1a where the dimensions are 
based on the optimization results from the RANS-based Anderson study (Anderson et al. 2006). Different 
dimensions, such as reducing the height by half (HHR) in Fig. 4.1b and the width by half (HWR) in Fig. 
4.1c, are additionally investigated, as well as a split micro-ramp (SR) shown in Fig. 4.1d.  Furthermore, 
micro-vanes are examined where the baseline vanes (BV) and thick vanes with side support (TV) are 
shown in Fig 4.1e & f, respectively, both of which have the same height as the baseline micro-ramp. The 
top-view of the devices is shown on the right column where the sweep angles and the heights can be seen.  
In all cases (including the half-width ramps), the spacing between the adjacent μVG based on the 
centerlines of the device is 7.5h.  The lower sweep angles of the vanes are similar to that of the half-width 
ramp (HWR). Note that the vane dimensions were based on Ashill et al.(2002) to allow comparison to 
their experimental data set, which was obtained for a single pair of vanes at a low-speed subsonic 
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condition (Mach number close to 0.08).  This experimental data set also included a micro-ramp with a 
similar sweep angle, length and height as that of the vanes.   
  
4.1.3 Computational Domain 
The computational grid shown in Fig 4.2a is a scaled version of the test section of a wind tunnel at 
AFRL which included a downstream measuring plane (MP).  The flow domain is dimensioned in this 
figure in terms of a reference displacement thickness, denoted as δref*. The reference displacement 
thickness of the boundary layer is that measured for a clean flat plate flow (i.e. no shocks and no micro-
ramps) but at the position of the theoretical inviscid shock (xSI). The ratio of the baseline micro-ramp’s 
height, h, to the displacement thickness is 3.19 (h=3.19δref*) based on Anderson et al. (2006). The length 
and the width of the grid is 312δref* and 23.7δref*, respectively. The spanwise coordinate z is 0 at the 
centerline and z*=z/δref*. The normal coordinate y is zero at the floor such that the height of the grid varies 
from y of 86.3δref* to 61.1δref* at the entrance and the exit of the domain and y*=y/δref*. The streamwise 
distance was normalized by the reference displacement thickness and centered at the theoretical shock 
impingement location (xSI) so that x*=(x-xSI)/δref*. The micro-ramp trailing edge is located at 57δref* 
upstream of the inviscid shock impingement location (i.e. x* = -57). The full domain is decomposed into 
11 zones for parallelization to increase computational efficiency where each interfacing zones are 
abutting grids. An enlarged side view of the grid for the baseline micro-ramp (Fig. 4.1a) is shown in Fig. 
4.2b. 
The rescale-recycle zone whose length is 29.5δref* generates turbulent boundary layer flow at the 
inflow of the domain which is followed by an oblique shock induced by the 8o wedge on the ceiling as 
shown in Fig. 4.2. The μVGs are placed approximately at the mid-point between the inflow and the 
outflow of the domain which is upstream of the inviscid shock impingement region. The shock is then 
reflected from the impingement location and convects downstream passing through the outflow plane at 
x*=102. Data measurement to assess the μVG performance is conducted at the measuring plane (xMP) 
 56
which is based at x*=86.2.  Periodic boundary conditions are imposed on the side walls of the domain to 
represent arrays of μVGs in the spanwise direction which would make the spacing between the adjacent 
μVG equal 23.7δref*. Slip and no-slip conditions are imposed on the ceiling and the floor of the domain, 
respectively, where the outflow conditions are based on zero order pressure extrapolation. The grid 
stretching ratio (division of two consecutive cell lengths) in the normal direction to the wall is 1.15 where 
the first grid point normal to the wall is at y+ = 1 (based on the shear stress at the inlet station of rescale-
recycle zone). The streamwise and the spanwise grid spacing correspond to x+ of 28 and z+ of 13 whereby 
the total number of grid points is 3.2 million nodes, which is denoted as the baseline grid (BG). Finer grid 
spacing was necessary in the zones that surround the μVG in order to conform to the boundaries of the 
geometry, which is shown in vertical slice of the grid above the μVG in Fig. 4.2.  
 
4.1.4 Validation, Mean Flow Convergence and Grid Independence 
The mean LES streamwise velocity at xMP was compared to an experimental data obtained by AFRL 
(also at a similar Reynolds number of 4,000 based on δref*) in Fig. 4.3a using the baseline grid. The No 
Ramp (NR) flowfield included the oblique shock wave but no control device.  For the mean velocity, the 
time averaging based on Eq. 3.2 employed a time period of τ*=4 where τ*=τint/τdom. τdom is defined by 
τdom=L/U∞ and where L is the streamwise length of the domain (312 δref*) and U∞ is the freestream 
velocity. This quantity represents a time scale for the fluid to convect through the entire domain, i.e. a 
single time-sweep.  Good agreement is found for the velocity profile (especially compared with RANS 
predictions (Lee et al. 2009)), though the shear stress was somewhat under-predicted. A similar 
comparison was made for the oblique-shock case where for the baseline micro-ramp (BR), included in 
Fig. 4.3b, it can be seen that the fuller boundary layer measurements with the control device are consistent 
with the trends predicted by LES.   
To examine effects on time-averaging (used in Eq. 3.2) and on spatial resolution, the micro-ramp case 
of Fig. 4.3b was recomputed two more times: once with an increased integration time and again with an 
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increased grid resolution.  For the former, temporal convergence of the velocity profile was examined by 
extending the averaging interval by τ*=8 and negligible differences were found as shown in Fig. 4.3b.  
Decreasing the time-step by a factor of two to check temporal resolution also yielded even smaller 
differences (which are not shown).  The grid resolution study was performed by increasing grid points of 
the baseline grid by 30 percent in each of the computational coordinate directions (ξ, ψ and ζ). This 
resulted in an increase in the total number of nodes by a factor of 2.2 where the new grid is defined as the 
dense grid (DG). The predictions based on the DG integrated over τ*=4 are also shown in Fig. 4.3b and 
only small differences in the mean velocity profiles were found compared to the other numerical and 
experimental results, where similar results were found with the stagnation pressure profile (Lee et al. 
2009). Therefore the flow solution from the baseline grid with the time scale of τ*=4 for averaging is 
deemed sufficiently resolved and reasonably predicts the downstream velocity profile.  This gives 
confidence in the technique to predict the flow interaction for other micro vortex-generator devices for 
which no experimental data is available.  
 
4.2 Results 
4.2.1 Supersonic Turbulent Boundary Layer 
Instantaneous density iso-surfaces and streamwise velocity contours at y+ of 5 without the flow 
control device are shown in Fig. 4.4a & b.  In terms of overall gas dynamics, Fig. 4.4a shows that the 
oblique shock wave propagating downward (shown in green) is followed downstream by an expansion 
wave generated from the trailing edge of the shock wedge which also propagates downward (shown in 
green). The reflected shock from the turbulent boundary layer (shown in yellow) moves upwards and 
interacts with the expansion wave.  It should be noted that the incoming oblique shock wave is two-
dimensional while the reflected wave contains significant spatial undulations (and was found to be 
unsteady).  These figures also show the evolution of the coherent structures convecting through the shock. 
As the shock impinges on the boundary layer, the shapes of the structures just downstream of the shock 
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become more vertically pronounced (Fig. 4.4a).  This is due, in part, to the boundary layer thickening and 
the adverse pressure gradient. The results also show a reduced aspect ratio of the structures, though they 
begin to relax towards the pre-shock aspect ratios further downstream (Fig. 4.4a & b).  The reduced 
aspect ratio and associated reduced coherence of the structures in the streamwise direction near the shock 
may be attributed to the shock unsteadiness. In particular, oscillatory motion of the foot of an incident 
oblique shock was also found in a DNS study by Pirozzoli and Grasso (2006) who attributed the cause to 
the passage of the low speed coherent structures. The present results are consistent with the studies by Wu 
and Martin (2007) for a compression ramp in which the turbulent structures had a reduced streamwise 
extent downstream of the shock/boundary-layer interaction. They suggested that this may be due to low-
frequency oscillations of the oblique shock which may “chop” the structures.   In the present flow, the 
reflected oblique shock was observed to undergo oscillations with amplitude on the order of δref*.   
The streamwise velocity contours in Fig. 4.4b indicate the scale and shape of the low speed streaks 
for the case with no flow control device.  The lengths of the streaks are on the order of 1000 wall units 
where the spacing between each streaks are approximately 100 wall units upstream of the shock. This 
length scale is typical for both incompressible and compressible turbulent boundary layer flow. However, 
the lengths of the streaks decrease (200~300 wall units) while the spacing widens approximately 15 
percent as the flow convects through the shock impingement as shown in the density iso-surface contours 
of Fig. 4.4a. Multiple recirculation regions are observed near the shock impingement so that the overall 
separation bubble is quite three-dimensional and unsteady. Upon insertion of the baseline micro-ramp 
(BR) as shown in Fig. 4.4c, the presence of the device causes a horse-shoe vortex which induces flow 
separation at the foot of the micro-ramp and produces a counter-rotating vortex pair shown by the high 
speed streaks (yellow and orange) resulting from the entrainment of high-speed fluid to the wall .  This is 
consistent with the findings of Babinsky et al. (2009) at much higher Reynolds number. As the vortex 
pair convects downstream, the high streamwise vorticity fluid breaks up the center of the separation 
region. This contributes to the recovery of the boundary layer (which was afflicted by unsteadiness of the 
shock and the adverse pressure gradient) in the form of increased number of high-speed regions.  
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4.2.2 Vortex Evolution 
The spanwise view of the streamwise velocity contour is shown in Fig. 4.5.  The counter-rotating 
vortex pair mentioned above appears as a pair of vortex tubes when examined just downstream of the 
μVG trailing edge (left-hand column with arrows indicating the center of the vortex cores).  The two 
primary vortices generated by the BR device are largest in size at the trailing edge and can be seen to 
locally reduce the boundary layer thickness close to the device due to the entrainment of high speed flow 
(Fig. 4.5a).  However, the boundary layer thickness increases away from the centerline indicating 
significant spanwise variation.  Also shown in Fig. 4.5a, are small secondary vortices (in blue) which 
form due to the corner flow at the ramp’s side wall and the bottom floor.  These secondary vortices 
counter rotate against the primary vortex and, as discussed by Ghosh et al. (2008), contribute to the rise of 
the primary vortex from the floor at the inviscid shock location.  However, the rise is primarily driven by 
the upwash generated by the two counter-rotating vortices.  The vortices are shown schematically in Fig. 
4.5b superimposed on the velocity field to show their influence.  The vortices entrain high-speed fluid 
downward along the outside edges to thin the boundary layer, but also pull low-speed fluid upwards in 
between the vortices.   At this point (Fig. 4.5b), the boundary layer under the vortex pair remains attached 
and thin despite the shock impingement which is one of the main benefits of using such flow control 
devices . However, the boundary layer thickness is significantly increased in the outward regions due to 
flow separation (shown as dark blue region in Fig. 4.5b).  
As the height of the micro-ramp is reduced by half with the HHR geometry, the initial size of the 
vortex tube pair is reduced proportionally but the vortex core strength is approximately maintained (as is 
that of the secondary vortices) as shown in Fig. 4.5c.  At the inviscid shock location (Fig. 4.5d), the 
primary vortex pair is significantly weakened and does not provide as much centerline thinning as the BR 
device. However, its lower initial height allows it to have a reduced altitude and the decreased intensity 
appear to have reduced the undesirable thickening at the outer spanwise locations, noted for the BR case.    
The micro-ramp reduced in width by half denoted as HWR yields a pair of primary counter-rotating 
vortices which are more circular and much closer together in the spanwise direction (Fig. 4.5e). The 
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reduced width of the micro-ramp also substantially reduces the size of the secondary vortices.  
Downstream (Fig. 4.5f), the close proximity of the two counter-rotating vortices causes them to interact 
more and degrade their strength as compared to the BR case.  This is consistent with trends seen for low-
speed subsonic devices which are spaced too close together (Ashill et al. 2002).  The boundary layer 
thickness (at the centerline) is thinned similar to that seen for the HHR case but with somewhat more 
spanwise variation.  
The split-ramp (SR) is shown in Fig. 4.5g at the trailing edge.  In this case, the primary vortices are 
circular, similar to the case for HWR, but are separated by a significant spanwise spacing on the order of 
the device height.  At the centerline, there is a high speed flow owing to the channel between the two 
halves of the device.  The increased spanwise spacing allows the vortices to stay closer to the wall and 
with less dissipation further downstream (Fig. 4.5h) as compared to the BR case, consistent with the 
findings by Ashill et al. (2002).  This spacing leads to an undesirable upwash near the centerline which 
causes some boundary layer thickening but also results in thinner boundary layer at outward spanwise 
locations.   
Vortex tubes generated by BV and TV yield streamwise velocity fields which are quite similar to the 
SR case, but with some differences.  At the trailing edge location, BV (Fig. 4.5i) and TV (Fig. 4.5k) show 
a substantial internal vortex (shown in green) between the vanes which do not retain the high-speed flow 
seen for the SR case.  At the incident shock location, the similarities of the three cases (Fig. 4.5h, j & l) 
are stronger, with the primary difference that the vane cases have vortex cores that are somewhat closer in 
spanwise spacing and somewhat higher in distance above the floor.  This leads to less upwash near the 
centerline for the vane case (compared to SR), but all three have similarly thin boundary layers at the 
outward spanwise locations (as compared to the BR, HHR and HWR cases).   
The above results indicate that the last three devices tend to have the best downstream performance, 
which makes SR and TV particularly useful owing to their physical robustness.  Generally, the 
differences between the BV and the TV are quite small, though the TV tends to have a bit less upwash so 
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that its centerline region is somewhat better whereas the BV tend to have somewhat more high-speed 
(shown in red) fluid pulled down around the vortices.    
 
4.2.3 Flow Separation Area 
Flow separation area, defined as the surface region with negative shear stress, can be an important 
parameter for assessing the μVGs performance, given that a decrease in this area is a desirable feature.  
The mean flow separation area was obtained using a plane at y+=1 for the six geometries investigated and 
is shown by the dark color regions in the left-hand column of Fig. 4.6.  The first image shows the solid-
wall no-ramp (NR) case where the separation at the shock intersection region is two-dimensional and the 
accompanying streamwise view of the velocity field (right-hand side column) indicates a thin separation 
coincident with the oblique shock impact.  The left-hand side of baseline ramp (BR) case image shows a 
pair of thin separation regions related to the streamwise vortices near the centerline.   Downstream of 
these, in the vicinity of the shock, the flow is seen to stay completely attached while the outer spanwise 
regions yield a much larger streamwise separation length.  The outer spanwise changes are consistent with 
the BR streamwise velocity contours on the right-hand column and both of these aspects are consistent 
with Fig. 4.5b.  The half-height micro-ramp case (HHR) yields a similar result but does not completely 
eliminate the centerline separation, which is attributed to the reduced strength of the primary vortices.  
The HWR case is similar to the HHR except that there is a fully attached centerline region though not as 
wide as for the BR case. In general, all three of these cases increased the area of separation beyond the 
NR cases, as shown in Table 4.1 
The SR, BV and TV cases are substantially different than the BR, HHR, and HWR cases which 
indicate that the channel region between the vanes dramatically alters the flow.  In particular, SR, BV and 
TV cases yielded separation regions which were much more two-dimensional and similar to the NR case 
though the indicated effects of the streamwise vortices are shown near the centerline.  In general, all three 
of these devices reduced the area of separation beyond the NR case, with up to a 15% decrease for the TV 
case (Table 4.1).  This is attributed to the increased size of the primary vortices for these devices, e.g. note 
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in Fig. 4.5 that the amount of yellow region for the SR, BV and TV cases is much larger than that for BR, 
HHR and HWR cases.    
 
4.2.4 Vortex Characteristics 
To assess the characteristics of the streamwise vortices and their affect on the boundary layer in the 
vicinity of the shock wave, average values were obtained for various quantities at different downstream 
distances.  In particular, a square spatial averaging window was defined which included a spanwise extent 
from the centerline of the ramps (z=0) to a position equal to the half-width of the BR height (z=1.46h) 
and a vertical extent from the bottom floor of the computational domain (y=0) to a similar height 
(y=1.46h).  The limited vertical extent confines the averaging to be primarily within the turbulent 
boundary layer.  Average values of the pressure and turbulent kinetic energy were also obtained in this 
square averaging window:  
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In the first expression, p is the time-averaged pressure at a computational node, P∞ is the freestream 
pressure, and P is the spatially-averaged pressure. Likewise, the time-averaged turbulent kinetic energy, 
given by the sum of the time-average of the fluctuating velocity is used to obtain a spatially-averaged 
kinetic energy, K.  The pressure and kinetic energy averaged using the above equations are shown in Fig. 
4.7 for each of the μVGs in terms of non-dimensional distance from the inviscid shock location defined as 
**
SI SIx (x x ) / h≡ − . Note that the trailing edge of the μVGs occur at **SIx = -18 which is slightly upstream of 
the y axis in the plot. For the pressure distributions, all the results qualitatively follow the inviscid 
pressure rise for an oblique reflecting shock as given by the dashed-line.  Departures from this dashed-
line can be primarily attributed to the viscous effect which causes an upstream influence of the shock and 
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a diffused shock interaction in the streamwise direction. The thickening of the boundary layer and 
separation before the shock impinges results in a well-established increase in the spatially-averaged 
pressure.  This pressure continues to rise throughout the shock interaction region indicated by the arrow 
which approximately extends from **SIx = -10 to 10 over a distance that is consistent with the length of the 
separation bubbles. It can be noted that the BR, HHR and HWR cases are all nearly identical (Fig. 4.7a), 
but that the SR, BV and TV cases tend to have a less diffused pressure rise (Fig. 4.7b).  This can be 
attributed to a reduction in their overall streamwise separation bubble length in comparison.  The 
spatially-averaged turbulent kinetic energy, K, shown in Fig. 4.7c & d for all the μVGs cases is somewhat 
higher than that for traditional supersonic boundary layers at **SIx = -15 owing to the wakes from the 
devices since this position is 3h downstream of their trailing edge. However, the impact of the shock-
wave enhances turbulence such that the kinetic energy is increased by nearly three-fold.  The oblique 
shock DNS results of Pirozzoli and Grasso (2006) (without a flow control device) similarly showed a 2.7 
increase in the mean turbulent kinetic energy at the shock location in comparison with the upstream 
condition.  This was attributed to the strong mixing layer at the separation bubble, as well as the shock 
oscillations.  The BR case has the highest peak value of K at **SIx  of about zero which may be related to 
the larger and more complicated separation region for this case (as well as that for HHR and HWR).  The 
lower intensities for the SR, BV and TV cases can thus may be related to the smaller overall area of their 
separation bubbles compared with those of the other three devices (consistent with Fig. 4.6 and Table 
4.1).  Further downstream at **SIx =26, it is interesting to note that the BR, HHR and HWR cases have 
lower turbulence levels than those of the other three devices.  The reason for this is less clear but may be 
due to an increased persistence of the unsteady streamwise vortices within the boundary layer.   
The streamwise variation of ωmax (peak vorticity within the vortex core which is normalized by the 
free-stream velocity and the height of the baseline ramp) with respect to streamwise-distance is shown in 
Fig. 4.8a & b.  The streamwise-distance is referenced to the generator trailing-edge and normalized by the 
generator height as: ( )**TE TEx x x / h≡ −  (note that the theoretical shock impinges at **TEx =18).  At **TEx = 3 
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(equivalent to **SIx = -15), magnitude of ωmax is highest for the most cases (Fig. 4.8a) since this position is 
close to the μVG trailing edges. Through the shock-wave the strength of the vorticity decays rapidly.  
This can be attributed to the high rate of mixing evidenced by the large increase in kinetic energy at this 
point and is consistent with the flow visualization of Fig. 4.4c.  Reducing the height (HHR) caused a 
dramatic reduction in the initial vorticity which can be attributed to a smaller surface area for flow turning 
but also an increased immersion in the boundary layer, so that less of the high speed fluid was affected by 
the device. However, reduction in the width (HWR) gave higher initial vorticity which maybe caused by 
decreased ramp side angle allowing the vortices to form quickly. As seen earlier in Fig. 4.5, HWR case 
yielded an even circular structure at the trailing edge of the device whereas the vortex formation is still in 
the transitional stage with other devices yielding an oval-like shape.  In the shock interaction region 
(whose span is indicated by the arrow), there are large variations in the decay rate due to different 
interactions of the vortices with the shock. However, far downstream of the shock impingement ( **TEx =44), 
all three of these ramps reduced to similar vorticity levels.  This is in contrast to the more profound 
differences noted at **TEx =18 (near the shocks) in this Figure and in Fig. 4.5b, d & f.  Thus, the geometric 
differences are mostly lost far downstream of the trailing edge of the generators and the shock interaction.   
The split ramp and thick vane cases (SR and TV) showed higher initial vorticity compared to the 
baseline ramp case (Fig. 4.8b), while the baseline vane case yielded a lower strength.  Furthermore the 
streamwise vorticity for the SR, BV and TV cases were more robust to the shock strength yielding higher 
levels than that of the BR case near and downstream of the interaction ( **TEx >18).  This may be partially 
attributed to the slightly reduced altitude of the vortex core for these cases as compared to the BR case.  
However, the primary reason for the persistence through the shock may be the significantly increased 
lateral spacing, which reduced the vortex-vortex interaction and the vortex-shock distortion. In addition, 
this may be due to a more stable flowfield for the separated vortices, which is consistent with reduced 
kinetic energy for the vane-type devices. 
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The trajectories of the vortex pair is approximated by the position of the ωmax, Y and Z, which are the 
normal and spanwise positions respectively. The Y trajectories from the numerical results initially follow 
the Ashill et al. (2002) experimental data for a single device which has no shock at low Mach number 
flow with zero pressure gradients, as shown in Fig. 4.8c & d. The vortex pair trajectories from the low-
speed Ashill et al. (2002) experiments continue to rise while the trajectories in the present simulations 
contain a significant descent in the shock interaction region. This is attributed primarily to the impinging 
shock. The impinging shock tilts the vortex paths downward but afterwards they tend to recover the 
lifting effect similar to the subsonic case (Ashill et al. 2005). As expected, HWR/HHR has the 
highest/lowest distance above the floor which is consistent with the results seen in Fig. 4.5. However, SR 
and the micro-vanes maintained a low profile for most of its path due to the spacing between the vortex 
pair which reduced the upwash effects (Fig. 4.8c & d). A schematic of the vortex pair trajectory and the 
streamlines of the averaged LES are shown in Fig. 4.9a & b for BR, which suggests that a vortex tube 
traveling at higher distance above the floor will be more affected by the shock waves since it will be more 
directly exposed to gas dynamic waves. As shown in Fig. 4.9c & d for BR and TV respectively, the 
streamlines close to the centerline initially collapses closer just downstream of the device wake (a 
triangular blue region) after which they slightly expand in the shock interaction region.  The reason for 
this expansion is not clear but may be related to a sudden enlargement of the vortex due to the shock 
interaction. It is well known that the vortices subjected to sufficiently strong adverse pressure gradient 
develops “vortex-breakdown” or “vortex-bursting”, as discussed by Delery (1994) for a variety of speed 
regimes. Once a bursting occurs, the diameter of the vortical structure rapidly expands with significant 
changes in the velocity profile. Similar behavior was observed in the study by Smart et al. (1998) for 
vortex penetrating a shock surface where the vortex diameter expanded to nearly double the size of that 
upstream of an oblique shock. Thus dilation of the vortex core may be the main cause of the diverging 
trajectory of the vortex pair near the shock location.  In the case for SR, BV and TV, the vortices are 
initially further away from each other in the spanwise direction (Fig. 4.8f) due to the spacing between the 
each component of the device which is consistent with the arrow positions in Fig. 4.5.  Since these 
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vortices are further apart, they do not undergo significant contraction upstream of the shock interaction.  
Once entering the interaction, the streamlines neck-in due to the low-velocity high-pressure separated 
regions on the sides (shown in blue) and perhaps are less likely to burst due to their increased spacing 
from each other, as shown in Fig. 4.8e & f.  
The correlation of the vortex strength represented by the circulation at 5h down stream for the μVGs 
is shown in Fig. 4.10a, agrees within the experimental uncertainties with the curve fit data (Ashill et al. 
2005). The circulation is computed around the edges of the same averaging window used in Equation 4.1 
and 4.2. The numerical results occur at small h+ values due to low Reynolds number flow. The 
streamwise vorticity decay with distance is shown in Fig. 4.10b, where the vorticity is normalized by that 
at **TEx =5.  All the present results show a rapid decay within the shock interaction region, while the low-
speed subsonic result from a circulation profile indicate a slow but consistent decay rate with downstream 
distance (Ashill et al. 2005).   In contrast to the ramps devices, the vane-type devices had stronger 
persistency of vorticity strength through the interaction and maintained the strongest level at **TEx =44.  
This is attributed to the large initial spacing between the vortex pair which reduces vortex interaction and 
shock distortion, as seen in Fig. 4.8f. 
 
4.2.5 Spanwise Distribution of Performance Parameters 
The impact of the micro-vortex generators at the measuring plane, MP shown in Fig. 4.2, were 
investigated using as the basis on stagnation pressure recovery factor, α, displacement thickness, δ*, 
momentum thickness, θ, and the incompressible shape factor which are defined as (previously defined in 
Eq. 3.3 – 3.6): 
 max ,0
max
1 ( / )
y
o oP P dyy
α ∞= ∫   (4.3) 
 
max*
0
(1 / )
y
U U dyδ ∞= −∫   (4.4) 
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*H δ θ=   (4.6) 
In this expression, Po,∞ is the stagnation pressure at freestream, ymax is the maximum height to avoid 
interference of the expansion wave emanating the upper wall, these parameters are plotted as a 
function of spanwise distance in Fig. 4.11.   
The stagnation pressure recovery factor for the BR case indicated large deficits in the centerline wake 
region due to the drag of the flow control devices.  The HHR and HWR, having smaller dimensions, had a 
lesser effect (Fig. 4.11a). However, BV and TV increase the deficit in the wake region which may be due 
to stronger transformation of streamwise energy into vorticity as shown in Fig. 4.11b. Despite the losses 
in the wake region, the micro-vanes and other variation of the micro-ramps (HHR, HWR, SR) had much 
improved results at the outward regions. This may be due to the initial spanwise spacing of the primary 
vortex pair which allowed them to be less distorted by each other and diffused by the shock.  
Consequently, the spanwise average values were higher than the BR case as shown in Table 4.1. 
Although the resulting values reveal that the losses due to the μVGs were greater than for the case with no 
flow-control device, HHR had the highest recovery factor shown in Table 4.1.  
Likewise, the displacement thickness distribution, shown in Fig. 4.11c & d, displays the large wakes 
of the μVGs at the center region where SR, BV and TV had the most impact. Despite the improvements 
in the displacement thickness in the outward spanwise region, especially for BV and TV shown in Fig 
4.11d, the increase in the spanwise average thickness were greater than that for the losses seen in the 
pressure recovery as shown in Table 4.1. The average displacement thickness normalized by that with no 
flow-control device for TV gave 13% increase where HWR had the least increase.  
The shape factor in Fig. 4.11e & f are presented as increments which are referenced to the shape 
factor measured at the μVG position without the device and shock. Peaks in the center region for the 
shape factors, as shown in Fig. 4.11e & f, are consistent with the wake deficit shown in both the 
displacement thickness and the stagnation pressure recovery factor though the spanwise average results 
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were similar to NR case shown in Table 4.1. The overall shapes from BV and TV results have similarities 
with the measured incompressible shape factors of Ashill et al. (2002) with adverse pressure gradient. 
However, the overall reductions in the shape factor for the experiments (Ashill et al. 2002) are greater 
than the numerical results indicating much improved performance which maybe due to the higher 
Reynolds number. 
 
4.3 Conclusions 
Several different types of μVGs with various dimensions and shapes for supersonic boundary layer 
flow control are studied using Large Eddy Simulation with no subgrid stress modeling.  A third-order 
upwind spatial scheme with a second-order approximate factorization scheme using baseline structured 
grid generated flow solutions that were in good agreement with the experimental data. A special ‘rescale-
recycle’ algorithm for compressible flows is used to generate turbulent inflow conditions which reduce 
computational cost by eliminating the need to compute boundary layer flows from the leading edge of the 
flat plate. 
Shock interaction with the boundary layer produces substantial break-up in the turbulent structures, 
resulting in smaller aspect ratios just downstream of the shock impingement which may be caused by the 
unsteadiness of the reflecting shock interacting with the low-speed coherent structures.  Further 
downstream, the structures tended to pre-shock characteristics. Similar results were found when a micro-
ramp was present but their counter-rotating vortices dominated the streamwise vorticity in the vicinity of 
the shock interaction. The simulations showed that strong streamwise vorticity is generated by the μVGs 
and this vorticity helps to entrain high momentum from the upper boundary layer to the wall.  This high 
momentum generated by the μVGs contributes to reducing or breaking up the flow separation region 
induced by the shock.  The micro-vane and the hybrid devices, namely the “thick vane” and the “split 
ramp”, had the most impact in reducing the flow separation due to the persistence of strong streamwise 
vortices through the shock interaction. This persistence can be related to the increased spanwise spacing 
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between the two primary streamwise vortices at their point of formation which also helped to reduce the 
local turbulence intensity and dissipation levels compared to that seen for the micro-ramp case.  The 
impinging oblique shock influences the trajectories of the vortex pair so that its path normal to the wall 
turns downward at the shock impingement and recovers at downstream location. The spanwise 
trajectories of the vortex pair are also affected by the shock which induces the vortex diameter to expand 
and causes the vortex pair to repel from each other.  
Despite the drag penalty due to the presence of the μVGs, where BR gave the most loss in the 
stagnation pressure recovery, incompressible shape factors were reduced in most cases indicating a 
healthier boundary layer. However, the flow disturbance caused by the μVGs increased the displacement 
thickness with the micro-vanes having higher values than the micro-ramps due to strong streamwise 
vorticity. Such events may correlate to the higher peaks of turbulent kinetic energy and rapid streamwise 
vorticity decay at the shock region.  
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4.4 Figures 
 
Angled view Top view 
a) 
 
b) 
 
           
c) 
                   
d) 
 
              
e) 
          
f) 
 
        
Fig. 4.1 Various types of μVGs with length and width scaled with the height (h) where the 
spacing between the centerlines of the adjacent μVGs is 7.5h : a) baseline ramp (BR), b) half 
height ramp (HHR), c) half width ramp (HWR), d) split ramp (SR), e) baseline vane BV, f) 
thick vane (TV) 
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a) 
 
b) 
                   
Fig. 4.2  Computational grid a) at z=0 with the domain dimensions and b) a side view of 
the μVG at z=11.85δref* 
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a) 
 
b) 
 
Fig. 4.3  Streamwise velocity profile compared with experimental data (Lee et al. 2009) at 
MP for a) NR and b) BR where results for the baseline grid (BG), the dense grid (DG) and 
two different averaging time-scales are compared 
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a) 
b) 
 
 
c) 
 
Fig. 4.4  Flow visualization of oblique shock interaction: a) density iso-surface for NR, b) 
velocity contours at y+=5 for NR and c) velocity contours at y+=5 for BR showing 
reference lengths of 1000 streamwise wall units and 100 spanwise wall units. 
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 μVG trailing edge x* = -57 Inviscid shock location x*= 0 
BR 
a) 
        
b) 
 
HHR 
c) 
 
d) 
 
HWR 
e) 
 
f) 
 
SR 
g) 
 
h) 
 
BV 
i) 
 
j) 
 
TV 
k) 
 
l) 
 
 
 
Fig. 4.5  Cross-sections of time-averaged (T*=4) streamwise velocity contour at the trailing 
edge of μVGs (x*= -57 with the center of the vortices are indicated by the arrows) and the 
inviscid shock location (x*= 0) 
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 a) Spanwise view at y+ = 1 (near floor) b) Streamwise view at z* = 11.8 (span edge) 
NR 
 
  
BR 
  
HHR 
  
HWR 
  
SR 
  
BV 
  
TV 
  
Fig. 4.6  Time-averaged streamwise velocity contour for a) spanwise view of flow separation region 
shown in dark for negative wall shear stress at y+=1 and b) streamwise view showing the oblique 
shock and the separation bubble (blue region) for x*=-57 to 19 at a spanwise location of z*=11.8  
(consistent with the red arrow in Fig. 4.6a). 
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a) 
 
b) 
 
c) 
 
d) 
 
Fig. 4.7 Time-spatially averaged (for T*=4 from y*=0 to 4.66 and z*=0 to 4.66) values for 
pressure and turbulent kinetic energy at discrete streamwise locations. Arrows indicate the 
SBLI regions. 
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a) b) 
 
c) d) 
 
e) f) 
 
Fig. 4.8  Temporally and spatially averaged (same as Fig. 4.7) values for streamwise 
vorticity and the spatially averaged center that represents the path of the vortex pair for 
each μVGs.  Arrows indicate the SBLI region.  
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a) 
 
b) 
 
c)                       
                          
   
                                                Ramp type vortex trajectory    
d) 
                          
 
                                                 Vane type vortex trajectory 
Fig. 4.9  Side view a) schematic of transverse path of the vortex tube with respect to the 
boundary layer (BL) edge with  the oblique shock interaction, b) averaged density contour of 
BR case, top view of the streamwise velocity contours at y+=5 for c) BR and  d) TV where the 
streamlines show the approximate trajectories of the primary vortices. 
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a) 
 
b) 
Fig. 4.10  Correlation of a) circulation of various 
μVGs at 5h downstream with the device height 
in wall units and b) decay of vortex peak 
strength with downstream distance. 
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a) 
 
b) 
 
c) 
 
d) 
 
e) 
 
f) 
 
Fig. 4.11  Spanwise distribution of stagnation pressure recovery, displacement thickness and 
incompressible shape factor for various μVGs, where δNR*/δref*  = 1.07, αNR  = 0.80 and HNR 
= 1.25. The incompressible shape factor from Ashill et al. (2002) data for a baseline micro-
vane (Ashill Vane), which has the same dimensional scaling as Fig. 4.1e, is compared with 
the present LES result.  
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Table 4.1  Spanwise averaged performance parameters for different μVGs with    
Asep NR=8.01Dδref* 
 BR HHR HWR SR BV TV 
α/ αNR 0.95 0.99 0.98 0.97 0.97 0.96 
δ*/ δ*NR 1.08 1.06 1.05 1.10 1.10 1.13 
H/HNR 0.99 1.02 1.01 1.00 0.99 0.99 
Asep/Asep NR 1.29 1.39 1.50 0.97 0.99 0.85 
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Chapter 5  
Mach Numbers Effect on Flow Past  
Micro-Ramps 
 
 
In this study, we seek to understand the impact of Mach number to the boundary layer flow with 
micro-ramps. Prior to the micro-ramps study, numerical schemes and grid resolution effects are 
investigated to capture the detailed unsteady fluid physics where the results are compared with the 
existing experimental and numerical data. Then, we seek to understand the development of the vortices 
generated by the micro-ramp under various Mach number conditions, namely M=1.4, 2.2, 3.0 and 
compared that to previous subsonic measurements (Ashill et al. 2005). The Reynolds number is 3,800 
based on the reference displacement thickness is measured at the micro-ramp location for a clean tunnel. 
In addition, we hope to gain more insight on the impact of the micro-ramps on a turbulent boundary layer 
at the three different Mach numbers by studying the entrainment of the high-speed fluid and the wake 
effects of the device. Lastly, we hope to understand the behavior of two counter-rotating vortices 
generated by the device as they travel downstream by investigating their trajectories and sustainability 
under different freestream conditions.  
 
5.1 Numerical Methodology 
LES without the subgrid stress modeling is used to directly simulate the large-scale structures in this 
unsteady turbulent flow. The inflow boundary conditions have been modified to generate turbulent 
boundary layer flow by employing rescaling-recycling method for compressible boundary layer flows 
based on Urbin et al. (1999).    
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5.1.1 Computational Domain 
The computational grid is shown in Fig. 5.1 where the dimension of the grid is based on the height of 
the micro-ramp. The spanwise coordinate z is 0 at the centerline and the width of the domain is 7.9h. The 
height of the grid is 25.9h and the normal coordinate y is zero at the floor. The streamwise length of the 
domain is 99h and the trailing edge of the micro-ramp is placed at 57.9h upstream of the exit plane which 
gave sufficient distance to study the decay of the streamwise vorticity and the turbulent kinetic energy. 
The streamwise coordinate x is fixed zero at the trailing edge of the micro-ramp. The rescale-recycling 
zone takes nearly 27% of the computational domain, length of which is 26.6h, to insure the development 
of fully turbulent eddies which are independent of the domain size. The micro-ramp is also shown in Fig. 
5.1 where the shape and the dimensions are based on the RANS-based optimization results of Anderson et 
al. (2006). The entire domain is decomposed into 12 zones for parallelization to increase computational 
speed and the grid is stretched in the normal direction to the wall with a ratio of r = 1.15 and the first grid 
point from the wall is at y+ = 1 which is based on the shear stress at the rescale-recycle zone. Periodic 
boundary conditions are imposed on the side walls to simulate an array of micro-ramps with a spanwise 
spacing of 7.5h proposed by Anderson et al. (2006).  In the following sections, numerical scheme study 
results are analyzed for a turbulent boundary layer where the domain consist of only the Recycling zone 
from the above domain.   
 
5.1.2 Spatial and Temporal Scheme with Limiters 
Limiters and spatial schemes were studied using a coarse grid (CG, same Δymin+=1 with r=1.15 but 
Δx+=28 Δz+=13).  The vorticity modulus in the xz-plane at y+=25 are shown in Fig. 5.2. The min-mod 
limiter with 3rd order upwind scheme (Fig. 5.2a) gave structures that are less well developed showing 
coarser eddies with no evidence of fine scale turbulence indicating that the limiter adds significant 
numerical diffusion. The increase in numerical viscosity can be expected to be similar to an effective 
decrease in Reynolds number, in which the flow structures are less complex and diffusive.  When the 
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limiter was switched to Superbee, the structures were fundamentally changed in that they were much finer 
as shown in Fig. 5.2b. The refinement of the structures was further enhanced by using a higher order 
spatial scheme, 5th order upwind, as shown in Fig. 5.2c.  This higher order spatial scheme with Superbee 
result is comparable to the CG case of Urbin et al. (1999) (Fig. 5.2d) and the streak shapes are consistent 
with low Reynolds number turbulent boundary layer for a DNS data of Wu and Martin (2008).  
The mean streamwise velocity and the Reynolds stress results using the min-mod and Superbee 
limiters and 3rd order upwinding on the CG are compared with the coarse grid case of Urbin et al. (1999) 
and various experimental data (Johnson and Rose 1975, Muck et al. 1984, Konrad 1993, Konrad and 
Smits 1998, Urbin et al. 1999) shown in Figs. 5.3a and b. The temporal averaging employed a time period 
of τ*=8 where τ*=τint/τdom where τint is the total time period of averaging. τdom is defined by τdom=L/U∞ and 
where L is the streamwise length of the domain (Fig. 5.1) and U∞ is the freestream velocity. The 
averaging time, τ*, was taken to be twice of what was previously found to be sufficient to obtain statistical 
convergence (τ*=4) to accurately compare results with different numerical schemes and grid density (Lee 
et al. 2009). Min-mod yielded higher freestream values of UVD+ (and thus a lower skin friction) than those 
for Superbee and the results of Urbin et al. (1999). Recall from Fig. 5.2 that the Min-mod has higher 
numerical viscosity which effectively lowers the Reynolds number. The Reynolds number then shifts to 
the transitional regime where decrease in shear stress is observed for decreasing Reynolds number (White 
1991), though fully developed turbulent boundary layers will experience the opposite effect at high 
Reynolds number (White 1991). In addition, diffusive and large turbulent structures for the min-mod case 
(Fig. 5.2a) yielded thicker boundary layers which is shown in Fig. 5.3b with a fatter profile of the 
streamwise turbulent intensities. In contrast, the Superbee limiter gave better agreement with Urbin et al. 
(1999) data and the experiments. Recall from Fig. 5.2c that the 5th order upwind scheme captured finer 
eddies and this improved the shear stress prediction such that the UVD+ at the freestream is reduced as 
shown in Fig. 5.3c. The boundary layer thickness and the turbulent intensity peak were reduced as well 
(Fig. 5.3d). However, temporal and time-step variations had only small impact on the mean statistics as 
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shown in Figs. 5.3e through 5.3h. The 2nd order approximate factorization is computationally efficient in 
that the computation speed is 3 times faster than the 3rd order Runge-Kutta and also adds more stability. 
Time-step variations conducted using 5th order upwind and the 2nd order approximate factorization 
scheme, similar to the previous cases, gave almost identical results in the mean profiles (Figs. 5.3g & h) 
for the following time-steps; 0.5Δt, 1.0Δt and 2.0Δt. 1.0Δt is equivalent to dt*=0.4 where 
dt*=dt(U∞+a∞)/Δx, same as the Courant number (CFL). U∞ and a∞ are the streamwise velocity and the 
speed of sound at the freestream conditions and Δx is the streamwise cell length in the recycling zone. 
Time-step of dt=1.0Δt is deemed to be reasonable choice based on the balance of computational 
efficiency and accuracy once the micro-ramps are inserted in the domain. Based on the reasons above 
(Figs. 5.2 & 3), the numerical scheme choices are as follows; Superbee limiter, 5th order upwind scheme 
and 2nd order approximate factorization with a CFL of 0.3.  
 
5.1.3 Grid Density 
In order to evaluate the flow solution’s sensitivity to the grid, cases of doubling the points in the 
streamwise direction, Δx/2, spanwise direction, Δz/2, and again in both directions, Δx/2+Δz/2, were 
studied. Shown in Fig. 5.4, (b) Δx/2, (c) Δz/2 and (d) Δx/2+Δz/2 cases all produced more refined eddy 
structures in comparison to the (a) CG result. A Δy/2 case (not shown) gave similar results as CG. The 
Δx/2 case yielded finer eddy structures in the streamwise direction whereas the Δz/2 case yielded similar 
enhancements in spanwise direction. The overall refinement of the structures shown by the vorticity 
modulus for the Δx/2 + Δz/2 case, as expected, gave the most improvement. It would not be wrong to 
anticipate that the Δx/2 + Δz/2 case would yield twice the accuracy in the flow solution in comparison to 
the previous cases, Δx/2 and Δz/2; however, the means statistics gave an unexpected result as will be 
discussed later.  
The mean velocity contours at y+=8 from each of the grid resolutions are shown in Fig. 5.5, where the 
increased resolution cases yields more refinement of the low-speed structures and increased three-
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dimensionality. Though similar to the supersonic DNS results by Martin (2007), the streaky structures in 
the highest resolution LES case are not as well developed.  However, even greater differences may arise 
when comparing recycled flow results to those developed directly from a laminar boundary layer.  In 
particular, the subsonic DNS study by Wu and Moin (2009) revealed that the turbulent structures in a 
boundary layer flow which developed over a long streamwise distance from laminar to transitional and to 
turbulent regimes were inherently different from those generated by the rescale-recycling scheme or a trip 
technique. A forest of hairpin vortices was found in the non-recycled DNS result which is similar to what 
has been observed in the experiments (Head and Bandyopadhyay 1981). Authors of the DNS study 
primarily attribute the differences in the results using the recycling technique to the imposed boundary 
conditions. For example, streamwise periodicity in channel flows leads to a reintroduction of the hairpins 
at the inflow, which interacts with the structures in the domain resulting in their distortions. However, the 
effects on the turbulent intensity and mean profile are not as significant and felt not to be as important as 
the substantial computational savings of the recycle method.  
Quantitative results for various grid resolutions are shown in Fig. 5.6: Reynolds stress for a) 
streamwise, b) transverse, c) spanwise profiles and d) streamwise velocity profiles. These profiles are 
compared with Urbin et al. (1999) CG and dense grid (DG) results, as well as experimental data of 
Konrad and Smits (1998). The experiments gave higher levels for the transverse profile than that of the 
spanwise case, as shown in Figs. 5.6b and c, where the opposite trends are usually seen. The authors 
(Konrad and Smits 1998) contributed their results to experimental uncertainties since the small fluctuation 
in the transverse and spanwise directs are difficult to capture accurately in a supersonic flow. On the other 
hand, the numerical simulations gave results that are consistent with expected trends in that the spanwise 
peak is higher than that of the transverse profile (Figs. 5.6b & c). The grid density had a small effect on 
the Reynolds stress in both the transverse and spanwise direction. The streamwise Reynolds stress 
approached the Urbin et al. (1999) DG result and the experiments as the grid resolution was refined as 
shown in Fig. 5.6a. However, the small discrepancy between the Δz/2 and Δx/2 + Δz/2 results were 
unexpected which indicates that the flow solution has less grid sensitivity in the streamwise direction. The 
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mean streamwise velocity profiles were no exception in that Δz/2 and Δx/2 + Δz/2 case gave similar 
results, both of which are intermediate to the CG and DG predictions of Urbin et al. (1999). Due to the 
small differences between the Δz/2 and Δx/2 + Δz/2 cases, the former is chosen as a baseline grid (BG) 
for the present study since the entire domain after the recycling zone (Fig. 5.1) is quite large such that 
higher grid resolution would be impractical to run several micro-ramp configurations.  
In figure 5.7, mean velocity profile is compared with Klebanoff (1954) and Konrad and Smits (1998) 
high Reynolds number experiments where the former is subsonic and supersonic for the latter. The DNS 
studies by Wu and Martin (2008) are included, as well as the White and Christoph (1991) theoretical 
prediction curve. All of these flows have similar trends and the differences are not large in that the overall 
shape of the velocity profile is captured well by LES. The mean velocity profile from the Konrad and 
Smits (1998) experiment had similar Mach number conditions (2.98); however, the Reynolds number was 
more than 15 times larger than the LES results shown here such that the velocity profile peels off from the 
log layer at a much higher y+ which is consistent with the subsonic case of Klebanoff (1954). On the other 
hand, low Reynolds number DNS and LES results gave smaller ranges for the log-layer which yielded a 
low freestream UVD+. The measurements at the sub-viscous layer for Konrad and Smits (1998) experiment 
was under predicted; however, the slope of the log-layer is indeed very similar to the numerical results 
where both incompressible and compressible data agreed well with the theoretical predictions of White 
and Christoph (1991). The overshoot in the log-layer for the LES results could be improved by higher grid 
resolution; however, the current resolution, BG (Δz/2), was deemed reasonable since the entire domain 
after the recycling zone (Fig. 5.1) is quite large such that higher grid resolution would be impractical to 
run several micro-ramp configurations.  
 
5.2 Results 
The foregoing results are based on the numerical scheme selected in the previous study; 5th order 
upwind with Superbee limiter and 2nd order approximate factorization scheme with a CFL of 0.3 using the 
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baseline grid. μVGs are embedded within the boundary layer at the three different Mach numbers. To 
characterize the impact, the gas dynamics of the features altered by the presence of the device is first 
discussed followed by pressure distributions and the streamlines over the micro-ramp. Next, the 
downstream development of a spatially-averaged streamwise vorticity and the kinetic energy are 
investigated, as well as their decay characteristics. Finally, the impact of the Mach number effects on the 
vortex trajectories are studied and compared to the previous measurements in low-speed sub-sonic flow 
(Ashill et al. 2002).  
 
5.2.1 Flow over Micro-Ramp 
Streamwise views of the instantaneous density and streamwise velocity contours are shown in Fig. 
5.8 at the mid-span (z=0) of the micro-ramp at M=1.4 and 3.0. The shock angle and its strength are 
increased for the lower Mach where the wake effect decays faster (Figs. 5.8b & d) in comparison to that 
of the higher Mach number. High Mach number case also shows more density variation in the turbulent 
wake of the device which is consistent with increased compressibility effects associated with the wider 
Mach number range. The velocity changes saw similar effects but the lower Mach number case shows a 
more pronounced compression wave.  Flow separation shown in blue region at the trailing edge of the 
micro-ramp is stronger for M=1.4 (Fig. 5.8c). On the other hand, the wake effects persist longer for the 
high Mach number case as seen by the green structures convecting further downstream as shown in Fig. 
5.8d. Despite the differences in the wake structure and their decay, both cases gave similar rise with 
respect to the wall. 
Surface pressure coefficient from an instantaneous LES result is compared with an experimental data 
(Dutton and Elliot 2008) for M=1.4 as shown in Figs. 5.9a & b. At the low Mach number, M=1.4, the 
impact of a high-angle oblique shock (see in Fig. 5.8) can be seen at the leading edge of the micro-ramp 
for the experimental case as well as the LES result.  This effect of Mach number can also be seen by 
comparing Figs. 5.9b, c and d.  As the Mach number increases, the peak pressure coefficient on the ramp 
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surface becomes weaker which is consistent with theoretical trends for inviscid two-dimensional 
compression ramps of fixed angle exposed to increasing Mach numbers.   
At Mach 1.4, strong local compression at the leading edge (shown in red) is followed by a reduction 
in pressure as the flow moves over the ramp for M=1.4 (Figs. 5.9a & b) but not as much for the higher 
Mach numbers (Figs. 5.9c & d).  This indicates that the flow is re-accelerating towards the device trailing 
edge as can be seen in Fig. 5.10a where an increase in the velocity is observed near the end of the micro-
ramp. This acceleration is attributed to the flow spilling over the swept edges.  In particular, the low 
pressure at the ramp side edges (created as the flow spills over and similar to that seen in base flows (Loth 
et al. 1992)) is communicated to the upper ramp surface because of the modest Mach number and 
correspondingly high wave angle of the flow.  The communication of lower pressure and the spilling of 
flow over the surface cause the flow to turn more streamwise and thus accelerate. In contrast, the fluid 
velocity on the ramp’s surface for the M=3.0 case (Fig. 5.10b) does not significantly accelerate owing to 
the higher Mach number which causes decreased wave angles and thus reduced communication of 
pressure from the side to the upper surface.  In particular, the 24 degree sweep angle of the device 
suggests that a supersonic flow whose Mach angle less than this (i.e. whose Mach number is greater than 
2.45) will tend to have uniform pressure on the surface.  In contrast, flows with higher wave angles (Mach 
numbers less than 2.45) will tend to communicate the swept edge pressure relief effect so as to accelerate 
the flow over the surface.   
The magnitude of the low pressure region on the wall surface just adjacent to the swept sides of the 
device is also mitigated at the higher Mach number, again because flow can not be pulled as effectively 
from the central portions of the ramp surface at lower wave angle conditions.  In addition, it will be seen 
later that the vortices shedding off from the device at higher Mach numbers do not roll-up as tightly to the 
device and thus are initially less intense in terms of vorticity when normalized by incoming velocities and 
ramp heights.  Another effect of Mach number is evident downstream of the ramp in terms of pressure 
distribution along the wall.  For the M=1.4 case, there is evidence of a weak recompression shock as 
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shown both by the LES (Fig. 5.9b) and the experiments (Fig. 5.9a).  In contrast, the higher Mach number 
cases (Figs. 5.9c & d) do not yield significant recompression waves after the device.  
Streamlines of the flowfield are also helpful to understand the pressure and Mach number 
distributions. Oil-streak visualization of Herges et al. (2009) at M=1.4 and Babinsky et al. (2009) 
experiments at M=2.5 are shown in Figs. 5.11a & b with similar micro-ramp heights, and can be 
compared with instantaneous streamlines from the present simulations in Figs. 5.11c & d. The lower 
Mach number case shows the flow starts turning upstream of the ramp leading edge, which is attributed to 
upstream communication in the sub-sonic portion of the boundary layer.  Once the flow spills over the 
swept edge, the vortices tend to roll-up tightly along the side edges and this creates an hour-glass feature 
for the wake flow (see the minimum spanwise extent marked by red arrow in Figs. 5.11a & c).  In contrast, 
the path lines are relatively straight in the high Mach number case in both upstream of the ramp leading 
edge and in the wake region as shown in Figs. 5.11b & d.  This can be attributed to reduced 
communication with a smaller portion of the boundary layer being subsonic and reduced Mach wave 
angles.  The more rapid roll-up of the vortices for the low Mach number case, shown in Fig. 5.11c, is due 
to the larger pressure gradient which communicates with the upstream boundary layer via the increased 
wave angles, pulling in more fluid.  
 
5.2.2 Turbulent Structure Evolution 
Spanwise view of an instantaneous LES streamwise velocity contour is shown at different 
downstream locations in Fig. 5.12. At the trailing edge of the micro-ramp (x=0), high momentum is better 
entrained for M=1.4 as shown by the high speed fluid (red & orange region) in the lower region of the 
boundary layer whereas the slow moving structures still remained for the high Mach number case. 
However, the vertical distance of the vortex cores from the wall are similar in both cases indicating its 
weak dependence on Mach number. Furthermore, the movement of the vortex structure deviates from the 
downstream centerline of the device in a three-dimensional way for both cases as can be seen at x=10h 
and 20h.  
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Spanwise view of the instantaneous velocity (a & b), vorticity modulus (c & d) taken at y+=25 and the 
shear stress coefficient (e & f)  are shown in Fig. 5.13 for M=1.4 and 3.0. Upstream of the micro-ramp, 
the length and the spacing of the low and the high speed streaks slightly differ for the low and the high 
Mach number case (Figs. 5.13a & b) due to the changes in the effective Reynolds number. The Reynolds 
numbers based on the freestream conditions are similar for all three Mach numbers as shown in Table 5.1. 
However, the kinematic viscosity at the wall increases for higher Mach numbers due to compressibility 
effects that the Reynolds number based on the wall conditions decreases (Table 5.1) which contributes to 
slightly coarser eddy structures. The vorticity modulus had a greater impact by the presence of the micro-
ramp at the lower Mach number. The vorticity magnitude was severely reduced in the vicinity of the 
device (shown in dark regions in Fig. 5.13c) in comparison to the higher Mach number case (Fig. 5.13d). 
This is related to the streamlines rolling up quickly and maintaining a close contact on the side-walls of 
the device as shown in Fig. 5.11c. Consistent with micro-ramp wake in Fig. 5.8d, the long tail structure 
attached to the trailing edge of the device persists longer for the higher Mach number case. Overall, the 
shear stress field has larger variations near the device trailing edge for M=1.4 (Fig. 5.13e) where flow 
separation is evident, shown by the blue regions which is consistent with the white circles in Fig. 5.11a. 
The averaging time for the shear stress results (and in the subsequent results) were taken to be τ*=4. 
Despite the wide influences of the micro-ramp at the trailing edge of the device at lower Mach number, 
the high shear stress from the primary vortex pair is weaker and does not persist further downstream as 
the higher Mach number case. Instead, the shear stress recovers quicker to a uniform spanwise condition 
(Fig. 5.13e), which is also evident in the low-speed streaks in Fig. 5.13a. Consistent with the findings in 
Fig. 5.13d, on the other hand, the flow separation indicated by the light blue region (Fig. 5.13f) extends 
further downstream. High shear stress region (shown in red) are longer and almost parallel to the 
freestream flow whereas the red regions in the lower Mach number case are pointing outward due to the 
recompression shock (Figs. 5.9a & b). 
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5.2.3 Vorticity Strength and Turbulent Kinetic Energy 
 
Spanwise view of the mean streamwise vorticity is shown at various downstream locations at M=1.4 
and 3.0 in Fig. 5.14. At the lower Mach number, the primary vortices become fully developed faster 
(x=5h) which rise higher than that of the M=3.0 case and, as will be shown later, the vorticity strength is 
also stronger. The high speed fluid entrainment is more effective and spreads to a larger region, consistent 
with Fig. 5.12 at x=0, which can be deduced by the secondary vortices with extended lateral lengths. The 
two secondary vortices near the wall are almost touching at the middle for M=3.0 where there is a small 
spacing for the lower Mach number case. However, the vorticity strength decays faster for the lower 
Mach number case which may be due to additional dissipation in the close roll-up of the primary vortices 
(seen in Fig. 5.11c) and the presence of the recompression shock. The primary vortices have similar 
heights in both cases which is consistent with Fig. 5.12, however, the lateral distance between the vortex 
pair grows larger for the lower Mach number case.  At 20h, the primary vortices in both cases have risen 
well above the floor and their influences on the boundary layer have diminished significantly. In 
particular, the strength of the primary vortices and the secondary vortices near the wall is significantly 
reduced for M=1.4 whereas the higher Mach number case better retains the streamwise vorticity which is 
consistent with the previous results in Figs. 5.12 and 5.13. 
Similar to the streamwise vorticity results in the previous figure, spanwise view of the turbulent 
kinetic energy is shown in Fig. 5.15 at the same positions. Turbulent kinetic energy is stronger at x=5h for 
M=1.4 case which may be due to the tight roll-up of the vortices close to the side walls of the device 
producing high levels of turbulence. Similar to the vorticity contours in Fig. 5.14, the overall strength of 
the turbulent kinetic energy decays faster for the lower Mach number case due again to vorticity decay 
and presence of recompression shocks.  In addition, the effective diameter of the structure, which is 
composed of the two counter-rotating primary vortices, is greater for the lower Mach number case 
consistent with the larger spanwise spacing of the vortices. Further downstream (x=20h), the boundary 
layer in the outward region becomes nearly uniform for both cases which indicates that the influence of 
the primary vortices have significantly mitigated.  
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Spanwise averaged turbulent kinetic energy is shown at various locations with respect to the position 
of the micro-ramp for different Mach numbers in Fig. 5.16. Upstream of the device (x=-17h), the 
turbulent kinetic energy profiles are similar to the square of the streamwise velocity fluctuation profiles 
where the differences between each Mach number cases are due to small changes in their boundary layer 
thickness. At x=5h, the largest effect seen by the turbulent kinetic energy due to the micro-ramp is for the 
M=1.4 case where the profile has the highest peak, which is consistent with the red regions in Fig. 5.15 
(x=5h). However, further downstream at x=20h, the turbulent kinetic energy decayed faster for M=1.4 
where the other two Mach number cases still retained some of the structural features of the turbulent 
kinetic energy profile upstream. At x=40h, the turbulent kinetic energy has significantly decayed where 
the “bulge” in the profile have virtually disappeared in the middle region. It is expected that the profile in 
the middle and the upper region will continue to decay further and that the peak near the wall will recover 
back to the x=-17h case.  
Correlation of circulation with respect to the effective device height at 5h downstream of the micro-
ramp is shown in Fig. 5.17. The circulation at x=5h for the three Mach number cases show the same trend 
as that of the Ashill’s curve fit (Ashill et al. 2002).  The quantitative discrepancies between the present 
simulations and the Ashill’s experiments may be a result of the different techniques used for computing 
circulation. A circle with a radius large enough to fit the vortex core (although the core is neither circular 
nor has a finite radius) was used for the integration in the Ashill’s case (Ashill et al. 2002). However, the 
area of integration in the present simulation is a square box whose length is half of the micro-ramp’s 
width and extends from the centerline of the domain to capture the primary vortex. Interpretation of the 
results is further complicated by the variation in viscosity (from freestream to the wall) for the supersonic 
flows.  This variation leads to differences in wall Reynolds number (and h+ values) for the LES flows 
even though the freestream Reynolds number is constant for the these three cases (Table 5.1).  
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5.2.4 Vorticity Decay and Vortex Trajectory 
Spatial (spanwise and normal direction) average streamwise vorticity along the streamwise direction 
and that normalized by the average vorticity at x=h are shown in Fig. 5.18. The Spatial average window is 
the same square box used to predict the circulation in the previous section. The secondary vortices 
rotating in the opposite direction in the vicinity of the primary vortex were mostly filtered, as shown in Eq. 
5.1, such that the only positive streamwise vorticity was included in the spatial averaging scheme. In most 
cases, the positive streamwise vorticity is the primary vortex if the averaging window was placed to the 
right side of the centerline of the domain, although there were some instances of vortices with positive 
streamwise vorticity which are not the primary vortex generated from the micro-ramp. However, the 
magnitudes of these instances were small such that the contributions to the average data were negligible. 
Here, W is the spatial average of the streamwise vorticity, ωx, and the dimension of the window size is 
w/2 which is half width of the micro-ramp. 
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Consistent with the findings in the previous figures, the initial vorticity strength is higher for the 
lower Mach number case at x=h due to the tight roll-up of the vortices seen at the trailing edge of the 
device (Fig. 5.11c). However, the decay speed is accelerated until 10h downstream of the trailing edge of 
the micro-ramp, in comparison to the higher Mach number cases, which may be attributed to the 
increased dissipation generated by the tightly rolled up structure of the vortices. By extension, the relaxed 
curls of the vortices for the higher Mach number cases, as seen in Fig. 5.11d, may contribute to less 
dissipation and thus improve the longevity of the vortices and their strength as shown in Fig. 5.18a. 
However, for downstream distance greater than 30h, the vorticity strengths converge to a similar 
magnitude for all three cases. The log plot of the average streamwise vorticity for the three Mach number 
cases shows that the decay rate is close to a constant for the M=3.0 case where a nonlinear effect seems to 
take place for lower Mach number results exacerbating the decay rate even further.   
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The area-weighted centroids of the vortex core in the normal (Y) and the spanwise (Z) distance, 
calculated by using Eq. 5.2 and Eq.5.3 with the same averaging window from the previous figure, are 
compared with Ashill et al (2002) and Babinsky et al (2009) experiments shown in Fig. 5.19. The 
trajectories from Babinsky’s experiments were obtained by the authors from examining the streamwise 
momentum difference in Babinsky et al. (2009). In particular, vortex position was estimated based on the 
vertical and the lateral outer edges of the low momentum region as:  
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Error bars are also shown in Fig. 5.19 to indicate our expected uncertainty in these values. The two 
counter-rotating vortices generate an upwash motion which self-propels its body to rise higher. The 
consistent upwash of all the simulations for a wide variation in Mach number (and consistency with 
experimental results at other Mach numbers) indicates that there is little if any effect of Mach number on 
vortex height (Y/h). However, the Mach number effect had a significant impact on the spanwise distance 
(Z/h) for the simulations and experiments, where lower Mach numbers were correlated with greater 
lateral spreads.  This trend may be related to the reduction in peak vorticity which tends to occur as Mach 
number decreases as seen in Fig. 5.18.  This hypothesis is consistent with subsonic flow experiments by 
Ashill et al. (2002) for which there were an increased spread in the lateral trajectories for devices that 
produced higher decay rates of the peak vorticity.  This may be due to the increase in overall vortex size 
as it diffuses, but further studies are needed to better understand this effect, since these results are further 
complicated by the hour-glass paths which can occur at lower Mach numbers as previously seen in Figs. 
5.11a & c.  
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5.3 Conclusions 
Mach number effect on turbulent boundary layers with micro-ramps embedded was investigated 
using LES. An assessment of the available numerical methods was performed and  5th order upwind 
differencing with a Superbee limiter, 2nd order approximate factorization time discretization with a CFL 
of 0.3 and moderately dense grids were chosen to provide sufficient accuracy and time efficiency. Both 
the limiter and the spanwise grid resolution gave the most impact on the details on of the instantaneous 
flow structure and the mean velocity and the Reynolds stress profiles in the present study.  
Density variation in the wake of the micro-ramp was greater for the higher Mach number case and 
persisted longer as well. Strong compression shocks occur at the leading edge of the device for all the 
supersonic devices which are typical of two-dimensional ramp oblique shocks.  However, this is followed 
by a reduction in pressure over the surface for the Mach=1.4 case as mass flow spills over the side edges 
of the device and the flow is re-accelerated.  This effect was not observed at the higher Mach numbers 
(M=2.2 and 3.0) and is attributed to the high angle of the Mach wave at M=1.4 which is on the order of 
the device sweep angle.  This allows the upper surface at M=1.4 to communicate with the flow separation 
region on sides near the trailing edge to pull the flow at the central portions of the ramp surface. As a 
result, the streamlines traveling past the micro-ramp for the lower Mach number case attached closer to 
the side walls of the device as they rolled up into a vortex pair. Instantaneous velocity and the vorticity 
modulus field revealed that for low Mach numbers the micro-ramp had a higher local impact to the flow 
whereas the long tail structure attached to the trailing edge of the device persisted longer for the high 
Mach number case. Since the micro-ramps have strong local influence at lower Mach number, the 
vorticity strength is greater near the trailing edge of the device and this is also consistent with the 
turbulent kinetic energy. However, the turbulent kinetic energy, in the same manner with the vorticity, 
decays faster for the lower Mach number case which may be related to the tight roll-up of the vortices 
generating higher dissipation. The transverse vortex trajectories show weak correlation with the Mach 
number whereas in the spanwise case, reduction in Mach number generally yielded increase in the 
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spanwise distance between the two vortex cores. This could be related to the higher dissipation of the 
vortices at the lower Mach number case which may cause a growth in the size of the vortices. However, 
more detailed investigation will reveal further insight to these mechanisms.  
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5.4 Figures 
 
Fig. 5.1  Computational domain beginning with the recycling zone (Lrec=26.6h) where the micro-
ramp is placed at the middle of the domain with downstream extension of 57.9h. 
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a) b) 
 
c) 
 
d) 
Fig. 5.2   Vorticity modulus at y+ =25 for a turbulent boundary layer at M=3 with a coarse grid (CG) 
resolution for present simulations: a) min-mod 3rd order, b) superbee 3rd order, c) superbee 5th order.  
Also shown is d) Urbin et al. (1999) simulations with a similar coarse grid (CG) resolution using 
Reimann solver and 2nd /3rd order reconstruction functions. 
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Fig. 5.3  Numerical scheme study based on the velocity and streamwise Reynolds 
stress profiles comparing with various supersonic experimental data and Urbin et 
al. (1999) course grid results. 
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a) b) 
 
c) 
 
d) 
Fig. 5.4   Vorticity modulus at y+ =25 for different grid resolution are shown for a turbulent 
boundary layer at M=3 a) course grid (Δx+ = 28, Δz+ = 13 and Δy+ = 1 with r = 15%), b) same as CG 
except Δx/2, c) same as CG except Δz/2 and d) same as CG except Δx/2+Δz/2 
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a) 
 
b) 
 
c) 
 
d) 
 
Fig. 5.5  Streamwise velocity contour at y+=8 for different grid resolution are shown for a 
turbulent boundary layer at M=3 a) same as CG except Δx/2, b) same as CG except Δz/2, c) 
same as CG except Δx/2 + Δz/2 and d) DNS of Martin (2007) 
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a) 
 
b) 
c) 
 
d) 
 
Fig. 5.6 Reynolds stress profiles in a) streamwise, b) transverse, c) spanwise direction 
are shown where grid resolution sensitivity is studied and compared with Urbin et al. 
(1999) CG and DG profiles along with the experimental data of Konrad & Smits (1998). 
Mean velocity profiles are compared in similar fashion. 
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Fig. 5.7  Mean velocity profiles comparisons 
of subsonic (Klebonoff 1954) and supersonic 
(Konrad & Smits 1998) experiments, 
theoretical prediction of White & Christoph 
(1991), Wu & Martin (2008) DNS data and 
LES using the baseline grid where close 
agreement is seen at the log-layer. 
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M
=1
.4
 a) c) 
 
M
=3
.0
 b) d) 
          
Fig. 5.8  Streamwise view of instantaneous density contours at z=0 for a) M = 1.4 b) M=3.0 and 
velocity contours for c) M = 1.4 and d) M=3.0 
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a) 
 
b) 
 
c) 
 
d) 
 
 
Fig. 5.9  Wall surface pressure coefficient for a) M=1.4 experiments (Konrad & Smits 
1998), b) instantaneous LES predictions at M=1.4, c) M=2.2 and d) M=3.0. 
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a) b) 
Fig. 5.10  Mach contours of instantaneous LES flow solution at y+=12 (above the floor and the top 
surface of the micro-ramp) for a) M=1.4 and b) M=3.0 
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a)   M=1.4 and h/δ∗ =2.7 
 
b)   M=2.5 and h/δ*=3.12 
c)   M=1.4 and h/δ∗ =3.34 
 
d)    M=2.2 and h/δ∗ =3.34 
 
Fig. 5.11  Oil visualization for a) M=1.4 and b) M=2.5 are compared with instantaneous 
streamlines of LES c) for M=1.4 and d) M=2.2 where each micro-ramp heights are similar.  
 
             
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 109
 
 Streamwise Velocity M=1.4 Streamwise Velocity M=3.0 
x=0 
  
x=10h 
  
x=20h 
  
Fig. 5.12 Spanwise view of instantaneous streamwise velocities are 
shown at various downstream locations for M=1.4 and M=3.0 using 
LES. 
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a) 
 
b) 
 
c) 
 
d) 
 
 
e)              
 
f) 
 
 
Fig. 5.13 Low speed streaks (a, b) and vorticity modulus (c, d) for M=1.4 and M=3.0 at y+=25 are 
shown, along with the shear stress coefficient (x1000) downstream of the micro-ramp (e, f). 
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Table 5.1 Reynolds number dependence on wall shear stress  
Mach 
Number Reδ=ρ∞U∞δ/μ∞ νwall/ν∞ Reh=ρwallUτh/μwall 
1.4 16700 1.65 330 
2.2 17700 2.83 230 
3.0 17100 4.82 140 
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 Streamwise vorticity M=1.4 Streamwise vorticity M=3.0 
x=5h 
  
x=10h 
  
x=15h 
  
x=20h 
  
 
 
 Fig. 5.14  Spanwise view of streamwise vorticity along various downstream 
locations of the micro-ramp showing different decay rate for M=1.4 and 3.0. 
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 Turbulent kinetic energy M=1.4 Turbulent kinetic energy M=3.0 
x=5h 
  
x=10h 
  
x=15h 
  
x=20h 
  
 
 
Fig. 5.15  Spanwise view of turbulent kinetic energy shown at various 
downstream location of the micro-ramp where M=1.4 case have higher decay 
rate than the higher Mach number. 
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a) 
 
b) 
 
c) d) 
Fig. 5.16 Spanwise averaged profiles of turbulent kinetic energy at upstream and 
downstream locations of the micro-ramp for different Mach number where the micro-
ramp has the most impact on the lower Mach number case.  
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Fig. 5.17  Correlation of circulation with 
respect to the effective height normalized in 
local wall units for various experiments and 
numerical simulation results. 
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a)  b) 
Fig. 5.18  Averaged streamwise vorticity a) decay along the streamwise direction and b) that 
normalized by the averaged streamwise vorticity at h downstream of the micro-ramp displayed 
in log units. 
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a) 
 
b) 
 
Fig. 5.19  Vortex core trajectory for a) normal and b) spanwise distance for the experimental 
cases of Ashill et al. (2002) and Babinsky et al. (2009) and LES study at various Mach 
numbers 
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Chapter 6 
Normal Shock Boundary Layer Interaction and 
Micro-Vortex Generators 
 
 
External compression inlets have appeared in several supersonic aircraft and have been the subject of 
many experimental research studies.  The flow field is characterized by a reduction in Mach number from 
supersonic to subsonic using shocks and an area expansion region.  The performance of these inlets is 
dominated by interactions between shocks and viscous regions. An important characteristic of normal 
shock-wave boundary layer interaction (NSBLI) is that the upstream Mach number is approximately 
independent of the flow conditions if its external position in front of the inlet is maintained. Similar to the 
oblique shock cases, a normal shock boundary layer interaction can also lead to performance degradation 
of the inlet due to flow separation, boundary layer thickening and stagnation pressure losses which are 
often targets of flow control. Further complexities are augmented if the NSBLI is immediately followed 
by subsonic diffuser such as inlet flow instability, spatial and temporal distortion and the interaction 
between the shock adverse pressure gradients and the diffuser adverse pressure gradients. Herein, we 
consider a normal shock system with a subsonic diffuser, a representative (canonical) form of an actual 
inlet, at a freestream Mach number of 1.3. Various micro-vortex generators are investigated to assess their 
efficacy in improving the overall boundary layer health, stagnation pressure loss and the stability of the 
shock system downstream of the shock at the diffuser. 
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6.1 Computational Domain 
6.1.1 Configuring Diffuser Geometry 
In order to select the dimensions and its geometry of the computation domain for the LES studies, 
less intensive two-dimensional RANS simulations were first completed. The primary goal for the RANS 
studies is to characterize the flow dependency in terms of the inlet Mach number, ratio of diffuser height 
to inlet height, diffuser profile shape, and its average diffuser slope angle.  In particular, a range of 
conditions and geometries were studied in order to obtain a flow field which was similar to actual external 
compression inlets (Loth and Babinsky 2009) while allowing reasonable computational resources for a 
LES calculation. The overall dimensions of the domain are shown in Fig. 6.1a where its total length is 
24L; L is the diffuser height at the throat. The upstream distance of 12L before the diffuser was fixed to 
develop a thick enough boundary layer that would be approximately 10% of the diffuser throat height. 
Thinner boundary layer would require more grid points in the transverse direction near the wall to resolve 
the smaller eddies such that the boundary layer thickness was increased for computational efficiency. The 
Reynolds number based on the boundary layer thickness at the diffuser throat is 4.55x105, which is based 
on Babinsky et al. (2009) experimental conditions. The diffuser is a straight line segment (discontinuous 
in slope with the adjacent segments) with a downturn of 5o and the measuring plane (MP) is 2.51L 
downstream of the throat. A thin splitter plate was placed as the ceiling of the diffuser which is 1L above 
the wall at the throat that extends downstream to the outflow plane to help maintain a steady shock 
position. The grid resolution is Δx+=40 and Δy+=1 (first grid point off the wall) with a stretching ratio of 
r=1.15 in the streamwise and transverse, respectively.  The RANS approach was based on Menter SST 
(Mentor 1994). 
Three different diffuser heights of 1.15L, 1.20L and 1.25L were investigated and the predicted Mach 
contours are shown in Fig. 6.2 with an incoming freestream Mach number of 1.4. As expected, the 
boundary layer thickness at the measuring plane increases with larger diffuser height due to increased 
adverse pressure gradient where the regions of low momentum fluid extend further downstream for the 
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largest case in Fig. 6.2c. Comparisons of Mach profiles at the measuring plane (Fig. 6.3) clearly show the 
growing boundary layer thickness with respect to the increasing diffuser height, where its thickness is 
approximately 80% of the diffuser height in the largest diffuser (1.5L) case. Effects of Mach number are 
also shown in Fig. 6.3, where it can be seen that that decreasing the Mach number to 1.3 (and thus 
decreasing the shock strength) yields a thinner boundary layer.  From these studies, the case of a 1.2L 
diffuser with an incoming freestream Mach number of 1.3 was chosen as the baseline since it included a 
diffuser/throat ratio similar to an external compression inlets (Loth and Babinsky 2009) while maintaining 
a thinner boundary layer compared to the previous test cases.  
The next step was to investigate, the impact of the average diffuser angle and its profile shape. As 
shown in Fig. 6.4, increasing the slope from 5o to 7o increases the flow separation area (shown in blue) 
and a slight increase in the maximum Mach number and a thicker boundary layer as shown in Fig. 6.5. 
Changing from a sine-wave profile to a simple linear (constant slope) profile for the diffuser shape had a 
minimal effect on the Mach profiles (Fig. 6.5).  However, the former was selected as the baseline shape as 
it was again consistent with existing external compression inlets (Loth and Babinsky 2009). In 
conclusion, based on the above studies, the diffuser geometry was selected as: 1.2L height, sine function 
for profile shape, average slope angle of 5o, and at freestream incoming Mach number of 1.3.  
 
6.1.2 LES Grid 
The computational domain for LES (based on the geometry selected from the previous RANS study) 
is shown in Fig. 6.6a.  The upstream section employs a recycling zone which generates the incoming 
turbulent boundary layer. The length of the recycling zone is 1.08L, which is the same as the previous 
oblique shock case (Chapter 5) and thus provides sufficient distance of 3000 in wall units between the 
inlet station and the recycling station. The height of the recycling zone is 2L and the width, 0.32L, 
whether the latter is needed to develop a reasonable turbulent boundary layer (Urbin et al. 1999, 2001). 
The recycling zone is placed 2L upstream of the diffuser inlet (throat) in order for the turbulent boundary 
layer thickness to grow to 10% of the inlet height, similar to the previous RANS cases. In addition, 2L 
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length provides sufficient space to include the flow control devices where, depending on the size of the 
device, one to three micro-vortex generators can be placed in a spanwise array. The trailing edge position 
of a device is generally set at 0.87L upstream of the diffuser inlet, which is approximately 8.8δref (0.51L) 
upstream of the normal shock position.  Note that the reference boundary layer thickness (δref) is 
measured at 0.87L upstream of the diffuser inlet for a clean tunnel (no device). The shock position is 
generally set at 3.8δref (0.22L) upstream of the diffuser inlet by adjusting the diffuser back pressure. The 
measuring plane (MP) is located 2.51L downstream of the diffuser inlet, consistent with the RANS cases, 
and the outflow plane is 1.49L further downstream, making the total length of the diffuser and the splitter 
plate equal to 4L. The baseline grid (BG) spacing for the streamwise, spanwise and transverse are 
Δx+=28, Δz+=6.5 and Δy+=1 (first grid point off the wall based on the shear stress at the recycling zone) 
with a stretching ratio of r=1.15 (consistent with the grid used in Chapter 5) totaling 10 million nodal 
points for the entire domain. Periodic boundary conditions were used on the side walls to emulate an 
infinite spanwise array of flow control devices and planar diffuser. Grid topology for a two ramped-vane 
case with a top and a side view are shown in Fig. 6.7a & b where the grid points are compressed near the 
surface of the device to maintain the y+=1 condition and this is later relaxed to the original spacing a few 
chord downstream of the device.  
 
6.1.3 Micro-Vortex Generators 
The micro-ramp (R2) with a height of h is shown in Fig. 6.8a where the dimensions are based on the 
results from Anderson’s study (Anderson et al. 2006). The suffix in this device naming refers to the 
number of device present in the domain (i.e. R2 has two spanwise devices in the computational domain). 
The split ramp (SR2), shown in Fig. 6.8b, is simply separated the two halves of a conventional ramp by 
one ramp height.  The “ramped-vane” (RV) is an angled variation of the split-ramp and incorporated a 
leading edge width for each wing equal to the device height. Several RV cases were considered with 
respect to size and location and trailing edge gap distance.  However, all RV cases used the same interior 
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angle of 16o (Fig. 6.8) which is close to the optimal angle of 15o for subsonic vortex generators that 
minimized the flow obstruction while retaining downstream impact (Pearcey 1961). Note, that there may 
be a more optimal angle due to Mach number effects based on observations noted in Chapter 5, but effect 
of device angle was not considered herein due to time constraints.  The RV2 case (Fig. 6.8c) is the 
baseline version and has the same chord length and height as R2 and SR2 but the gap is increased by 0.5h 
to improve the flow between the wings. For R2, SR2 and RV2, the height is approximately 0.35δref where 
δref is the boundary layer thickness at the device location for a clean tunnel. 
A variation on these was the RV2U for which the streamwise position is moved upstream by 1 chord 
length (2.3δref) to investigate the distance effect respective to the normal shock. The impact of size effect 
is also studied by reducing the height to 0.23δref (33% reduction) which allows three devices to fit in the 
domain and thus called RV3. The devices described above all have the same spacing from the centerline 
of one device to the next which is consistent with the previous chapters (Chapter 3, 4 and 5); 7.5h. In the 
next two designs, lateral spacing between the adjacent devices and their interior gap, as well as their 
height are varied in efforts to maximize the development of the vortex pairs with minimal losses. In 
particular, RV1 (shown in Fig. 6.8d) has an interior gap of 4.57h at the trailing edge and 15h spanwise 
spacing. RV1B is a similar concept to RV1 but the height is increased by 50% (0.52δref) which restricted 
the interior gap to 2.5h while the lateral spacing is 10h. The device acronyms are summarized in Table 
6.1.  
 
6.1.4 Low Density LES Grid 
In order to conduct numerical studies on the various designs of micro-vortex generators in Table 6.1 
in a reasonable time, a course grid (CG) was employed.  This study was intended to select the optimal 
device in an efficient manner, after which the baseline grid (BG) resolution can be used for a single case. 
The course grid (CG) spacing in the streamwise direction was increased two times that of the baseline 
grid and the spanwise spacing is expanded by four times while keeping the transverse spacing the same; 
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Δx+=56, Δz+=26 and Δy+=1 (first grid point off the wall) with the same stretching ratio of r=1.15. To 
investigate the equilibrium of the incoming boundary layer with this grid, the mean streamwise velocity 
and the streamwise Reynolds stress profiles are compared with the baseline grid results, shown in Fig. 
6.9a and b, respectively.  As expected, the mean streamwise velocity profile for the CG case over-
predicted the U+ at the boundary layer edge, i.e. under-predicted the wall shear stress when compared to 
the baseline grid and DNS solutions. Furthermore, the turbulent structures predicted with the CG yielded 
an over-prediction of the Reynolds stress profile. However, the 8-fold speed-up allowed by the CG was 
important to investigate all the cases of Table 6.1 in a reasonable amount of time.  
 
6.2 Results 
Herein we consider turbulent boundary layer at M=1.3 with Reynolds number Reδ* = 3,800 based on 
the displacement thickness at the micro-vortex generator location for a clean tunnel. The results here are 
based on the previous numerical scheme study in Chapter 5 which include a 5th order upwind spatial 
discretization coupled with a Superbee limiter.  The time integration was based on a 2nd order 
approximate factorization scheme (Holst 1997) with a time step of dt*=0.4 where dt*=dt(U∞+a∞)/Δx, 
same as the Courant number (CFL). U∞ and a∞ are the streamwise velocity and the speed of sound at the 
freestream conditions and Δx is the streamwise cell length in the recycling zone. The unsteady turbulence 
is captured by Large Eddy Simulations without the subgrid stress model (LES-nSGS). 
 
6.2.1 Coarse-Resolution Case Study 
To select the candidate for an optimal device, low-resolution results are first investigated to study the 
impacts of the μVGs on the flow separation, turbulent kinetic energy and pressure fluctuations at MP. In 
addition, distributions of pressure recovery, displacement thickness and incompressible shape factors are 
studied to assess their performance at the measuring plane to finalize the selection.  
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6.2.1.1 Flow Separation 
 The flow separation regions induced by the normal shock for the solid wall case with no ramp (NR) 
and various types of μVGs are shown in Fig. 6.10.  Reductions in the separation area are evident in 
comparison to NR for all devices.  However, the local streamwise separation length varied in the 
spanwise direction significantly.  Generally, the streamwise vorticity yields downwash in certain regions 
which help reduce the flow separation just outboard of the devices where this impact is seen more in the 
upstream part of the separation bubble than in the downstream part.  This may be attributed the reduction 
in streamwise vorticity going through the interaction (as will be presented later in Fig. 6.26, the peak 
vorticity is seen to reduce by a factor of six though the shock interaction).   
It is interesting that the micro-ramp and split-ramp cases (R2 and SR2) exhibit quite similar flow 
separation topologies. In particular, it can be seen that a longer separation length occurred just 
downstream of the device centerline (shown by the red arrows).  This may be attributed to wake effects 
and upwash.  In contrast, the ramped-vane cases (except RV1) showed a reduced separation length 
downstream of the device centerline.  This may due to a combination of reduced upwash effect and 
improved flow quality along the centerline of the device since they are exposed to less device wake 
effects. 
To investigate the effect of device streamwise location with respect to the shock interaction, one may 
compare RV2 and RV2U.  These two cases do not show a strong difference, although the upstream case 
tends to produce a pattern that is more three-dimensional while the downstream case has a smaller 
separation area (which will be quantified later in Table 6.2).  This indicates that the streamwise location 
has only a minor impact of flow control.    
In an effort to further reduce the flow separation, especially downstream of the leading edge gap, 
multiple smaller ramped-vanes were placed by reducing their size by 33% (h=0.23δ allowing three 
devices; RV3). However, the resulting impact by the smaller device weakened the three dimensional 
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pattern of the flow separation, though still better than the NR case. The larger ramped-vane (h=0.34δ) in 
the previous case yielded better flow control than these smaller devices. 
In order to investigate the effect of varying the width of the trailing edge gap (since increasing this 
may be beneficial in terms of reducing both the upwash effects and the device wake effects), a case with 
an increased trailing edge gap (4.57h) was studied to see whether this led to further reductions in flow 
separation. Since the size of the device was kept the same, only one device was allowed in the 
computational domain; RV1. Comparing RV2 and RV1, the flow penetration reduces the overall 
separation region downstream of the device centerline as was desired. However, the separation length still 
persisted at the device centerline indicating that the extended trailing edge gap (gTE=4.57h) was excessive. 
Motivated by the benefits learned from the previous cases where larger δ/h (RV2 & RV3) and wider 
trailing edge gap (RV1 & RV2) improved the flow separation downstream of the device, a final case was 
developed; RV1B.  This particular device has a larger size (δ/h=0.52), and a wide trailing edge gap 
(gTE=2.5h) but with a moderate leading edge gap (gLE=1.64h) which is shown in Table 6.1. Fully attached 
flow downstream of the device centerline and reasonable separation length downstream of the leading 
edge gap was achieved. In the previous oblique shock studies (see Fig. 3.10), the micro-ramps with height 
of δ/h=0.5 gave similar results with a fully attached flow downstream of the device centerline. However 
the separation length downstream of the leading edge gap extended much further than NR increasing the 
total area of separation where RV1B resulted in a significant reduction. The fully attached flow through 
the separated region is important since they limit the separation bubble movement which contributes to 
the stability of the shock position. 
These results and others also suggest that optimum device size with respect to boundary layer 
thickness decreases as the Mach number increases.  For example, the optimum h/δ for low-speed subsonic 
flows (M«1) is around 1-1.2 based on Ashill et al. (2005) and Pearcey (1961). For normal shock flows at 
Mach 1.3-1.4, the optimum h/δ is about 0.5 based on the present LES ramped vane results and RANS of 
micro-ramp results by Rybalko et al. (2009).  For supersonic oblique shock flows at Mach 2.5-3, the best 
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h/δ may be about 0.25-0.3 based on the micro-ramp LES results of Chapter 3 and RANS of micro-ramps 
by Babinsky et al. (2009).  
 
6.2.1.2 Streamwise Vorticity and Turbulent Kinetic Energy 
Cross-cut views of the streamwise vorticity at x=5h are shown in Fig. 6.11 where the primary core 
strengths can be easily compared. A significant difference in the vorticity strength can be observed 
between R2 and SR2 where the latter allows stronger vortices. In both cases, vortices are developed via 
flow spilling over the two sweep edges similar to a backward facing step. However, in the SR2 case, the 
increased gap distance allows the vortices to maintain their integrity and strength for longer periods. For 
the ramped vanes, the increased entrance width at the leading edge allows increased flow towards the 
device which creates a stronger vortex. The vorticity magnitude for RV2U is reduced compared to RV2, 
which can be attributed to its position being further upstream so that more decay occurs. The vorticity 
strength of RV3 is also smaller than RV2, and in this case can be attributed to a smaller device height 
which reduces the net amount of flow spilling over the edge and thus a less intense vortex.  In contrast, 
the RV1B case yields larger vortices which can be attributed to a larger device height.  However, some of 
this effect is due to an increased trailing edge gap which allows the vortices to be more distinct and closer 
to the wall, as can be noted by comparing RV2 and RV1.   
The effect of the vortex generators on the turbulent kinetic energy is shown in Fig. 6.12. In the case of 
R2, the regions of high turbulence is moved upwards downstream of the device centerline, due to flow 
upwash. A similar effect is seen for SR2 case but the turbulent kinetic energy magnitude is also reduced 
which may be attributed to high speed fluid influx through the trailing edge gap which stabilizes the wake 
flow of the device. For RV2 and RV2U cases, increase in turbulence is observed which is caused by the 
sweep angle of the interior side walls and the small trailing edge gap (1.5h) at the exit. Similarly, the 
turbulence was higher for RV3 at the primary cores than that for the ramp types despite its smaller 
physical size. On the other hand, the turbulence energy is lower for RV1 and RV1B than the previous 
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ramped vane. This is attributed to the wide trailing edge gap that allowed the vortices to stay closer to the 
wall which damps the vorticity magnitude.  
 
6.2.1.3 Performance Assessment of Micro-Vortex Generators 
To assess the performance of the previous test cases, a spanwise average of the streamwise velocity, 
turbulent kinetic energy and the root mean square (RMS) of the pressure fluctuation at MP are shown in 
Fig. 6.13. The streamwise velocity profiles in Fig. 6.13a reveals that, overall, the no-ramp case (NR) had 
the fullest boundary layer at Y/L=0.05 as compared to all the devices except for RV1B. This indicates 
that device wake can be significant and turns out to be the most severe for RV3.  This is somewhat 
surprising given that RV3 is the smallest device investigated, which indicates that detrimental wake 
effects over-whelmed the benefits from the increased mixing by streamwise vortices.  The second worst 
device in this respect was SR2 indicating that the trailing edge gap produced more wake losses than 
benefits.  In contrast to these two cases, RV1B had the fullest velocity profile at Y/L=0.05 indicating that 
its streamwise vortices more than counteracted the wake deficits.  This is attributed to a strong and large 
vortex core for this case as shown in Fig. 6.11.  
Overall, a strong correlation was found with the pressure fluctuation RMS and the turbulent kinetic 
energy.  For the turbulent kinetic energy profiles shown in Fig. 6.13b, the RV3 produced a higher 
turbulent energy than any of the other cases and the NR case, while RV1B produced the least turbulence, 
which is taken to be a beneficial aspect.  Notably, the RV2 and RV2U allowed reduced turbulence 
compared to the NR case.  This can be attributed to the influence of the devices on the static pressure 
fluctuations shown in Fig. 6.13c.  In particular, RV1B has a much lower PRMS in the boundary layer but 
also above the boundary layer at Y/L>0.5.  The latter aspect indicates that the normal shock oscillations 
(which dominated in this region) are substantially reduced by the presence of the device.   In contrast, 
RV3 has the highest pressure fluctuations throughout which will drive unsteadiness in the boundary layer 
yielding higher kinetic energy. It is not clear how these pressure fluctuations are influenced by the device, 
but perhaps the higher momentum and more uniform flow through the trailing edge gap of the ramped 
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vane cases tends to stabilize the flow.  Another possibility is that the increased three-dimensionality of the 
separation regions as shown in Fig. 6.10 for cases RV2, RV2U, RV1 and RV1B help limit the separation 
bubble unsteadiness.  
The impact of the micro-vortex generators at MP, shown in Fig. 6.14, were further investigated by 
studying stagnation pressure recovery factor, α, displacement thickness, δ*, momentum thickness, θ, and 
the incompressible shape factor, H, which are defined as (same as in Eq. 3.3 – 3.6 and Eq. 4.3 – 4.6): 
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In these equations, Po,∞ is the stagnation pressure at freestream, and ymax is the maximum height at MP. 
The stagnation pressure recovery factor with the device in Fig. 6.14a shows lower value than that for the 
solid wall case. However the differences are almost negligible from the NR case which indicates that the 
parasitic drag caused by the device are small. However, large variations were seen in the displacement 
thickness (Fig. 6.14b) as the mean velocity profiles were diverse as previously shown in Fig. 6.13a. 
Again, RV3 and SR2 gave significantly higher values than the NR case which comes from the distortions 
in the velocity profiles near the wall (Fig. 6.13). The displacement thickness for R2, on the other hand, 
was generally lower than most of the ramped vane types (RV2, RV2U and RV1), which was due to the 
weak vorticity generated by the device (shown in Fig. 6.11) causing less disturbance to the boundary 
layer. Similar to the previous results, RV1B gave the lowest overall displacement thickness compared to 
other devices due to a fuller boundary layer profile near the wall indicating higher shear stress. However, 
the overall displacement thicknesses were greater with the flow control device than that for NR (shown in 
Table 6.2) since they introduce disturbance to the boundary layer and the shock region.  
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The incompressible shape factors in Fig. 6.14c are the indicators of flow uniformity where values 
close to unity would be an ideal case. Similar the previous results, RV3 and SR2 gave higher values 
compared to other devices. This may be due to the disturbance in the boundary layer as seen in Fig 6.13a 
which is due to wake of the device causing instability of the shock as discussed earlier. The shape factors 
were decreased for R2, RV2 and RV2U compared to the previous two cases which could be related to the 
increased flow penetration at the shock region along the device centerline (Fig. 6.10) that limit the shock 
movement. As the flow penetrates further in the shock region along the device centerline, as in the case 
for RV1 and RV1B, the shape factor decreases especially near the center, where the average for RV1B is 
lower than the NR case shown in Table 6.2.  
Based on the above low-resolution μVG study, RV1B gave the best performance in improving the 
boundary layer health such as seen in the reductions in turbulent kinetic energy, pressure fluctuation RMS 
and the incompressible shape factor compared to the solid wall case, which is summarized in Table 6.2. In 
addition, RV1B yielded the thinnest average displacement thickness while the pressure recovery 
coefficient was nearly equal to the NR case. Furthermore, the fully attached flow through the shock 
region downstream of the device trailing edge may have improved stability of the shock position by 
increasing the separation bubble three-dimensionality. Although the possibility of a different choice for 
the best device geometry may occur if the devices were investigated at higher grid resolution and with an 
increased number of device variables, such a study was not practical and the substantial differences in the 
performance between the cases was considered to be at least qualitatively indicative of a design that may 
improve the flow.  Thus this device is further investigated at the baseline (higher) resolution in the 
following section to capture detailed physics. 
 
6.2.2 Baseline-Resolution Case Study 
With the flat-wall no-ramp (NR) as a baseline and the optimal RV1B selected as the best overall 
device case, baseline-resolution simulations were conducted for these two cases in the similar steps 
previously used for the coarse-resolution cases.  Downstream development of the vortices is investigated 
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to understand the underlying mechanisms of higher shear stress and pressure recovery in the diffuser. 
Furthermore, pressure spectrums, both at the wall and above the boundary layer, are studied for cases 
with and without the flow control device. Finally, the decay characteristics and the trajectories of the 
vortices are investigated and the performance of the optimal device at the measuring plane is quantified 
and discussed.  
Compared to the coarse grid, the grid density for the baseline resolution is increased by a factor of 2 
and 4 in the streamwise and spanwise directions, respectively. Compared to this baseline grid, the finer 
DNS resolution used by Wu and Martin (2007) is approximately increased by a factor of 7 and 5 in the 
streamwise and spanwise directions from the baseline grid, respectively. As was discussed in section 5.1.3 
(Fig. 5.6), the baseline resolution reasonably predicts the mean velocity and the Reynolds stress are 
comparable to the DNS. The incoming boundary layer velocity spectrum for the present baseline-
resolution is compared with that obtained from the DNS flow in Fig. 6.15. Despite the relatively coarser 
resolution, the velocity spectrum for the present LES-nSGS simulation captures the inertial range 
reasonably well though the high-frequency spectral energy is under-predicted.  
 
6.2.2.1 Vorticity and Turbulent Kinetic Energy 
Since the primary mechanism for controlling flows with such devices is through the creation of 
streamwise vorticity, the effect of evolution of this quantity was examined.  Also, by comparing this 
evolution for both the coarse-resolution and baseline-resolution cases for RV1B, we may understand the 
impact of the fine-scale structures and the limitations associated with the coarse-resolution results.  Cross-
cut views of the averaged streamwise vorticity of RV1B are shown in Fig. 6.16 for the course grid (CG) 
and the baseline grid (BG) case at various locations downstream of the device. The primary vortices from 
the device wings come closer together due to streamlines converging behind the device. After the shock 
(x-xTE>15h), these vortices laterally spread and upwards for both the CG and BG cases, similar to that 
seen in Fig. 4.9. There are major differences in the vorticity distribution at 5h and 10 downstream.  These 
can be traced to differences in the entrainment of vorticity from the wall as seen in x-xTE=0 by the arrows.  
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In particular, the BG case shows a red vorticity region from the wall being pulled above the primary 
vortex core whereas the CG case shows that this vortex sheet is broken because of low resolution in the 
regions where it is stretched the most.   This secondary sheet helps separate the two primary vortex cores 
laterally for the BG case, whereas they tend toward each other in the CG case, which leads to increased 
upwash effects.   The baseline grid case also yielded somewhat faster decay in strength for 20h<x-
xTE<30h.  This can be attributed to the lower vertical position of the BG vortex core so that it more 
submerged in the turbulent boundary layer.  
The comparison of the average turbulent kinetic energy contours for CG and BG are shown in Fig. 
6.17. The turbulence peaks occurred at the centroids of the vortex core whereas downwash on the outside 
edges of the vortex core brought low turbulent flow close to the wall for both the CG and the BG cases. In 
addition, the turbulence near the wall intensifies at the shock region (x-xTE ~ 15h) especially for the CG 
case, which undergoes a larger flow separation (as will be shown in Fig. 6.18). The BG was able to 
capture higher turbulence at the center of the primary vortex core upstream of the shock.  Note that the 
turbulent spanwise distribution in both cases reflects the presence of the device even at x-xTE=35h.   
 
6.2.2.2 Flow Separation 
Flow separation area for NR and RV1B are shown in Fig. 6.18 with the instantaneous and the 
averaged flow solution at y+=1. The shock induced flow separation is three dimensional shown by the 
small pockets of negative shear stress (dark region) and their streamwise extent in Fig. 6.18a & b. 
However, due to the numerical diffusion caused by the grid, the coarse-resolution case predicts a larger 
separation bubble. Although the separation pockets extend quite further downstream of the main shock 
position in the baseline grid case, their sizes are quite small compared to the CG case which is more 
evident in the averaged baseline case of NR shown in Fig. 6.18d.  As the flow control device, RV1B, is 
placed upstream of the shock, the numbers of flow separation pockets are reduced especially in the rear 
regions both for the BG and CG cases as shown in Fig. 6.18e & f. This indicates that the reattachment 
length is reduced from that with no-device. The averaged flow solutions (Fig. 6.18g & h) reveal that the 
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vortices penetrate the separated region downstream of the device centerline allowing a fully attached flow. 
In particular, fully attached flow was found in the outward regions at the shock for BG (which may 
contribute to further stability of the shock position).  
 
6.2.2.3 Vortices Development and Wall Shear Stress 
Streamwise view of the Mach contours at z=0 are shown in Fig. 6.19 for both the instantaneous and 
the averaged cases. The growth in the boundary layer thickness along downstream of the diffuser in the 
NR case for both instantaneous and averaged solution can be observed which are due to adverse pressure 
gradient developed by the diverging duct.  The Mach number settles to approximately 0.5 above the 
boundary layer in the constant area duct after the diffuser. The low momentum regions decrease further 
downstream as the pressure gradient becomes negligible with the straight duct where the boundary layer 
thickness remains nearly constant.  In the RV1B case, a larger lambda shock and a thicker boundary layer 
is observed in the wake of the device in comparison to the flat-wall case. However, the RV1B boundary 
layer entrains more high-speed fluid and this leads to a reduction in the velocity decrease near the wall 
caused by the diffuser as can be seen with the reduced blue regions. However, the RV1B boundary layer 
entrains more high-speed fluid and this leads to a reduction in the velocity deficit caused by the diffuser 
as can be seen with the reduced blue regions. 
The iso-surface of the instantaneous Mach contour shows the changes in size and the aspect ratio of 
the turbulent eddies as they travel past the normal shock shown in Fig. 6.20a. The size increase is 
significant after the shock for the NR case where the structure of the turbulent eddies become vertically 
pronounced (shown in the inset of Fig. 6.20a), consistent with the oblique shock case studies. The aspect 
ratios are reduced as seen with the oblique shock cases which may due to the adverse pressure gradient or 
the chopping mechanism by the shock suggested by Wu and Martin (2007). Further downstream, the 
spatial distortion of the eddy structures can be seen due to the adverse pressure gradient with the 
diverging duct. In the case of RV1B, the vortices create an indentation on the lambda shock surface 
downstream of the device centerline (Fig. 6.20b inset) and continue to convect downstream. However, the 
 133
vortices thin the boundary layer via high momentum flux entrainment in the outward regions and the size 
increase of the eddies are not as severe as in the NR case.  
The reduced aspect ratio of the turbulent eddies past the shock are shown clearly in the iso-surface of 
the streamwise vorticity in Fig. 6.21a (bottom inset). Further downstream, the number of vortex structures 
significantly decrease as shown in the Fig. 6.21a (top inset). On the other hand, the vorticity developed by 
RV1B raises the overall turbulence level where the number of coherent structures captured in the iso-
surface contour in Fig. 6.21b is increased downstream of the shock as shown in the top inset. These larger 
numbers of coherent structures are indications of higher wall shear stress in the diffuser which is shown in 
Fig. 6.22b. Low shear stress is generally observed in the diffuser in comparison to the regions upstream of 
the shock due to the adverse pressure gradient thickening the boundary layer. The high shear stress 
regions (shown in yellow in Fig. 6.22b) behind the shock are caused by the high speed fluid entrainment 
which contributes to the higher shear stress downstream in the diffuser. The spanwise averaged shear 
stress coefficient, Cf, along downstream is shown in Fig. 6.23 where consistent higher shear stress is 
observed for RV1B in the diffuser compared to the NR case.  
 
6.2.2.4 Pressure Spectrum 
Similar to the higher shear stress observed in the diffuser for RV1B, the pressure recovery was 
improved as the wall pressure was found to increase near the end of the diffuser which is shown in the 
spanwise averaged wall pressure in Fig. 6.24. This gave motivation to further investigate the effects of 
RV1B by studying the pressure signals at the wall and above the boundary layer. Wall pressure upstream 
of the shock (x=-21.6δref) and downstream of the shock at the measuring plane (x=43.5δref), both at z=0, 
are shown in Fig. 6.25 for RV1B compared with NR. The pressure data was collected for tU∞/δref=300 
were U∞ is the incoming freestream velocity. The wall pressures at MP for both NR and RV1B, shown in 
Fig. 6.25a, rise approximately 2.2 times the upstream value and the amplitude of fluctuations becomes 
larger. This is due to the increase in the turbulent structures in the diffuser and the undulations of the 
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normal shock where the fluctuations are found to be smaller for the RV1B case compared to the solid wall 
case, consistent with the previous coarse grid results in Fig. 6.13c. The energy spectra of the pressure 
fluctuation at the upstream location (for NR) reveal that the dominant frequencies are in the range of 0.1 
<f*<1 (f*=fδ/U∞) where higher energy is shown in Fig. 6.25b.  The higher frequency modes decay rapidly 
which is similar to the Wu and Martin (2007) results. Downstream of the shock, the turbulent fluctuations 
slow down due to the lower overall flow speed and the magnitude increases due to the average pressure 
rise.  The downstream oscillations in Fig. 6.25a which have a generally lower frequency and higher 
magnitude and also expected left-ward and up-ward shift of the spectrum can be seen in Fig. 6.25b. 
However, there is a pronounced increase in high frequency content (f*>5) downstream of the shock which 
can be attributed to shock break-up of turbulent structures into finer scales as observed in Fig. 6.20a.  
The pressure fluctuations are almost negligible above the boundary layer (y-ywall=8δref) in the 
upstream case as shown in Fig. 6.25c since the fluid is approximately inviscid and free of any 
disturbances. However, the pressure fluctuations are increased at MP which is due to the shock 
oscillations, though not as severe as that at the wall, for both NR and RV1B cases (shown in Fig. 6.25a). 
However, the reductions of the pressure fluctuations are almost negligible for the RV1B case, indicating 
that the device is more effective near the wall as seen in Fig. 6.13c. The energy spectra show higher levels 
at the lower frequencies at MP for both NR and RV1B, similar to that near the wall, and decays with 
higher frequencies, especially for the case with the device.  
 
6.2.2.5 Vorticity Decay and Trajectory 
The decay of the peak streamwise vorticity is shown in Fig. 6.26a where the rapid decay occurs at the 
shock region with a factor of 6 decrease in magnitude indicating that the shock boundary layer interaction 
causes additional decrease in the vorticity strength.  The vortices trajectories are approximated by the 
position of the maximum streamwise vorticity magnitude which are shown in Fig. 6.26b and c. The 
vortices rise steadily due the upwash effect even through the shock region and begin to descend at the 
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inlet indicated by the red arrow in Fig. 6.26b. The indentation in the curve prior to the inlet position is 
likely due to the heuristic method of measuring the vortex core position. As the vortices loose their 
strength downstream, the statistical integrity becomes tarnished shown by the wrinkles in the contours at 
x-xTE=25h in Fig. 6.16 for the BG case.  
The spanwise trajectories of the vortices curve inward at the shock region as the vortex pair cuts 
through the shock region shown in Fig. 6.18h. Then the lateral trajectory expands as the diameter of each 
vortex grows (Smarts et al. 1998) after the shock. These findings are similar to the previous oblique shock 
studies in Chapter 4, though the sudden jump in the curve is due to the statistical error caused by the 
retardation of the vortices.  
 
6.2.2.6 Performance of RV1B 
The spanwise distributions of stagnation pressure coefficient, displacement thickness and 
incompressible shape factor (defined in Equations 6.1 - 6.4) for RV1B are shown in Fig. 6.27 where the 
spanwise averages are summarized in Table 6.2. Similar to the low-resolution results shown Fig. 6.14, the 
overall difference of the pressure recovery from NR is negligible (Table 6.2), though its magnitude is 
somewhat lower in the center region due to the device drag. On the other hand, the displacement 
thickness is reduced near the side walls of the domain which is a beneficial aspect. This is due to the 
device effectively entraining the high momentum fluid in the outward regions (though the device wake 
caused a small increase near the center region) which resulted an overall decrease by 2 percent (Table 6.2) 
compared to the NR case. A significant improvement was seen in the shape factor which gave lower 
values in the outward regions due to the flow entrainment by the device and its wake effect causing a 
small rise in the center. Overall, 17 percent reduction was seen for the average shape factor shown in 
Table 6.2. Furthermore, significant reductions in turbulent kinetic energy pressure fluctuation RMS at MP 
are shown in Table 6.2. In conclusion, RV1B yielded negligible drag compared to the NR case while 
improving all the remaining categories such as the displacement thickness, shape factor, separation area, 
turbulent kinetic energy and the pressure fluctuation.  
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6.3 Conclusions 
In order to select the dimensions and the geometry of the computational domain, RANS approach 
with SST modeling was employed which determined the diffuser profile shape and its final height. 
Several types of micro-vortex generators under normal shock conditions were studied using Large Eddy 
Simulation with no subgrid stress modeling. Initially, course resolution studies of the various μVGs were 
conducted to efficiently select the optimal device that improves the boundary layer in the diffuser. A fifth-
order upwind scheme with Superbee limiter and a second-order approximate factorization scheme were 
employed for accuracy where the ‘rescale-recycle’ algorithm generated turbulent inflow conditions.  
In general, the μVGs reduced the total separation area compared to the solid wall case where 
spanwise variations in the separation length existed in the coarse resolution study. The strong vortices 
from the ramped-vanes, such as RV2, RV2U, significantly reduced the flow separation length 
downstream of the device centerline while the length persisted for the ramp types due to the up-wash 
effects. To increase the vorticity strength, a larger ramped vane with a wider trailing edge gap, RV1B, 
was developed which yielded a fully attached flow through the centerline of the separation region. The 
resulting mean streamwise velocity profile at the measuring plane was fuller with the RV1B compared to 
all the other devices and NR. In addition, this device yielded the most reductions of turbulent kinetic 
energy and the pressure fluctuation. Additional benefits include negligible drag as evidenced by the 
nearly equal stagnation pressure coefficient with that of NR while the reductions of displacement 
thickness and shape factor were seen compared to other devices.  
Based on its performance as discussed above, RV1B was selected as the best overall device such that 
the baseline resolution simulations were conducted and compared with that of the solid wall (NR). 
Though the downstream development of the vortices from RV1B was similar to that of the coarse-
resolution case, the vorticity magnitude was initially stronger while it decayed faster than that of the 
coarse resolution case after the shock. This was due to the lower vertical position of the vortices which 
had larger lateral spacing in the counter-rotating vortex pair causing less up-wash. The shock induced 
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flow separations at the baseline resolution were smaller compared to the coarse grid case, yet three-
dimensional and a fully attached flow downstream of the centerline was allowed by placing RV1B 
upstream of the shock. In the solid wall case, a significant velocity decrease was found near the wall at 
the end of the diffuser due to the adverse pressure gradient. However, the strong vortices from the flow 
control device upstream of the shock entrained the high speed fluid near the wall which contributed to 
mitigating the velocity deficit.  
The aspect ratio of the eddy structures are reduced and become vertically pronounced as they travel 
past the normal shock for the NR case. On the other hand, the size change for the eddies have a significant 
variation along spanwise direction for the RV1B case due to the presence of the vortices where eddies 
were smaller in the outward spanwise regions. Further spatial distortions of these eddies occur in the 
diffuser due to the adverse pressure gradient. Iso-surface contours of vorticity for NR and RV1B reveal 
that the latter case contained larger number of eddies compared to the former case which is related to 
higher wall shear stress.  
The amplitude of the wall pressure fluctuation is increased at the measuring plane compared to the 
upstream position for both with and without the device. However, RV1B reduces the magnitude of the 
pressure fluctuation at the wall which was also true for the signals measured above the boundary layer.  
The performance at the measuring plane for RV1B was generally similar to the results from the coarse-
resolution study. However, lower displacement thickness and a significant reduction (17%) in the shape 
factor were found.  
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6.4 Figures 
 
 
a) 
 
b) 
      
Fig. 6.1 a) schematic of a two dimensional computational domain and b) the mesh which 
used for RANS flow solutions. 
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a) 
b) 
 
c) 
 
 
Fig. 6.2  RANS flow with a freestream Mach number of 1.4 and different diffuser 
lengths: a) 1.15L, b) 1.20L and c) 1.25L. 
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Fig. 6.3  Mach profiles at the measuring plane 
for various diffuser heights and upstream 
Mach numbers. 
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Fig. 6.4  Streamwise velocity contour showing the effects of the diffuser slope angle (5o and 
7o) and diffuser shape (straight and sinusoidal curve where blue regions have a negative 
streamwise velocity (indicating flow separation) and red regions have a streamwise velocity 
at least 99% of the freestream velocity.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 142
 
 
 
Fig. 6.5  Mach profiles at the measuring plane 
for  different slope and shapes. 
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a) 
 
 
b) 
 
Fig. 6.6  Schematic of a) the computational domain for large eddy simulation is shown which 
begins with the recycling zone and the μVGs are placed upstream of the shock, which sits in 
front of the inlet splitter plate (at x=0). b) Streamwise view of the LES grid. 
 144
 
a) 
 
b) 
 
Fig. 6.7 Computational grid near a micro-ramped vane: a) top-view 
indicating the leading edge gap (gLE) and trailing edge gap (gTE) and b) side-
view 
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Angled view Top view 
a) 
 
       
b) 
 
               
c) 
           
d) 
 
           
e) 
                   
Fig. 6.8  Various configurations of μVGs where spacing, length and width dimensions are 
specified relative to terms of device height (h) for; a) ramp (R2), b) split-ramp (SR2), c) 
ramped-vane (RV2, RV2U and RV3), d) ramped-vane with larger spacing (RV1) and e) 
ramped-vane with 50% size increase (RV1B). 
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Table 6.1 Definitions of acronyms for μVG configurations gLE gTE 
NR no flow control device, i.e. solid flat wall  n/a n/a 
R2 two side-by side ramps 1.64h n/a 
SR2 two side-by side split-ramps 0.14h 1.5h 
RV2 two side-by side ramped-vanes 0.14h 1.5h 
RV2U same as RV2 but placed 1 chord (2.3δref) upstream 0.14h 1.5h 
RV3 same as RV2 but 33% smaller with three spanwise devices 0.14h 1.5h 
RV1 same as RV2 but with wider gap and one spanwise device 4.57h 4.57h
RV1B same as RV1 but 50% larger and a reduced interior gap 1.64h 2.5h 
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a) 
 
b) 
 
Fig. 6.9  LES predictions with  coarse (CG) 
and baseline-resolution (BG) for of a) mean 
stream wise velocity, b) Reynolds stress  
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Fig. 6.10  Time-averaged spanwise CG LES in the vicinity of the normal shock (x=-14.9δref 
to 2.1δref) showing flow separation (negative wall shear stress) as the dark regions. The red 
arrows pointing to the left are the locations of the device trailing edge, except for RV2U 
whose trailing edge is at x=-18.4 δref (indicated by the long arrows). 
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Fig. 6.11  Spanwise view of streamwise vorticity at x=-12.3δref (just upstream of the shock 
interaction) based on time-averaged CG LES results for various devices. 
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Fig. 6.12  Spanwise view of turbulent kinetic energy for various devices based on time-
averaged CG LES results at the same positions as Fig. 6.10. 
 151
 
a) 
 
b) 
 
c) 
 
Fig. 6.13  Spatially and time-averaged 
profiles at MP for various devices for: a) 
streamwise velocity b) turbulent kinetic 
energy and c) pressure RMS fluctuations. 
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a) 
 
b) 
 
c) 
 
Fig. 6.14  Spanwise distribution of 
stagnation pressure recovery, displacement 
thickness and incompressible shape factor 
for various μVGs at MP. 
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Table 6.2 Spanwise averaged performance parameters for different μVGs 
 R2 SR2 RV2 RV2U RV3 RV1 RV1B RV1B (HIRES) 
α/αNR 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 
δ*/δNR* 1.07 1.18 1.09 1.15 1.36 1.10 1.02 0.98 
H/HNR 1.04 1.08 1.05 1.05 1.12 1.01 0.97 0.83 
A/ANR 0.77 0.73 0.79 0.84 0.85 0.73 0.75 0.77 
K/KNR 1.10 1.04 0.80 0.76 1.23 0.97 0.74 0.76 
PRMS/PRMS, NR 1.01 1.15 0.73 0.73 1.37 0.94 0.59 0.55 
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Fig. 6.15 Turbulent energy spectra of 
incoming streamwise velocity fluctuations for 
LES with baseline grid resolution compared 
with DNS spectra of Wu & Martin (2007). 
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Fig. 6.16 Spanwise view of streamwise vorticity at 
various locations downstream of RV1B for low and high 
resolution simulations.  
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Fig. 6.17 Spanwise view of turbulent kinetic energy at 
various locations downstream of RV1B for low and high 
resolution simulations. 
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Fig. 6.18  Instantaneous (INST) and time-averaged (AVG) streamwise velocity 
contours of NR and RV1B from coarse and baseline simulations over a 
streamwise distance of x=-18.4δref to 2.1δref where dark regions indicate negative 
wall shear stress. 
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Fig. 6.19   Streamwise view of instantaneous (INST) and time-averaged (AVG) Mach 
contours of NR and RV1B at z=0 from coarse and baseline simulations over a streamwise 
distance of x=-18.4δref to 68.9δref. The red arrows are the RV1B positions. 
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a) 
b) 
 
 
Fig. 6.20  Iso-surface of Mach contours at M=0.2 and M=1.2 of a) NR and b) RV1B 
where insets show a close up view near the shock. 
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a) 
 
b) 
 
 
Fig. 6.21  Iso-surface of an instantaneous streamwise vorticity of a) NR 
and b) RV1B with insets showing a close up view near the shock and a 
downstream region. 
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a) 
b) 
 
 
Fig. 6.22  Spanwise view of skin friction coefficient contours (x=-14.9δref to 68.9δref) where 
blue indicates flow separation for a) NR and b) RV1B. 
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Fig. 6.23  Temporal and spatially averaged skin 
friction coefficient along downstream of the 
device for NR and RV1B where the shock region 
is indicated by the arrow. 
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Fig. 6.24 Temporally and spatially averaged 
static pressure at the wall along downstream 
for NR and RV1B and the shock region is 
indicated by the arrow. 
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a) 
 
b) 
 
c) 
 
d) 
 
Fig. 6.25 Pressure signals at (a) the wall and (c) y-ywall=8δref for NR and RV1B at upstream of 
the shock (x=-21.6δref) and MP (x=43.5δref). Pressure energy spectra are shown at the same 
streamwise locations at (b) the wall and (d) y-ywall=8δref. 
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a) 
 
b) 
 
c) 
 
Fig. 6.26  Temporally averaged streamwise 
distribution of peak streamwise vorticity in 
terms of  a) magnitude, b) transverse path 
and c) spanwise path. Black arrows indicate 
the SBLI region and the reds are the inlet 
location. 
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a) 
 
b) 
 
c) 
 
Fig. 6.27  Spanwise distribution of 
stagnation pressure recovery, displacement 
thickness and incompressible shape factor 
for NR and RV1B at MP. 
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Chapter 7 
Summary 
 
 
This dissertation discussed research accomplishments in shock boundary layer control with micro-
vortex generators using Large Eddy Simulation (LES) principally without a sub-grid stress model. 
Emphasis was placed on examining fundamental aspects of shock interactions with the generated 
streamwise vorticity, separation bubble dynamics and boundary layer health to assess the efficacy of the 
μVGs. Three major objectives were set forth in Section 1.3 and to investigate the μVG’s ability to reduce 
flow separation, improve stagnation pressure characteristics, and improve boundary layer health 
downstream of a shock interaction.  These objectives were considered for both oblique shocks on a flat 
plate and normal shocks in a subsonic diffusion section.    
 
7.1 Oblique SBLI and Micro-Ramps 
 Different size and locations of μVGs were investigated to study their effect on the above oblique SBLI 
flow field. The LES and RANS results captured similar fluid dynamic features of the interaction, but only 
the LES gave quantitative agreement with measured velocity and total pressure profiles downstream of 
the shock interaction. The shock interaction was shown to produce substantial break-up in the turbulent 
structures resulting in smaller aspect ratios just downstream of the shock impingement. The shock 
interaction region was found to be three-dimensional with small pockets of flow separation were 
distributed over a substantial region. Further downstream of the shock, the structures tended to return to 
their pre-shock characteristics.  When the micro-ramp was placed upstream of the shock, the counter-
rotating vortices dominated the streamwise vorticity in the vicinity of the shock interaction and 
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accelerated the downstream recovery of the turbulent structures. Size variation and the position of the 
micro-ramps were studied to investigate their impact on the flow separation and the boundary layer 
health. Smaller micro-ramps located at the same position as the baseline case (HR) and located half the 
distance to the shock impingement location (HRHD) gave qualitatively similar counter-rotating vortices 
albeit with smaller scales and weaker strengths with faster dissipation. The main benefits of these devices 
are the reduced wake effects and the proximity of the vortices to the wall. This wall proximity increased 
the number of near-wall high-speed streaks, especially for the HRHD configuration whose vortices were 
stronger when entering the shock interaction region.  The smaller micro-ramps with heights on the order 
of 25% of the boundary layer thickness increased total pressure recovery compared to the no-ramp (NR) 
case and, in addition, yielded displacement thicknesses which were smaller than the baseline ramps (but 
larger than the NR case).   
 
7.2 Various Types of Micro-Vortex Generators 
Several different types of μVGs with various dimensions and shapes were investigated to study their 
effect on the oblique SBLI with an incoming Mach number of 3. The micro-vane and the hybrid devices, 
namely the “thick vane” and the “split ramp”, were found to yield the most reductions of the flow 
separation. This is due to the persistence of strong streamwise vortices through the shock interaction 
which can be related to the increased spanwise spacing between the two primary streamwise vortices at 
their point of formation.  The spacing between the counter-rotating vortices helped to reduce the local 
turbulence intensity and dissipation levels compared to that seen for the micro-ramp case.  The oblique 
shock causes the transverse trajectories of the vortex pair to turn downward at the shock impingement and 
recover downstream. The spanwise trajectories diverge laterally after the shock which is caused by the 
expansion of the vortex diameter.  
The incompressible shape factors were reduced in most cases which indicate a healthier boundary 
layer despite the losses in the stagnation pressure recovery where BR yielded the highest drag penalty. 
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However, the displacement thicknesses were increased, especially in the micro-vane case, due to the 
strong streamwise vorticity which causes increased disturbance to the boundary layer.  
 
7.3 Mach Number Effects on Flow Past Micro-Ramps 
A study was conducted to understand the effect of Mach number on flow past micro-ramps. The 
results indicated that the density variations in the wake of the micro-ramp was greater for the higher Mach 
number case (as expected) and persisted longer. Over the surface of the device, there were also significant 
changes in the gas dynamic effects.  A strong compression wave followed by a rapid reduction in the 
pressure over the top surface of the micro-ramp was observed in the Mach number of 1.4 case, while this 
effect was not observed for higher Mach number cases (M=2.2 and 3.0). The high wave angle of the 
M=1.4 case allowed the flow on the top surface of the micro-ramp to communicate with the flow 
separation region on the sides near the trailing edge of the device. This pulled more mass flow from the 
top surface to the low pressure regions on the sides. As a result, the streamlines traveling past the micro-
ramp for the lower Mach number case attached closer to the side walls of the device as they rolled up into 
a vortex pair. Since the micro-ramps have strong local influence at lower Mach number, the vorticity 
strength was greater near the trailing edge of the device where consistent results were seen with the 
turbulent kinetic energy. However, the turbulent kinetic energy, in the same manner with the vorticity, 
decayed faster for the lower Mach number case which may be related to the tight roll-up of the vortices 
generating higher dissipation.  
The transverse trajectory of the vortices was found to have a weak dependence on the Mach number. 
However, lower Mach number increased the lateral spread of the spanwise trajectory which could be 
related to a size growth of the vortices causing higher dissipation. 
 
7.4 Normal SBLI and Micro-Vortex Generators 
A Mach 1.4 normal shock boundary layer interaction followed by a subsonic diffuser was 
computationally studied at a course grid resolution to select an optimal device for a baseline grid 
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resolution study. The coarse grid  resolution results indicated that the flow separation area was less 
uniform in the spanwise direction and reduced in magnitude for all the devices compared to the solid wall 
case . Of the different geometries, ramped-vanes (such as RV2 and RV2U) significantly reduced the flow 
separation length downstream of the device centerline as compared to the ramp type devices. The ramped-
vane concept gave further performance improvements with a larger size (height and width) and a wider 
trailing edge gap.  In particular, RV1B yielded a fully attached flow downstream of the centerline of the 
device at the flow separation region. The resulting mean streamwise velocity profile at the measuring 
plane was fuller compared to all the other devices including NR. In addition, RV1B gave the most 
reductions in turbulent kinetic energy and the pressure fluctuation while producing negligible drag. 
Further benefits included reduced displacement thickness and shape factor compared to other devices.  
Based on these studies, RV1B was selected as the optimal device for investigation at higher (baseline) 
grid resolution along with the solid wall (NR) case. In the solid wall case, the aspect ratio of the eddy 
structures were reduced and became vertically pronounced as they traveled past the normal shock similar 
to the oblique shock case.  In addition, a low momentum flow was present near the wall resulting in a 
high shape factor and this can be attributed to flow separation and the adverse pressure gradient. In 
contrast, RV1B yielded reduced eddy sizes and strong vortices which entrained the high speed fluid closer 
to the wall providing a fuller boundary layer in the diffuser. Higher shear stress was also observed with 
the RV1B case.  
In general, increases in the wall pressure fluctuation were found at the measuring plane due to shock 
oscillations as well as turbulent boundary layer fluctuations, both with and without the device. A 
significant reduction in the pressure fluctuation magnitude and turbulence levels was achieved via RV1B, 
similar to changes observed in the coarse grid resolution study. In terms of overall performance, the 
RV1B device yielded lower displacement thickness (2%), shape factor (17%), turbulent kinetic energy 
(24%) and pressure fluctuation RMS (45%) as compared to the NR results.  
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7.5 Recommendations and Future Work 
 
Several cases of different devices under various flow conditions were investigated in this dissertation 
which enhanced the understanding of how these devices alter the flow field and affect the boundary layer 
health. Although some size variation and different positions for particular devices of interest were studied 
herein, more parametric studies (similar to those conducted for low-speed flows) would he helpful to 
optimize the devices for supersonic flows.  In particular, little is known about the device angle (or sweep 
angle in the micro-ramp case) under supersonic flow conditions. In addition, parametric studies of the 
spacing between the adjacent device and the trailing edge gap for ones that gave beneficial results (as in 
the case with RV1B) would allow further optimization of the device to improve the boundary layer health. 
Furthermore, multiple arrays with staggered position could be investigated. Perhaps, these devices can be 
studied even further at hypersonic flows as the research in scramjet vehicles are gaining momentum for 
future air travel. In addition, comparisons of the bleed technique with these passive devices were not 
addressed in this dissertation and thus, it would be more interesting to study the effects of bleed or 
conduct studies that combine both flow control techniques. 
As is always the case with the numerical studies, higher grid resolution is desired to obtain more 
accurate results. The LES results from Chap. 3 and 4 were conducted using a lower resolution grid 
compared to the baseline grids in Chap. 5 and 6. In particular, the coarse-resolution study of various 
micro-vortex generators in Chap. 6 may have benefited with higher resolution studies in selecting the 
optimal device. As seen earlier in the results of the numerical scheme study (Chap. 5), even the baseline 
resolution lacked the accurate prediction at the log-layer region, such that higher resolution is 
recommended for future studies. In addition, a potential smearing effect of the vorticity generated by the 
flow control device requires further grid resolution study. Another flow field sensitive to the grid is the 
shock wave for which grid stretching and alignment are recommended to minimize the numerical 
diffusion of the shock wave. 
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Furthermore, less diffusive flux limiters, such as WENO (Liu et al. 1994) schemes would provide 
more accurate flow prediction at the shock interaction and the downstream regions. Furthermore, a study 
on different subgrid stress model, such as dynamic Smagorinsky model (Germano et al. 1991) and hybrid 
RANS/LES (Spalart et al. 1997) at higher Reynolds number would provide better insights of the flow 
physics. 
The present dissertation work can be expanded to a study of mixed compression inlets starting with 
series of oblique shocks terminating with a normal shock where the efficacy of the micro-vortex 
generators placed at various positions can be evaluated. Finally, unsteady disturbance to the shock system, 
such as unsteady backpressure in the diffuser, can be studied to understand how these passive devices can 
provide benefits to the boundary layer flow.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 173
 
 
References 
 
 
Anderson, B., Tinapple, J. and Surber, L. (2006), “Optimal Control of Shock Wave Turbulent 
Boundary Layer Interactions Using Micro-Array Actuation”, AIAA 2006-3197 
 
Ashill, P., Fulker, J. and Hackett, K., (2001) “Research at DERA on Sub-Boundary Layer Vortex 
Generators (SBVGs)”, AIAA 2001-0831 
 
Ashill, P. R., Fulker, J. L. Hackett, K. C. (2002), “Studies of flows induced by Sub Boundary layer 
Vortex Generators (SBVGs)”, AIAA 2002-0968 
 
Ashill, P. R., Fulker, J. L., Hackett, K. C. (2005), “A Review of Recent Developments in Flow 
Control”, The Aeronautical Journal, Vol. 109, No. 1095,  pp. 205-232 
 
Babinsky, H., Li, Y., Pitt Ford, C. (2009), “Microramp Control of Supersonic Oblique Shock Wave / 
Boundary Layer  Interactions”, AIAA Journal, Vol. 47, No. 3, pp. 668-675 
 
Baldwin, B. S., and Lomax, H. (1978), “Thin Layer Approximations and Algebraic Model for 
Separated Turbulent Flows”, AIAA 78-257 
 
Barber, T. J., Mounts, J. S., McCormick, D. C. (1993), “Boundary Layer Energization by Means of 
Optimized Vortex Generators”, AIAA 93-0445 
 
Bush, R. H., Power, G. D. and Towne, C. E. (1998), “WIND: The Production Flow Solver of the 
NPARC Alliance”, AIAA 98-0935 
 
Cantwell, B. (1981), “Organized Motion in Turbulent Flow”, Annual Review of Fluid Dynamics, Vol. 
13, pp. 457-515 
 
 174
Clark, Gary F. (1982), “Tri-sonic Gas-dynamic Facility User’s Manual,” AFWAL-TM-82-176-FIMM 
 
Courant, R., Isaacson, E., and Rees, M. (1952). “On the Solution of Non-Linear Hyperbolic 
Differential Equations”, Comm. Pure Appl. Math., Vol. 5, pp. 243 
 
Delery, J. M. (1994), “Aspects of Vortex Breakdown”, Progress in Aerospace Sciences, Vol. 30, pp. 
1-59 
 
Dutton, J. C., Elliot, G. (2008), private communication 
 
Fukuda, M. K, Hingst, W. G., and Reshotko, E., (1975) “Control of Shock Wave-Boundary Layer 
Interactions by Bleed in Supersonic Mixed Compression Inlets,” NASA CR-2595 
 
Fureby, C., Grinstein, F. (1999), “Monotonically Integrated Large Eddy Simulation of Free Shear 
Flows”, AIAA Journal, Vol. 37, No. 5, pp. 544-556 
 
Ganapathisubramani, B., Clemens, N. T., Dolling, D. S. (2006),”Large-scale Motions in a Supersonic 
Turbulent Boundary Layer”, Journal of Fluid Mechanics, Vol. 556, pp. 271-282 
 
Garnier, E., Sagaut, P., Deville, M. (2002), “Large Eddy Simulation of Shock/Boundary-Layer 
Interaction”, AIAA Journal, Vol. 40, No. 10, pp. 1935-1944 
 
Gefroh, D., Loth, E.. Dutton, J.C., and McIlwain S. (2002) "Control of an Oblique SBLI with 
Aeroelastic Mesoflaps," AIAA Journal, Vol. 40, pp. 2456-2466 
 
Germano, M., Piomelli, U., Moin, P. and  Cabot, W.H. (1991), “A dynamic subgrid-scale eddy 
viscosity model”, Physics of Fluids A, Vol. 3, pp. 1760 
 
Ghosh, S., Choi, J., Edwards, J. (2008), “RANS and Hybrid LES/RANS Simulations of the Effects of 
Micro Vortex Generators Using Immersed Boundary Methods”, AIAA 2008-3728 
 
Hafenrichter, E., Lee, Y., Dutton, J.C. and Loth, E. (2002) "Normal Shock Boundary-Layer Interaction 
Control using Aeroelastic Mesoflaps," AIAA Journal of Propulsion and Power, Vol. 19, No. 3, pp. 464-
472 
 
 175
Herges, T., Kroeker, E., Elliott, G., Dutton, C. (2009), “Micro-Ramp Flow Control of Normal 
Shock/Boundary Layer Interactions”, AIAA 2009-920 
 
Holden, H., A. and Babinsky, H., (2007) “Vortex Generators near Shock /Boundary Layer 
Interactions”, Journal of Aircraft, Vol. 44, No. 1, pp. 170-174 
 
Holmes, A. E., Hickey, P. K., Murphy, W. R., Hilton, D. A. (1987), “The Application of Sub-
Boundary Layer Vortex Generators to Reduce Canopy Mach Rumble Interior Noise on the Gulfstream 
III”, AIAA 87-0084 
 
Holst, T. L. (1997), “On Approximate Factorization Scheme for Solving the Full Potential Equation”, 
NASA TM 110435 
 
Johnson, D., and Rose, W. (1975), “Laser Velocimeter and Hot Wire Anemometer Comparison in a 
Supersonic Boundary Layer”, AIAA Journal, Vol. 13, No. 4, pp. 512-515 
 
Kim, S., Loth E. and J.C. Dutton, (2003) "Simulations of Mesoflap Flow Control for Ramp-Generated 
Oblique Shock/Boundary-Layer Interactions", AIAA Journal of Aircraft, Vol. 40, no. 6, pp. 1152-1160 
 
Kistler, A., and Chen, W. (1963), “A Fluctuating Pressure Field in a Supersonic Turbulent Boundary 
Layer”, Journal of Fluid Mechanics, Vol. 16, pp. 41-64 
 
Klebonoff, P. S. (1954), “Characteristics of turbulence in a boundary layer with zero pressure 
gradient”, TN-3178, NACA 
 
Konrad, W. (1993), “A Three Dimensional Supersonic Turbulent Boundary Layer Generated by an 
Isentropic Compression”, Ph. D Dissertation, Dept. Mechanical and Aerospace Engineering, Princeton 
University 
 
Konrad, W., and Smits, A. (1998), “Turbulence Measurements in a Three Dimensional Boundary 
Layer in Supersonic Flow”, Journal of Fluid Mechanics, Vol. 372, pp. 1-23 
 
Lee, S., Goettke, M. K., Loth, E., Tinapple, J. and Benek, J. (2009), “Micro-Ramps Upstream of an 
Oblique-Shock Boundary Layer Interaction”, AIAA Journal in press 
 176
 
Liu, W., Osher, S. and Chan, T. (1994), “Weighted Essentially Non-Oscillatory Schemes”, Journal of 
Computational Physics, Vol. 115, pp. 200-212 
 
Loth, E., Kailasanath, K. and Lohner, R. (1992), “Supersonic Flow over an Axisymmetric Backward-
Facing Step”, Journal of Spacecraft and Rockets, Vol. 29, No. 3 
 
Loth, E. (2000), “Smart Mesoflaps for Control of Shock Boundary Layer Interactions”, AIAA 2000-
2476 
 
Loth, E. (2001) "Smart Materials for Mesoflap Bleed and Injection", ASME Summer Fluids 
Engineering Meeting, FEDSM2001-18277 
 
Loth, E., F. Roos, D. Davis, J. Mace, and R. Jaiman (2004), "SBLI Flow Control with Mesoflaps for a 
Mach 2 Inlet", AIAA Aerospace Sciences Meeting, AIAA 2004-0855 
 
Loth, E. and Babinsky, H. (2009), “A Representative Flowfield of External Compression Inlets and 
diffusers”, AIAA 2009-0032 
 
Loth, E. (2010), “Particles, Drops and Bubbles: Fluid Dynamics and Numerical Methods”, Cambridge 
Press, expected publication in May 2010 
 
Lund, T., Wu, X., and Squires, K. (1998), “Generation of Turbulent Inflow Data for Spatially-
Developing Boundary Layer Simulations”, Journal of Computational Physics, Vol. 140, No. 2, pp. 233-
258 
 
McCormick, D. C. (1993), “Shock/Boundary-Layer Interaction Control with Vortex Generators and 
Passive Cavity”, AIAA Journal, Vol. 31, No. 1, pp. 91-96 
 
Mellor, G. L. and Gibson, D. M. (1966), “Equilibrium Turbulent Boundary Layers”, Journal of Fluid 
Mechanics, Vol. 24, pp. 225-253 
 
Menter, F. R. (1994), “Two-equation eddy-viscosity turbulence models for engineering applications”, 
AIAA Journal, Vol. 32, No. 8, pp. 1598-1605 
 
 177
Muck, K., Spina, E., and Smits, A. (1984), “Compilation of Turbulence Data for an 8 degree 
Compression Corner at Mach 2.9”, Tech. Rept. MAE-1642, Princeton University 
 
Pearcey, H. H. (1961), “Shock-Induced Separation and Its Prevention by Design and Boundary Layer 
Control”, Boundary Layer and Flow Control, Its Pricipal and Applications, Vol. 2, Pergamon Press, 
Oxford, England, pp. 1166-1344 
 
Pirozzoli, S., Grasso, F. (2006), “Direct numerical simulation of impinging shock wave/turbulent 
boundary layer interaction at M=2.25”, Physics of Fluids, Vol. 18, No. 6, 065113 
 
Raghunathan, S. (1988), “Passive Control of Shock-Boundary Layer Interaction”, Progress in 
Aerospace Sciences, Vol. 25, No. 3, pp. 271-296. 
 
Roe, P L, (1986), “Characteristic-based schemes for the Euler equations”, Annual Review of Fluid 
Mechanics, Vol. 18, p337.  
 
Rybalko, M., Loth, E., Chima, R., Hirt, S., Debonis, J. (2009), “Micro-Ramps for External 
Compression Low-Boom Inlets”, AIAA 2009-4206 
 
Smagorinsky, J. (1963), “General circulation experiments with the primitive equations”, Monthly 
Weather Review, Vol. 91, pp. 99–164 
 
Smart, M.K., Kalkhoran, I. M., Popovic, S. (1998), “Some Aspects of Streamwise Vortex Behavior 
during Oblique Shock Wave/Vortex Interaction”, Shock Waves, Vol. 8, pp. 243-255 
 
Smits, A., and Dussauge, J.P. (1996), “Turbulent Shear Layers in Supersonic Flow”, American 
Institute of Physics, New York, Chap. 2 
 
Spalart, P. R. and Allmaras, S. R. (1992), “A One-equation Turbulence Model for Aerodynamic 
Flows”, AIAA 1992-0439 
 
Spalart, P. R., Jou, W. H., Stretlets, M., and Allmaras, S. R. (1997), “Comments on the Feasibility of 
LES for Wings and on the Hybrid RANS/LES Approach”, Advances in DNS/LES, Proceedings of the 
First AFOSR International Conference on DNS/LES 
 
 178
Srinivasen, K., E. Loth, & J.C. Dutton (2006) “Aerodynamics of Recirculating Flow Control Devices 
for Normal Shock/Boundary Layer Interactions” AIAA Journal, Vol. 44, No.4, pp. 751-763.  
 
Urbin, G., Knight, D., Zheltovodov, A.A. (1999), “Compressible Large-Eddy Simulation using 
Unstructured Grid:  Supersonic Turbulent Boundary Layer and Compression Corner”, AIAA 99-0427 
 
Urbin, G., Knight, D., Zheltovodov, A.A. (2000), “Large-Eddy Simulation of a Supersonic 
Compression Corner, Part I”, AIAA 2000-0398 
 
Urbin, G., Knight, D., (2001), “Large-Eddy Simulation of a Supersonic Boundary Layer Using an 
Unstructured Grid ”, AIAA Journal, Vol. 39, No. 7, pp. 1288-1295 
 
White, F. (1991), “Viscous Fluid Flow”, McGraw-Hill, 2nd edition 
 
Wu, M., Martin, P. (2007),”Direct Numerical Simulation of Supersonic Turbulent Boundary Layer 
over a Compression Ramp”, AIAA Journal, Vol. 45, No. 4, pp. 879-889 
 
Wu, M. and Martin, P. (2008), “Analysis of Shock Motion in STBLI using Direct Numerical 
Simulation Data”, Journal of Fluid Mechanics, Vol. 594, pp. 71-83 
 
Xu, S., Martin, P. (2004), “Assessment of Inflow Boundary Conditions for Compressible Turbulent 
Boundary Layers”, Physics of Fluids, Vol. 16, No. 7, pp. 2623-2639 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 179
 
Curriculum Vitae 
 
 
104 S. Wright Street, University of Illinois at Urbana-Champaign, Urbana IL 61801 
EMAIL sblee2@illinois.edu WEBPAGE http://www.ews.uiuc.edu/~sblee2 
PHONE 217-721-3949 FAX 217-244-0720 
 
S A N G   L E E 
 
 
 
PERSONAL INFORMATION 
 
Birth Date:   January 14 1975 
Birth Place:  Arlington, VA 
Citizenship: USA 
Married to:  Hye Yi 
Children:     Irene Lee, born on April 21 2007 
 
 
EDUCATION 
 
University of Illinois at Urbana-Champaign, Urbana, IL, 1/05 – 11/09 
PhD in Aerospace Engineering with Computational Science Engineering (CSE) option 
Dissertation title:  “Large Eddy Simulation of Supersonic Boundary Layer Interaction Control 
using Micro-vortex Generators”, defended on Oct 29th 2009 
Thesis advisor: Eric Loth  
 
Stanford University, Stanford, CA, 9/99 - 12/01    
Masters Degree in Mechanical Engineering  
 
Yonsei University, Seoul, Korea, 3/94 - 6/98 
Bachelors Degree in Mechanical Engineering (class rank: 2/140) 
 
 
 
 
 180
HONORS, AWARDS AND FELLOWSHIPS 
 
Outstanding Academic Award, Yonsei University President, 1996    
Dean’s List, Yonsei University, 1996  
Honors for Dedicated Service, 52nd Infantry Division, Korean Army, 2004 
Illinois Space Grant Fellowship, University of Illinois, 2006 
Department Teaching Fellowship, University of Illinois, 2008 
Conference Travel Award, University of Illinois, 2009 
Teacher Ranked as Excellent, University of Illinois, 2009 
Mavis Fellowship, University of Illinois, 2009 
Faculty Outstanding Graduate Student Award, University of Illinois, 2009 
 
RESEARCH EXPERIENCE  
 
Loth’s Group, University of Illinois at Urbana-Champaign, 1/05 - present 
• Investigated ice accretion effects on turbo-machinery with RANS 
• Studied uniformity of icing cloud at NASA Glenn wind tunnel with RANS 
• Supersonic boundary layer interaction control using micro-vortex generators with LES 
   
Computational Turbulence Lab, Yonsei University, 5/02 - 1/05 
• Developed DNS code to quantify source of acceleration intermittencies in isotropic turbulent 
flow using spectral methods 
 
Rapid Prototyping Lab, Stanford University, 6/01 - 12/01 
• Investigated ways to improve surface quality of rotor and stator blades in a Micro Jet Engine 
 
Dexterous Manipulation Lab, Stanford University, 1/01 - 5/01 
• Developed noise filtering algorithms for two dimensional positional data from contact 
sensors and investigated algorithms for optimal position-velocity estimation for robotic 
fingers 
 
 
TEACHING EXPERIENCE 
 
Course Grader for Finite Automata course in Computer Science, Stanford University, Spring 
2000 
 
Course Instructor for Computational Methods in Aerospace Engineering, University of Illinois 
at Urbana-Champaign, Fall 2008 
 
 181
Guest Instructor for Computational Methods in Aerospace Engineering, University of Illinois 
at Urbana-Champaign, Fall 2009 
 
 
ACTIVITIES AND SERVICE 
 
Session Chair, 39th AIAA Fluid Dynamics Conference, San Antonio, TX, June 2009 
 
Military Service to Korean Army, 9/02 - 10/04 
    2nd Battalion 210 Regiment 52nd Infantry Division, RANK: Sergeant 
 
 
Patents 
 
H. Babinsky, E. Loth and S. Lee, “Vortex Generators to Control Boundary Layer Interactions”, 
provisional application filed on September 30, 2009 
 
 
COMPUTATIONAL RESOURCE GRANTS 
 
TeraGrid allocation of 30,000 CPU hrs on “Shock Boundary-Layer Interaction Control with 
Large Eddy Simulations” project (CO-PI), 2007 
 
TeraGrid allocation of 80,000 CPU hrs on “Shock Fluid Physics of Micro Vortex Generator in 
Supersonic Turbulent Boundary Layers” project (CO-PI), 2008 
 
 
JOURNAL PUBLICATIONS 
 
  S. Lee and C. Lee, “On the Intermittency of Acceleration in Isotropic Turbulence”, Physical 
Review E 71, 056310, 2005 
 
  S. Lee and E. Loth, “Simulation of Icing on a Cascade of Stator Blades”, Journal of Power and 
Propulsion, Vol. 24, No. 6, 2008 
 
S. Lee, M. K. Goettke, E. Loth, J. Tinapple and J. Benek, “Micro-Ramps Upstream of an 
Oblique-Shock Boundary Layer Interaction”, AIAA Journal (in press) 
 
S. Lee and E. Loth, “Supersonic Boundary Layer Interaction Control using Various Micro-
Vortex Generator Geometries”, The Aeronautical Journal, Vol. 113, No. 1149, 2009 
 
  S. Lee, E. Loth, N. J. Georgiadis, J. R. DeBonis, “Effect of Mach Number on Flow Past Micro-
Ramps”, AIAA Journal (under review) 
 
S. Lee, E. Loth and H. Babinsky, “External Compression Inlets and Diffusers”, (in preparation) 
 182
 
  S. Lee and E. Loth and H. Babinsky, “Various Micro-Vortex Generators with Normal Shock”, 
(in preparation) 
 
  T. Kang and S. Lee, “Experimental and Computational Observation of Propane/Air Flame 
Front Instabilities Induced by Periodic, Compositional Stratification with a Sub-millimeter 
Length Scale”, (in preparation) 
 
 
CONFERENCE PUBLICATIONS 
 
  S. Lee and C. Lee, “Intermittency of Acceleration in Isotropic Turbulence”, Proceeding of the 
3rd National Congress on Fluid Engineering, 2004 
 
  S. Lee and C. Lee, “Characteristics of Acceleration in Isotropic Turbulence”, Proceeding of the 
6th KSME-JSME Thermal Fluid Engineering Conference, 2005 
 
         S. Lee, E. Loth, A. Broeren, M. Bragg, “Simulation of Icing on a Cascade of Stator Blades”, 
AIAA-2006-208, 44th AIAA Aerospace Sciences Meeting, Reno, NV, 2006 
                             
         S. Lee, E. Loth, C. Wang, S. Kim, “LES of Supersonic Turbulent Boundary Layers with μVG”, 
AIAA-2007-3916 25th AIAA Applied Aerodynamics, Miami, FL, 2007 
 
S. Lee and E. Loth, “Supersonic Boundary Layer Interactions with Various Micro-Vortex 
Generator Geometries”, AIAA-2009-3712, 39th AIAA Fluid Dynamics, San Antonio, TX, 2009 
          
S. Lee, E. Loth, N. J. Georgiadis, J. R. DeBonis, “Effect of Mach Numbers on Flow past Micro-
Ramps”, AIAA-2009-4181, 39th AIAA Fluid Dynamics, San Antonio, TX, 2009 
 
 
INVITED PRESENTATIONS 
 
NASA SBLI Workshop, “Large Eddy Simulation of Supersonic Turbulent Boundary Layers 
Control using μVGs”, Cleveland, OH, 2008 
 
NASA SBLI Workshop, “Large Eddy Simulation of Micro−VGs in Supersonic Flow”, Cleveland, 
OH, 2009 
 
