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Abstrat
We onsider a Markov proess on a Riemannian manifold, whih solves a stohas-
ti dierential equation in the interior of the manifold and jumps aording to a
deterministi reset map when it reahes the boundary. We derive a partial dier-
ential equation for the probability density funtion, involving a non-loal boundary
ondition whih aounts for the jumping behaviour of the proess. This is a gen-
eralisation of the usual Fokker-Plank-Kolmogorov equation for diusion proesses.
The result is illustrated with an example in the eld of stohasti hybrid systems.
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1 Introdution
This paper investigates Kolmogorov's forward equation, also alled the Fokker-
Plank equation (FPE), for a lass of Markov proesses whose behaviour an
be desribed as follows: let M be a n-dimensional smooth 2 manifold with
boundary ∂M and interior M, and let S = M ∪ T be the topologial spae
obtained by adding to M a nite (possibly empty) set T of isolated points.
∗
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2
smooth stands for C∞, here and throughout the whole paper, even though we
do not really need that muh regularity to prove our results.
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Our proess X evolves in M aording to a Stratonovih stohasti dierential
equation
3
(SDE) on M,
dXt = A0(Xt) dt +
n∑
r=1
Ar(Xt) ◦ dB
r
t , (S )
where B is a n-dimensional Wiener proess, ◦ d denotes the Stratonovih dif-
ferential, and the Ar's are n + 1 smooth vetor elds on M. If X happens to
hit the boundary ∂M, it is instantaneously reset either in M or to one of the
terminal states x ∈ T, aording to a measurable map Φ : ∂M → S, that we
all the reset map.
Our interest for suh proesses has been motivated by a lass of ontinuous-
time Markovian models alled Stohasti Hybrid Systems (SHS), introdued
reently by Hu et al. in [2℄. Roughly speaking, a SHS is obtained by replaing
the ordinary dierential equations by SDEs in a deterministi hybrid system.
SHSs are not, of ourse, the only way to introdue randomness into the de-
terministi framework of hybrid dynamial systems. Notably, Davis [3℄ has
dened and studied a wide lass of non-diusive hybrid proesses. See [4℄
and the referenes therein for a survey of the litterature on ontinuous-time
stohasti hybrid models.
The link between diusion proesses and the FPE has been known sine the
early days of Markov proesses [5℄. Let us reall some basi fats onerning the
ase of Stratonovih SDEs on a manifold without boundary. From now on,M is
endowed with a Riemannian metri 〈·, ·〉 and we denote by m the Riemannian
volume measure on M. Assume that ∂M = ∅ and that the solution of (S )
has a density pt with respet to m, for all t ≥ 0. Then, under some additional
smoothness assumptions, pt solves the partial dierential equation (PDE)
∂pt
∂t
= L∗pt , (1)
where
L = A0 +
1
2
n∑
r=1
A2r (2)
is the innitesimal generator of the proess, written in Hörmander form
4
, and
L∗ denotes its formal adjoint. Introduing the probability urrent vetor
Jt = ptA0 −
1
2
n∑
r=1
div (ptAr) Ar , (3)
3
see e.g. Ikeda-Watanabe [1, Chapters 3 and 5℄ for the basi denitions.
4
the notation A2r stands for the seond order dierential operator Ar ◦ Ar, i.e. in
oordinates A2rϕ =
∑
i,j A
i
r ∂i(A
j
r ∂jϕ).
2
where div denotes the divergene operator on M, the FPE an be rewritten
as a loal onservation equation [6,7℄:
∂pt
∂t
+ div(Jt) = 0 . (4)
The point of this paper is to prove that, for a SDE with boundary hitting
resets, under suient assumptions:
- Equation (4) holds in M \ H , where H = Φ(∂M) ∩M is the subset of M
where X an re-enter the manifold after having hit the boundary; this is not
really surprising, sine the proess behaves like a diusion proess
5
loally
in M.
- The well-known absorbing boundary ondition, pt = 0, holds on the subset
of the boundary where at least one of the vetor elds Ar, 1 ≤ r ≤ n, is not
tangential.
- There is a onservation equation for the probability mass owing through the
reset map Φ, whih is naturally expressed using the probability urrent Jt.
This will be stated more preisely in Theorem 5, whih is our main result. Suh
a PDE was given by Malhamé et al. [8℄, for an example of one-dimensional SHS
with two disrete states. Their proof is partly heuristi, espeially onerning
the boundary onditions. Our result extends their work in several diretions,
allowing for multi-dimensional domains and terminal states.
The paper is organized as follows: in setion 2 we give a more preise deni-
tion of SDEs with boundary hitting resets, together with some of their basi
properties. In the following setion, we state and prove our main result, whih
gives the FPE equation for solutions of SDEs with boundary hitting resets. Fi-
nally, we illustrate the result with two appliations, the rst of whih extends
Malhamé's one-dimensional example.
2 The model and its basi properties
2.1 SDE with boundary hitting resets
Let (Ω,F , (Ft)t≥0,P) be a ltered spae arrying a n-dimensional (Ft)-
Brownian motion B and (Xt)t≥0 a right-ontinuous S-valued adapted proess.
5
This is not a diusion proess, stritly speaking, sine the paths are not ontinuous.
3
Denition 1 (SDE with boundary hitting resets) We say that X solves
the SDE with boundary hitting resets (S ,Φ) up to time ζ− if ζ is a positive
stopping time suh that, almost surely,
(i) for all x ∈ T and all s < ζ,
Xs = x ⇒ ∀t ∈ [s; ζ) , Xt = x, (5)
(ii) X is pieewise ontinuous on [0; ζ), i.e. has nitely many disontinu-
ities on eah ompat set K ⊂ [0; ζ),
(iii) X solves the SDE (S ) on eah interval of ontinuity I ⊂ [0; ζ ∧ τ ∗),
where τ ∗ is the rst-entrane time of X into T,
(iv) and for eah disontinuity time τ ∈ [0; ζ), X has a limit on the left
X−τ suh that X
−
τ ∈ ∂M and Xτ = Φ(X
−
τ ).
Proposition 2 (existene and uniqueness) For eah F0-measurable S-
valued random variable ξ, there is a maximal pathwise unique solution (X, ζ)
starting from ξ. More preisely, we mean that:
(i) X0 = ξ almost surely.
(ii) ζ is a positive stopping time suh that X solves (S ,Φ) up to time ζ−.
(iii) If (X ′, ζ ′) is another solution, then ζ ′ ≤ ζ and Xt = X
′
t a.s. on [0; ζ
′).
Proof.
Existene. We rst establish the existene of a solution using a reursive on-
strution. More preisely, we onstrut a sequene of right-ontinuous adapted
proesses (Xj)j≥1 and a sequene of stopping times (τj)j≥1 suh that, for all
j ≥ 1,
(1) Xj0 = ξ almost surely;
(2) Xj has N jd disontinuities, 0 ≤ N
j
d < j, whih our at times τ1, . . . , τNj
d
;
(3) Xj solves (S ,Φ) up to time τ−j ;
(4) if τj < +∞, then X
j
eventually leaves every ompat set of M before
time τj .
Let Z0 be the solution 6 of (S ) starting from ξ, dened on the event {ξ ∈M}
up to the explosion time e0. Exploding solutions are extended to R+ with the
6
Thanks to the smoothness of the vetor elds, equation (S ) admits a pathwise
unique maximal solution on any ltered probability spae arrying a n-dimensional
adapted Brownian motion. This solution is dened on a random interval [0; e), where
e is a stopping time alled the explosion time.
4
value ∆, where ∆ ∈ T is an isolated point that ats as a emetery. We set
τ1 =

e0 if ξ ∈M,
+∞ otherwise,
(6)
and
X1t =

Z0t if ξ ∈M,
ξ otherwise.
(7)
It is lear that X1 is an adapted proess, ontinuous on [0; τ1), whih satises
the onditions 14.
Now we onstrut Xj+1 and τj+1 from X
j
and τj , for j ≥ 1. We set X
j+1
t = X
j
t
on [0; τj) and then distinguish between several ases when τj < +∞:
- when Xj has no limit in M at time τ−j , we set τj+1 = τj and X
j+1
t = ∆ for
t ≥ τj ;
- when Xj has a limit in M at time τ−j whih belongs to Φ
−1 (T), we set
τj+1 = +∞ and X
j+1
t = Φ(X
j(τ−j )) for t ≥ τj;
- and when Xj has a limit in M at time τ−j whih belongs to ∂M \ Φ
−1 (M),
we set τj+1 = τj + ej and X
j+1
t = Z
j (t− τj), where Z
j
t is the solution
of (S ) with respet to the Brownian motion B˜ju = Bτj+u − Bτj , starting
from Φ(Xj(τ−j )) and dened up to the explosion time ej . Note that B˜
j
is a
Brownian motion with respet to the ltration (Fτj+u)u≥0.
It is not diult to hek that Xj+1 satises the onditions 14. The only
tehnial point is to verify that it is a (Ft)-adapted proess: this omes from
the fat that Zj is progressively measurable with respet to the ltration
(Fτj+u)u≥0. Everything else is a diret onsequene of our onstrution. Finally,
setting ζ = limj→+∞ τj and Xt = limj→+∞X
j(t), we obtain a solution of
(S ,Φ) up to time ζ−, starting from ξ.
Pathwise uniqueness. Let (X ′, ζ ′) be another solution starting from ξ. We use
that the solution of (S ) with a given initial ondition is pathwise unique, to
dedue by reurrene that X = X ′ almost surely on the interval [0; τj ∧ ζ
′), for
all j ≥ 1, and therefore X = X ′ almost surely on [0; ζ ∧ ζ ′) sine τj → ζ . Then
we observe that the solution X whih has been onstruted in the rst part of
the proof annot be extended beyond the lifetime ζ . Indeed, when ζ < +∞,
one of the following two situations takes plae:
- if Nd = limj→+∞N
j
d < +∞, the solution is exploding in M at time τ
−
Nd+1
and has no limit in M;
- if Nd = +∞, the sequene τj has an aumulation point at time ζ
−
and
therefore annot be extended beyond ζ without losing the pieewise onti-
nuity.
5
This implies that ζ ′ ≤ ζ , whih ompletes the proof. ✷
2.2 Basi properties
Proposition 2 shows that, in general, the solution of a SDE with boundary
hitting resets annot be dened for all t ≥ 0, either beause the solution of
the SDE behaves badly or beause the proess undergoes an innite number
of resets within a nite time
7
. Let (Xx, ζx) be the maximal solution of (S ,Φ)
starting from x ∈ S. We assume from now on that
(A1) for all x ∈ S, the solution X
x
has an innite lifetime, i.e. ζx = +∞
almost surely.
Let (R,R, (Rt)t≥0) be the anonial ltered spae of all right-ontinuous paths
ω : t ∈ R+ 7→ ω(t) ∈ S, with oordinate proess Xt : ω 7→ ω(t), t ≥ 0. We set
Ω˜ = Ω×R and F˜ = F⊗R. For all x ∈ S, we denote by Px the probability law
on (Ω˜, F˜) dened as the image of P by the appliation (Id, Xx). In other words,
Px is the extension of P suh that X is the solution of (S ,Φ) starting from x.
The spae (Ω˜, F˜) is endowed with the ltration (F˜t)t≥0, where F˜t = Ft ⊗Rt.
Let S be the extended state spae obtained as the union of the state spae S
and the boundary ∂M, i.e. S = S ∪ ∂M = M ∪ T. We denote by Ckc (M)
the set of ompatly supported funtions of lass Ck on M. For onveniene,
we use the notation Ck(S), resp. Ckc (S), to denote the set of all funtions
ϕ : S→ R whose restrition to M belongs to Ck(M), resp. Ckc (M). Moreover,
we extend the vetor elds Ar, 0 ≤ r ≤ n, setting
(Arϕ) (x) = 0, for all x ∈ T. (8)
As in the proof of Proposition 2, we denote τj the stopping time orresponding
to the jth jump, j ≥ 1, with the onvention that τj = +∞ if the proess has
less than j jumps.
7
This is what people in the hybrid systems ommunity all the Zeno phenomenon
[9℄, in referene to Zeno of Elea and his famous paradoxes.
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Proposition 3 The family {Px, x ∈ S} is a Markovian system of probability
measures on (Ω˜, F˜ , (F˜t)t≥0) with the following properties:
(i) For all x ∈ S, ϕ ∈ C2(S) and t ≥ 0, it holds Px-almost surely that
ϕ(Xt) = ϕ(x) +
∫ t
0
(A0ϕ) (Xs) ds +
n∑
r=1
∫ t
0
(Arϕ) (Xs) ◦ dB
r
s
+
∑
τj≤t
(ϕ ◦ Φ− ϕ)
(
X−τj
)
.
(9)
(ii) Let µ0 be any probability measure on S. Then, for all ϕ ∈ C
2
c (S) and for
all t ≥ 0,
Eµ0 {ϕ(Xt)} = µ0(ϕ) + Eµ0
{∫ t
0
(Lϕ) (Xs) ds
}
+ Eµ0
∑
τj≤t
(ϕ ◦ Φ− ϕ)
(
X−τj
) ,
(10)
where L is given by (2) and Eµ0 denotes as usual the expetation with
respet to the probability measure Pµ0 =
∫
S
µ0(dx)Px.
Proof. Using the usual hain rule on the intervals of ontinuity and a reur-
rene on k, it is easy to show that, for all k ≥ 1, Px-almost surely,
ϕ(Xt) = ϕ(x) +
∫ t
0
(A0ϕ) (Xs) ds +
n∑
r=1
∫ t
0
(Arϕ) (Xs) ◦ dB
r
s
+
∑
τj≤t
(
ϕ
(
Xτj
)
− ϕ
(
X−τj
)) (11)
on [0; τj). This equation holds in fat on [0; +∞) sine τj → +∞. Moreover,
we have that Xτj = Φ(X
−
τj
) by Denition 1(iv), whih establishes (9).
Now we assume that ϕ is ompatly supported. The onnetion between
Stratonovih integrals and It	o integrals (see e.g. [1, Theorem V.1.2℄) yields
(Arϕ) (Xs) ◦ dB
r
s = (Arϕ) (Xs) dB
r
s +
1
2
(
A2rϕ
)
(Xs) ds , 1 ≤ r ≤ n .
(12)
Therefore, equation (9) beomes
ϕ(Xt) = ϕ(x) +
∫ t
0
(Lϕ) (Xs) ds +
n∑
r=1
∫ t
0
(Arϕ) (Xs) dB
r
s
+
∑
τj≤t
(ϕ ◦ Φ− ϕ)
(
X−τj
)
,
(13)
and equation (10) is obtained by taking expetations and using that the pro-
ess Mϕt =
∑
1≤r≤n
∫ t
0(Arϕ)(Xs) dB
r
s is a martingale (sine Arϕ is bounded).
7
Proof of the Markov property. We dene the semigroup (Pt)t≥0, as usual, by
(Ptϕ)(x) = Ex {ϕ(Xt)}. Then, for all s < t, using equation (9) and the mar-
tingale property of Mϕt ,
Ex
{
ϕ(Xt) | F˜s
}
(14)
= Ex
ϕ(Xs) +
∫ t
s
(Lϕ) (Xs) ds +
∑
s<τj≤t
(ϕ ◦ Φ− ϕ)
(
X−τj
)
| F˜s
 (15)
= (Pt−sϕ)(Xs) . (16)
The last line follows from (10) and the fat that, under the probability
Px{ · | F˜s}, the proess (Xs+u)u≥0 is the maximal solution of (S ,Φ) start-
ing from Xs and driven by (Bs+u)u≥0. Therefore, it has the same distribution
as (X,B) under PXs (this is a onsequene of the uniqueness in law for (S ),
using a proof similar to that of Proposition 2). ✷
Remark 4. The same Markov proess an also be obtained using the revival
theorem of Ikeda-Nagasawa-Watanabe [10,11℄. This an be found with full
details in [12℄, in a framework whih is muh more general than ours. The
idea is to restart the proess X1 in the proof of Proposition 2, aording to
the deterministi kernel N(ω, .) = δΦ(X1(τ−
1
(ω),ω)). We have preferred a more
expliit pathwise onstrution, whih, we hope, provides a better insight into
the behaviour of the proess.
3 Fokker-Plank-Kolmogorov's forward equation
3.1 Main result of the paper
Let µ0 be a probability measure on S, and denote by µt the probability law of
Xt at time t ≥ 0 under Pµ0 . We assume that
(A2) for all t ≥ 0, µt has a density pt = p(·, t) on M, with respet to the
Riemannian volume measure m.
Consequently, we an deompose µt as
µt = ptm +
∑
x∈T
q(x, t) δx, (17)
where q(x, t) = µt ({x}) = Pµ0 {Xt = x}.
Assumptions about the boundary and the reset funtion. Set G = Φ−1 (H).
Sine the boundary is zero-dimensional when n = 1, our assumptions will
8
be slightly dierent in the one-dimensional ase and in the multi-dimensional
ase. First, regardless of the dimension, we assume that
(A3) Φ|G is a bijetion from G to H
8
.
In the multi-dimensional ase, we further assume that
(A4) H is a losed and orientable hypersurfae
9
, and Φ|G is a
C2dieomorphism from G to H .
Let σ be the surfae measure indued by 〈·, ·〉 on ∂M and H , when n ≥ 2. We
dene h = |JacΦ| on G, where JacΦ is the Jaobian of Φ with respet to the
Riemannian volume forms on G and H (for any hoie of orientation), suh
that, for all f ∈ C0c (H), ∫
H
f dσ =
∫
G
f ◦ Φ h dσ (18)
The same formula holds in the one-dimensional ase if we set h = 1 and
interpret σ as the ounting measure on ∂M ∪H .
Smoothness assumptions for the probability law. Finally, we assume that p and
q are smooth enough, that is:
(A5) p is of lass C
2,1
on (M \H) × R+. Morevover, for all t ≥ 0, pt is
ontinuous on M, and the dierential dpt is ontinuous on M \H with a
disontinuity of the rst kind on H .
(A6) For eah x ∈ T, t 7→ q (x, t) is ontinuously dierentiable on R+.
Note that we have not assumed dpt ontinuous on M, sine it is preisely
the disontinuities of dpt through H that aount for the jumping behaviour
of X . Assumption A5 implies that, for all t ≥ 0, the probability urrent Jt
dened by (3) is a C1 vetor eld on M \ H , that has a limit on ∂M and a
disontinuity of the rst kind on H . We set Joutt = 〈 Jt, ν 〉 on ∂M, where ν
is the outward-pointing unit normal, and
J int = 〈 J
(1)
t , ν21 〉 + 〈 J
(2)
t , ν12 〉
= 〈 J
(2)
t − J
(1)
t , ν12 〉
(19)
on H , where ν12 = −ν21 is the unit normal to H direted from side 1 to side
2, and J
(i)
t is the value of the disontinuous vetor eld Jt on the side i of H ,
i ∈ {1, 2}. The rst expression makes it lear that the denition of J int does
not depend on the hoie of an orientation
10
for H .
8
This assumption ould easily be relaxed in our proof, f. Remark 8.
9
embedded smooth submanifold, without boundary and of odimension 1
10
In fat, H does not even need to be orientable for this to be dened [13℄.
9
Theorem 5 Under assumptions A1A6, the law µt of X evolves aording
to the following equations:
∂p
∂t
(x, t) = (L∗pt)(x) on M \H , (20)
∂q
∂t
(x, t) =
∫
Gx
Joutt dσ on T , (21)
where Gx = Φ
−1 ({x}), for all x ∈ T. Moreover, the following boundary on-
ditions hold:
Joutt = h J
in
t ◦ Φ on G , (22)
pt = 0 on ∂M0 , (23)
where ∂M0 is the subset of the boundary dened by
∂M0 = {x ∈ ∂M | ∃r ∈ {1, . . . , n} , 〈Ar, ν 〉 6= 0 } . (24)
Remark 6. ∂M0 an be seen as the non-harateristi part of the boundary
∂M with respet to the operator L∗. Indeed, L∗ is a seond order operator
with prinipal symbol
σ2 (L
∗) (x, ξ) = −
1
2
n∑
r=1
n∑
i,j=1
Air (x)A
j
r (x) ξiξj (25)
= −
1
2
n∑
r=1
(
n∑
i=1
Air (x) ξi
)2
, (26)
where the ξi's are the oordinates of the ovetor ξ in any loal orthonormal
oframe. Therefore, ∂M is harateristi at x if and only if Ar is tangent to
∂M at x, for eah r ∈ {1, . . . , n}.
3.2 Proof of Theorem 5
The result is obvious when µ0(M) = 0, sine X is then a onstant proess.
When µ0(M) > 0, we observe that Pµ0{ · |X0 ∈ M } = Pµ′0 , where µ
′
0 =
µ0/µ0(M). Thus, it an be assumed without loss of generality that µ0(M) = 1,
i.e. that q(x, 0) = 0 for all x ∈ T.
⊲ As a rst step, we will prove that, for eah test funtion ϕ ∈ C2c (S) suh
that
ϕ ◦ Φ = ϕ on G, (27)
the following equation holds:∫
M
ϕ (pt − p0) dm =
∫ t
0
∫
M
Lϕ ps dm ds − Eµ0
{
1(τ∗≤t) ϕ
(
X−τ∗
)}
. (28)
10
Indeed, (27) implies that the jump term (ϕ ◦ Φ− ϕ) (X−τk) in equation (10)
vanishes when the proess undergoes a reset into M at time τk. Hene, there
is at most one term left in the summation, orresponding to a possible jump
from ∂M to a terminal state in T at time τ ∗:
Eµ0
∑
τj≤t
(ϕ ◦ Φ− ϕ)
(
X−τj
) = Eµ0 {1(τ∗≤t) (ϕ ◦ Φ− ϕ) (X−τ∗)} (29)
=
∑
x∈T
ϕ(x) q(x, t) − Eµ0
{
1(τ∗≤t)ϕ
(
X−τ∗
)}
.
(30)
Using Fubini's theorem together with the deomposition (17) of µt and the
fat that Lϕ vanishes on T, we an rewrite the seond expetation in (10) as
Eµ0
{∫ t
0
(Lϕ) (Xs) ds
}
=
∫∫
Ω×[0;t]
(Lϕ) (X(s, ω)) Pµ0( dω) ds (31)
=
∫ t
0
∫
S
Lϕ dµs ds (32)
=
∫ t
0
∫
M
Lϕ ps dm ds . (33)
Using equation (17) one more, we an also expand the left-hand side of (10):
Eµ0 {ϕ(Xt)} =
∑
x∈T
ϕ(x) q(x, t) +
∫
M
ϕ pt dm. (34)
Finally, replaing expressions (30), (33), and (34) bak into (10) ompletes the
proof of equation (28).
⊲ The next step of the proof relies on the following version of Stokes's formula:∫
M\H
divA dm =
∫
∂M
〈A, ν 〉 dσ −
∫
H
〈
A(2) −A(1), ν12
〉
dσ , (35)
where A is a ompatly supported vetor eld on M, of lass C1 in M \ H ,
extending ontinuously to ∂M and having a disontinuity of the rst kind
on H . This formula is easily proved using the usual divergene theorem [14,
Theorem 14.34℄ or the general results of [13, Chapter IX℄. Using this formula
together with the assumption A5 that pt is ontinuous on M, for all t ≥ 0,
yields: ∫
M
Lϕ pt dm =
∫
M\H
ϕL∗pt dm + βt(ϕ) , (36)
where L∗ is the formal adjoint of L, i.e.
L∗pt = − div (ptA0) +
1
2
n∑
r=1
div (div (ptAr)Ar) , (37)
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and βt is a distribution supported by ∂M ∪H :
βt(ϕ) =
1
2
n∑
r=1
∫
∂M
Arϕ pt 〈Ar, ν 〉 dσ +
∫
∂M
ϕJoutt dσ−
∫
H
ϕJ int dσ . (38)
A detailed derivation of these equations an be found in appendix 5.1. Using
(36), we rewrite equation (28) as
∫
M\H
ϕ p˜t dm =
∫ t
0
βs(ϕ) ds − Eµ0
{
1(τ∗≤t) ϕ
(
X−τ∗
)}
, (39)
where
p˜t = pt − p0 −
∫ t
0
L∗ps ds (40)
is well-dened and ontinuous on M \H .
⊲ The last step of the proof onsists in hoosing spei test funtions ϕ in
equation (39). First, it is easy to hek that, if ϕ has its support in M \ H ,
then (27) is automatially satised sine ϕ vanishes on both G and H , and
equation (39) beomes ∫
M\H
ϕ p˜t dm = 0, (41)
whih proves that p˜t = 0, for all t ≥ 0. Equation (20) then follows by dier-
entiation.
Before proeeding to the derivation of the three other equations of the the-
orem, we shall state a useful tehnial lemma, whose proof an be found in
appendix 5.2.
Lemma 7 For any ηi ∈ C
2
c (∂M), i ∈ {1, 2}, suh that η1|G is ompatly
supported in G, we an nd a funtion ϕ ∈ C2c (S) suh that
(i) ϕ satises (27),
(ii) ϕ = η1 on ∂M,
(iii) and
∂ϕ
∂ν
= η2 on ∂M.
Proof of equation (23). For any η ∈ C2c (∂M), Lemma 7 provides us with a
funtion ϕ ∈ C2c (S) suh that (27) is satised, ϕ = 0 on ∂M ∪H and
∂ϕ
∂ν
= η
on ∂M. Then equation (39) implies that βt(ϕ) = 0, for all t ≥ 0. Using
equation (38) and the fat that ϕ vanishes on ∂M∪H , this an be written as
n∑
r=1
∫
∂M
Arϕ pt 〈Ar, ν 〉 dσ = 0. (42)
Moreover, by onstrution, ϕ has the property that Arϕ = 〈Ar, ν 〉 η, for all
12
r ∈ {1, . . . , n}, whih allows to rewrite equation (42) as
∫
∂M
(
n∑
r=1
〈Ar, ν 〉
2
)
pt η dσ = 0 . (43)
This holds for all η ∈ C2c (∂M), whih proves that pt
(∑n
r=1 〈Ar, ν 〉
2
)
= 0
on ∂M, for all t ≥ 0. Observing that
∑n
r=1 〈Ar, ν 〉
2 > 0 on ∂M0 establishes
equation (23).
Proof of equation (22). For any η ∈ C2c (G), we an nd by Lemma 7 a funtion
ϕ ∈ C2c (S) satisfying (27) and
ϕ|∂M =

η on G,
0 on ∂M \G.
(44)
For suh a funtion, equation (39) redues to∫
G
ϕJoutt dσ −
∫
H
ϕJ int dσ = 0 . (45)
Then, sine ϕ satises (27) and ϕ = η on G, we have∫
G
η
(
Joutt − h J
in
t ◦ Φ
)
dσ = 0 . (46)
This holds for all η ∈ C2c (G), whih proves equation (22).
Proof of equation (21). This time we hoose η ∈ C2c (Gx) for some x ∈ T, ϕ = η
on Gx and ϕ = 0 on ∂M \Gx. Equation (39) then beomes
Eµ0
{
1{τ∗≤t, X−τ∗∈Gx}
η
(
X−τ∗
)}
=
∫ t
0
∫
Gx
Jouts η dσ ds . (47)
This implies by dominated onvergene that
Pµ0
{
τ ∗ ≤ t, X−τ∗ ∈ K
}
=
∫ t
0
∫
K
Jouts dσ ds , (48)
for any ompat subset K of Gx. Sine the left-hand side is inreasing with t,
this shows that Jouts ≥ 0 on Gx, for all s ≥ 0. Consequently, letting K ↑ Gx,
equation (48) yields
Pµ0
{
τ ∗ ≤ t, X−τ∗ ∈ Gx
}
=
∫ t
0
∫
Gx
Jouts dσ ds (49)
by monotone onvergene. Finally, observing that
Pµ0
{
τ ∗ ≤ t, X−τ∗ ∈ Gx
}
= q(x, t) (50)
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yields equation (21) and thus ompletes the proof of Theorem 5.
Remark 8. This proof an easily be generalized to the ase where Φ is no longer
a dieomorphism, but still a loal dieomorphism suh that Φ−1 ({x}) is nite
for all x ∈ H . In this ase, we have
J int (x) =
∑
y∈Φ−1({x})
h−1(y) Joutt (y) , ∀x ∈ H, ∀t ≥ 0, (51)
instead of equation (22).
4 Examples
4.1 Stohasti hybrid systems
As a rst example, we will give the FPE for a multi-dimensional SHS with
two disrete states, whih models the temperature in a house with n rooms,
n ≥ 1, regulated by a single thermostat. This is a generalisation of the one-
dimensional proess that was studied in [8℄.
Let the n-tuple θ = (θ1, . . . , θn) ∈ R
n
desribe the temperature in the n rooms
of the house, and q ∈ Q = {0, 1} the binary state of the thermostat. The global
state of the system is then desribed by the variable x = (q, θ) ∈ Q×Rn, whih
has both a disrete and a ontinuous omponent, hene the name hybrid.
For a given state q ∈ Q of the thermostat, the temperature Θt evolves in R
n
aording to a SDE of the form
dΘt = f(q,Θt) dt + γ dBt , (Sq)
where γ ∈ Rn×n and fq = f(q, ·) desribes the ation of the thermostat, the
eet of the exterior environment, and the oupling between the temperatures
of adjaent rooms. The swithing of the thermostat is ontrolled by a linear
riterion Ψ(θ) =
∑n
i=1 αiθi. The thermostat swithes on when Ψ(Θt) rosses
some threshold Ψmin downwards, and swithes o when it rosses another
threshold Ψmax > Ψmin upwards. This an be desribed in the SHS framework
as follows: we dene
M0 = { θ ∈ R
n |Ψ(θ) > Ψmin } , (52)
M1 = { θ ∈ R
n |Ψ(θ) < Ψmax } , (53)
and then the so-alled hybrid state spae
M = {0} ×M 0 ∪ {1} ×M 1 ⊂ Q× R
n . (54)
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The proess Θt evolves ontinuously in Mq aording to the SDE Sq as long
as the thermostat is in state Qt = q, and Qt swithes when Θt reahes ∂Mq .
Therefore, the hybrid proess Xt = (Qt,Θt) takes its values in M. Considering
the atlas
A =
{
({0} ×M 0, π), ({1} ×M 1, π)
}
, (55)
where we denote by π the projetion π : (q, θ) 7→ θ, M an be seen as a smooth
manifold with boundary, whih has two omponents. The proess Xt is then
the solution of a SDE with boundary hitting resets (S ,Φ), with the reset map
Φ : ∂M −→ M (56)
(q, θ) 7−→ (1− q, θ) (57)
and the vetor elds
A0(x) =
n∑
i=1
f i(x)
∂
∂θi
, (58)
Ar(x) =
n∑
i=1
γir
∂
∂θi
, 1 ≤ r ≤ n . (59)
We note that it is not always possible to view a hybrid state spae M =
∪q∈Q{q} × Mq as a manifold, sine the domains Mq have possibly dierent
dimensions in the general SHS framework [2℄.
We will now give the FPE equation assoiated to (S ,Φ), assuming a priori
that the assumptions A1, A2 and A5 are satised (A3 and A4 are easily
heked, and A6 is meaningless here sine there is no terminal state, i.e. T =
∅). The metri on M is the one indued by the Eulidian metri on eah Mq,
q ∈ Q. The density pt an be seen as a pair (p
0
t , p
1
t ) of modal densities, where
pqt is dened on M q. These modal densities solve a system of PDE,
∂pqt
∂t
= −
n∑
i=1
∂f iqp
q
t
∂θi
+
1
2
n∑
i,j=1
aij
∂2pqt
∂θi∂θj
, q ∈ Q , (60)
where aij =
∑n
r=1 γ
i
rγ
j
r . Assuming that the matrix a is positive, eah modal
density satises the absorbing boundary ondition pqt = 0 on ∂Mq. Moreover,
the PDEs are oupled by the onservation equations
Joutt (q, θ) = J
in
t (1− q, θ) , q ∈ Q, θ ∈ ∂Mq , (61)
where the probability urrent Jt =
∑n
i=1 J
i
t
∂
∂θi
is given by
J it (q, θ) = f
i(q, θ) pt(q, θ) −
1
2
n∑
j=1
aij
∂pt
∂θj
(q, θ) . (62)
As in [8℄, we observe that the drift f does not appear in the onservation
equations (61), sine the absorbing boundary ondition holds.
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4.2 A rst exit problem
Our seond appliation deals with the following problem: let X = (Xt)t≥0 be
the solution of a SDE of the form (S ) on Rn; given an open subset U ⊂ Rn
and an initial probability law µ0 suh that supp µ0 ⊂ U , we want to ompute
ri(t) = Pµ0 {τ ≤ t, Xτ ∈ ∂Ui} , 1 ≤ i ≤ D, 0 ≤ t ≤ T (63)
where τ is the rst exit time of X from U , D ∈ N∗, T > 0, and {∂Ui, 1 ≤ i ≤
D} is a partition of the boundary ∂U . We assume that the losure U of U in
R
n
is a smooth manifold with boundary, whose interior oinides with U .
It is well-known [15, Setion 5.4℄ that, if the PDE
∂ui
∂t
= Lui on U × [0;T ], (64)
ui = 0 on U × {0}, (65)
ui = 1∂Ui on ∂U × (0;T ], (66)
has a bounded solution, then
ui(x, t) = Px {τ ≤ t, Xτ ∈ ∂Ui} . (67)
This provides a rst approah to our problem, sine ri an be reovered from ui
using an integration with respet to µ0. Another possible approah is provided
by Theorem 5: we introdue a set of isolated terminal states T = {1, . . . , D}
and onsider the proess X˜ whih oinides with X up to time τ− and then
goes to the state i ∈ T suh that X−τ ∈ ∂Ui. This new proess X˜ is the solution
of a SDE with boundary hitting resets (S ,Φ) on U ∪T, where the reset map
Φ is dened by Φ(x) = i for all x ∈ ∂Ui, 1 ≤ i ≤ D. The funtions ri an be
interpreted in this framework as
ri(t) = Pµ0
{
X˜t = i
}
= q(i, t) . (68)
Assuming that the density exists and is smooth enough, the ri's an be ob-
tained aording to Theorem 5 by solving
∂p
∂t
= L∗p on U × [0;T ], (69)
p = 0 on ∂U∗ × [0;T ], (70)
dri
dt
=
∫
∂Ui
Joutt dσ on [0;T ]. (71)
where ∂U∗ is dened as ∂M0 in Theorem 5. We point out that our approah
based on the forward equation requires the resolution of a single PDE, in on-
trast with the rst approah, based on the bakward equation, whih involves
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the resolution of D PDEs. The drawbak is that, using the forward approah,
the solution is only obtained for the given initial distribution µ0.
Remark 9.
a) From a pratial point of view, suh a method is of ourse limited to pro-
esses with a state spae of low dimension, where the numerial resolution
of the PDEs is feasible.
b) A similar methodology an be used to takle the problem of reahability
analysis for stohasti hybrid systems (see [16℄ for further details), at least
when the target set is a losed subset with smooth boundary.
5 Appendies
5.1 Detailed derivation of equation (36)
In this appendix we give a more detailed derivation of equation (36). First,
we hoose A = Arϕ ptAr in (35). Using that A is ontinuous on M and that
div(A) = ptA
2
rϕ+ Arϕ div(ptAr), we dedue that∫
M\H
A2rϕ pt dm+
∫
M\H
Arϕ div(ptAr) dm =
∫
∂M
Arϕ pt〈Ar, ν 〉 dσ . (72)
This allows us to rewrite the left-hand side of (36) as
∫
M
Lϕ pt dm =
∫
M\H
A0ϕ pt dm +
1
2
n∑
r=1
∫
M\H
A2rϕ pt dm (73)
=
∫
M\H
(
A0ϕ pt −
1
2
n∑
r=1
Arϕ div(ptAr)
)
dm (74)
+
1
2
n∑
r=1
∫
∂M
Arϕ pt〈Ar, ν 〉 dσ (75)
=
∫
M\H
Jtϕ dm+
1
2
n∑
r=1
∫
∂M
Arϕ pt〈Ar, ν 〉 dσ (76)
We invoke the divergene formula (35) one more, with A = ϕJt, to dedue
that∫
M\H
Jtϕ dm +
∫
M\H
ϕ div Jt dm =
∫
∂M
ϕJoutt dσ −
∫
H
ϕJ int dσ . (77)
Finally, ombining equations (76)(77) and using that div Jt = −L
∗pt yields
the result.
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5.2 Proof of the extension lemma
Let U = {Uα, α ∈ A} be the set of all preompat oordinate domains Uα,
with oordinate map Ψα : x ∈ Uα 7→ (x
1, . . . , xn) ∈ Rn, suh that:
a) either Uα ∩H = ∅ or Uα ∩ ∂M = ∅;
b) if Uα ∩ ∂M 6= ∅, there is ε > 0 suh that
Ψα(Uα) = [0; ε)× (−ε; ε)
n−1 , (78)
Ψα(Uα ∩ ∂M) = {0} × (−ε; ε)
n−1 , (79)
and
∂
∂x1
is the inward-pointing unit normal vetor to ∂M, i.e. ∂
∂ν
= − ∂
∂x1
;
) if Uα ∩H 6= ∅, there is ε > 0 suh that
Ψα(Uα) = (−ε; ε)
n , (80)
Ψα(Uα ∩ ∂M) = {0} × (−ε; ε)
n−1 . (81)
Any x ∈ M has a preompat oordinate neighbourhood satisfying either (b)
or (). It an be shrinked to satisfy (a) sineH is a losed subset ofM aording
to assumption A4. Therefore, U is an open over of M.
Let {gα, α ∈ A} be a partition of unity subordinate to U . For eah α ∈ A,
we onstrut a funtion ϕα on Uα as follows:
- If supp gα intersets neither ∂M nor H , we set ϕα = 0;
- If supp gα ∩ ∂M 6= ∅, we dene ϕα in oordinates
11
by
ϕα(x
1, x′) = gα(x
1, x′)
[
η1(0, x
′)− x1 η2(0, x
′)
]
, (82)
where x′ = (x2, . . . , xn);
- If supp gα ∩ ∂M 6= ∅, we set
ϕα(x
1, x′) = gα(x
1, x′) (η1 ◦ Φ
−1)(0, x′) . (83)
These denitions are ompatible sine, aording to (a), Uα annot interset
both ∂M and H . ϕα is of lass C
2
sine the ηi's are C
2
by hypothesis and φ
is a C2-dieomorphism by A4. Moreover, ϕα is ompatly supported in Uα
beause suppϕα ⊂ supp gα ⊂ Uα. We extend ϕα to S by ϕα = 0 outside Uα.
We observe that ϕα 6= 0 if and only if supp gα intersets either supp η1∪ supp η2
or Φ(supp η1 ∩ G), whih are both ompat sets. Consequently, {α |ϕα 6= 0 }
is a nite set beause {supp gα, α ∈ A} is loally nite.
Finally, we set ϕ =
∑
α ϕα. This is in fat a nite sum by the preeding ob-
servation, whih implies that φ ∈ C2c (S). The properties (i)-(iii) of the lemma
11
We identify a point x ∈M with its oordinates (x1, . . . , xn) in the hart (Uα,Ψα).
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follow then easily from our onstrution, using that
∑
α gα = 1, and the proof
of Lemma 7 is omplete.
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