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LABURPENA 
Drum-buffer-rope (DBR) Goldratten murrizketen teoriaren (Theory of Constraints-TOC) 
funtsezko elementu bat da. DBR-ren arabera, botila-lepoaren programak kontrolatzen 
du ekoizpen-aginduak abiaraztea. Egungo literaturan jadanik aztertuta dago TOC-
DBRren baliotasuna eskaeraren araberako testuinguruetan (Make to Order-MTO), hau 
da, ekoizpen ingurunea planifikatzeko eta kontrolatzeko sistema gisa balio ote duen. 
Egindako azterketa gehienek, ordea, ikuspegi analitikoa hartu dute, mundu errealeko 
kasu enpiriko gutxi daudelarik. Are gehiago, literaturak onartu du MTO inguruneetan 
ekoizpena planifikatzeko eta kontrolatzeko sistemak ezartzea zaila dela, eta hori izan 
liteke, hain zuzen, azterketa enpirikorik ez egotearen arrazoi nagusia. 
Bestalde, MTO inguruneen gainean egindako literaturaren berrikuspenak erakutsi du 
botila-lepoaren hautaketa eta ustiapenari buruz nahikoa ikerketarik ez dagoela, hori 
DBR kudeaketaren funtsezko zati bat izanik. Beraz, ikertzaileak MTO inguruneetarako 
jarraibide berri hauek ematea izan du helburu: 
1) Botila-lepoa nola aukeratu: ikerketak lau irizpide eman ditu botila-lepoa 
aukeratzeko. Irizpide horiek baliabideetan oinarritutako ikuspegiarekin 
(Resource Based View-RBV) bat datoz, eta bereziki Barneyren VRIO 
kontzeptuarekin. 
2) Botila-lepoa nola ustiatu: botila-lepoa ustiatzeko hiru urrats operatibo garatu 
dira, praktikan oinarritutako ikuspegi estrategikoan finkaturik (Practice Based 
View-PBV). 
Lanaren emaitza botila-lepoaren aukeraketa eta ustiapena gauzatzeko prozesu 
sistematiko bat da. Goldratten DBR metodoaren lehen bi urratsak operazionalizatzea 
ahalbidetzen du prozesu horrek, eta lau kasu errealen bitartez garatu eta probatu da, 
ekintza bidezko ikerketa (Action Research-AR) eta ikerketa konstruktiboaren alderdi 
batzuk baliatuz. AR metodologiak mundu errealeko arazoak konpontzen dituen 
bitartean ikerketa akademikoari ekarpenak egiteko aukera ematen du. Ondorioz, izaera 
praktikoa duten ikerketetarako egokia da. 
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Ikerketa horrek zenbait ekarpen teoriko eman ditu (adibidez, nola hautatu eta ustiatu 
botila-lepoa MTO inguruneetan), baita ekarpen praktiko batzuk ere (hau da, TOC-DBR-
ren lehenengo bi urratsak aplikatzeko prozesu sistematikoa, eta enpresaren emaitzetan 
zer nolako eragina duen erakutsi). 
Azkenik, espero ez ziren zenbait ekarpen gehigarri ere erdietsi dira. Horietako batek 
berebiziko garrantzia dauka, eta bi MTO ingurune mota desberdinentzat 
identifikatutako kudeaketa bereiztua da, zehazki: 
 Produktu errepikakorren enpresa (Repeat-business customizers; produktu 
aniztasun ertaina eta bolumen ertainen ekoizpena): ikerketaren arabera, botila-
lepoa ustiatzea errendimendu hobeko iturria izan daiteke; emaitza horiek bat 
etorri dira praktikan oinarritutako ikuspegiarekin (PBV). 
 Fabrikazio-enpresa aldakorrak (Versatile manufacturing companies; produktu-
aukera handia eta bolumen txikiko ekoizpena): ikerketak erakutsi duenez, 
baliabideetan oinarritutako ikuspegiak (RBV) eta praktikan oinarritutako 
ikuspegiak (PBV) enpresen errendimendua hobetu dezakete. Botila-lepoa 
hautatzeko baliabideetan oinarritutako ikuspegiaren VRIO kontzeptua erabil 
daiteke (bereziki, baliabide arraroak eta imitaezinak kontzeptuak). Praktikan 
oinarritutako ikuspegiak (PBV), berriz, botila-lepoaren ustiapenari eragiten dio. 
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RESUMEN 
Uno de los principales elementos de la teoría de las limitaciones (TOC) de Goldratt es su 
método de gestión de la producción Drum-Buffer-Rope (DBR), que controla el 
lanzamiento del trabajo al sistema. La secuencia en la que se lanzan las órdenes de 
producción está determinada por la programación del Cuello de Botella (Drum). La 
literatura existente ha discutido la validez de TOC-DBR como un sistema de planificación 
y control de la producción en un entorno de fabricación bajo pedido (MTO), pero la 
mayor parte de los trabajos tienen un enfoque analítico y los casos empíricos del mundo 
real son escasos. De hecho, la literatura ha reconocido que cualquier intento de poner 
en práctica sistemas de planificación y control de la producción en entornos MTO es 
complejo de gestionar y, por lo tanto, esta podría ser también la causa principal de la 
falta de estudios en la literatura. 
Además, la revisión de la literatura ha mostrado una falta de entendimiento respecto a 
cómo seleccionar y explotar el cuello de botella (una parte esencial de DBR) en contextos 
de fabricación MTO. Por lo tanto, el investigador ha desarrollado su trabajo para 
proporcionar los siguientes aspectos novedosos aplicados a los entornos MTO: 
1) Cómo seleccionar el cuello de botella: nuestra investigación proporciona cuatro 
criterios para determinar la ubicación del cuello de botella del sistema. Estos 
criterios se inspiran en la perspectiva basada en los recursos (Resource Based 
View-RBV) y en el marco VRIO de Barney. 
2) Cómo explotar el cuello de botella: hemos incluido tres sub-pasos como guía 
operativa para la explotación el cuello de botella, inspirados en parte en la 
perspectiva estratégica de la visión basada en la práctica (Practice Based View-
PBV). 
La selección y explotación del cuello de botella se han incluido en un proceso sistemático 
de toma de decisiones que facilita la puesta en marcha de los dos primeros pasos del 
DBR de Goldratt. Este proceso sistemático ha sido desarrollado y probado en cuatro 
casos reales mediante la Investigación en Acción, combinada con ciertos aspectos de la 
Investigación Constructiva. Dada la naturaleza práctica de esta investigación, la 
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Investigación en Acción es una metodología apropiada, ya que permite integrar la 
investigación académica y la resolución problemas en contextos reales.  
Como resultado de nuestra investigación se han realizado diversas contribuciones, tanto 
teóricas (por ejemplo, cómo seleccionar y explotar el cuello de botella en los entornos 
MTO) como prácticas (proceso sistemático para hacer operativa la aplicación de los dos 
primeros pasos del TOC-DBR o cómo impactan en los resultados operativos de la 
empresa).  
Como resultado de esta investigación también se han producido ciertas contribuciones 
inesperadas. Una de estas contribuciones, de especial interés, es la identificación de una 
gestión diferenciada para los dos tipos de escenarios MTO analizados: 
• Producción customizada repetitiva (Repeat-business customizers (RBC): 
variedad de productos medio y producción de volumen medio): La 
investigación demostró que la explotación del cuello de botella podría ser una 
fuente de mejor rendimiento; estos hallazgos coinciden con la PBV.  
• Empresas manufactureras versátiles (Versatile manufacturing companies 
(VMC): gran variedad de productos y producción de bajo volumen): La 
investigación ha demostrado que los enfoques RBV y PVB pueden mejorar el 
rendimiento de las empresas. Así, mientras la selección del cuello de botella 
puede determinarse utilizando el concepto VRIO de RBV (especialmente en lo 
que respecta al concepto de recursos que son “raros” e “inimitables”), la PBV se 
aplica a la explotación del cuello de botella. 
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ABSTRACT 
Drum-buffer-rope (DBR) is a key element of Goldratt’s theory of constraints (TOC) in 
which the launch of production orders into the system is controlled according to the 
schedule of the system’s bottleneck. The existing literature has discussed the validity of 
TOC-DBR as a production planning and control system in make-to-order (MTO) 
environments, but most studies have taken an analytical approach; real-world empirical 
cases are scarce. In fact, the literature has recognised that any implementation of 
production planning and control systems in MTO environments is complex to manage, 
and this could also be the main cause of the lack of studies on this subject. 
Additionally, a literature review showed a lack of understanding regarding selecting and 
exploiting the bottleneck (a crucial part of DBR) in these MTO manufacturing contexts. 
Therefore, the researcher aimed to provide the following novel guidelines for MTO 
environments: 
1) How to select the bottleneck: The research provided a set of four criteria 
inspired by the resource-based view and Barney’s VRIO concept. 
2) How to exploit the bottleneck: Three operative sub-steps to exploit the 
bottleneck were included; these were partly inspired by a strategic perspective 
based on the practice-based view. 
The selection and exploitation of the bottleneck was included in a systematic decision-
making process that enabled the operationalisation of the first two steps of Goldratt’s 
DBR. This systematic process was developed and tested on four real-world cases using 
action research (as well as some aspects of constructive research). Given the practical 
origin of this research, action research was an appropriate methodology since it enabled 
contributions to academic research while solving real-world problems.  
The research provided several theoretical contributions (e.g., how to select and exploit 
the bottleneck in MTO environments) as well as practical contributions (i.e., a systematic 
process for operationalising the first two steps of TOC-DBR and determining how the 
company performance could be impacted).  
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Additional (non-expected) contributions also emerged from the research. Among 
others, a key contribution was related to the different management required by the two 
types of MTO environments, as follows: 
• Repeat-business customizers (medium product variety and medium volume 
production): The research showed that exploiting the bottleneck could be a 
source of better performance; these findings aligned with the practice-based 
view.  
• Versatile manufacturing companies (high product variety and low volume 
production): The research showed that approaches based on the resource-based 
view and practice-based view could improve firms’ performance. The practice-
based view applied to the exploitation of the bottleneck, while the selection of 
the bottleneck could be determined using the resource-based view’s VRIO 
concept (especially concerning resources that were rare and inimitable).  
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1.1.  Problem outline 
The rapid development of science and technology has dramatically changed the 
competitive environment of modern manufacturing companies (Wang, Qi, Cui, & Zhang, 
2018). Shorter production life cycles, customized demand and flexible production are 
becoming typical challenges for these companies (Wang et al., 2018), and the multi-
variety, small-batch mode of production is more widely applied (Stevenson, Hendry, & 
Kingsman, 2005). In a make-to-stock (MTS) manufacturing environment, most products 
are high volume and low variety and have short lead times to the customer. In this 
environment, customer demand is mostly served by finished product inventories. On 
the other hand, low-volume and high-variety products are typical of a make-to-order 
(MTO) manufacturing environment. Lower storage costs and greater flexibility to 
respond to customer demand are the most outstanding features of an MTO 
environment (Wang et al., 2018).  
Recently, production planning and control systems (PPCS) have become a critically 
important field of business around the world. PPCS are vital for the survival of 
manufacturing companies in such a highly competitive environment, as production 
planning and control are two essential tasks of operational management that strongly 
influence improvement of company profits as well as the efficiency of resource 
utilisation (Wang et al., 2018). Choosing the appropriate PPCS is an important and 
complex decision for MTO companies (Stevenson et al., 2005; Olhager & Rudberg, 2002; 
Gaury, Kleijnen, & Pierreval, 2001). The PPCS of the company has a direct impact on 
work in progress (WIP), lead times and on-time delivery (Maccarthy & Fernandes, 2000).  
Due to limited empirical research regarding the suitability of different PPCS in practical 
MTO contexts, this dissertation contributes to the ongoing discussion by investigating 
the implantation process of the drum-buffer-rope (DBR; the PPCS within the theory of 
constraints [TOC]) in four high-value MTO-oriented manufacturing companies. The few 
existing studies based on simulation have suggested the superior performance of the 
DBR in MTO contexts compared to other PPCS. Therefore, the author proposed a 
systematic process for deploying the first two steps of the TOC within a PPCS, 
particularly in the selection and exploitation of the production system constraint 
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through integrating a strategic perspective. The systemic process was based on the 
seminal work from Goldratt’s TOC (Goldratt & Cox, 2003) and included key aspects from 
theories on strategy, including the resource-based view (RBV) and practice-based view 
(PBV). The RBV and PBV argue the importance of resources and practices in achieving 
competitive advantage and/or improved firm performance.  
1.2.  Research context 
Since the research questions (RQs) arose from a real managerial problem requiring 
solving, this doctoral thesis was developed in close contact with four companies from 
different MTO scenarios in the Basque Country. In fact, the PhD candidate worked as an 
active change agent in all four case studies (CS), having been integrated with the 
different working teams from the case companies. The research developed in this 
doctoral thesis was also been partly financed by the case companies that took part in 
the fieldwork. The PhD candidate was hired by the different companies to advise them 
during the challenges described in the cases and research-granted projects.  
Nonetheless, the case companies did not place any restrictions on the research design, 
execution, documentation and/or dissemination of the results. In fact, full trust from the 
top management of the case companies gave the candidate exceptional research 
freedom to propose new hypotheses and empirically test them in the companies. The 
only demand from the case companies was to keep their names confidential, as well as 
not to show some quantitative results with the real values. 
Obviously, the candidate’s role as a change agent in the cases influenced the research 
direction, as usually happens with action research (AR)-based projects. 
1.3.  Research questions 
As previously stated, studies on PPCS in MTO scenarios have been mainly descriptive; 
knowledge about the design characteristics, application and impact of these PPCS 
implementations is still limited. Therefore, the following RQs aimed to overcome that 
knowledge gap:  
 
Chapter 1: Introduction  
4 
 
RQ1. How can the constraint of a production system in an MTO context be 
systematically—and by means of TOC-DBR—selected and exploited to enhance 
performance? 
 RQ1a. How should the bottleneck be selected? 
 RQ1b. How should the bottleneck exploitation be executed? 
 
1.4.  Research topics, contributions and related publications 
1.4.1. Research topics 
This doctoral thesis is classified within five main research topics (RT): 
• RT1: MTO scenario complexity (Repeat Business Customizer-RBC or Versatile 
Manufacturing Companies-VMC) 
• RT2: The importance of PPCS for achieving companies’ goals 
• RT3: TOC production planning and control using the DBR 
• RT4: Strategic resource management using the RBV approach  
• RT5: Strategic resource management using the PBV approach 
1.4.2. Contributions 
Accounting for the gap in the literature and its research focus, this paper has six key 
contributions: 
• C1: Identification of how to select the bottleneck by means of four criteria that 
extend beyond the load versus capacity analysis by providing a strategic 
perspective inspired by the RBV theory regarding the contribution of strategic 
resources to maintain the competitive position. 
• C2: Description of a detailed process to exploit the bottleneck that aligned with 
the PBV theory and recognised that practices could also provide superior 
performance for organisations. 
• C3: Description of four industrial cases detailing the implementation of a DBR 
PPCS in MTO scenarios. 
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• C4: Identification of differences when selecting and exploiting the bottleneck 
(based on TOC-DBR) depending on the type of MTO scenario—RBC or VMC. 
• C5: Creation, description and testing of a systematic process for operationally 
executing the selection and exploitation of the bottleneck in four steps according 
to TOC-DBR seminal concepts. 
• C6: Description of four industrial cases of the MTO environment that have 
implemented TOC-DBR and analysis of their improved performance.  
1.4.3. Research outcome: Publications, research projects and teaching 
During the doctoral thesis, the researcher found different results that showed the need 
for external evaluation of the research’s quality. The researcher participated in four 
companies to carry out applied research projects on topics related to this thesis, which 
allowed the researcher to execute and observe real-world cases. The results of the 
research and applied research projects have been published in three journals classified 
by Scopus/JCR, in several publications by international publishers and in presentations 
at international conferences. Finally, a pedagogical outcome in RT teaching in 
undergraduate, graduate and executive programs has been achieved. Table 1 
summarises the eight publications (P), four research-granted projects (RP) and two 
teaching assignments (T) executed during the doctoral thesis. 
  
Chapter 1: Introduction  
6 
 
Table 1. Summary of publications, research projects and seminars 
Outcome No Description 
Journal papers 3 
(P1) Published in Dirección y Organización (Lizarralde, 
Apaolaza, & Mediavilla, 2019a) 
(P2) Published in DYNA (Lizarralde, Apaolaza, & Mediavilla, 
2019b) 
(P3) Published in the Journal of Industrial Engineering 
Management (Lizarralde, Apaolaza, & Mediavilla, 2020)  
Book chapters  2 
(P4) One book chapter in Project Management and 
Engineering Research, Springer: 2017 
(P5) One chapter in Project Management and Engineering 
Research, Springer: 2018 
Conference 
proceedings 
3 
(P6) XXI International Congress on Project Management and 
Engineering, Cádiz, 2017. 
(P7) XXII International Conference on Industrial Engineering 
and Industrial Management, Girona, 2018. 
(P8) XXIII International Conference on Industrial 
Engineering and Industrial Management, Gijon, 2019. 
Research-
granted projects 
4 
Sectors: (RP1) Wind-energy towers manufacturer; (RP2) 
aeronautical sector precision machining manufacturer; 
(RP3) steel tubes manufacturer using the hot extrusion 
process; (RP4) machined and welded solutions 
manufacturer. 
Seminars 2 
(T1) University of Mondragon (postgraduate); (T2) 
University of Mondragon (undergraduate) 
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1.4.4. Linkage of research topics, related publications and contributions  
Table 2 shows the relationships and influence among the five research topics (RT), 
including the related publications (P) and contributions (C). The research content has 
evolved slightly during the time of the thesis; the scope has been refined, and how the 
different research topics were related has been clarified.  
Figure 1 provides a summarized view of the research program and the key activities of 
the doctoral thesis, including the literature review, construction and evaluation of the 
systematic process for applying DBR to production planning as well as the quality criteria 
used for validating the research. 
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Table 2. Linkage of research topics, related publications and contributions 
Contribution 
Related 
publication 
Related 
projects 
Related 
research topic 
C1: Identification of how to select the 
bottleneck by means of four criteria 
that extend beyond the load versus 
capacity analysis 
P1, P2 and 
P3 
RP2, RP3 and 
RP4 
RT1, RT2, RT3 
and RT4 
C2: Description of a detailed process 
to exploit the bottleneck  
P3 RP4 RT5 
C3: Description of four industrial cases 
detailing the implementation of a DBR 
PPCS in MTO scenarios. 
P1, P2 and 
P3 
RP1, RP2, RP3 
and RP4 
RT1, RT2 and 
RT3 
C4: Identification of differences when 
selecting and exploiting the bottleneck 
(based on TOC-DBR) depending on the 
type of MTO scenario—RBC or VMC. 
P8 
RP1, RP2, RP3 
and RP4 
RT1, RT2, RT3, 
RT4 and RT5 
C5: Creation, description and testing 
of a systematic process for 
operationally executing the selection 
and exploitation of the bottleneck in 
four steps according to TOC-DBR 
seminal concepts 
P3 RP4 
RT1, RT2, RT3, 
RT4 and RT5 
C6: Description of four industrial cases 
of the MTO environment that have 
implemented TOC-DBR and analysis of 
their improved performance. 
P1, P2, P3 
and P6 
RP1, RP2, RP3 
and RP4 
RT1, RT2, RT3, 
RT4 and RT5 
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Figure 1. Research program 
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1.5.  Structure of the document 
This thesis is divided into seven chapters, as shown in Table 3.  
Table 3. Structure of the thesis 
Chapter Description 
Chapter 1: Introduction 
The research project is introduced, and the purpose of 
the study and its objectives are analysed. 
Chapter 2: Literature review The main PPCS methodologies are presented. 
Chapter 3: Research methodology 
and design 
Different research methodologies are analysed to 
determine the methodology used to carry out this 
research work. 
Chapter 4: Fieldwork 
Four CS are reported, and the results are explained. A 
cross-case study is performed. 
Chapter 5: Discussion  
The main findings of the cross-case study are used to 
answer the RQs. 
Chapter 6: Conclusions and future 
research 
The conclusions are presented and future lines of 
research are identified. 
Chapter 7: References The references used are listed. 
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2.1.  Introduction 
The objective of this chapter is to analyse and describe the theoretical framework in 
which this thesis will be developed. To this end, based on the review of the literature 
found in the field in question, the following points will be developed: 
• The characteristics of MTO manufacturing contexts 
• Production planning and control systems 
• Production planning and control system of the theory of constraints 
• Research gaps 
2.2. The characteristics of MTO manufacturing contexts 
Manufacturing competitiveness is increasingly driven by customer satisfaction. Product 
variety, short and predictable lead times and reliable delivery times constitute the three 
main customer expectations (Jaegler, Jaegler, Burlat, Lamouri, & Trentesaux, 2018). 
Customers increasingly demand more variety, lower quantity and higher reliability, as 
well as shorter delivery times (Romagnoli, 2015; Borreguero-Sanchidrian, Pulido, Garcia-
Sanchez, & Ortega-Mier, 2018). Consequently, MTO companies have had to shift their 
objectives toward flexibility, quality and adaptation to consumer demand (Sultana & 
Ahmed, 2014). Additionally, managers in MTO organisations are pressured to reduce 
inventory levels and achieve maximum utilisation of their resources. 
As noted by Soman, Donk, Van and Gaalman (2004), researchers examining 
production/inventory control systems have traditionally characterized manufacturing 
operations as either MTS or MTO. In an MTS system, production is initiated before 
demand occurs, and items enter finished goods inventory before they are sold to 
customers. Therefore, the MTS system is appropriate for mass production in which 
products can be easily standardized; the benefits of the system usually include greater 
economies of scale and shorter lead times. In an MTO system, on the other hand, 
production is initiated only after demand is known, and each item is delivered directly 
to the customer after production is completed. 
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Amaro, Hendry and Kingsman (1999) presented a new classification for non-MTS 
companies. This classification is based on the level of work performed after the order 
has been placed as well as the nature of the product customization. In an MTO company, 
when an order is given, the basic design is available; the remaining work occurs in 
manufacturing and assembly. The design of the product can be included in the definition 
of an MTO and considered as a remaining process to be planned and controlled, as in 
the case of engineering-to-order companies. Therefore, the term “MTO” refers to 
products for which production and/or design does not take place until after the 
confirmation of the customer’s order. MTO companies cannot precisely predict demand, 
order raw materials and produce in advance or effectively implement batch production 
methods. In addition, the material and production requirements of one job in the factory 
can be very different from those of other jobs, so the lack of common parts and variable 
work routes adds to the difficulties of planning and control (Amaro et al., 1999). 
According to Amaro et al. (1999), there are two types of MTO companies: repeat 
business customizers (RBC) and versatile manufacturing companies (VMC). RBC 
companies provide customized products on a continuous basis for a set period. The 
products are manufactured after the order arrives but are produced more than once, 
allowing a small degree of predictability. In contrast, VMC environments are more 
complex; each order is different, and a wide variety of products with variable demand 
are manufactured in small batches with little repetition. Figure 2 illustrates the position 
of the RBC and VMC categories on the traditional volume/variety spectrum in relation 
to an MTS (Stevenson et al., 2005). 
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Figure 2. Classification based on volume vs. variety (Stevenson et al., 2005) 
Most VMC environments are usually organised into workshops and require high 
management skills due to the typology of the material flow (Stevenson et al., 2005). In 
addition, if the VMC company produces many final products from a few raw materials—
known as a “V plant” (Lockamy, 2013)—the problem of achieving high productivity and 
high service levels becomes more acute (Darlington, Francis, Found, & Thomas, 2015).  
The optimization of industrial operations, as relates to production planning and control, 
is one of the problems faced by the industry. In turn, integrated optimization from the 
perspective of a whole system of complex systems, such as production systems, has 
become an interesting and important issue (Wang et al., 2018). Soman et al. (2004) 
explained that  
The main operational issues for MTO companies are capacity planning, order 
acceptance/rejection and attaining high due date adherence. Capacity planning 
should be addressed at several levels including the stage at which orders are first 
considered and thus the customer enquiry stage is of particular importance to 
the MTO sector. (p.224) 
Furthermore, “the competitive priority is often shorter delivery lead times” (Soman et 
al., 2004, p.225). Kingsman, Hendry, Mercer and de Souza (1996) agreed that a 
company’s offer in response to a customer enquiry must contain realistic and currently 
competitive delivery dates and prices, although other factors, such as the company’s 
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reputation and financing packages, may also be important in winning an order. 
Therefore, the ability of a PPCS to calculate realistic and competitive delivery dates at 
the customer enquiry stage is also important. 
Thus, PPCS are essential tools for meeting the increasingly complex needs of customers 
in MTO scenarios (Manikas, Gupta, & Boyd, 2015). A PPCS has to provide solutions to 
the operational problems of companies that include material requirements planning, 
demand management, capacity and scheduling and sequencing of work. The main 
objective of these functions is to reduce work in progress (WIP), minimize lead times, 
improve responsiveness to changes in demand and enhance compliance with delivery 
dates (Stevenson et al., 2005).  
Therefore, PPCS have become a key element in achieving maximum efficiency in MTO 
plants (Stevenson et al., 2005; Olhager & Rudberg, 2002; Gaury et al., 2001). They have 
a notable impact on aspects such as WIP, cycle times and on-time delivery (Maccarthy 
& Fernandes, 2000). In this context, the effectiveness of the chosen PPCS constitutes a 
key element of the company’s success (Jaegler et al., 2018). 
2.3.  Production planning and control systems 
As we have seen above, the typical functions of a PPCS include planning material 
requirements, demand management, capacity and the scheduling and sequencing of 
jobs. Variety, quality, short lead times, minimal WIP and maximum utilisation of 
resources appear to be conflicting; another main objective of modern PPCS is to find a 
compromise solution amongst them (Lengyel, Hatono, & Ueda, 2003).  
Since the middle of the twentieth century, several PPCS have been developed. For 
instance, material requirements planning (MRP) systems focus on detailed production 
schedules and may be more suitable for MTS environments (Stevenson et al., 2005). 
MRP systems try to minimize the costs associated with the planning cycle by using 
batches. Other systems give priority to improving the flow of materials (i.e., the speed 
of transformation of raw materials into finished products) and systematically reducing 
waste (i.e., anything that does not add value to the process; Deming, 1982; Ohno, 1988; 
Womack, Jones, & Roos, 2008). Two of these systems are the Kanban (Berkley, 1992) 
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and the constant WIP (CONWIP; Spearman & Zazanis, 1992); they are usually 
appropriate for large volumes and low production variety. 
However, the literature examining PPCS lacks sufficient evidence on how these systems 
should be applied in MTO environments (Maylor, Turner, & Murray-Webster, 2015) and 
which of the different PPCS is most appropriate for this scenario. In MTO scenarios, the 
successful implementation of different systems, such as MRP, Kanban or CONWIP, has 
proved difficult (Darlington et al., 2015; Guan, Peng, Ma, Zhang, & Li, 2008). However, 
empirical evidence is lacking for the application of other PPCS, such as the DBR (Goldratt 
& Cox, 1984), quick-response manufacturing (Suri, 1998), workload control (WLC; Silva, 
Stevenson, & Thürer, 2015) and agile manufacturing (Christopher & Towill, 2000), in 
MTO scenarios. Additionally, no perfect PPCS will fit all situations (Plenert, 1999). As a 
result, applicability depends on the individual characteristics of a company. Therefore, 
managers must still play a large role by “championing” the project, giving their specialist 
opinion, setting parameters and easing PPCS implementation through facilitating 
organisational change (Stevenson et al., 2005).  
Stevenson et al. (2005) critically reviewed the PPCS literature from the perspective of 
the MTO industry, considering shop configuration, company size, customization and 
provisions for the customer enquiry, job entry and job release stages. Their conclusion 
is that TOC is a valid tool for solving the problems of the two MTO scenarios (Figure 3): 
 
Figure 3. System selection matrix presenting PPCS alternatives for MTO scenarios (Stevenson et al., 
2005)  
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2.4.  Production planning and control system of the theory of 
constraints 
The TOC is a management philosophy based on systemic thinking (Boyd & Gupta, 2004). 
It was developed in the 1980s and has great theoretical and practical dissemination in 
the industry (Goldratt & Fox, 1986; Goldratt, 1990). The TOC’s main underlying idea is 
that every system has at least one constraint that limits system performance (Goldratt 
& Cox, 1984) . One of the TOC’s strengths is focusing on constraints as a basis for 
managing and improving the system. According to Goldratt and Cox (2003), a constraint 
or bottleneck “is anything that limits a system from achieving higher performance versus 
its goal”. Therefore, identifying bottleneck(s) and managing the organisation according 
to the impact of said bottleneck(s) is critical for achieving the goal. An improvement of 
the bottleneck’s performance entails an improvement of the entire system.  
In contrast, the capacity of non-constrained resources (i.e., the rest of the resources) is 
composed both of productive and idle capacity (Lockamy & Cox, 1995). From a TOC 
perspective, idle capacity is not an excess of capacity but rather a margin of capacity 
that protects the system against uncertainty. The use of this idle capacity as productive 
capacity would not improve throughput and would unnecessarily increase inventory. 
Implementing TOC principles in companies is known as the process of ongoing 
improvement (POOGI) and is composed of the following two prerequisites:  
• Defining the system and identifying its goal 
• Defining the measures that align the system with its purpose  
The POOGI also includes five focusing steps (Rahman, 1998; Watson, Blackstone, & 
Gardiner, 2007); the DBR, the scheduling mechanism of the TOC, is limited to steps 1 to 
3 (Figure 4). 
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Figure 4. Five focusing steps of the TOC 
The DBR is a powerful PPCS in shops with bottlenecks (also called drums) oriented 
toward addressing market or physical constraints (Thürer, Stevenson, Silva, & Qu, 2017). 
One strength of this approach is its simplicity; to control the whole system, precision is 
required only in the drum (Gupta & Snyder, 2009). The drum is identified on the basis of 
the company’s order book. Once the constraint has been identified, the DBR 
synchronizes production with customer requirements through the rope (i.e., the 
connection between the input of work and the bottleneck; Thürer et al., 2017). 
Previously, program criteria had been defined in the step focused on exploiting the 
botteneck. Finally, the DBR uses drum and shipping buffers (“time or a time-equivalent 
amount of WIP”) to enable this synchronization while protecting the throughput of the 
system from variability with reduced levels of WIP (Thürer et al., 2017). Usually, 
bottleneck resources do not need to be programmed, since each operation is governed 
based on the buffer consumption of each order. This provides great simplicity to the 
PPCS (Goldratt, 1990). Figure 5 shows the different DBR components and their 
relationship to each other. 
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Figure 5. DBR mechanism for production planning and control 
The benefits of applying TOC-DBR have been documented in the literature (Panizzolo, 
2016; Watson et al., 2007). For example, Mabin and Balderstone (2003) documented 
numerous implementations of TOC-DBR, noting that 80% of companies utilising this 
system obtained improvements in meeting delivery deadlines and compliance. 
Significant results have also been reported in terms of inventory, WIP and lead-time 
reduction and delivery performance improvement, among others (Mabin & 
Balderstone, 2003). Similarly, many investigations related to the effectiveness of the 
DBR have focused on simulations under specific plant conditions. These studies have 
concluded that the severity of the constraint is a decisive aspect when choosing a release 
method in job shops with a bottleneck. 
Although these results have been mainly related to repetitive manufacturing, they are 
especially promising when it comes to utilising the DBR in MTO contexts (Stevenson et 
al., 2005). However, in spite of such an extensive bibliography discussing the use of the 
TOC, real-world studies related to current job shop contexts are lacking. Thus, recent 
research studies have encouraged further research to validate their findings. One of 
these areas is in the study of additional actual complex cases, including one with many 
products (Maylor et al., 2015; Thürer et al., 2017). 
2.4.1. Quality validation of the literature review 
This chapter’s purpose is to analyse and classify existing literature on TOC-DBR issues 
and to identify areas for further research. Based on the central theme of books written 
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by Goldratt and previous review articles that have completed classifications of the 
subject, the body of TOC knowledge already explored in the literature is separated into 
six areas (Ikeziri, Souza, Gupta, & de Camargo Fiorini, 2018): production, projects, 
throughput accounting, thinking process, supply chain management (SCM) and POOGI. 
As the present study is based on PPCS, it will focus only on the knowledge areas of 
production and POOGI. 
A systematic literature review was chosen as the appropriate methodological approach 
since it is a valid method for generating knowledge through the synthesis of existing 
articles that may be more relevant and of greater importance than new research 
(Cooper, 2010; Kitchenham, 2004). The methodology used in this study was based on 
the work of Hohenstein, Feisel and Hartmann (2014). This approach consists of six 
process steps, and it discusses the issues of time horizon, database selection, journal 
selection, article selection, article classification and article analysis. 
2.4.1.1. Time horizon for selection of papers 
The date of publication of the journal articles used for the review and assessment 
process was between 1990 and the end of 2018. Consequently, the paper analysis 
comprised a three-decade timeline. The year 1990 was chosen as the starting point for 
collecting the relevant data because from the topic of TOC-DBR began to attract the 
attention of several key authors starting in 1990. The end of 2018 was selected as the 
end point to include the most recent academic journal publications in light of the 
increase in articles that address this highly significant topic. 
2.4.1.2. Selection of databases 
Two online primary databases were used as search tools: Scopus and Web of Science. 
These are databases that include research into operations, organisational management 
and social sciences. Furthermore, additional potential articles were identified by 
searching Google Scholar. For certain research topics, a selection of books (from well-
known international publishing houses) and conference papers (from renowned 
international conferences) were also utilised.  
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2.4.1.3. Journal selection 
One of the focuses of this research was methodological rigor. To ensure the high quality 
of the studies, only published journal articles were evaluated. The main unit of analysis 
selected for the doctoral thesis was those journal papers published in English peer-
reviewed journals included in the most commonly utilised academic databases; 
academic research journals provide the usual knowledge base for the research 
community. These are the most reliable for having a totally updated work based on 
current science. Therefore, most of the literary review was given through research 
journals. 
After a first search, no journal filtering was performed. With the results obtained and 
the total number of articles identified, the latest version of the journals was selected 
according to its relevance based on its Scimago Journal Rank (SJR) index (Table 4). 
Table 4. Selected reference journals for the research  
Abbreviations JOURNAL SNIP 
SJR 
2018 
JCR 2018 
Five-year 
impact 
factor 
2018 
JOM 
Journal of Operations 
Management 
3.661 6.481 7.776 10.161 
IJPE 
International Journal of 
Production Economics 
2.486 2.475 4.998 5.631 
IJOPM 
International Journal of 
Operations & Production 
Management 
2.275 2.095 4.111 5.604 
IJPR 
International Journal of 
Production Research 
1.720 1.585 3.199 3.336 
PPC 
Production Planning & 
Control 
1.514 1.427 3.340 3.423 
CIE 
Computers and Industrial 
Engineering 
1.755 1.334 3.585 3.600 
ESWA 
Expert Systems with 
Applications 
2.696 1.190 4.292 4.577 
IMDS 
Industrial Management & 
Data Systems 
1.706 1.145 3.727 3.418 
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2.4.1.4. Article selection 
Articles were selected following a systematic process. First, some keywords were 
defined as search criteria based on extant literature. The TOC literature was full of 
evidence of DBR and articles on the five focusing steps. The interest in those studies was 
on MTO scenarios. However MTO analysis was left to do on the articles selected for the 
refined analysis. The string was as follows:  
‘Drum Buffer Rope’ OR ‘DBR’ for TITLE, 
ABSTRACT AND KEYWORDS 
OR ‘Theory of Constraint’ OR 
‘Goldratt’ for TITLE, ABSTRACT 
AND KEYWORDS AND ‘TOC 
OR ‘TOC’ for TITLE, ABSTRACT 
AND KEYWORDS OR 
‘Process of Ongoing Improvement’ OR ‘Five Focusing Steps’ OR 
‘Continuous Improvement’ for TITLE, ABSTRACT 
AND KEYWORDS 
 
As seen, synonyms were included for each of the three aspects to capture the maximum 
number of possible articles.  
For instance, the keyword search identified 168 papers (Figure 6) for the set “TOC” and 
“DBR”, but most of these articles did not meet the criteria; some of them were not 
among the selected journals or on the production planning topic. 
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Figure 6. First search with selected string 
Then, every article in each of the eight selected journals (from 1990–2018) and on the 
production management topic was considered if any of the synonyms for the three 
aspects were included in the article title, keywords or abstract. Thus, the papers had to 
show a clear connection between TOC-DBR and TOC-POOGI. To assess the relevance of 
the journal articles to TOC-DBR, the abstracts were reviewed. Articles that seemed non-
relevant to the necessary criteria of this study were eliminated to ensure consistent 
focus and reduce bias. Additionally, duplicates of the articles were eliminated to avoid 
counting a paper twice in the analysis (Hohenstein et al., 2014). In total, 60 appropriate 
scientific articles were identified. Figure 7 and Figure 8 show the 60 analysed articles by 
publication year and by the journal of publication, respectively. 
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Figure 7. TOC-DBR articles in selected journals by publication year 
 
 
Figure 8. TOC-DBR articles in selected journals by publisher 
Finally, the last step involved reading all 60 articles in their entirety. Figure 9 provides 
the keywords, authors, journal, etc., of all the articles analysed. 
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Figure 9. Information on the 60 selected articles  
Author
Title
keyw
ord
year
Publisher
Luebbe, Richard; Finch, Byron
Theory of constraints and linear program
m
ing: A com
parison
Linear program
m
ing, Goldratt, TO
C to LP, technique, theory of constraints TO
C
1992
International Journal of Production Research
Atw
ater, J. Brian
A com
parative study of line design approaches for serial production system
s
Assem
bly line balancing; Just-in-tim
e; Production m
anagem
ent; Production system
s; Theory of constraints, TO
C
1996
International Journal of O
perations &
 Production M
anagem
ent
Russell, G R
O
rder review
/release and lot splitting in DBR
DBR, JIT, M
RP, TO
C
1997
International journal of production research
Rahm
an, S
Theory of constraints: a review
 of the philosophy and its applications
TO
C
1998
International Journal of O
perations &
 Production M
anagem
ent
Kee, Robert; Schm
idt, Charles
Com
parative analysis of utilizing activity-based costing and the theory of constraints for m
aking product-m
ix decisions
product-m
ix decision, TO
C, activity-based cost
2000
International journal of production econom
ics
Finch, Byron J.; Luebbe, Richard L.
Response to ‘theory of constraints and linear program
m
ing: A re-exam
ination’
TO
C based m
echanism
, TO
C
2000
International journal of production research
O
nw
ubolu, Godfrey C.
Tabu search-based algorithm
 for the TO
C product m
ix decision
Process im
provem
ent, O
ptim
ality, Product m
ix, TO
C, m
anufacturing plant
2001
International Journal of Production Research
Blackstone, John H.
Theory of constraints - A status report
TO
C
2001
International journal of production research
Gupta, M
ahesh C.; Baxendale, Sidney J.; Raju, P. S.
Integrating ABM
/TO
C approaches for perform
ance im
provem
ent: A fram
ew
ork and application
organisation theory, ABM
, TO
C, alternative
2002
International Journal of Production Research
Sale, M
. L./Inm
an, R. a.
Survey-based com
parison of perform
ance and change in perform
ance of firm
s using traditional m
anufacturing, JIT and TO
C
JIT, TO
C, im
prove productivity, traditional, innovative
2003
International Journal of Production Research
M
abin, Victoria J./Balderstone, Steven J.
The perform
ance of the theory of constraints m
ethodology: Analysis and discussion of successful TO
C applications
TO
C application, constraint
2003
International Journal of O
perations &
 Production M
anagem
ent
Gupta, M
.
Constraints m
anagem
ent--recent advances and practices
history, TO
C
2003
International Journal of Production Research
M
abin, Victoria J./Balderstone, Steven J.
The perform
ance of the theory of constraints m
ethodology
M
ethodology; Perform
ance appraisal; Surveys; System
s, TO
C
2003
International Journal of O
perations &
 Production M
anagem
ent
Gupta, M
.
Constraints m
anagem
ent - Recent advances and practices
TO
C, bottleneck, m
anagem
ent, technology, innovation
2003
International Journal of Production Research
Yuan, Kuo Jung; Chang, Sheng Hung; Li, Rong Kw
ei
Enhancem
ent of Theory of constraints replenishm
ent using a novel generic buffer m
anagem
ent procedure
buffer m
anagem
ent, TO
C, buffer sizing, feasible
2003
International journal of production research
Chaudhari, C. V.; M
ukhopadhyay, S. K.
Application of Theory of Constraints in an integrated poultry industry
Strategy and Tactics, Finance and M
easures, m
anaging people, m
arketing, operations, Project m
anagem
ent, Sales, TO
C
2003
International Journal of Production Research
M
abin, V. J.; Davies, J.
Fram
ew
ork for understanding the com
plem
entary nature of TO
C fram
es: Insights from
 the product m
ix dilem
m
a
Product m
ix, five steps, TO
C, surface, tools, variety
2003
International Journal of Production Research
Riezebos, J./Land, M
. J./Korte, G. J.
Im
proving a practical DBR buffering approach using W
orkload Control
W
orkload control, DBR, buffer
2003
International Journal of Production Research
Boyd, L/Gupta, M
Constraints m
anagem
ent: W
hat is the theory?
TO
C
2004
International Journal of O
perations &
 Production M
anagem
ent
Aryanezhad, M
. B.; Kom
ijan, A. R.
An im
proved algorithm
 for optim
izing product m
ix under the theory of constraints
im
provem
ent initiatives, ILP, product m
ix, TO
C, production system
s
2004
International Journal of Production Research
Bollapragada, Ram
esh/Sadeh, Norm
an M
.
An em
pirical study of policies to integrate reactive scheduling and control in just-in-tim
e job shop environm
ents
M
RP, Kanban, DBR, CO
NW
IP
2004
International Journal of Production Research
Souren, Rainer/Schm
itzz, Christian/Ahnz, Heinz
O
ptim
al product m
ix decisions based on the Theory of Constraints? Exposing rarely em
phasized prem
ises of Throughput Accounting
Decision centric cost allocation, Product m
ix-decisions,Theory of constraints,Thorughput Accounting,TO
C
2005
International Journal of Production Research
Chakravorty, Satya S./Atw
ater, J. Brian
The im
pact of free goods on the perform
ance of drum
-buffer-rope scheduling system
s
Drum
-buffer-rope, Productionscheduling, TO
C
2005
International Journal of Production Econom
ics
M
ishra, Nishikant; Chan, Felix T.S.; Shankar, R.; Tiw
ari, M
. K.; Prakash
Hybrid tabu-sim
ulated annealing based approach to solve m
ulti-constraint product m
ix decision problem
M
ulti-constraint product m
ix decision, M
anufacturing system
s, sim
ulated annealing, Tabu search, Theory of constraints TO
C
2005
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2.4.1.5 Article classification 
Classification of the selected articles was done by separating them into two independent 
groups: the articles related to the DBR and the articles associated with the five focusing 
steps of continuous improvement of the TOC. 
2.4.1.6 Article analysis 
For each of the analysed articles, the contribution and the future lines of research that 
the different authors proposed were analysed. The conclusions of the analysis are given 
in the following section, presented as the research gaps found in the literature review. 
2.5.  Research gaps 
While many academic works have shown the successful implementation of TOC-DBR in 
repetitive manufacturing (Mabin & Balderstone, 2003), the research related to the 
application of the DBR in MTO contexts is very limited. The difficulty of applying PPCS to 
MTO environments, which are inherently complex to manage, is the main cause of the 
lack of knowledge related to this area (Rabbani & Tanhaie, 2015). The few existing 
studies discussing the application of TOC-DBR in MTO environments have mainly been 
theoretically developed by means of simulations (Maylor et al., 2015; Thürer et al., 
2017). However, this theoretical research stream has shown some promising results, 
such as shorter lead times, less WIP, higher service levels and higher plan stability (Gupta 
& Snyder, 2009; Stevenson et al., 2005). Thus, additional real-world-based CS would be 
valuable to validate the results obtained by simulation, thereby extending the current 
knowledge related to MTO companies.  
GAP 1: Lack of empirical CS of TOC-DBR application to MTO contexts 
Extending the current knowledge by presenting CS of MTO companies could validate the 
results obtained in the empirical research and provide a detailed understanding of how 
TOC-DBR should be operatively implemented (Gupta & Snyder, 2009). For example, 
Gupta, Mahesh and Boyd (2008) found a limited understanding of how the first two 
steps of the TOC-DBR (identify and exploit the bottleneck) are operatively implemented 
in real MTO productive systems. Moreover, Naor, Bernardes and Coman (2013) claimed 
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that new methods are needed to determine the system’s restriction (i.e., Goldratt’s first 
step). Ikeziri et al. (2018) concluded that the POOGI (i.e., how to apply Goldratt’s five 
steps) “needs more theoretical studies that discuss and evaluate the TOC as a structured 
process of continuous improvement” (p. 26). They also concluded that research 
regarding how to conceptually structure and deploy the principles of the TOC that 
Goldratt (2010) presented in his book The Choice are lacking (Ikeziri et al., 2018). 
Moreover, Pretorius (2014) identified the shortcomings of POOGI that allow for moving 
from one step to the next, as well as the lack of clarity around the ideal location of 
constraints. 
GAP 2: Lack of a systematic process that contains specific actions and decisions to 
support the operational deployment of TOC-DBR in the MTO context 
Additionally, a recent discussion was found in the literature regarding how to identify a 
[manufacturing] system’s constraint (i.e., Goldratt’s TOC-DBR step 1). Typically, the 
bottleneck in a manufacturing system has been identified using a load versus capacity 
analysis (Betterton & Silver, 2012; Chakravorty & Atwater, 1996; Darlington et al., 2015; 
Georgiadis & Politou, 2013; Manikas et al., 2015; Panizzolo, 2016; Thürer et al., 2017; 
Vignali & Zundel, 2003; Wu, Lee, & Tsai, 2014). However, even when the analysis has 
explained and measured the successful application of TOC-DBR, current research has 
presented evidence that suggests that this analysis can have limitations, even if 
effective. 
Among others, Thürer et al. (2017) stated the following about TOC-DBR application in 
MTO contexts: (1) identifying the constraint can be difficult; (2) when a constraint 
changes place, extensive reprogramming and reprioritization are necessary; (3) the use 
of a time buffer to determine priorities is problematic in MTO environments; (4) the 
synchronisation of a classic DBR with a larger system is complex; and (5) changes in the 
capacity-constrained resource due to order changes are similarly difficult. They also 
concluded that future research could explore how the bottleneck schedule in DBR could 
be improved without compromising its simplicity (Thürer et al., 2017). 
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GAP 3: Lack of a specific set of criteria to identify and select a system’s bottleneck that 
extends beyond the load versus capacity analysis and is aligned with the company’s 
strategy 
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This chapter will tackle the most relevant aspects of the research methodology that 
were utilised during the research project. The research objectives and questions 
(Section 3.1), research methodology and design concepts (Sections 3.2 and 3.3), selected 
research strategy (Section 3.4), research tactics (Section 3.5) and, finally, the research 
program and quality criteria of this thesis are detailed (Section3.6 and 3.7). 
Although the terms “research methodology” and “research design” may be used 
incorrectly, since they are utilized as synonym, there is a significant difference in their 
meaning. For the purpose of this dissertation, the following understanding will be 
utilised:  
• Research methodology is related to the principles, procedures and practices that 
govern research (Kazdin, 2015). Methodology is the whole process of the 
research (e.g., planning and conducting a research study, concluding and 
disseminating results).  
• Research design is the many possible ways that a study can be performed to 
answer the question being asked (Marczyk, DeMatteo, & Festinger, 2005). 
3.1.  Research objectives and questions 
This doctoral thesis aims to present a systematic process that enables effective 
implementation of TOC-DBR in MTO environments; such a process has not been 
identified in the literature. In fact, the systematic literature review showed that new 
insights into the empirical applications of TOC-DBR in MTO environments are needed, 
as the few existing studies have mainly been theoretically developed (Maylor et al., 
2015; Thürer et al., 2017). Therefore, one of the objectives of this dissertation is to 
provide empirical CS of the TOC-DBR application in MTO contexts. 
In addition, the presentation of different cases of DBR in MTO scenarios will also provide 
a detailed understanding of how TOC-DBR should be implemented operatively. In this 
regard, different authors have called for more research, such as the following:  
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• Understanding is limited on how the first two steps of TOC-DBR (identify and 
exploit the bottleneck) are operatively implemented in real MTO productive 
systems (Gupta, Mahesh, & Boyd, 2008). 
• Naor et al. (2013) claimed that new methods are needed to determine the 
system’s restriction operatively. 
• The existing research lacks discussions on how to conceptually deploy the 
principles of the TOC that Goldratt (2010) presented in his book The Choice 
(Ikeziri et al., 2018). 
Therefore, the dissertation has a second objective: presenting a systematic process to 
support the operational deployment of TOC-DBR in an MTO context, with the specific 
actions and decisions to execute at each step. 
Moreover, the literature has widely showed that new research is needed to propose a 
method for identifying a system constraint beyond the traditional analysis of load versus 
capacity (Betterton & Silver, 2012; Chakravorty & Atwater, 1996; Darlington et al., 2015; 
Georgiadis & Politou, 2013; Manikas et al., 2015; Panizzolo, 2016; Thürer et al., 2017; 
Vignali & Zundel, 2003; Wu et al., 2014). As a result, the third objective of this 
dissertation is developing—within the systematic process—a specific set of criteria to 
identify and select a system’s bottleneck that extends beyond the load versus capacity 
analysis and is aligned with the company’s strategy via drum exploitation. 
In conclusion, the literature has shown the relevance of promoting the application of 
DBR in MTO scenarios as a valid PPCS, especially in the first two steps (i.e., to identify 
and exploit the constraint). The three research objectives allowed the author to set 
appropriate RQs for this PhD research work. Defining the appropriate RQ is a key starting 
point that allows for choosing the appropriate research methodology (Yin, 2013). 
Additionally, the selection of research strategies and tactics depends on the type of RQs 
to be answered (Robson, 2002). 
Therefore, this PhD research work will aim to answer the following RQ: 
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RQ1) How can the constraint of a production system in an MTO context be 
systematically—and by means of TOC-DBR—selected and exploited to enhance 
performance? 
 RQ1a. How should the bottleneck be selected? 
 RQ1b. How should the bottleneck exploitation be executed? 
 
3.2.  Research methodology 
“Research methodology” is a term widely utilised in the scientific literature, but what it 
means to individual researchers can be equally varied. Therefore, the following 
definition of research methodology is assumed from key authors (e.g., Clough & 
Nutbrown, 2002; Freedman, 2000). These authors maintain that a good research 
methodology should last the entire research work and justify the research assumptions 
and compare them with the existing philosophical paradigms.  
Additionally, the research methodology should contain the process that has been 
developed to formulate the RQs and, consequently, the process that justifies the 
selected research strategies (e.g., AR or CS) and methods or tools used to gather and 
analyse the data (e.g., interviews or triangulation). These aspects of the research 
methodology are also characterized within the concept of research design (see e.g. 
Robson, 2002). 
This study’s literature review confirmed the need for more empirical research in this 
field of research; that is, the first research objective has been set as providing empirical 
CS of the TOC-DBR application in MTO contexts. The research field is part of the field of 
operations management, which contains two methodologies for theory depending on 
research purpose: formal and empirical. While formal science uses deductive methods 
to arrive at theories, empirical sciences use inductive methods to create these theories. 
Sax (1968) explained this distinction as follows: “if a theory is based primarily on 
deductive rules, it is called formal science; the objective is to distinguish it from other 
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areas of knowledge that depend mainly on empiricism and induction: the so-called 
empirical sciences” (p.68). 
Wacker (1998) concluded that, no category or research method for creating a good 
theory in operations management is superior to others. Each research method serves a 
different purpose (although equally important) for developing operations management 
theory. The formal methodologies are intended to develop theory with an internal 
consistency through logical analysis. Empirical methodologies provide an empirical 
verification of models while offering evidence for the development of new theory. 
Many authors have claimed that operations management is a problem-solving research 
discipline that can profusely create new knowledge by interacting with practitioners in 
the real world (Lewis, 1998; McCutcheon & Meredith, 1993; van Aken, Chandrasekaran, 
& Halman, 2016). Therefore, and attending prolific calls for more empirical research in 
this field of research, the author assumed empirical methodology as the main research 
methodology for this project. This methodological choice and the type of RQs influenced 
the posterior selection of research strategies for the research design and program.  
3.3.  Research design 
“Design is concerned with turning research questions into projects” (Robson, 2002, p. 
71). In fact, the value of research is closely related to the coherence between the 
research’s objective and the way that the objective is addressed. Consequently, defining 
precisely what is to be investigated is essential for correctly establishing the appropriate 
methodology in terms of efficacy and efficiency, and this implies the creation of the 
research process itself (Robson, 2002; Voss, Tsikriktsis, & Frohlich, 2002; Yin, 2013). 
Robson (2002) defined the following two general principles, as well as the aspects, that 
must be followed when developing research design (Table 5): 
1. Strategy: The general orientation taken in addressing RQs 
2. Tactics: The specific methods of investigation 
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Table 5. Research methodology aspects (Robson, 2002) 
Research strategy 
Identification of the research purpose. 
Selection of the research strategy. 
Unit of analysis. 
Research tactics 
Data collection methods. 
Analysis of data and evaluation. 
 
3.4.  Research strategy 
Following the aspects depicted inTable 5, Section 3.4.1 contains the research purpose; 
Section 3.4.2 discusses research strategy and type selection, and Section 3.4.3 defines 
the unit of analysis of this work. 
3.4.1. Identification of the research purpose 
The first step in undertaking a research project is defining the purpose of the research. 
Each research project has three possible purposes: exploratory, descriptive and 
explanatory (Robson, 2002; Table 6).  
With an exploratory purpose, the aim is to understand how a new phenomenon takes 
place and identify key issues and variables. In other words, it is an attempt to lay the 
groundwork that will lead to future studies (Robson, 2002). Research with a descriptive 
purpose aims to convince someone that a phenomenon is relevant (De Massis & Kotlar, 
2014; Gummesson, 2000). This purpose is used when the study provides an accurate 
description of observations of a phenomenon. In other words, studies that explore and 
explain while providing additional information about a topic have a descriptive research 
purpose (Robson, 2002). Finally, research with an explanatory purpose aims to 
understand why an event takes place by analysing the cause-and-effect relationship 
between variables. Specifically, explanatory research looks at how things come together 
and interact. This type of research does not occur until enough understanding exists to 
begin to predict, with some accuracy, what will come next (Robson, 2002). 
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Table 6. Main characteristics of research types (Robson, 2002) 
TYPE CHARACTERISTICS 
Exploratory 
To find out what is happening, to seek new insights, to ask questions, to assess 
phenomena in a new light. 
Usually, but not necessarily, qualitative. 
Descriptive 
To portray an accurate profile of persons, events or situations. 
Requires extensive previous knowledge of the situation to be researched or 
described, so that the appropriate aspects for gathering information are 
known. 
May be qualitative and/or quantitative. 
Explanatory 
Seeks an explanation of a situation or problem, usually in the form of causal 
relationships. 
May be qualitative and/or quantitative. 
 
The objectives of this research project have been set as follows: 
1. Provide empirical CS of the TOC-DBR application to MTO contexts. 
2. Present a systematic process to support the operational deployment of TOC-DBR 
in an MTO context, with the specific actions and decisions to execute at each step. 
3. Develop—within the systematic process—a specific set of criteria to identify and 
select a system’s bottleneck that extends beyond the load versus capacity 
analysis and is aligned with the company’s strategy via bottleneck exploitation. 
Therefore, considering the research objectives, the purpose of the research is eminently 
exploratory. However, objectives 2 and 3, whose purpose is to determine the relevance 
of the subject, imply an investigation of a descriptive nature. Therefore, the purpose of 
the investigation is twofold, descriptive and exploratory, with the latter being dominant. 
3.4.2. Selection of the research strategy 
Once the purpose of the investigation is defined, a strategy and type of investigation 
must be selected. The strategy is often conditioned by the purpose of the investigation, 
distinguishing five strategies (Table 7). Therefore, a valid approach for determining a 
suitable research strategy is based on three factors (Rowley, 2002; Yin, 2013): (1) the 
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type of RQs to be answered, (2) the extent of control that the researcher has over actual 
events and (3) the degree of focus on contemporary as opposed to historical events. 
Table 7 shows these factors, as well the appropriate research strategy present in social 
sciences. 
Table 7. Relevant situations for different research methods (Yin, 2009) 
METHOD FORM OF RQ 
REQUIRES CONTROL OF 
BEHAVIOURAL EVENTS? 
FOCUSES ON 
CONTEMPORARY 
EVENTS? 
Experiment How, why? Yes Yes 
Survey 
Who, what, where, 
how many, how 
much? 
No Yes 
Archival 
analysis 
Who, what, where, 
how many, how 
much? 
No Yes/no 
History How, why? No No 
CS How, why? No Yes 
 
The five strategies, as seen in Table 7, have a common question related to how 
phenomena occur. The survey is a tool that collects closed and standard information to 
describe, statistically, the environment in which phenomena are developed. For this 
research project, however, the survey was rejected as a research strategy because it was 
the researcher’s desire to closely observe the behaviour of the organisation, particularly 
that of the teams that work in operations management. Such behaviour could include 
intervening in the execution of improvement projects to observe the effect of actions 
aimed at improving the model itself. 
The experimentation and CS were oriented to discover the cause of the phenomenon, 
causing the scenarios in the first case to understand the effect. In the CS, the 
manipulation of the scenarios was not so important, although different scenario 
identification was. Archival analysis and history were not focused on; this research 
focused on contemporary events (TOC-DBR, MTO scenarios, PPCS, etc.). 
Although the experimental strategy and CS had the search for root causes of the 
problems in common, they differed markedly in procedure. To perform an experiment, 
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the following must be controlled: the variables or factors to be manipulated, the 
management of the experimental environment, the use of homogeneous experimental 
units and the size of the sample (significant enough to mitigate the effect of variability; 
Yin, 2013). Therefore, replicated situations or similar cases/contexts are needed with no 
memory of present/past experience to conclude the effect of the factors under study in 
the success of projects. (Yin, 2013). The main reason why the research team did not opt 
for the experimental strategy was the impossibility of obtaining replicated pseudo-real 
equipment in companies in an adequate period. 
In situations in which a single strategy is not sufficient to achieve the objectives of the 
research, a “hybrid strategy” can be used that is intermediate to pure, basic strategies 
(Robson, 2002). The singularities of management research, such as (double) 
dependence on the physical and human elements of an organisation, often prevent the 
researcher from taking control of events (Drejer, Blackmon, & Voss, 2000). For this 
reason, given that the objective of this research was to develop and test a systematic 
process to implement the DBR in MTO scenarios and to investigate the influence of the 
process on the organisations’ results, CS were considered an appropriate approach. CS 
are an in-depth investigation, on data collected in a given period of time, from one or 
more companies, or groups within companies, with the aim of generating an analysis of 
the context and processes involved in the phenomenon under study (Hartle, 1994). 
Furthermore, CS have often been viewed as a useful tool for the preliminary, exploratory 
stage of a research project as a basis for the development of the “more structured” tools 
that are necessary in surveys and experiments. For example, Eisenhardt (1989) stated 
that CS are 
Particularly well suited to new research areas or research areas for which existing 
theory seems inadequate. This type of work is highly complementary to 
incremental theory building from normal science research. The former is useful in 
early stages of research on a topic or when a fresh perspective is needed, whilst 
the latter is useful in later stages of knowledge. (pp. 548-549) 
The authors who defend CS methodology mention the high impact that the results can 
have when using this methodology, given that CS does not have existing limitations in 
Chapter 3: Research methodology and design 
38 
 
other methodologies (Voss et al., 2002). The author most cited in case-based research, 
Yin (2013), stated that CS research is the most appropriate strategy if the following 
aspects occur (as was the case for this thesis): 
• The researcher is not an independent observer but is an active part of the 
process, and his/her observations can be used for the generation or extension of 
new theories (Coughlan & Coghlan, 2002). In the present study, the researcher 
intervened in the change of the management model as a coach and facilitator of 
the teams that addressed the projects. 
• The investigated phenomenon is contemporary, and its investigation will be 
carried out within a real context instead of a historical one. 
• The boundaries between phenomena and the context are not clearly evident; in 
the current case, the boundaries between the importance of the team’s 
environment—the organisation itself—and what happens within a team were 
not clear. 
• The research will draw on different sources (interviews, documentation, social 
networks, team support, public presentations, etc.) when identifying the 
elements that affect the effectiveness/efficiency of the management model. 
In addition, CS provide direct access to information, obtaining a deep knowledge of the 
analysed context (Rowley, 2002; Wacker, 1998). 
3.4.2.1. Action research 
When the research coincides with the action in which the researcher participates, the 
CS are performed through a specific type of research called “action research” (AR). The 
name was coined by Lewin (1946; Lewin, Lippitt, & White, 1939), whose school of 
“research from within the action” held the premise that change begins with the 
involvement of those who are directly affected (Greenwod & Levin, 2000). In this 
context, the researcher is not a neutral observer (Easterby-Smith, Thorpe, & Lowe, 2002; 
Gummesson, 2000) but a participant who, in addition to taking part in the 
implementation, seeks to evaluate a specific intervention technique (Benbasat, 
Goldstein, & Mead, 1987). Therefore, AR tries to influence the development of the 
process and deliberately intervenes in the context of the investigation to achieve 
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concrete improvements in the results or to conduct it according to the researcher’s 
interpretation of the situation (Platts et al., 1998). 
This action-oriented perspective is appropriate for testing specific approaches (Benbasat 
et al., 1987; Coughlan & Coghlan, 2002; Gummesson, 2000). It is also useful for 
understanding certain processes and overcoming the limitations of other methods when 
addressing real-world problems (Platts & Gregory, 1990). The result of AR is both action 
and research (Coughlan & Coghlan, 2002), unlike that of traditional positivist research 
approaches, which aim only to generate new knowledge (Table 8). 
Table 8. Comparison of positivist science and AR (Coughlan & Coghlan, 2002) 
 Positivist science AR 
Aim of research Universal knowledge, 
theory building and testing 
Knowledge put into action 
Construction and contrast (in action) 
of theory 
Type of knowledge 
acquired 
Universal, covering law Particular, situational, praxis 
Nature of data Context free Contextually embedded 
Contrast Logic, measurement, 
consistency of prediction 
and control 
Experimental 
Role of researchers Observer Actor 
Researchers’ 
relationship to the 
process 
Independent, neutral Agent of change, immersed 
 
Westbrook (1995) presented AR as a research approach that can overcome the 
deficiencies associated with traditional research topics and methods; it has great 
relevance for professionals, as well as applicability for unstructured topics, and can 
generate theory. AR-based CS provide new forms of conceptual understanding by 
empirically investigating individual cases, which creates a deep understanding of the 
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complexity of reality (Wacker, 1998). Furthermore, operations management research 
often requires learning from applications; as such, AR has become a more widely used 
approach for this discipline (Coughlan & Coghlan, 2002; Westbrook, 1995).  
Craighead and Meredith (2008) described the gap that AR aims to cover:  
. . . Operations Management scholars are not leaving their offices as they develop 
their research. However, it is becoming more important that we, as scholars, 
directly observe the reality that we wish to study, especially for developing rather 
than testing theory. As an applied discipline, Operations Management scholars 
cannot fully capture the complexity of these phenomena through remote 
methods such as artificial reconstruction and/or surveys. Our results do show 
movement toward more direct observation of the phenomenon being studied, 
but we need to expand these efforts through such research methods as case and 
field-based studies, action research, and experiments. (p. 723). 
Although differences are not always clear, AR distinguished from the mere observation 
of participants, because it is a conscious and systematic participation in the activities 
and, sometimes, in the interests and affections of a group of people. (Coughlan & 
Coghlan, 2002). With respect to passive, not participatory, forms of observation, no 
open intervention is made on the part of the researcher (Nandhakumar & Jones, 2001). 
Below are some ideas related to AR that are relevant to this research and have been 
derived from the characteristics exposed by Gummesson (2000) and supported by other 
authors: 
• According to Coughlan and Coghlan (2002), AR application is adequate when the 
RQ is related to the deployment of actions over time by a group, community or 
organisation, when a member of a group must understand “how” and “why” 
his/her performance can change or improve the functioning of certain aspects of 
a system and when knowing the process of change or improvement can lead to 
learning. 
• The application of CS in operations management is characterized by the interest 
of researchers in analysing the production and service processes and systems of 
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the organisation (Voss et al., 2002). AR can be of particular help in overcoming 
the shortcomings and limitations that traditional research methods pose when 
examining the real problems of organisations (Gummesson, 2000; Susman & 
Evered, 1978; Westbrook, 1995). Therefore, it is more appropriate for 
understanding these processes (Platts et al., 1998). 
• If one of the limitations of CS, compared to other methods, is the requirement 
of high dedication (Yin, 2013), the characteristic of requiring the researcher to 
be involved in the process of change and learning implies that AR requires even 
more effort than ordinary CS (Jennings, 2002). 
Finally, the strategy of CS requires rigor since it increases the probability of determining 
the cause-effect link and can provide the research with a level of depth that other 
methods lack (Rowley, 2002; Wacker, 1998). If, as in the present case, not 
individualization but a certain degree of generalisation is the goal, so that the results are 
also useful outside the context studied, guarantees must be obtained that the sample 
of cases represents phenomena that may be generalisable. Rigor deficiencies  are 
criticized by different authors (Glaser & Strauss, 1967; Gummesson, 2000; Stake, 1995). 
The strategy of CS must be carried out systematically following the three-step scheme 
shown in Figure 10, as given below: 
• Definition and design of the process under study: The development of the theory 
is carried out, and the necessary knowledge and sources of information are 
identified to determine the method of case selection and information collection. 
• Preparation, collection and analysis of the information generated in the 
operative part of the CS: The method used in the collection of information is key 
to the success of the CS (Yin, 2013). 
• Analysis and conclusions: A global analysis of all cases is performed based on the 
mentioned analysis of possible theoretical modifications and the realization of 
new replicas. 
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Figure 10. CS methodology (Yin, 2009) 
Given the importance of information collection in the CS process, section 3.5.1 discusses 
how this process is proposed. 
Coughlan and Coghlan (2002) proposed a detailed process of AR by defining an eight-
step cycle (Figure 11) that the current study utilised as a reference model. 
 
Figure 11. AR cycle (Coughlan & Coghlan, 2002) 
The detailed content of these eight steps (Coughlan & Coghlan, 2002) is summarized in 
Table 9.  
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Table 9. Content of the eight steps of the AR process (Coughlan & Coghlan, 2002) 
STEP CONTENT 
Context and 
purpose 
This pre-step contains aspects regarding the rationale for action and for 
research. The rationale for action means to assess the need for that 
project and identify the different forces driving for action. The rationale 
for research is identifying why the project has theoretical interest, the 
appropriateness of AR and the expected contribution to knowledge. 
Data gathering This step is gathering “hard” and “soft” data through active involvement 
in the day-to-day processes (formally and informally) related to the AR 
project. In the words of Coughlan and Coghlan (2002), “data are generated 
through participation in and observation of teams at work, problems being 
solved, decisions being made and so on, but also through the interventions 
which are made to advance the project . . . . So, the action researcher is 
dealing with directly observable phenomena in the organisations with 
which they are working . . . . Here, the critical issue is that of how to be 
helpful to the client system and, at the same time, how to inquire in what 
is being observed” (p.231).  
Data feedback The researcher provides the case company the gathered data before 
proceeding with further analysis.  
Data analysis The data analysis is a joint exercise by the researchers and the involved 
practitioners (e.g., in this case, the management teams). Coughlan and 
Coghlan (2002) observed that this analysis is performed on the basis that 
“clients know their organisation best, know what will work and, ultimately, 
will be the ones to implement and follow through on whatever actions will 
be taken. Hence, their involvement in the analysis is critical” (p.232). 
Action planning The analysis leads to the action planning, which is a also joint exercise for 
the same reason as the data analysis. The senior researcher and the 
company’s top management decide who does what and when. 
Key questions determine what needs to change in what part of the 
organisation, the type of change and the necessary support, as well as how 
to create commitment and minimise resistance to change. 
Implementation The case company is responsible for the planned action by making the 
desired changes and following the plan.  
The client implements the planned action. This involves making the 
desired changes and following through with the plans in collaboration with 
relevant key members of the organisation. 
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Evaluation This step contains reflection regarding the action and review of the 
process to serve as an input in the next cycle of planning and action. The 
evaluation is a crucial aspect for the necessary learning of AR, since it 
avoids continuing incorrect actions and minimizes errors.  
Monitoring That is a meta-step occurring along all cycles, continually monitoring each 
of the six main steps by inquiring about what is taking place, how the steps 
are being conducted and what underlying assumptions are operative. 
 
In summary, the methodology adopted in this research was based on the CS approach. 
Through AR, the methodology was adequate and had strong support from the research 
literature on phenomena within organisations. 
According to Yin (2013), one reason to develop a single CS is to analyse a representative 
or typical case. In addition, holistic CS examine the global nature of an organisation. 
Therefore, the focus of this research was capturing the main characteristics of the PPCS 
situation in the company, since the lessons learned may be relevant for other similar 
projects. 
3.4.2.2. Constructive research 
The RQs of this dissertation set the target of developing a systematic decision-making 
process using TOC-DBR to identify and exploit the bottleneck of a productive system in 
MTO environments. Therefore, having a construct or process was helpful in responding 
to the research target during the AR cycles. Thus, the principles of constructive research 
(CR) were adopted to complement the AR process, especially to create robust guidance 
during the action planning and implementation steps defined by Coughlan and Coghlan 
(2002). 
CR may be considered a form of applied studies that is characterized by producing new 
knowledge in the form of normative applications (Kasanen & Lukka, 1993). In contrast, 
analytical model-building aims to produce an “elegantly proved problem solution which 
works in principle but whose actual practical adequacy usually remains unclear” 
(Kasanen & Lukka, 1993, p. 252).  
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CR and AR research strategies have a lot of commonality in their respective empirical 
phases, since both rely on CS. For example, the classification of business management 
research approaches (Figure 12) shows that the action (research)-oriented approach is 
close to the constructive approach (Kasanen & Lukka, 1993; Neilimo & Näsi, 1980). 
 
Figure 12. Location of the CR approach vs. other methodological viewpoints in economic sciences 
(Kasanen & Lukka, 1993) 
Specifically, AR is considered the normative option of action-oriented studies (Susman 
& Evered, 1978), while CR is the normative option of a construct-oriented approach. 
Both CR and AR presuppose a deep understanding of the organisation processes and 
assign the role of change agent to the researcher. Nevertheless, the key difference 
between the approaches was identified by Kasanen et al. (1993) as follows:  
AR does not seem to aim at creating any explicit managerial constructions 
[footnote: Of course, it is possible that a construction just emerges during an 
action research process]. Thus, we may conclude that a successful action research 
study may result in an entity which fulfils the distinctive features of the 
managerial construction we refer to in this paper. (p.257)  
For the purpose of this dissertation, AR and CR have been simultaneously utilised in the 
industrial case studies. 
Theoretical Empirical
Descriptive
Normative
Conceptual
approach
Nomothetical
approach
Decision-oriented
approach
Action-
Oriented
approach
Constructive
approach
Chapter 3: Research methodology and design 
46 
 
CR is a research approach that aims to produce solutions to explicit problems (Kasanen 
& Lukka, 1993). It is closely related to the concept of innovative constructivism or 
innovative AR (Kaplan, 1998; Meredith, 1993). This approach produces an innovative 
solution by designing theoretically grounded constructs for a relevant practical problem. 
An essential component of CR is the generation of new learning and knowledge while 
constructing the solution (Mendibil & MacBryde, 2005). Constructs or constructions are 
defined by Kasanen et al. (1993) as follows:  
Entities which produce solutions to explicit problems. By developing a 
construction, something that differs profoundly from anything which existed 
before is created: constructions tend to create new reality. An important 
characteristic of constructions is that their usability can be demonstrated through 
implementation of the solution . . . managerial constructions, which refer to 
entities that solve problems that emerge in running business organizations. 
(p.244) 
Figure 13 shows the logical mechanism and relationships of a CR approach, which has 
undoubted similarities with AR. See chapter 3.7 for a similar approach for quality analysis 
in AR research. 
 
Figure 13. Working mechanism of the CR approach based on Kasanen et al. (1993) and Oyegoke (2011) 
CR begins with the identification of real-world problems with practical relevance. These 
potential problems should have research potential (i.e., link to existing theory and 
related gaps). This practical and theorical connection enables the researcher to 
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“innovate, i.e. construct a solution idea” (Kasanen & Lukka, 1993, p. 246). The construct 
then needs to be validated by demonstrating that the solution works. Finally, the 
theoretical connections and the research contribution of the solution concept must be 
shown. Kasanen et al. (1993) also stated that the scope of the applicability of the 
solution must be discussed. 
During the four industrial CS, the author of the present work developed a process (or 
construct) that was enacted in the AR cycles (see Chapter 4 for more details on construct 
creation and improvement through the fieldwork). 
3.4.3. Unit of analysis 
The selection and representativeness of the samples or CS is a fundamental aspect of 
CS. In many academic investigations based on the CS method, samples are chosen 
because of their theoretical significance, but without statistical representation 
(Eisenhardt, 1989). However, the representativeness of the sample is extremely 
important when the conclusions drawn from the studied system are generalised or the 
results are contrasted with changing factors, as is the present case. 
Yin (2013) proposed a simple first approximation for sampling cases in research 
scenarios similar to that of the present investigation by considering two factors (Figure 
14). The first factor is the number of scenarios with own entity, called “contexts”, in 
which, led to the present problem, the system could behave differently (in this case, the 
contexts could be companies, business units, departments, etc.). The second factor is 
the typology of knowledge that is to be studied; it will be holistic if that knowledge is in 
the whole and cannot be found in the parts of the context, or it will be inserted if it is 
represented in samples of the context (i.e., by taking several samples and replicating 
them, a representativeness of the context could be achieved). 
In the case of holistic scenarios, there is one case per context; if the scenario is not 
holistic, several cases can be inserted in each context to gather the maximum 
information to better understand the context. Yin (2013) recommended the adoption of 
multiple cases mainly because of the robustness obtained in the conclusions. However, 
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he warned that by requiring a greater amount of resources, it is not always feasible to 
do many cases (Yin, 2013). 
 
Figure 14. Basic types of design for CS (Yin, 2009) 
In the context of the present investigation, the system in which the research is going to 
be applied is holistic (note: within the organisations and depending on its size and 
cultural-organisational characteristics mentioned in the previous section, within 
additional contexts as well). 
The present case studies were performed in four-MTO oriented companies from the 
Basque Country (Table 10), where the researchers applied their systematic process. The 
cases were simple CS. The focus was on MTO scenarios, since they are the most complex 
systems to manage given the uncertainty surrounding these scenarios. Additionally, 
these scenarios often have more WIP in the production plant. With all the variables 
considered, the results of the investigation were valid for drawing clear conclusions. 
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Table 10. CS companies 
Company Company sector 
Case 1 Aeronautical sector precision machining 
Case 2 Wind-energy towers manufacturing 
Case 3 Machined and welded solutions 
Case 4 Steel tubes manufacturing through the hot 
extrusion process 
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3.5.  Research tactics 
This section describes the research tactics of this study. Specifically, section 3.5.1 
explains the methods used to collect the data, and section 3.5.2 defines how the data 
collected during the CS were analysed and explained. 
3.5.1. Data collection methods 
Depending on the kind of research, there are different ways to collect data. The main 
methods for collecting data in qualitative research are summarized below (Table 11; Yin, 
2009). 
Table 11. Summary of the different ways to collect data for qualitative research (Yin, 2009) 
SOURCE OF 
EVIDENCE 
STRENGTHS 
Documentation 
Letters, e-mail correspondence, administrative documents, etc. 
Helpful in verifying the correct spelling and titles or names of 
organisations that might have been mentioned in an interview. 
Can provide other specific details to corroborate information from 
other sources. 
Inferences can be made, but they should be treated as clues worthy of 
further investigation. 
Archival records 
Computer files and records, such as service records, organisational 
records, maps, survey data, etc. 
In some CS, records can become the object of extensive retrieval. In 
others, they may only be of passing relevance. 
Interviews 
One of the most important sources of CS information. 
Guided conversations rather than structured queries.  
Direct observation To see the natural setting of the case that is going to be analysed. 
Participant-
observation 
A type of observation in which the viewer takes part in the CS by 
participating in the events. 
Physical artefacts A technological device, a work of art or some other physical evidence. 
 
According to Coughlan and Coghlan (2002),  
Data are gathered in differing ways depending on the context. There is what are 
sometimes referred to as the hard data. These data are gathered through, for 
example, operational statistics, financial accounts and marketing reports. Then 
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there is what are sometimes referred to as the soft data. These are gathered 
through observation, discussions and interviewing. The supposed softness lies in 
the fact that these data are largely perceptual and may be difficult to interpret 
validly. For the action researcher, data generation comes through active 
involvement in the day‐to‐day organisational processes relating to the AR 
project. (p.231) 
Not only are data generated through participation in and observation of teams at work, 
problems being solved, decisions being made and so on, but they are also generated 
through the interventions made to advance the project. Some of these observations and 
interventions are made in formal settings, such as meetings and interviews, while many 
are made in informal settings—over coffee or lunch and in other recreational settings 
(Coughlan & Coghlan, 2002). 
In AR, directly observable behaviour is an important source of data. Observations of the 
dynamics of groups at work—for example, communication patterns, leadership 
behaviour, use of power, group roles, norms, elements of culture, problem-solving and 
decision-making, relationships with other groups, etc.—provide the basis for inquiry into 
the underlying assumptions and their effects on the work and life of these groups 
(Coughlan & Coghlan, 2002). 
Among data collection methods, interviews are often the primary data source in CS (De 
Massis & Kotlar, 2014; Eisenhardt & Graebner, 2007). Interviews provide direct contact 
with the main enactors of the implementation, giving the researcher the opportunity to 
know the case thoroughly. For this reason, interviews were used as the main 
information source of the present study. Interviewing different profiles in the company 
provided different perspectives on the same topic. According to Robson (2002), there 
are three different types of interviews: structured, semi-structured and unstructured 
(Table 12). 
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Table 12. Summary of the types of interview (Robson, 2002) 
INTERVIEW TYPE DESCRIPTION 
Structured 
interview 
A questionnaire with fixed questions in a predetermined order and 
standardized application, whereby responses to most of the questions 
have to be selected from a small list of alternatives. 
Semi-structured 
interview 
Has predetermined questions, but the order can be modified based 
upon the perception of the interviewer on what appears most 
appropriate. Question wording can be changed and explanations given; 
particular questions that seem inappropriate with a particular 
interviewee can be omitted, or additional ones can be included. 
Unstructured 
interviews 
The interviewer has a general area of interest and concern but lets the 
conversation develop within this area. It can be completely informal. 
 
In addition to interviews, archival records and documents were also used to gather 
specific data about different indicators. These documents were used as evidence to 
show the information collected in interviews. Therefore, triangulation was used to 
enhance data credibility (De Massis & Kotlar, 2014). In other words, the use of multiple 
data sources offered the chance to observe the same phenomenon from different 
angles, making the findings more convincing and accurate (De Massis & Kotlar, 2014; 
Yin, 2009). 
If the researcher is only a passive or outside observer, then the data collection is 
considered a direct observation. In contrast, if the researcher has an active role, data 
collection is called participant observation; it is the most common approach for the AR 
strategy. These observations provide a unique opportunity for the researcher to develop 
a deep understanding of the research issue within its context. Furthermore, participant 
observation provides access to events, groups and discussions that otherwise may not 
be accessible to an observer, and the researcher can also influence events as part of the 
CS (Yin, 2013). However, since the researcher could manipulate events within the case, 
this approach may produce researcher bias, which must be carefully considered. The 
researcher must be focused on the RQs and have solid data-gathering methods (Yin, 
2013). In conclusion, direct and participant observations are interesting tools for 
generating extensive, rich and detailed data (Barnes, 2001). The four industrial cases 
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included in chapter 4 include direct observations along with the AR process and related 
details. 
When conducting AR, research diaries should be maintained, as these are useful for 
tracking and maintaining case history (Easterby-Smith, Thorpe, & Jackson, 2012). These 
methods are mainly used for direct and participant observation and may include, for 
example, event records, emerging ideas, reflections by researchers, observations with 
professionals, etc. The author used research diaries for the industrial cases examined in 
chapter 4. In brief, chapter 4 includes several references as to which data gathering tools 
were utilised, such as documentation, semi-structured interviews, direct observation, 
diary methods and archival records, as well as how the key information enabled several 
analyses during the AR processes. 
3.5.2. Analysis of data and evaluation 
The critical aspect of data analysis in AR is that it is collaborative; both the researcher 
and members of the client system (e.g., the management team, a customer group, etc.) 
do it together. This collaborative approach is based on the assumption that clients know 
their organisation best, know what will work and, ultimately, will be the ones to 
implement and follow through on whatever actions will be taken. Hence, their 
involvement in the analysis is critical. The criteria and tools for analysis must be 
discussed and, ultimately, directly linked to the purpose of the research and the aim of 
the interventions (Coughlan & Coghlan, 2002). 
Eisenhardt (1989) described data analysis tactics driven by the fact that people are poor 
information processors. They reach conclusions based on limited data, are influenced 
by their own experiences and ignore basic statistical procedures. According to 
Eisenhardt (1989), the danger of data analysis lies in reaching premature and false 
conclusions as a result of these biases in information processing. While data analysis is 
considered the core of CS theory building, it is both the most difficult and the least 
codified part of the process. For example, researchers are forced to process thousands 
of field notes in order to draw final conclusions (Miles and Huberman, 1994). 
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Miles and Huberman (1994) distinguished three main activities in the data analysis 
process: data reduction, data presentation and the extraction and verification of 
conclusions. 
3.5.2.1 Data reduction  
Qualitative research is a type of research that can generate a massive amount of data. 
In consequence, researchers may need to simplify and reduce their data to have a 
clearer structure. The target is to present the data in a structured way to understand 
and interpret these data easier. 
The two main tools for data reduction are documentation and coding. Data reduction in 
documentation is processing the information gathering from the fieldwork to clarify 
what the researcher knows from the case and what is still missing. Miles and Huberman 
(1994) presented various data reduction methods: contact summary sheets, document 
summary forms, site analysis, meetings and interim site summaries. Associating codes 
or numbers to specific words or segments is known as coding. This structuration of 
information makes it possible to reduce data into a lower number of categories (Miles 
& Huberman, 1994). 
3.5.2.2 Data display  
A recommended technique for data analysis is representing the data in a visual format 
that allows the researcher to reproduce the data in a standard way (Miles & Huberman, 
1994). In this way, the researcher can obtain both clarity from the data and comparisons 
between cases in a structured and graphic way. The most common formats for 
displaying data are lists, graphs and matrices (Miles & Huberman, 1994). For the four 
industrial cases, several tables, graphs and schemes were used to facilitate the analysis 
of data (see chapter 4 for more details).  
3.5.2.3 Analysing data and drawing conclusions  
Eisenhardt (1989) and Voss et al. (2002), among others, recommended two steps for 
data analysis: the analysis of the data within the case and the search for cross-case 
patterns. Within-case analysis usually involves writing comprehensive CS for each site 
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(Eisenhardt, 1989). No formal procedure or structure exists for this analysis, but these 
writings usually focus on pure descriptions of the facts. The main aim of within-case 
analysis is to become familiar with the particular data obtained for each case and to 
shape the first conclusions. An effective within-case analysis will also speed up the cross-
case comparison (Figure 15).  
 
Figure 15. Within- and cross-case analysis 
Cross-case analysis looks for similarities and differences among all cases. It plays a key 
role in enhancing the generalisability of the conclusions extracted from individual cases 
in the within-case analysis (Voss et al., 2002). Three strategies are used to perform this 
search for common patterns among cases (Eisenhardt, 1989):  
1. Comparison of similar categories: This comparison focuses on selecting similar 
categories or dimensions and then looks for within-group similarities coupled 
with intergroup differences. Dimensions can be stated by the research problem 
or by existing literature.  
2. Comparison of pairs of cases: This comparison is based on selecting pairs of cases 
and then listing the similarities and differences between each pair. These 
comparisons might create new, sophisticated understandings that the 
researcher did not foresee. 
3. Division of data by data source: The third strategy relies on classifying data 
according to source. For example, all data obtained through a questionnaire 
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would be compared, while data collected through interviews would be analysed 
independently.  
Cross-case analysis forces the researcher to seek new insights and impressions that 
cannot be realised through an individual analysis of each case. Chapter 4 contains a 
cross-case analysis (section 4.6); how the systematic process was implemented amongst 
the four CS and the differences in each case were analysed. 
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3.6.  Research program 
From the beginning, this PhD dissertation aimed to respond to academic as well as to 
managerial challenges, which enabled the design of an empirically based research 
program (Figure 16). AR was used as the principal empirical research strategy in the 
construction of the systematic process, test of the systematic process and 
validity/academic contribution phases of the research program. AR is a variant of the CS 
approach, and its choice as the main research strategy was clearly aligned with the 
practical nature of the project; the aim of AR is to contribute to academic research while 
solving practitioners’ problems and actively involving the researcher in the process of 
change (Coughlan & Coghlan, 2002; Eden & Huxham, 1996; Vignali & Zundel, 2003) 
The program included several research strategies and methods that fit perfectly with 
that research purpose. These included, among others, a systematic literature review, 
four CS utilising AR and a cross-case analysis. Figure 16 schematically shows the research 
program of this PhD research project. Each phase of the program used different research 
methods to achieve the intended outcome. 
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Figure 16. Research program: Phases, activities and outcomes 
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3.7. Quality criteria and validation for the research method 
Every research study should define its quality criteria at the beginning of the research 
program to ensure that the right strategies and methods are properly applied (Yin, 
2013). This dissertation combined AR and aspects of CR as its main research strategies. 
Then, the final results of the research were evaluated based on appropriate criteria to 
evaluate the quality of the research strategies. 
In terms of contribution to knowledge or theoretical novelty, quality criteria can be 
considered the main criteria for evaluating a doctoral thesis (Easterby-Smith et al., 
2012). Logically, they are also the key criteria for evaluating CS, AR (Coughlan & Coghlan, 
2002; Eden & Huxham, 1996; Voss et al., 2002; Yin, 2013) and CR (Kasanen & Lukka, 
1993; Oyegoke, 2011). For AR, theoretical novelty is a crucial aspect for distinguishing 
this type of research from a consultancy (Coughlan & Coghlan, 2002). CR recognizes that 
the link to existing theory is a necessary aspect of ensuring the quality of research 
(Kasanen & Lukka, 1993); in other words, the construction (or systematic process in the 
present work) has been developed with a careful link to an existing body of knowledge. 
As for the crucial aspect of research design and process rigour in CS and AR, the literature 
has discussed internal validity, external validity, construct validity and reliability as the 
most relevant issues (Table 13; Mediavilla, Errasti, & Mendibil, 2015; Easterby-Smith et 
al., 2012; Eisenhardt & Graebner, 2007; Meredith, 1993; Miles & Huberman, 1994; Yin, 
2013). 
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Table 13. Aspects for assessing the research design and process rigor 
Aspects Detailed content and target 
Construct validity 
This refers to the extent to which a study investigates 
what it claims to investigate, since the research design 
should fully address the RQs and objectives (Easterby-
Smith et al., 2012; Gibbert, Ruigrok, & Wicki, 2008; Yin, 
2013) 
Internal validity 
To determine the credibility of a particular 
interpretation, the author propose submitting the 
interpretation to the scrutiny of those individuals upon 
whom it is based and seek their responses as to its 
authenticity. In this study, the report of each CS was 
supervised and validated by the analysed company as 
well as those who participated in the implementation 
of DBR. In this way, the researchers ensured that the 
information gathered in the interviews was correctly 
reported in each CS. 
External validity 
Also known as replicating the study. The author 
proposes analysing the same phenomenon in different 
contexts to see if the obtained results drew the same 
conclusion. Therefore, to carry out the external 
validity in this thesis, four CS where DBR PPCS was 
implemented were selected. This allowed us to 
identify how DBR can be implemented systematically 
in different scenarios. 
Reliability 
This examines the temporal stability and internal 
consistency of measurements taken for a given 
variable. To achieve this aspect, the author proposes 
first carrying out internal validity and then 
triangulating with multiple sources. These two tasks 
were undertaken in the present study. The cases were 
internally validated and a triangulation between semi-
structured data, archival records and document 
sources was performed. 
 
According to the literature, AR must bring sustainable change as a result (Coughlan & 
Coghlan, 2002; Eden & Huxham, 1996; Reason & Bradbury, 2006). This practical aspect 
of the research must be evaluated for both AR and CR. This means that there should be 
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a contribution to the practice; therefore, the research is to be judged by assessing its 
practical relevance and usefulness (Coughlan & Coghlan, 2002; Eden & Huxham, 1996; 
Kasanen & Lukka, 1993; Oyegoke, 2011). Practical relevance means that the research 
responds to the real needs of practitioners in the real world, while usefulness assures 
that the research results are recognized by practitioners as useful and applicable 
(Coughlan & Coghlan, 2002; Kasanen & Lukka, 1993). 
AR and CR are, by nature, specific to the context of action and do not aim to create 
universal knowledge (Coughlan & Coghlan, 2002). Understanding the implications of the 
findings in other contexts should be taken into account (Eden & Huxham, 1996; 
Coughlan & Coghlan, 2002; Coghlan & Brannick, 2014).  
One of the main criticisms of AR is the lack of repeatability. However, if all the collected 
data and the documentation generated from the observations and change process are 
accessible when necessary, the process can be replicated. Therefore, a necessary quality 
criterion is the applicability of the findings to other situations (Coughlan & Coghlan, 
2002; Kasanen & Lukka, 1993). According to Kasanen et al. (1993),  
In order to be scientific, the results of research must be generalizable, too . . . 
question of generalizing in the case of constructive studies differs significantly 
from the respective problems in explanatory small sample studies where 
unwarranted statistical inferences are sometimes made (for instance, on the 
basis of the small samples). In fact, the generalization of managerial 
constructions may be regarded as a diffusion process of innovations occurring 
among practitioners, often with the help of academics (research and teaching). 
(p.260) 
In summary, the validity of the findings and the quality of the research should be 
carefully evaluated by utilising the following five criteria identified in the literature: 
practical relevance, usefulness, theoretical novelty, applicability of the findings to 
other situations and research rigor. Table 14 summarizes the criteria that were utilised 
for evaluating the research quality of this dissertation. 
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Table 14. Criteria for assessing the research quality of the dissertation 
Criteria Target and key references 
Practical relevance 
The research topic should be recognized as relevant for 
practitioners, with current research not yet having 
provided practical answers. 
(Kasanen & Lukka, 1993; Miles & Huberman, 1994; 
Reason & Bradbury, 2006) 
Usefulness 
Final output of the research needs to be relevant, 
simple and easy to use by practitioners. The practical 
problems in question must be solved, and the changes 
following AR must be sustainable. 
(Coughlan & Coghlan, 2002; Eden & Huxham, 1996; 
Kasanen & Lukka, 1993; Mintzberg, 1979) 
Theoretical novelty 
The research should be rooted on existing theory and 
should respond to identified research gaps. 
(Coughlan & Coghlan, 2002; Easterby-Smith et al., 
2012; Eden & Huxham, 1996; Kasanen et al., 1993; Yin, 
2013) 
Applicability of the findings 
in other situations 
Possibility to generalise the research findings and or 
needed adaptions to other situations.  
(Coughlan & Coghlan, 2002; Kasanen & Lukka, 1993) 
Research rigor 
Rigor through a logical and rational research design 
and process. Specifically construct validity, internal 
and external validity and reliability. 
(Easterby-Smith et al., 2012; Eden & Huxham, 1996; 
Eisenhardt & Graebner, 2007; Gibbert et al., 2008; 
Kasanen et al., 1993; Miles & Huberman, 1994; Yin, 
2013) 
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This chapter contains the fieldwork that the researcher performed to answer the RQs 
included in the thesis. This fieldwork has been based on the research design and 
research program explained in chapter 3. 
The fieldwork (see Figure 17) comprised four industrial cases (cases 1 to 4) and a cross-
case analysis (cases 1, 2, 3 and 4). Each of the cases and the cross-case analysis have 
detailed descriptions, discussion of results and assessment of the research quality. Also, 
these results have been presented in three journal articles and two international 
congresses (details in Table 15). 
Table 15. Research program cases and related publications 
Case Industry sector Related publications 
Case 1 
Wind-energy 
towers 
manufacturer 
Conference proceeding in XXI International 
Congress on Project Management and 
Engineering, Cádiz, Spain, 2017 
Case 2 
Aeronautical 
sector precision 
machining  
Published in Dirección y Organización 
(Lizarralde et al., 2019a) 
Case 3 
Steel tubes 
manufacturer 
using the hot 
extrusion process 
Published in DYNA (Lizarralde et al., 2019b) 
Case 4 
Machined and 
welded solutions 
Published in the Journal of Industrial 
Engineering Management (Lizarralde et al., 
2020) 
Cross-
case 
study 
 Conference proceedings from the XXIII 
International Conference on Industrial 
Engineering and Industrial Management, Gijon, 
2019. 
 
This dissertation’s research program was created on the basis of empirical research 
strategies. The main research strategy was AR, while some aspects of CR were also used 
throughout the fieldwork. These two research strategies allow for simultaneous 
Chapter 4: Fieldwork 
65 
 
theoretical construction and phases of theoretical testing in the CS throughout the 
entire AR process.  
Figure 17 shows a schematic view of the main elements of AR and the process of CR, as 
described in section 3.4.2.2, with links to the chapters of the thesis that respond to each 
of the elements. 
 
Figure 17. Elements of the dissertation’s AR and CR 
While AR does not require previous management construction, it is quite possible that 
a process (or construction) will emerge during the process of change (Kasanen & Lukka, 
1993). The author developed his fieldwork through AR and has consciously created a 
systematic process to apply DBR in the change processes of the four MTO case 
companies. This systematic process initially emerged during the execution of case 1, and 
it has been improved and refined consecutively throughout the analysis of the four 
cases. This systematic process can be seen as a set of parameters that allow for 
operationalizing the application of DBR (more specifically, the first two steps of TOC) in 
MTO companies. As mentioned above, the systematic process was enriched during the 
execution of the different cases until the one presented at the end of this chapter was 
reached. Table 16 summarizes the key contribution of each case to the systemic process. 
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Table 16. Key contribution of each case during the AR process 
Case 
Systematic 
process version 
Additional contribution vs. previous version 
Case 1 
Five focusing 
steps of 
Goldratt V.1.0 
DBR implementation in MTO scenario. 
Case 2 V.2.0 
DBR implementation process with four specific criteria to 
select the bottleneck. 
Case 3 V.2.1 
Strategic perspective inspired by the main concepts from the 
RBV theory in the four criteria to select the bottleneck 
Case 4 V.3.0 
Detailed discussion on how to exploit the bottleneck that 
was aligned with the PBV theory and determined how the 
systematic process containing the four criteria for selecting 
the bottleneck should be operatively applied. 
Cross-
case 
study 
 
Conclusion of the research project. 
 
The systematic process developed by the author was utilised during the AR process in 
all four industrial cases. Figure 18 shows how the steps of the systematic process 
contributed to the planning-action-observation-evaluation cycle of any action research 
based work. Steps 1 and 2 were enacted on two cycles in the first three data-related 
stages, while steps 3 and 4 also occurred in more than one cycle during action planning, 
implementation and evaluation.  
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Figure 18. AR cycle steps (Coughlan & Coghlan, 2002) and link to the systematic process developed by 
the author 
The research project covered the five steps for implementing TOC principles, but the 
scope of this thesis is limited to the following two steps, as defined by Goldratt: 
1. Identify the system’s limitations. As explained in section 2.4, these 
limitations could be both physical (materials, machines, people, level of 
demand, etc.) and managerial. Companies normally have physical 
limitations, but they also usually have even more managerial limitations, 
such as the types of policies, procedures and methods that are applied. 
Since the system’s constraint determines the company’s performance, 
maximum system performance can only be achieved by identifying the 
company constraint. Identifying the constraint is, therefore, the 
necessary first step (Goldratt & Cox, 2003). 
2. Decide how to exploit the limitations of the system. Once located, the 
resources that, due to their limited availability, limit overall system 
performance should be exploited to make optimal use of the imposed 
limitation. The constraint’s capacity is scarce. Therefore, it must not be 
wasted but rather fully utilised. This step defines the management rules 
for the constraint only. By implication, this step can only be used when 
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dealing with physical constraints, a problem that will be overcome with 
the proposed decision-making guidelines within the five focusing steps 
(Goldratt & Cox, 2003). 
Every case was managed by a project team. These teams included the key participants 
required to enable timely analysis and decision-making and involved both the 
researchers and staff of the companies. The practitioners enabled a continuous review 
of the actions taken throughout the process, a critical element for enhancing the validity 
of AR studies. In addition, several semi-structured interviews and group discussions 
were conducted with the management during the project. The project team that 
executed the design of the new PPCS also had a separate session to reflect on the 
process and discuss the learnings from the novel experience. 
4.1.  Structure of the case studies 
The CS are organised according to a homogeneous structure, the main levels of which 
are described below: 
1. Introduction to the company: Description of the main features of the company, 
as well as the particular surrounding context when the case was developed. The 
characteristics of the company provide a detailed perspective of its size, main 
processes, operations, etc. The context refers to the situation of the company at 
that time, including its recent history, the market situation, the characteristics of 
the market and the perspective that those responsible for the organisation had 
about it at that moment. 
2. The DBR implementation process: As explained before, the process was based 
on the first three of the five focusing steps developed by Goldratt. However, this 
thesis will focus only on the first two steps. The purpose of each DBR 
implementation section is to describe the implementation of the systematic 
process. Thus, it starts with a description of the process, followed by an in-depth 
analysis of the system as it was before the CS. The goal is gaining a profound 
understanding of the current situation in the PPCS, especially of the 
manufacturing process and policies, resource capacities and performance 
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metrics. These analyses are based on different sources from the company, such 
as key performance indicators (KPI), direct access to enterprise resource 
planning (ERP) data, semi-structured interviews with managers and direct 
observations of the planning and programming process. Once the results of the 
analysis are presented, the load versus capacity analysis is performed in each 
company. As a result, the current bottleneck is identified as well as some 
conclusions related to this finding. Finally, the steps that were taken later in each 
case are described.  
3. CS results: The final section of each CS summarizes the main quantitative and 
qualitative results of the process application in each company. 
Finally, in the cross-case study section, the most relevant information is collected and 
summarized. Thus, in-context analysis of the results is enabled, and the conclusions of 
this study are obtained. 
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4.2.  Case 1 
4.2.1. Introduction to the company 
The company investigated in CS 1 was a wind-energy towers manufacturer and had 
manufacturing resources that included different processes, such as cutting, press 
forming, welding, painting and final assembly. Figure 19 shows the generic production 
process of the company in case 1. 
 
Figure 19. Generic material flow in case 1 company 
The company employs 100 highly qualified people who have combined their years of 
experience and extensive technical knowledge to utilise the latest engineering process 
tools. The researchers found this company to be a useful CS for academics and 
practitioners as it is an MTO company with a job shop layout and a variety of product 
and resource needs that create a complex context. 
The management was aware that they had major problems. For example, in preliminary 
interviews, the management team mentioned that they were having problems 
delivering orders on time. However, they felt that the existing resource capacity was 
large enough to complete the work in accordance with the clients’ due dates, yet the 
effort required to plan, schedule and track the company’s manufacturing was enormous. 
Therefore, the company contacted the researchers to increase its delivery reliability and 
reduce its lead times by implementing a new PPCS system. 
The project team included the researchers and key persons of the company (operation 
director, innovation director, manufacturing manager and planning manager). In 
addition, several semi-structured interviews and group discussions were conducted with 
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the management during the project. The main data collection and analysis period lasted 
for four months. The data consisted of records from direct participation in meetings 
during the entire design and execution of the implementation process, as well as semi-
structured interviews and internal company documentation. 
4.2.2. DBR implementation process 
Figure 20 shows both the inputs and outputs of DBR implementation in the company.  
 
Figure 20. Case 1 DBR design and input-output representation 
The focus of this thesis are steps 1 and 2 of the POOGI. Our approach to deploy them 
easily to the operational level in the DBR system is composed of three steps (Figure 21), 
as follows: “ 
• Analysing the system 
• Identifying the system constraint 
• Deciding how to exploit the system 
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Figure 21. Three steps of DBR implementation (systematic process V.0) 
These three steps were derived from other projects executed by the researchers in 
previous DBR implementations. To the two generic steps of identifying the bottleneck 
and exploiting the bottleneck, one more step was added: analysing the system. The 
three-step process was enriched during the execution of the case, and one of the 
outputs was version 1.0 of the systematic process. In addition, another output was the 
design of the DBR solution and quantitative results. Both of these are discussed in the 
results section 4.2.3. The following sections detail how the three steps were followed 
while designing the DBR solution. 
4.2.2.1. Analysis of the system 
The diagnosis of the production planning process was developed on the basis of the 
company’s KPI board, direct access to ERP data, semi-structured interviews with 
managers and direct observation of the planning and programming process (see Table 
17 for a summary). 
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Table 17. Synthesis of the initial situation 
Source Details 
ERP and KPI-related 
observations 
 Low on-time delivery rate (objective: 96%; 
achieved: 40–50%) 
 Average delivery time (objective: 4 weeks; 
achieved: 6–7 weeks) 
 Delivery time: key to success 
Direct observations and 
semi-structured 
interviews with managers 
 Delays often occurred during initial stages 
 Lack of visibility: load vs. capacity, priorities and 
overall perspective 
 No planning/programming tool 
 Lack of organisational capabilities 
 Lack of qualification (need for training/learning) 
 
After the analysis, the research team concluded that the current production planning 
process was focused on maximizing the performance and production of all resources. 
Thus, the different company sections developed their weekly production plans by 
aiming to gather different production orders with the objective of increasing the “hours 
per day” indicator (a measurement of section performance indicating all productive 
hours worked per day; the aim was to maximize this index). Due to this behaviour, 
unnecessary production orders were released too early, producing an excess of WIP. 
This high level of WIP caused the following problems: 
• Controlling the WIP was difficult. 
• Lead times exceeded the standards.  
• On-time delivery was below the required rate.  
Thus, the results reported by the company were consistent with the literature; high 
resource usage rates and high on-time delivery levels are difficult to achieve in this kind 
of environment (Darlington et al., 2015). 
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4.2.2.2. Identification of the system constraint 
The second step aimed to identify the current limitations of the system. To this end, 
the capacity of all resources and the workload of sales orders over a defined period 
were compared. The DBR implementation project team had several meetings to 
calculate the load and compare it with the installed capacity (Figure 22). As the order 
book at that time was of two months, the project team decided that the timeline for 
calculating the load should be those two months. 
 
Figure 22. Report from one of the meetings with company management 
The load versus capacity analysis revealed that the limitation of the system was the first 
welding area (Figure 23); this result demonstrated that the company was not capable of 
producing more than what this area could process. However, as the policy followed by 
the company was to balance the capacity of all areas, the second welding area had 
practically the same load as the first welding area. 
 
Figure 23. Case 1 drum  
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4.2.2.3. Exploitation of the system constraint 
The second of Goldratt’s (1984) five steps states, “Once located, those resources that, 
due to their limited availability, limit the overall system performance should be exploited 
to make optimal use of the imposed limitation”. Additionally, “this step defines the 
management rules for the constraint only.” For this company, exploiting the bottleneck 
had to consider the production process and the specificity of manufacturing a wind 
tower. A wind tower is composed of four sections. Each section is made by welding three 
reels, and each reel is made by welding two sheets (Figure 24). 
 
Figure 24. Product manufacturing schema 
As seen in the system analysis section 4.2.2.1, the objective of the production planning 
process was focused on maximising the performance and output of all sections, which 
led to negative effects. To maximise their productivity, the cutting section launched 
manufacturing orders, aiming to cut as many sheets of the same type as possible. For 
example, if they started to cut the A sheet, they would not stop until they finished all A 
sheets that had to be cut for the month. Then they started with the B sheet and so on. 
Chapter 4: Fieldwork 
76 
 
The researchers’ observations confirmed that local productivity was the main metric 
used for decision-making. They also confirmed that parts from diverse production orders 
were grouped into batches. Furthermore, the size of the batches was significantly larger 
than in the abovementioned example. This caused the WIP level to be very high. 
The underlying logic was as follows: the different areas of the company sought an 
increase in their productivity. To this end, parts of different manufacturing orders were 
grouped in batches to reduce set-up times, thus increasing effective production time 
(i.e., the area’s productivity). However, batch grouping did not respect the logical order 
of production, as productivity was prioritised over the need date. As a result, waiting 
times occurred artificially in the subsequent areas, which could not produce orders on 
time because they did not have all the necessary parts. Consequently, to avoid losing 
capacity or productivity, these areas were dedicated to producing (also in batches) other 
orders whose materials were available, although not yet necessary. This increased the 
WIP and, consequently, the variability. Thus, enhancement of local productivity as the 
basis for improving overall productivity did not produce the desired results. On the 
contrary, it had a counterproductive effect on the system. 
Figure 25 shows a basic example to explain the impact of such a policy. The example 
simulates three orders to produce three units of section 1 with the same target end-
date. Two different scenarios are shown. In scenario 1, three sheets are cut at a time to 
enhance productivity (e.g., sheet A). Then, they are formed together in the same batch. 
However, welding area 1 then has to wait until B sheets are available. Only then can AB 
reels be produced in welding area 1, where they are manufactured in identical batches, 
again to maximise the productivity of the section. But, once again, welding area 2 has to 
wait until all the reel types required to produce one section are available (i.e., AB, CD 
and EF reels). 
Meanwhile, in scenario 2, one unit of each sheet is cut and shaped individually according 
to the needs-based order. This approach requires more set-up time, but the first units 
of AB, CD and EF arrive at welding area 1 more quickly, thus avoiding the waiting time 
of scenario 1. Since welding area 1 is the bottleneck of the system, this means that 
capacity is better used compared to scenario 1. Furthermore, this pattern also works 
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better for the subsequent manufacturing process. In brief, entire sections are produced 
more quickly in scenario 2 than in scenario 1. 
This solution was based on a bottleneck work-programming rule that respected the 
order date of each tower. The work in the welding area was scheduled based on that 
delivery date, regardless of the local productivity this implied for the remaining 
operations. This objective of welding only the reels needed for one section (AB-CD-EF) 
in welding area 1 caused the previous operations to have lower productivity than in 
scenario 1. However, more sections were delivered in the same period. In other words, 
overall productivity was increased. 
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Figure 25. Various scenarios to illustrate bottleneck exploitation 
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4.2.3. Case study results 
4.2.3.1. DBR solution design and quantitative results 
Figure 26 shows the solution design for the case using DBR methodology. As shown, the 
bottleneck program (welding 1) was based on the delivery program, while launching 
manufacturing orders to the plant was based on the bottleneck program. 
 
Figure 26. DBR solution design in case 1 
The main results achieved after DBR implementation included an increase in service 
levels (from 40 to 95%), reduction of manufacturing lead times (from 7 to 4 weeks) and 
reduction of the current stock (WIP) by 50%. Consequently, the monthly average billing 
increased without hardly increasing the capacity. Figure 27 shows the total evolution of 
sections manufactured during DBR implementation.  
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Figure 27. Number of sections produced per month (company ERP source) 
Figure 28 shows the increase of the sections delivered each month. The graph was 
calculated by subtracting the sections produced in 2015 by those produced each month 
in 2016. In the last quarter of the year, the production of sections increased by 40%. 
 
Figure 28. Difference in sections delivered each month 
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4.2.3.2. Updated version of the systematic process  
The three-step process was enriched during the execution of the case, and one of the 
outputs of the CS was version 1.0 of the systematic process. The new version 
incorporated a new step, placing the constraint within the system, which basically meant 
that the company had to decide which resource would be the system constraint.  
The goal of step 1 of POOGI is to identify the system’s bottleneck. As stated, a bottleneck 
“is anything that limits a system from achieving higher performance versus its goal” 
(Goldratt & Cox, 1984). A number of authors have claimed that the constraint should be 
selected using a strategic perspective (Cox, Blackstone, & Schleier, 2003; Goldratt, 1990; 
Pretorius, 2014; Ronen & Pass, 2008). In this sense and in this particular case, the two 
welding sections were candidates to be the bottleneck, as their load vs capacity ratio 
was similar. This fact made us think that, in this circumstances, the identification of the 
bottleneck would be a company decision between these two alternatives. In this way 
the second step, which in the previous version was identifying the bottleneck, was 
divided into two steps: the load versus capacity analysis, and placing the constraint 
within the system (Figure 29). 
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Figure 29. Systematic process version 1.0  
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4.3. Case 2 
4.3.1. Introduction to the company 
The second CS was developed in a precision machining company that supplies precision 
landing gear parts for the main aircraft manufacturers. The company is located in the 
Basque Country and employs 140 qualified workers, mainly in the machining processes. 
In the past, its competitive advantage had focused on exceptional product quality. 
Recently, though, supplying products directly to aircraft assemblies meant that the 
reliability of deliveries (i.e., meeting dates, as well as reducing delivery times) acquired 
vital importance. 
The company usually manufactures small batches of products on demand (MTO). The 
demand is certainly stable, since the delivery schedules for the assembly of the aircraft 
are known in advance. The manufacturing plant organisation is functional (job shop), 
and it is considered a “V” plant—that is, starting from a few raw materials to produce 
many finished products. Figure 30 shows the production process of the company in case 
2. 
 
Figure 30. Generic material flow in case 2 company 
The company contacted the researchers with the aim of improving its ability to meet its 
customers’ delivery dates with greater reliability, as well as to shorten its delivery times. 
The project team included the researchers and key persons of the company (production 
director, technical director, manufacturing managers and production planning director). 
The practitioners enabled a continuous review of the actions taken throughout the 
process, a critical element for enhancing the validity of AR studies. In addition, several 
semi-structured interviews and group discussions were conducted with management 
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during the project. Data collection and analysis lasted for five months. The data 
consisted of records from direct participation in meetings during the entire design and 
execution of the implementation process, semi-structured interviews and internal 
company documentation. 
4.3.2. DBR implementation process 
Figure 31 shows both the inputs and outputs of DBR implementation in the company.  
 
Figure 31. Case 2 DBR design and input-output representation 
The principal input was the systematic process developed during the previous DBR 
implementation. Figure 32 details the four sub-steps used to implement DBR in the case 
2 company. As mentioned in section 4.2.3.1, this process was enriched during the 
project of the previous case and consisted of four steps instead of the previous three.  
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Figure 32. The four steps of DBR implementation 
Version 2.0 of the systematic process was one of the results of case 2. The new version 
incorporated four new criteria for choosing the system constraint. The new criteria 
helped establish the bottleneck of the system. In addition, another output was the 
design of the DBR solution and quantitative results, which will be given in the results 
section 4.3.3. The following sections will detail the four steps followed while designing 
the DBR solution. 
4.3.2.1. Analysis of the system 
The first step of the systematic process aimed to understand the current situation of the 
company, especially its manufacturing process and policies, resource capacities and 
performance measurement. The planning process diagnosis was developed based on 
the company’s KPI board, direct access to ERP data (in this case, Navision), semi-
structured interviews with managers and direct observation of the planning and 
programming process (Table 18). 
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Table 18. Summary of the first step’s output 
Source Details 
KPI-related 
observations/SAP 
 Low on-time delivery rate (objective: 90%; 
achieved: 75%) 
 High lead time (6 weeks) 
 Main KPI: pieces per hour 
Direct observations and 
semi-structured 
interviews with managers 
 Very large machining batches 
 Lack of visibility: load vs capacity, priorities and 
overall perspective 
 No planning tool or plant control 
 Operators focused on increasing the productivity of 
their centre 
 Moving bottlenecks in the plant 
 Impossibility to respect first in-first out (FIFO) 
 
In summary, the main objective of the company was balancing the productive capacity 
of all its sections; all centres planned using a finite capacity planning tool, and the 
productivity of each section was measured. Therefore, the company had a clear 
orientation toward the saturation of all its resources and very high inventory levels. 
Since V plants are characterized by a low level of resource utilisation, those in charge 
had to launch many work orders to balance the sections, thus saturating the machines. 
4.3.2.2. Load versus capacity analysis 
A team composed of the researchers and the company’s planning team performed a 
comparative analysis of the corresponding loads and the installed capacity in the 
organisation’s various centres. This analysis revealed that the limitation of the system 
was the phase of final operations (assembly and parts adjustment; Figure 33); the 
company was not capable of producing more than what this section could process. 
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Figure 33. Load vs. capacity analysis output 
4.3.2.3. Placing the constraint within the system 
The goal of step 3 is to choose the system’s bottleneck. As stated, a bottleneck “is 
anything that limits a system from achieving higher performance versus its goal” 
(Goldratt & Cox, 1984). A number of authors have claimed that the constraint should be 
selected using a strategic perspective (Cox, Blackstone, & Schleier, 2003; Goldratt, 1990; 
Pretorius, 2014; Ronen & Pass, 2008). During the fieldwork, the researchers defined four 
criteria for choosing the system bottleneck (Table 19). These criteria were developed in 
order to establish a clearer way to properly select the bottleneck. The selection of the 
four criteria has been inspired by abstract concepts and proposals from the extent 
literature from Goldratt and his colleagues, researcher’s understanding of basic 
requirements for a system’s bottleneck and researchers previous experience on TOC 
implementation in MTO and engineering-to-order companies (Apaolaza, 2009; Apaolaza 
& Lizarralde, 2017). 
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Table 19. Criteria for selecting the bottleneck (Lizarralde et al., 2019a) 
Criteria Content and reasoning for the criteria 
Criterion 1 
The bottleneck resource is limited in capacity; it is difficult to increase 
the capacity of the selected resource. This only occurs either by large 
investment or by finding subcontracting alternatives in suppliers. 
Why this criterion? Constraints determine the performance of a 
system, as well as the level of utilization of non-bottlenecks (Cox, & 
Schleier, 2010, pp. 148–150). Thus, it seems logical that the 
company’s maximum throughput is limited by the resource that is the 
most difficult to be increased. From this perspective, large investment 
or limitations subcontracting alternatives are key factors that can 
limit the overall capacity of a company. 
Criterion 2 
The bottleneck resource is a strength in internal ability; it must be the 
main knowledge of the organisation. 
Why this criterion? Since the bottleneck is the pivotal point for 
maximising the throughput, it should be a resource that is an internal 
strength of the company. That means, that if a company has a certain 
valuable know-how, it could be considered a potential bottleneck to 
be selected.  
Criterion 3 
The load in the bottleneck remains stable before changes in the 
product mix. 
Why this criterion? TOC-DBR based production planning and control 
relays on a proper bottleneck schedule. If the workload in a selected 
bottleneck varies significantly depending on the product mix, then the 
system’s bottleneck could also change, degrading the performance of 
the entire system. 
Criterion 4 
The bottleneck (drum) resource is common to the vast majority of 
products. 
Why this criterion? Any candidate to be considered as the bottleneck 
should logically ensure that most of the company’s products go 
through it. Otherwise, the production planning and control based on 
the bottleneck would only affect a minor part of the company’s 
portfolio. In other words, the impact of the bottleneck on overall 
performance would be limited. 
 
For the case company, the lead researcher coordinated the different activities of step 3, 
and the top management of the company (CEO, engineering manager and operations 
manager) actively participated. Semi-structured interviews, group discussion sessions 
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and convergence sessions were conducted to select the system bottleneck. The four 
criteria analysis gave the following result: 
• Criterion 1: The investment required in CNC lathe and machining centres was 
high in comparison with other activities.  
• Criterion 2: From the product perspective, CNC lathe and machining centres 
were the main knowledge of the organisation. 
• Criteria 3 and 4: CNC lathe and machining centres were a common resource for 
nearly 100% of the products, and their load remained stable over time. 
Consequently, the percentage of the total workload tended to remain stable.  
The analysis carried out through the systematic process revealed that two different 
sections met the criteria: CNC lathe and machining centres. Because of this situation, 
additional interviews and meetings were conducted with the management of the 
company. Finally, it was decided that the CNC lathe area would be the bottleneck of the 
system (Figure 34). The reason for this decision was that positioning the bottleneck in 
the first operation, the company would hopefully control the entry of manufacturing 
orders into the system more easily. 
 
Figure 34. Case 2 drum 
Importantly, the bottleneck identified in step 2 (i.e., assembly and parts adjustment) and 
the constraint selected in step 3 (i.e., CNC lathe) were not the same. Therefore, the 
company took the necessary actions to ensure that the resource selected as the 
bottleneck was the actual limitation of the system. This involved raising the capacity of 
the final operations section incorporating a new resource and changing the original 
functions of another existing resource. 
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4.3.2.4. Establish scheduling policies to exploit the system 
Exploiting the bottleneck must consider the production process to better exploit the 
system. In the case company, the resources that followed the bottleneck (i.e., the 
machining centre) were not capable of processing some orders on time without 
affecting the delivery plan in certain high-workload situations. The solution to this 
problem was based on a bottleneck work-programming rule that respected the 
maximum processable quantities in the bottleneck. The real execution in the case 
company included a bottleneck work-programming rule that limited the maximum 
process quantities of the critical processes—in this case, the machining centre. 
The example below explains the underlying problems of these kinds of situations. 
Imagine a program composed of the following four manufacturing orders: 
• Manufacturing order 1: 20 hours CNC lathe, 40 hours machining centres and 
then heat treatment 
• Manufacturing order 2: 20 hours CNC lathe, 40 hours machining centres and 
then heat treatment 
• Manufacturing order 3: 20 hours CNC lathe and 0 hours machining centres (goes 
directly to heat treatment) 
• Manufacturing order 4: 20 hours CNC lathe and 0 hours machining centres (goes 
directly to heat treatment) 
Figure 35 shows the impact of different decisions on the results. As shown, the results 
of both CNC lathe programs were the same, as all four production orders were 
processed in two weeks. Furthermore, the production program for the next section 
(machining) was exactly the same: production order 1 was processed in weeks 1 and 2, 
and production order 2 was processed in weeks 3 and 4. However, there were some 
significant differences: 
 Scenario 1 (Figure 35, top): Once released by CNC lathe, production order 2 has 
to wait for one week until the machining section begins processing it.  
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 Scenario 2 (Figure 35, bottom): Order 3 is processed and released by CNC lathe 
in week 1, thereby reaching the next resource one week sooner than in scenario 
1. In addition, even if order 2 is processed later than in scenario 1, it does not 
have any impact on the program of the machining section. 
In conclusion, the way the drum is programmed has direct implications for the material 
flow. Thus, the bottleneck scheduling rules must be implemented to properly exploit the 
bottleneck. 
 
Figure 35. Drum programming implications 
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4.3.3. Case study results 
4.3.3.1. DBR solution design and quantitative results 
Figure 36 shows the solution design of the case using DBR methodology. The bottleneck 
program (CNC lathe section) was based on the delivery program, while the launching of 
manufacturing orders to the plant was based on the bottleneck program. 
 
Figure 36. DBR solution design in case 2 
The main results achieved through DBR implementation were an increase in service 
level, reduction of the manufacturing lead times and reduction of the current stock 
(WIP), which consequently increased the monthly average billing without hardly 
increasing the capacity. These aspects are detailed below: 
• Service level improvement: The service levels went from 75% to 95% fulfilment 
of orders in terms and quantity, since the delays due to manufacturing causes 
were minimized. This consequently increased the monthly average billing. Based 
on the new methodology, practically all compromised orders were completed 
within the established period, dramatically reducing delays due to 
manufacturing causes, and only a few extra hours were required. 
• Manufacturing lead time reduction: The manufacturing maturity period 
decreased from six to four weeks. Considering that the lead time of 
manufacturing depends on the time necessary to process the current inventory, 
the reduction in time necessary to process the current inventory caused the lead 
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time to be reduced by 35%, going from 45 days with the old system to 30 with 
the new work system. 
• Inventory level reduction: The previous model promoted a high saturation of all 
operations, which entailed high levels of WIP. By restricting the entry of jobs to 
the system based on the capacity of the bottleneck, a 30% reduction in the 
current inventory was achieved. 
4.3.3.2. Updated version of the systematic process 
The four-step process was enriched during the execution of the case, resulting in version 
2.0 of the systematic process. The new version incorporated four criteria for choosing 
the bottleneck. Therefore, the third step was enriched to enable better decision-making 
when placing the constraint within the system (Figure 37). 
 
Figure 37. Systematic process version 2.0 
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4.4. Case 3 
4.4.1. Introduction to the company 
The company in CS 3 mostly makes steel tubes using the hot extrusion process upon 
request in medium and low quantities. The functional layout of the plant job shop 
includes various areas: pressing and extrusion, pipe straightening, stabilisation furnaces, 
surface cleaning and X-rays (Figure 38 and Figure 39). 
 
Figure 38. Fabrication process 
 
Figure 39. Generic material flow in the case 3 company 
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The case company comprised 180 highly qualified workers. Until recently, the main 
customers of the company were stockists who placed orders for many of a few types of 
tubes. The service level was exceptional, supported by a large inventory volume that 
responded to the market. The company had a PPCS (developed using SAP software) 
based on an MRP system; it used this PPCS to plan its lines and work areas, maximising 
the local efficiency of each workstation.  
However, the final customers (e.g., refineries and extraction companies) have gradually 
replaced the stockists, as they now make purchases directly from the pipe manufacturer. 
These new customers place orders for many types of pipes and for a few units per type, 
and they set penalties for contract delays. In this new scenario, the MRP has proven to 
be ineffective, resulting in delayed orders, excess inventory and unsustainable efforts to 
plan, schedule and track manufacturing. 
Because the company migrated to an MTO-VMC environment, consistently with the 
literature the researchers considered a PPCS based on the TOC to be the most 
appropriate for this CS (Stevenson et al., 2005). The project team included the 
researchers and key persons of the company (operational director, innovation director, 
manufacturing managers and planning director). The practitioners enabled a continuous 
review of the actions being taken throughout the process, a critical element for 
enhancing the validity of AR studies. In addition, several semi-structured interviews and 
group discussions were conducted with the management during the project. Data 
collection and analysis lasted for four months. The data consisted of records from direct 
participation in meetings during the entire design and execution of the implementation 
process, semi-structured interviews and company internal documentation. 
4.4.2. DBR implementation process 
Figure 40 shows both the inputs and outputs of DBR implementation in the company. 
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Figure 40. Case 3 DBR design and input-output representation 
The principal inputs were (1) the systematic process developed during the previous DBR 
implementation and (2) a specific literature review of the RBV approach, which was 
done to enrich the systematic process through a strategic viewpoint.  
In this sense, the literature suggests that critical resources must be treated in a special 
way (Dumond & Dumond, 1993). Likewise, within business strategy studies, the RBV of 
the organisation affirms that strategic resources contribute to sustaining the company’s 
competitive position and generally are based on knowledge (Amit & Schoemaker, 1993). 
As previously mentioned, the systematic process was enriched during the previous cases 
and consisted of four steps, the third of which was enriched with four new criteria for 
choosing the bottleneck. These criteria and their reasons are detailed in the following 
section 4.4.2.3. Figure 41 details the four-step process followed during the 
implementation of the new TOC-DBR production planning and control tool.  
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Figure 41. Systematic process for steps 1 and 2 of the TOC  
Version 2.1 of the systematic process was one of the results of case 3. The new version 
incorporated the RBV to choose the system constraint. In addition, the first step was 
enriched with a process of data capture and analysis (Table 20). Another output was the 
design of the DBR solution and quantitative results, which will be discussed in the results 
section 4.4.3. The following sections will detail the four steps followed when designing 
the DBR solution. 
4.4.2.1. Analysis of the system 
During DBR implementation, the first step was performed in a standardized way, 
considering the lessons learned in the previous cases, which made this process faster 
for this CS. Table 20 shows both the desired information and the source of that 
information.  
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Table 20. Information sources for step 1 (Lizarralde et al., 2020) 
Needed 
information 
Source 
ERP 
Semi-
structured 
interviews 
with 
managers 
Direct observation 
during the 
planning and 
programming 
process 
KPI board 
Manufacturing 
routes 
     
Resources 
capacity 
       
Production 
process 
     
Plant type 
(V, A, T) 
     
Batch policy       
Metrics        
 
As shown in Table 20, the analysis of the current system was based on KPIs, direct access 
to data from ERP, semi-structured interviews with managers and direct observations of 
the planning and scheduling process (see Table 21 for analysis output). 
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Table 21. Summary of the first step’s output 
Source Details 
KPI-related 
observations/SAP 
 Low on-time delivery rate (objective: 90%; 
achieved: 35%) 
 High lead time (6 weeks) 
 Main KPI: tons per hour 
Direct observations and 
semi-structured 
interviews with managers 
 Very large extrusion batches (measured 
by tons per hour KPI) 
 Lack of visibility: load vs. capacity, 
priorities and overall perspective 
 No planning or programming tool 
 Operators’ focus on processing the larger 
tubes to reach the daily productivity 
target 
 Moving bottlenecks in the plant 
 Impossibility to respect first in-first out 
(FIFO) 
 
In summary, the company sought to maximise the number of tons processed and the 
use of its productive assets. Consequently, various sections tried to maximise production 
without considering the priority of manufacturing orders, which were launched as soon 
as possible, without considering the availability of material, to ensure the availability of 
work in all sections. The results were an excess of inventory that was difficult to control, 
high lead times and low service levels. The analysis confirmed the issues identified in the 
literature regarding the impossibility of simultaneously maintaining high service levels 
and high resource utilisation in MTO-VMC scenarios. 
4.4.2.2. Load versus capacity analysis 
Product customisation in length, diameter, wall thickness, steel quality and quality 
controls made it difficult to plan for orders, accurately estimate process times and 
determine actual load and capacity. A team composed of the researchers and the 
company’s planning team carried out a comparative analysis of the corresponding loads 
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and the installed capacity in the organisation’s various centres. The analysis showed that 
the pressing & extrusion section was the point with the highest load/capacity ratio, 
followed by the three subsequent routes, where capacity problems were also 
occasionally observed. 
4.4.2.3. Placing the constraint within the system 
The RBV theory examines competitive advantage in terms of a company’s resources or 
assets. A company has many resources (e.g., financial, human, physical, technological, 
etc.; Mathur, Jugdev, & Shing Fung, 2007), but only a few of the resources contribute to 
its competitive advantage (Amit & Schoemaker, 1993). Other researchers have agreed 
that critical resources within a company should be treated specially (Dumond & 
Dumond, 1993; Mathur et al., 2007). These are classified as strategic assets. Based on 
this perspective, the VRIO framework is a useful way to describe strategic assets: those 
that are Valuable (provide economic value), Rare (unique), Inimitable (difficult to copy) 
and involve Organisational support (Barney, 1991). In this framework, competitive 
advantage is conceived on several dimensions. A company achieves competitive parity 
when it has resources that are valuable. When it has resources that are both valuable 
and rare, it achieves a temporary competitive advantage. When it has resources that are 
valuable, rare and inimitable, it obtains a sustained competitive advantage. As a 
company moves from competitive parity to sustained competitive advantage, the 
evidence of organisational support for these resources increases (Barney, 1991).  
The approach proposed in this thesis aimed to link the RBV and DBR with above 
explained perspectives. Given its impact on the overall performance of the system, the 
bottleneck was considered the strategic resource of the company that must be managed 
differently, as that which required the subordination of the rest of the system to its 
needs. To develop a systematic and operative way of deploying the bottleneck selection 
and to ensure a strategic approach was used when making this decision, the researchers 
developed a list of criteria in the previous CS (Table 19) and linked these with the RBV 
theory during case 3. These criteria were derived from existing literature (e.g., RBV or 
TOC-DBR) and were enriched with field experience from the industry. 
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In the CS, this step-wise process was based on semi-structured interviews, group 
discussions and convergence sessions with company management. The bottleneck was 
determined (Figure 42) to be the pressing & extrusion section, as follows: 
 These facilities require significant investments. In Barney’s jargon of VRIO 
framework this could be “rare” (criterion 1). 
 It is a critical knowledge of the organisation, since to acquire that know-how 
takes long periods of time. Additionally, it is difficult for third parties to acquire 
and reproduce this knowledge. In Barney’s jargon of VRIO framework this would 
be “inimitable” (criterion 2). 
 It is a common resource for all the products, and its load remains stable over 
time (criteria 3 and 4). 
 
Figure 42. Case 3 drum 
The resources in the three processes after extrusion showed lower levels of agreement 
with the reference criteria than those corresponding to the pressing and extrusion area; 
this motivated the final decision. 
4.4.2.4. Establish scheduling policies to exploit the system 
According to the analysis of the case company’s system, on-time delivery was a crucial 
strategic factor in the business and had to be considered when deciding how best to use 
the bottleneck. The scheduling of the bottleneck, therefore, had to consider the 
workloads and delivery dates required by sales orders. Other fundamental factors 
considered when planning the bottleneck were other resources from the system that 
did not limit aggregate capacity but could cause specific problems in complying with the 
program if their workload contained peaks (Gupta, Mahesh, & Boyd, 2008). As load 
peaks were due to the planning of the bottleneck, they could be avoided with proper 
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management. In this case, the three routes after the bottleneck could not process more 
than a certain number of units per week for some specific product variants (for instance, 
the stabilised oven was capable of processing 500 tons per week). Therefore, the 
solution was based on a bottleneck work-programming rule that respected the 
maximum processable quantities for all critical processes. 
4.4.3. Case study results 
4.4.3.1. DBR solution design and quantitative results 
Implementation of the detailed decisions in this proposed process began with changing 
how manufacturing orders were launched in accordance with the planned orders in the 
bottleneck. Figure 43 shows the solution design of the case using DBR methodology. 
 
Figure 43. DBR solution design in case 3 
The main effects of DBR implementation were as follows: 
 A drastic reduction in the number of in-progress orders, which decreased 
inventory levels by 30%. 
 An increase in the availability of the facilities. When only the required orders 
were launched, the facilities were no longer saturated with unnecessary or 
advance work, and the manufacturing lead time fell from 35 to 13 days. 
 Reduction of operations outsourcing through releasing and internalising 
capacity. 
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 Increased flow and prioritisation established by the system according to orders’ 
need date. This notably improved the service levels; over seven months, on-time 
delivery increased from 35% to 85%. 
Figure 44 shows the evolution of the major affected indicators over time. 
 
Figure 44. Operational key performance indicators: lead time, service level and WIP (Source: the 
company’s integral scorecard). 
 
  
Chapter 4: Fieldwork 
104 
 
4.4.3.2. Updated version of the systematic process 
The four-step process was followed during the execution of the case, resulting in version 
2.1 of the systematic process (Figure 45). 
 
Figure 45. Systematic process version 2.1 
The approach suggested during the case consistently integrated DBR with strategic 
perspectives. Given its impact on the overall performance of the system, the bottleneck 
was considered the strategic resource of the company that must be managed 
differently, as it required the subordination of the rest of the system to its needs. To 
develop a systematic and operative way of deploying the bottleneck selection, the 
researchers used the list of criteria developed in case 2 and ensured a strategic approach 
was used during case 3. The criteria were derived from existing literature (e.g., RBV or 
TOC-DBR) and were enriched with field experience from the industry. Specifically, the 
idea of “rare” and “inimitable” from VRIO framework has been introduced in the first 
and second criteria of our bottleneck selection criteria.  
In addition, the first step was enriched with a process for data capture and analysis (see 
Table 20). 
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4.5. Case 4 
4.5.1. Introduction to the company 
The company examined in CS 4 is a market leader in high-precision machining and is 
located in the Basque Country. This company specialises in providing customised 
solutions for its customers worldwide (e.g., complex structures, pressure vessels or 
vacuum chambers). Its manufacturing assets include many technologies, such as cutting, 
press forming, welding, blasting, pickling and passivating, shot-blasting, painting and 
machining. The researchers considered this case a valuable study for academics and 
practitioners since it represented a genuine, fully MTO-VMC company with a job shop 
layout and a variety of products and resource needs entailing a complex context. Figure 
46 shows the production process of the company in case 4. 
 
Figure 46. Generic material flow in the case 4 company 
The case company comprised 90 highly qualified workers who combined their long years 
of experience with wide-ranging know-how to make use of the latest process 
engineering tools. Indeed, mastering the production processes had been a crucial aspect 
of the company’s long-term strategy. Other key strategic decisions of the company were 
as follows: 
• Orientation toward niche markets that were demanding from a technical and 
organisational point of view. 
• Diversification in markets, both geographically and by sectors. 
• Integration in the customer’s value chain by providing solutions beyond 
manufacturing, such as know-how in mechanically welded solutions and 
materials advice. 
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• On-time delivery orientation, a critical condition to gain customers’ trust. 
The company had a comfortable solution as niche players, but the top management was 
aware that more profound problems existed. During interviews, the management team 
mentioned problems meeting on-time delivery expectations. However, they considered 
the existing capacity large enough to complete the work according to customer due 
dates. However, top management knew that overtime and outsourcing were intensively 
used. This meant that their orders were delayed, and the WIP was excessive. 
Additionally, the effort necessary to plan, program and track the manufacturing was 
enormous. Therefore, the company contacted the researchers to help increase their 
reliability in deliveries and reduce their delivery times by applying a new PPCS system. 
The project team included the researchers and key persons of the company (production 
director, technical director, purchasing manager and general director). As in the 
previous CS, the practitioners enabled a continuous review of the actions being taken 
throughout the process.  
In addition, several semi-structured interviews and group discussions were conducted 
with the management during the project. Data collection and analysis lasted for seven 
months. The data consisted of records from direct participation in meetings during the 
entire design and execution of the implementation process, semi-structured interviews 
and internal company documentation. 
4.5.2. DBR implementation process 
Figure 47 shows both the inputs and outputs of DBR implementation in the company. 
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Figure 47. Case 4 DBR design and input-output representation 
The principal inputs were (1) the systematic process developed during the previous DBR 
implementation and (2) a specific literature review of the PBV approach, which was done 
to enrich the systematic process through a strategic viewpoint.  
The second and fourth step of our process were enriched during the execution of this 
case. The new content is explained along this chapter, as it was developed along the 
execution of our action research cycle. 
Figure 48 details the four-step process followed during the implementation of the new 
TOC-DBR production planning and control tool.  
 
Figure 48. Systematic process 2.1 utilised in case 4 
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4.5.2.1. Analysis of the system 
The analysis of the current system was developed based on the KPI board of the 
company, direct access to ERP data, semi-structured interviews with managers and 
direct observation of the production planning and programming process (see Table 22 
for a summary). The main sources of data were the ERP and, more specifically, both the 
analysis of routes (Figure 49) and the total order book of the company (Figure 50). 
 
Figure 49. Case 4: Example work route 
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Figure 50. Order book of the company 
The system analysis confirmed that the current production planning process was 
focused on maximising the performance and output of all sections. Thus, when the 
sections developed their local weekly production plans based on production orders, 
they were oriented toward the “hours per day” output index (a performance metric of 
the section that meant all productive hours worked per day; the goal was to maximise 
this ratio).  
Table 22. Synthesis of the initial situation in case 4 
KPI-related observations Process-related observations 
 Low on-time delivery rate 
(objective: 80%; achieved: 
50–70%) 
 Average delivery time 
(objective: 6 weeks; achieved: 
7–8 weeks) 
 On-time delivery: key to 
success  
 Delays often occurred during the initial stages 
 Lack of visibility: load vs. capacity, priorities and 
overall perspective 
 No planning/programming tool 
 Lack of organisational capabilities 
 Lack of qualification (need for training/learning) 
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The effect of this approach was that the planning process launched the production 
orders as soon as possible to support the optimisation of hours worked in each section. 
For example, to maximise the hours worked each day, workers collected pieces of 
different deliverables in the first operation of the route to gain productivity. As a result, 
they manufactured orders from different dates’ sales at the same time, thus producing 
excess WIP. 
The level of WIP caused multiple problems in the case company, as follows: 
• Controlling the WIP was difficult. 
• Lead times exceeded the standards.  
• On-time delivery was below the required rate. This was consistent with the 
literature, which has shown that high resource usage rates and high on-time 
delivery levels were difficult to achieve in this kind of environment (Darlington 
et al., 2015). 
4.5.2.2. Load versus capacity analysis 
The second step of the systematic process aimed to identify the current limitations of 
the system. Therefore, capacity and workload were compared over a defined period, 
and the researchers developed four new sub-steps (see Table 23 for the generic 
approach) to systematize the execution of the load vs. capacity analysis. 
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Table 23. Load vs. capacity sub-steps (Lizarralde et al., 2020) 
Sub-step  Content Output 
2a 
Create a schedule horizon in the order book. Then 
calculate the workload per production resource in the 
given period. 
Workload per 
production 
resource  
2b 
Calculate capacity per production resource in the horizon 
set in sub-step 2a. 
Capacity per 
production 
resource  
2c 
Compare each resource load vs. capacity as estimated in 
previous two sub-steps. 
Load/capacity 
analysis per 
resource 
2d 
Identify the most loaded resource during the period 
observed. 
Most loaded 
resource 
(identified) 
 
The research team decided to analyse the workload of the following five months, since 
this period included the pending portfolio of orders at that time. A team formed by the 
company’s planning team and the researchers performed a comparative analysis of the 
corresponding load versus the installed capacity in the organisation’s different centres. 
Figure 51 shows the output of the analysis in the machining area. 
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Figure 51. Load vs. capacity analysis in machining  
In the analysis, the machining area was found to be the constraint. This area had the 
highest average use; on average, 99% of production drew on this resource. However, 
the wide diversity of products and options made determining the actual load versus 
capacity difficulty, since process times were difficult to estimate accurately. This 
difficulty meant that additional capacity problems could occasionally happen in other 
production areas upstream from the bottleneck. 
4.5.2.3. Strategic decision 
The process followed in step 3 was developed in case 3 and considered the four criteria 
for strategically choosing the bottleneck. The lead researcher coordinated the different 
activities within step 3, and the top management of the company (CEO, engineering 
manager and operations manager) actively participated. Semi-structured interviews, 
group discussion sessions (see Figure 52) and convergence sessions were conducted.  
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Figure 52. Photo taken during one of the group sessions with the management team 
These interviews led to the decision that the machining area was the bottleneck of the 
system (Figure 53). The key reasons for this decision were as follows: 
• Criterion 1: The investment required was high in comparison with other 
activities. Furthermore, the lead time for incorporating new machining 
installations (engineered-to-order) could take several years. In Barney’s jargon 
of VRIO framework this would be “rare”. 
 Criterion 2: Machining required critical knowledge from the organisation, and 
development could take long periods. Machining was also considered difficult to 
acquire and reproduce by third parties. In Barney’s jargon of VRIO framework 
this would be “inimitable”. 
 Criteria 3 and 4: Machining was a common resource for nearly 100% of the 
products, and its load remained stable over time. Consequently, the percentage 
of the total workload tended to remain stable.  
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Figure 53. Case 4 drum 
The bottleneck identified in step 2 and the constraint strategically selected in step 3 
were the same (i.e., machining). If that had not been the case (i.e., the desired 
bottleneck from a strategic perspective [step 3] was different from the bottleneck 
identified in the load versus capacity analysis [step 2]), the company would have needed 
to ensure that the strategic resource selected as the bottleneck was the actual limitation 
of the system. Only then could the process proceed to step 4. 
4.5.2.4. Establish scheduling policies to exploit the system 
Step 4 of the systematic process aimed to define the proper production plan by meeting 
on-time delivery expectations and maximising the use of the constraint, which in 
practice meant establishing proper scheduling policies according to the PPCS. Table 24 
defines the operative sub-steps of bottleneck exploitation. 
Table 24. Operative sub-steps to exploit the system (Lizarralde et al., 2020) 
Sub-
step 
What to do How and why 
4a 
Generate bottleneck schedule 
proposal. 
Desired delivery date, consumption in 
bottleneck and current load. 
4b 
Load vs. capacity analysis of the 
routes before and after the 
bottleneck according to the 
scheduling of sub-step 4a. 
Detection of load peaks in non-bottleneck 
resources generated by scheduling (type of 
product, quantity, period) that were not 
limiting in a load/aggregate capacity 
analysis. 
4c 
If sub-step 4b shows capacity 
problems, go to sub-step 4a. 
Schedule re-planning and learning for 
future program creation (eventually, 
creation of planning criteria). 
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Step 4 focused on properly using the bottleneck selected in step 3. In other words, the 
practice related to governing the bottleneck was a key aspect for sustaining the 
competitive advantage of on-time delivery. This was in agreement with the common 
critique of RBV from operations management researchers, who have stated that many 
resources are, for the most part, neither inimitable nor rare, yet these resources result 
in varying levels of performance (Bromiley & Rau, 2014). 
As a complementary theoretical foundation to the dominant RBV, Bromiley and Rau 
(2014) proposed the PBV. The PBV aims to explain variations in firm performance based 
on imitable and transferable practices, where “practices” are “a defined activity or set 
of activities that a variety of firms might execute” (Bromiley & Rau, 2014, p. 1249). 
According to the PBV, scholars can propose publicly available practices for firms to 
imitate to enhance performance. These practices vary in their ease of adoption or 
imitation. Therefore, PBV enabled the researchers of this present case to enrich the 
VRIO resource selection by introducing the necessity of a proper bottleneck production 
program (as defined in Table 24).  
In the CS, executing sub-step 4a revealed that on-time delivery was a crucial strategic 
factor for the company’s business that had to be considered when deciding how best to 
exploit the bottleneck. Thus, scheduling the bottleneck had to consider not only the 
workload required by the sales orders but also (and more importantly) their required 
delivery date. 
Another fundamental aspect was sub-step 4b, which considered possible load peaks 
created in other resources due to the schedule defined in the bottleneck (Gupta, 
Mahesh, & Boyd, 2008). In other words, these resources, although not limiting in 
aggregate capacity, may have caused specific problems complying with the scheduled 
work before or after the bottleneck operation if their workload contained peaks in, for 
example, product type, quantity per type or time horizon. 
The operation before the bottleneck (assembly and welding) was not capable of 
processing two orders with a high workload simultaneously without affecting the 
machining plan. The solution to this problem was based on a bottleneck work-
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programming rule that respected the maximum processable quantities in the assembly 
and welding section. Figure 54 shows a simplified example of sub-step 4b. 
 
Figure 54. Bottleneck exploitation example based on the CS (Lizarralde et al., 2019b) 
The example shown in Figure 54 was created with four orders (from order 1 to order 4, 
numerically) that had the same target end-date on week 6. Regarding production 
capacity, the welding and assembly section had seven resource units per week, and 
machining had four resource units per week. Since machining was the bottleneck of the 
system, the load of each order in the bottleneck was identical in both options 1 and 2 
(two resource units in two weeks), but the product type that had been scheduled 
differed. However, the workload of welding (i.e., the preceding operation) may have 
varied depending on the scheduled program in the bottleneck, as follows: 
 In option 1, the workload in the welding and assembly section may have been up 
to five resource units for two weeks on orders 1 and 3 (4 resources doing at once) 
and up to two resource units for two weeks on orders 2 and 4. This schedule 
caused imbalance in the welding and assembly section workload (eight resource 
units necessary in weeks 1 and 2; five resource units necessary in weeks 3 and 4) 
so that the workload could not be fulfilled properly; it exceeded the installed 
capacity of seven resource units per week. This is a simplified example of “peaks” 
generated by a certain way of scheduling the bottleneck. 
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 In option 2, the workload in assembly and welding was balanced throughout the 
week. Although the same total workload occurred in both options 1 and 2 (14 
resource units), the workload in option 2 was equally distributed in seven 
resource units throughout all weeks. 
The real execution in the case company included a bottleneck work-programming rule 
that limited the maximum process quantities of the critical processes—in this case, the 
welding and assembly area. 
4.5.3. Case study results 
4.5.3.1. DBR solution design and quantitative results 
Figure 55 shows the solution design of the case using DBR methodology. The bottleneck 
program (precision machining section) was based on the delivery program, while the 
launching of manufacturing orders to the plant was based on the bottleneck program. 
 
Figure 55. DBR solution design in case 4 
The quantitative results achieved in the implementation included an increase in the 
service levels, reduction of the manufacturing lead times and reduction of the current 
stock (WIP). These aspects are detailed below: 
• Service level improvement: Service levels increased from 50% to 70% fulfilment 
of orders in terms and quantity. Based on the new methodology, practically all 
compromised orders were completed within the established period, 
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dramatically reducing delays due to manufacturing causes and requiring only a 
few extra hours. 
• Manufacturing lead time reduction: The manufacturing lead time decreased by 
10%. 
• Inventory level reduction: The previous model promoted a high saturation of all 
operations, which entailed high levels of WIP. By restricting the entry of jobs to 
the system based on the capacity of the bottleneck, a 20% reduction in the 
current inventory was produced. 
4.5.3.2. Updated version of the systematic process 
The systematic process was enriched during the execution of case 4, resulting in version 
3.0 of the systematic process (Figure 56). 
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Figure 56. Systematic process version 3.0 
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4.6.  Cross-case study 
Cross-case analysis has been highlighted by authors such as Voss et al. (2002) and Yin 
(2003) as a technique for increasing internal validity of the research. The objective of 
this technique is to search for common patterns and categories across the particular 
cases to extract generalisable conclusions. In this section, the context and purpose of 
the cross-case study (Section 4.6.1), data gathering and reduction (Section 4.6.2), data 
display (Section 4.6.3) and, finally, cross-case analysis and conclusions are presented 
(Section 4.6.4). 
4.6.1. Context and purpose 
As discussed in the research methodology chapter 3, cross-case analysis aims to find 
patterns that may emerge across more than a unique case to enhance the internal 
validity and possible generalisation of the research outcome. Thus, this chapter will 
focus on the analysis of the CS by means of the following process of the qualitative 
research (Miles & Huberman, 1994): data reduction, data display and cross-case 
analysis. 
Given that this study was based on AR, the cross-case study had special characteristics 
as part of an AR process, in which research is an active part of the change process. AR, 
unlike a CS, allows the researcher to acquire in-depth knowledge and interact with the 
actual phenomena to be observed. This aspect is crucial, since the objective of this cross-
case analysis will not be to replace the conclusions of the within-case study, but rather 
to enrich these conclusions through the joint analysis of the four cases. This will be done 
while considering that the case companies operate in different sectors and are different 
types of MTO scenarios. In the literature review, two types of MTO scenarios were 
mentioned: RBC and VMC. Table 25 shows the type of MTO for each CS. 
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Table 25. MTO type and sector of each case 
Case 
MTO 
type 
Sector Evidences 
Case 1 RBC 
Wind energy 
sector 
Wind tower structures manufacturer with six types of 
tower customers. The quantities of each order vary 
every month but the references are the same.  
Case 2 RBC 
Aeronautical 
sector 
Precision machining aeronautical sector company 
where demand is stable since the delivery schedules 
for the assembly of the aircraft are known in advance. 
Case 3 VMC 
Tube 
extrusion 
Steel tubes manufacturer through the hot extrusion 
process, where customers order many lines and a few 
units per line. Each week, the company creates 
hundreds of references to be delivered. 
Case 4 VMC 
Boilermaker 
and precision 
machining 
Company specialised in providing customized and 
unique solutions for its customers worldwide (e.g., 
complex structures, pressure vessels or vacuum 
chambers). Close to an engineering-to-order 
environment. 
 
4.6.2. Data gathering and reduction 
The cross-case study considered the four cases that were the initial part of the fieldwork. 
Data reduction was used to select, structure and simplify all the data that were collected 
in the four CS. To that end, the researcher established documentation and researcher’s 
notes as the main tools for data collection and for making that reduction for this cross-
case analysis. 
Therefore, data reduction consisted of structuring the information in the areas of 
general domain of interest for the collection of cross-case data, such as the initial 
situation of the four cases, differences when implementing the systematic process and 
the quantitative results obtained after implementing the systematic process. 
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4.6.3. Data display 
A recommended technique for data analysis is to represent the data in a visual format 
that allows the researcher to reproduce the data in a standard way (Miles & Huberman, 
1994). In this way, the researcher can obtain both clarity from the data and comparisons 
between cases in a structured and graphic way. Therefore, several tables were used to 
assist researchers in the cross-case analysis. Visualizing a large amount of data from the 
fieldwork in this way helped the researchers to have a more systematic approach and 
therefore to focus the work on answering the RQs. 
In this data display phase, three specific aspects that could help during the cross-case 
analysis and conclusion chapter were the focus: 
• The initial situation of the companies: the diagnosis about the degree of 
fulfilment of their objectives. 
• The quantitative results after the implementation of the DBR. 
• The main differences in executing the four proposed steps. 
Table 26 shows the observations reached in the first stage of analysis. 
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Table 26. Summary of the problems identified in the case companies 
Case KPI-related observations 
Direct observations and semi-structured 
interviews with managers 
Case 1 
Low on-time delivery rate 
(objective: 96%; achieved: 40–
50%) 
Average delivery time 
(objective: 4 weeks; achieved: 
6–7 weeks) 
Main operational metric: on-
time delivery 
 Delays often occurred during the initial 
stages 
 Lack of visibility: load vs. capacity, priorities 
and overall perspective 
 No planning/programming tool 
 Lack of organisational capabilities 
 Lack of qualification (need for 
training/learning) 
Case 2 
Low on-time delivery rate 
(objective: 90%; achieved: 
75%) 
High lead time (6 weeks) 
Main operational metric: 
pieces per hour 
 Too large machining batches 
 Lack of visibility: load vs. capacity, priorities 
and overall perspective 
 No planning tool or plant control 
 Operators focused on increasing the 
productivity of their centre 
 Moving bottlenecks in the plant 
 Impossibility to respect first in-first out 
(FIFO) 
Case 3 
Low on-time delivery rate 
(objective: 90%; achieved: 
35%) 
High lead time (6 weeks) 
Main operational metric: tons 
per hour 
 Too large extrusion batches (measured by 
tons per hour KPI) 
 Lack of visibility: load vs. capacity, priorities 
and overall perspective 
 No planning or programming tool 
 Operators’ focus on processing larger tubes 
to reach daily target productivities  
 Moving bottlenecks in the plant 
 Impossibility to respect first in-first out 
(FIFO) 
Case 4 
Low on-time delivery rate 
(objective: 80%; achieved: 50–
70%) 
Average delivery time 
(objective: 6 weeks; achieved: 
7–8 weeks) 
Main operational metric: on-
time delivery  
 Delays often occurred during the initial 
stages 
 Lack of visibility: load vs. capacity, priorities 
and overall perspective 
 No planning/programming tool 
 Lack of organisational capabilities 
 Lack of qualification (need for 
training/learning) 
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The following data presentation (Table 27) allowed the researchers to analyse data 
about the quantitative results obtained in each case after having implemented the 
systematic process. It was important to note that the final systematic process was 
implemented in the last case after improving it in each case.  
Table 27. Quantitative results in the case companies 
Results Case 1 Case 2 Case 3 Case 4 
Lead time 
reduction 
From 7 to 4 
weeks (43%) 
From 45 to 30 
days (33%) 
From 35 to 13 
days (63%) 
From 8 to 7 
weeks (13%) 
WIP 
reduction 
50% 30% 50% 20% 
Service 
levels 
increase 
From 40% to 
95% 
From 75% to 
95% 
From 35% to 85% From 50% to 70% 
 
Finally, Table 28 shows the most important differences when implementing the 
systematic process in each of the four steps in each case. 
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Table 28. Four steps’ output in the case companies 
Step Company Results 
1: System 
analysis 
 
1, 2, 3 
and 4 
 Current planning process was focused on 
maximising the performance and output of all 
sections to maximise overall output. 
2: Load vs; 
capacity 
analysis 
1 and 2 
 
 
3 and 4 
 The actual load and capacity were easy to 
determine. 
 The wide diversity of products and options made it 
difficult to determine the actual load and capacity, 
since process times were difficult to estimate 
accurately. 
3: Strategic 
decision 
 
 
 
1 and 2 
 
 
 
 
 
3 and 4 
 
 The investment required in the bottleneck was 
similar in comparison with other operations.  
 There was no clear difference in know-how from 
the resource perspective.  
 Load remained stable over time and was a common 
resource for 100% of the products. 
 The investment required in the bottleneck was very 
high in comparison with other operations.  
 It was a significant added-value operation (main 
know-how) from the product perspective. 
 Load remained stable over time and was a common 
resource for nearly 100% of the products. 
4: Deciding 
how to 
exploit the 
system 
1 and 2 
 
3 and 4 
 Stable workload in the bottleneck; easy to 
schedule. 
 Complex order routes; the workload in the 
bottleneck was difficult to schedule. 
 
The following chapter will analyse the data shown in this chapter. 
4.6.4. Cross-case analysis and conclusions 
Cross-case analysis aims to find similarities and differences among all the cases. It plays 
a key role in enhancing the generalisability of the conclusions extracted from the 
individual cases in the within-case analysis stage (Voss et al., 2002).  
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Regarding the analysis concerning the quantitative results and considering that the four 
case companies shared the objective of improving the three operational indicators 
analysed, Table 27 shows the quantitative results of each case. After DBR 
implementation, service levels were improved, lead time was reduced and WIP was 
considerably lowered in all cases. 
For step 1, the implementation of the four-step process in the case companies led to 
similar results, but the rest of the steps showed significant differences in RBC and VMC 
scenarios. Regarding the initial situation of the four cases (step 1), the companies 
presented the same problems based on the two main measures analysed: 
• Poor service levels 
• Very long lead times 
The interviews and direct observations provided similar conclusions for all the cases (see 
Table 26). 
Given the repetitive nature of the work in the RBC companies, the workload was much 
more stable than in the VMC companies (related to step 2). The wide diversity of 
products in the VMC companies made determining the workload of the order book 
difficult, since process times were difficult to estimate accurately. Table 29 provides two 
examples of the differing difficulty in determining the workload of each resource in the 
different MTO scenarios. 
Table 29. Example of workload analysis (step 2) in different MTO scenarios 
Example RBC scenarios Example VMC scenarios 
In case 2, the demand was stable, since the 
delivery schedules for the assembly of the 
aircraft were known in advance. Repetitive 
parts were manufactured, and the time to 
manufacture each part was known and the 
manufacturing routes were standardized. 
In case 4, the order book was small, and new 
orders were very different from each other. 
They ranged from a pump for a hydroelectric 
power station to a vacuum chamber for a 
scientific project. This wide diversity made it 
difficult to determine the actual load and 
capacity, since process times were difficult to 
estimate accurately.  
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Among step 3’s four criteria (shown in Table 30), not all of them applied to all cases from 
the strategic perspective.  
All four criteria proved to be valid in VMC environments. In both cases occurred that, if 
compared to the rest of the activities, one section had much larger added value and 
know-how (VRIO “inimitable” concept) and required a significantly higher investment to 
elevate its capacity (VRIO “rare” concept). Therefore, the selection of the bottleneck 
was an important company decision, as it had important strategic implications. Strategic 
resources strongly contribute to sustaining the competitive position of VMC companies. 
Thus, the application of criteria based on a strategic perspective, inspired by the RBV, 
proven to be suitable when selecting the bottleneck of a VMC company. 
In contrast, the systematic process identified two resources as potential bottlenecks in 
both RBC scenarios (i.e., welding area 1 and 2 in case 1; CNC lathe and machining centre 
in case 2). The investment required in each of these resources was similar and not 
difficult to acquire in the market. Additionally, there was no clear difference in the main 
knowledge of the organisation regarding those resources (see step 3 in Table 28). That 
means that, in the RBC cases, there were no significant differences concerning criteria 1 
and 2 from the perspective of the VRIO framework. In other words, no one resource was 
rare or inimitable. For this reason, selecting the bottleneck in the RBC scenario, was a 
relatively simple decision consisting of choosing between various resources, oriented 
towards ensuring that the system is properly exploited. 
As seen in Table 30, from the VRIO framework, the first two criteria were not significant 
in RBC environments because even if more than one resource met them, no one was 
rare or inimitable. For this reason, selecting the bottleneck in the RBC scenario was a 
relatively simple decision, consisting of choosing between various resources, oriented 
towards ensuring that the system is properly exploited. 
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Table 30. Implications of the four criteria of step 3 of the systematic process in the different cases 
Criteria 
Case 1 
(RBC) 
Case 2 
(RBC) 
Case 3 
(VMC) 
Case 4 
(VMC) 
The bottleneck resource is 
limited in capacity; it is difficult 
to increase the capacity of the 
selected resource, which occurs 
either by large investment or by 
finding subcontracting 
alternatives in suppliers (“rare” 
according to VRIO framework).  
No No Yes Yes 
The bottleneck resource is a 
strength in internal ability; it 
must be the main knowledge of 
the organisation (“inimitable” 
according to VRIO framework). 
No No Yes Yes 
The load in the bottleneck 
remains stable before changes 
in the product mix. 
Yes Yes Yes Yes 
The drum resource is common 
to the vast majority of products. 
Yes Yes Yes Yes 
 
Step 4, exploiting the bottleneck, was aligned with the PBV. This step assumed that 
practices suitable for both VMC and RBC scenarios could provide superior performance 
to organisations.  
Therefore, exploiting the system is intimately related to defining a suitable production 
plan to reconcile on-time delivery requirements and maximise the use of the constraint, 
which in practice means setting proper scheduling policies according to the PPCS. In RBC 
environments, selecting the bottleneck was a relatively simple decision consisting of 
choosing between various resources. Therefore, the concept of the competitive 
advantage of the PBV in RBC scenarios comes from ensuring that the system is properly 
exploited and not from the selection of the bottleneck. 
However, as explained in the step 2 analysis, the VMC scenarios were more complex 
when planning the demand in the bottleneck. As discussed during the case 3 and 4 
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fieldwork (sections 4.4.2.2 and 4.5.2.2), the load of the resources was difficult to predict 
accurately. Also, the load versus capacity analysis of the routes before and after the 
bottleneck according to the scheduling of sub-step 4a was difficult. Thus, it was not 
always possible to fulfil the planned program. Table 31 shows the difficulty level of 
implementing the three sub-steps of the fourth step in the four cases. The degree of 
difficulty was determined through direct participation of the lead researcher and 
feedback from participants of the case companies. 
Table 31. Level of difficulty in applying the three sub-steps of step 4 of the systematic process 
Step 4 sub-steps 
Case 1 
(RBC) 
Case 2 
(RBC) 
Case 3 
(VMC) 
Case 4 
(VMC) 
Generate bottleneck schedule 
proposal. 
Easy Easy Difficult Difficult 
Load vs. capacity analysis of 
the routes before and after 
the bottleneck (according to 
scheduling of sub-step 4a). 
Easy Easy Difficult Difficult 
If sub-step 4b shows capacity 
problems, go to sub-step 4a. 
No 
problems 
No 
problems 
Difficult to 
predict 
Difficult to 
predict 
 
Due to the greater difficulty in estimating the workload of non-bottleneck resources in 
VMC scenarios, the capacity margin of non-bottleneck resources has to be higher in VMC 
scenarios than in RBC to ensure that the system bottleneck remains the one chosen. As 
explained in the literature review, the capacity of non-constrained resources (i.e., the 
rest of the company’s resources) is composed of both productive and idle capacity 
(Lockamy & Cox, 1995). From a TOC perspective, idle capacity is not considered an 
excess of capacity but rather a margin of capacity that protects the system against 
uncertainty. The use of this idle capacity as productive capacity would not improve 
throughput and would also unnecessarily increase inventory.  
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Chapter 4 described the work performed by the researcher to find appropriate answers 
to the RQs. This chapter aims to demonstrate that the research objectives were achieved 
by providing an unambiguous and adequate answer to those questions. It contains a 
global discussion of the results from the four industrial cases and the cross-case analysis. 
In addition, a discussion about the AR process and its quality criteria will be presented. 
5.1. Answer to the research questions 
This section will present the final answer to each RQ and validate these answers through 
different procedures, such as literature review and CS analysis. The RQs in this study 
were defined in Chapter 3, and all the questions were interrelated. The main RQ, as 
initially defined, was as follows: 
RQ1: How can the constraint of a production system in an MTO context be 
systematically—and by means of TOC-DBR—selected and exploited to enhance 
performance? 
However, throughout the execution of the different cases and the construction of the 
systematic process, two new questions emerged. Both questions were related to two 
steps of the systematic process. The first one concerned the criteria for strategically 
selecting the bottleneck, and the second question considered the steps to be followed 
when exploiting the bottleneck. 
Therefore, the RQ and the two sub-questions were as follows: 
RQ1: How can the constraint of a production system in an MTO context be 
systematically—and by means of TOC-DBR—selected and exploited to enhance 
performance? 
• RQ1a: How should the bottleneck be selected? 
• RQ1b: How should bottleneck exploitation be executed? 
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5.1.1. Answer to RQ1 
The literature review found that a detailed understanding of how TOC-DBR should be 
operationally implemented is lacking (Gupta & Snyder, 2009). For example, Gupta, 
Mahesh and Boyd (2008) found limited understanding of how the first two steps of the 
TOC-DBR (identify and exploit the bottleneck) should be implemented operatively in real 
MTO productive systems. Moreover, Naor et al. (2013) claimed that new methods are 
needed to determine the system’s restriction operatively (i.e., Goldratt’s first step). In a 
wider sense, Ikeziri et al. (2018) concluded that the POOGI (i.e., how to apply Goldratt’s 
five steps) “needs more theoretical studies that discuss and evaluate the TOC as a 
structured process of continuous improvement” (p. 26) and that research is lacking 
regarding conceptually structuring and deploying the principles of TOC that Goldratt 
(2010) presented in his book The Choice. Moreover, Pretorius (2014) identified the 
shortcomings of decision-making that would allow for moving from one step to the next, 
as well as the lack of clarity around the ideal location of constraints. 
Chapter 4 includes an extensive discussion of the fieldwork the researchers performed 
to answer the RQs, as well as the systematic process built during the research project 
and used in the four cases. The application of this systematic process in the fieldwork 
provided the answer to RQ1. 
5.1.1.1. Answer to the first part of RQ1  
How can the constraint of a production system in an MTO context be 
systematically—and by means of TOC-DBR—selected and exploited […] 
The systematic process (version 3.0) built on Goldratt’s seminal work (Goldratt & Cox, 
2003) was enriched through the four fieldwork cases and introduces key knowledge 
from the strategic perspectives of the RBV and PBV. It also includes original 
contributions from the author for understanding what purpose should be served, what 
decisions should be made and how the four steps should be applied. 
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Figure 57. Systematic process for TOC steps 1 and 2 (Lizarralde et al., 2020) 
Therefore, the researchers are confident that the systematic four-step process (version 
3.0 shown in Figure 57) can be implemented in other MTO companies when designing 
the PPCS and when using the DBR as the PPCS. 
5.1.1.2. Answer to the second part of RQ1  
[…] in order to enhance performance? 
Since the first visits by the researchers, the case companies aimed to improve their 
operational indicators through a new PPCS. Their major operational KPIs were as 
follows: 
• On-time delivery 
• WIP levels 
• Production lead time 
All four case companies improved their results regarding the overall indicators 
compared to those before the implementation of TOC-DBR, which they identified as 
poor. Furthermore, the implementation of TOC-DBR provided them with a planning tool 
that allowed for visibility and control. Table 32 shows the improvements in both 
quantitative and qualitative indicators achieved by each case company. All four 
companies significantly improved their performance. 
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Table 32. Quantitative and qualitative results after implementing the systematic process 
After implementing DBR  
 Case 1 Case 2 Case 3 Case 4 
Lead time reduction 
From 7 to 4 
weeks 
From 45 to 30 
days 
From 35 to 13 
days 
From 8 to 7 
weeks 
WIP reduction 50% 30% 50% 20% 
Service levels  
From 40% to 
95% 
From 75% to 
95% 
From 35% to 
85% 
From 50% to 
70% 
Lack of visibility: load 
vs. capacity, priorities 
and overall 
perspective 
No No No No 
Planning tool or plant 
control 
Yes Yes Yes Yes 
 
5.1.2. Answer to RQ1a 
 RQ1a arose from case 3 and sought to deepen and enrich a specific aspect of RQ1: 
“selected”. 
RQ1: How can the constraint of a production system in an MTO context be 
systematically—and by means of TOC-DBR—selected and exploited to enhance 
performance? 
• RQ1a: How should the bottleneck be selected? 
To develop a systematic and operative way of deploying the bottleneck selection, the 
researchers developed a list of criteria to assure a strategic approach when making this 
decision. These criteria were derived from existing literature (e.g., RBV and TOC-DBR) 
and were enriched with field experience from the industry (Figure 58). 
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Figure 58. Four criteria for choosing the bottleneck 
5.1.3. Answer to RQ1b 
RQ1b arose in case 4 and sought to deepen and enrich a specific aspect of RQ1: 
“exploited”. 
RQ1: How can the constraint of a production system in an MTO context be 
systematically—and by means of TOC-DBR—selected and exploited to enhance 
performance? 
• RQ1b: How should bottleneck exploitation be executed? 
Step 4 focused on properly using the bottleneck selected in step 3. In other words, the 
practice governing the bottleneck was a key aspect for sustaining the competitive 
advantage of on-time delivery. This agreed with common critiques of RBV from 
operations management researchers, who have stated that many resources are, for the 
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most part, neither inimitable nor rare, yet these resources result in varying levels of 
performance (Bromiley & Rau, 2014). 
As a complementary solution to the RBV, Bromiley and Rau (2014) developed the PBV. 
The PBV focuses on better managing the company’s resources. In this way, it admits that 
having unique and unmatched resources is difficult, but that competitive advantage can 
come from knowing how to exploit these resources properly. Using the PBV, academics 
can propose publicly available practices for companies to imitate to improve 
performance. These practices vary in their ease of adoption or imitation. Therefore, the 
PBV allowed the researchers in this case to enrich VRIO resource selection by 
introducing the need for an appropriate bottleneck production program (as defined in 
Figure 59).  
 
Figure 59: Three operative sub-steps to exploit the system 
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5.2. The AR process 
AR-based studies should consider (along with the practical contribution to solve a real-
world problem) the quality of the research process and if the necessary topics have been 
adequately covered. For example, formally writing an AR paper has already been 
discussed in the literature, and specific topics that author should cover have been 
identified (Coghlan & Brannick, 2014; McNiff & Whitehead, 2009). These include the 
purpose and rational of the research (see chapter 1), context (see chapter 2), 
methodology and methods of inquiry (see chapters 3, 4 and 5), story and outcomes (see 
chapters 4 and 5), self-reflection and learning of the action researcher (see chapters 4 
and 5), reflection on the story in light of the experience and the theory (see chapters 5 
and 6) and extrapolation to a broader context and articulation of usable knowledge (see 
chapters 5 and 6). The author of this dissertation did not create a specific subchapter for 
each of these topics, but all these relevant issues have been clearly answered 
throughout the thesis. 
Regarding the AR sequence, Table 33 details each of the eight steps for AR proposed by 
Coughlan and Coghlan (2002; see Table 9), showing that they were properly addressed 
by the research process. 
Table 33. Content of the eight steps of the AR process (Coughlan & Coghlan, 2002) 
Step Content 
Context and 
purpose 
The justification of the action has been identified by clearly understanding 
the problems that the companies had in the process of planning and 
production management. Additionally, regarding the rationale for 
research, (1) the linkage to the theory and the related research gaps were 
identified during the literature review of the research work; (2) the 
appropriateness of AR was confirmed by the practical nature of the case; 
and (3) the contribution to the theory was also identified by means of the 
RQ and identification of additional gaps to be addressed. 
Data gathering 
The author of this dissertation was the main researcher of the industrial 
cases and gathered data from many different sources (see chapter 4). 
Some “hard” data were collected by analysing the ERP and KPI boards. 
The access to and collection of “soft” data was possible through semi-
structured interviews with managers, direct observation in planning and 
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programming process and, finally, informal conversation with different 
executives of the case companies. 
Data feedback 
The main researcher had regular feedback meetings with the dedicated 
case company teams and the general managers to present the collected 
data and inquire for their reliability, potential errors or missing aspects. 
Data analysis 
The main researcher coordinated the group work with the case 
companies’ teams to discuss and analyse the “hard” and “soft” data 
gathered during the process.  
Steps 1 and 2 were phases of data collection, while steps 3 and 4 were for 
analysis. With all the data collected, decisions were made, as detailed in 
chapter 4.  
Action planning 
Once the data were analysed, the resource that would be the limitation of 
the system was decided in step 3. In this phase, the steps taken to make 
this decision effective must be planned. Once the system constraint was 
decided, step 4 was used to decide how to operate the system and plan 
its implementation. 
Implementation 
The implementation was given in steps 3 and 4 of the systematic process. 
The case company (supported onsite by the main researcher) executed 
the main actions that were defined in the planning step. 
Evaluation 
The evaluation was performed on the practical results and research 
quality aspects. The practical results were evaluated by comparing the 
target set by the case company for the awarding process. This target was 
met, and the project team found the experience of applying a new PPCS 
based on DBR useful. The project team also admitted that the preparation 
work (data gathering, data analysis and action planning) was hard and 
required a lot of effort. 
Regarding the research quality, the AR process was confronted versus the 
criteria for research quality defined, which is shown in chapter 6. 
Monitoring 
The research team ensured proper monitoring along the entire process by 
continuously confirming which step was being executed and how each 
step would feed the next, and by providing the necessary guidance to the 
case company teams and continuously enacting the AR cycle. 
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This chapter is organised in five sections. The first section provides a brief overview of 
the thesis and summarises the main contents of each chapter. Section two deals with 
the contributions of the thesis, both theoretical and practical. The third section discusses 
the criteria for assure the research quality, particularly the evidences that guarantee the 
quality of the research process. Then, the limitations of the present research are 
described in the fourth section. Finally, the last section describes suggestions for future 
research. 
6.1. Summary of the research 
This PhD thesis followed a clear development process and a suitable workflow. The 
content of each chapter is as follows: 
• Chapter 1 introduced the context of the thesis, highlighting the main problems 
and limitations identified. It also provided a summary of the thesis and described 
the structure of this thesis.  
• Chapter 2 detailed the literature review conducted for this thesis. It covered the 
following main topics related to the subjects involved in the present research:  
o MTO scenarios literature review 
o PPCS literature review 
o TOC-DBR literature review 
The findings of the general review of the literature and the identified gaps were 
also highlighted in this chapter. 
• In chapter 3, the objectives and the research questions were presented. Then, 
the research methodology, the research design, and the research techniques of 
the study were explained and justified. The last part of chapter 3 discussed the 
quality criteria for validating this research. 
• Chapter 4 described the field work in the four selected organisations. The 
systematic process development and the data gathered in these organisations 
were analysed from two perspectives: a within-case analysis of each organisation 
and a cross-case analysis comparing commonalities and differences between the 
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cases. Finally, the results and findings concerning the implementation of DBR via 
the systematic process were explained. 
• Chapter 5 presented and validated the answers to the research questions. In 
addition, the quality of the research was discussed from the AR perspective. 
• The current chapter, Chapter 6, completes the thesis by presenting the final 
conclusions. The main contents of this chapter are the theoretical and practical 
contributions made by the research, the quality of the research (according to the 
quality criteria defined in chapter 3), the limitations of the research and 
suggestions for further research. 
Figure 60 provides a visual summary of the entire research process, including the main 
stages, tasks, contributions, inputs and outputs. 
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Figure 60. Flow chart of the research process 
Chapter 6: Conclusions and future research 
145 
 
6.2. Theoretical and practical contributions 
Every dissertation should provide a theoretical contribution to be successful. In other 
words, the dissertation should necessarily advance existing knowledge. The main 
research strategies (AR and CR) of this thesis recognise the need either to contribute to 
the knowledge or to provide theoretical novelty (Easterby-Smith et al., 2012). Both 
strategies also describe the necessary link to existing theory as a crucial aspect of 
ensuring the quality of the research (Kasanen & Lukka, 1993), showing that the 
research’s construction (or systematic process, in this case) was developed with a 
careful link to an existing body of knowledge. 
Furthermore, the research strategies also require making practical contributions. For 
example, AR must produce sustainable change (Coughlan & Coghlan, 2002; Eden & 
Huxham, 1996; Reason & Bradbury, 2006) as a result of its application. Thus, the 
practical aspect of the research must be evaluated for both AR and CR. A contribution 
to the practice should be given, and both strategies must be judged by assessing the 
practical relevance of the research (Coughlan & Coghlan, 2002; Eden & Huxham, 1996; 
Kasanen & Lukka, 1993; Oyegoke, 2011). 
Therefore, the following sections will discuss the contribution to theory (theoretical 
novelty; contribution to knowledge) and the contribution to practice (practical 
relevance; practical utility) since both are necessary to assure a rigorous and relevant 
PhD thesis. 
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6.2.1. Theoretical contributions 
The research achieved the following four theoretical contributions: 
C1: Identification of how to select the bottleneck by means of four criteria that 
extend beyond the load versus capacity analysis by providing a strategic 
perspective inspired by the RBV theory regarding the contribution of strategic 
resources to maintain the competitive position. 
C2: Description of a detailed process to exploit the bottleneck that aligned with 
the PBV theory and recognised that practices could also provide superior 
performance for organisations. 
Contributions C1 and C2 are direct answers to RQ1a and RQ1b, respectively. These two 
contributions also answer previous claims from the literature. For example, Gupta and 
Boyd (2008) stated that more research must be provided to overcome the limited 
understanding of how the first two steps of the TOC-DBR (i.e., identify and exploit the 
bottleneck) should be implemented in real MTO productive systems. Naor et al. (2013) 
identified the need for new methods to determine the system’s restriction operatively. 
Additionally, Ikeziri et al. (2018) called for further research regarding conceptually 
structuring and deploying TOC principles.  
These two contributions are part of the systematic process presented in this thesis that 
is intended to facilitate the operative deployment of Goldratt’s TOC and includes key 
aspects of the RBV and PBV. The RBV and PBV argue the importance of resources and 
practices in achieving competitive advantage and/or improved firm performance.  
Specifically, the four criteria to select the bottleneck (C1) were inspired by the strategic 
perspective of the RBV. Thus, the process links the seminal ideas from TOC-DBR and the 
underlying concepts of the RBV. These four criteria are detailed in Figure 63 and were 
included as the third step of the systematic decision process (see Figure 56). The 
identification/selection of the bottleneck is essential. The literature has widely pointed 
out the need to provide new research to identify a system constraint beyond the 
traditional load versus capacity analysis (Betterton & Silver, 2012; Chakravorty & 
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Atwater, 1996; Darlington et al., 2015; Georgiadis & Politou, 2013; Manikas et al., 2015; 
Panizzolo, 2016; Thürer et al., 2017; Vignali & Zundel, 2003; Wu et al., 2014). 
Three operative sub-steps to exploit the system (C2) were also proposed based on the 
strategic principles of the PBV (see Figure 64). The PBV aims to explain variations in firm 
performance based on imitable and transferable practices, where “practices” are “a 
defined activity or set of activities that a variety of firms might execute” (Bromiley & 
Rau, 2014, p. 1249). Therefore, exploiting the system is intimately related to defining a 
suitable production plan to reconcile on-time delivery requirements and maximise the 
use of the constraint, which in practice is setting proper scheduling policies according to 
the PPCS. 
C3: Description of four industrial cases detailing the implementation of a DBR 
PPCS in MTO scenarios. 
C3 answers RQ1 and is based on the research executed within four industrial companies 
in the MTO context. 
The review of the extant literature showed that MTO environments are complex in 
nature and difficult to manage in practice. Also, it confirmed that PPCS are vital for 
manufacturing companies’ survival in highly competitive environments. Production 
planning and control are two essential tasks of operational management that strongly 
influence both the efficiency of resource utilization and companies’ overall results 
(Wang et al., 2018).  
However, literature regarding the use of PPCS in MTO contexts is scarce. The few 
existing studies related to DBR in MTO contexts suggest that DBR has superior 
performance compared to other PPCS, but these studies have been limited to simulation 
research. Thus, this dissertation contributed to the running discussion by showing the 
process of implementing DBR in four high-value, MTO-oriented manufacturing 
companies (C3). By using AR, this research provided detailed insights from fieldwork in 
real-world industrial companies that have enriched the case description. It also included 
aspects ex-ante; this research did not merely include a description of the events, as the 
researcher has been a leading and acting part of the analysis, design and execution of 
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DBR in the case companies. This enriched the case description with the what's, how's 
and why's of the decisions, which implies a valuable piece of work for the literature. 
The case description was especially detailed concerning the selection and exploitation 
of the production system constraint through integrating a strategic perspective (and 
within a systematic process for deploying the first two steps of TOC-DBR). Also, the 
research insights included the performance analysis of the four cases. Therefore, a 
detailed understanding of how TOC-DBR should be implemented operatively, as well as 
its impact on company performance, has been provided. This renders the empirical work 
in the industry valuable for providing insights from the practice and embracing the 
complexity of PPCS implementation. 
C4: Identification of differences when selecting and exploiting the bottleneck 
(based on TOC-DBR) depending on the type of MTO scenario—RBC or VMC. 
Contribution C4 is an emergent result of the research that arose through answering 
RQ1a and RQ1b. In fact, significant differences were found when selecting and exploiting 
the bottleneck depending on whether the company was an RBC or VMC company. More 
specifically, steps 2, 3 and 4 of the systematic process (see Figure 56) had different 
implications, as follows: 
• Workload planning (step 2 of the process): VMC scenarios were more complex 
regarding planning the demand in the bottleneck. As discussed in the fieldwork 
(see sections 4.4.2.2 and 4.5.2.2), accurately predicting the resources’ workload 
was difficult. Performing the load versus capacity analysis of the resources 
involved in the routes before and after the bottleneck was also difficult.  
• Bottleneck selection (step 3 of the process): The systematic process defines four 
criteria for selecting the bottleneck. The more criteria a resource meets, the 
more likely it is to be a suitable bottleneck for the system. The analyses 
performed in the four cases according to this approach produced diverse results. 
This allowed the researchers to reach different conclusions. 
In the VMC companies, several resources met criteria 3 and 4, making them 
candidates for bottlenecks. However, criteria 1 and 2 determined the selection 
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of the bottleneck in both VMC cases. In other words, the resources selected as 
the bottleneck met the four criteria of the systematic process, and only one 
resource in each company met all four criteria. 
Given the high level of coincidence with the literature, this result was predictable 
once the characteristics of the resources were known. The resources that 
contributed to the competitive advantage of a company were few (Amit & 
Schoemaker, 1993), but the VRIO framework (Barney, 1991) was helpful for 
identifying them. In both VMC cases, the selected bottlenecks highly matched 
the VRIO framework, and there was only one such resource in each case. Among 
the four criteria, criterion 1 is aligned with the “rare” concept and criterion 2 with 
the “inimitable” concept of the VRIO framework. 
In the RBC companies, several resources met criteria 3 and 4. However, none of 
them met the strategic perspective of criteria 1 and 2, showing that none of the 
resource was rare or inimitable according to the VRIO framework. Therefore, 
under these circumstances, the position of the bottleneck did not have a 
significant influence on the performance of the system. Hence, criteria 1 and 2 
were not useful when selecting the bottleneck in the RBC cases. This does not 
necessarily mean that criteria 1 and 2 are not critical for bottleneck selection in 
other RBCs. However, these findings showed that they are not generally so.  
In brief, the four criteria were applied differently depending on the context. 
Criteria 3 and 4 had an operational background and were suitable for both VMC 
and RBC contexts. In contrast, the strategic side of criteria 1 and 2 were related 
to the nature of the strategic resources. This finding was consistent with the RBV 
perspective. Thus, they were essential for VMC contexts but not necessarily for 
RBC environments.  
• Exploitation of the bottleneck (step 4 of the process): This step assumed that 
the practice of exploiting the bottleneck could provide superior performance to 
organisations. Such an approach is aligned with the PBV perspective and was 
applicable for RBC and VMC cases. 
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• Capacity margin: As an indirect result of the research, a need for the capacity 
margin of non-bottleneck resources to be higher in VMC scenarios than in RBC 
contexts was determined. This ensures that the system bottleneck remains the 
same, since VMC scenarios have greater difficulty estimating the workload of 
non-bottleneck resources than RBCs. 
6.2.2. Practical contribution 
The research provided the two following practical contributions: 
C5: Creation, description and testing of a systematic process for operationally 
executing the selection and exploitation of the bottleneck in four steps according to 
TOC-DBR seminal concepts. 
C6: Description of four industrial cases of the MTO environment that have 
implemented TOC-DBR and analysis of their improved performance. 
The answers to RQ1, RQ1a and RQ1b provided two practical contributions related to the 
successful implementation of the systematic decision process. The first contribution 
provides practical insights into selecting and exploiting the bottleneck according to TOC-
DBR (C5) based on the four industrial cases in the MTO context. These cases showed 
improved performance compared to their initial situation (C6).  
The results of each case were analysed and discussed with the management team of the 
companies. The practitioners confirmed the practical utility of the process, as well as its 
validity as a structured guide for strategic decision-making when choosing the 
bottleneck. They also confirmed that the performance met the initial objectives set by 
the companies. For the most recent case (case 4), the final feedback session executed in 
September 2018 by the lead researcher, the CEO and the sales director of the case 
company confirmed that the company had continuously increased its turnover and that 
its commercial decisions about accepting new projects had mainly been influenced by 
the bottleneck load. This meeting provided additional evidence of the practical 
relevance and utility of the research. 
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The systematic decision process showed improved performance in the four industrial 
cases. Consequently, it is a valuable contribution for practitioners to enable a better 
application of TOC-DBR in real MTO environments. The academic and professional 
literature has lacked sufficient evidence regarding how PPCS should be applied in 
discrete MTO production environments (Maylor et al., 2015). Additionally, the literature 
has recognised (1) a lack of knowledge regarding which PPCS may be most appropriate 
in practice and (2) a lack of empirical studies that facilitate the understanding of how to 
implement DBR. 
The following sections detail the entire systematic process developed through the 
fieldwork as part of the AR framework. 
6.2.2.1. Step 1: Analysis of the system  
The goal of this step is gaining a profound understanding of the current situation in the 
PPCS, especially of the manufacturing process and policies, resource capacities and 
performance metrics. The analyses are based on different sources from the company, 
such as KPI, direct access to ERP data, semi-structured interviews with managers and 
direct observations of the planning and programming process. The process is shown in 
Figure 61. 
 
Figure 61. Step 1 operational deployment  
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6.2.2.2. Step 2: Load versus capacity analysis 
The second step of the systematic process aims to identify the current limitation(s) of 
the system (Figure 62). For that purpose, resources´ capacity and workload are 
compared over a defined period (see Figure 62 for the generic approach).  
 
Figure 62. Step 2 operational deployment 
6.2.2.3. Step 3: Strategic decision 
The output of step 3 is a decision concerning the constraint of the productive system 
(i.e., the bottleneck). As stated, the bottleneck of a manufacturing company determines 
its theoretical production capacity, or the maximum output ideally deliverable to the 
market. The criteria were derived from existing literature (e.g., RBV or TOC-DBR) and 
were enriched with field experience from the industry (Figure 63). 
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Figure 63. Step 3 operational deployment 
6.2.2.4. Step 4: Establish scheduling policies to exploit the system 
Step 4 of the systematic process aims to define the proper production plan for meeting 
on-time delivery expectations and maximising the use of the constraint. In practice, this 
means establishing proper scheduling policies according to the PPCS. Figure 64 defines 
the operative sub-steps regarding exploiting a bottleneck. 
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Figure 64. Step 4 operational deployment 
Step 4 focuses on properly using the bottleneck selected in step 3. The practice related 
to governing the bottleneck is a key aspect for sustaining the competitive advantage of 
on-time delivery. 
As seen in the steps above, the PBV enabled the researchers to enrich the VRIO resource 
selection by introducing the necessity of a proper bottleneck production program (as 
defined in Figure 64).  
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6.3.  Quality criteria for research 
Chapter 3 defined the necessary criteria to ensure the quality of the research process. 
This section will determine whether the research satisfactorily fulfilled the following five 
criteria (Table 34). Comparing the research process to the quality criteria is a key activity 
for responding to the usual criticisms of AR (Coughlan & Coghlan, 2002), such as 
consultancy masked as research or research that lacks repetition and generalisation due 
to its own contextual nature. 
Table 34. Quality criteria for the research process  
Theoretical 
novelty 
The novelty of this work was the proposal of a systematic decision-making 
process that enabled a strategic approach for identifying and exploiting 
the bottleneck of a productive system in MTO environments. 
Link with theory 
Mainly influenced by the works of Goldratt and TOC-DBR, the systematic 
decision process was also inspired by the RBV for the bottleneck selection 
steps and by the PBV for the bottleneck exploitation step. 
Rigor in the 
research 
method 
The research team deployed several tactics for ensuring the validity of the 
research process, including the creation of an AR team and the continual 
application of the AR cycle. The data, observations, findings and results 
were documented, structured and reported for discussion with the case 
companies, as well as for their use in publishing and dissemination for 
academia. The tools used for data collection included semi-structured 
interviews, group dynamics and direct observations by the researchers, as 
well as extraction of primary data from the systems. Finally, onsite 
observations, analysis and interviews of the case companies were always 
executed by two researchers to increase the validity of these data 
collections and to minimise errors. A third researcher separately analysed 
and structured the gathered information from the case company.  
Practical 
relevance 
The academic and professional literature lacked sufficient evidence 
regarding how PPCS should be applied in discrete production 
environments (usually MTO; Maylor et al., 2015) and regarding which 
PPCS are the most appropriate in practice. Specifically for environments 
with a high variety of products and low volume of production, the 
empirical evidence of DBR application has been lacking (Stevenson et al., 
2005; Goldratt & Cox, 2003). Additionally, no empirical studies have 
facilitated the understanding of how to implement DBR (Gupta & Snyder, 
2009). In addition, research on the implications of the first two steps of 
the TOC in real productive systems has been lacking, with only some 
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approaches based on simulations and on the load vs. capacity analysis of 
the productive system. 
Practical utility 
The results of each case were analysed and discussed with the 
management team of the companies. The results confirmed the practical 
utility of the process and its validity as a structured guide for strategic 
decision-making when choosing the bottleneck. The results met the initial 
objective set by the companies’ CS. 
A feedback session executed by the lead researcher and the CEO and sales 
director of the last case company on September 2018 confirmed that the 
company had continuously increased its turnover and that its commercial 
decisions on accepting new projects had been mainly influenced by their 
bottleneck load. Additionally, the results achieved at the end of 2017 
along the entire internal and external supply chain were improved 
stepwise. The case company has spread knowledge about the importance 
of the bottleneck throughout the entire organisation, enabling a cultural 
change concerning what productivity means for the company. 
Applicability in 
other 
environments 
The author believe that the systematic process presented herein can be 
used in other organisations of any productive sector that present MTO 
characteristics. For concrete types of MTO manufacturing environments 
(i.e., RBC or VMC), the process may require adaptations in, for example, 
the criteria for analysis provided in steps 3 and 4 (bottleneck selection and 
exploitation) of the systematic process. 
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6.4.  Limitations of the research 
This dissertation has dealt with the construction and validation of a set of proposals 
generated according to the requirements of the research questions. The validity of these 
proposals is supported by the results and evidence of the research, both in theory and 
in practice. Nevertheless, some limitations are related to both the research 
methodology and the research process. 
6.4.1.  Limitations of the research methodology 
The research has a first obvious limitation linked to the nature of AR. AR is specific to 
the context of action and does not aim to create universal knowledge (Coughlan & 
Coghlan, 2002). Although this type of research provides an in-depth picture of the 
studied cases, the findings may have implications valid in other contexts (Eden & 
Huxham, 1996; Coughlan & Coghlan, 2002; Coghlan & Brannick, 2014).  
A second limitation is the number of organisations involved (unit of analysis). This work 
is based on four case studies; consequently, the findings obtained in the research cannot 
be considered generalizable. Thus, further work in this area is required to reinforce and 
spread the value of the results. 
The third limitation is the lack of longitudinal studies that study the evolving 
performance of the case companies beyond the final phase of the research project. 
Although contact has been maintained with the four case companies, it has not been 
systematic, and meetings only have focused on understanding the company’s results. 
6.4.2.  Limitations of the research results 
Some limitations associated with the research results must be discussed to increase the 
quality and validity of the results. Defining the limitations of the research makes the 
process more robust. 
The main contribution (i.e., a systematic process on selecting and exploiting the 
bottleneck rooted in TOC-DBR and deployed to the operational level) was built on four 
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companies. This provided a multifaceted first limitation of the research results, as 
follows: 
• Context: All the case companies were an MTO manufacturing scenario.  
• Size: The four case companies were small-medium enterprises. The largest 
company had approximately 180 associates. 
• Geographical location: All the companies were located in the Basque Country 
(northern part of Spain), a limitation since the sample had clear homogeneity in 
that regard. 
Consequently, the results of this research can be extended to organizations that meet 
these characteristics. Although the generalization of the conclusions might seem 
difficult, the researcher does not see any evidence to limit the results to small and 
medium MTO companies. Furthermore, we are convinced that the result of this research 
might be expanded to Engineering to Order and MTS scenarios, larger companies and to 
companies from other countries. 
The second limitation of the research results was linked to several decisions made 
during the research process. Specifically, diverse theoretical selections were made (and 
justified) that could produce a limitation. For example, the systematic process was built 
based on TOC-DBR, but additional research could be developed based on existing 
alternative approaches. Also, several aspects from the RBV and PBV were implemented 
to respond to RQ1a and 1b; other approaches from strategic management could have 
been used. 
A third limitation is that the research was limited to the first two steps of the POOGI 
(i.e., identify and exploit the bottleneck), even though the four case studies did a full 
DBR implementation.  
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6.5. Future research 
The research met the initial objectives and properly answered the research questions. 
Furthermore, several areas for further research were identified during the research 
process. The following topics are suggested for analysis and discussion in future 
research: 
• Despite the contributions of this thesis, the amount of real-world research in the 
literature regarding MTO contexts is still limited. Therefore, more case studies 
concerning PPCS for MTO contexts must be performed. Additional in-depth 
perspectives would enrich theory-building, which was identified in the literature 
as a gap to overcome to provide more insight for academia and practitioners. 
• The application of the systematic process for the selection and exploitation of 
the bottleneck in MTO-VMC and MTO-RBC companies from other sectors could 
be an interesting area of study. Also, researching the application of the process 
to engineering-to-order and MTS companies would be enriching. This kind of 
research would serve as a test of the systematic process while contributing to 
filling the abovementioned gap in the literature. Furthermore, it could check the 
generalisability of the research results and provide necessary adaptions. For 
example, several aspects of steps 3 and 4 of the process could be influenced by 
the organisational context and the specific nature of each company. 
• To validate and expand the findings, further research is required regarding the 
differences between the two types of MTO scenarios (RBC and VMC) when 
applying the systematic process. In the author's opinion, it would be especially 
interesting to extend the proposal of bottleneck selection and applicability of 
RBV by discussing the applicability of the VRIO concept. 
• More research is required on the importance of step 3 (bottleneck selection) and 
step 4 (bottleneck exploitation) related to their influence on competitive 
advantage/increase to improve firm performance. In other words, further 
research must determine the importance of strategically selecting a bottleneck 
and exploiting that critical resource. Works dealing with these two factors could 
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be of interest for academia and practitioners and could also contribute to the 
ongoing discussion of RBV versus PBV for operations management. 
• This research is limited to the first two steps of POOGI. Extending the findings by 
providing new research on the third step of POOGI would be of high value, as the 
first three steps are key for maximising the performance of the current system. 
More insights on subordinating the rest of a company’s resources to the 
bottleneck program are needed to enrich the theory-building concerning PPCS 
for MTO contexts. 
• In addition, WLC is another alternative that the literature recognizes as a valid 
PPCS for MTO environments, but not much empirical research has been done on 
this methodology in MTO scenarios (Stevenson et al., 2005). Therefore, a 
performance comparison between TOC-DBR and WLC should be made. 
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