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CHAPTER 1

OVERVIEW OF DISSERTATION

A. Introduction
Unmanned Aerial Vehicles (UAVs) have created a new paradigm in the
relationship of humans and robots in both military and civilian applications over the last
few decades. Through research and development the roles of these valued resources have
expanded to take on new applications. Tasks that were once deemed “dull, dirty, and
dangerous” for humans have been replaced in many cases by autonomous aircraft
(Gundlach 2012). Dull missions are those with little stimulation that can affect human
operator performance due to low workloads. Tasks such as long term exploration, air
sampling, and communications relay fall into this category. Dirty missions for UAVs are
described as missions involving flight through contaminated air that would be harmful to
humans. Examples could be chemical agents, biological agents, or even as simple as
carbon emissions. Dangerous tasks involve those that put human life at risk. Combative
aerial targets, enemy cruise missile interdiction, and suppression of enemy air defense
1

(SEAD) are examples of dangerous missions (Gundlach 2012). Even so, the scope of the
demand for UAVs and the complexity of their operations have outpaced current
development in both civilian and military applications. Every six years, the U.S.
Department of Defense (DoD) publishes a roadmap for the unmanned vehicle capabilities
it requires and expects to employ in the next 25 years. The most recent version of the U.S.
Department of Defense Unmanned Systems Integrated Roadmap FY2011-2036 called for
improvements in the area of autonomy (Department of Defense 2011). Demand for
UAVs to perform both more complex and diverse missions have increased. To
compensate for this demand, autonomy in these vehicles has to also increase greatly.
Today’s UAVs embark on missions for domestic traffic monitoring (Sofge 2007),
domestic border patrol (Warwick and Doyle 2008), and military operations (Bone and
Bolkcom 2003; Cox 2009).
The design of UAVs often dictates the application areas where these systems can
be employed. Two major design drivers are the propulsion system and mass fraction of
fuel. Propulsion systems range from small batteries to large internal combustion systems.
While the larger engines allow for more endurance, the extra weight from these
propulsion systems are usually compensated for with wing designs that limit
maneuverability. The mass fraction of fuel is defined as the ratio of the fuel weight to the
takeoff weight and it is affected by overall vehicle size. The more fuel a UAV can store
the longer it can stay in the air. The added benefit of large mass fractions is that as fuel is
consumed, the vehicle weight lessens making it easier to remain aloft. Larger mass
fractions of fuel are typical of UAVs with large storage capacities. These vehicles can
store mission specific payloads and keep large reserves of fuel. Unless specifically
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designed with large holding tanks, UAVs do not have large mass fractions of fuel due to
the competing space limitations with requisite payload storage. Smaller UAVs typically
do not have large propulsion systems or mass fractions of fuel which in turn limit their
performance in terms of endurance and range. However, these vehicles are more
affordable opening the possibility of a number of missions from hobbies to research to
civil application to military implementation. Many times these vehicles are employed by
the military when a small radar cross section or minimal visual signature is necessary for
mission effectiveness. Larger UAVs are able to use larger, more sophisticated propulsion
systems with a correspondingly increased mass fraction of fuel increasing range and
endurance. These systems are often termed High Altitude Long Endurance (HALE) or
Medium Altitude Long Endurance (MALE) vehicles. Typically, these vehicles support
intelligence, surveillance, and reconnaissance (ISR) missions. The larger propulsion
systems can support Electronic Warfare (EW) mission packages or missiles for
conducting strike missions. However, the larger unmanned aircraft have a larger radar
cross section and are thus much more detectable by enemy forces.
Payload integration is another important consideration for UAV mission selection.
Common sensors employed by UAVs are electro-optic and infrared sensors which are
ideal for various activities including border patrol, search and rescue, and fire
surveillance among others. These sensors are also smaller which result in a lower
aerodynamic drag on the vehicle itself. Aerodynamic drag, such as profile and induced
drag, adversely affect the endurance and range of unmanned aerial systems (Gundlach
2012). This behavior is greatly noted in larger vehicles that carry payloads such as
missiles which can create large drag forces often times resulting in the need for a larger

3

design. Unfortunately, these larger designs may run counter to a vehicle’s mission such
as clandestine strike operations. An article in Time® magazine on aircraft pointed out
that a stealth jet must balance range, flight time, and the ability to carry weapons – noted
as “the hat trick of aerial warfare” (Thompson 2013).
Autonomy of UAVs has been an ongoing research effort with the purpose of
optimizing human involvement and alleviation of mundane or complex tasking to
perform a number of missions. A previous approach to reducing task overloading on
teleoperators was having frequent shift changes to keep the remote pilots mentally and
physiologically fresh. Alleviating lower levels of responsibility through algorithms with
improved capability would permit teleoperators to maintain their focus for longer
stretches of time and thereby reduce the manpower necessary for flight operations.
Dynamic and uncertain events such as surveillance of fire or enemy forces require quick,
objective decisions without bias that may be difficult for human operators to accomplish.
While humans are generally more capable of handling new and more abstract inputs than
computers, computers are faster at searching for an optimal or near optimal solution when
the inputs are programmed into the source code. The benefits of UAV autonomy increase
through the addition of more autonomous UAVs in support of the mission. Balancing
multi-objective missions can be realized by leveraging vehicles that are heterogeneous in
nature.
Cooperative UAV behavior has successfully accomplished mission objectives in
complex environments. Cooperation has been defined as the orchestration of UAV
actions such that efforts of multiple vehicles improve the quality of a mission success
(Alighanbari 2004). UAVs governed by a “greedy” algorithm are sometimes in direct
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conflict with the notion of cooperation. Greedy algorithms will make a locally optimal
choice at each event in hopes of obtaining a globally optimal solution. The greedy
algorithm is not guaranteed to work in every scenario and may lead to a local optimum
that is suboptimal on the global scale. Therefore, it is entirely possible for a UAV
operating under a greedy algorithm to accomplish a task that is beneficial for the mission,
but in a manner that it inadvertently hinders another UAV or UAVs from performing
their tasking such that the overall mission benefit is reduced. Mission planners desire the
cooperation of UAVs to reduce the chances of hindrance between the fleet members and
to increase the likelihood of mission success.
Research into cooperation of UAVs saw much of its early improvement in the
development of flight paths for multiple vehicles. It was important to guarantee that
UAVs did not collide or otherwise hinder other aircraft in the fleet from completing their
routes. The idea of cooperative UAVs has expanded to task assignment. Sophisticated
unmanned systems execute tasking based on their payloads and must do so in a manner
that benefits the overall mission. Therefore, cooperation of the fleet in task assignments
has become a very important consideration in UAV design.
A simple example of the need for cooperation is provided in the figures below.
Figure 1.1 shows an example where both UAVs act in an unrestrained greedy fashion.
Herein, UAV 1 has determined that it must monitor Fire 2, while UAV 2 believes it must
monitor Fire 1. This outcome could be the result of a number of instances such as hard
coding of specific areas for UAVs to monitor. The lack of cooperation could be
particularly costly from a time perspective and in the loss of equipment should a collision
occur.
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Figure 1.1 Uncooperative Fire Monitoring UAVs

Figure 1.2 below depicts both UAV 1 and UAV 2 communicating with each other
to decide how to monitor the geographically separate fires. Under the constraints and
governance provided, UAV 1 is assigned to Fire 1. UAV 2 is assigned to Fire 2. In this
case, the UAVs cooperate to improve mission effectiveness.
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Figure 1.2 Cooperative Fire Monitoring UAVs

B. Motivation
Autonomy allows unmanned aerial vehicles to identify, schedule, and execute
tasks. It is a highly valued capability that increases the utility of UAVs for a wide
assortment of function. However, an increase in the complexity and/or number of
assignments complicates a UAV’s ability to respond accordingly in a real-time scenario.
Enabling UAVs to successfully handle complicated multi-task assignments without
continuous human oversight is very important to the continued advancement of this
resource. In particular, UAV search, identification, and execution of tasks related to a lost
resource alleviates the need for human operators to constantly monitor UAVs or
determine what abandoned tasks to pick up and by whom. Another method to reduce the
cognitive load on teleoperators is enabling UAV self-governance to validate which tasks
were accomplished within a suitable time window.
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Numerous studies have examined this problem and devised methods to reduce
the computational cost necessary to address task assignment (Richards et al. 2002;
Mitchell and Yilmaz 2008; Sun et al. 2011). Preplanning has provided a framework for
task allocation and completion in complex environments (Zhihao and Ruyi 2011).
Follow-on studies allowed for quick re-evaluation in the event of task reassignment
(Brunet 2008; C. Murray 2009). Other studies investigated approximate or heuristic
methods to achieve good or even near optimal results in task assignments (Moon, Oh, and
Shim 2012; Shetty, Sudit, and Nagi 2008). Cooperative agents coordinated task
assignments to improve the expected performance of other UAVs (Alighanbari 2004;
Zengin and Dogan 2011). An underlying problem with some of these cooperative
approaches is that mission success is limited to individual UAV decision making. If a
UAV’s computational capability is overwhelmed by the complexity or scale of potential
assignments the probability of mission success will be degraded or nullified.
Timely assignment of tasks is a very important consideration for mission success
in real-time missions. Delays in information updates due to sensor malfunctions or
processing can lead to severe consequences depending on the mission. In military
applications, missed tasking or opportunities can mean large financial and moral impacts
from destroyed equipment or loss of human life.
Air Force General Mike Hostage was quoted as saying in 2012 “the current fleet
of UAVs will not cut it in a war against foes that are armed with advanced radar and
surface-to-air missiles” (Erwin 2013). In this context, the Air Force general was referring
to the U.S.’s capabilities in the area of Electronic Warfare (EW). However, this is not the
only area of concern in this case. While EW is the main thrust in this statement, the
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underlying element is that in scenarios with advanced radar and surface-to-air missiles
(SAM), there will be a number of these threats. Teleoperators will need to respond
quickly and effectively to counter these threats in the appropriate sequence to maximize
mission success. Even with superior EW technology this would present a high stress load
and require high levels of cognitive loading. Autonomy in UAV task allocation can
reduce the stress load and cognitive work of the teleoperator by searching for routing and
assignment sequences that would produce optimal solutions.
The Air-Sea Battle Office has adopted the concept of highly coordinated, cross
domain operations designed to “destroy or neutralize (anti-access/aerial denial) A2/AD
weapon systems with effective range of U.S. forces” (Sorelle 2013). The development of
a consensus-based framework capable of reassigning tasks and routes would address the
Air-Sea Battle Office’s request for highly coordinated operations by having the UAVs
coordinate in assigning tasks.
A simplified example of computational costs in a 3 vehicle UAV mission is
provided in Figure 1.3. The time necessary to process the ordering of tasks efficiently for
each vehicle is a function of the number of tasks. The processing capability for each
UAV is its own unique function. The total computation time of the fleet is at least three
times the fastest UAV processing time.
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Figure 1.3 Computational effort of 3 UAVs in a stove-pipe decision-making
scenario

One approach to limit the computational effort for UAV fleets and reduce issues
with situational awareness is to utilize a shared memory approach. The shared memory
can either come from a human or the vehicles themselves. Figure 1.4 provides a
schematic of how a shared memory approach can result in the reduction of computational
effort in the fleet of UAVs. Since the UAVs are utilizing the same shared memory
changes in assignment update across each of the vehicles reducing the need for vehicles
to conduct their own evaluation of a particular task.
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Figure 1.4 Computational effort of 3 UAVs in a shared memory scenario

The research proposed touches upon a number of areas such as the traveling
salesman problem (TSP), the vehicle routing problem (VRP), the assignment problem
(AP), and UAV routing. However, the thrust of this work focuses on decentralized
methodologies for reassignment and rerouting of UAVs. Even then, the approaches
presented offer a manageable set of the many possibilities in this research area. To clarify
what will actually be addressed a list of limitations and assumptions are provided.
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CHAPTER 2

LITERATURE REVIEW

A number of studies have been conducted to address the multitude of variations in
any given scenario related to task allocation and appropriate routing of resources,
including unmanned aerial vehicles. These investigations have spanned derived solutions
for the Traveling Salesman Problem (TSP), Vehicle Routing Problem (VRP), Assignment
Problem (AP) and their variants. The literature reviewed in this chapter covers many of
the studies and solutions to this domain. Even so, the possibility of covering every
permutation of the domain is extremely difficult. Thus knowledge gaps exist even in this
well documented area of study. One such knowledge gap is addressed in this chapter as
an area of potential exploration. The problem statement is presented and an introduction
to the solutions is provided in the closing paragraphs of the literature review.

A. Traveling Salesman Problem
The classical TSP describes a problem instance in which each member of a set of
geographically dispersed nodes must be visited exactly once before returning to the initial
12

departure node (Hillier and Lieberman 2009). Related to graph theory, a path is
described as a walk, or an alternating sequence of vertex-edge-vertex segments, that has
no repeated vertices. This problem is named for the situation where a salesman must visit
each customer in a different city in the region only once before returning to his initial
location. The salesman wants to visit each customer in as efficient manner as possible to
minimize his travel time. The enduring element of these problems is that while grounded
in mathematics, these problems are applicable to many different situations. Examples
include routing a soldering tool around a printed circuit board, delivery of goods in the
transportation industry, and border patrol of check points. Typical constraints to the
classical TSP are that only one traveler is considered, and each node must be visited only
once. Typical objectives are to determine the shortest path route or if time is a factor, the
minimum time necessary for completion of the route.
Reinelt (1991) provided a library of traveling salesman problems to aid
researchers in the development of solution methodologies. These problems were
collected from different sources and displayed various properties aiding in the robust
development of solution algorithms.
Feillet, Dejax, and Gendreau (2005) provided a survey of 95 references
containing instances of the reward-seeking traveling salesman problem categorized into
three classes of the problem. The first class investigated problems where the objectives of
minimizing distance and maximizing profit were sought. The second class reviewed
problems where the travel cost is a constraint and the objective is to maximize profits.
The final class presented the profit as a constraint and the objective in turn is to minimize
the travel cost.
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Erdoğan, Cordeau, and Laporte (2010) presented a novel solution for the
Attractive Traveling Salesman Problem (AtTSP). The problem was formulated as an
integer nonlinear program. Here a partitioned vertex set of facility vertices and customer
vertices served as the graph. Profits associated with visiting a vertex were calculated
using a gravity model which attracted visits from agents. This attraction varied in strength
for each vertex based on size, services, and other facility related parameters. For
example, larger vertices attracted more interest. Similarly, vertices that were closer
together tended to be more attractive. The model demonstrated that more demand and, by
extension, more profits would tour these more attractive vertices. Linearization of the
nonlinear gravity allocation function was proposed and used with linear tangents of
concave portions of the objective function.
Lust and Teghem (2010) presented a Two-Phase Pareto Local Search (2PPLS)
method that provided better results for the bi-objective traveling salesman problem
(bTSP) than more exact and state-of-the-art algorithms. The first phase involved the Lin
Kernighan (LK) heuristic which for single objective TSP was one of the most effective
methods for near optimal solutions according to the authors (Lin and Kernighan 1973).
The first phase was to find good approximations of a minimal complete set of extreme
supported efficient solutions. The second phase looked at two different versions of Pareto
Local Search (PLS) by Paquete, Chiarandini, and Stützle (2004) and the bicriteria TSP.
May et al. (2010) presented a Genetic Algorithm (GA) that solved the TSP while
minimizing detection by enemy radar installations. Silberholz and Golden (2010)
presented a novel approach to the Generalized Orienteering Problem (GOP). In the GOP
scenario, cities were given scores for different attributes. As the generalized version of
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the Orienteering Problem (OP), the functions used to calculate the scores can be based on
a linear or nonlinear objective function. The authors designed a two-parameter iterative
algorithm to optimize the nonlinear function of the attribute scores.
Z. Li and Hu (2011) proposed an extension on the Team Orienteering Problem
(TOP) that incorporated capacity constraints and time windows. In this problem, the
authors solved the Team Orienteering Problem with Capacity Constraint and Time
Window (TOPCT) with integer linear programming based on network flow theory. The
study solved the TOPCT for a small scale problem and obtained the exact optimal
solution.
Montemanni, Weyland, and Gambardella (2011) proposed enhancements to the
Ant Colony System (ACS) metaheuristic framework. The classical ACS mimicked the
behavior of ants to find short paths from the nest to food using pheromones deposited
along the trails. The ACS constructed paths based on two values: attractiveness of an arc
(a priori desirability) and the pheromone level of an arc which denoted how successful it
had been in the past (a posteriori indication). The study focused on improving speed of
the Team Orienteering Problem with Time Windows (TOPTW). The first improvement
area was in the constructive stage. The selected state omitted the weighted compromise
between the pheromone level and attractiveness where feasible. The second enhancement
was to perform the local search only on those solutions - that have not been recently
applied. In doing so, the Enhanced Ant Colony System (EACS) provided better results
than the Iterated Local Search (ILS) method, the Variable Neighborhood Search (VNS)
method, or the classical ACS method.
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Roberti and Toth (2012) conducted a survey to determine the most effective
models and exact algorithms for the Asymmetric Traveling Salesman Problem (ATSP).
The researchers describe the Dantzig-Fulkerson-Johnson formulations and its relaxations.
Polynomial formulations and exact algorithms involving the branch-and-bound and
branch-and-cut algorithms were discussed. The most effective methods from both
polynomial and exact algorithms for ATSP were compared against a benchmark set of
instances from the TSP Library (TSPLIB).

B. Vehicle Routing Problem
The Vehicle Routing Problem (VRP) bears resemblance to the TSP in that both
seek to service a number of customers. In this case, the VRP describes a fleet of identical
vehicles with a finite capacity that must deliver goods located at a central depot to
dispersed customers ((Dantzig and Ramser 1959). Here the vehicles’ routes start and end
at the central depot. Customers are visited exactly once in the VRP. These vehicles have
included aircraft such as fixed wing aircraft and rotorcraft, ground vehicles, and marine
vessels. Adaptations of the VRP have included kinematic constraints specific to the types
of vehicles proposed for the routes. The Dynamic Vehicle Routing Problem (DVRP)
extends on the previously discussed static VRP by presenting scenarios where elements
of the problem change over time. Examples of these elements include customer locations,
vehicle availability and travel times. Similarly emergent customers or obstacles that may
not have been known a priori would fall in this category. Kinematic constraints relative
to vehicle motion have been applied to DVRP as well as collision avoidance of obstacles
and other vehicles. The objective is to minimize the cost of travel such that the total
number of customer demands can be met within the capacity of each vehicle.
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Psaraftis (1988) explored the differences between static VRP and DVRP. In
general, static vehicle routing problems provided all of the information in advance of
solution development. Conversely, some or all of the inputs in DVRP were not known
prior to solution development and were revealed over time and/or routing. Specific to
Psaraftis (1988), the author identified 12 main differences and expounded on these
delineations. Interactions of these 12 points with each other were also provided.
Laporte (1992) captured a number of solution approaches to the VRP in a survey.
The author provided an explicit definition of the problem and side conditions. Exact and
heuristic algorithms were provided to showcase methodologies to solve the problem.
Bianchi (2000) followed up by reviewing the DVRP and investigating solutions to
this optimization problem. Two categories of research articles were established: strategyoriented papers and heuristic-oriented papers. The particular strategies to solve the
problems in the papers were identified and described. The situations and environments
along with the favorable strategies were provided in the results of the work.
Richards, Kuwata, and How (2003) presented two forms of online Mixed Integer
Linear Programming (MILP) solutions for UAVs. Mixed Integer Linear Programming
provides mathematical optimization programs in which some of the variables are
constrained to be integers, binary or ordinal, and others may take on fractional values.
Two experimental demonstrations were provided as a proof of concept. The first
experiment used MILP at a high-level for a limited detection horizon as in the case of
realistic radar. Dijkstra’s Algorithm (Dijkstra 1959) was used to determine optimal paths
for planning and replanning purposes when obstacles presented themselves. The second
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experiment conducted a low-level MILP application for disturbances en route during a
model predictive control vehicle rendezvous.
Hao (2004) presented a modeling framework that combined path planning of
unmanned ground vehicles and formation reconfiguration. Motion control of multiple
unmanned ground vehicles was presented through a Lyapunov-based controller
(Lyapunov 1892). Controllers are Lyapunov stable, and thus asymptotically stable, if all
solutions of dynamical systems that start near an equilibrium point stay near that
equilibrium point forever. This is an important concept in regulatory systems. Several
leader-based formation configurations were provided that allow for dynamic changes in
order to avoid obstacles while preventing collisions and deadlock paths. The framework
was extended to multiple unmanned ground vehicles with trailers.
Earl and D’Andrea (2005) proposed iterative versions of a MILP method to
resolve obstacle avoidance requirements in path planning and minimum-time trajectory
generation problems. Montemanni et al. (2005) presented a solution to the DVRP based
on the behavior of ant colonies. The authors expanded on the static VRP by considering
order changes that occur en route. After each iteration, trails that were considered “good”
are traversed more over time while routes that were not considered efficient are slowly
abandoned until they are no longer traveled.
Fung, Tang, and Zhang (2009) investigated a variation to the Multi-Depot Vehicle
Routing Problem (MDVRP). The MDVRP described a situation where multiple depots,
instead of one depot, were used with a fleet of homogeneous vehicles. This problem had
customers assigned to different depots creating a many-to-many distribution network.
The variation is the Multi-Depot Vehicle Routing Problem with Weight-Related Costs
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(MDVRPWRC). In this variation, the vehicle load was treated as a variable in the
objective function of the model. A multiple integer non-linear programming model was
proposed to formulate the MDVRPWRC. A population-based metaheuristic Scatter
Search (SS) was proposed to solve the problem.
Repoussis, Tarantilis, and Ioannou (2009) presented a new approach to solve the
Vehicle Routing Problem with Time Windows (VRPTW). The VRPTW described a
problem where vehicles must arrive at a location within a certain time window. The
method used by Repoussis, Tarantilis, and Ioannou (2009) combined the basic elements
of the neo-Darwinian model with a memory-based trajectory local search algorithm. Both
parts of the methodology utilized a basic Tabu Search (TS) framework. The TS heuristic
searched its immediate neighbors until a stopping criterion had been satisfied. To avoid
low scoring areas, a set of rules and banned solutions known as the tabu list was
developed to a prevent revisiting of a previous solution before an expiration point. The
first part of Repoussis, Tarantilis, and Ioannou's (2009) reduced the number of vehicles,
while the latter part explored the solution space on the basis of a local search algorithm.
Xu (2009) proposed a new path planning algorithm under uncertain environmental
conditions. In this approach, a target location was predefined, but the a priori map was
inaccurate. A proposed receding horizon controller employed a hybrid structure that
solved an Eikonal equation and accounted for static and dynamic obstacles while
guaranteeing optimal trajectory generation to a predefined goal. Eikonal equations have
been used for shading and path planning. Shading, or image shading as it is sometimes
referred to, involves the reconstruction of an object based on light intensity at each point.
Darker points usually denote some form of obstruction or raised object which allows for a
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3-D representation of an object that can be used for object classification or avoidance.
Traditionally, a nonlinear partial differential equation in wave propagation, the Eikonal
equation has been adapted such that the gradient descent contours were the optimal
solutions of a specific Eikonal equation (Kimmel and Sethian 2001). A novel fast
marching method was proposed in which the computation of the solutions of the global
Eikonal equation was required.
J. Zhang and Jun (2011) hypothesized that conventional time windows were
insufficient. In today's society, information has become more complicated and uncertain.
Customers' expectations regarding time and service have increased. Also, dynamic
characteristics of information were more noticeable. To this end, J. Zhang and Jun
proposed a fuzzy due time within the conventional time window. The authors presented a
hybrid GA to solve the fuzzy VRP.
Berger et al. (2012) proposed a solution for the discrete rescue path planning
problem in uncertain adversarial environments. The solution was a simplified MILP
formulation to minimize travel distance and threat exposure. The bi-objective
minimization problem captured user-defined preferences (weight) and non-deterministic
threat-level exposure, moving away from prior knowledge assumptions about threat
locations which were defined quantitatively a priori on a map although such values or
locations may not be accurately predictable. Experiments were conducted on problem
instance ranging from 30 x 30 grids to 100 x 100 grids.
Chen, Hsieh, and Wu (2012) proposed an Ant Colony Optimization (ACO) method
to handle the Constrained Vehicle Routing Problem (CVRP). The CVRP was described
in this study as a two phase problem. The first phase was related to customer/vehicle
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assignment. The second phase solved the shortest routing distance using a Nawaz,
Enscore, and Ham (NEH) algorithm. The proposed technique underperformed the best
makespans for the CVRP with 14 benchmark instances, but the semi-greedy heuristics
and NEH heuristics greatly reduced initial makespans. In some instances, the solution
generated costs relatively close to the best known makespans.
Erdoǧan and Laporte (2013) presented two approaches for the Orienteering
Problem with Variable Profits (OPVP). In the OP, a vehicle starts at one location and
must traverse to a pre-defined end location. The OPVP extends on this concept such that
each pass at a vertex a vehicle collects some percentage of the remaining profit. The first
approach in this study was a discrete formulation and the second approach was a
continuous method. Vehicles made a number of distinct passes over the vertex areas
collecting a percentage of the remaining profit for each pass through. In the latter
approach, vehicles collected a percentage of the remaining profit given by a function of
time during their stay at a vertex.

C. Unmanned Aerial Vehicle Routing Problem
Further refinement of the VRP focused on its usage for unmanned aerial vehicle
flight path planning. Bellingham, Richards, and How (2002) explored using MILP for
autonomous flight control of UAVs. The methodology was used in a receding horizon
framework to navigate a path filled with obstacles. A comparison of a fixed horizon
controller and the receding horizon framework was presented in Bellingham, Richards,
and How’s study. The receding framework avoided entrapment by concave obstacles,
achieved near optimality, and provided computational savings. Richards et al. (2002)
examined the problem of task assignment and trajectory planning of multiple UAVs in
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their study. It is noted that while this study purported to examine task assignment, the
focus was on routing. As such the authors presented and compared two methods to solve
the optimization problem. The first approach examined a single MILP to address the task
assignment and route planning. The second approach provided an approximate method to
ensure fast, if not optimal results.
X. Wang, Yadav, and Balakrishnan (2007) proposed a two-layer hierarchical
structure for controlling UAVs’ flying formation subject to obstacle avoidance. The top
layer had two modes: safe mode and danger mode. The safe mode presumed that the path
is obstacle free and a global optimization was performed. A novel Grossberg Neural
Network (GNN) was proposed for the danger mode involving obstacles in the path. The
bottom layer utilized model predictive control for tracking along trajectory paths.
Zhenhua et al. (2008) proposed a methodology to minimize travel distance to a
pre-defined point while also minimizing threat exposure. The authors proposed the use of
the Multi-objective Ant Colony System (MACS) on a Voronoi diagram (Aurenhammer
1991). Numerous routes were established that circumvented the 50 threats that
represented enemy radar or anti-aircraft missiles. As a result, five routes were established
that were Pareto optimal solutions. Pareto optimal solutions refer to the subset of points
in a collection of subsets that have a greater value than the other subsets (Godfrey,
Shipley, and Gryz 2007).
Moon and Shim (2010) investigated the potential for developing a real-time
planning algorithm that is constructed through differential geometry and probability. The
fundamental path plan was based on the highly regarded A* approach (Hart, Nilsson, and
Raphael 1968). Probability was applied to searched edges of obstacles and exponentially
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decreased costs as it neared the boundary point. Then differential geometry was utilized
to solve the waypoints and trajectory generation. Rasche et al. (2010) addressed the
potential for UAVs to conduct rescue missions. An approach was proposed that
combined exploratory navigation, path-planning and simultaneous task allocation. The
researchers utilized an A* search method to path plan over a real map under elevation
considerations.
Dong et al. (2011) presented a novel approach to UAV path planning based on a
Virtual Force (VF) and the A* search system model. The approach was termed the
Hybrid Virtual Force and A* Search (HVFA) algorithm. In its first example, the HVFA is
compared to the A* search over a simple graph. The HVFA finished in ¼ of the time and
with better results. The re-planning feature of the HVFA was investigated against the
Fuzzy Virtual Force (FVF) with less than 1/10th of the process time of the FVF.
Sun et al. (2011) proposed a path planning technique where a skeletonization
process was initially conducted to provide the proper positioning of control points for the
B-spline curves. Skeletonization as the name suggests provide a skeleton path in 2-D path
planning to pre-process the candidate paths at a given height using Euclidean distances. A
particle swarm optimizer was subsequently populated in 3-D based on this
skeletonization to improve the efficiency of the best route search.
Zengin and Dogan (2011) presented a cooperative UAV strategy to pursue ground
targets in hostile environments. A probabilistic threat exposure map was utilized that
quantified the likelihood of being disabled in the hostile area of operation. The difficulty
was that the pursuing UAVs must avoid dangerous areas while remaining within the
proximity of its target which was denoted by a point reference circle from each target
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called the proximity disk. Minimization of threat exposure while in the proximity disk of
a target was determined through cost functions. The cost functions take in consideration
the entire team of UAV pursuers to increase cooperation and effectiveness. The
simulations allowed for weighting between threat exposure and distance to the target. The
influence of cooperation and non-cooperation on target pursuit was considered in the
simulation. Other considerations include velocity variation, collision avoidance,
communication range, and turning radius.
Grøtli and Johansen (2012) addressed the issues of propagation path loss related
to communication between UAVs on a mission. The researchers proposed a MILP
method that optimized a path plan for UAVs surveying of power lines and railways that
utilized UAVs as relay nodes to allow real time communication to a base station. Jie,
Shengjing, and Qian (2012) presented a particle swarm optimization variant that can
effectively evade threats on missions when considering nonlinear UAV flight
characteristics. The particle swarm optimization algorithm was combined with a dynamic
re-initialization method for particles that were identified as inactive when they fell below
minimum fitness. Tong et al. (2012) discussed a path planning strategy for achieving
cooperative timing among UAVs. The focus was multiple UAVs that must conduct strike
missions where simultaneous attacks are of interest.
Gao et al. (2013) provided a cooperative path planning strategy that addresses the
possibility for UAV losses during flight. Gao et al. (2013) presented their path planning
strategy in two stages. The first stage is before the UAVs take flight and performs a
MILP for path planning. If a UAV is lost, its remaining tasks are picked up by a
designated neighbor. The newly burdened UAV will communicate with its nearest
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neighbors to offload tasks. This procedure is repeated with each newly burdened UAV
until the additional time from new tasks is evenly distributed.

D. Assignment Problem
The Assignment Problem (AP) has been the focus of many studies on resource
allocation of autonomous systems and is a defining element of this research. The AP is a
fundamental combinatorial optimization problem that consists of finding the weight
matching in a weighted bipartite graph. It is described at its basis as a number of agents
and tasks that must be assigned. An agent can perform any task that will incur a cost for
execution. Each task must be completed by exactly one agent until all tasks are properly
assigned. A simple example is to consider assigning teams for a school project. The goal
is to maximize the possibility of the teams (the agents) completing the project (the task).
The solution to the assignment problem is the allocation of students based on their
strengths and weaknesses so that each team can maximize its chance of completing the
project. The AP and its extensions have been used for logistics such as delivery and
pickup, transportation, and weapon targeting.
The AP serves as the major focus in this research. To this end, a comparison of
notable AP models and a brief survey of literature related to the AP are provided to cover
the breadth and depth of the literature in this area.
Many variations on the AP provide complexity for proposed solutions to the
combinatorial optimization problem. Table 2.1 provides a comparison of recent UAV
assignment papers and some of the variations of the general problem that are addressed
which are prevalent in this study. The first column, from left to right, denotes the author
and year of publication. Determination of tasks assignment in a centralized or
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decentralized manner is the focus of the second column. The third column indicates
whether the model(s) address a static or dynamic environment. The ability to gather
consensus among the fleet is determined in the next column. The fifth column indicates if
one or more objective functions are sought after by the algorithms in the models. The
determination if priority was allocated to tasks is the focus in the next column. The
seventh column indicates if the vehicles in the fleet are homogeneous or heterogeneous.
Homogeneous vehicles refer to exactly similar capabilities. Heterogeneous vehicles have
different abilities that are unique to a type of vehicle in the model. Payload capacity is the
focus of the next column to determine if there is a limitation to the payload on the
vehicles, thus constraining the number of times a vehicle may execute a particular or all
tasks. Fuel capacity indicates if fuel is considered for the vehicle, thereby limiting the
distance and maneuvers available to a UAV. The tenth column indicates whether UAVs
have the ability to skip tasks given limiting factors. The following column indicates if
there is some precedence of task execution related to targets. To illustrate, the precedence
would indicate if task A must be performed before task B can be executed on a target.
“Collision Avoid.” denotes if the vehicles have the ability to perform collision avoidance.
The “Execution valid.” indicates whether validation of task execution is considered. The
final column provides evidence if scenarios in which a resource is lost underway are
demonstrated.
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Cent.
Cent.
Cent.
Cent.
Cent.
Cent.
Cent.
Decent.
Decent.
Decent.
Decent.
Decent.
Decent.
Decent.
Decent.

Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y

Y
Y
Y
Y
Y

Task Priority
Hetero. Resources
Payload Capacity
Fuel Capacity
Skip
Precedence
Collision Avoid.
Execution valid.
Lost Resource

# of Objectives

Dynamic
Consensus

Author
Shetty, Sudit, and Nagi (2008)
Edison and Shima (2011)
Na, Zhi-hong, and Xiang-jun (2011)
Spivey and Powell (2004)
Jung (2010)
Murray (2010)
Zhong et al. (2013)
Moon, Oh, and Shim (2013)
Nanjanath and Gini (2010)
Rasche et al. (2010)
Brunet (2008)
Zavlanos, Spesivtsev, and Pappas (2008)
Bertuccelli et al. (2009)
Jackson et al. (2011)
Rabbath (2013)

Cent/Decent.

Table 2.1 Comparison of Selected Assignment Problem Models 2004 – 2013

Single Y Y Y Y Y
Single
Y
Y Y
Multiple
Single
Y
Single
Y
Y
Multiple Y Y Y Y Y Y Y
Multiple Y Y
Single
Y Y
Multiple
Y Y
Single
Y
Y
Single
Y
Y Y
Single
Single
Y
Y Y
Single
Y
Single
Y

Despite the variety of issues addressed, only Nanjanath and Gini (2010) addressed
validation of task execution. Despite this feature, the study suffers from a number of pre
validation issues that could affect the performance of the UAVs. The algorithm tested
presumed all agents are working, communications were perfect, all tasks were accessible,
and all tasks were initially assigned to one agent. Auctions in the study had to also be
synchronized. Task dissemination occurred through a Request For Quote (RFQ) if a
UAV could not perform a task within given constraints. If the UAV failed to
communicate before initial task dissemination, the mission was lost. Even after launch
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and initial task dissemination, if a UAV was lost the task was invalidated. Because task
dissemination originated with the bid winner, an abandoned task due to UAV loss was
never rebid and essentially lost.
Jung (2010) is the only work related to the AP that explores situations with a lost
resource. Despite the natural attrition in any ongoing operation, civil and military, every
other work assumed ideal operating conditions for the agents. While, Jung (2010) did
investigate situations in which a resource is lost, it is important to note the conditions in
which this occurred. First, the algorithms that govern the UAVs in the study were
centralized presenting the problem of a single point of failure. More importantly, UAVs
that took over for an incapacitated UAV had to first complete their search. This behavior
inhibited any condition for task priority or mission related precedence. Time sensitive
searches were also not possible in this case.
Spivey and Powell (2004) introduced the concept of a Dynamic Assignment
Problem (DAP). Inspired by the DVRP, this approach generalizes a number of
considerations presented in the parent work. In the problem, a heterogeneous fleet of
aircraft must conduct missions wherein the resources may not visit each customer more
than once under Markovian processes (Puterman 2005). The Markov process presents a
memory-less process in which the future condition of the system of interest is based
solely on its current state. Thus the future and past states are independent of one another.
The solution herein was able to execute deterministic and stochastic runs, and over
problems with small or large attribute spaces.
Shetty, Sudit, and Nagi (2008) proposed a solution to the coupled assignment
problem and routing problem for unmanned combat aerial vehicles. The problem was
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further compounded by payload and range limitations and priority tasking. The
researchers decomposed the problem and address both levels with heuristic measures.
The assignment layer was solved with a Tabu Search Heuristic. The routing problem was
solved with a Traveling Salesman Heuristic (TSH). The method presented by the authors
was evaluated by solution feasibility as opposed to solution optimality.
Jung (2010) developed a novel approach to conduct search and track missions
with calculations performed offline. Imagery was processed to determine a discrete space
replete with obstacles using a 7 step filtering process. The shortest path to the target
locations was conducted using Dijkstra's Algorithm. Time was discretized to aid in speed
variation of the UAV. The Emergency Algorithm (EA) provided collision avoidance. A
GA was used to conduct regional searches for each UAV based on TSP. The ScaleInvariant Transform Feature (SIFT) performed target detection. The EA also allowed a
UAV to take over an unfinished search from an incapacitated UAV after its assigned
search was completed.
Murray (2010) developed an extensible modeling framework in which he
provided a method to conduct dynamic task reassignment and rerouting of UAVs in a
small test case using MILP. The author then provided a novel branch-and-bound
approach that greatly reduced the solution time for larger problems. Other considerations
were explored such as payload and fuel replenishment to the framework.
Murray and Karwan (2010) explored the Dynamic Resource Management (DRM)
problem involving the reassignment and rerouting of UAVs to time-sensitive tasks in
accordance with emergent battlespace conditions. The authors sought to reassign
available resources by updating the set of tasks for each UAV using MILP. The
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objectives were to ensure the overall mission effectiveness was maximized and the initial
air tasking order was minimally affected. A unified objective function with scaling
parameters to denote the priority of mission effectiveness and initial air tasking order was
presented.
Jackson et al. (2011) introduced a new problem, the Communication-Constrained
Distributed Assignment Problem (CDAP). In this scenario, an unmanned ground vehicle
(UGV) must track a target while a UAV must attack the target. The communication was
limited by distance and the occasional dropout. However, the related tasks from the UGV
and UAV had to be coordinated to accomplish their tasks. In this problem, unreliable
communication motivated algorithms that could perform the required distributed
planning. A Stochastic Bidding Algorithm (SBA) was developed to solve the problem.
Na, Zhi-hong, and Xiang-jun (2011) developed a Discrete Particle Swarm
Optimization (DPSO) to solve the problem of task assignment. The DPSO allowed for
learning and cooperation of UAVs on assignment. Four tests were conducted where 3
UAVs are outnumbered by 5 targets. The iteration curve shows that the particle swarm
converged to optimal values of survivability, minimal distance, and kill probability.
Zhong et al. (2013) provided a route planning and task assignment solution that
coordinated together to achieve mission success. The multi-destination route plan was
developed through dynamic programming. The Task Assignment problem was solved
with a multi-subsection Ant Colony Solution.

E. Auction Algorithms
The auction algorithm is an intuitive approach to solve the classical assignment
problem (Bertsekas 1989). Each agent bids on the desired task. The highest bidder
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receives the desired task. Bids are determined by the reward associated with the task and
the price or cost of performing the task. For example, a delivery company would want to
maximize its profit by sending the best suited truck to deliver a package. If the reward for
sending Truck A or Truck B is the same, the deciding factor is the price incurred by each
vehicle. Assume price in this case is the fuel cost. The truck closest to the delivery
location would incur the least price and by extension garner the highest profit, or bid in
the general case.
In a centralized auction algorithm, there exists a separate auctioneer that presents
the task and allocates the desired task. In a decentralized manner, one of the agents acts
as the auctioneer. The agent that can provide the maximum value to the task is assigned
the task. The algorithm has been used extensively in resource allocation problems such as
assigning personnel to jobs and machines to tasks. It has also been used for linear
network flow (Bertsekas 2001).
Bertsekas and Castañon (1991) investigated an improvement to the classical
auction problem through parallel computing. The concept was explored through both
synchronous and asynchronous means. In synchronous parallel computing for auction
algorithms, the bids are calculated over the different computer processors and must wait
at a synchronization point before proceeding to the next phase. In this case, there is a
delay in the execution of the assignment. In the asynchronous case of parallel computing
for auction algorithms, the condition of waiting at synchronization points is relaxed and
allocation can proceed after the bidding has occurred in the computer processors. The
problem here is that the information may be out-of-date by the time the allocation begins.
Three methods are proposed: the Jacobi parallelization, Gauss-Seidel parallelization, and
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a hybrid of both. Synchronous and asynchronous versions of each method were
developed and tested. The asynchronous approaches in each case provided a better
speedup over sequential versions of the auction algorithms, but slightly degraded
performance.
Lagoudakis et al. (2004) designed a simple auction-based allocation algorithm to
solve the exploration problem called the Prim Allocation Algorithm (PAA). The
approach behaves similarly to Prim's Algorithm (Prim 1957) which grows a minimum
spanning tree (MST). The Prim Allocation Algorithm in turn develops a minimum
spanning forest with the robot locations starting as the initial point for the trees. Targets
were added to the trees until all tasks are accounted for in the forest. Improvements were
suggested in Lagoudakis et al.'s work with a decentralized implementation and
mechanism for handling dynamic environments.
Schwind, Stockheim, and Rothlauf (2003) provided 3 metaheuristics for winner
determination of combinatorial auction bundles. The three heuristics provided were a
Simple Greedy (SG) allocation, Simulated Annealing (SAnn) procedure, and Genetic
Algorithm (GA) with random key encoding. Simulations involving 10 agents were
computed to measure income generation and computing time. The SG provided the
lowest performance, but fastest computing time. The SA provided a 20% improvement
over the SG but at a much greater computation time. The GA had the best solution
quality but also the longest time to compute.
Bayati, Shah, and Sharma (2005) presented a modified max-product algorithm for
the Modified Weighting Matching (MWM) in a weighted complete bipartite graph.
Normally, this algorithm is computationally more expensive than well-known solutions
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such as those found in Edmonds and Karp (1972) and (Bertsekas 1989). The min-sum
version of the max-product is simplified through a reduction in message distribution. The
result is a simple algorithm with the same computational efficiency of the Auction
Algorithm.
Jingyuan Wang and Cheng (2006) investigated the possibility to utilize the
auction algorithm for finding the shortest paths in traffic assignment problems. The
auction algorithm extends the path if a new node is not currently on the path and the
current and new nodes have an arc between them. If the price for the terminal node is less
than the arc costs between the terminal node and another node, the path is contracted and
the terminal node’s price is set at the cost of the arc costs and new node. The price in this
case is defined as the distance between two nodes.
Buš and Tvrdík (2007) provided contributions to both large fairly dense and dense
assignment problems. The first contribution was the development and implementation of
the look-back auction algorithm which was a generalization to consider in bidding also
the third highest benefit. Specifically, information of previous biddings of each person
was kept in a working set and, when possible, it was reused instead of recalculating bids.
The second contribution was the design and implementation of 3 distributed memory
auction algorithms. These approaches were adaptations of the sequential forward,
forward-reverse, and look-back auction algorithms. The distributed look-back auction
algorithm outperformed the other approaches over the 10 randomized experiments with
tasks over 30,000 in some experiments.
Sujit and Beard (2007) designed protocols for distributed auctions for UAVs.
Seven sequential auction cycles were developed and grouped into 2 processes: validation
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and auction. UAVs utilized a broadcast mechanism during both the validation and
auction processes. The validation process involved the selection of tasks, neighbor
acknowledgment, information dissemination, or reception. The auction process involved
the forfeiture or acceptance of tasks. Monte Carlo simulations were performed with a
simple distributed auction algorithm and a greedy algorithm as benchmarks.
Zavlanos, Spesivtsev, and Pappas (2008) argued that globalized solutions to the
assignment problem for mobile robotic agents become cost prohibitive as the size of the
fleet increases. They proposed a distributed auction algorithm that relied on local
communication between agents in a dynamic, albeit incomplete, network topology. The
proposed solution was compared with Kuhn’s Hungarian Algorithm (HA) (Kuhn 1955)
for different sizes and network topologies. The results showed that the proposed solution
converged to the maximum assignment benefit within linear approximation of the
optimal solution.
Bertuccelli et al. (2009) explored the potential of CBBA to improve obstacle
avoidance and reduce churning behavior of UAVs. The authors contend current
centralized methods “are not operationally feasible” and decentralized methods “are
sensitive to information discrepancies across UAV teams”. Bertuccelli et al. proposed an
extension of CBBA to resolve some of these issues. A 3-D visualization and interaction
tool in MATLAB® (Mathworks 2014) is used to demonstrate the efficiency of CBBA in
addressing real-time dynamic task reassignment in a Baghdad-like environment, that is to
say, a small-scale urban environment with both pop threats and tasks.
Brutschy et al. (2012) investigated the potential to perform self-organized task
allocation of robots to perform sequentially interdependent tasks in swarms. The tasks
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proposed were broken up into two subtasks: harvesting and storing. Maximization of
performance of sequentially interdependent subtasks occurred when allocation of robots
to subtasks was optimized. To optimize the allocation, robots assessed the current
allocation and switched between subtasks. The decision to switch tasks was not based on
communication exchanges, but delays in transfers from harvested goods to the storage
sites. If the robots experienced response delays past a certain threshold, robots working in
one group would switch to the other group. Results showed that when the swarms were
split into two groups the behavior was constant unlike a single group swarm.
Dai and Chen (2011) investigated the Carrier Collaboration Problem in LessThan-Truckload (CCPLTL) transportation with pickup and delivery requests. A multiagent and auction-based framework was developed that allowed agents to keep decision
autonomy with asynchronous auctions of outsourcing requests. Each agent both
outsources (sells) and acquires (buys) requests acting as both auctioneer and bidder. The
decision to buy or sell was set as an Outsourcing Requests Selection Problem (ORSP)
and Requests Bidding Problem (RBP). Both problems were formulated by a Mixed
Integer Programming (MIP) model. The solution of the two problems allowed each
carrier to select its preferred bundle rather than perform an exhaustive search through
every possible bundle as performed in conventional approaches. Through dynamic price
updates the framework showed to have comparable results with a centralized framework
for carrier collaboration.
Gujar and Narahari (2011) designed optimal auction strategies called the Optimal
Combinatorial Auction with Single-minded bidders (OCAS) and the Volume Discounted
- Optimal Combinatorial Auction with Single minded bidders (VD-OCAS). The

35

approaches characterize Bayesian Incentive Compatibility (BIC) and interim Individual
Rationality (IR) for procuring multiple units of multiple items when bidders are single
minded. The BIC ensures the truth revelation is the best option for each bidder whenever
the other bidders are also being truthful. The IR ensures no negative utility thus
maintaining voluntary participation. A single minded bidder only bids on a subset of
items. Results show the agents are able to provide optimal auctions while considering
multiple items from multiple units.
Sedeh, Nematbakhsh, and Mofakham (2011) proposed an improvement to
combinatorial auction approaches. The new approach called COMP II is an extension to
the competition-based algorithm called COMP I. COMP I is a competition-based
algorithm that considers other bidders' values for their respective bundles. This approach
looks at other bidders’ average value for their bundles when deciding to add a new item.
The COMP II approach considers the average item value among other bidders when
deciding to add an item. An internal-based algorithm called INT is also presented that
only allows bidders to consider their own values for bundles when deciding which
bundles to bid on. Simulations involving both symmetric and asymmetric bidders resulted
in COMP II being considered the highest valued approach among bidders.
Luo, Chakraborty, and Sycara (2012) derived a deterministic measure for a
generalization of the online Maximum Weighted Bipartite Matching Problem (MWBMP)
where tasks arise dynamically in groups and robots select at most one task in each group,
but more than one task in the whole mission. The authors developed an online repeated
distributed greedy auction algorithm and showed with the same assumptions on scores
and on the number of tasks in group subsets for the MWBMP the competitive ratio can be
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quantified. The first assumption on scores was that the payoff differential of assigning
any two robots to the same task is less than the sum of the payoff of the same two robots
for any other tasks. The second assumption was that each task subset must not be bigger
than the number of robots.
Zhang, Collins, and Barbu (2013) developed an efficient Stochastic Clustering
Algorithm (SCA) for heterogeneous teams based on a modified Swendsen-Wang
Stochastic Clustering algorithm (SW2SCA). The new approach allowed individual robots
to form clusters based on the robot's belief the tasks are related or synergistic. The
original SW1SCA (J.-S. Wang and Swendsen 1987) had a centralized auctioneer form the
task clusters. The clusters are transferred between the robots through auctions. In SCA,
robots are chosen randomly to form teams for reclustering tasks. The tasks are paired
with the selected agents through stoachastic measures. The proposed reclustering is
approved through either greedy means or with an acceptance probability. The centralized
version of the SW2SCA for homogeneous teams showed feasible improvement over the
best greedy approaches as a function of tasks. Auction cycles were less than benchmark
approaches with the exception of SW1SCA. The centralized SW2SCA for heterogeneous
teams showed performance improvement as both tasks and/or agents increased. The
distributed version of SW2SCA provided favorable results each time a robot completed
the auction process.

F. Consensus Algorithms
Consensus algorithms enable a fleet to converge on a specific information set
before generating a plan (Beard and Stepanyan 2003). Information is synchronized at
either the input or output of the cooperative algorithm on each agent. Many times, the
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information set agreed upon by the decentralized vehicles is situational awareness which
is critical for operations (Ren, Beard, and Atkins 2007). Examples of situational
awareness pertain to target positions, target classifications, and agent positions.
Consensus algorithms have also been used to guarantee convergence over many different
dynamic network topologies. This dissertation focuses on the convergence of the
assignment value rather than the situational awareness.
Ren, Beard, and Atkins (2007) provided an overview of consensus algorithms as
they relate to multivehicle cooperative control. The methodologies used to perform
convergence analysis were derived for both time-invariant and dynamic communication
topologies. In both cases a rooted spanning tree is a necessary element of the
convergence. The Lyapunov analysis was described as it assures stability of reaching the
desired information state under the various topologies. Communication delays are shown
to have little effect on convergence in realistic situations such as communication delays
and asynchronous consensus. Finally, designs of coordination strategies related to
cooperation among multiple vehicles are given. These designs address the rendezvous
problem in multiple vehicle coordination and the topic of formation stabilization.
Brunet (2008) introduced a conflict-free guaranteed decentralized task assignment
solution based on the auction algorithm and consensus building. The author developed
two flexible and robust algorithms to operate in varying network structures. These
algorithms guarantee convergence with inconsistent situational awareness and near
optimality or optimality in certain cases. The first algorithm, the Consensus-Based
Auction Algorithm (CBAA), was a case-by-case assignment solution that proved to
guarantee convergence and 50% optimality in worst cases. Selected examples utilized
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CBAA to provide an optimality gap of roughly 6%. The second algorithm, the
Consensus-Based Bundle Algorithm (CBBA), presented the generalized and multiassignment CBAA case. Similarly, convergence was guaranteed and so is 50% optimality
in worst case conditions. The selected examples further refined the optimality gap of the
CBAA to roughly 4%. A search and track mission was provided in an integrated virtual
test bed for unmanned ground vehicles. A comparison with the Robust Decentralized
Task Assignment (RDTA) showed the superior performance of the CBAA.
X. Li and Xi (2008) developed a distributed control strategy that guarantees
network connectivity through group stabilization. This condition holds if the initial
communication topology is connected. A subgraph of the initial communication topology
called the Feasible Flocking Topology (FFT) was proven using a minimum spanning tree
to maintain connectivity. A distributed control law based on two artificial potential
functions helped in adhering to the group stabilization. The first potential function was
used to preserve all of the connections between an agent and its neighbors in the FFT,
ensure collision avoidance, and maintain steering distance in the FFT. The second
potential function was used to provide collision avoidance for agents not yet in the FFT.
Han-Lim Choi, Brunet, and How (2009) provided a method of task allocation for
robots using the CBAA and CBBA. In worst case scenarios, minimum performance was
proven to be guaranteed with a 50% optimal gap. A Monte-Carlo simulation of
convergence times showed the CBBA outperformed an iterated version of the CBAA and
a centralized sequential auction algorithm, Prim Allocation Algorithm (Lagoudakis et al.
2004). The Prim Allocation Algorithm was a fast, approximate algorithm that guaranteed

39

total costs won’t exceed twice the optimal costs. The approach was an auction-based
allocation algorithm that provided guarantees on the quality of selections.
Nian, Su, and Pan (2011) developed consensus protocols for tracking and
formation control of multi-agent systems with switching topology networks. Typically,
the formation to track time-varying reference states involved the use of directed spanning
trees, which is not available with random switching network. A consensus protocol using
a vector Lyapunov function showed agents with constant and time-varying references
states converge over time. The authors extended the consensus protocol to include locally
dependent offsets of those reference states. These offsets created a time-varying
separation between the agents. The collectively imposed separation by the consensus
protocol allowed the agents to fly in formation.
Jing Wang, Nian, and Wang (2011) derived consensus protocols based on
Lyapunov stability theory for both the multi-agent systems and the trajectory controllers.
The protocols were designed using both linear matrix inequality (LMI) and bilinear
matrix inequality (BMI). The asymptotic achievement of consensus for the multi-agent
system provided the information structure for the formation control of the individual
trajectory controllers.
Li, Li, and Luo (2012) derived a solution for sensor resource allocation. In their
study, two types of agents were identified. The first type of agents represented the
economic interests of resource providers of the sensor grid. The second agent type
represented the interests of grid user applications accessing the sensor grid to achieve
goals. A price directed approach was used in which users updated their allocations based
on sensor providers' price policy. The sensor resource agents updated prices and
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communicated the new prices to users. In both types of agents, the behaviors are
uncooperative and greedy. The Optimal Sensor Resource Allocation (OSRA) is
compared with four existing microprocessor scheduling algorithms.
Wu and Wang (2012) derived a robust H ∞ output feedback control methodology
using linear matrix inequality (LMI) to address the dynamic consensus problem.
Information provided from the agent's outputs instead of their states were used to develop
a consensus algorithm. The approach made the dynamic filter developed efficient in fixed
and switching topologies. The filter was based on spectral decomposition to achieve an
equivalent decoupled structure for robust H ∞ stability.
H. Wang, Liao, and Huang (2013) provided an improvement to Multi-Agent
Networks (MANs) by asymptotically achieving the distributed weighted average through
double integrator consensus. A prediction framework was established that predicted the
future state based on current topology, the current and outdated state information. The
proposed approach showed a faster consensus speed for the parameter of interest with the
state prediction than without the state prediction.

G. Coupled Vehicle Routing Problem and Assignment Problem
Current performance requirements mandate that unmanned vehicles execute
missions with more than a single objective. In many cases, the ability to solve the VRP or
AP in isolated cases is no longer deemed acceptable. Growing demand for complex
operations dictate that unmanned vehicles perform both of these missions simultaneously.
Additionally, unmanned vehicles must be able to solve these problems cooperatively with
either manned or unmanned vehicles.
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A schematic of the planning layout for each unmanned vehicle expanded upon
from (Brunet 2008) to perform coupled VRP/AP operations in a cooperative fleet is
provided in Figure 2.1. The architecture for cooperation is divided into two levels: high
level and low level. The high level is governed at least in part by a human, but may be
exclusively driven by a human. Mission Planning will dictate the types of tasks that are
necessary to accomplish the mission. Task Assignment will occur from either a
centralized planner or in a decentralized method. Task execution will be correlated
directly or indirectly with a location. A flight path to the task execution points will be
developed by Trajectory Generation bounded by the constraints of the initial mapping of
the task region. The Environment Estimator takes low level data such as the vehicles’
position and velocity and combines that with information about obstacles and targets.
This information is assessed for relevance and then feeds into Mission Planning, Task
Assignment, and/or Trajectory Generation. The low level subsystem of cooperative
planning is governed by the vehicle itself. This subsystem utilizes given waypoints to
drive the controller of the vehicle to both stabilize and ensure the vehicle arrives at the
desired location. The control forces delivered from the Flight Control to the Vehicle State
Estimator will be used to determine the vehicle’s state which feed back to the high level
subsystem or more specifically, the Environment Estimator.
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Figure 2.1 Cooperative Planning System Architecture

Hierarchical frameworks allow for a methodology to decouple the problem to
sufficiently address both the path planning and task assignment aspects. A number of
studies have utilized hierarchical frameworks to properly address the combined problems
of task assignment and path planning. Chandler and Pachter (2001) present a hierarchical
distributed control system for unmanned aerospace vehicles. At the top level is the team
agent that considers mission goals, the market model, and doctrinal data. The middle
level is the domain of the vehicle planning agents which correspond with the Path
Planner. These agents are the vehicles themselves and responsible for onboard planning.
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The lowest level contains vehicle regulating agents charged with providing sequences to
accomplish tasks such as following trajectories, executing maneuvers, releasing weapons,
and activating sensors.
Nanjanath and Gini (2010) developed an algorithm that utilizes single-item
auctions sequentially for each task encountered until all tasks are assigned. Specifically,
the proposed algorithm is a combination of the sequential single-item auction approach
and the parallel single-item auction approach. Their proposed algorithm is compared
against optimal solutions using Rapidly-exploring Random Trees (RRTs) for scenarios of
various sizes. In the hierarchical framework path costs serve as the driving element of
task selection. The new approach is shown to provide a solution that is near optimal.
Rasche et al. (2010) address the potential for UAVs to conduct rescue missions.
The airborne vehicles can explore disaster areas that would be incredibly difficult when
reviewing for one person. An approach was proposed that combined exploratory
navigation, path-planning and simultaneous task allocation. The researchers tested an A*
search method and potential field theory to path plan over a real map under elevation
considerations. Each UAV is tasked with a different role although they share some
similar tasking. Task priority is somewhat mitigated by allowing UAVs to conduct
assignments that are closer in location when competing tasks are tied for importance. At
the higher level, UAV role specific and non-role specific tasks are assigned. At the lower
level the path planning algorithm determines which UAVs are eligible for tasks based on
proximity. Figure 2.2 illustrates this concept through a three UAV search and rescue
mission. The red crosses, a familiar emblem of the American Red Cross®, over UAV 1
and UAV 3 identify these UAVs as performing specifically assigned roles related to the
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search-and-rescue (SAR) mission. The remaining UAV, UAV 2, may be assigned to
refuel to remedy a low fuel status. The two SAR UAVs search and locate a target. In this
case, UAV 1 is only 45 km to someone in need while UAV 3 is 95 km away from that
same individual. As UAV 1 is in closer proximity to the person in need, it will be
assigned the task of aiding the person.

Figure 2.2 Proximity Based Assignment for Humanitarian Search & Rescue
Applications

Edison and Shima (2011) developed a genetic algorithm for solving the problem
of integrating task assignment and path plans for UAVs. The problem the authors
describe is termed the Cooperative Multiple Task Assignment Problem (CMTAP). Path
planning optimization to include kinematic constraints is performed at the lower level
using a Dubins Car model (Dubins 1957). Upper and lower bounds for a sub-problem
using deterministic search methods are provided as comparison to the stochastic
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methodology proposed. Two examples for the sub-problem addressed by Edison and
Shima (2011) are solved with the proposed GA. One example utilized homogeneous
UAVs and the other example used heterogeneous UAVs. A Monte Carlo study using 100
runs per parameter set is also provided. The examples provide feasible solutions that are
more robust with nearly the performance of some of the deterministic approaches.
Zhihao and Ruyi (2011) proposed a hierarchical optimization framework of
mission planning for unmanned aerial vehicles. The authors suggested that mission
planning can be divided into pre-planned and live planning phases. The framework
consists of three levels. The top level is where the tasking assignments are created. The
middle level is the active path layer where detailed plans of immediate activities and
strategic plans are developed. The bottom level is the safety flight layer where the
commands for UAV subsystems to perform tasks and ensure safety. On board replanning
is presented in the event of emergent threats.
Moon, Oh, and Shim (2012) proposed a hierarchical framework that considers
task assignment and path planning of multiple unmanned aerial vehicles. The authors
proposed a negotiation-based algorithm for task assignment and intersection-based
algorithm for path planning. Multiple UAV coordination efforts were explored to test the
route when an unmapped obstacle pops up. Tasks that are not feasible to perform were
ignored by the UAV and allocated to the next viable resource. Experimental validation
preceded these simulations to test no fly zone obstacle avoidance.
Rabbath (2013) proposed a new modeling framework to conduct collaborative
airlift with a formation of small quadrocopter unmanned aerial vehicles. The study
extends upon the limited work in this field by introducing a two level approach to the
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collaborative airlift problem. The contribution of this work was that it considered both the
high level coordination and control of multiple rotorcrafts cooperatively carrying a single
slung load as well as faults and anomalies during its operation. The upper level of the
proposed methodology is implemented as a finite-state machine that performs eight
different main states and considers all of the quadrocopters. The lower level of the
methodology is concerned with the control, aerodynamics, stability, and trajectory
generation of each individual UAV. Emergency actions are also developed as
contingencies for severe faults. These actions can differ depending on the level of
importance placed on the vehicles and the payload they carry.

H. Summary
The literature demonstrated in this study has provided a view into the complexity
surrounding the TSP, VRP, and AP. Many notable variations of these problems, both
theoretical and practical, have been explored. Numerous researchers have investigated
solutions to these very encompassing problem sets. Two classes of solutions that have
emerged in the last 20 years are auction algorithms and consensus algorithms. These two
solution subsets have been greatly employed to address the classical TSP, VRP, and AP
along with their variants. Table 2.1 gave a brief look into the types of issues some of
these works addressed. However, even with all of the work that has been accomplished to
solve the issues of the VRP and AP, specific focus on the development of auction-based
approaches to address task abandonment and validation have yet to be explored. Two
works were discovered that addressed these issues separately. The study involving task
validation focused on cases where communication was perfect among the entire fleet.
The study of task abandonment focused on situations where tasks were considered of
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equal importance and could thus be executed in a serial fashion. An analysis combining
both areas remains to be done.

.

48

CHAPTER 3

RESEARCH QUESTIONS AND METHODOLOGY

The study of auction-based and consensus-based algorithms have not been the
focus of solutions to the VRP and AP in the case of task validation and/or abandoned
tasks. Interestingly, current research overwhelmingly ignores the loss of UAVs in task
assignment and path planning problems. Practical implementation presents wartime
attrition only at the strategic level, not the tactical level. Therefore, behavior attributed to
the loss of the vehicle, response to this loss or mitigation of the disaster is not explored.
The lack of concentration in this solution domain raises questions not only in the
reasoning behind this absence of study, but as to the promise of this potential application.
This dissertation proposes an improvement on existing consensus and auction
algorithms. This hierarchical, interrelated methodology is known as the Integrated
Consensus-Based Framework (ICF) for single or case-by-case negotiations. Negotiations
resulting in bundling of tasks will be known as the Integrated Consensus-Based Bundle
Framework (ICBF). The ICF and ICBF are expected to provide a decentralized method
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for timely and efficient task reassignment and rerouting capable of operating within
dynamic and uncertain environments.
Research questions are provided in this chapter to highlight the areas where these
new approaches to these established problems could provide significant improvement or
new contributions to the body of knowledge. To better understand how these potential
gains can be realized, the methodologies to test the ICF and ICBF by specific case are
provided.

A. Research Questions
The focus of this work is on addressing and investigating the conceptual problem
regarding UAV self-sufficiency. The conceptual problem is whether a fleet of UAVs has
enough network stability to lose a member and still converge on its task assignment in
accordance with its objective functions. We must know whether UAVs with a series of
pre-scheduled tasks can adapt both efficiently and effectively to emergent situations such
as a lost vehicle with now abandoned tasks that need to be accomplished. We must know
if UAVs can update their task assignments automatically efficiently and effectively. This
knowledge is required in order to answer a more important question: Can we improve
UAVs’ self-sufficiency thereby not requiring UAV teleoperators to make snap decisions
on an unexpected number of freed tasks during a mission? The conceptual problem can
be broken down into research questions that require quantifiable and verifiable solutions
to address the problem statement.
The research questions provided below not only decompose the problem into
something demonstrable but do so in a way that ensures original contribution to the
50

domain area. Can robust decentralized algorithms be developed to efficiently
assign/reassign tasks and confirm executions through auction and consensus? Is it
possible for a fleet of UAVs to identify when one of its members can no longer
accomplish its task(s) and redistribute the task(s) accordingly? Do UAV fleets have
enough robustness to converge on task assignment with a real-time resource loss? Even if
the UAVs converge properly with a resource loss, will the overall performance be
sufficient for mission standards? How does the proposed frameworks compare to other
benchmark algorithms? What are the scaling effects of agents and tasks on one of the
above mentioned decentralized algorithms? What are the communication range effects on
the proposed algorithms in a dynamic environment? Does providing more tasks to each
UAV aid or complicate the fleet’s ability to converge on tasks? Do the factors affect the
UAV fleet in isolation or are their effects a combination of a number of factors?
To properly answer these questions, a repeatable and consistent approach was be
conducted. A formalized methodology to investigate these research questions follows in
the next section. Testing and validation of the proposed frameworks involved realistic
scenarios. Although many applications are conducted over dynamic and uncertain
environments, a driving motivator of this research is improvement of existing algorithms
used for military UAVs. In particular, missions that involve A2/AD environments are of
particular interest. Therefore, the problem cases used for testing and validation were
UAV missions in A2/AD environments. The problem cases were for multi-vehicle task
assignment and routing that must be resilient to the loss of a tasked resource.
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B. Methodology
The research questions provided give a holistic perspective to the answers sought
in this dissertation research. Even so, merely providing an answer runs the risk of being
too broad to be measured quantitatively for any sort of confidence in their conjectures.
This section provided a quantitative and measurable methodology to answer the research
questions discussed above. The following subsections looked at the factors in the
research, output variables, model framework for simulations, and statistical analyses for
the data collected.
1. Research Factors

The questions provided earlier focus on several factors that are being altered and
compared to support answering the research questions. The set of factors are the solution
approach, numbers of agents and tasks, communication range for single assignment, and
task horizon for multiple assignments. Each of these factors are explained in greater
detail below.
a. Solution Approach

The solution approaches in this dissertation consist of two benchmark algorithms
and two novel frameworks. These approaches were utilized to provide solutions to the
combined DVRP and AP in this work. The results from these solutions were compared as
part of the analysis.
The benchmark algorithms used in this case were the Implicit Coordination
Algorithm (ICA) (Alighanbari and How 2005) and the Greedy-Based Auction Algorithm
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(Brunet 2008). These two benchmark algorithms offer unique contrasts for comparison.
The ICA is a decentralized task assignment approach that examines all possibilities
before providing an optimal solution. The conditions for optimality are based on the ICA
operating in a perfect network with full communication between all agents at all times.
The Greedy-based Bundle Algorithm (GBBA) is an extension, developed as a part
of this dissertation, to the GBAA (Brunet 2008). The GBAA is a decentralized task
assignment approach that uses auction algorithms and adjudicates conflicts with direct
neighbors only. Therefore, members of the fleet that do not have a direct communication
path for any reason, such as distance, cannot resolve task assignment conflicts. The
GBAA does not rely on a full network to perform its task assignment, but is limited in its
ability to provide an optimal solution. The GBBA extends the approach developed by
Brunet (2008) by allowing each fleet member the capacity to be assigned multiple tasks.
Although this is used as a benchmark case, the GBBA is another novel contribution of
this dissertation.
The Integrated Consensus Framework (ICF) is a two-tiered, three phased
approach to solve the single task assignment problem and vehicle routing problem. The
top layer of the ICF has three phases: auction, consensus, and validation. The auction
phase involves each agent bidding on each task. The consensus phase has each agent
communicate with each other to determine the best suited agent for the tasks presented.
The validation phase has each agent monitor the status of its fellow agents, the completed
tasks, and any abandoned tasks. The lower layer provides the routing and score
calculation for each bid. This information is then fed to the higher layer. Chapter 4
provides greater details about the internal mechanisms of this framework.
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The Integrated Consensus Bundle Framework (ICBF) is a two-tiered, three
phased approach to solve the multiple task assignment problem and vehicle routing
problem. The ICBF is an extension to the ICF. As such, the behavior of the ICBF is very
similar to the ICF. The ICBF’s top tier has three phases: bundle building, conflict
resolution, and validation. The bundle building phase allows each agent to build a bundle
of tasks to the limit imposed by its task horizon, or capacity. The conflict resolution
phase involves each agent adjudicating conflicts with its fellow agents to the point where
all or part of a bundle may be removed if a higher bid is presented than an agent currently
has made. The validation phase works in the same manner as within the ICF, with each
agent monitoring its fellows’ communication status, completed tasks, and abandoned
tasks. Chapter 5 provides greater details about the internal mechanisms of this
framework.
b. Numbers of agents and tasks

The effect of scaling on the novel frameworks is a factor under consideration in
the questions provided above. Scaling is defined in this dissertation as the number of
agents and tasks that are presented in each simulation. While any combination of agent
and task pairings are possible, Brunet (2008) empirically determined through simulations
that the worst case for the CBAA for addressing the task assignment problem arises when
the number of agents and tasks are the same. This convention was utilized in this
dissertation. Three levels were provided for this factor: small, medium, and large. While
the number of levels will be the same, the actual numerical values will differ for the
single and multiple assignment cases.
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For the single assignment case, the small scale consisted of 5 agents and 5 tasks.
Next, the medium scale consisted of 15 agents and 15 tasks. The large scale consisted of
30 agents and 30 tasks.
The multiple assignment case had 5 agents and 5 tasks for the small scale. The
medium scale had 10 agents and 10 tasks. The large scale for the multiple assignment
problem consisted of 15 agents and 15 tasks. The difference between the scaling values
for the single and multiple assignment problems is due to demands on computing time.
The computing time for each agent’s bid is based on its processing of a score. For
multiple assignments, the computing time is multiplied by a factorial of the number of
tasks in the horizon. This computation occurs for each agent at least once in a simulation.
Table 3.1 below provides an example of the behavior. In this example, 10 agents
and 15 agents are used. The computational time multiplier is the factorial of the task
horizon. This is because each agent will review all combinations of tasks for each bid. A
computational time units is supposed to represent some element of time whether it is
seconds, minutes, or hours. The total time units are provided in the last column. Even if a
time unit is one second, it is easy to see the increase in computational complexity. A
jump from 10 agents to 15 agents for the queuing of 5 tasks is an increase in 10 minutes
for each bidding sequence. Bidding sequences can vary dramatically, but have been
evaluated in the double digits in preliminary studies of this dissertation. Other
considerations such as the demands on computer memory during computations also
played a factor in the decision to utilize smaller agent and task sizes for the multiple
assignment case.
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Table 3.1 Agent-Task Assignment Time Chart
Computing
Agent number Task Horizon time multiplier
1
1
10
3
6
5
120
1
1
15
3
6
5
120

Computing Time Units
(agent# x multiplier)
10
60
1200
15
90
1800

c. Communication Range (Single Assignment)

The communication range among the fleet represents another factor to be
compared in this dissertation. The communication range is defined as the maximum
distance between two agents that will allow for the exchange of information. The
communication range among a fleet of decentralized agents is an important consideration
to test the robustness inherent in a solution approach. This factor was applied for the
single assignment cases in this dissertation. Three levels for this factor are utilized: low
transmit/receive, medium transmit/receive, high transmit/receive. The low
transmit/receive level consisted of UAVs with a 0.1 D communication range where D is
the diagonal length of the map. The medium transmit/receive level consisted of UAVs
with a 0.5 D communication range. The high transmit/receive level consisted of UAVs
with a 1.0 D communication range. Naturally, the greater the communication range, the
easier it is for the UAVs to communicate with one another. Prior research has
demonstrated this has a correspondingly positive effect on convergence times.
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d. Task Horizon (Multiple Assignment)

The capacity for each agent to accept and hold in memory a number of tasks was
presented in the section on number of agents and tasks above. This capacity is explicitly
captured in the task horizon for each agent. The task horizon is defined as the number of
tasks each agent may be assigned at any given time. The concept of task horizons is
important in the case where each task may have large amounts of data associated with it.
In these cases, the onboard computer may not have enough memory to hold all of the
associated data with many tasks. In this dissertation, three levels for the task horizon are
presented: low capacity, medium capacity, and high capacity. The low capacity level
consists of agents that have a capacity of 1 task. The medium capacity level consists of
agents that have a capacity of 3 tasks. The high capacity level consists of agents that have
a capacity of 5 tasks.
2. Parameters of Interest

The research questions, while presented in general, were evaluated with respect to
some parameters of interest. These parameters of interest became the output variables of
the models discussed in the next section. The parameters were measured as each solution
approach is employed in the test cases discussed later. Three parameters of interest were
presented in this dissertation: optimality gap, convergence steps, and execution time. The
importance of these parameters to the dissertation and beyond is also provided.
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a. Optimality Gap

The optimality gap determines how close to the best possible answer the solution
approaches arrive. The optimality gap is defined as the ratio of the difference between the
optimal solution and the solution approach to the optimal solution as described by

S (Opt ) − S (SA)
S (Opt )

(3.1)

where S(Opt) is the score for the optimal solution and S (SA) is the score for the solution
approach.
From the very definition of optimality gap, there are some measurable difference
in each approach and an optimal approach. Specifically, the scores for accomplishing
tasks were added under each solution approach and compared to the highest possible
score. For simplicity, task completion was denoted by agent arrival to perform a task.
In the event the ICF and/or ICBF do not meet the expectations for optimality, the
analysis still contributes to the body of knowledge by beginning to define the bounded
regions for such applications of this novel concept. For example, if the optimality gap for
task assignment does not scale well with an increase in the numbers of agents and tasks,
then it can be ascertained that this approach is suitable for small fleet cases. The ability to
pick up abandoned tasks even if the frameworks are non-ideal will still be applicable for
coarse task assignment for large scale civilian applications such as land surveying.
b. Convergence Steps
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The convergence steps determine how long it takes for the fleet to reach a
consensus regarding the assigned tasks. The convergence steps are defined as the number
of iterations it takes until each agent cannot outbid another agent for ownership of a task.
An iteration occurs each time the fleet enters the consensus phase as shown by Figure
3.1.

Figure 3.1 Convergence Step Iteration

Figure 3.1 is a subset of the flowchart for the CarA Algorithm to show that each
loop between the auction and consensus phases result in an iteration of the convergence
steps. Here, the term “Cs” refers to the convergence steps and the “++” convention is
adopted from the C++ programming language developed by Bjarne Stroustrup (1983)
which means loosely it iterates at each loop.
A specific use case would be if the agents bid on tasks and one agent lost its bid in
the consensus phase. That agent must then bid on another task and subsequently defend
its bid again in the consensus phase. This defense step would be the second iteration or
the second convergence step. The importance of the number of convergence steps lies in
its technical and practical implications. Each implementation of the convergence steps
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involves onboard processing, transmission, and reception. All of these functions draw
energy from the power plant aboard a UAV. Reduction of convergence steps is an
important goal for all unmanned vehicles, remote sensors, or any system concerned with
power management.
c. Execution Time

The execution time is an output variable that is focused upon how quickly agents
can accomplish their tasks. The execution time, t , is defined as the amount of time it
takes for the last task to be accomplished in any given simulation as provided by

t = max{t : z(t ) = 1}

(3.2)

where z (t ) is the vector of completed tasks, such that 1 is a completed task and 0
otherwise.
For example, two agents are each assigned to a single task each and it takes Agent
A approximately 10 seconds to accomplishes its task and Agent B approximately 15
seconds to accomplish its task. The execution time for this short scenario is 15 seconds as
it is the amount of time it takes to accomplish the last remaining task. This parameter is
the most tactical of the three parameters, and it has particular significance in evaluating
the approaches as time critical solutions for military and law enforcement applications.
Time sensitive civilian applications include disaster recovery, search and rescue, and fire
surveillance.
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3. Model Framework

The models used in this dissertation are discussed in this section. Specifically, the
framework for the models is detailed. Each model has two layers. The first layer has
general characteristics that are shared by all models. The second layer is comprised of
specific elements that make that particular model unique.
a. Bounds on the problem domain

This research did not address three dimensional problems so the geographical
terrain the UAVs were modeled operating over was examined in two dimensions rather
than including altitude. Abandoned tasks were only presumed to occur when resources
were lost. This research did not explore time windows for tasks to be completed within.
This research did not address lower level UAV considerations such as flight controls and
aerodynamic stability. This research did not address turning radii so UAVs will be
assumed to be capable of making the turns required to perform the tasks. This research
did not address tasks serviced by more than one UAV. This research did not address
mobile targets. This research assumes the UAVs have time to pre-define a route before
launch. This research did not address the stochastic probability of vehicle loss. This
research assumed fuel would be in sufficient quantity to perform general flight
operations. This research assumed that there is no uncertainty in task execution and that if
a UAV services a task, the task was successfully completed. This research did not address
obstacle avoidance as all vehicles were presumed to be at sufficient height to avoid these
threats. This vehicle also did not address friendly collision avoidance as the UAVs were
be assumed to be staggered in altitude during flight operations.
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b. General Characteristics

The models in this dissertation contain global parameters or behavior that is
repeated throughout each of the cases regardless of the tested factors or outputs
measured. The number of samples, loss of agent strategy, and scoring function are
consistently the same throughout each of the simulations.
i.

Sample Size Calculation

Before the models can be simulated a suitable sample size had to be calculated.
The statistical analysis tool Minitab® (“Minitab” 2014) was used to determine the sample
size. A General Full Factorial Design (Montgomery 2009) approach was conducted for
the sample size calculation. Specifically, the program inputs were the factor levels, level
of significance, power level, requested maximum difference between main effect means,
and standard deviation.
Each of the research factors consist of three levels which are used as the number
of levels in the program. The parameter α is the level of statistical significance used to
determine a type I error. A type I error is the probability of rejecting the null hypothesis
when in fact it is true. A commonly used value for the level of significance is 0.05, i.e.
α = 0 .05 . This value was used for the level of significance in this study. The parameter

β is the level of statistical significance used to determine a type II error. A type II error
is the probability of failing to reject a null hypothesis when it is in fact false. The
complement of the parameter β is the power of a statistical test. Specifically, the power
of a statistical test (1 - β ) is the probability of correctly rejecting a false null hypothesis.
Specifically, power is a very descriptive and concise measure of the sensitivity of a
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statistical test (Montgomery and Runger 2011). Sensitivity is the ability to detect
differences. The power of a test is an arbitrary value that is case specific. To ensure a
high sensitivity, the power was selected to be 90% or 0.9. Unlike the previous theoretical
values, the remaining inputs are calculated from data samples.
A pilot study was conducted using the solution approaches to get the maximum
difference and standard deviation based on mission scores. A total of 10 simulations were
conducted for each solution approaches in which agents had to properly assign tasks.
Mission scores were calculated using an exponential decay of a task reward based on
time. In other words, the value of a task decreased over time, such that earlier executions
warranted higher scores. Table 3.2 provides the mission score means and standard
deviations for each of the solution approaches.

Table 3.2 Pilot Study Statistical Values
Solution Approach
ICA
GBAA
ICF

Mean ( x )
556.550
537.583
581.281

Std dev (s )
52.604
48.587
39.681

The table demonstrates the maximum difference between sample mission score
means occurs between the GBAA and ICF. The actual value was approximately 43.7.
This value was used for the sample size calculation. The standard deviation for the input
was calculated as the average of each of the solution approaches. Thus the standard
deviation was 46.96. These two values were utilized as inputs for the Minitab analysis.
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Figure 3.2 is provided below to show the determination of the sample size based on the
inputs provided.

Power Curve for General Full Factorial
1.0

Reps
31
A ssumptions
A lpha
0.05
StDev
46.9
# F actors
1
# Lev els
3

0.8

Terms Included In M odel

0.6
Power

Blocks
Term O rder

No
1

0.4

0.2

0.0
0

10

20
30
40
Maximum Difference

50

Figure 3.2 Pilot Test Power Curve for General Factorial Sample Size

The figure showcases that Minitab computed that 31 samples per each factor level
are necessary to maintain the appropriate power throughout the tests.
Table 3.3 provides a description of the conditions surrounding the number of
simulation runs. The table presents a quick reference for the essential information in
each scaled test for a solution approach. The second and third columns show the number
of agents and tasks for each scale. The communication range and its increments are
depicted in the next column. The number of simulations for each increment is then
provided. To better illustrate the sequence, the first test series can be viewed as the small
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scale factor varied over the communication range factor for a given solution approach.
Monte Carlo simulations of 31 runs will be conducted for each D variation in the test
series. The first variation involves the low transmit/receive factor (Tx/Rx) for the small
scale level. The second variation involves the medium transmit/receive level for the small
scale level. The final variation involves the high transmit/receive level for the small scale
level. Each variation is simulated over 31 Monte Carlo simulations. The total number of
simulations for the test series is 93 Monte Carlo simulations. This is repeated for each
factor level for the scale. The total simulations per solution approach are 279. Overall,
there are 837 Monte Carlo simulations for the entire set of simulation runs.
The analytical measures for this dissertation decomposed into 2 test cases. The
first test case, Case 1, is the single case assignment problem. Here, the various solution
approaches are evaluated over the 3 different communication levels. Case 2, the multiple
assignment problem, is evaluated over the different levels of task horizon. The
distinguishing elements of Case 2 are provided in parentheses in the table cells. A more
in-depth explanation for the cases is provided below.

Table 3.3 Full Breakout of Simulation Runs
Solution
Approach

Scale
Small scale
ICA
Medium Scale
Large Scale
Small scale
GBBA Medium Scale
Large Scale
Small scale
ICF (ICBF) Medium Scale
Large Scale

Agents
5
15 (10)
30 (15)
5
15 (10)
30 (15)
5
15 (10)
30 (15)

Tasks
5
15 (10)
30 (15)
5
15 (10)
30 (15)
5
15 (10)
30 (15)

Low Tx/Rx
(Task
Horizon)
0.1 D (1 T_h)
0.1 D (1 T_h)
0.1 D (1 T_h)
0.1 D (1 T_h)
0.1 D (1 T_h)
0.1 D (1 T_h)
0.1 D (1 T_h)
0.1 D (1 T_h)
0.1 D (1 T_h)

Med Tx/Rx
(Task
High Tx/Rx (Task Simulations
Total
Horizon)
Horizon)
per inc.
simulations
0.5 D (3 T_h)
1.0 D (5 T_h)
31
93
0.5 D (3 T_h)
1.0 D (5 T_h)
31
93
0.5 D (3 T_h)
1.0 D (5 T_h)
31
93
0.5 D (3 T_h)
1.0 D (5 T_h)
31
93
0.5 D (3 T_h)
1.0 D (5 T_h)
31
93
0.5 D (3 T_h)
1.0 D (5 T_h)
31
93
0.5 D (3 T_h)
1.0 D (5 T_h)
31
93
0.5 D (3 T_h)
1.0 D (5 T_h)
31
93
0.5 D (3 T_h)
1.0 D (5 T_h)
31
93
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Total
All
simulations
simulations
per solution
279

279

279

837

ii.

Loss of Agent Strategy

The Office of the Secretary of Defense (Office of the Secretary of Defense 2003)
has released a study on the reliability of unmanned aerial vehicles. Traditionally, the
Class A mishap rate over 100,000 flight hours is one of the primary mechanisms to
evaluate the reliability of aerial vehicles. Class A mishaps are considered accidents that
result in significant vehicle damage or loss of the vehicle. The mishap rate is expressed as
the number of mishaps over 100,000 flight hours. This milestone has traditionally been
used to assess aerial vehicles as it is felt to denote a sufficient in-service time to ensure a
steady state of the vehicle lifecycle. However, at the time of publication, no single UAV
model had accumulated that amount of flying time. Thus, each model’s mishap rate
represents its extrapolated losses to the 100,000 hour mark. In the study, cumulative
mishap rates for the later model RQ-2 Pioneer, RQ-5 Hunter and RQ-1 Predator provide
an availability of 0.78, 0.98, and 0.93, respectively. The mean availability of these
models equate to 0.90. No additional official studies from the Office of Secretary of
Defense have been published since that time.
Based on analysis of the publicly available data, the deduced rate of vehicle loss
was 0.10 for the simulations in this dissertation. The simulations were not evaluated over
100,000 simulated flight hours. So, there remains the question of how to properly
integrate this mishap rate within the simulations. One performance constraint is that the
validation phase of the CarA and CarAB algorithms must be implemented. Failure to do
so would negate the novelty of the proposed methodologies. Therefore, the strategy
implemented leverages the mean mishap rate over the fleet to determine loss. The fleet
size is reduced by 10% with a condition to round up to the nearest integer. The number of
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time steps to completion was calculated and a random number within that time interval
determined when the actual loss occurs. Set conditions for the pseudo-random number
generator allowed for each simulation run for each algorithm to experience the same,
although randomly generated, conditions.
This approach utilized the 10% mishap rate providing external validity in the
number of losses calculated. The use of randomization for vehicle loss time prevents a
bias towards any one algorithm and allows for robustness comparison. The use of a
random seed generator allowed for every algorithm and simulation to experience the
same effect. This permitted reproducibility of the conditions for direct comparison
between the proposed algorithms and the benchmark algorithms. This approach placed
heavy emphasis on the principle of replication. The method narrowed the focus on
comparing how the algorithms perform against one another.
iii.

Scoring Function

Each agent provided a score for accomplishing a task based on a predefined
function. This function was based on the task reward, a discount factor, and the time until
the task is accomplished. The task reward, a , was fixed at 1,000 points. The reward for
each task was discounted to show the cost associated with traveling to each point. The
discount factor, λ , was set at 0.1, i.e. λ = 0 .1 , for all task score calculations. The score,

s , itself is an exponential decay of the reward based on time (t ) and is defined as

s = aλ− t
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(3.3)

Therefore, the longer it takes to travel to perform a task, the lower the resulting score.
iv.

Randomization of agents, tasks, and losses

As implicitly mentioned in the Scoring Function section, the location of the
agents in relation to the tasks plays a considerable role in determining the effectiveness of
each solution approach. To reduce the bias for any solution approach, the locations of
both agents and tasks and the agent loss times were randomized. A uniform distribution
was used to ensure the probability for each occurrence along the interval is equal. Each
combination of factor levels (e.g. low transmit/receive factor, high number of agents and
tasks, and medium task horizon) were subjected to the same randomization sequence to
ensure repeatable conditions.

c. Specific characteristics (Test Cases)

The models used in this dissertation varied in specific cases. These test cases were
used to reach conclusions regarding the research questions. A total of two test cases were
developed. The description and execution methodologies of these cases are provided in
detail below.
i.

Case 1 – Integrated Consensus-Based Framework in a CommunicationLimited Environment

Case 1 described the single assignment scenario involving an agent loss during
the mission. Homogeneous agents were used in this case study. The research factors
varied in this case were the solution approaches, number of agents and tasks, and
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communication range length. The environment itself was a grid area of 2,000m x 2,000m.
Path planning was conducted using Euclidean geometry and interpolation. Prices for the
associated paths were developed as an exponential decay of the task reward based on the
total time it took to complete the path.
ii.

Case 2 –Integrated Consensus-Based Bundle Framework with Task
Queueing

Case 2 investigated the condition in which a fleet of UAVs must operate in a
multi-assignment scenario. Homogeneous agents were used in this case study. The actual
communication network for the fleet was fully connected. The research factors varied in
this case were the solution approaches, numbers of agents and tasks, and task horizon.
The environment itself was a grid area of 2,000m x 2,000m. Path planning and prices
were developed for benchmarks using Euclidean geometry and interpolation.
d. Statistical analyses

Analyses of the data regarding the parameters of interest collected from the
simulations were necessary to draw conclusions to the research questions. Due to the
large amount of data collected it was deemed appropriate to utilize statistics as a method
for understanding the data proposed. The statistics employed in this dissertation were
divided into 2 sections: descriptive statistics and inferential statistics. It is assumed that
foundational understanding of these two disciplines is a priori and they will not be
described in this dissertation.
i.

Descriptive Statistics
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Univariate analysis was conducted on each of the parameters of interest. Although
this is an oversimplification of the behavior exhibited in the model, this analysis provided
an easily identifiable approach to determine the behavior of factors. In this case, the
behavior of the solution approaches is of concern. The central tendency and dispersion of
the output variables were analyzed for each of the solution approaches. These data
descriptors were used to compare the solution approaches as the other research factors are
varied.
ii.

Inferential Statistics

While descriptive statistics allows a way to summarize the data gathered,
inferential statistics provides the ability to look beyond the immediate and draw
conclusions from the data gathered. As the name implies, this technique provides the
ability to draw inferences about the entire population from randomly chosen samples.
Particular to this dissertation, this statistical discipline used patterns in the sample data to
draw conclusions in order to answer the research questions.
Similar to the descriptive statistics section, the inferential statistics focused on a
singular parameter of interest at a time. However, the inferential statistics also examined
the parameters of interest as they behave based on the varying levels of the research
factors. The General Full Factorial (GFF) Design provided this capability (Montgomery,
Peck, and Vining 2006). Not only did this approach examine the individual responses of
the parameters of interest, it also examined the interactions between the independent
variables. The dependent variables were the optimality gap, convergence steps, and
execution times. A General Linear Model (GLM) was used to fit the varying independent
variables and their interactions with the dependent variables (Montgomery, Peck, and
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Vining 2006). Assumptions for the employment of the GLM were that the data is
normally distributed, the residuals possess constant variance and zero mean. Those
residuals also tend to be randomized and structureless. The GLMs developed were used
in conjunction with Analysis of Variance (ANOVA) to determine which means were
significantly different from each other (Montgomery and Runger 2011). Tukey’s range
test (Montgomery 2009) was used when means are determined to be significantly
different to evaluate the relationship of the varying means across the levels of research
factors.

C. Summary
This chapter provided detailed descriptions of the questions and methodology for
the proposed algorithms. The explanations were important in providing an overarching
contextual understanding of the importance of this topic and the solutions proposed. Later
in this dissertation, quantitative results from the statistical analyses are utilized to provide
answers to the research questions presented above. These answers are sought to provide
evidence to the novelty of the proposed algorithms and their feasibility as an effective
solution approach.
Each test case along with a short description outlining the major features of the
trial is provided in Table 3.4. Included in this table are the major contributions for each
experiment along with the specific algorithm proposed in this dissertation expected to
achieve these results. Benchmark algorithms are provided as a method of comparison
with the newly created algorithms.
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Table 3.4 Summary of the Test Cases
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CHAPTER 4

CONSENSUS-BASED FRAMEWORK FOR SINGLE ASSIGNMENTS

A. Introduction
The use of technology has increased over the years and with it the complexity of
its applications. Years ago a cellphone’s primary, and in many cases sole, function was to
call someone. In recent times, smartphones have significantly replaced the common
cellphone due to the diverse applications and services they are able to provide. This
technological trend towards greater capability has also occurred in the domain of
unmanned systems, particularly UAVs. The demand and very environment itself, for
UAVs point to a need to perform complex operations in both civil and military scenarios.
Early applications of UAVs performed merely intelligence, surveillance, and
reconnaissance (ISR) missions in open path skyways. Now UAVs are expected to service
dynamic targets in congested urban environments under electromagnetic interference
while avoiding friendly aircraft collisions and enemy anti-aircraft fire. Additional
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requirements call for UAVs to effectively assign tasks while conserving fuel through
shorter distances or in more time efficient manners. Competing objectives present an
increase in complexity to UAV decision processing, especially in real-time scenarios. A
major source of complexity is the often sought coupled problem of maximizing mission
effectiveness related to the AP while minimizing path lengths or flight time which is
relevant to the TSP/VRP.
The frameworks herein provide a unique solution to ensuring task execution and
validation occurs while also addressing a number of other issues that present challenges
to the task assignment problem.
The remainder of the chapter is divided into several sections. The first segments
provide a formal definition of the problem to include task assignment and path planning.
Formal definitions for the auction algorithm and consensus algorithm are presented in the
next segments. The third section formally defines the Integrated Consensus Framework.
A descriptive narrative of task reallocation is provided in Figure 4.1. In this single
assignment scenario, four UAVs (UAV 1, UAV 2, UAV 3, and UAV 4) seek allocation
to tasks (Task A, Task B, and Task C). UAV 1 does not receive an initial assignment and
begins its flight to the home base. UAV 2 is assigned to Task A. UAV 3 is assigned to
Task B. UAV 4 is assigned to Task C. UAV 3 is lost due to malfunction on its way to
execute Task B. UAV 2 and UAV 4 execute their tasks and informs the fleet that their
respective tasks are complete. Since UAV 1, UAV 2, and UAV 4 do not hear from UAV
3 after some preprogrammed time, the agents presume Task B is abandoned. UAV 2 and
UAV 4 are automatically excluded from bidding as this is a single assignment case. UAV
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1, having never been assigned a task maneuvers to accomplish Task B, while UAV 2 and
UAV 4 continue on to their final destination.

Figure 4.1 Task reallocation of abandoned task due to lost UAV

1. Task Assignment Formulation

The task assignment problem is one of the basic problems of combinatorial
optimization in the branches of operations research in mathematics. The objective for the
task assignment problem is to determine a conflict-free assignment of N m tasks to N u
agents that maximizes a global objective. A conflict-free assignment is defined as
complete task allocation such that no task is assigned to more than one agent.
The AP in this dissertation extends beyond the general form by verifying task
execution and adoption of abandoned tasks. For each agent i potentially assigned to task
j, there is some associated score sij . The actual assignment is determined by the binary
variable xij , which equates to 1 if agent i is assigned to task j, and 0 otherwise. The score
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is assumed to be nonnegative without loss of generality. The objective in this assignment
is to maximize the overall score of the fleet of UAVs. Presented as the linear assignment
problem, the AP is formulated as

Nu Nm

max

∑∑s

ij

xij

i =1 j =1

subject to
Nm

∀i = {1,K, N u }: ∑ xij ≤ 1
j =1
Nu

∀j = {1,K, N m }: ∑ xij ≤ 1

(4.1)

i =1

∀i = {1,K, N u }, ∀j = {1,K, N m }: xij ∈ {0,1}

The task assignment problem and its variants have been solved by a number of
exact methods and heuristics. Two classes of solutions known as auction algorithms and
consensus algorithms will be provided later in this chapter. These methodologies form
the basis for the proposed hierarchical framework in the dissertation.
2. Routing Formulation

The problem of finding an optimal solution for servicing a number of customers,

Nc , with a fleet of vehicles is an extension of the TSP. Proposed by Dantzig and Ramser
(1959), the Truck Dispatching Problem or as it later came to be known the Vehicle
Routing Problem (VRP), is a combinatorial optimization and integer programming
problem originally designed for the fields of transportation, distribution, and logistics.
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The major delineation between the TSP and VRP is the capacity of the truck. Dantzig and
Ramser (1959) state the VRP is formally identical to the TSP if the capacity of the truck,
c, is such that

Nc

c ≥ ∑ ql

(4.2)

l

In this case, the specified deliveries ql for each service station l can be served in one
tour. To illustrate, if the truck capacity is c = 100 and deliveries to three service stations
such that

q = {25 , 30 , 15}

(4.3)

the capacity of the truck, c, exceeds the total deliveries q = 70 , thereby ensuring the
delivery to all three quantities in one tour. The authors of VRP define the VRP as the case
where

Nc

c << ∑ ql

(4.4)

l

The situation highlighted in Equation (4.4) presents a realistic case in which one
vehicle cannot deliver to all customers in a single tour. The resolution is to perform
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multiple tours, utilize multiple vehicles, or some combination of the two methods. The
challenge presented in the VRP is to utilize these two methods in a fashion that addresses
the objective function. This unique feature points to the need to perform multiple
missions per vehicle and/or the need to utilize a fleet of vehicles to perform the objective.
A related consideration to the delivery capacity is the amount of fuel available to
vehicles to travel to geographically different locations. The fuel capacity constraint on
vehicles will be relaxed to demonstrate the performance of the ICF and ICBF in
comparison with established methodologies for task assignment.

3. Auction Algorithm Formulation

Auction algorithms are established as a solution to both the assignment problem
and the network flow problem, and by extension routing problems, with linear and
nonlinear costs. An auction algorithm operates in a manner similar to its namesake, the
sales auction, by determining the best price (cost) on set of products (tasks) proposed by a
number of different buyers (agents). Regulation of bids and winners has been conducted
in both a centralized and decentralized methodology.
Auction algorithms seek an economic equilibrium to the assignment problem by
ordering and allocating all tasks according to the respective highest bid from each agent.
Each agent is considered to act in their best interest. Consider that task j has a score sij
that is the difference of the reward aij of assigning task j to agent i and the price p j of
task j as shown below

sij = aij − p j
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(4.5)

The value of the price updates to reflect the current bid as the assignment
progresses. The naïve auction algorithm updates in rounds initializing with a randomly
assigned set of tasks and agents. Using the sales auction analogy, while an agent must
pay the price p j for task j, it believes it has acquired the maximal value for the task if

j * = arg max{aij − p j ⋅ }.

(4.6)

j

*
*
If this condition holds and task j is unassigned, agent i is assigned task j and is

satisfied. An illustrative scenario of this behavior would be to consider two UAVs that
are tasked to eliminate a threat such as a surface-to-air missile (SAM) site. The
elimination of the SAM site provides some reward, which is denoted as aij . The price p j
to accomplish the task j, is presented as the distance, or fuel expended to the target. Since,
both UAVs are considering the same SAM site, the rewards are identical. If both UAVs
are traveling from different locations, the distance for each UAV will be different. The
UAV with the shorter distance (i.e. smaller price) will present the larger score, sij and
will thus be assigned the task. Figure 2.2 provides a visual example of this scenario from
a humanitarian mission perspective. Many variations of this scenario are possible. The
UAVs could consider choosing different valued rewards such as the elimination of a
SAM site, the surveillance of a top enemy agent, or battle damage assessment (BDA).
The prices and, by extension, scores will vary if these sites are geographically dispersed.
The UAVs would then need to consider what would be in the best interest of the mission.

79

The illustration of these cases is not the focus of this section and as such will not be
further developed.
*
In the event, task j is already assigned, the two agents swap tasks. The price of

*
task j is now increased such that the price is

p j* + γ i

(4.7)

γ i = vi − wi

(4.8)

where

vi is the best score for agent i

vi = max{aij − p j }
j

(4.9)

and wi is the second best score for agent i

wi = max* {a ij − p j }
j≠ j
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(4.10)

The bidding increment γ i sets the price of the assigned task such that agent i is
*
indifferent between task j and the second highest score task. The use of bidding

increments and price increases reflect real auctions by making the bidder’s preferred task
less attractive to potential competitors. A flaw does exist in this system such that the
bidding increment is zero if more than one task offers the maximal value to an agent.
A perturbation mechanism was introduced by (Bertsekas 2001) where each bid
for a task must raise its price by a minimum positive increment, ε . This technique
motivated by real auctions alleviates the inherent flaw in the bidding increment. This
method, the auction algorithm, is similar to the naïve auction algorithm, except the
bidding increment γ i is

γ i = vi − wi + ε

(4.11)

Now an agent has objectively met its directive with an assignment and price if the
*
score of its task j is within

ε

of being maximal. The assignments and set of prices are

almost at equilibrium when each agent has met these objectives.

a. Centralized Auction Algorithm

The centralized auction algorithm provides agents with access to a global price

p j which can be edited by any one agent. Updates to the global price are pushed to each
of the other agents. This approach typically requires all bids to be submitted at a given
instant to a particular location. A fixed network is an important requirement which must
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be in place during this time instance. An alternative to the fixed network is to employ a
flexible network structure that instead forces consistent situational awareness across the
fleet to guarantee convergence. Auction algorithms use consensus algorithms for conflict
resolution which allow flexible networks to operate without requiring consistent
information.

b. Decentralized Auction Algorithm

The decentralized auction algorithm does not have continual access granted to the
fleet of agents and as such generally does not engage in price updates as in Eq. (4.7). The
scores for each task/agent pairing are calculated as

sij = aij − p ij

(4.12)

In this instance, the price pij is a localized value for agent i to complete task j.
The auctioneer in these cases is either a central server or the role is shared and performed
by the agents themselves. The bids sij are collected from each agent for task j by the
auctioneer. The auctioneer then selects the winner i* based on the highest bid.

i * = arg max sij
i

This process is iterated until all tasks have been assigned.

82

(4.13)

The auctioneer in decentralized methods seeks to avoid conflicts in the
assignment. Tasks are sequentially auctioned such that only one agent can be assigned to
a specific task. When task lists are large, a lot of computational time is consumed
auctioning each task individually. Another unfortunate problem is that agents that are not
within range at auctioning time will not be considered for the assignment. Some
decentralized auction approaches have removed the auctioneer and allow tasks to be bid
on asynchronously. These approaches provide another method to perform conflict
resolution without the need of the auctioneer. The Euclidean Traveling Salesman
Problem (ETSP) algorithm (Smith and Bullo 2007) calculates a constant factor

{

}

approximation for each agent on a tour of the set of tasks Q = q1 K, qNm such that

{

tour (Q ) = qη1 , K qη N

m

} is the ordered tour, and η

j

is the jth-index along the tour. Smith

and Bullo (2007) assume each vehicle can locate the tasks precisely. The agent i greedily
selects the best currently available task as a function of distance and calculates the next
best available task and previous available task on the tour. Availability in this study is
described as an unassigned task. As the tour is directional, the next available task is
located at the next vertex not assigned to some agent k (≠ i ) along the tour. Similarly, the
vertex prior to the best task currently available is defined as the previous available task. A
benefit of a common tour is agent k (≠ i ) knows all assigned tasks between the previous
best available task and the next best available task on the tour which can be removed
from consideration. The shared understanding of which subset of tasks are available from
the global set allows for quicker resolution for future conflicts.
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4. Consensus Algorithm Formulation

Consistent situational awareness (SA) is often of paramount importance for
decentralized systems (McLain and Beard 2005). To properly coordinate actions each
system must be aware of each vehicle’s state and the environment. At the physical layer,
data synchronization provides the SA necessary to perform cooperative and coordinated
actions among agent teams. Data synchronization occurs at either the input or output of a
coordinated algorithm. However, several issues complicate data synchronization efforts.
The first issue is that communication links between vehicle pairs are sometime unreliable
and may break at random instances in time. The second issue is that communication links
have a limited range. Bandwidth is another limiting factor in data synchronization as the
required amount of information cannot be delivered due to competing channels that may
have preference. Finally, network topology at a given time instance may not be fully
connected which could limit the ability of two vehicles not directly connected to
synchronize information. Sensor noise and electromagnetic interference present real
world uncontrollable factors that adversely affect data synchronization and thus
consistent SA. Consensus algorithms provide a method for decentralized systems to still
converge on important information such as target locations and vehicle states (Beard and
Stepanyan 2003).
Formulation of the consensus algorithm requires a description of the problem it
solves. Common terms utilized in graph theory will be used for the description. The set of

Nu agents whose actions are to be coordinated is given as

U = {ui i = 1, 2, K , N u }
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(4.14)

In this instance of the problem, communications between agents are considered to
be both unidirectional and bidirectional. The directed graph G has Nu vertices
representing the agents with edges that symbolize unidirectional communication links
between agents. Agent ui is said to be a neighbor of agent uj if there exists a directed link
from ui to uj. The graph is called complete or fully connected if every pair of agents have
a direct link in between them. By extension, the agents are complete if G is complete. A
path is a set of distinct vertices that are visited sequentially exactly one time. If any two
vertices in a path are connected, then G is said to be connected. A directed tree is a
directed graph in which every vertex has exactly one parent with the exception of the
root. A spanning tree of a directed graph is a tree where the graph edges connect all the
vertices of the graph.
The adjacency matrix G (t ) represents the communication topology at time t
where

if there is an edge from u i to u j
1,
Gij = 
0, otherwise

(4.15)

The adjacency matrix G (t ) is considered to be piecewise constant at time t, but
changes in in the elements occur randomly over the duration. The adjacency matrix G (t )
and its role as the communication topology will serve as an illustration to explain the
concepts of the directed graph and directed tree.
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The five agents, U = {u1, u2 , u3 , u4 , u5 }, represent a set of N u agents that need to
communicate in some fashion. The adjacency matrix G (t ) is a directed graph that
represents the mathematical formulation of how the agents communicate with one
another. Each element of the graph is comprised of a row number and column number.
The row number i represents the instances in which the agent ui is the receiver. The
column number j represents the instances in which the agent uj is the sender. For
example, element or edge e15 is the instance in which u5 sends information to u1 which
receives the data. Figure 4.2 provides the full communication event between the five
agents.

0

1
G(t ) =  0

1

0

0 0 0 1

0 0 0 1
1 0 0 0

0 0 0 0

0 0 1 0

Figure 4.2 A directed graph between 5 Agents

The directed tree in Figure 4.3 provides a visualization of the communication
behavior exhibited by the five agents. In accordance with the definition above, the nodes
in Figure 4.3 have exactly one parent. The parent of this tree is node u4. The main branch
running from the parent to the lowest child is depicted by the emboldened line. This
directed tree is also a spanning tree in that all of the vertices are connected.
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u5

u1
u4

u2

u3

Figure 4.3 A directed tree of 5 Agents

An information variable ri = 1,K, Nu is associated with each agent. The
information variable is assumed to be ri (t ) ∈ ℝ and that ri (t ) are continuously

differentiable functions in time. An example of an information variable of this type is a
set of Global Positioning System (GPS) coordinates. In this sense, the information
variable is an element of a real number and differs continually over time. A
communications link from ui to uj implies that ri is communicated to uj.
Beard and Stepanyan (2003) define conditions for data synchronization or what
will become the consensus algorithm such that the set of agents U is synchronized at time

t 0 if the information variables for each agent ui and agent uj are such that

ri (t ) − r j (t ) = 0
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(4.16)

The set of agents U is globally asymptotically synchronized if for any ri (0) ,
ri (t ) − r j (t ) → 0 as for all pairs of agents.
t→ ∞

To this end, the information variables are assumed to be continuously updated
according to an update law of the form

r&i = f i (r1 , r2 ,K, rN , G(t ))

(4.17)

The set of agents U is globally synchronizable using Eq. (4.16) if the associated
graph G is of class LAS. A graph is considered to be of LAS class if any of the three
conditions holds true:
•

G is a tree

•

There is a spanning tree of G that has a root which is the child of another
edge of G

•

There is a spanning tree of G that has at least N – 2 children for the root
of the spanning tree

Under these conditions the information variables of the agents become
synchronized. This synchronization leads to a convergence of shared information over
time, thus developing a consensus between all of the agents.
In this dissertation, consensus will be centered on the task assignment value not
situational awareness. Situational awareness can be codified in many different elements
in one vehicle. This complexity is further compounded with the variance over a fleet of
88

UAVs. Communication difficulties exponentially increase this complexity when
observing the full state of situational awareness. In the case of the consensus algorithms,
a singular variable type is selected and the varying values are iterated over time to
convergence on a singular value can be agreed upon. For purposes of scope management,
the singular variable type approach of consensus algorithms are used in this dissertation.
As the ultimate goal of the task assignment problem is the proper alignment of agents and
tasks, the variable type will be the tasks themselves. Furthermore, the consensus will
converge to the maximum values presented for the current assignment.

B. Integrated Consensus Framework
The Integrated Consensus Framework (ICF) is a two tiered hierarchical
framework designed to optimize the task assignment problem and vehicle routing
problem as shown in Figure 4.4. While this framework follows the construct of
traditional hierarchical frameworks of this problem set, the ICF extends on these previous
approaches by providing a unique, real-time solution for UAVs and other agents that lose
a resource in the middle of a mission. The top tier consists of a new auction-based
assignment strategy called the Caravan Auction (CarA) Algorithm. This algorithm has
three phases. The first phase is the auction process, in which bids are placed for an
assignment. The second phase is a consensus algorithm designed to converge on a
winning bid list. The final phase is the validation process, in which each agent must
broadcast a message when it completes a task or determine when an agent is no longer fit
to complete tasks.
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Figure 4.4 Integrated Consensus Framework Architecture for the Caravan Auction
Algorithms

If an online status report broadcast is not received from an agent after a
predefined period of time, the remaining agents enter an impromptu auction for the
assignment on the winning bid’s list that belonged to the missing agent. Table 4.1
provides a concise view of the three processes. Figures 4.5 – 4.12 provide a pictorial
demonstration of the CarA Algorithm based on Table 4.1.
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…

…
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Broadcast task
completion/Received
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No response from
No response from
UAV4
UAV4
Search for task
Search for task
assignment
assignment
Calculate the cost
Calculate the cost
individually
individually
score :: 23.58 @ Task B score :: 34.13 @ Task B
Winning bid noted
Winning bid noted

No response from
UAV4

Attack Phase

Received message

Task A executed

…

Received message
…

Validation
Auction
Consenus

Task A assigned

…

Task A released

Pre-Attack Phase

UAV #1
UAV #2
UAV #3
UAV #4
Search for task
Search for task
Search for task
Search for task
assignment
assignment
assignment
assignment
Calculate the cost for Calculate the cost for Calculate the cost for Calculate the cost for
Task A individually
Task A individually
Task A individually
Task B individually
score :: 40.68 @ Task A score :: 40.96 @ Task A score :: 43.11 @ Task A score :: 34.55 @ Task B
Unable to
Winning bids noted
Winning bids noted
Winning bids noted
communicate
Task A assigned
Winning bids noted
Task B assigned

…

Consenus

Auction

Table 4.1 Caravan Auction Algorithm Flowchart

Task B assigned

The scenario depicted in Table 4.1 concerns a fleet of four UAVs dispatched to
service two targets, A and B. Both targets have a potential reward of 100 points. The
UAVs initially determine where the tasks are located as part of the auction process.
Three of the UAVS (#1, #2, and #3) can reach Task A while UAV #4 is within reach of
Task B. Each UAV calculates the cost associated with traveling to and servicing the
potential Task. This process is depicted in Figure 4.5. The cost could be measured in
time required, fuel usage, etc. or some combination of these factors and is then converted
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to points. UAVs #1, #2, and #3 have costs of 59.32, 59.04, and 56.89 points, respectively
to service Task A while UAV #4 has a cost of 65.45 points to service Task B. The cost
for each UAV is deducted from the task reward to provide a score for having that UAV
accomplish the task.

Figure 4.5 Caravan Auction Algorithm – Auction Process (Panel 1)

In Figure 4.6, UAVs #1, #2, and #3 calculate their individual net scores for
servicing Task A as 40.68, 40.96, and 43.11 points, respectively. UAV #4 calculates its
individual net score for servicing Task B as 34.55 points. As part of the auction process,
the UAVs then communicate with one another to share their scores as bids on being
assigned a task. The UAVs acknowledge notification of the various bids and reach
concurrence on which UAV has the winning bid for the two tasks. This process is shown
in Figure 4.7. UAV #3 has the best bid for Task A, but it is momentarily blocked from
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communicating with the other UAVs in the fleet. As shown in Figure 4.9, it can receive
the communication signals from the other UAVs but its broadcasts of its bid do not get
through. Therefore, at the initialization of the consensus phase the UAV with the next
highest bid, UAV #2 – 40.96 points, wins the auction over UAV #1 and is assigned to
perform Task A (see Figure 4.8). UAV #4 bids on and wins the auction to be assigned to
perform Task B (see Figure 4.8). Communication issues are then resolved with UAV #3
so that it can place its bid on Task A (see Figure 4.9). Table 4.1 shows in the consensus
phase that UAV #2 recognizes its bid is lower than that of UAV #3, it releases Task A,
and UAV #3 is assigned the task. This conflict resolution is part of the consensus
process. The auction/consensus process iterates for all agents until each agent has an
assignment. In this case, the number of agents exceeds the number of tasks so the
process iterates until UAVs #3 and #4 have an assignment. The auction/consensus
process takes place within the pre-attack phase.
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Figure 4.6 Caravan Auction Algorithm – Auction Process (Panel 2)

Figure 4.7 Caravan Auction Algorithm – Auction Process (Panel 3)
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Figure 4.8 Caravan Auction Algorithm – Consensus Process (Phase 1)

Figure 4.9 Caravan Auction Algorithm – Consensus Process (Phase 2)
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After the attack phase has been entered, the UAVs begin to service each of their
respective tasks with two UAVs (#1 & #2) on standby if needed as part of the validation
phase. UAV #3 completes Task A and broadcasts its completion to the other UAVs.
UAV #3 then returns to base.
Meanwhile, UAV #4 has been destroyed by enemy fire prior to completing Task
B. UAV #1 and UAV #2 receive the message and mark the tasks as completed in their
respective task completion lists as shown in Figure 4.10. UAV #1 and UAV #2 await a
message of online status from UAV #4, which was destroyed earlier. UAV #1 and UAV
#2 check the release time list for agents in Figure 4.11 and determine UAV #4 has not
responded in the allotted time. UAV #1 and UAV #2 consider UAV #4 and its tasks
abandoned. The remaining UAVs then update their respective abandoned tasks lists for
UAV #4’s loss. The auction process is re-initiated and UAV #1 and UAV #2 bid on Task
B as depicted in Figure 4.12. UAV #2 wins the bid. Task B is assigned as part of the
consensus process of the post-launch phase of Table 4.1. The algorithm will be iterated
between UAV #1 and UAV #2 until the task is completed.
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Figure 4.10 Caravan Auction Algorithm – Validation Process (Phase 1)

Figure 4.11 Caravan Auction Algorithm – Validation Process (Phase 2)
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Figure 4.12 Caravan Auction Algorithm – Validation Process (Phase 3)

1. Caravan Auction (CarA) Algorithm Development

This approach is named after the term “caravan auction” which according to the
National Auctioneers Association is a series of on-site auctions advertised through a
common promotional campaign. The on-site auctions in this dissertation could refer to
real-time battlefield assignments and the common promotional campaign could refer to
the potential abandonment of the assignments of an unresponsive agent.
The Caravan Auction (CarA) Algorithm is a single assignment approach that
combines aspects of auction algorithms and consensus algorithms with a validation
scheme to optimize task assignment. Figure 4.13 describes the interaction between the
three phases. Initially, the map or graph containing the task locations is provided to the
CarA for proper task assignment. All three phases then work in conjunction, iterating
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over the life of a mission to provide the best assignment. If an agent is unassigned or an
agent has been relieved of its tasks the auction process is initialized. However, if a task is
assigned, a consensus must be met. This ensures the best UAV is assigned to the task. By
progressing through these two elements, the inherent robustness and efficiency of auction
algorithms and network flexibility and convergence rates of consensus algorithms can be
leveraged. Whether the agent is assigned or unassigned, it will enter the validation phase.
An important feature of this algorithm is in the third element which validates
whether a task was actually performed. The validation phase checks the time the status of
an agent and if a task is completed. Four possible situations occur here: the agent is live
and the task is ongoing, completed, the agent is unresponsive, or there is no task. If the
agent is live and the task is ongoing, the time is logged by the UAVs. If the allotted time
is not breached, the UAVs do not consider the agent lost and therefore the task is not
abandoned, but merely assigned. The UAV will continue to loop through the validation
phase until the condition changes. If the task is completed, the task is removed from the
available task list and the UAV that completed the task broadcasts its completion of the
task to the other UAVs within communication range. The UAVs, again, do not consider
the task abandoned nor is it assigned. Should an agent not respond before its allotted
release time, the task is considered abandoned and the assigned UAV is relieved of its
assigned tasks. The abandoned tasks must now be bid on again. This completes the
feedback loop for optimization and robustness by addressing any tasks that may have
been lost along the mission. The fourth scenario can be considered the null case where
there is no task to assess. This is true when a UAV has been outbid or is incapable of
performing a task. In this possible outcome, the UAV has not been technically relieved of
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a task, because no such task exists. The UAV is also not assigned a task. Since the agent
does not have a task, it is considered to be relieved for the purposes of the algorithm. The
only recourse then is to re-enter Phase 1 to bid on tasks.

Figure 4.13 Caravan Auction Algorithm Task Flow

a. Auction Process

In the auction process, each agent will place a bid synchronously on a task.
Algorithm 1 describes the detailed behavior of the auction process. Each agent receives

(

)

the graph G = V,E which contains the locations of tasks, v , such that v ⊂ V and is
the only global information provided to the UAVs. The function GetScores, which will
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be described later in Algorithm 4, uses this map along with organic information such as
the UAV start or current location, l s , the UAV nominal velocity, vnom , and a final
location, l f , if it exists, to determine the task bids. The bid that agent i declares for task j
is s ij > 0 . The list of available tasks is given as H i ∈ {0,1} m . The agent stores five
N

vectors of length N m throughout the assignment process. The first vector xi (t ) ∈ I is the
list of agent assignments to tasks at time t belonging to agent i such that xij (t ) = k if the
task j is assigned to agent k and 0 otherwise. The index set is defined as I ≡ {1,K, Nu }.
Of importance, is also when the task is committed to an agent. The second vector, t i (t ) ∈
ℝ+ is the list of times when task j has been assigned. The vector, t i (t ) , is initialized such
that t ij (0) = 0 for all j. The next vector is the winning bids list, y i (t ) ∈ ℝ+, which
provides all of the latest winning bids for each task. It is initialized as yij (0) = 0 for all j.
The fourth vector z i (t ) ∈ {0,1}

Nm

is the list of completed tasks. This vector is initialized as

zij (0 ) = 0 for all j. The fifth and final vector of agent i , f i (t ) ∈ {0 ,1} m , is the list of
N

released tasks, or orphaned tasks, at time t. The value of f ij is 1 if a UAV assigned to task
j has exceeded its time limit to establish connectivity and 0 otherwise. The released task
vector is initialized such that f ij (0) = 0 for all j. This vector will be described in detail
later in the chapter.
Task assignment is limited by an agent’s ability to perform a task. Any number of
reasons could prevent an agent from performing a task. For example, if a particular task
involves surveillance a UAV that only has attack capability would not be suited to
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perform this function. Even in the case, where an agent has the appropriate payload to
perform a task, if it is out of execution range the agent would be considered incapable of
performing the task. This limitation is expressed in the capability matrix
K i ∈ {0, 1}

Nu × Nm

which defines whether a UAV can or cannot perform a task. The

capability element, k ij , is 1 if agent i can perform the task and 0 otherwise. The winning
bids list, list of completed tasks, and capability matrix are utilized to generate the
available list of tasks H i (t ) ∈ {0,1}N m for agent i at time t by comparing the score it can
achieve with the current winning bids on tasks that have not been completed

Hi = (si > yi (t ) ∧ ¬zi (t )) ∧ Ki

(4.18)

where (a > b ) is a Boolean vector whose jth element is 1 if a ( j ) > b ( j ) and 0 otherwise.
The notation ∧ is the element-wise Boolean symbol “AND”. The notation ¬ is the
element-wise logical symbol “NOT”.
The first phase is provided in Algorithm 1 below. Each UAV must select a task
given the initial condition an agent is unassigned or a task is released as described by

∑

j

x ij (t ) = 0

∑

j

f ij (t ) ≠ 0

(4.19)

. An unassigned agent selects task J i giving it a maximum score based on the current
winning bids list
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J i = argmax j H ij sij

(4.20)

The agent then updates its task list xi (t ) to show that it now has task J i assigned. The
time t is also captured when task J i is assigned. The agent then records the maximum
score in the winning bids list for task J i . The competing agents also record the winning
agent in their respective task lists and in the winning bid lists housed in their memory.
Two limiting conditions will cause an agent to skip this phase in subsequent iterations. If
the agent is either incapable of performing the remaining tasks (Ki = 0) or it cannot

(

)

outbid any assigned tasks sij < yij , ∀j , resulting in Eq. (4.18) to be Hi = 0 , then this
phase is skipped. In the event a tie for task J i occurs, an agent will be selected based on
the lexicographical order of the agent such that agent i will be chosen over agent k
assuming i < k.
For convenience, a subset of the List of Symbols and their relevant descriptions is
found in Table 4.3 following Algorithm 1. The complete list of pseudo codes is also
provided in Appendix A.
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Table 4.2 Pseudo code for Auction Process
Algorithm 1 CarA Algorithm Phase 1 at time t:
1: ∀i ∈ {1,K, Nu }
2: receive G
3: s i = GetScores ( G , vnom, ls , [ l f ])
4: // The procedure below initializes if agent i has no assignments or a task was
5: // abandoned.
6: procedure Select Task (si ,xi (t − 1),ti (t − 1),yi (t − 1),zi (t − 1), K
7:

K ,fi (t − 1),Ki (t − 1))

9:

xi (t ) = xi (t −1)
ti (t ) = ti (t −1)

10:

yi (t ) = yi (t −1)

11:

zi (t ) = zi (t − 1)

12:

fi (t ) = fi (t −1)

13:

if

8:

∑

j

x ij (t ) = 0

∑

j

f ij (t ) ≠ 0

Hi = (si > yi (t ) ∧ ¬zi (t )) ∧ Ki
14:
15: // Task j is assigned to agent i presuming it has the winning score, is not already
executed 16: // and it is capable of performing the task.
J i = argmax j H ij sij
17:
18:

xi , J i (t ) = i

19:

t i , J i (t ) = t

yi , J i (t ) = si , J i
20:
21:
end if
22: end procedure
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Table 4.3 Symbol List for Algorithm 1

Nu
G
si
v nom
ls
lf
t

xi

ti
yi
zi
fi

Hi

Ki
Ji

Description
number of agents
graph containing edges and vertices
the score vector for tasks
UAV nominal speed
the starting (source) location
the final location
the current instance of time
list of agent assignments to tasks
list of times tasks were assigned
vector of winning bids
vector of completed tasks
vector of released tasks
vector of available tasks
capability vector of agent i
assigned task to agent i

b. Consensus Process

The second phase of the CarA algorithm is the consensus process. Conflict
resolution for auction algorithms as described above is typically determined by the largest
bid an agent has for a task. An underlying feature in this mitigation technique is the
requirement by auction algorithms to have a fully connected network or a way to rout
through agents to connect competitors. The CarA algorithm relaxes this condition by
utilizing a consensus process that updates the bids of each agent and the winning list to
determine the current winner for tasks. Instead of a rigid network structure, synchronous
bidding allows for conflict resolution over all tasks.
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The mechanism for consensus is through message sharing over a communication
network of the agents. The communication network,
behavior as the adjacency matrix

G (t ) , at time t has the same

G(t ) provided in Eq. (4.15). If agents i and k are

neighbors then gik (t ) = 1 . Additionally every agent has a self-connecting link, therefore

gii (t ) = 1, ∀i . For simplicity, the communication links are assumed to be free of signal
noise and messages from agent i to agent k are always received within one time step. The
time step itself is defined as a single instance of the simulation. Each phase of the CarA
algorithm is expected to iterate in one time step.
Algorithm 2 found in Table 4.4 describes the phase 2 of the CarA algorithm with
Table 4.5 as the accompanying list of symbols. This phase is initialized by agent i
sending each of its neighbors a message of the list of winning agents, xi , winning bids

yi ∧ ¬zi and assigned task times t i ∧ ¬z i over the communication link g ik (t ) . As
noted, the entire list of winning bids and tasks times are not transmitted, but are truncated
by the number of tasks that have been completed. In turn, agent i receives parameters xk ,

y k and t k from each of its neighbors. The lists are compared and each task j is updated
in the winning bid list for any uncompleted tasks such that

y ij (t ) = max g ik (t ) ⋅ y kj (t − 1)
k

Subsequently, agent i may be reassigned tasks and assignment times using
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(4.21)

ψ ij (t ) = argmax g ik (t ) ⋅ yk,J (t − 1)
i

k

0
xi,J i = 
xi,J i (t )

t k,J
ti,J i =  i
ti,J i (t )


if ψ i,J i ≠ i
otherwise

(4.22)

if ψ ij ≠ i
otherwise

The agent i’s winning bid list is also included in Eq. (4.21) thus the winning bid list will
reflect the largest information state yij for agent i and all of its neighbors.
In the event an agent is outbid and must relinquish its assigned task, the agent will
re-enter phase 1 of the algorithm after visiting phase 3. A perturbation mechanism, ε , is
added such that even if both agents provide the maximal value to an assignment the
current owner must be outbid by this amount to change tasks. The perturbation
mechanism is set at ε = 10 −6 in this dissertation. Brunet (2008) determined this value to
be of appropriate measure to ensure fleet consensus. Therefore, the condition for agent i
to swap tasks from agent k is such that

yij − ykj > ε

Similar to Phase 1, ties in ψ ij ∈ I

Nm

(4.23)

will be resolved on the lexicographical order of the

agent such that agent i will be chosen over agent k assuming i < k.
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Table 4.4 Pseudo Code for Consensus Process
Algorithm 2 CarA Algorithm Phase 2 at time t:
1: // The agents send their winning agents lists, winning bids lists and assignment times,
not 2: // including those tasks that were completed to each other if there exists a live
connection
3: Send xi ,yi ∧ ¬ zi ,ti ∧ ¬ zi to k if ∃gik (t ) = 1
4: Receive xk ,y k ,t k from k if ∃gik (t ) = 1
5: // This procedure is to update the task ownership
6: procedure Update Task g i (t ), y k∈{k g ik (t )=1}(t ), J i

(

)

7: // The winning bids list is updated through consensus by comparing and keeping the
8: // maximum scores for tasks from the winning bids lists for uncompleted tasks
9:

{

}

yij (t ) = maxk gik (t ) ⋅ ykj (t − 1) , ∀j ∈ j zij = 0

10: // The agent assigned to task Ji after the consensus update
ψ i, J i (t ) = arg maxk gik (t ) ⋅ yk , Ji (t )
11:
12: // If the agent assigned to task Ji is not the original assigned agent, the task is removed
13: // from its assignment list and new agent’s time to complete the task starts then
14:
if ψ ij , J i ≠ i then

xi , J i (t ) = 0

15:

ti , Ji (t ) = tk , Ji
16:
end if
17:
18: end procedure

Table 4.5 Symbol List for Algorithm 2
Symbol

xi
yi
ti

gik (t )
Ji

x

i

,

J

ψ ij

i

Description
list of agent assignments to tasks
vector of winning bids vector
list of times tasks were assigned during the mission tasks
communication link between agent i and agent k at time t
assigned task to agent i
winning agent i during the consensus update for task j
J

i
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c. Validation Process

The third phase of the CarA algorithm is the validation process. Algorithm 3
shown in Table 4.6 and the accompanying Table 4.7 describe this phase responsible for
agent monitoring and remediation. The agent k begins by initializing its release times,

Tk ∈ ℝ+ for each of the agents. The agent k initially sets the release time for agent i such
that Tki = 0 .

Table 4.6 Pseudo Code for Validation Process
Algorithm 3 CarA Algorithm Phase 3 at time t:
1: // The agent k will initialize the release times for each agent
2: Tk = 0
3: // If agent i arrives at the task location then the task is completed
4: if lk (t ) = l J k (t )

z kj (t ) = 1
5:
6: // This procedure deletes a completed task from the agent’s registry upon completion
7: // by either the agent itself or another agent. The element’s assignment time, score,
8: // winning agent, and winning bid are zeroized from each of the stored memory vectors
9:
procedure delete Task zkj (t ),tkj (t ),xkj (t ), skj (t ),ykj (t )

(

10:

)

if zkj (t ) = 1, ∀j

11:

tkj (t ) = 0 t kj (t )

12:

skj (t ) = 0 skj (t )

13:

xkj (t ) = 0 xkj (t )

ykj (t ) = 0 ykj (t )
14:
15:
end if
22: // The agent will notify each agent it is capable of informing that the task is
completed
23: // and will receive similar notifications from other agents
24:
send z k to k with g ik (t ) = 1
25:
Receive z i from k with g ik (t ) = 1
26: // The agent will update its completion list if the sender reports a completed task
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Table 4.6 (continued)

zij (t ) = gik (t ) ⋅ zkj (t ),∀j
27:
28:
end procedure
29: // If the location of agent i is not at the assigned task location
30: else if lk (t ) ≠ l J k (t )
31: // Agent k checks its connectivity with agent i and extends the communication
dropout 32: // time by the currently assessed time from agent k and a predefined
increment
33:
if gik = 1

Tki (t ) = gik (t ) ⋅ tk + δi , ∀i
34:
35: // otherwise the agent k will assess if the communication dropout time has been
36: // reached
37:
else if gik ≠ 1
38: // This procedure outlines the conditions in which a task is released from the custody
39: // of a lost agent.
40:
procedure release task xkj (t ),zkj (t ),Tki (t ),fkj (t ),skj (t ),ykj (t ),tkj (t )

(

)

41: // If agent k does not receive confirmation of online status through live connection it
42:// checks to determine if the current time exceeds the communication dropout time for
43: // agent i.
44:
if xkj (t ) ≠ 0 ∧ zkj (t ) = 0
45: // If the time limit is exceeded, the agent is considered lost
46:
if tk > Tki
47: // The agent k will determine the assigned task J i for the lost agent i

J i ∋ xkj = i
48:
49: // If the time limit is exceeded the abandoned task list is updated, and
50: // the assignment time, score, task owner, and winning bid is reset according to agent
k.
51:

f kj (t ) = 1

52:

tkj (t ) = 0

53:

xkj (t ) = 0

54:

skj (t ) = 0

ykj (t ) = 0
55:
56:
end if
57:
end if
58: // The agent will notify each agent it is capable of informing that the task is released
59: // and will receive similar notifications from other agents
60:
send fi to k with g ik (t ) = 1
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Receive f k from k with g ik (t ) = 1
Table 4.6 (continued)

61:

62: // The agent will update its orphaned task lists if the sender reports a released task
f ij (t ) = gik (t ) ⋅ f kj (t ),∀j
63:
64:
end procedure
65:
t = t +1
65:
RETURN to Phase 1
66: end if

Table 4.7 Symbol List for Algorithm 3

Symbol
Tk
l k (t )

lJk (t )

z kj (t )
t kj (t )
s kj (t )
x kj (t )
y kj (t )

g ik (t )

δi
tk
f kj (t )

Description
agent k 's vector of release times for agents
location of agent k at time t
location of the assigned task Jk for agent i at time t
completed task j for agent i at time t
assignment time of task j for agent k at time t
score of task j for agent k at time t
agent assigned to task j at time t
the winning bid of task j for agent k at time t
communication link between agent i and agent k at time t
communication timeout increment for agent i
current time for agent k
released task j for agent k at time t

Agents provide each other with status on whether a task has been completed. The
vector for the completed tasks is described as z ∈{0, 1} m , .Task completion is noted by
N

arrival of vehicle to the location of the task assignment. In this dissertation, task
execution is considered complete if agent i has the same location l as the assigned task l J i
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1
zij (t ) = 
0

if li (t ) = l J i (t )
if li (t ) ≠ l J i (t )

(4.24)

In the event a task has reached its task location, the task completion list will
update and specific task information to the completed tasks will be reset to zero. To
properly delete a task, the agent i must update its stored vectors by resetting to zero
elements of the vector associated with the completed task j. This procedure will reset to
zero the task’s time, score, winning agent and winning bid from the stored memory
vectors such that
tij
tij = 
0
 sij
sij = 
0
 xij
xij = 
0
 yij
yij = 
0

li ≠ l j
li = l j
li ≠ l j
li = l j
li ≠ l j

(4.25)

li = l j
li ≠ l j
li = l j

As part of the validation phase, the agent i will notify its neighbors of its
completion of a task such that

zij (t ) = gik (t ) ⋅ zkj (t ),∀j

(4.26)

This approach provides a decentralized shared memory to the agents to allow for
task states to be communicated even in the event there is not a direct communication link
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between an agent i and some other agent q. Here agent q represents some agent that is
neither the agent i or agent k. Assume agent i and k have a communication link, but agent
i and agent q do not. However, agent k and agent q do have a communication link. If
agent q completes a task, agent i would not be notified from agent q due to the
communication separation. However, agent k can relay the task completion to agent i
since it has a communication link with agent q, thereby ensuring the appropriate
information is shared. This approach demonstrates the robustness of the CarA Algorithm
to ensure task validation even in an uncertain and dynamic network topology.
After updating its completed task list, agent i will check each task in the list for
completed items for deletion as described by

zij (t ) = 1, ∀j

(4.27)

This update through communication means will prompt the agent to delete those
relevant elements from its completed task list, providing an up-to-date reflection on the
task lists throughout the fleet.
The second measure of the validation process is to determine if any tasks that
have not been completed yet need to be released. During each time step of the validation
phase, agent k will attempt to contact agent i in an attempt to update the release time, Tki
such that

Tki (t ) = gik (t ) ⋅ tk + δi , ∀i
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(4.28)

where δ i is the communication dropout time increment for agent i. This value provides
duration for an agent to communicate its status. This value is updated by the current time
assessed by agent k, t k . In the event, an agent maintains a live connection; the release
time for the agent will never be reached. Should an agent lose connectivity in the event of
its destruction, the release time will be reached. However, this method does provide
flexibility and robustness to the validation phase in the event an agent losses
communication, but comes back online. If the communication link is reestablished before
the duration is exceeded the agent’s tasks are not considered abandoned.
Many reasons exist why a task may be released. One example is a vehicle that is
captured or destroyed. In any case, these delinquent agents must be identified and their
tasks released. First, the condition if there exists a live communication link between agent
k and agent i such that gik = 1 . If this condition is not met agent k must assess if agent i is
no longer capable of accomplishing its tasks. To do so, agent k determines if its current
assessment of time equals or exceeds the agent i’s release time as depicted by

tk > Tki

(4.29)

Breach of the allotted time for agent i, results in the perception of the agent being unable
to fulfill its commitment and consideration of task j as abandoned and available for rebid.
The agent k determines the assigned task J i for the lost agent i as described by
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J i ∋ xkj = i

(4.30)

The loss of task j is noted by the abandoned task vector for agent k therefore as

f kj (t ) = 1

(4.31)

Relevant task information is also updated for agent k if it considers a task abandoned to
include the task assignment time, the notifying agent’s score, winning agent, and winning
bid. This behavior is described by each task j in the possession of agent i such that

1
f kj = 
0
0
tkj = 
tkj
0
skj = 
skj
0
xkj = 
 xkj
0
ykj = 
 ykj

tk ≥ Tki
tk < Tki
tk ≥ Tki
tk < Tki
tk ≥ Tki
, ∀ij
tk < Tki

(4.32)

tk ≥ Tki
t < Tki
t ≥ Tki
t < Tki

The above provides a mathematical formulation of the two scenarios mentioned.
In the first case, the assigned agent is within the status monitoring time limit. This is the
trivial case in which the task remains assigned to the agent. The corresponding element
on the abandoned task list, f kj , remains in its initial state and the time assigned for agent i
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is updated. However, should the agent communication time limit be exceeded its
remaining tasks will be released.
The importance of these two delete task and release task procedures is that either
change triggers the auction process for the agents. The recently released agent i will enter
the auction process as a part of the initialization procedure based on Eq. (4.19). The other
agents noting that the task is abandoned will seek to find a better assignment.
The Validation Process is a robust nature of the CarA Algorithm that covers the
loss of an agent.

This phase extends the work of previous AP/VRP approaches in a unique fashion
for addressing lost vehicles. Of note, Gao et al. (2013) is the only new proposal in the
area of lost vehicle task reassignment that has been identified.
Although Gao et al. (2013) is a path planning strategy, it has a number of
similarities and differences with this dissertation that are worth mentioning. Gao et al.
(2013) presented a broadcast messaging that informed its direct neighbors of the last
visited target. This passive declaration was fundamentally similar to the active task
execution message provided in this dissertation, although the former was focused on
waypoints not tasks. Gao et al. (2013) also addressed situations in which a UAV is lost
and its tasks must be reassigned. In Gao et al. (2013), the authors declared an agent that
has not reported in several rounds as lost. The communication protocol used in this
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dissertation suggests that several rounds may be completed within microseconds.
Considering issues such as blockage or atmospherics, several microseconds may be
impractical as no condition for UAV reemergence was presented. Therefore, once a UAV
is declared as lost it is forever out of the path planning strategy. This dissertation uses a
different approach by providing a buffer to task completion based on when a UAV is
expected to accomplish a task. This reduces the communication overhead and battery life
depletion on UAVs by only addressing lost vehicles when they are not meeting task
completion requirements. There are two additional differences between Gao et al. (2013)
and this dissertation that are notable. Gao et al. (2013) used a communication scheme that
was a one-way transmission with direct neighbors similar to the Greedy-Based Auction
Algorithm (GBAA) found in Brunet (2008). However, as Brunet (2008) pointed out this
approach has a limitation in that it will converge slowly under communication range
constraint. This is in part because Gao et al. (2013) did not seek fleet concurrence.
Another notable difference is that Gao et al. (2013) used reassignment condition that
could result in churning behavior. Churning is described as the behavior in which two
agents repeatedly trade the same target. The use of auction algorithms and consensus
algorithms in this dissertation prevents problems such as slow convergence and churning

2. Path Planning Algorithm Integration

Many different methodologies have been developed to address path planning in
the TSP and VRP. One of the most commonly accepted approaches in path planning is
the use of graphs. Graph theory offers a mathematical structure to model pairwise
relationships between objects. In this dissertation, graph theory is used to match agents
and tasks. The paths from the agents to the paths are also captured.
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(

In general, a graph is an ordered pair G = V , E

) comprised of a set of V

vertices and a set of E edges or lines. Vertices can be located on the perimeter of a graph
as well as within the interior of the graph. Edges connect to the vertices and can either be
one way or bi-directional. Graphs that have edges that do not constrain the flow between
vertices are termed undirected graphs. Directed graphs or digraphs have edges,
sometimes called arcs, which can only be traversed in one direction. Some graphs have
loops, which are edges connected at both ends to the same vertex. Another distinct type
of graph is a simple graph. The simple graph is an undirected graph with no loops that
have edges with unique vertex pairs.
Graphs will be utilized to model the environment necessary to determine the
appropriate path for the algorithms under investigation. A critical element of the scoring
system for the CarA Algorithm is the discount attributed to distance or time. For the
purposes of this dissertation, the focus will be distance and time. In a real engagement,
distance and time play important roles in mission effectiveness, responsiveness, fuel
consumption, mission length, and which vehicle model/configuration is best suited to the
mission. As a result, it is imperative to find a path planning algorithm to minimize the
distance and time necessary to accomplish tasks for agents. The renowned Dijkstra’s
Algorithm (Dijkstra 1959) is used to determine the minimized paths, and by extension
time, to tasks. This path planning algorithm will be integrated with the CarA Algorithm
to form the Integrated Consensus Framework (ICF) as shown in Figure 4.14.

118

Figure 4.14 Illustration of Integrated Consensus Framework

Dijkstra’s Algorithm decomposes the edges and nodes of a graph into a series of
distinct and separate sets with edges in one series and the nodes in another series. Set I
consists of any required edges that must be included in the subsequent tree. Next, Set II
consists of potential edges that will be reviewed for selection into Set I. The third set
called Set III contains all remaining edges that have not yet been considered or were
previously rejected. The first set of nodes termed Set A includes the nodes that are
connected by edges in Set I. The second set of nodes termed Set B encompasses all of the
nodes that are connected to at least one node of set A, but do not belong to that set. Set C
is the group of remaining nodes in the graph.
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The classical implementation of Dijkstra’s Algorithm must be modified for the
purposes of the ICF. Dijkstra’s Algorithm was originally derived as a solution for the
minimization of a path between either all nodes in a graph or two selected nodes. The
path planning algorithm is modified in this dissertation as a method to provide
maximization of task assignment. While path minimization is a very important element of
the ICF/ICBF concept, the overarching goal of the ICF/ICBF is to increase mission
effectiveness through effective task execution. Therefore, Algorithm 4 is a modification
to the classical Dijkstra’s Algorithm, referred herein as mod-D, that focuses upon
maximizing scores as opposed to minimizing path distances.
The mod-D algorithm is a subroutine of Algorithm 1 focused on the development
of the scores for each of the available tasks. The algorithm begins by initializing the path
with the graph, G , complete with the available edges, E ∈ ℝ+ and vertices, V ∈ {ℝ+,

ℝ+}. The vertices are the tasks that need to be accomplished and the edges describe the
available paths between them. The other initial variables include the starting location, l s ,
and if available, the final location, l f . In the event, the final location is unavailable or
one has not been defined, then Algorithm 4 will continue until a path is connected to all
vertices.
The mod-D algorithm starts a counter for the number of tasks to be reached. The
algorithm continues by addressing each vertex, v , in G . The distance for a vector and
the source location, d (v ) is described as

d (v ) = v − l s
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(4.33)

Initially, the distance for each of the vertices to the source is set to infinity as
shown in

d(v) = ∞

(4.34)

Additionally, these vectors are marked as unvisited. The vector, v v (t ) ∈ {0,1} m , is
N

the list of visited vertices such that vv (t ) = 1 if a vertex is visited and 0 otherwise.
Distance is an important consideration for Algorithm 4 as it is the parameter used to
define optimality. Nodes added to the optimal path are given an (*) asterisk designator
such as v * . Ordering of these vertices is given by a k subscript. Therefore, the kth visited
vertex or node along the optimal path from the source is vk* . Although, seemingly trivial
it is worth noting for exception handling that the 0th node in the optimal path is undefined
as described by

v1*−1 = v0* = undef

(4.35)

Another trivial statement that is mentioned herein for completeness is noting that
the distance from the source location to itself is zero and defined in the algorithm as

d (ls ) = 0
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(4.36)

As the first point in the optimal path the starting location is added to the set of
nodes to be evaluated, R . This subset of V is analogous with the classical definition of
Dijkstra’s Algorithm for Set B which are the nodes to be evaluated for inclusion in the
optimal path.
After the source location is added, Algorithm 4 evaluates each of the remaining
vertices in the graph. This evaluation continues while the set R is not empty, the number
of tasks is less than the task horizon, Th , or the final location has not been reached as
described by

R ≠ ∅ ∨ k < Th ∨ ls ≠ l f

(4.37)

The task horizon for the CarA Algorithm is Th = 1 as the approach is for a single
assignment.
The vertex u is described as the node in the set R with the smallest distance from
the source location and has not been visited. Initially, this will be the source location as it
is the only node in Set R . In correspondence with the classical definition of Dijkstra’s
Algorithm, vertex u , the source location in this first case, is added to Set A and by
extension the optimal path. The vertex u is the currently investigated node along the
optimal path thus far. The value for vertex u will change as new searches reveal a new
local minimum.
The distance to the neighbor of the vertex u through the node itself is defined by
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d(u′) = d(u) + d(u, v)

(4.38)

In the equations above, a slight variation of the distance function, d(⋅) is presented with
the distance between two points, p1 and p2 , being described as d ( p1 , p2 ) . In the case
where the distance to vertex v , d(v) , which is a neighbor of vertex u , from the source
location is shorter through the vertex u then the distance is replaced as shown in

d(v) = d(u′)

(4.39)

The above condition ensures the shortest distance from the source location is presented to
each node.
The vertex added to the optimal path v * is marked as the previous node in the
optimal path and given an equivalent distance to vertex u as described in

vk*−1 = u

(4.40)

This ensures the permanent value of the optimal path thus far will be the minimum value
of the searched vertices in terms of distance. Relevant to the focus of the dissertation, the
addition of these vertices to the optimal path is synonymous with the ordering of the tasks
for the UAV.
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To ensure that vertex u is the appropriate vertex along the optimal path, the
neighboring vertices are evaluated. As the neighbors of the vertex u are investigated, any
nodes not visited previously are added to Set R to be evaluated for the minimum
distance from the starting location.
The mod-D algorithm uses the classical development of minimum distances to
determine the scores associated with each of the tasks. Section A-III of this chapter
describes the formulation of scores for tasks. In this earlier description, the score, sij , is
determined through an explicit deduction of the price, pij , from the reward, α i .
However, other methods exist that implicitly discount scores for task value
determination.
Real world mission plans for UAVs often have a very time-sensitive nature. They
are deployed to reconnoiter targets of interest, strike targets, and/or assess battle damage
after the fact. In each case, time is very critical because targets will move or fortify if
enemy intelligence reveals the UAV’s intentions, thus decreasing the odds of a mission
success. A factor that decreases a task’s score in proportion to the time it is performed is
contemplated as a way of accounting for the possible degradation in terms of mission
success as time increases. In queuing theory, the order of arrival is usually considered to
be a Poisson process and the time between arrivals is thus exponentially distributed. In
this dissertation, the score is taken as a function of the time it takes to visit each task.
Calculation of the time to visit each vertex along the optimal path v* is estimated
as the distance from the starting location to the kth vertex in the optimal path over the
UAV’s nominal speed as described in
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tv =

( )

d vk*−1
+ t
vnom

(4.41)

where the time the vertex vk* is visited is given as t v . A slight irregularity with
Algorithm 4 and Eq. (4.34) is shown. This is due to the marking of vertex vk* as a
previous node in the Algorithm 4 formulation. The correctness of both versions of the
time visited calculation hold true and thus this irregularity can be ignored.
A minimization of the visit time for each waypoint results in a maximization of
the task score. The maximization of the accumulated task score is the expected behavior
of Algorithm 4 and UAV mission.
The score for the kth vertex in the optimal path is described as

sk = a k e − λtv

(4.42)

The reward, ak , is for the task located at the kth vertex. The discount factor for the score
is defined as 0 ≤ λ ≤ 1 . The undiscounted score is analogous with the reward described
earlier.
The scores for each task is calculated as each of the nodes are added to the
optimal path. The score vector, s i , is a tuple of the task scores in the order of the vertices
along the optimal parth for UAVi. The vector of task scores is described as

si = {sk , sk −1,Ksk }
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(4.43)

which is an argument in Algorithm 1. Through the development of Algorithm 4, the
score vector for each UAV is the optimal value for bidding during the auction phase of
the CarA. Although it is understood that the CarA is a single assignment algorithm and
the score determined is an element and not a vector, GetScores is a general function that
applies to single or multiple assignment. Therefore, the terms vector are preserved for
generality and for application in the next chapter.

Table 4.8 Pseudo Code for Path Planning Process
Algorithm 4 mod-D Algorithm at time t:
1: // This procedure determines the task scores (bids) for the agent based on Dijkstra’s
2: // Algorithm
3: procedure Get Scores ( G , vnom, ls , [ l f ])
4:
5:

k =1
for ∀v ∈G

6:
infinity
7:
8:
9:
10:

end for

11:

ls ∈ R

// Initializations for all vectors in the graph

d(v) = ∞

// Distances from source to v not computed are set to

vv = 0

// All vectors are marked as unvisited

vk*−1 = undef

// Previous node in optimal path from source

d (ls ) = 0

// Distance from source to self is zero
// The source is added to R

12:
while R ≠ ∅ ∨ k < Th ∨ ls ≠ l f // while Q is not an empty set or number
of 13: // tasks assigned is less than the task horizon or the target location is not reached
14:
k = k +1
u = argmin(d (v) ∈ R) ∧ vv = 0 // Vertex in R with the smallest distance that
15:
is 16: // not visited
17:
for ∀u′ // For every neighbor of u
d(u′) = d(u) + d(u, v) // The distance from the source to the
18:
19: // neighbor of u
20:
if d(u′) < d(v)
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d(v) = d(u′) // Preserve the shortest distance from source to

21:
22: // vertex v

Table 4.8 (continued)

vk*−1 = u // Make the previous node in optimal path equal to

23:
24: // u
25:
26:
27:

if vv = 0 // If a node has not been visited
v ∈ R // Add an unvisited v to set R to be processed
end if
d vk*−1
tv =
+ t
vnom

( )

28:

29:
sk = a k e − λtv
30:
end if
end for
31:
32:
end while
33: return si = {sk , sk −1 ,Ks0 }
34: end procedure

Table 4.9 Symbol List for Algorithm 4

G
V
ls
lf
v
d (v )
v v (t )
R

Th
u

v k*
vnom
tv

ak

the graph
the set of vertices
the starting (source) location
the final location
vertex
distance from source location to vertex v
vector of vertices such that 1 if visited and 0 if not
the subset of nodes (vertices) to be evaluated for the optimal path
the task horizon
the currently investigated node along the optimal path thus far
th

the k order of vertices along the optimal path
UAV nominal speed
time in which the vertex v is visited
th

λt
sk

the reward for the task at the k vertex
the discount factor as a function of the visitation time t v
the score of the task located at vertex v

si

the score vector for UAVi

v
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C. Summary
A summary of Chapter 4 is provided in this section to highlight the development
of the Integrated Consensus Framework, the analysis of this framework, and how the
results from this methodology impact the research hypotheses. The building blocks
behind this approach are revisited. This is followed by the major sections of the
framework.
The basis of the ICF is founded on by addressing two mathematical problems: the
assignment problem and vehicle routing problem. The assignment problem seeks to
provide the best possible matching of independent sets. A score or weight is usually
associated with the pairings and the objective is to either maximize or minimize the
values. The vehicle routing problem seeks to find the best paths for a fleet of vehicles that
must traverse to multiple points. Efficiency is the focus of the VRP as the vehicles seek
to ensure the shortest distance across the entire fleet.
The AP has been answered using a variety of different methods to include the
auction algorithm and consensus algorithm. The auction algorithm has each bidder place
as bid on the object of interest to the auctioneer who decides the winner. This occurs in
both centralized and decentralized fashion. The consensus algorithm uses an update law
that allows agents under a proper network to share information over time until they
converge on a shared belief regarding the information.
These concepts are merged together to become part of the Integrated Consensus
Framework. The ICF consists of two major parts: the Caravan Auction Algorithm and a
modified variant of Dijkstra’s Algorithm. The CarA Algorithm is a decentralized task
128

assignment solution with three phases. The first phase is the Auction Process which
allows agents to bid on tasks. The second phase is the Consensus Process which has the
agents within communication range determines the highest bid among the fleet. The final
phase is the Validation Process which safeguards against orphaned tasks from lost
vehicles and supports a message system to ensure no agent performs an executed task.
The modified variant of Dijkstra’s Algorithm produces a score based on the time of
arrival that serves as the bid in the Auction Process.
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CHAPTER 5

CONSENSUS-BASED FRAMEWORK FOR MULTIPLE ASSIGNMENTS

A. Introduction
The mission complexity imposed on UAVs is highlighted with the need to service
multiple targets that are geographically dispersed in a dynamic environment. As
mentioned previously, there exists the need to maximize task effectiveness and minimize
travel distance or time. In a single assignment case, the scoring objective is focused on
one assignment for each UAV. Extending the case to a multi-assignment mission,
involves choosing which assignments should or should not be assigned, in what order,
and through which paths.
Consider a simple example in which a UAV has been assigned two assignments:
survey an enemy encampment and destroy an enemy supply line bridge. The enemy
encampment is closer, but a detour could result in a game-changing delivery of enemy
artillery crossing the bridge. However, if the bridge is destroyed first, pictures of the new
130

classified jet at the enemy encampment could be missed. Questions arise about which
target should be serviced first or what path to select to reach each site in time.
Furthermore, does servicing one target mean the other target becomes obsolete or
degraded due to time constraints? If so, which target is more valuable? The UAV could
gather more information on the new jet for a possible counterattack or it could bypass this
task to inflict permanent damage on the enemy by destroying the bridge. The questions
and situations provided demonstrate a complexity to the multiple task assignment
problem that is not easily answerable. A number of approaches to the multiple task
assignment have been investigated. Several methods relevant to this dissertation are
described below.
One of the least complex methods for dealing with multiple assignments is the use
of sequential single-item auctions. This type of auction can be computed in polynomial
time. A new task is presented for auction each round and the agents place bids to
determine the winner (Koenig et al. 2006; Zheng, Koenig, and Tovey 2006). After the
winner is determined the task is removed from the list, and the process is iterated until all
tasks are assigned or until all of the capacities are met for the agents. The method can be
treated as a Markovian process or by bidding based on previous commitments. The
agents following this approach can act as the auctioneers themselves and thus act as a
decentralized auction. Connectivity is important in this methodology as a malfunction in
the communication link may result in an incorrect winner determination. Large task lists
are computationally expensive and can take a long time to converge since each agent can
only place one bid at a time.
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The repeated parallel single-item auction investigates each task individually and
independently of other tasks (Dias and Stentz 2003). In this approach, the auctions are
conducted at fixed intervals. This approach offers two improvements over the sequential
single-item auction that is faster and more robust (Nanjanath and Gini 2010). The use of
independence in task assignment reduces the convergence issue of needing to have all
bids at a particular time instance for a select task. A pulse is sent out at the end of each
interval to communicate the bid for a task to all agents. If an allocation can be improved
upon, the agents may switch tasks. The undesired effect is that the length of the entire
path may grow unbounded (Tovey et al. 2005).
Combinatorial auction algorithms allow agents to place a bid on grouped items
during auctions. These grouped items are commonly referred to as bundles. In this
method, agents determine multiple combinations of grouped tasks, or bundles, and submit
them to the auctioneer for winner determination. It is possible to submit a bid for every
possible combination of tasks and in this case an optimal allocation will be the result.
However, the computational complexity grows exponentially with bid generation as the
approach does not scale well. Heuristics are sometimes employed to prune the number of
combinations to reduce the computational load (Brunet 2008). Issues regarding winner
determination occur if the agent bundles are different and/or different scores for the same
task are presented from differing agents. The winner determination in this case has been
proven to be NP-complete (Rothkopf, Pekec, and Harstad 1998). This winner
determination problem has been solved with exact and approximate solutions (Parkes and
Ungar 2000; Brunet 2008; Luca F. Bertuccelli et al. 2009). Many of the highlighted
issues regarding assigning multiple tasks have been addressed with these methodologies.

132

Unfortunately, these approaches do not extend beyond the mission planning phase and do
not address in-flight situations. Two important in-flight events are the actual execution of
tasks and the very real possibility of vehicle loss or malfunction. Confirmation of task
execution during flight eliminates the possibility of redundant task execution and
provides decision makers with a clear indicator of which tasks were accomplished during
flight operations. Reallocation of abandoned tasks provides UAV owners the assurance
that tasks will not go unserved due to a vehicle lost during flight operations. The
Integrated Consensus Bundle Framework (ICBF) extends the work regarding task
assignments and addresses the two previously mentioned task execution situations.

B. Integrated Consensus Bundle Framework
The Integrated Consensus Bundle Framework is a two-tiered framework
consisting of the Caravan Auction Bundle (CarAB) Algorithm and a modified version of
Dijkstra’s Algorithm as shown in Figure 5.1. The framework is a three-phase approach to
task assignment and execution. This framework extends the ICF to multiple assignments
through the replacement of the CarA Algorithm with the CarAB Algorithm. Figure 5.1
provides an illustration of the differences and similarities between the ICF and the ICBF.
The major difference between the two approaches is the assignment of multiple tasks.
The top layer of the ICBF allows for multiple assignments through bundles utilizing the
CarAB Algorithm. The major similarities are in the objectives of both algorithms. The
two algorithms seek to maximize mission task effectiveness while minimizing the
distance traveled and convergence time steps. Major functionality of both algorithms
includes validation of task execution and reallocation of abandoned tasks.

133

Figure 5.1 Illustration of ICF and ICBF
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1. Caravan Auction Bundle (CarAB) Algorithm Development

The Caravan Auction Bundle (CarAB) Algorithm is a multiple assignment
approach that combines aspects of auction algorithms and consensus algorithms with a
validation scheme to optimize task assignment and provide feedback of task completion.
Unlike other combinatorial auction approaches, the CarAB develops a single bundle
which is updated as new tasks are found or conflicts are resolved. The single bundle
approach allows for faster iterations of bundle updates which also hastens the likelihood
of task convergence. Each task is allotted a separate bid that is calculated in the overall
score for the bundle. The requirement for task addition to a bundle is the improvement on
the bundle score. Conflicts are resolved at the individual task level, not the bundle level.
Winner determination is based on which agent provides the highest bid. Similar to the
CarA Algorithm, the CarAB has a consensus phase for conflict resolution. The CarAB
has a total of three phases. In the first phase, the agent sequentially selects tasks from an
available list to develop the candidate bundle. The agent resolves task conflicts in its
bundle with other agents of the fleet. These two phases are similar to the CBBA proposed
initially developed by (Brunet 2008). The final phase presents novel functionality through
the communication of agent status among the fleet. Completed tasks are removed from
the lists of tasks available for assignment. Tasks considered abandoned are released for
selection and execution by other agents.

a. Bundle Building Process

The agents survey the map to determine which combination of tasks will provide
the optimal mission effectiveness. The agents will then place bids on each of these tasks
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synchronously. The combination of tasks, or bundle, along with their scores is the agent’s
initial build.
Algorithm 5 in Table 5.1 provides a detailed description of the bundle generation
process or Phase 1 for each agent. The algorithm is iterated by each agent over the entire

(

)

number of UAVs defined as N u . The graph, G = V,E , containing the locations of
tasks k , vk , such that v k ⊂V and is the only global information provided to the UAV.
Each UAV stores seven vectors in its registry for the bundle generation process. The
vectors xi ,t i ,yi ,zi ,fi are of length N m . The length of vectors bi , pi are no greater than the
task horizon, Th . The task horizon represents the capacity of task assignments an agent
may possess at any time t. The first vector, xi is agent i’s list of assignments such that,

xij is the perceived agent that has made the winning bid on task j or 0 if unassigned. The
vector t i captures all of the times for agent i when it is assigned to task j. The third
vector yi is the winning bids list which provides the winning bids for each assignment.
The vector, z i , is the list of completed tasks by agent i for all j.The released vector list,

f i , is the list perceived by agent i of abandoned tasks for all j. The bundle,
T
b i ∈ ( J U ∅ ) h , is defined as the unordered set of tasks assigned to agent i. The task set

is defined as J ≡ {1,K,Nm }. The tasks are ordered in terms of which tasks were added
first. The vector, bi , is initialized such that b i = ∅ T where ⋅ is the cardinality of the
h

list. The path for agent i, p i ∈ ( J U ∅ ) T , is the ordered list of tasks in which the nearest
h

task occurs first and so forth.
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Table 5.1 Pseudo code for Bundle Building Process
Algorithm 5 CarAB Algorithm Phase 1 at time t:
1: ∀i ∈ {1,K, Nu }
2: receive G
3: // The procedure below initializes if agent i has available task capacity or a task was
4: // abandoned.
 x (t − 1),t (t − 1),y i (t − 1),z i (t − 1), K ,

5: procedure build bundle  i
 f i (t − 1)b i (t − 1),p i (t − 1),K i

6: xi (t ) = xi (t −1)
7: ti (t ) = ti (t −1)
8: yi (t ) = yi (t −1)
9: zi (t ) = zi (t − 1)
10: fi (t ) = fi (t − 1)
11: bi (t ) = bi (t −1)
12: pi (t ) = pi (t −1)
13:
while x i (t ) ≠ 0
14: // The last element in the current UAV path is the starting location for the path plan
ls = pi ,end (t )
15:
16:

s i = GetScores (G, v nom ,ls ,[l f ])

17:

Sipi =

pi

∑ s&

n
ij

=

∑a e

n =1

18:

− λt jn (p )

j ij

if j ∈ b i
 0,
s&ij [b i ] = 
pi ⊕ n { j}
pi
− S i , otherwise
 max n ≤ p i S i

Hi = (s&i > yi (t )) ∧ Ki
19:
20: // Task j is assigned to agent i presuming it has the winning score and it is
21: // capable of performing the task.
J i = argmaxj Hij s&ij
22:
23: // The index n is the position where task j is assigned along the path
24:
ni ,J = argmax n S p ⊕ {J } ti,J i
25: // The bundle is updated such that the assigned task j is added to the end of the bundle
bi = bi ⊕end {Ji }
26:
27: // The path is updated such that the assigned task j is added at the index n along the
28: // path. Additionally, the assignment, time and winning score is also updated.
pi = pi ⊕ni , J i {J i }
29:
i

n

i

i
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xi , J i (t ) = i

30:

Table 5.1 (continued)

t i , J i (t ) = t

31:

yi , Ji (t ) = s&i , Ji
32:
33: // If the abandoned task j for agent i is an element of the list of assigned tasks, J*, the
34: // abandoned task element is no longer abandoned.
35:
if f ij ∈ J
*

f ij = 0
36:
37:
end if
38:
end while
39: end procedure

Table 5.2 Symbol List for Error! Reference source not found.
Symbol

Nu
G
xi
ti

Description
number of agents
graph containing edges and vertices
list of agent assignments to tasks
list of times tasks were assigned during the mission tasks

yi

vector of winning bids

zi
fi

vector of completed tasks

bi

bundle of tasks

pi
S ip i
s& i

optimal path for task execution

ls
lf
vnom
Hi

Ki

Ji
ni,Ji
J*

vector of released tasks

the bundle score
vector of marginal score improvements for tasks
the starting (source) location
the final location
UAV nominal speed
vector of available tasks
capability vector of agent i
assigned task to agent i
th

n position where task j is assigned along the path
the list of assigned tasks
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The bundle generation process is executed iteratively over time while
uncompleted tasks remain for agent i. This condition is expressed as agent i’s task
assignment vector being nonzero as described by

x i (t ) ≠ 0

(5.1)

The function GetScore was described earlier in Chapter 4. The application of the
scoring function in this chapter provides justification for the employment of the score as a
vector. Due to the effects inherent in the conflict resolution phase, elements of a bundle
may be lost, thereby reducing a path. The reconstruction of the bundle and optimal path
starts at the farthest task in the path from the original start location

ls = pi ,end (t )

(5.2)

thereby making the current path’s ending node the starting location for the mod-D
Algorithm. The function GetScore returns the score, sij , for each task j.
p
The bundle score, S i i is defined as the summation of the task scores assigned to

agent i traveling along path pi . The bundle score is described in this dissertation as
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pi

Sipi =

∑ s&

n
ij

n =1

=

∑a e

− λt jn (p )

j ij

(5.3)

where, s&ijn , is the time-discounted score for agent i of task j at the nth position along path

pi . The time-discounted factor is defined as, λ ∈[0,1] . The variable, t jn (p ) denotes the
estimated time in which agent i arrives at task j located at the nth index along path pi .
The reward, aij , is the reward associated with executing task j for agent i. The bundle
score is initialized as S i∅ = 0 .
The marginal improvement to the score of task j in the bundle performed by agent
i is described as

if j ∈ b i
 0,
s&ij [b i ] = 
pi ⊕ n { j}
pi
− S i , otherwise
 max n ≤ p i S i

(5.4)

where ⊕ n is the operation in which task j is added to the nth position of the path, and
p i is the cardinality of path pi .

Eq. (5.4) sets a constraint in which the addition of a task to a bundle will not
result in a negative score adjustment, i.e. s&ij ≥ 0 .
The property of submodularity is assumed for the scoring function. Thus a task in
the bundle will not increase in value as other tasks are added to the set before it. By that
admission, a task is worth more or the same the earlier it is added to a bundle, such that
for B− ⊂ B+ ⊂

J , it is satisfied ∀j ∈ J \ B+ that
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S(B− ∪ { j}) − S(B− ) ≥ S(B+ ∪ { j}) − S(B+ )

(5.5)

noting a slight relaxation of definition of the bundle to be an ordered set for explanation
of Eq. (5.5). The scoring function for the CarAB function is presented in two steps with
the generation of a path, providing the input for the score of the bundle. The mod-D
Algorithm discussed in Chapter 4 provides the mechanism for the path generation and
score calculation. Submodularity is required to guarantee convergence of the algorithm.
The index, ni, Ji , is the position at which the assigned task for agent i, J i , along
the path pi as defined by

ni , J i = argmax n S p i ⊕ n {J i }

(5.6)

The bundle, bi , and path, pi , for agent i are iteratively updated while the bundle
generation process is running. Updates to these vectors occur if a new task is assigned to
agent i. The assigned task, J i , is added to the end of the bundle as described by

bi = bi ⊕end {Ji }

(5.7)

The assigned task, J i , is added at the ni, Ji position along the path pi as defined by

pi = pi ⊕ni , J i {J i }
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(5.8)

Additionally, the agent assignment, times, and winning score for the assigned task is
updated for agent i.
If the abandoned task j for agent i is an element of the list of assigned tasks, J * ,
the abandoned task is no longer considered to be abandoned. This is an important feature
of the CarAB Algorithm, because it presents a robust novel approach that mitigates the
loss of important tasks while still providing robust, multi-task allocation behavior. The
determination of this condition is described by

f ij ∈ J *

(5.9)

b. Conflict Resolution Process

Conflict resolution involves the continuous adjudication of task assignments for
the agents. In Algorithm 2, an agent that is outbid releases the ownership of the task to
the higher bidder. Since this method is a single assignment, the resolution is both quick
and simple. The complexity of this manner of conflict resolution increases greatly for the
multi-assignment CarAB Algorithm. The CarAB Algorithm not only constructs bundles
at the task level, but also resolves conflicts at this level. Similar to the CarA Algorithm, if
an agent is outbid for a task, it must release that task. However, leaving the conflict
resolution approach exactly like Algorithm 2 would incur one of two problems. The first
problem would be if the agent only released that task and not any subsequent tasks. The
decision to auction for those subsequent tasks were dependent on the released task,
thereby invalidating any bid attempts beyond that point. The agent must also release any
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tasks that were added after that task because those task assignments may no longer be the
best choices. However, if an agent releases the outbid task and the following tasks
without another agent selecting them, the maximum consensus update approaches shown
in Eqs. 4.21 and 4.22 will not converge appropriately due to potential observability issues
in the maximum bid. Therefore, a new consensus approach must be developed.
The conflict resolution process is defined in Algorithm 6 along with Table 5.4
and Table 5.5. This conflict resolution follows the same decision strategy of the CBBA
provided in (Han-Lim Choi, Brunet, and How 2009) with the following exception that the
task assignment time vector is also updated. Four vectors will be communicated during
the conflict resolution process. The first three vectors have been previously identified: the
winning agent list, xi ; the winning bids list, yi ; the assignment time list, t i . The fourth
and final vector, ri ∈ℝ+, is the time in which the last information update was received
from the other agents. When an information update is received for agent i from agent k
the reception time vector, ri is updated such that

if g ik = 1
τ r ,
rik = 
max m: g im =1 rmk , otherwise

(5.10)

where τ r is the message reception time. Otherwise, the last information update received
for agent i from some other agent m is populated. The reception time vector is initialized
N −1
such that ri = ∅ u .
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Table 5.3 Pseudo Code for Conflict Resolution Process
Algorithm 6 CarAB Algorithm Phase 2 at time t:
1: // The agents send their winning agents lists, winning bids lists and assignment times,
not 2: // including those tasks that were completed to each other if there exists a live
connection
3: Send xi ,yi ∧ ¬ zi ,ti ∧ ¬ zi to k if ∃gik (t ) = 1
4: Receive xk ,y k ,t k from k if ∃gik (t ) = 1
4: // Upon message reception from agent k, agent i updates its reception vector
5: rik = τ r
6: // This procedure is to determine the decision rules executed by agent i
7: procedure execute rule (x i (t ), y i (t ), t i (t ), ri (t ))
8: // Table 5.5 provides the complete breakdown of the decision rules
9: end procedure
10: // The earliest bundle b entry that no longer belongs to agent i is identified
11: ni , b = min n : xi , bin ≠ i

{

}

12: // The task that no longer belongs to agent i and any following tasks are removed
13: // from agent i’s bundle b
14: bin = 0, ∀n ≥ ni , b
15: // Agent assignments, winning bids, and assignment times for tasks at and beyond the
16: // earliest removed bundle b entry are also removed
17: xi , bin = 0, s&i ,bin = 0, yi ,bin = 0, ti ,bin = 0, ∀n ≥ ni , b

Table 5.4 Symbol List for Algorithm 6
Symbol

xi

yi
zi

ti
gik (t )
τr
ri
n
bin
ni , b

Description
vector of winning bids vector
list of agent assignments to tasks
vector of completed tasks
list of times tasks were assigned during the mission tasks
communication link between agent i and agent k
message reception time
reception time vector
task position in the bundle
task at position n in the bundle b for agent i
earliest position in the bundle b for agent i
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The new consensus algorithm uses ri to resolve conflicts among agents. The
vectors xi , yi and t i are used to determine which agent has the most up-to-date
information when a message is received for agent i from agent k. After agent i receives
the message, it can execute three possible functions regarding task j:
1) update: yij = y kj , xij = x kj , t ij = t kj
2) reset: yij = 0, xij = 0, t ij = 0
3) leave: yij = yij , xij = xij , t ij = t ij
The decision rules that govern these actions are provided in Table 5.5. The first
column of the table denotes which agent the sender k believes owns task j. The choices
are the sender k, the receiver i, some other agent m ∉{i, k}, or no agent at all. The second
column is whom the sender i believes owns the task. The choices are the same as the first
column. The only difference is that these choices are repeated for each possibility of
whom the sender believes owns the task which will be referred to as the sender belief
states. The following section provides more details on the four sender belief states in
Table 5.5 and the varying actions that result from the conflict resolutions.
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Table 5.5 Decision Rules regarding Task Conflicts based on Inter-agent
Communication
Agent k (sender) thinks xkj is

k

Agent i (receiver) thinks xij is

i
k
m ∉ {i, k }
none

i

i
k
m ∉ {i, k }
none

i

k
m ∉ {i, k }

m
n ∉ {i, k, m}
none

none

i
k
m ∉ {i, k }
none

i.

Receiver's Action (default: leave)
if y kj > yij → update
update
if rkm > rim or y kj > y ij → update
update
leave
reset
if rkm > rim → update
leave
if rkm > rim and y kj > yij → update
if rkm > rim → update
else → reset
update
if rkm > rim and rkn > rin → update
if rkm > rim and y kj > yij → update
if rkn > rin and rim > rkm → reset
if rkm > rim → update
leave
update
if rkm > rim → update
leave
r

kn

>

r

in

r

im

>

r

km

→

Sender Belief State 1: Agent k thinks it owns the task

In this belief state, the sender, agent k, believes it owns task j. One of the more
common discrepancies is if the receiver agent i disagrees, believing instead that it owns
the task. Similar to the consensus algorithm for the CarA Algorithm, the winning bid
values for task j are used to determine the correct action. If the sender k has a greater
winning bid value for task j, the update function is enacted as shown by

if ykj > yij → update
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(5.11)

The receiver will execute the update function thus modifying its winning bid
element, task owner element, and assignment time element for task j to the values
believed by sender k. The default function for these conflict resolutions is the leave
function which is executed if the conditional statement proves to be false. For example, if
the receiver i in this belief state had a greater winning bid value for task j, the receiver
would execute the leave function which as the name suggests results in its information
state being left alone or unaltered. Of note, is that the time assignment values for task j
could also be used to resolve this conflict. If both agents believe they own the task, the
agent with the latest time assignment would be declared the winner. This approach is
equivalent to the decision rule provided in Eq. 5.10 as shown by

t kj > t ij ≡ y kj > yij

(5.12)

To mitigate redundancy, this equivalent measure will only be mentioned in this section as
a possible method for conflict resolution.
The second possibility is if the receiver i agrees with the sender that agent k does
own the task. Simply speaking, the update function is executed by the receiver i and the
appropriate fields are updated.
In the Sender Belief State Case 1, if the receiver i believes that neither the sender
k nor the agent itself, but some other agent m, is the rightful owner either the reception
time vector or winning bids list must be used to resolve the conflict. If agent k received a
message later than agent i from agent m, or the sender k has a greater winning bid over
the receiver for task j the agent i will execute the update function as described by
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if rkm > rim or ykj > yij → update

(5.13)

Should the message reception information not be available or null at this point, the
winning bids provide a contingency to resolve the conflict.
The final situation explored in this case is if the sender k believes it owns a task,
but the receiver believes that no agent at all owns task j. Without a viable rival to the
agent k’s claim on task j, the receiver i will update its information state to show the
sender’s ownership.

ii.

Sender Belief State 2: Agent k believes agent i owns task j

The second belief state discusses situations in which the sender, agent k, believes
that the receiver, agent i, is the proper owner of task j. In the first situation, the receiver
agrees with the sender k that it is the appropriate task owner. The receiver executes the
leave function, thereby not changing any of its information state on the task.
A potential conflict does arise in the event that the sender believes that the
receiver i owns a task, but agent i believes that agent k is actually the assigned task
owner. This passive form of conflict results in the reset function executing on the
receiver as neither agent wants the task. The reset function clears the values of task j
from the memory of task j.
Another passive conflict occurs if the sender thinks the receiver owns the task and
the receiver, believes that neither agent i nor agent k, but some other agent m actually
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owns the task. If the sender k has received a message at a later time than the receiver i
and still believes the receiver to be the owner, the receiver will execute the reset function
shown below in

if rkm > rim → reset

(5.14)

While agent k has more up-to-date information, the receiver i believes some other agent
m should have the task, leaving it to choose to nullify any claim on the task j.
The last situation under this case is when the receiver does not believe any agent
has the authority to claim task j. Although the sender believes the receiver to be the task
owner, agent i will execute the leave function, thus taking a neutral stance on its
ownership of task j.

iii.

Sender Belief Case 3: Agent k believes some other agent m owns the task

This belief case explores the conditions in which the sender k believes that some
agent m not agent i or agent k is the task owner. In the first circumstance, the receiver
believes that it has the proper claim on task j. To resolve this conflict, the sender k must
have received a message from the other agent m later than agent i and have a winning bid
greater than agent i as shown in

if rkm > rim and ykj > yij → update
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(5.15)

The receiver follows a hierarchical construct in Eq. 5.14 to execute the update function.
Having lost the winning bid, the receiver i, gives up any claim it should own the task to
the sender k. However, should the sender k give up its authority to some other agent m
after verifying the two agents have a more up-to-date information exchange, the receiver
will abide by agent k’s decision to abdicate ownership to agent m.
The second possibility is that the receiver i believes the sender owns the task
while the sender k believes some other agent m is the proper assignee. If agent i verifies
that agent k has a more up-to-date information exchange with agent m, it will again abide
by agent k’s decision to relinquish the task and execute the update function. However, if
the last message exchange was between agent i and agent m, and the receiver i believes
the sender is the correct owner, the reset function will be executed as described by

if rkm > rim → update
else → reset

(5.16)

This action demonstrates the event in which the evidence points at an agent owning a
task, but it does not believe itself to be the task’s owner.
The third situation under this belief state is that both the sender k and the receiver
i believe that some other agent m is the actual task owner. Since there is no actual
conflict, the receiver updates its information state to align with the sender’s situational
awareness.
The fourth potential conflict occurs if the sender k believes that some other agent
m is the proper task assignee, but the receiver believes there is another agent n that should
be assigned the task. Several conditional statements can be used to resolve this conflict.
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The first involves exclusively the reception time vector. If the sender has received later
messages from agents’ m and n, the receiver will execute the update function. Similar to
a situation described earlier, if the sender has a winning bid value larger than the receiver
and a later message exchange with agent m, the agent i will acquiesce and execute the
update function. However, if the receiver does acquire a later message from agent m, but
the sender k receives a later message from agent n, the reset function will be executed.
This case is somewhat of an information stalemate as the receiver i can provide the latest
information from agent m, whom it believes to not be the owner, but the sender k has the
latest information from agent n, whom it does believe to be the owner. Given the weight
on the message reception time, it is deemed appropriate that the receiver would nullify its
information from this element in exchange for new data. These resolutions are
summarized by

if rkm > rim and rkn > rin → update
if rkm > rim and y kj > yij → update

(5.17)

if rkn > rin and rim > rkm → reset

The final situation under this belief state is the event in which the sender k
believes some other agent m is the task owner, but the receiver i does not believe any
agent has ownership of task j. If agent k has received a more up-to-date message from
agent m than agent i, the receiver will execute its update function.
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iv.

Sender Belief State 4: Agent k believes no agent has task ownership

This belief state describes the series of situations in which the sender agent does
not believe any agent in the fleet has ownership over task j. This is a very passive state
and results in the receiver arbitrating a lot of the decisions. If the receiver i believes it has
claim over task j and the sender does not provide a viable contender, the receiver will
maintain its position through the leave function. If the receiver i, believes that the sender
k is the correct task owner it will update its information state to this conclusion. If the
receiver thinks some other agent m is the task owner, but the sender has received the
latest message receipt from this agent, agent i will execute the update function in
accordance with agent k’s information state. Should agent k and agent i believe that no
agent in the fleet has ownership of task j, the receiver will maintain its current
information state.
The belief states in Table 5.5 demonstrate that if there are discrepancies in
situational awareness among the agents’ potential conflicts will be resolved leading to a
more robust solution to the task assignment problem.
The update and reset functions imposed on the agents result in the needed
changes to their respective bundles. Each agent checks their bundles for any tasks that
were updated or reset. The earliest bundle b position that no longer belongs to the agent i
is defined as

{

}

ni , b = min n : xi , bin ≠ i
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(5.18)

The earliest task that no longer belongs to agent i and all following tasks in the bundle are
removed as depicted by

bin = 0, ∀n ≥ ni , b

(5.19)

This process is repeated for the agent assignment, winning bids, and assignment times for
agent i.
In a similar methodology, the earliest task that no longer belongs to agent i and all
following tasks in its path are removed as well as described by

pin = 0, ∀n ≥ ni , p

(5.20)

The marginal score improvements for agent i are also removed in this order. Eq. 5.20 is
worth mentioning as that despite the similar procedure for removal, the order is not the
same.
After conflict resolution of the bundles has occurred, the agent will enter the bundle
validation process which serves as the self-governance phase of the CarAB Algorithm.

c. Bundle Validation Process

Task validation was explored in the previous chapter as a method for a fleet of
agents to investigate the state of assigned tasks and adjudicate a task appropriately. Tasks
were deleted, released, or left unaltered during missions. Task-related issues were only
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resolved in a singular fashion. The Conflict Resolution Process subsection provided a
detailed explanation of the consequences of trying to resolve single tasks in a bundle for
multiple assignment problems. These same concerns would manifest if Algorithm 3 were
to be directly implemented in the CarAB Algorithm. Therefore, the validation process
from the CarA Algorithm is modified to validate tasks in a bundle for the CarAB
Algorithm.
The details for the bundle validation process are detailed in Algorithm 7 and
Table 5.7. Similar to the CarA Algorithm, the bundle validation process begins by having
agents initialize the release times for agents. The bundle validation process continuously
executes for agent k while its bundled tasks are still assigned to it or if their exists some
orphaned tasks as described by

bi = 0 ∨ ∃f ij = 1

(5.21)

Under this condition, the agent will travel to the locations of each of its assigned
tasks. Similar to Eq. 4.24, if an agent reaches a task’s location that task is considered to
be executed.
The Delete task procedure initiates if agent i’s location is the same as the
location of task j. As provided earlier, the assumption is that the arrival of an agent to a
task location represents the instantaneous and absolute execution of the task. The task
completion list is updated under this condition in a similar fashion as Eq. 4.25. However,
the completion list update is extended to include the bundle and path as described by
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 xkj
xkj = 
0
s&kj
s&kj = 
0
t kj
t kj = 
0
 ykj
ykj = 
0
bkj
bkj = 
0
 pkj
pkj = 
0

lk ≠ l J k
lk = l J k
lk ≠ l J k
lk = l J k
lk ≠ l J k
lk = l J k
lk ≠ l J k

(5.22)

lk = l J k
lk ≠ l J k
lk = l J k
lk ≠ l J k
lk = l J k

The agents then communicate the task completion as provided in 4.26. Using the
recently updated completed task vector, the agents will review each task for completion.
If a task is considered completed by agent k, the agent will proceed with deleting relevant
task information from its registry. The relevant information is the agent assignment,
marginal score improvement, assigned task time, winning bid, task id, and path
assignment.. For this dissertation, deletion occurs through zeroizing the relevant element
information. However, other methods could be employed to delete this information.
In most situations for the bundle validation process, the agent will not delete tasks
but will be performing implicit task monitoring through agent connectivity status as it
traverses along its assigned path. If agent k is able communicate with agent i, the release
time for agent i is updated to the current time perceived by agent k, t k , plus a
communication dropout increment for agent i, δ i as defined by
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Tki (t ) = gik (t ) ⋅ tk + δi , ∀i

(5.23)

where gik (t ) is 1 if there is a communication between agent k and agent i and 0
otherwise. This updated is repeated for all agents where the connectivity exists. This
approach provides a robust methodology to check monitor agents and by extension their
assigned tasks. While ideal, it not always guaranteed that each agent will have the same
clock value. Any number of reasons to include clock drift, processor speed, and initial
conditions could result in minute differences between clock values. That being said, Eq.
5.23, updates its release time based on agent k’s perception of the time in a cumulative
fashion independent of other agents. Therefore, time discrepancies in the clocks of other
agents will not impact the release times for agents.
Another feature in this approach is presented in the event, agent i is without
communication briefly as in the case of dropped packets. If the connectivity dropout is
shorter than the communication dropout increment, release time will update as soon as
the link is re-established in a cumulative fashion that does not penalize the receiving
agent for the lost connectivity. However, if the connectivity loss is longer than the
dropout increment the RELEASE TASK procedure is initialized.
The RELEASE TASK procedure begins by determining if the time perceived by
agent k has equated or exceeded the release time for agent i and the said agent has been
assigned tasks as shown in

t k ≥ Tki ∧ x i (t ) ≠ 0
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(5.24)

The case where the release time for agent i has not been exceeded or it does not have any
assigned tasks is trivial resulting in no changes in the state of agent k. However, should
this release time be met or exceeded, the earliest bundle b entry for agent i according to
agent k that has not been executed is identified as described by

{

}

qk , b = min q : xk , biq = i ∧ z kq ≠ 1

(5.25)

To clarify this concept, agent k will review what it perceives are the agent assignments
and will focus on tasks assigned to agent i. In reviewing this subset, agent k will identify
the earliest task or bundle entry for agent i that has not been completed.
After identifying this entry, agent k will remove from its registry any agent
assignments, marginal scores, winning bids, and assignment times for tasks that belonged
to agent i at and beyond this earliest point as depicted by

xk , biq = 0, s&k , biq = 0, y k , biq = 0, t k , biq = 0, ∀q ≥ qk , b

(5.26)

The agent k will consider any of the tasks at and beyond the earliest removed bundle b
entry abandoned as defined by

f kq = 1, ∀q ≥ qk , b
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(5.27)

After determining which tasks are lost, the agent k will attempt to notify other agents that
agent i has abandoned its tasks and will likewise receive notifications from other agents
of abandoned tasks throughout the fleet. The agent k will update its abandoned task lists
if some agent m other than agent i, which is lost, reports an abandoned task as shown in

f kj (t ) = g mk (t ) ⋅ f mj (t ),∀j

(5.28)

The release of agent i that had been assigned tasks will prompt agent k to return to Phase
1 to determine if either the abandoned tasks, unassigned tasks, or some combination of
both present a more suitable assignment for the mission.

Table 5.6 Pseudo Code for Bundle Validation Process
Algorithm 7 CarAB Algorithm Phase 3 at time t:
1: // The agent k will initialize the release times for each agent
2: Tk = 0
3: // While a bundle for agent k is not empty or there exists a task j that is an orphan
4: while b k ≠ 0 ∨ ∃f kj = 1
5: // If agent k arrives at the task location then the task is completed
6:
if lk (t ) = l J k (t )

z kj (t ) = 1
7:
8:
end if
6: // This procedure deletes a completed task from the agent’s registry upon completion
7: // by either the agent itself or another agent. The element’s assignment time, score,
8: // winning agent, and winning bid are zeroized from each of the stored memory vectors
9:
procedure delete Task xkj (t ),s&kj (t ),tkj (t ),ykj (t ),bkj (t ), pkj (t )

(

10:

)

if zkj (t ) = 1,∀j

11:

xkj (t ) = 0

12:

s&kj (t ) = 0
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Table 5.6 (continued)
13:

t kj (t ) = 0

14:

ykj (t ) = 0

15:

bkj (t ) = 0

pkj (t ) = 0
16:
22:
end if
23: // The agent will notify each agent it is capable of informing that the task is
completed
24: // and will receive similar notifications from other agents
25:
send z k to k with g ik (t ) = 1
26:
Receive z i from k with g ik (t ) = 1
27: // The agent will update its completion list if the sender reports a completed task
zkj (t ) = gik (t ) ⋅ zij (t ),∀j
28:
29:
end procedure
30: // Agent k checks its connectivity with agent i and extends the communication
dropout 31: // time by the currently assessed time from agent k and a predefined
increment
32:
if gik = 1

Tki (t ) = gik (t ) ⋅ tk + δi , ∀i
33:
34: // otherwise the agent k will assess if the communication dropout time has been
35: // reached
else if gik ≠ 1
36:
37: // This procedure outlines the conditions in which tasks are released from the custody
38: // of a lost agent.
39:
procedure release task (xk ,zk ,Tk ,fk ,s&k ,yk ,tk , G(t ))
40: // If the communication dropout time limit is exceeded, the agent is considered lost
41:
if t k ≥ Tki ∧ x i (t ) ≠ 0
42: // The earliest bundle b entry for agent i that is not completed according to agent k is
43: // identified
44:
qk , ib = min q : xk , biq = i ∧ z kq ≠ 1

{

}

45: // Agent assignments, winning bids, and assignment times for tasks of agent i at and
46: // beyond the earliest removed bundle b entry are removed from agent k
47:
xk , biq = 0, s&k , biq = 0, y k , biq = 0, t k , biq = 0, ∀q ≥ qk , b
48: // The tasks that are abandoned at and beyond the earliest removed bundle b entry are
49: // also removed
f kq = 1, ∀q ≥ qi , b
50:
51: // The agent will notify other agents it is capable of informing that the agent i is lost
52: // and will receive similar notifications from other agents
53:
send f k to m with gmk (t ) = 1
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Table 5.6 (continued)
54:
Receive fm from m with gmk (t ) = 1
55: // The agent will update its abandoned task list if the sender reports an abandoned task
f kj (t ) = g mk (t ) ⋅ f mj (t ),∀j
56:
57:
RETURN to Phase 1
58:
end if
59:
end procedure
60:
end if
61: t = t + 1
62: end while

Table 5.7 Symbol List for Algorithm 7
Symbol

Tk
bk
f kj
l k (t )
l J k (t )
z kj (t )
t kj (t )
s&kj (t )
x kj (t )
y kj (t )
p kj (t )
g ik (t )

δi
tk
qk , ib
m

Description
vector of release times for agents
bundle of tasks for agent k
released task j for agent k

location of agent k at time t
location of the assigned task J k for agent k at time t
completed task j for agent i at time t
assignment time of task j for agent k at time t
marginal score of task j for agent k at time t
agent assigned to task j at time t
the winning bid of task j for agent k at time t
task j along the path for agent k
communication link between agent i and agent k at time t
communication timeout increment for agent i
current time for agent k
earliest bundle b entry for agent i according to agent k
some agent m that is not agent i
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C. Summary
A summary of Chapter 5 is presented in this section by recounting the
development of the Integrated Consensus Bundle Framework, its analysis through
statistical measures, and how their results impact the presumed behavior of the
framework. Significant augmentations to the ICF in the development of this approach are
provided. The impact of this transformation is evaluated through analytical studies. To
close the section, the results of the analyses are used to determine conclusions regarding
the research hypotheses of the ICBF.
The most notable element of the Integrated Consensus Bundle Framework is that
it is a multiple assignment version of the Integrated Consensus Framework. Like the ICF,
the ICBF is a two-tiered hierarchical framework. The top portion is the Caravan Auction
Bundle Algorithm. The bottom portion is the modified variant of Dijkstra’s Algorithm
described earlier. The CarAB Algorithm is a decentrarlized task assignment solution with
three phases: the Bundle Building Phase, Conflict Resolution Phase, and Validation
Phase. The Bundle Building Phase allows for the assignment of a series of tasks that are
time ordered to determine which tasks should be executed first. The Conflict Resolution
Phase deconflicts tasks with agents within communication range. This resolution removes
outbidded tasks and any follow-on tasks in a bundle. The Validation Phase has agents
report completed tasks and calls for the release and re-bids of any orphaned tasks by lost
agents.
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CHAPTER 6

OVERVIEW, RESULTS, AND DISCUSSIONS

This chapter provides an overview of the dissertation problem and methodology,
analytical results from evaluations of the proposed frameworks, and discussions about the
results from the analyses conducted herein. The overview condenses the content from
each of the chapters into several major sections. These sections call out the need for the
methodology and the construction of the proposed framework. The procedure to test the
novel solutions are reviewed prior to the analytical results. Highlights from the previous
chapters that relate to the respective sections are presented along with their relevance to
the study as a whole.
The complete analysis of the proposed frameworks is provided to support
conclusions regarding the research hypotheses. The analysis divided into 2 major
sections: evaluations of the ICF and evaluations of the ICBF. Each evaluation will
involve descriptive and statistical analyses. The structure of each evaluation is based on
evaluating the frameworks’ behavior through the parameters of interest. The analytical
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results provide evidence to infer conclusions regarding the research questions. A
discussion of the conclusions to the research hypotheses following the analytical
evaluation of the frameworks will be presented. The discussion will extend the analytical
evaluations by presenting their contributions to the body of knowledge. The discussion
will also call out the potential usefulness to real-world applications.

A. Overview
The overview for this dissertation is comprised of 2 sections. The first section
reiterates the problem statement and outlines the proposed frameworks. The second
section recalls the objectives, test procedure, and response variables.

1. Problem and Proposal

Unmanned vehicles are a highly integrated component of today’s society. Over
the decades, demands for these autonomous vehicles have flourished. Every year,
researchers experiment to improve on their designs for future applications. Numerous
studies have been published regarding these advancements. Ironically, many of these
works related to task assignment and path planning do not address lost vehicles during
missions.
Studies provided by the DoD and Congress point to a number of cases in which
unmanned aerial vehicles are lost during flight. Mainstream media has even reported on
the famous incidents in which UAVs were lost in adversarial territory. This diverse
relationship between research trends and real-world incidents is the motivation of this
dissertation.
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An in-depth review of the literature was conducted to provide insight into the area
of research related to lost vehicles. Searches were conducted on the topics of the
Traveling Salesman Problem, Vehicle Routing Problem, and Assignment Problem.
Variations of these problem sets were also investigated. Solutions to the AP were also
examined, most notably the auction algorithm and consensus algorithms. Two studies
related to lost vehicles were identified. Jung (2010) provided a centralized solution to the
AP in which an agent would take over a search path for a lost agent after it completed its
own search. Gao et al. (2013) developed a path planning strategy that communicated with
direct neighbors only through one-way transmissions. In the event, an agent did not
report after several rounds, it was considered irrevocably lost and its waypoints were
given to the nearest neighbor.
The search through the existing literature highlighted a number of research gaps.
No studies explored the use of consensus or auction-based approaches for performance
mitigation of missions with lost resources. No studies investigated the reallocation of
orphaned tasks due to lost resources through auction-based methods. Task validation
using consensus-based approaches have not been explored.
Current research overwhelmingly ignores the loss of UAVs in task assignment
and path planning problems. Limited studies exist that explore situations in which fleets
of UAVs may operate in a degraded state within anti-access/area denial scenarios.
Current military strategy agrees that there will be some loss of connectivity and vehicles
in the event of a wartime scenario and this is not reflected in most research.
The dissertation proposed two solutions that address the research gaps identified
above. These approaches provided evident contributions to the body of knowledge by
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developing consensus-based methods that identified and recorded lost resources during a
mission. The consensus-based approaches contributed to the knowledge base by
developing a process for reallocation of lost tasks due to lost agents. Another novel
addition to the body of knowledge was the development of consensus-based approaches
that performed task validation through a message system.
The proposed solutions are called the Integrated Consensus-based Framework and
the Integrated Consensus-based Bundle Framework. The ICF and ICBF, as their
acronyms are referred to, are two-tiered hierarchical frameworks that provide solutions to
the combined AP/VRP. The low-level tier is a modified variant of Dijkstra’s Algorithm
that produces scores for each task. This tier is subservient to the higher tier and called
when necessary.
The higher tier is the distinguishing element of the ICF and the ICBF. For the
ICF, the higher tier is the Caravan Auction (CarA) Algorithm. The CarA Algorithm is a
three-phased process for task assignment. The first phase is the Auction Process, which
allows an agent to bid on available tasks. The bids are provided by the modified variant
of Dijkstra’s Algorithm. The second phase, the Consensus Process, resolves tasks by
having agents communicate their bids. The highest bidder is assigned tasks. This process
is reiterated until either each agent has a task or no available tasks remain. This represents
a current state capability. The novelty of the CarA Algorithm is in the third phase. The
Validation Process has each agent alert other agents when a task is complete. The process
also monitors other agents and reports to other agents when a task has not responded in a
given time limit. After this report occurs, the agents re-enter the Auction Process to
determine if a more suitable task assignment should occur.
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The ICBF has a similar higher tier in the Caravan Auction Bundle (CarAB)
Algorithm. The first phase of the approach is the Bundle Building Process. This is a
multiple assignment version of the Auction Process that has agents bid on a series of
tasks. The bids are also derived from the lower tier. The Conflict Resolution Process is
the second phase and is used for task deconfliction. Resolutions are determined by agent
communication of bids. In this case, if an agent loses a bid for part of its bundle that task
and all tasks assigned after that point in the bundle are lost. This capability represents an
existing capability. The novelty of the CarAB is in the final phase, which is the
Validation Process. The Validation Process works just like the final phase of the CarA
Algorithm except that it takes into account multiple orphaned tasks.
To better understand the newly proposed frameworks, a series of tests were
conducted. The design of those tests is the subject of the next section.

2. Structure of Analysis

The methodology used in this dissertation to analyze the behavior of the ICF and
ICBF are summarized in this section. A brief recap of the research objectives is provided.
Next, the various research factors, model frameworks, and parameters of interest are
explained.
The research objectives provide the goals of this dissertation and possible further
contributions of the ICF and ICBF. These objectives are to, first, develop robust
decentralized algorithms that can assign/reassign tasks and confirm their executions
through auctions and consensus. A second goal is to determine if members of a UAV
fleet can identify when a member can no longer accomplish its mission and reassign its
tasks. Another goal is to ensure a fleet has enough robustness to converge on task
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assignments with a real-time loss. An objective is to determine the effect of scaling of
agents and tasks on the proposed frameworks. Similarly, to determine the effect of
communication range on the ICF is another goal. Finally, the impact of task queuing on
UAV fleet members is of notable concern.
The test procedure for the proposed frameworks was composed of three elements.
The research factors represented the treatment levels in which the ICF and ICBF would
be subjected to understand their responses. The research factors in this dissertation were
the solution approaches, number of agents and tasks, communication ranges of agents,
and task horizons of agents.
The models for the ICF and ICBF were built around general and specific
characteristics. The general characteristics included sample size and the loss of agent
strategy. The specific characteristics referred to the employment conditions of the ICF
versus the ICBF. The last element of the model framework was the analysis portion. Both
descriptive and inferential statistics were used to analyze the behavior of the proposed
frameworks.
The responses for the ICF and ICBF were used to determine specific behavior for
the frameworks. These responses were the parameters of interest for this dissertation.
These parameters were the optimality gap, convergence steps, and execution times. Each
of these measures provided an important consideration in characterizing the ICF and
ICBF as effective solution approaches for AP and VRP.
The presentation of the results forms the basis for determining if the ICF and
ICBF possess novel contributions to the body of knowledge. These results and any
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relevant conclusions to the research questions from Chapter 3 are provided in the
following sections.

B. Results for the ICF
Multiple questions were presented earlier for the Integrated Consensus
Framework. These questions sought to better understand expected behavior of the ICF.
Statistical analyses in this section will codify these questions as they relate to the research
factors and parameters of interest. Numerical results of the parameters of interest will be
presented through methodologies of both descriptive and inferential statistics. A
summary of the results and their relevance to the body of knowledge will be provided in
the posterior of the chapter.
The specific research questions from Chapter 3 that relate to the ICF are found
below along with relevant analytical information for analysis. The questions of interest
related to the ICF asked: Can robust decentralized algorithms be developed to efficiently
assign/reassign tasks and confirm executions through auction and consensus? Is it
possible for a fleet of UAVs to identify when one of its members can no longer
accomplish its task(s) and redistribute the task(s) accordingly? Do UAV fleets have
enough robustness to converge on task assignment with a real-time resource loss? Even if
the UAVs converge properly with a resource loss, will the overall performance be
sufficient for mission standards? What are the scaling effects of agents and tasks on one
of the above mentioned decentralized algorithms? What are the communication range
effects on the proposed algorithms in a dynamic environment? These questions are
quantified in two approaches. A Boolean investigation is used to determine if the novel
features of the frameworks behave as expected. The second approach is conducted by
168

determining if the varying treatment levels from the research factors have an effect on the
parameters of interest. The deterministic measures evaluated each parameter of interest
over the varying research factor levels in separate tables. For the inferential statistics, a
two-way ANOVA was conducted which determined effect of the research factors on the
parameters of interest. If the ICF does result in any significant differences across the
treatment levels, further analysis as to trends will be conducted.

1. Novel Framework Features of the ICF

Several research questions are presented in Chapter 3 regarding the novel
contributions of the ICF. Simple inspections of the tasks were conducted to test these
questions. Inspections were conducted in a Boolean manner for each simulation. Each
inspection was comprised of 3 questions:
1. Were tasks assigned during the simulation run?
2. Did the algorithm remove tasks after an agent failed to report its status
after a pre-defined time limit?
3. Did an agent validate a task as completed after it is executed?
The results showed that in each simulation the above questions were true. The
results are strongly conclusive that the ICF and CarA Algorithm provide the novel
contributions described in Chapter 3.

2. Descriptive Statistics of the ICF

This section provided a look of the parameters of interest using descriptive
statistics. The use of descriptive statistics provided a finite determination of the
parameters of interest. A total of 837 Monte Carlo simulations were conducted for the
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single assignment problem, also known as Case 1. As a result, the presented behavior of
the ICF can only be attributed to these instances. General statements for the ICF cannot
be provided responsibly. Still, the presented values provide a small measure of the
characteristics of the ICF. A series of tables were presented to showcase the behavior
exhibited by each of the solution approaches over the communication ranges. In the
tables, the term “ICA” was used to denote the Implicit Coordination Algorithm. The term
“GBAA” was used to describe the single assignment usage of the Greedy-based Bundle
Algorithm. The term ICF retained its previously described meaning.

a. Optimality Gap Numerical Results

The mean and standard deviation of the optimality gap for 5 agents and 5 tasks
using each of the solution approaches is captured in Table 6.1. Each mean and standard
deviation over the communication increments is presented in the table. Under the 0.1D
communication length, t the ICF has the lowest average optimality gap for the smallest
communication range. The ICF has the lowest mean optimality gap while retaining a
competitive standard deviation value.
The medium communication length shows some overall improvement to the
optimality gap’s descriptive statistics. In this case, the ICA has the smallest average
optimality gap with the ICF being the next smallest average optimality gap. The standard
deviations for the ICA, GBAA, and ICF under the medium communication range are
0.122, 0.106, and 0.154, respectively. The ICF in this case, shows a standard deviation
not far off from the other solution approaches while providing an acceptable optimality
gap.
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The full communication range increment again shows a trend towards smaller
values. The average optimality gap for the ICF is in the middle of the range of the
solution approaches. The ICF, again, has standard deviation that is within appropriate
limits to complement an acceptable optimality gap.
A notable trend that is expressed in Table 6.1 is that each solution provides a
lower optimality gap mean and standard deviation with an increase in communication
length. This is behavior is particularly true for the ICA. Brunet (2008) stated that the
behavior of the ICA is greatly dependent on perfect communication.

Table 6.1 Mean and Standard Deviation of Optimality Gap over Communication
Length (5 Agents/5 Tasks)
Communication Length (D )
Solution
0.1 D
0.5 D
1D
(
)
(
)
x
s
(
s
)
(
)
(
)
x
x
Mean
Std dev
Mean
Std dev
Mean
Std dev (s )
ICA
0.316
0.202
0.158
0.120
0.145
0.120
GBAA
0.292
0.147
0.179
0.103
0.171
0.096
ICF
0.237
0.171
0.174
0.148
0.164
0.146

The means and standard deviations of optimality gap for 15 agents and 15 tasks
were examined over the communication range increments. The results are provided in
Table 6.2. The GBAA and ICF means for the optimality gap are nearly identical.
Additionally, the ICF has the smallest mean for the low communication range with a
value of 0.246. The standard deviations for the GBAA and ICF at 0.087 and 0.115
respectively are also within close proximity. Overall, the values for the 0.1D
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communication increment in Table 6.2 show some improvement over the same increment
in Table 6.1.

Table 6.2 Mean and Standard Deviation of Optimality Gap over Communication
Length (15 Agents/15 Tasks)

Solution
ICA
GBAA
ICF

Communication Length (D )
0.1 D
0.5 D
1D
(x ) Std dev (s ) Mean (x ) Std dev (s ) Mean (x ) Std dev (s )
Mean
0.274
0.078
0.096
0.095
0.080
0.045
0.246
0.087
0.125
0.127
0.109
0.055
0.247
0.114
0.133
0.135
0.117
0.081

The medium communication range shows partial improvement over the low
communication. Each of the solution approaches has a lower mean than its respective
mean in the low communication range case. Although the ICF slips proportionally to the
other two benchmark algorithms, the optimality gap mean is still within acceptable
bounds of the other solution values. Each solution approach does, however, suffer from
an increase in its optimality gap standard deviation in the medium communication length.
Still, the ICF has a feasible standard deviation, particularly in comparison to the GBAA.
The full communication range shows overall improvement for both the means and
standard deviations of the optimality gap for each of the solution approaches. In fact,
each solution approach has a smaller optimality gap mean and standard deviation than
either the low or medium communication range. The reduction in optimality gap and
standard deviation is proportional across each solution approach so the behavior of the
ICF is still considered acceptable.
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Table 6.3 provides the means and standard deviations of the solution approaches
over the communication range increments using 30 agents and 30 tasks. For the low
communication increments, the GBAA and ICF have approximately the same mean for
optimality gap. However, the ICA has a lower optimality gap mean under this
communication length than both approaches. The ICA and ICF have standard deviation
values for the optimality gap that are close in comparison, while the GBAA has a lower
variation in this case.

Table 6.3 Mean and Standard Deviation of Optimality Gap over Communication
Length (30 Agents/30 Tasks)
Communication Length (D )
Solution
0.1 D
0.5 D
1D
(x ) Std dev (s ) Mean (x ) Std dev (s ) Mean (x ) Std dev (s )
Mean
ICA
0.232
0.051
0.079
0.036
0.071
0.029
GBAA
0.256
0.042
0.104
0.027
0.090
0.027
ICF
0.255
0.057
0.122
0.048
0.110
0.043

Increasing the communication range shows a decrease in the mean of the
optimality gap for the various solution approaches. In the worst cases, the values are
reduced by 50%. Under each of the communication lengths, the ICF has similar means
compared to the GBAA and is within acceptable measures of the ICA means. This trend
extends to the standard deviation with all solution approach values being lower and
relative.
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b. Convergence Step Numerical Results

Table 6.4 provides the means and standard deviations of convergence steps for the
solution approaches using 5 agents and 5 tasks over the communication range increments.
In each of the communication length increments, the behavior for the solution approaches
is consistent. The ICA has the largest means and standard deviations of convergence
steps over the communication range increments. The means and standard deviations for
the ICF range between the benchmark algorithms, although the values of the ICF are
closer to those of the better performing GBAA.

It is noted that the increase in communication length, results in an increase in the
mean and standard deviations of the convergence steps for the benchmark algorithms.
The means and standard deviations of the convergence steps for the ICF greatly improve
from the medium to high communication length levels.

Table 6.4 Mean and Standard Deviation of Convergence Steps over
Communication Length (5 Agents/5 Tasks)

Solution
ICA
GBAA
ICF

Communication Length (D )
0.1 D
0.5 D
1D
(x ) Std dev (s ) Mean (x ) Std dev (s) Mean (x ) Std dev (s )
Mean
24.16
9.72
41.23
11.19
43.23
12.22
7.42
0.56
9.55
1.03
9.90
1.04
16.81
3.65
24.81
6.80
13.26
2.92
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The means and standard deviations of convergence steps over an increase in
communication length using 15 agents and 15 tasks are presented in Table 6.5. The
behavior exhibited by the means and standard deviations for this table is similar to Table
6.4, The ICA has the highest values for both statistical elements for each increment and
the GBAA has the lowest values. The ICF values are closer to the higher performing
GBAA. Likewise, the means and standard deviations of convergence steps for both
benchmarks rise with an increase in the communication range. Table 6.5, shows a similar
trend to the means and standard deviations of convergence steps for the ICF as shown
previously in Table 6.4.

Table 6.5 Mean and Standard Deviation of Convergence Steps over
Communication Length (15 Agents/15 Tasks)
Communication Length (D )
Solution
0.1 D
0.5 D
1D
(x ) Std dev (s ) Mean (x ) Std dev (s ) Mean (x ) Std dev (s )
Mean
ICA
208.03
60.13
812.16
101.04
816.29
110.62
GBAA
18.55
0.57
26.29
2.21
30.10
2.87
ICF
60.87
17.23
128.19
71.79
37.23
3.29

In Table 6.6, the means and standard deviations of convergence steps for the
various solution approaches over a range of communication lengths using 30 agents and
30 tasks is provided. As in the previous Table 6.4 and Table 6.5, the highest means of
convergence steps for each of the communication lengths are generated by the ICA. The
lowest means of convergence steps for each communication length are from the GBAA
solution approach. The means of convergence steps from the ICF fall within these two
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benchmarks and it is closer to the values produced by the GBAA. However, the behavior
for the standard deviations of convergence steps exhibited in Table 6.4 and Table 6.5
differs slightly in this table. The standard deviations of the convergence steps for the low
and medium communication ranges are consistent with the previous two tables for the
solution approaches. The standard deviations for the solution approaches for the full
communication range are different than the previous tables. This time the ICF shows the
least variation in convergence steps for the full communication range increment.

Table 6.6 Mean and Standard Deviation of Convergence Steps over
Communication Length (30 Agents/30 Tasks)
Communication Length (D )
Solution
0.1 D
0.5 D
1D
Mean (x ) Std dev (s ) Mean (x ) Std dev (s ) Mean (x ) Std dev (s )
ICA
1,069.35
263.80
4,938.42
449.05
4,964.52
504.31
GBAA
35.42
1.18
50.68
4.55
57.74
5.40
ICF
134.48
50.84
393.45
204.17
70.10
1.92

c. Execution Time Numerical Results

The means and standard deviations of execution times over the various
communication increments using 5 agents and 5 tasks are presented in Table 6.7. The low
communication increment shows that the ICA has the highest mean execution time at
9.04 seconds followed by the GBAA at 6.95 seconds. The ICF has the lowest mean of
execution times for the low communication range at 6.29 seconds. The standard
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deviations for the solution approaches under the low communication range are very close
with the statistical value for the ICF as lowest.
The medium communication range for the shows both benchmark algorithms
have approximately the same mean for the execution times. The ICF has a lower mean
for the execution time under this communication increment. The standard deviations for
the ICA and ICF are both approximately the same and lower than the standard deviation
of the GBAA under the medium communication length. Even so, the ICF has the lowest
standard deviation of execution times for the medium communication range.
The full communication range increment shows the GBAA as having the highest
mean and standard deviation of execution times. The ICF has the lowest mean of
execution times for the full communication range. The ICA has the smallest variation of
execution times for the full communication range increment, but the ICF standard
deviation in execution times is very close in value to that of the benchmark algorithm.

Table 6.7 Mean and Standard Deviation of Execution Times over Communication
Length (5 Agents/5 Tasks)

Solution
Mean
ICA
GBAA
ICF

Communication Length (D )
0.1 D
0.5 D
1D
(x ) Std dev (s ) Mean (x ) Std dev (s ) Mean (x ) Std dev (s )
9.04
2.56
12.55
3.29
12.17
3.27
6.95
2.50
12.23
3.91
13.01
3.86
6.29
2.19
9.99
3.06
10.94
3.45

Table 6.8 provides the means and standard deviations of execution times using 15
agents and 15 tasks over several communication increments. The means for the GBAA
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and ICF solution approaches are approximately the same. These two values are also both
lower than the mean of execution times for the ICA. For the standard deviations of
execution times under low communication range, the ICA has the highest value. The
GBAA has the lowest standard deviation with the ICF having very close value.

Table 6.8 Mean and Standard Deviation of Execution Times over Communication
Length (15 Agents/15 Tasks)

Solution
Mean
ICA
GBAA
ICF

Communication Length (D )
0.1 D
0.5 D
1D
(
)
(
)
(
)
(
)
s
x
s
x
(x ) Std dev
Mean
Std dev
Mean
Std dev (s )
8.96
2.17
15.90
4.62
15.12
4.76
5.07
1.37
13.03
3.17
17.38
5.26
5.50
1.60
11.98
3.57
13.54
3.58

The ICA presents the highest value for the means of execution times in
comparison of the solution approaches under the 0.5D communication range. The next
highest value is the GBAA with the ICF as possessing the lowest mean of execution
times for the medium communication range. Similar to the low communication
increment, the ICA has the highest standard deviation of execution times and the ICF has
a value very close to the smallest standard deviation held by the GBAA under the 0.5 D
communication range.
The highest mean of execution times for the full communication range increment
belongs to the GBAA. The second highest mean is from the ICA. The lowest mean of
execution times during this communication increment is from the ICF. The standard
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deviations of execution times for the full communication range follow this same behavior
with the GBAA, ICA, and ICF as the highest, medium, and lowest values respectively.
The means and standard deviations of execution times for the various solution
approaches are displayed in Table 6.9 using 30 agents and 30 tasks. These values were
calculated over 3 communication increments. The means and standard deviations for the
low and medium communication ranges exhibit the same behavior.

Table 6.9 Mean and Standard Deviation of Execution Times over Communication
Length (30 Agents/30 Tasks)

Solution
Mean
ICA
GBAA
ICF

Communication Length (D )
0.1 D
0.5 D
1D
(x ) Std dev (s ) Mean (x ) Std dev (s ) Mean (x ) Std dev (s )
7.85
2.22
14.80
4.80
15.23
5.06
4.40
1.26
12.37
2.26
17.71
4.32
5.28
1.41
12.71
3.23
14.08
3.57

For the low and medium communication increments, the ICA has the highest
values for the means and standard deviations of execution times. The GBAA has the
lowest values for the mean and standard deviations of communication times. The ICF has
both a mean and standard deviation that is close to the values of the GBAA. This
behavior differs slightly for the full range communication increment.
The ICF has the lowest mean for execution times under the full communication
range increment. The ICF has the smallest variation of execution times for execution
times under the full communication range increment.
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3. Inferential Statistics of the ICF

This section explores the use of inferential statistics to draw conclusions
regarding the parameters of statistics. The previous section pertaining to descriptive
statistics reported on the exhibited behavior of the research factors based on the sample
data alone. Inferential statistics allow conclusions to be drawn regarding the entire
population from the sample data. This approach is used in this dissertation to formulate
decisions regarding the questions provided in Chapter 3 for the parameters of interest
over the entire population. However, it is noted that the truth regarding a particular
parameter cannot be known with absolute certainty without sampling the entire
population. Still, the level of significance and sensitivity employed in these statistical
tests are well-accepted conditions that provide a strong assurance regarding the
conclusions reached.
Several different techniques are used to perform inferential statistics to determine
conclusions regarding the ICF as they relate to the parameters of interest. As provided in
Chapter 3, a General Full Factorial Design is used to ensure the model developed will
consider all interactions. The use of GLM and General Regression Models will be used to
fit the research factors and parameters of interest. ANOVA will be used to determine if
there is significance between the levels of the research factors. Tukey’s range test will
provide further granularity regarding the relationships between the levels if significance
is determined. Under research questions that involved all of the solution approaches a
total of 837 Monte Carlo simulations were conducted. For thus that are targeted around
the ICF, a total of 279 Monte Carlo simulations were utilized.

180

This section, unlike the previous section using descriptive statistics, will provide
analytical results that will focus on providing conclusions to the identified Case 1
research questions identified in the start of this section.
a. Optimality Gap Analyses

The analyses herein are centered on discerning conclusions regarding the
optimality gap parameter of interest for the ICF. The results from the ANOVA table and
Tukey’s range test, where applicable, will provide a basis to formulate conclusions about
the relationship of research factors with the parameters of interest for the whole
population. These conclusions present evidence for the whole population to address each
of the research questions. The behavior of the solution approaches is only of interest in
this table.
Despite the apparent results in each ANOVA, the model used to determine
significance, must be checked. A residual analysis covering the four main assumptions
regarding linear regression will be presented.
Table 6.10 is an ANOVA that determines significance across the levels of
research factors with respect to optimality gap. The table also includes interactions
between research factors to determine if there are any strong connections. The research
factors are the sources. The “Sol” source refers to the Solution Approach research factor.
The “AT” source is the Numbers of Agents and Tasks research factor. The “CommL”
source refers to the Communication Length research factor. “DF” refers to the degrees of
freedom of the factor or factor interactions. The behavior of interest for this table is the
Solution Approach factor. The response is the optimality gap of task scores from the
solution approaches used here and an optimal solution.
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The original GLM used to develop the ANOVA was deemed inadequate due to
the numerous violations on linear regression. To correct this behavior, a weighted linear
squares regression (WLSR) is performed.
The results from Table 6.10 show which factor levels and interactions are
significant when the response is optimality gap. The varying solution approaches appear
to be insignificant when evaluating optimality gap. The numbers of agents and tasks and
communication lengths are significant, though, across all solution approaches with
respect to optimality gap. The solution approaches and communication length also
appears to have a strong interaction. Related to the research questions, the behavior
across the various solution approaches is only of interest in this table.
Despite the apparent results in each ANOVA, the model used to determine
significance, must be checked. A residual analysis covering the four main assumptions
regarding linear regression will be presented.

Table 6.10 ANOVA of All Solutions for Optimality Gap (ICF)
Source
Sol
AT
CommL
Sol*AT
Sol*CommL
AT*CommL
Sol*AT*CommL
Error
Total

DF
2
2
2
4
4
4
8
810
836

Seq SS
49.722
68.997
1080.046
4.492
7.691
2.160
7.648
867.485
2088.242

Adj SS
4.047
44.324
337.184
7.021
10.757
3.227
7.648
867.485

Adj MS
2.023
22.162
168.592
1.755
2.689
0.807
0.956
1.071

F
1.89
20.69
157.42
1.64
2.51
0.75
0.89

P
0.152
0.000
0.000
0.162
0.041
0.556
0.522

Four residual plots are provided in Figure 6.1 as part of the residual analysis
conducted to ensure model adequacy is maintained. The normality plot rejects the
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assumption of normality despite the visually linear behavior. This would normally cast
much doubt on the model utilized, but the large sample size is a probable cause of this
rejection. Large sample sizes lead to a lot of power in a test which increases sensitivity to
small deviations. The relatively symmetric shape of the histogram provides enough
sufficient evidence to support the conclusion that the model while not perfect retains
enough linearity to be viewed as acceptable. Other supportive evidence to the model
adequacy is in the residual versus fits plot which shows a constant variance. The residual
versus order plot has a pattern that appears to be random as well. The collective behavior
in Figure 6.1 demonstrates that the model used for the ANOVA to be adequate.

Residual Plots for OpGap
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Figure 6.1 Residual Plots of All Solutions for Optimality Gap (ICF)

Figure 6.2 provides a pictorial view of the main effects exhibited by the various
factor levels. In this figure, the solution approaches are coded. The “-1” code is the
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Implicit Coordination Algorithm. The “0” code signifies the Greedy-based Auction
Algorithm. The “1” code is for the Integrated Consensus Framework. Thus, it is shown
that there does is some difference between the main effects. Here, the ICA has a main
effect of approximately 0.16. Meanwhile, the GBAA has a main effect of roughly 0.176.
The ICF is slightly lower with a main effect of 0.172. Visually, it seems there is a major
difference between the 3 solution approaches.
In future analysis of the research factors, main effects plots that are deemed to be
insignificant will not be presented.

Main Effects Plot for OpGap (All Solutions)
Fitted Means
0.176
0.174
0.172

Mean

0.170
0.168
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0.162
0.160
-1

0
Sol

1

Figure 6.2 Main Effects for All Solutions over Optimality Gap (-1 = ICA;0 =
GBAA;1 = ICF)

In addition to discerning answers about the performance of the ICF to other
solutions, research questions in Chapter 3 were also presented about characteristics of the
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framework. The remainder of this section will examine the behavior of the ICF when the
response is optimality gap to determine answers regarding its behavior to scaling effects
and communication length.
The ANOVA shown in Table 6.11 provide evidence in regard to the significance
of the research factors as they relate to the ICF. The ANOVA table provides evidence
that the factor levels of AT are not significantly different. The factor levels of CommL,
however, are shown to be significant. Similar to the model above, a WLSR was
conducted to ensure model adequacy. A residual analysis is conducted to determine the
effectiveness of the weighting and the model adequacy.

Table 6.11 ANOVA of ICF for Optimality Gap
Source
AT
CommL
AT*CommL
Error
Total

DF
2
2
4
270
278

Seq SS
4.344
171.090
3.518
277.466
456.417

Adj SS
2.834
56.505
3.518
277.466

Adj MS
1.417
28.253
0.879
1.028

F
1.38
27.49
0.86

P
0.254
0.000
0.491

The residual plots of the ICF when optimality gap is a response present enough
evidence to conclude the model is adequate. The assumption of normality is rejected, but
it is presumed the large sample size is again creating a very sensitive test to small
deviations. The histogram’s normal distribution provides confidence that the normality
behavior is acceptable. Despite some fluctuations, the residual versus fits plot appears to
have stable variance. The residual versus order plot showcases residuals that are
uncorrelated. Therefore, the model used for Table 6.11 is presumed to be adequate.
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Figure 6.3 Residual Plots of ICF for Optimality Gap

The main effects plot for the AT factors is shown in Figure 6.4. The figure
provides the fitted means for each of the 3 levels. The “-1” level refers to the scale in
which 5 agents and 5 tasks are utilized. The “0” level are the simulations that used 15
agents and 15 tasks. The “1” code is for the 30 agents/30 tasks scale. It is seen that the
increase in agents does have an effect of lowering optimality gap. However, as expressed
from Table 6.11, the levels are insignificant in reference to each other.
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Main Effects Plot for OpGap (ICF)
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Figure 6.4 ICF Main Effects for AT Factor over Optimality Gap (-1 = 5Agent/Task;
0 = 15Agent/Task; 1 = 30Agent/Task)

Figure 6.5 provides a visual description of the behavior of the main effects of the
various levels of the communication length in the ICF simulations. The optimality gap
responses show that there seems to be some difference between the various codes. The “1” code represents the communication length of 0.1D for each agent. The “0” code is the
medium communication length of 0.5D for each agent. The “1” code is the full
environment length for each agent. The results of Table 6.11 and illustration in Figure 6.5
point to a need to perform Tukey’s range test for further evaluation.
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Main Effects Plot for OpGap (ICF)
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Figure 6.5 ICF Main Effects for CommL Factor over Optimality Gap (-1 = 0.1D; 0
= 0.5D; 1.0D)

Tukey’s range test provides a proven methodology that can discern if there is a
significant difference between the various solution approaches. Table B.1 in APPENDIX
B provides effectively 3-in-1 displays. The first display shows the grouping information
for the various solution approaches with the parameter of interest, optimality gap. In this
case, the 0.1D factor is shown to be in a different group in the other two levels. The 0.5D
and 1.0D are communication lengths are insignificantly different in examining the
optimality gap.
The simultaneous confidence intervals for the “0” and “1” codes show no overlap
of 0 when the “-1” code is subtracted from them. This implies a significant departure of
both codes from “-1”. Thus, the 0.1D is significantly different from either the 0.5D or
1.0D in determining the response of the optimality gap. Subtracting “0” from “1” shows
that 0 is overlapped, inferring the “0” code and “1” are not significantly different.
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Therefore, the 0.5D and 1.0D communication levels are shown to be insignificant from
each other in terms of evaluating the optimality gap response.
The third display shows the simultaneous tests of the factor levels. The visual
demonstration of the subtraction technique shown in the confidence is numerically
reiterated in the simultaneous tests display. In the first subtraction instance, the p-values
associated for either “0” or “1” show that there is an significant difference to the “-1”
level. However, subtracting “0” from “1” provides a p-value that fails to reject a notion
that 0.5D is different from 1.0D.
This in-depth analysis using Tukey’s test is done in part to identify the various
methods used to discern significant difference between pairs. Further analysis Tukey’s
test will use only the studentized range distribution test shown in the simultaneous test
display.
From Tukey’s range test, the comparison of the medium and full communication
lengths shows an insignificant difference in the optimality gap outcome. For small-tomedium communication ranges, there is a significant decrease in the optimality gap.
However, there is no proof the optimality gap for the ICF will decrease as the
communication range increases for the medium-to-large communication levels.
The interactions of the research factors for the ICF with respect to optimality gap
are provided in Figure 6.6. The coding schema provided in Figure 6.4 and Figure 6.5 is
retained. The figure shows that the various communication factor levels are parallel when
evaluated with the 3 levels of the AT factor. This follows the determination in Table 6.11
that there is no strong interaction between the AT factor and CommL factor. In future
analysis, interactions that are deemed to be insignificant will not be presented visually.
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Figure 6.6 Interaction Plot of ICF Factors over Optimality Gap

b. Convergence Steps Analyses

This section focuses on answering the research questions for the ICF when the
parameter of interest is convergence steps. Similar to the section on optimality gap,
ANOVA tables and Tukey’s range test will be utilized to determine significance among
the research factor levels. Conclusions from the analyses will provide evidence to the
research questions across the entire population.
Table 6.12 is an ANOVA that considers the significance across levels of research
factors with respect to convergence steps. Unlike the previous ANOVA that covered all
solution approaches with respect to optimality gap, the model used to develop this table
has quadratic effects. A test using WSLR proved to be ineffective in adequately modeling
the behavior. Instead a transformation is used on the response data. The power
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transformation value is determined from the Box-Cox Method and is evaluated at

λ = −0.14 . The variable, λ , retains its general definition as a discount factor. In this
instance, it is used as an exponent to discount the response variable. Even so, the
transformation of convergence steps is inadequate to fit the model due to extreme
outliers. Given the large sample size of 837, the removal of outliers is considered. By
removing the 10 most severe outliers (roughly 1.2% of the total data), the model used to
fit the research factors and convergence steps response is provided.
The ANOVA table shows that all of the research factors and their interactions are
significant. Of the various terms covered, the significance among the solution approaches
is the only one considered important to the research questions proposed. A residual
analysis is conducted to ensure the declarations of significance and the model used to
determine them are adequate.
.

Table 6.12 ANOVA of All Solutions for Convergence Steps (ICF)
Source
Sol
AT
CommL
Sol*AT
Sol*CommL
AT*CommL
Sol*AT*CommL
Error
Total

DF
2
2
2
4
4
4
8
800
826

Seq SS
5.87787
5.64459
0.30665
0.46719
0.35313
0.01159
0.01937
0.20210
12.88250

Adj SS
5.70435
5.72347
0.31341
0.46339
0.35357
0.01209
0.01937
0.20210

Adj MS
2.85218
2.86174
0.15670
0.11585
0.08839
0.00302
0.00242
0.00025
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F
11289.98
11327.81
620.29
458.56
349.89
11.96
9.59

P
0.000
0.000
0.000
0.000
0.000
0.000
0.000

A residual analysis is conducted on the model used to determine significance
among the terms in Table 6.12. The normality plot includes curvature that rejects the
assumption of normality. Similar to the section on optimality gap, the large sample size is
considered to be responsible for sensitivity of the test. The normal distribution of the
histogram provides confidence that the linearity of the model is mostly present. The
residual versus fits plot has a behavior that appears to be mostly constant. The residual
versus order plot does appear to support independence. With most of the assumptions
covered, this model is considered to retain enough behavior to support the use of the
model provided.
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Figure 6.7 Residual Plots of All Solutions for Convergence Steps (ICF)

Figure 6.8 shows the main effects of the Sol factor levels for convergence steps.
In this figure, there is a visual distinction between the “-1” level and the other two levels,
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“0” and “1”. The coding for the Sol research factor retains the same meaning as in the
section regarding optimality gap. Therefore, it seems evident of the difference between
the solution approaches. However, Tukey’s test will ensure that all pairwise comparisons
are accounted for.

Main Effects Plot for ConSt (All Solutions)
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Figure 6.8 Main Effects for All Solutions over Convergence Steps (-1 = ICA; 0 =
GBAA; 1 = ICF)

Tukey’s test in

Table B.2 in APPENDIX B provides clarity as to significant differences in the solution
approaches with respect to the convergence steps parameter of interest. As mentioned
earlier only the simultaneous tests are used to perform pairwise comparisons.
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The simultaneous tests show a significant difference between the ICA and the
ICF. Here the convergence mean from the ICA is subtracted from the ICF. The results
suggest the ICA convergence values are much larger than the ICF and GBAA. The
subtraction of the convergence mean of the GBAA from the ICF shows that novel
framework resolves task assignments in a significantly larger number of convergence
steps than the GBAA.
Therefore, the research question regarding the solution approaches has been
concluded. The ICF is proven to converge in fewer steps than the ICA, but cannot be
proven to converge in fewer steps than the GBAA.
The behavior of the ICF is now evaluated by varying the levels of the research
factors with respect to the convergence steps. The scaling effects of agents and tasks and
communication lengths on the ICF with respect to convergence steps are described in the
following paragraph.
The ANOVA table provided in Table 6.13 shows that the research factors of the
ICF and its interaction are deemed to be significant. The model used for this ANOVA is
also a transformation of the original data. The power transformation value is λ = −0.18 .
Even after transformation, one outlier created a severe influence. Given the sample size
of 279, it was deemed acceptable to delete the most extreme data point (< 0.5% of the
total data points). A residual analysis is necessary to ensure the transformations and
deletion support model adequacy.
.

Table 6.13 ANOVA of ICF for Convergence Steps
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Source
AT
CommL
AT*CommL
Error
Total

DF
2
2
4
269
277

Seq SS
1.71539
0.38983
0.01926
0.14884
2.27332

Adj SS
1.71716
0.38976
0.01926
0.14884

Adj MS
0.85858
0.19488
0.00481
0.00055

F
1551.72
352.20
8.70

P
0.000
0.000
0.000

Figure 6.9 provides a 4-in1 residual plot to perform a check on the model used for
ANOVA. Despite a visually linear distribution, the normality probability plot rejects the
assumption of normality. This behavior is most likely due to the sensitivity to small
deviations from a large sample size. The histogram supports the assumption of normality
with its distribution. The residual versus fits plot has a stable variance. The residual
versus order plots appears to support the assumption of independence. Therefore, it
appears the model is adequate.
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Figure 6.9 Residual Plots of ICF for Convergence Steps
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Figure 6.10 provides an illustration of the main effects for convergence steps
across the “AT” factor levels. The coding scheme is similar to Figure 6.4 and is provided
in the caption as well. Most notable regarding this figure is the increase of the
convergence steps as the number of agents grows. Even with only 3 points, it is clear the
growth is increasing in a nonlinear fashion. Tukey’s range test will be provided to
determine the significance of this growth across the AT Factor levels.

Main Effects Plot for ConSt (ICF)
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Figure 6.10 ICF Main Effects for AT Factor over Convergence Steps (-1 =
5Agents/Tasks; 0 = 15Agents/Tasks; 30Agents/Tasks)

Figure 6.11 shows fluctuating behavior for the convergence steps among the
various communication length levels. A belief to support this type of behavior is that
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little convergence occurs when the agents cannot communicate, although this typically
results in more conflicts and less accurate results. As the communication range increases,
more agents are involved in the discussion. Because agents with the full communication
length can gather input from all other agents earlier than the 0.5D increment, the initial
conditions for this level are better. As a result, the convergence time should be less and
more accurate. Still a more formal approach such as Tukey’s range test will provide valid
results for pairwise comparison beyond inspection.
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Figure 6.11 ICF Main Effects for CommL Factor over Convergence Steps (-1 =
0.1D; 0 = 0.5D; 1.0D)

Table B.3 provides a Tukey’s range test for the AT Factor in response to the
number of convergence steps it takes for a fleet of agents to assign tasks. The coding
schema is retained from Figure 6.10. A subtraction of “-1” from both “0” and “1” codes
shows that the difference between both codes result in a significant increase in the
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number of convergence steps to assign tasks. In other words, it takes significantly longer
for 15 agents and 15 tasks and 30 agents and 30 tasks to converge on assignments than 5
agents and 5 tasks. Even among the larger two scales, the large scale of agents and tasks
takes a significantly longer time to converge on assignments.
Table B.4 depicts significant differences among the pairwise comparisons. The
subtraction of “-1” from “0” shows that there is a significant difference between the two
levels. This means that there is a significant difference in the response of convergence
steps from a low communication range level to a medium communication range level.
The subtraction shows a major increase in convergence steps as the communication range
increases. The subtraction of “-1” from “1” is insignificant. The subtraction of “0” from
“1” shows that again there is significant behavior between two factor levels. However, it
is in the opposing direction. The difference invariably means that overall an increase in
the communication length greatly speeds up convergence.
Figure 6.12 show that there is possibly some impact on convergence steps due to
strong interaction with the number of agents and tasks. In particular, small scales seem to
be affected by all levels of communication.
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Figure 6.12 Interaction Plot of ICF Factors over Convergence Steps

c. Execution Times Analyses

Similar to the optimality gap and convergence steps, conclusions regarding the
research questions are evaluated with respect to execution times of the fleet. The
analytical relationships of the ICF in comparison to other benchmark algorithms and the
earlier noted conditions are presented below. Conclusions based on this analysis will
provide further evidence of the research questions with respect to execution times.
The ANOVA provided in Table 6.14 provides evidence regarding the research
factors for execution times. The ANOVA table shows that “Sol” source has factor levels
that are significant. The number of agents and tasks are also shown to be significant
among the factor levels. The communication levels are also demonstrated to be
significant. In terms of interactions, the interactions between the solution approaches and
communication lengths are shown to be significant. This is also true for the number of
agents and tasks and communication lengths. In fact, the interactions between solution
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approaches, number of agents and tasks, and communication lengths are significant. Of
particular interest to this dissertation is the relationship of the ICF to the other benchmark
algorithms. This presents a need to perform further analysis to determine what that
relationship through Tukey’s range test is. However, a residual analysis is necessary to
determine the adequacy of the model.

Table 6.14 ANOVA of All Solutions for Execution Times
Source
Sol
AT
CommL
Sol*AT
Sol*CommL
AT*CommL
Sol*AT*CommL
Error
Total

DF
2
2
2
4
4
4
8
810
836

Seq SS
19.222
5.280
237.746
1.274
16.715
16.898
2.153
194.476
493.766

Adj SS
19.222
5.280
237.746
1.274
16.715
16.898
2.153
194.476

Adj MS
9.611
2.640
118.873
0.318
4.179
4.225
0.269
0.240

F
40.03
11.00
495.11
1.33
17.40
17.60
1.12

P
0.000
0.000
0.000
0.258
0.000
0.000
0.346

Figure 6.13 provides a 4-in-1 plot to determine the adequacy of the model used to
determine the ANOVA provided above. The assumption of normality shows that there
may be some slight nonlinear behavior to the model. The residuals versus fits plot shows
the variance is mostly stable. The histogram does have a normal distribution. The residual
versus order plot also appears to be random. Thus, it can be concluded that while not the
most distinct model it is feasible for this analysis.
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Figure 6.13 Residual Plots of All Solutions for Execution Times (ICF)

Figure 6.14 provides more details as to the significance regarding the Solution
source factor levels. The trend shows a decrease in the main effects for execution times
over the factor levels. The “-1” code has the highest fitted mean. The “0” code is the next
highest, with the “1” code as the lowest fitted mean. Effectively, the figure shows that the
fitted mean of execution times under the ICF solution approach is less than the other two
solution approaches. Tukey’s range test can provide clear evidence to the behavior of the
factor levels.
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Figure 6.14 ICF Main Effects for Execution Times (-1 = ICA; 0 = GBAA; 1 = ICF)

Table B.5 provides more information regarding the significance of the solution
approaches as they relate to the execution times parameter of interest. From the table, a
subtraction of “-1” from “0” is shown to be significant. This means the differences
between ICA and GBAA are significant. Additionally, the difference between “-1” and
“1” is shown to be a significant. In other words, the ICA is significantly different than the
ICF. From the difference in means and t-values it is presumably that the ICA has higher
execution times. The subtraction of “0” from “1” shows that the two levels are also
significantly different. So, the difference of means shows that the ICF is significantly
lower than the ICA and GBAA.
Tukey’s test invariably shows that the ICF is significantly lower than the ICA and
the GBAA. From the statements above, it can be strongly concluded that the ICF
outperforms the ICA and GBAA in terms of the execution times.
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Results of the effects of scaling with respect to execution times are provided in
this section. These results assist in providing some evidence to answer the research
question proposed earlier.
The significance of research factors related to ICF for execution times are
provided in Table 6.15. In the ANOVA table, the numbers of agents and tasks as well as
communication lengths are shown to be significant for execution times. In fact, so is the
interaction between the number of agents and communication lengths. A residual analysis
is conducted to determine the confidence in the model used in the ANOVA.

Table 6.15 ANOVA of ICF for Execution Times
Source
AT
CommL
AT*CommL
Error
Total

DF
2
2
4
270
278

Seq SS
2.573
76.227
4.504
56.056
139.361

Adj SS
2.573
76.227
4.504
56.056

Adj MS
1.287
38.113
1.126
0.208

F
6.20
183.58
5.42

P
0.002
0.000
0.000

The residual plots provided in Figure 6.15 for the behavior of the ICF with respect
to execution times. A preliminary analysis revealed the original model needed to be
adjusted. A transformation of the data was performed in this case. The Box-Cox method
determined the power transformation value was 0.5. The plots show the assumption of
normality is not rejected. The residual versus fits plots has a constant variance. The
histogram is normally distributed and the residual versus order plots appears
uncorrelated. The model is then presumed to be adequate. With the model established,
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further analysis of the factor levels is necessary to better understand the significance of
the number of agents and tasks.
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Figure 6.15 Residual Plot of ICF for Execution Times

Figure 6.16 provides an illustration as to the main effects of the “AT” factor
levels for execution times. The coding is the same scheme provided earlier and is in the
caption of the figure. The figure shows the fitted means increase with an increase in the
number of agents and tasks from “-1” to “0”, but not so from “0” and “1”. However, it is
unsure if this trend is actually significant. To better understand the relationship among the
factor levels Tukey’s range test is conducted.
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Main Effects Plot for ExTime (ICF)
Fitted Means
12.00
11.75

Mean

11.50
11.25
11.00
10.75
10.50

-1

0
AT

1

Figure 6.16 ICF Main Effects for AT Factor over Execution Times (-1 =
5Agents/5Tasks; 0 = 15Agents/15Tasks; 1 = 30Agents/30Tasks)

Tukey’s range test in B.2 provides further evidence regarding the research factors
related to the numbers of agents and tasks for the ICF. A subtraction of “-1” from “0”
shows the difference as being significant. The subtraction of “0” from “1” is shown to be
insignificant. In other words, the increase in scale from medium to large has an
insignificant effect on the execution times.
Table 6.15 shows that there is some significant difference among the factor levels
of communication range of the ICF in response to execution times. The information in
the table, however, is too limited to provide enough evidence answer the research
questions regarding communication length. Further analysis of the factor levels will
provide the appropriate information.
Figure 6.17 provides more evidence regarding the factor levels of communication
length for the ICF. The figure shows that an increase in the communication length results
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in an increase in the fitted means of the execution times. However, this visual does not
specifically call out which factors are significantly different. Tukey’s test can provide
conclusions through a pairwise comparison regarding significant differences.
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Figure 6.17 ICF Main Effects for Hypothesis 14 (-1 = 0.1D; 0 = 0.5D; 1 = 1.0D)

Table B.3 shows the pairwise comparisons for the communication factor levels of
the ICF in response to execution times. A subtraction of “-1” from “0” and “1” shows
that there is significant differences between both codes. In other words the low
communication range level is significantly different from the medium and high
communication range levels. The difference of means and t-values show that the
likelihood is that the medium and high communication levels produced significantly
higher execution times. A subtraction of “0” from “1” shows there is a significant
difference between these two factor levels. In other words, the medium and full
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communication ranges are significantly different. A look at the mean differences and tvalues again points to the full communication range producing significantly higher
execution times than the medium communication range for execution times.
The research questions also sought to understand if the research factors were
singular in their effect on agents or if interactions were significant. Figure 6.18 provides
evidence of the interaction effects of the research factors of the ICF. The coding schema
for the plots is retained from Figure 6.16 and Figure 6.17. In the plot it can be shown that
there is a strong interaction between the lower levels of communication and scaling
effects of the ICF in terms of execution times.
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Figure 6.18 Interaction Plot of ICF Factors for Execution Times
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4. Summary

The behavior of the ICF was examined over a number of simulation runs to
determine what behavior would be realized. Observations of the Monte Carlo simulations
confirmed the behavior of the ICF did exhibit the novel features proposed. In other
words, the ICF does assign and execute tasks that are present and available. The ICF does
remove tasks from task lists of agents if the assigned agent has not reported its status in a
given set time limit. Finally, the ICF does validate each task as completed after it is
executed. Answering these research questions, list some of the novel contributions of this
dissertation.
Beyond presenting new features to the solution set for the AP/VRP, the ICF was
evaluated to determine its performance both to existing methodologies and as a solution
in general. The existing methodologies utilized were the Implicit Coordination Algorithm
(Alighanbari and How 2005), an optimal task assignment solution that has high
communication needs, and the Greedy-based Auction Algorithm (Brunet 2008), a fast
heuristic measure that utilizes direct neighbors only for task deconfliction. Scalability and
communication needs were used to evaluate the robustness and performance of the ICF.
Measures of performance were the optimality gap, convergence steps, and execution
times of the simulations.
Descriptive statistics and inferential statistics provide evidence of the ICF’s
behavior to the parameters of interest, both in part and as a whole. This evidence is used
to provide conclusions to the other research questions. Conclusions of the research
questions are centered on the parameters of interest and are presented in this section as
such.
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Conclusions regarding several research hypotheses related to optimality gap are
summarized in the following paragraphs. Evaluations of the optimality gap for the
solution approaches showed that the ICF presented results that are competitive with the
benchmark algorithms for the descriptive statistics. In all instances analyzed, the ICF
values for mean and standard deviation were not far removed. The inferential statistics
inferred that solution approaches are not significantly different. This means the research
question regarding the competitiveness of the ICF is proven with respect optimality gap.
The lack of significant difference does mean the ICF is within expected scoring of
existing approaches while providing its novel features.
Statistical analyses were conducted to examine the behavior of the ICF as the
number of agents and tasks increased. The descriptive statistics showed a gradual
decrease in the mean and standard deviation of optimality gap as the number of agents
and tasks were increased. This is probably because the increase in agents offset the
communication length variable and with more accurate data, better scoring is capable.
The only exception to this was the low communication range increment which had a
gradual increase in the optimality gap as the number of agents increase. It is possible the
growth in loss vehicles coupled with the low communication range does not allow the
fleet to discover losses in a timely manner to change a lesser valued task to one of higher
worth. Still, these gradual differences are not considered to be very significant in
evaluating the inferential statistics. This presents the conclusion that the optimality gap
for the ICF remains constant with an increase in the number of agents and tasks. This
provides a lot of confidence in the ICF as an approach that will scale well over large
numbers of UAVs.
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Questions to the ability of the ICF’s performance over communication length
changes were presented in the dissertation. The descriptive analyses demonstrated that a
gradual decrease in the mean and standard deviations as the communication range of
agents increased. The inferential statistics performed pairwise comparisons on the
different levels to test the significance of these decreases. The result showed some
significance between the low and medium communication range, but not between the
medium and high ranges.
An examination of the interactions between the research factors also proved to
have little interaction. This is a positive feature in the case of troubleshooting any erratic
behavior of the ICF when evaluating optimality gap. Problems can be better isolated
when they are not coupled.
The research questions presented against the optimality gap were continued with
the convergence steps parameter of interest to get a better understanding of the ICF’s
ability to converge on task assignment. The conclusions from these examinations are
provided below.
One of the research questions sought to compare how the ICF fared against
benchmark algorithms with convergence steps as the objective. The ICF produced values
for convergence in between the two benchmarks for convergence steps for means and
standard deviations. The values did tend to be closer to the better performing benchmark.
The ANOVA noted significance among the solution approaches. It was shown through
Tukey’s range test that the ICA and ICF are significantly different. This is also true for
the GBAA and ICF. The research proves the ICF converges in fewer steps than the ICA.
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However, no evidence is available at this time to confirm that the ICF converges in fewer
steps than the GBAA.
Descriptive statistics present convergence step values for the ICF that are
increased as the number of agents and tasks are increased. The ANOVA showed that
there is significance among the number of agents and tasks for the ICF which is
presumably due to an increase in convergence steps. The inferential statistics show the
ICF increase in convergence steps due to an increase in the number of agents and tasks.
This is an important note, because it starts to provide bounded region on the applications
and even hardware necessary for a realized system involving the ICF.
Another possible constraining issue to the ICF warranting a conclusive answer is
communication length. The convergence step values show a fluctuating behavior for the
convergence steps in the descriptive statistics. The inferential statistics also seems to
support this behavior. An increase from a low-to-medium communication range will
significantly increase the number of convergence steps for assigning tasks. However,
increasing from a medium-to-full communication range significantly decreases the
convergence steps. Thus, the research question regarding the effects of communication
length has a conditional answer. Overall, though, the behavior shows a decrease in the
number of convergence steps as the communication range increases.
The research question regarding the impact of interactions on the ICF was
answered with respect to convergence steps. It was determined there is an impact to the
number of convergence steps due to strong interaction between small scales and all
communication length levels. This is important as a bounding region for the usefulness
of this framework.
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The research questions provided in Chapter 3 are evaluated with respect to
execution times in the following paragraphs.
The descriptive statistical analyses showed that the ICF produced lower execution
times overall to the benchmark cases. The inferential statistical methods employed
provided similar evidence regarding the performance of the ICF. Thus, the ICF is
confirmed to outperform the ICA and GBAA in terms of execution times.
Research questions regarding the scaling effects of the ICF were investigated with
respect to the execution times. The descriptive statistics seem to show that in most cases
the number of agents does not greatly impact the execution times. However, the
inferential statistics does infer a significant difference between two levels for the number
of agents and tasks. The main effects plot shows an increase in execution times as the
number of agents and tasks are increased from low to medium scales, but are
insignificant over medium to large scales. This answer assists in placing a bound on
scaling effects, which demonstrates fleet size growth from 15 agents and tasks to 30
agents and tasks should have little effect on the execution times given the environment
size.
The ICF’s ability execute tasks in a timely manner were of eluded in the research
questions provided in Chapter 3. The descriptive statistics show an increase in the
execution times as the communication ranges are increased. Evaluation of ANOVA and
Tukey’s range test show a similar behavior. Therefore, the conclusion is the execution
times of the ICF do not decrease with an increase in the communication length. In fact,
the execution times seem to increase.
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An investigation on the interactions of the research factors of the ICF showed the
influence of the communication length on scaling effects. In fact, low-to-medium
communication lengths seem to have a strong interaction with all levels of scaling effects
in terms of execution times.
A summary of Case 1 findings are provided below as they relate to the research
questions:
•

The ICF assigns and executes tasks as expected

•

The ICF identifies when an agent is lost and what tasks are orphaned

•

The ICF validates which tasks are executed

•

The ICF reassigns lost tasks across the fleet in real-time

•

The ICF provides comparable results in comparison to the ICA and GBAA
with respect to optimality gap

•

The ICF demonstrates robustness to scaling effects with respect to optimality
gap

•

The ICF shows a gradual leveling effect as the communication range increases
for each agent with respect to optimality gap

•

Strong interactions between the number of agents and tasks and
communication lengths for each agent were detected for the ICF under the
convergence steps and execution time responses

•

The ICF converges in fewer steps than the ICA, but not GBAA

•

The ICF shows fewer convergence steps are necessary as communication
range increases

•

The ICF executes tasks in shorter time periods than both the ICA and GBAA
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•

Execution times for the ICF over the fleet gradually level off as the scaling
increases

C. Results for the ICBF
A number of research questions relevant to the Integrated Consensus Bundle
Framework were presented in Chapter 3. These queries sought to provide conclusive
evidence of the behavior of the ICBF. Evaluation of the research questions was
conducted through examination of the parameters of interest and how the research factors
affect them. The numerical results were determined through both descriptive and
inferential statistical methods. The results and their relevance to the body of knowledge
are summarized in the following section.
The described research hypotheses discussed a number of different research
factors. The research factors that were altered to test the ICBF are the solution
approaches, number of agent and tasks, and task horizon. The research factors were
varied to elicit responses in the parameters of interest.
The parameters of interest provided evidence as to whether a research hypothesis
can rejected or fails to be rejected. The parameters of interest for the ICBF were the
optimality gap, convergence steps, and execution times. Statistical analysis, both
descriptive and inferential, were be used for analysis.

1. Novel Framework Features of the ICBF
An inquiry on the novelty of the ICBF is investigated as part of the research
questions to be answered in this dissertation. These questions cover approaches never
before presented in the body of knowledge.
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Similar to Section B of this chapter, inspections of the simulations were
conducted. The same questions and strategies were employed in this case as the expected
behavior for the ICBF parallels the ICF. Results showed that each of the questions was
answered in an affirmative fashion. Therefore, a strong conclusion is provided as to the
validity of the novel contributions of the ICBF and the CarAB Algorithm.
2. Descriptive Statistics of the ICBF

This section provides details as to the analysis of the parameters of interest
conducted through the use of descriptive statistical methods. A total of 837 Monte Carlo
simulations are executed for the multiple assignment problems, also known as Case 2.
Similar to Section B.2, a series of tables will be presented that will showcase the
parameters of interest as responses of the various solution approaches interacting with the
other research factors. The term ICA is retained from the previous table as the approach
does not change. The term “GBBA” refers to the general case implementation of the
Greedy-based Bundle Algorithm. The term ICBF retains its meaning from the chapter.
a. Optimality Gap Numerical Results

Table 6.16 provides the means and standard deviations of the optimality for the
various solution approaches using 5 agents and 5 tasks. The single task horizon shows the
ICBF and the GBBA having comparable means and standard deviations for the
optimality gap. The ICA has the lowest mean and standard deviation at 0.161 and 0.114,
respectively. Under the 3 task horizon increment, the ICBF has a mean in between the
other 2 solution approaches. The ICBF’s mean optimality gap value of 0.234 is closer to
the better performing ICA than the GBBA. The standard deviation of the ICBF is within
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an acceptable distance of the GBBA’s standard deviation. The 5 task horizon increment
shows the optimality gap mean for the ICBF as in between the other solution approaches.
Like the 3 task horizon case, the mean for the ICBF is closer to the better performing
ICA. The standard deviation of the ICBF is approximately the same value as that of the
GBBA’s standard deviation. The table shows the ICBF as having fairly consistent values
off the mean optimality gap.

Table 6.16 Mean and Standard Deviation of Optimality Gap over Task Horizon (5
Agents/5 Tasks)
Task Horizon (T_h)
Solution
1 T_h
3 T_h
5 T_h
(x ) Std dev (s ) Mean (x ) Std dev (s ) Mean (x ) Std dev (s)
Mean
ICA
0.161
0.114
0.174
0.118
0.160
0.098
GBBA
0.246
0.118
0.368
0.168
0.377
0.191
ICBF
0.252
0.135
0.234
0.194
0.236
0.195

The optimality gap means and standard deviations for the various solution
approaches over the different task horizons are provided in Table 6.17. The table shows
the ICBF having comparable mean values that tend to improve relatively as the task
capacity increases. The medium capacity and high capacity task horizons produce values
for the ICBF that are near the average of the two other solution values. The ICBF remains
consistent with a mean of 0.181 and standard deviation of 0.115 for the 3 and 5 task
horizon. Meanwhile, the benchmarks suffer a slight increase in optimality gap.
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Table 6.17 Mean and Standard Deviation of Optimality Gap over Task Horizon (10
Agents/10 Tasks)

Solution
ICA
GBBA
ICBF

Task Horizon (T_h)
1 T_h
3 T_h
5 T_h
(x ) Std dev (s) Mean
Mean
Std dev (s ) Mean
Std dev (s )
0.066
0.046
0.078
0.053
0.081
0.051
0.195
0.072
0.259
0.109
0.264
0.094
0.237
0.087
0.181
0.115
0.181
0.115

Table 6.18 provides descriptive statistic results of the various solution approaches
for 15 agents and 15 tasks. The table shows the responses of optimality gap for each
solution approach as the task horizon is incremented. The ICBF is shown to have
response values for the mean and standard deviations of optimality gap that are close or
equivalent with the best performing solution approach. The low and high task capacity
segments show the ICBF as very close to the best performing optimality gap. The
medium capacity shows the ICBF as matching the other best performer, GBBA, with a
mean of 0.097.
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Table 6.18: Mean and Standard Deviation of Optimality Gap over Task Horizon (15
Agents/15 Tasks)
Task Horizon (T_h)
Solution
1 T_h
3 T_h
5 T_h
( x ) Std dev (s) Mean ( x ) Std dev (s) Mean ( x ) Std dev (s)
Mean
ICA
0.072
0.047
0.097
0.046
0.115
0.051
GBBA
0.211
0.064
0.251
0.089
0.245
0.094
ICBF
0.123
0.065
0.097
0.065
0.142
0.115

b. Convergence Step Numerical Results

The convergence step means and standard deviations for the solution approaches
are provided in Table 6.19. One of the most notable features is the absolute behavior of
the ICA across the simulations for a single task capacity. This is denoted by a mean of 50
convergence steps and a 0 standard deviation. In each case, every agent performed
exactly 10 steps. The optimization procedure used a linear programming branch-andbound approach, which seeks to find an optimal score over a set of admissible solutions.
Further analysis showed only one node as searched so other nodes must have been
pruned, exactly 10 times, for each agent until the candidate solution is recorded. Another
important feature of this table is that under all three task horizon increments, the ICBF
has the best performing mean values for convergence steps. The GBBA has a value that
is approximately the same as the ICBF for the high task capacity example. The standard
deviations for the ICBF are also deemed to be quite competitive for the solution
approaches.
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Table 6.19 Mean and Standard Deviation of Convergence Steps over Task Horizon
(5 Agents/5 Tasks)
Task Horizon (T_h)
Solution
1 T_h
3 T_h
5 T_h
(x ) Std dev (s ) Mean (s ) Std dev (s ) Mean (x ) Std dev (s )
Mean
ICA
50.00
0.00
88.39
10.58
598.55
32.71
GBBA
9.90
1.04
9.61
0.49
7.97
0.18
ICBF
8.55
0.68
8.03
0.78
8.00
0.80

An increase in the overall number of agents and tasks shows a general increase in
the number of convergence steps in Table 6.20. This statement is made by observing the
values in Table 6.19 and Table 6.20. The same phenomenon for the ICA in the previous
table is repeated in the single task horizon case for the 10 agent and 10 task case. Not
only does the ICBF show itself to be the best performing solution approach in terms of
convergence steps, but does not alter very much for changes in the task capacity.

Table 6.20 Mean and Standard Deviation of Convergence Steps over Task Horizon
(10 Agents/10 Tasks)
Task Horizon (T_h)
Solution
1 T_h
3 T_h
5 T_h
( x ) Std dev (s)
(x ) Std dev (s) Mean
( x ) Std dev (s) Mean
Mean
ICA
200.00
0.00
389.68
24.56
1,069.68
124.55
GBBA
19.65
1.91
19.29
1.25
16.23
1.16
ICBF
14.94
0.84
13.45
0.80
13.55
0.61

Table 6.21 shows that the growth in the number of agents and tasks result in an
increase in convergence steps for all of the solution approaches. Similar to the other two
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tables regarding convergence steps the ICA with a single task horizon has no variance for
each of the simulations. The ICBF shows acceptable numbers for convergence steps that
only improve as the task capacity rises. Eventually, the number of convergence steps for
the ICBF become equivalent to the GBBA, which is the best performing solution
approach.

Table 6.21 Mean and Standard Deviation of Convergence Steps over Task Horizon
(15 Agents/15 Tasks)
Task Horizon (T_h)
Solution
1 T_h
3 T_h
5 T_h
(
x
)
(
)
(
)
s
s
(
x
)
(
x
) Std dev (s)
Mean
Std dev
Mean
Std dev
Mean
ICA
450.00
0.00
899.03
54.54
3,633.87
317.00
GBBA
30.10
2.82
29.61
1.84
24.03
2.32
ICBF
72.84
31.08
68.03
38.99
24.58
30.02

c. Execution Times Numerical Results

Table 6.22 provides results regarding the execution times of the solution
approaches for 5 agents and 5 tasks. The responses provided are from increments of the
task horizon capacity. The ICA proves to have the smallest execution times for each of
the task horizons. Still, the ICBF is not very far off in terms of execution times. Over
each of the increments, the ICBF has fairly consistent values of approximately 11 s. The
standard deviation is also just as consistent.
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Table 6.22 Mean and Standard Deviation of Execution Times over Task Horizon (5
Agents/5 Tasks)
Task Horizon (T_h)
Solution
1 T_h
3 T_h
5 T_h
(x ) Std dev (s )
Mean ( x ) Std dev (s ) Mean
Mean
(x ) Std dev
ICA
8.484
2.325
8.484
2.287
8.484
2.287
GBBA
14.447
3.625
15.573
4.870
15.312
4.190
ICBF
11.755
3.987
10.871
4.174
10.986
4.256

The means and standard deviations of execution times for the solution approaches
using 10 agents and 10 tasks are in Table 6.23. The low task capacity segment of the
table shows that the ICBF has a comparable mean and standard deviation for execution
times as the GBBA. The ICBF improves significantly in the medium task capacity to
outperform the GBBA’s mean and standard deviation. The high task capacity case has the
ICBF again provide values that are very close to the GBBA’s values.

Table 6.23 Mean and Standard Deviation of Execution Times over Task Horizon
(10 Agents/10 Tasks)
Task Horizon (T_h)
Solution
1 T_h
3 T_h
5 T_h
( x ) Std dev (s) Mean
( x ) Std dev (s) Mean ( x ) Std dev (s)
Mean
ICA
7.027
1.650
7.027
1.650
7.027
1.650
GBBA
16.642
3.631
13.284
5.078
12.717
3.440
ICBF
17.145
4.234
11.087
3.758
12.248
5.027

Table 6.24 displays a trending behavior for the various solutions of improved
performance for an increase in agents and tasks. This is true in almost all cases except the
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GBBA low task capacity mean. Still the behaviors are overtly positive. The ICBF shows
the most improvement from the previous table. The means and standard deviations of the
ICBF for the medium and high task capacity segments are competitive with the best
performing benchmark algorithm.

Table 6.24 Mean and Standard Deviation of Execution Times over Task Horizon
(15 Agents/15 Tasks)
Task Horizon (T_h)
Solution
1 T_h
3 T_h
5 T_h
(
x
)
(
x
)
(
s
)
(x ) Std dev (s)
Mean
Std dev
Mean
Std dev (s ) Mean
ICA
6.038
1.379
6.038
1.379
6.038
1.379
GBBA
18.500
4.552
11.668
3.189
10.949
2.538
ICBF
11.625
3.491
9.290
2.371
9.561
2.746

3. Inferential Statistics of the ICBF

Inferential statistics are utilized in this section to provide conclusions regarding
the behavior of the ICBF. This section builds on the reports above by using statistical
methods to infer conclusions about not only the sampled data, but the population as a
whole with respect to ICBF. Research questions defined in Chapter 3 that are relevant to
the ICBF will be investigated. The results of the analytical tests will be utilized to infer
conclusions about the behavior of the ICBF.
Similar to the section regarding ICF, a GFF Design will ensure all interactions are
being considered. A GLM and General Regression Model will be considered to
determine relationships between the ICBF and the parameters of interest. The models will
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be utilized to form ANOVA tables. Follow-on analysis through Tukey’s range test will be
conducted when it is necessary to perform pairwise comparisons for the various factor
levels.

a. Optimality Gap Analyses

Research questions related to the optimality gap parameter of interest inquire on
the behavior of the ICBF. Conclusions regarding these results provide an understanding
on the mission performance capability of the ICBF. Analytical results from inferential
statistic assist in determining these conclusions. The first set of results relates to
optimality gap and is provided in this section. The results are shown in an ANOVA table
in Tukey’s range test, where necessary, to form distinct conclusions of the relationship of
the research factors and their levels. Residual analyses are conducted to ensure the
models used to form the ANOVA tables are adequate.
Table 6.25 is an ANOVA that depicts the various research factors and their
interactions. The levels of significance are also tested. For this table, all of the factors and
half of the interactions are deemed to be significant. The naming convention for the
sources follows the description provided earlier in Table 6.10. The levels for the Sol
Factor provide understanding of how the ICBF compares to the benchmark algorithms.
The factor is shown to exhibit significant differences among its levels with respect to
optimality gap. This research factor is also the only term that is of concern related to the
research questions provided in Chapter 3.
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For this ANOVA, the original data model was deemed inadequate properly fit the
relationship between the research factors and the optimal gap parameter of interest. A
WLSR proved to be ineffective as well. It was settled to perform a transformation on the
response data in hopes of adjudicating model violations. The transformed response data,
y ′ , is calculated as shown below

y ′ = sin −1

( y)

(6.1)

where y is the original response data. Additionally, three extreme outliers were deleted.
The extent of the lost data is very small (< .5%) and is deemed to be acceptable.
A residual analysis is conducted to ensure the transformation does ensure the
model is adequate.

Table 6.25 ANOVA of All Solutions for Optimality Gap (ICBF)
Source
Sol
AT
TaskHorz
Sol*AT
Sol*TaskHorz
AT*TaskHorz
Sol*AT*TaskHorz
Error
Total

DF
2
2
2
4
4
4
8
807
833

Seq SS
6.35760
1.29308
0.16052
0.36709
0.45104
0.07592
0.31063
17.11114
26.1270

Adj SS
6.37868
1.28875
0.15913
0.36986
0.45211
0.07574
0.31063
17.11114

Adj MS
3.18934
0.64438
0.07957
0.09246
0.11303
0.01893
0.03883
0.02120

F
150.42
30.39
3.75
4.36
5.33
0.89
1.83

P
0.000
0.000
0.024
0.002
0.000
0.468
0.068

The residual plots provided in Figure 6.19 demonstrate evidence that the model
assumptions are not overtly violated. For this analysis, the assumption of normality is
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rejected. However, the actual data does appear to have a linear trend. Due to the large
sample size, it is concluded that test has very high power and the slightest deviation is
noticeable. The histogram, while off-center, has a normal distribution leading to
confidence in the normality assumption. The residual versus fits plot is not very stable,
but does exhibit enough non-fluctuating to be considered mildly stable. The residual
versus order plot does appear to have uncorrelated residuals. Therefore, the assumptions
in the residual plots are such that the model is deemed adequate.
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Figure 6.19 Residual Plots of All Solutions for Optimality Gap (ICBF)

The behavior shown in Figure 6.20 shows the relationships between all three
solution approaches as varying. The figure uses a coding scheme that is adopted from the
previous chapter. The actual matching is provided in the caption of the figure. From the
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figure, it can be seen that the ICA, coded as “-1” has an optimality gap mean less than the
“0” which is the code for the GBBA. The GBBA’s optimality gap mean is also higher
than the optimality gap mean for the “1” or ICBF. While a good visual description of the
behavior. Figure 6.20 does not specifically explain which of these relationships are
significant. To better understand those comparisons, Tukey’s range test is employed for
determining significance among the pairs.

Main Effects Plot for OpGap (All Solutions)
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Figure 6.20 Main Effects for All Solutions over Optimality Gap (-1 = ICA; 0 =
GBBA; 1 = ICBF)

Tukey’s range test in Table B.8 shows that each solution approach is significantly
different from one another. In the first part of the test “-1” is subtracted from both “0”
and “1”. This positive difference informs us that “0” and “1” are much higher. In other
words, the optimality gap means from the GBBA and ICBF are significantly higher than
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the ICA. The subtraction of “0” from “1” shows that there is again a significance
difference between two pairs. This time the pairs are the GBBA and ICBF. Notable in
this difference of means is that it shows the ICBF as being significantly lower in terms of
optimality gap.
The result for Table B.8 is that the proposed solution, ICBF, is proven to decrease the
optimality gap in comparison for the GBBA, but cannot be proven for the ICA.
The behavior of the ICBF in regards to scaling effects and task queuing were the
focus of several research questions proposed in Chapter 3. Evidence to answer these
questions are provided in the remaining part of this section with respect to optimality gap
The ANOVA provided in Table 6.26 shows that the varying levels of the number
of agents and tasks are significant. The model used for this ANOVA is developed from a
WSLR. The number of tasks queued for each vehicle over the prescribed range is shown
to be of little significance. However, there does seem to be a strong interaction between
the two research factors in response to the optimality gap. A residual analysis will
provide confirmation as to model’s adequacy and the proposals from the ANOVA.
.

Table 6.26 ANOVA of ICBF for Optimality Gap
Source
AT
TaskHorz
AT*TaskHorz
Error
Total

DF
2
2
4
270
278

Seq SS
38.079
3.643
15.598
329.268
386.587

Adj SS
31.199
0.821
15.598
329.268

Adj MS
15.600
0.410
3.899
1.220
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F
12.79
0.34
3.20

P
0.000
0.715
0.014

Figure 6.21 provides a 4-in-1 plot to conduct a residual analysis on the model
used for the ANOVA above. The assumption of normality is not rejected. The histogram
shows a normal distribution. The residual versus fits plot is fairly stable. The residual
versus order appears to suggest independence. Thus, the model used for the ANOVA is
considered to be adequate.
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Figure 6.21 Residual Plots of ICBF for Optimality Gap

A decreasing trend is shown in Figure 6.22 for the optimality gap mean for the
ICBF. The figure shows that an increase from 5 agents and 5 tasks to 10 agents and 10
tasks for the ICBF results in a decrease from 0.24 to 0.20 for the optimality gap mean. A
greater decrease is observed with an increase from 10 agents and 10 tasks to 15 agents
and 15 tasks. In this case, the optimality gap drops from 0.20 to 0.12. This behavior is
intriguing enough to warrant further analysis through Tukey’s range test.
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A figure for the task horizons is not provided as the main effects are not
considered to be significantly different.
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Figure 6.22 ICBF Main Effects for Hypothesis 5 (-1 = 5Agent/Task; 0 =
10Agent/Task; 1 = 15Agent/Task)

Table B.9 offers further explanation regarding the downward trend shown in
Figure 6.22. A subtraction of “-1” from “0” shows there is no significant difference
between these two levels. Therefore, the optimality gap mean difference from a small
scale to medium scale is indistinguishable. The subtraction of “-1” from “1” does show a
significant difference. In other words, an increase in scaling from small to large does
show a significant decrease in the optimality gap. The subtraction of “0” from “1”
follows on this behavior, by showing that moving from a medium scale to a large scale
also causes a decrease in the optimality gap.
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Due to a lack of significance across the research factor levels, Tukey’s range test
is not performed on the TaskHorz Factor.
Figure 6.23 shows that there is a strong interaction between the number of agents
and tasks and the task horizon in response to optimality gap. The interactions appear to
most influential in larger scales for the agents and tasks.
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Figure 6.23 Interaction Plot of ICBF Factors for Optimality Gap

b. Convergence Steps Analyses

The behavior of the ICBF is proposed through 3 research questions as they relate
to convergence steps. This behavior is tested through statistical analyses below.
Conclusions for the research questions are provided after these analyses are conducted.
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An ANOVA is depicted in Table 6.27 for all of the solution approaches in
response to the number of convergence steps necessary to assign all tasks. The original
model provided a very weak fit for the research factors and convergence step parameter
of interest. To reconcile this issue, a WSLR was considered. However, the weighting
proved to have little impact on properly fitting the model. The nonlinear behavior of the
residuals versus factors suggested a quadratic effect may be in order. A General
Regression was considered with the factors being provided quadratic terms. This also
proved to have little worth. Next, a power transformation on the response data was
conducted. A reciprocal (λ = −1) on the data proved to yield the best results for a
transformation. Even so, many of the modelling assumptions were in severe violations.
The 11 most severe outliers were removed from the transformed model which, due to the
large sample size, does not greatly impact the number of data points.
The ANOVA shows that all of the factors and their interactions are considered to
be significant. Still, the Sol Factor is of most concern in answering the research questions
due to its direct relationship of the ICBF with the benchmark algorithms.

Table 6.27 ANOVA of All Solutions for Convergence Steps (ICBF)
Source
Sol
AT
TaskHorz
Sol*AT
Sol*TaskHorz
AT*TaskHorz
Sol*AT*TaskHorz
Error
Total

DF
2
2
2
4
4
4
8
799
825

Seq SS
12.06528
3.16278
0.00946
0.29253
0.61968
0.13056
0.16436
0.09010
16.53474

Adj SS
11.79207
3.25274
0.01113
0.30839
0.63332
0.13815
0.16436
0.09010
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Adj MS
5.89603
1.62637
0.00557
0.07710
0.15833
0.03454
0.02054
0.00011

F
52288.20
14423.24
49.36
683.72
1404.14
306.30
182.20

P
0.000
0.000
0.000
0.000
0.000
0.000
0.000

The residual plots in Figure 6.24 provide evidence regarding the assumptions
related to model adequacy. The most notable element is the curvature of the residuals in
the normal probability plot. Still, this trend follows closely to the fitted line in the plot.
The large number of data points is believed to lead to a high power in the normality
assumption test which could be sensitive to small deviations. The histogram shows a
distinctly normal distribution which would support the conclusion that the normality
assumption is acceptable. The residual versus fits plot shows some instability in the
model, but holds pretty steady for the most part. The residual versus order plot appears to
suggest independence in the model.
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Figure 6.24 Residual Plots of All Solutions for Convergence Steps (ICBF)
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Figure 6.25 provides a visual depiction of the behavior of the various solution
approaches as they relate to one another using convergence steps as the response variable.
The figure shows a clear distinction between the “-1” and “0” treatment levels. It is
difficult to discern the difference between the “0” and “1” treatment levels. In the figure,
the number of convergence steps for the ICA is higher than the GBBA and ICBF. The
ICBF appears to be slightly higher than the GBBA. However, it is not clear which of
these distinctions are enough to be significant. To better understand the behavior between
the solution approaches, Tukey’s range test is performed.
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Figure 6.25: ICBF Main Effects for Hypothesis 8 (-1 = ICA; 0 = GBBA; 1 = ICBF)

Tukey’s range test in
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Table B.10 provides a more in-depth analysis of the treatment levels for the Sol research
factor. A subtraction of “-1” from the “0” and “1” shows that are significant differences
between the ICA and both the GBBA and ICBF. The difference in means shows a
negative value, thus construing that that GBBA and ICBF are significantly lower than the
ICBF. A subtraction of “0” from the “1” coding level infers no significant difference
between the GBBA and ICBF.
The Tukey’s range test does provide some evidence related to the ICBF and other
benchmarks. The research questions regarding its standing with benchmark algorithms
show it can outperform the ICA, but is comparable to the GBBA with respect to the
number of convergence steps necessary to assign all tasks.
The examinations of the ICBF’s characteristics as they relate to the convergence
steps are provided shortly. Of major concern from the research questions are the scaling
effects of agents and tasks and queuing of task data.
Table 6.28 provides an ANOVA of the research factors and its interaction for the
ICBF with respect to convergence steps. The analysis determines that each of the terms is
significant. The model used for the ANOVA is a transformation of the original data.
Weighting the linear regression did little to impact the fitting of the factors and response.
Instead a power transformation is performed in which λ = −1 on the response data. To
better fit the regression, the most influential outlier is deleted. With the large number of
data points, it is deemed acceptable to delete one data point (<0.5% of the total data
points). The residual analysis is conducted to check the model assumptions are still
upheld.
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Table 6.28 ANOVA of ICBF for Convergence Steps
Source
AT
TaskHorz
AT*TaskHorz
Error
Total

DF
2
2
4
269
277

Seq SS
0.402174
0.014067
0.012489
0.024806
0.453537

Adj SS
0.400083
0.014316
0.012489
0.024806

Adj MS
0.200042
0.007158
0.003122
0.000092

F
2169.24
77.62
33.86

P
0.000
0.000
0.000

The residual analysis shown in Figure 6.26 provides evidence as to the model
characteristics used to derive the ANOVA above. Even after a WLSR test and several
less effective transformations, the model still exhibits some problems with the residuals
with possible differences in the variance. The normal probability plot rejects the
assumption of normality with significant curvature in the trend. The histogram appears to
be asymmetrical, leading to issues in the assumption of zero mean. The residual versus
fits plot exhibits behavior that is questionable as to constancy. A Bartlett’s test shown in
Table 6.27 was conducted to test the assumption of equal variance. The results provide
strong evidence the variances are unequal. The residual versus order plot has a number of
outliers, but still seems to have data that is uncorrelated. Although the model is lacking in
some of the base assumptions it provides a first investigation into the novel framework
and is kept as a contribution to the body of knowledge.
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Figure 6.26 Residual Plots of ICBF for Convergence Steps
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Figure 6.27 Bartlett’s Test for Equal Variances on Convergence Steps

Figure 6.28 provides a visual description of the ICBF’s behavior in terms of
convergence steps with an increase in the number of agents and tasks. The figure seems
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to show an increase in the number of convergence steps with an increase in scaling. The
difference is small between the small scale of 5 agents and 5 tasks and medium scale of
10 agents and 10 tasks. However, there does seem to be a large increase in terms of
convergence steps from the medium scale and the large scale of 15 agents and 15 tasks.
This behavior is explored further through Tukey’s range test.

Main Effects Plot for ConSt (ICBF)
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Figure 6.28 ICBF Main Effects for AT Factor over Convergence Steps (-1 =
5Agents/Tasks; 0 = 10Agents/Tasks; 15Agents/Tasks)

The convergence steps means in Figure 6.29 are shown to decrease over an
increase in the task horizon. The figure appears to show that the decrease from “-1” to
“0” is smaller compared to the difference of “0” to “1”. Although, it seems evident that
there is a significant decrease in the number of convergence steps with an increase in the
task horizon, definitive proof is provided with Tukey’s range test.
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Main Effects Plot for ConSt (ICBF)
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Figure 6.29 ICBF Main Effects for TaskHorz Factor over Convergence Steps (-1 =
0.1D; 0 = 0.5D; 1.0D)

Tukey’s range test in
Table B.11 provides a pairwise comparison of the various factor levels for the ICBF in
terms of convergence steps. The range test shows that a subtraction of “-1” from “0” and
“1” has steady results. The difference between “-1” and “0” is inferred to be significant.
Similarly, the difference between “-1” and “1” is significant. In both cases, the
significance is determined to be an increase. This infers that increasing the scaling of
agents and tasks has a direct by increasing the number of convergence steps necessary for
task assignment.
Table B.12 provides further analysis of the behavior suspected in Figure 6.29.
The subtraction of “-1” from “0” is reported as insignificant. Therefore, an increase in the
task horizon from 1 task to 3 tasks is shown to have little effect on the convergence steps
for the ICBF. However, the subtraction of “-1” from “1” is reported to be of significance.
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In addition, the difference of means is shown to be negative. This infers that a shift in the
task horizon from 1 to 5 tasks will significantly decrease the number of convergence
steps. A subtraction of “0” from “1” is presented as significant and negative. In other
words, a shift in the task horizon from 3 to 5 tasks has significantly decreasing effect on
the convergence steps of the ICBF. Overall, Tukey’s range test infers that increasing the
task queue for a vehicle will decrease the number of convergence steps necessary for task
assignment.
The interaction plot in Figure 6.30 shows impact of the interaction of the AT and
TaskHorz research factors on the convergence steps. The figure shows a strong
interaction between the two research factors. In fact, the impact seems to be more
influential with the medium and large task horizon cases and the low-to-medium scales.
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Figure 6.30 Interaction Plot of ICBF Factors over Convergence Steps
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c. Execution Times Analyses

Results to the inferential statistics involving the ICBF that relate to execution
times are presented in this section. The numerical analyses are related to the research
questions provided in Chapter 3. Conclusions are expected to be derived from the
analyses.
An ANOVA shown in Table 6.29 provides evidence on all of the solution
approaches with respect to execution times. The original model proved to be inadequate
.All of the factors and interactions are shown to be significant. The research questions in
Chapter 3 focused on the behavior of the ICBF and specifically its relationship with the
benchmark algorithms. This table provides evidence to that relationship. However,
further examination is necessary to provide more information besides the solution
approaches are significant.
The original model used for testing significance had major violations on the
model assumptions for linear regression. A WLSR proved to have little impact on fitting
the data. A transformation on the response data was next performed. The Box-Cox
method determined the power transformation value should be λ = −0.5 . Even with the
transformation, the 4 most severe outliers were deleted from the data model. This loss of
data points is considered to be very small (<0.5%) and acceptable as such. A residual
analysis is conducted to ensure the transformed model used for the ANOVA is suitable.
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Table 6.29 ANOVA of All Solutions for Execution Times (ICBF)
Source
Sol
AT
TaskHorz
Sol*AT
Sol*TaskHorz
AT*TaskHorz
Sol*AT*TaskHorz
Error
Total

DF
2
2
2
4
4
4
8
806
832

Seq SS
1.769326
0.157118
0.084651
0.108010
0.044052
0.043266
0.040217
1.672583
3.919224

Adj SS
1.769110
0.156090
0.084883
0.107001
0.044060
0.043379
0.040217
1.672583

Adj MS
0.884555
0.078045
0.042441
0.026750
0.011015
0.010845
0.005027
0.002075

F
426.26
37.61
20.45
12.89
5.31
5.23
2.42

P
0.000
0.000
0.000
0.000
0.000
0.000
0.014

The residual plots in Figure 6.31 provide some evidence to the adequacy of the
model used for fitting the research factors and the execution times responses. Despite a
fairly linear picture of the residuals the normal probability plot rejects the assumption of
normality. This is believed to be a result of a very sensitive test due to its large data
sample. The histogram provides some confidence in the normality of the model through
its distribution. The residuals versus fits are fairly stable. The residual versus order
appears to suggest independence. From the plots, the model is considered to be adequate.
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Figure 6.31 Residual Plots of All Solutions for Execution Times (ICBF)

Figure 6.32 shows visually distinguishing behavior for the various solution
approaches. The “-1” code is less than both the “0” and “1” codes. The “0” is also higher
than the “1” code. Whether this shows a significance of part or all of the solution
approaches is not clear in this figure. However, Figure 6.32 provides enough visual
demonstration on the possible performance of the ICBF to warrant further analysis.
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Main Effects Plot for ExTime (All Solutions)
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Figure 6.32 ICBF Main Effects for Hypothesis 12 (-1 = ICA; 0 = GBBA; 1 = ICBF)

Table B.13 provides Tukey’s range test to determine the significant difference of
the solution approaches in terms of execution times. From Tukey’s range test, a
subtraction of “-1” from both the “0” and “1” codes shows significant differences. The
difference of means in both cases is also positive. This infers that the ICA has a
significantly lower execution times mean than both the GBBA and ICBF. A subtraction
of the “0” from the “1” shows a significant difference between the pair. The difference in
the means is negative in this case. This presumes that the execution times for the GBBA
are higher than the ICBF.
The research questions inquired as to scaling effects and task queuing on the
ICBF. This section provides results to answer those particular questions in respect to the
execution times.
The ANOVA in Table 6.30 provides evidence that the two research factors and
their interactions are significant regressors. The original model to fit the data relationship
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was not an adequate model. A WLSR was performed with little effect on model
adequacy. The Box-Cox method was employed to determine a power transformation for
the response data. The transformation still did not meet all of the requirements for model
usage. After a few trial-and-error entries, an appropriate transformation value was
determined at a value of λ = 0.33 . A residual analysis is conducted to formally
determine if the model is adequate.

Table 6.30 ANOVA of ICBF for Execution Times
Source
AT
TaskHorz
AT*TaskHorz
Error
Total

DF
2
2
4
270
278

Seq SS
1.82195
1.96464
0.76583
16.47953
21.03196

Adj SS
1.82195
1.96464
0.76583
16.47953

Adj MS
0.91098
0.98232
0.19146
0.06104

F
14.93
16.09
3.14

P
0.000
0.000
0.015

Figure 6.33 provides a 4-in-1 residual plot to determine the model adequacy used
to fit the research factors and execution times responses. The assumption of normality
fails to be rejected. The histogram also appears to have a normal distribution. The
residual versus fits plot is fairly stable. The residual versus order plot appears to suggest
independence. Therefore, the model is presumed to be adequate.
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Figure 6.33 Residual Plots of ICBF for Execution Times

Figure 6.34 provides an illustration of the behavior of the execution times means
for the ICBF with an increase in the number of agents and tasks. A shift in the number of
agents and tasks from a small scale to a medium scale results in an increase in the
execution times. A further increase in the scale, however, results in a decrease.
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Figure 6.34: ICBF Main Effects for Hypothesis 13 (-1 = 5Agents/Tasks; 0 =
10Agents/Tasks; 15Agents/Tasks)

Figure 6.35 provides some understanding of the behavior of the task horizon
factor levels. A shift from “-1” to “0” shows a decrease in the mean execution times for
the ICBF. In other words, an increase in the task horizon shows a decrease in the
execution times. This trend is reversed from “0” to “1” as the task horizon increases from
3 tasks to 5 tasks. The significance of these increases, however, is not easily
distinguishable in this figure. Tukey’s range test can provide further analysis through
pairwise comparisons.
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Figure 6.35: ICBF Main Efforts for Hypothesis 15 (-1 = 1 Task; 0 = 3 Tasks; 1 = 5
Tasks)

Table B.14 shows Tukey’s range test for the AT research factor used to test the
ICBF in terms of execution times. The figure shows that a subtraction of “-1” from “0”
results in a significant increase. In other words, an increase in scaling from low to
medium environments results in a significant increase. This behavior is reversed from the
medium-to-large scales which are shown to significantly decrease the execution times.
Overall, the analysis shows that decrease in execution times from increasing scales are
insignificant when evaluated with the ICBF.
Tukey’s range test in Table B.15 provides further analysis between the factor
levels of the ICBF as they relate to execution times. A subtraction of “-1” from both “0”
and “1” shows significant differences between the codes. In other words, the mean
execution times of the 3 task horizon and 5 task horizon are significantly different from
the single task horizon. The difference of means in the table reveals the medium task
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horizon and large task horizon values for execution times are significantly lower than the
single task horizon. A subtraction of “0” from “1” shows that the medium task horizon
and large task horizon are insignificant in terms of execution times. The difference of
means is shown to be positive but not by much. In other words, ICF shows a decrease in
execution times that gradually levels off. The results are a significant decrease in terms of
execution times at lower capacity of task entries, but increases as the task horizon
increases before leveling off.
The interaction plot of the research factors for the ICBF is evaluated in Figure
6.36. The figure shows some impact on the execution times due to interactions from task
horizons and the small scale of agents and tasks.
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Figure 6.36 Interaction Plot of ICBF Factors for Execution Times
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4. Summary

The ICBF was evaluated over a number of Monte Carlo simulations to determine
its behavior as a task assignment and path planning solution. Questions regarding its
behavior were presented in Chapter 3. Affirmations regarding the novel features of the
ICBF were concluded through observations of the simulation data. In other words, the
ICBF does assign and execute available tasks. The ICBF removes tasks from the lists of
agents if the assigned agent has not reported its status in a given set time limit. Finally,
the ICBF does validate each task as completed upon execution. Confirmation of these
capabilities, list some of the novel contributions of this dissertation.
The ICBF was evaluated beyond its inherent novelty as a practical solution for
task assignments and path planning. To do so, the ICBF was compared against other
approaches such as the Implicit Coordination Algorithm and Greedy-based Bundle
Algorithm. The ICBF was also tested in terms of its scalability and capacity to hold
multiple tasks in queue. Response variables in the form of optimality gap, convergence
steps, and execution times provided quantitative measures for understanding the behavior
of the ICBF.
Both descriptive and inferential statistical methodologies were utilized to provide
evidence regarding the behavior of the ICBF. This evidence formed the basis behind the
conclusions to the research questions addressed to the novel frameworks. The
conclusions are divided in 3 subsections below as they relate to the research factors
mentioned earlier.
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The conclusions regarding the research hypotheses related to optimality gap are
provided in this section. The descriptive statistics regarding optimality gap show the
ICBF as having comparable means and standard deviations with the other solution
approaches. The inference statistics concluded that the proposed solution, ICBF, does
decrease the optimality gap in comparison to the GBBA, but cannot be proven for the
ICA.
The behavior of the ICBF’s scoring was examined as the number of agents and
tasks were increased. The means and standard deviations of the ICBF in terms of
optimality gap show a decrease as the number of agents and tasks increase. This behavior
is investigated on a larger scale through inferential statistics. The research question asked
if the behavior of the ICBF would be affected as the number of agents increase. Strong
evidence concluded that increasing the scale will actually decrease the optimality gap
performance by the ICBF.
The optimality gap for the ICBF was evaluated to determine its behavior as the
number of tasks for an agent is increased. For the low and medium scales, the optimality
gap means for the ICBF tended to decrease as the task horizon increased. The standard
deviations under each level of task horizon were fairly consistent. The large scale showed
consistent numbers for the optimality mean as the task horizon increased. The analysis on
the inferential statistics did not confirm this behavior. Instead, the behavior seemed to be
insignificant to the task horizon. This behavior has a positive implication for the ICBF as
a robust solution to the number of assignments queued per agent.
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Descriptive and statistical analyses were conducted on the ICBF to evaluate the
research questions that relate to convergence steps. The conclusions to these research
questions are provided below.
The descriptive analyses showed the means and standard deviations for the ICBF
tended to be lower than the benchmark algorithms across the samples presented. A
follow-up of the inferential statistics strongly concluded the ICBF outperforms the ICA.
However, the ICBF and GBBA were insignificantly different.
Analyses of the descriptive statistics reported an increase in the number of
convergence steps as the number of agents and tasks increased. The inferential statistical
analysis provided similar results. Transition from each factor level to a level associated
with a large scale resulted in an increase in the number of convergence steps necessary to
assign tasks.
The descriptive statistical analyses displayed very little variance for the means
and standard deviations of convergence steps for the small and medium scales with an
increase in the task horizon. However, the means of convergence steps for the large scale
tended to decrease considerably with increases to the task horizon. The standard
deviations of convergence steps for the large scale tended to remain consistent over
increases in the task horizon. Tukey’s test demonstrated that an increase from the small to
medium scale did not significantly alter the number of convergence steps. An increase
from the medium scale to large scale, however, did significantly decrease the
convergence steps. Overall, Tukey’s range test demonstrated a significant decrease in the
number of convergence steps as the task queues grows.
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Several research questions related to execution times were analyzed to determine
the behavior of the ICBF. The conclusions from these analyses are provided below.
The descriptive statistics reported that the mean and standard deviations for the
execution times of the ICBF remained competitive with the benchmark algorithms. The
results from the inferential statistics provided two conclusions regarding the research
questions. The first conclusion pointed to an inability to prove the ICBF having better
performance than ICA. However, it is strongly concluded that the ICBF has lower
execution times in comparison with the GBBA.
The means and standard deviations of execution times are consistent across all
scaling levels when the task horizon is either 3 or 5 tasks. The means and standard
deviations tended to fluctuate noticeably for the single task horizon ICBF as the number
of agent and task factor levels increased. Inferential statistics concluded that the ICBF is
robust to scaling effects in terms of execution times.
The descriptive statistics report that the sampled data tended to show a decrease in
the means and standard deviation execution times for the ICBF. However, the decreases
between the medium task horizon level and large task horizon levels were very small.
Analysis using inferential statistics provided two conclusions regarding its
complementary research questions. First, there is a strong conclusion that the execution
times of the ICBF are decreased by increasing the task horizon from 1 task to 3 tasks.
However, there is not enough evidence to conclude that there is a significant decrease in
execution times by increasing the task horizon from 3 to 5 tasks.

A summary of the conclusions for the research questions that relate to the ICBF
are provided below
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•

The ICBF assigns and executes tasks as expected

•

The ICBF identifies when an agent is lost and what tasks are orphaned

•

The ICBF validates which tasks are executed

•

The ICBF reassigns lost tasks across the fleet in real-time

•

The ICBF produced lower optimality gap values than the GBBA, but not the
ICA

•

The ICBF decreases optimality gap as scaling effects increase

•

The ICBF is robust to changes in the task horizon with respect to optimality
gap

•

The ICBF produced lower convergence step values than the ICA, but similar
results with the GBBA

•

The ICBF had fewer convergence steps as the task queuing number increased

•

The ICBF had smaller execution times than the GBBA, but not the ICA

•

The ICBF is robust to changes in scaling with respect to execution times

•

The ICBF decreased execution times under small to moderate task horizon
increases

D. Results-based Conclusions
The analyses in this dissertation were conducted to determine if the ICF and ICBF
possessed any notable contributions to the study of solutions to the AP/VRP. Descriptive
statistics and inferential statistics were used during the evaluations. The use of descriptive
statistics was utilized to provide specific examples of the behavior of the proposed
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frameworks. Conversely, inferential statistics sought to provide conclusions to the
behavior of the ICF and ICBF in general as they relate to the research questions presented
in Chapter 3. An interesting and positive note is that the results of the descriptive
statistics were very supportive of the eventual conclusions. This strong relationship
seemed to give a lot of credence to the test methodology devised in Chapter 3.
The complete list of the findings related to the ICF and ICBF is provided at the
end of the section. The list is a comprehensive account of the answers to the research
questions presented earlier in Chapter 3.
The list serves two main purposes related to the dissertation. First, the list
itemizes the novel features of the developed frameworks that were proven. Second, it
presents an in-depth understanding of the frameworks as they relate to the research
factors and parameters of interest as well as the novelty of the approaches.
The ICF and ICBF both were strongly concluded to exhibit the novel features
proposed in Chapter 4 and Chapte 5 of this dissertation.
The ICF and ICBF displayed overall success against the benchmark algorithms.
Particularly, the ICF had better success with the ICA and the ICBF outperformed the
GBBA. Across each of the response measure either one or both frameworks
outperformed the benchmarks. Additionally, both frameworks provided performance
increases under environmental changes.
The ICF and ICBF showed promising conclusions in performance regarding
optimality gap. For example, an in-depth analysis showed the scaling did not affect the
performance of the ICF in terms of its optimality gap. This is a positive feature for the
ICF as a robust solution to scaling effects of fleet size and growths in task size. The ICF
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shows a gradual decrease in as the communication length widens. The ICBF, on the other
hand, improves its performance significantly as the size of the fleets and tasks increases.
The multi-assignment approach does display robustness to changes in the number of tasks
it is assigned. This is an important feature for missions involving computational
complexity.
The novel frameworks are able to provide positive answers to the research
questions regarding convergence steps. Both approaches converged in fewer steps than
the ICA. There is currently little evidence on behalf of the ICF and ICBF that
demonstrates increased scaling effects will decrease convergence steps. While unproven,
this answers the research questions and provides bounds on the capability that need
further development. The ICF did, however, significantly decrease the number of
convergence steps necessary to assign tasks when the communication lengths increased.
The ICBF followed a similar behavior as the number of tasks it could carry increased.
The ICF’s behavior in terms of execution times were unaffected by an increase
from a medium to large scale. Increases from small-to-medium scales resulted in
significantly longer execution times. This again places favor toward the ICF as a wellrounded solution that will be prove feasible in a number of different scenarios. The ICBF,
however, saw no such behavior with an increase in scaling effects. Additionally, strong
evidence regarding the efficiency of the ICBF measured in execution times was
concluded as the task horizon increased from 1 task to 3 tasks.
The combined list of Case 1 and Case 2 findings are provided as conclusions to
the research questions.
•

The ICF/ICBF assigns and executes tasks as expected
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•

The ICF/ICBF identifies when an agent is lost and what tasks are orphaned

•

The ICF/ICBF validates which tasks are executed

•

The ICF/ICBF reassigns lost tasks across the fleet in real-time

•

The ICF provides comparable results in comparison to the ICA and GBAA
with respect to optimality gap

•

The ICBF produced lower optimality gap values than the GBBA, but not the
ICA

•

The ICF demonstrates robustness to scaling effects with respect to optimality
gap

•

The ICBF decreases optimality gap as scaling effects increase

•

The ICF shows a gradual leveling effect as the communication range increases
for each agent with respect to optimality gap

•

The ICBF is robust to changes in the task horizon with respect to optimality
gap

•

The ICF/ICBF converges in fewer steps than the ICA, but not GBAA

•

The ICF shows fewer convergence steps are necessary as communication
range increases

•

The ICBF had fewer convergence steps as the task queuing number increases

•

The ICF executes tasks in shorter time periods than both the ICA and GBAA

•

The ICBF had smaller execution times than the GBBA, but not the ICA

•

Execution times for the ICF over the fleet gradually level off as the scaling
increases

•

The ICBF is robust to changes in scaling with respect to execution times
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•

The ICBF decreased execution times under small to moderate task horizon
increases

•

Strong interactions between the number of agents and tasks and
communication lengths for each agent were detected for the ICF under the
convergence steps and execution time responses

•

Strong interactions between the number of agents and tasks and task horizons
for each agent were detected for the ICBF for the parameters of interest

E. Discussions
This dissertation surveyed current trends not only in the body of knowledge but in
the real world. The exhaustive investigation revealed gaps in current research to problems
of real world applications for unmanned aerial vehicles. Two novel frameworks were
developed with the intent to close these research gaps and provided a basis to address
some of the problems in UAV applications today. The analysis in this dissertation
provided conclusions to the research hypotheses proposed. These conclusions are now
discussed in the larger context as contributions to the body of work. Future applications
of the proposed framework are discussed as well.
The dissertation concluded that the proposed frameworks were able to inform
other agents of task executions, identify when agents should be regarded as lost, and
provided a scheme to re-evaluate assignment of orphaned tasks. This behavior presents
contributions to the body of work by providing new safeguards against agents that may
be lost during a mission that utilize auction and consensus-based approaches for task
assignments. The new features identify and record executed tasks, thereby relieving a
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human teleoperator from a cognitive burden. Additionally, having a pre-defined time
limit that identifies lost vehicles aids a teleoperator by providing a consistent protocol
devoid of human error for raising an alarm. This feature also prevents lapses in
identifying lost vehicles due to mental fatigue. The reassignment of orphaned tasks
provides an automated capability to alleviate complex decision-making on human
teleoperators. This is an important consideration as in real-time scenarios such as tactical
surveillance making proper allocations over multiple opportunities under a highly
stressed state can be very difficult. Furthermore, the use of this feature allows for
allocations when a human teleoperator is currently unavailable such as in anti-access/area
denial scenarios.
It is important to note the implications of these novel features. The increase in
self-governance of unmanned vehicles represents a paradigm shift in human-machine
interactions. Humans will no longer have to be concerned with status monitoring of
vehicles during operations. This frees up the teleoperators to concentrate on more
complex human-only functions allowing for even more complicated tasks to occur.
Additionally, a host of activities that were previously not achievable are now open for
exploration. These activities will be discussed more in the following section.
Conclusions regarding the proposed frameworks confirmed their competitiveness
in comparison to benchmark algorithms. The proposed frameworks were tested against a
benchmark algorithm known to provide an optimal result under perfect communication
and an algorithm that only communicated with its direct neighbors but provided
acceptable results. In this sense, the single assignment ICF contributed to the body of
knowledge by providing a solution that could be competitive in environments where
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communication between agents may be problematic. Real world applications could
involve radio frequency (RF) congested areas, such as metropolitan cities or enemy
territories with RF jammers. The multi-assignment ICBF contributed to the research base
by providing a method that could as acceptable as other approaches under conditions
where multiple tasks may be queued. These types of situations are important when certain
tasks are inherently linked such as monitoring a specific route. Additional to the
frameworks contributing as suitable solutions for the AP/VRP, these frameworks present
novel features the solution space do not currently possess.
This dissertation not only contributes by comparing the frameworks to the
existing solution space, but in identifying bounds on the frameworks themselves. These
contributions better filter suitable applications of the frameworks. For example, the ICF
has significantly faster convergence from small to medium communication ranges. This
would infer that the decision-making ability of agents using this approach greatly picks
up during the transition of absolute communication denial to degraded states. The
contribution in this case points to the ICF’s reliance on communication for decisionmaking, although it is shown that full communication may not be necessary. Another
contribution is in the identification of the faster execution times as the communication
range increases from a medium level to full communication for the ICF. This trend
contributes to the body of knowledge by informing mission planners that are concerned
with speed of execution to utilize this approach over uncontested regions primarily.
Bounds on the ICBF also provide notable contributions to both the body of
knowledge and mission planners that may employ this approach. The ICBF was
confirmed to converge faster as the number of agents and tasks increased from small to

259

medium scales and is unaffected by large scales. The contribution in this case is the ICBF
as a suitable method that not allocates tasks no matter the scale. Situations that could
contribute to this type of solution are large scale surveillance teams for military
campaigns or traffic monitoring of large cities or states. In the case of decision making
the ICBF did significantly converge faster increasing the task horizon from a single agent
to 5 tasks. The contribution of this conclusion is in identifying that the ICBF tends to
converge faster when allowed to store numerous tasks in its queue. Similarly, the ICBF
executed tasks more quickly when its task horizon was increased from 1 task to 3 tasks.
This was not confirmed for 3 to 5 tasks. However, these results contribute to the body of
knowledge and understanding for mission planners that the ICBF is a solution approach
that provides robust results beyond small scales and single task queues.
1. Applications of the ICF/ICBF

Throughout this dissertation a number of different applications for UAVs were
used to demonstrate possible situations relevant to the proposed frameworks. These
situations included the use of the frameworks to support fire surveillance and traffic
monitoring. In fact, the results from the evaluations of the proposed frameworks in
comparison to benchmark algorithms show that most of the standard applications relevant
to the AP/VRP are within reach. Those applications will not be the focus of this section.
For more information, Chapter 2 provides a robust survey on these standard applications.
This section will focus on innovative applications relevant to the ICF/ICBF only due to
its novel capabilities.
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Four examples of possible application are provided for unmanned systems
utilizing the ICF/ICBF construct. Two of the applications are fully autonomous, while the
other two are human teleoperator enabling functions.
The first application is to employ unmanned systems for high-risk, coordinated
attacks. This function takes advantage of the resiliency and coordination of the
ICF/ICBF. Current thoughts regarding A2/AD environments exclude unmanned systems.
This is true because most currently deployed unmanned systems are centralized systems
that break down in performance when beyond communication range. Furthermore,
concerns regarding mission success make use beyond command and control ranges too
risky. However, employment of inexpensive, decentralized, consensus-driven drones
would act as an advanced guard for manned systems. These systems could move into
dangerous zones that are RF-jammed and strike multiple targets in a coordinated fashion
to gain a strategic or tactical advantage without a single human loss. If kinetic attacks are
beyond doctrine, electronic attacks could disable an enemy front to allow friendly troops
time to conduct an offensive with the tactical advantage.
The second autonomous application is the use of drones for unsupervised deep
exploration. In this case, deep could refer to remote regions of the ocean, underground
caverns, or space. In any of these scenarios, the task execution and validation aspects of
the frameworks are vitally important. To illustrate, the unmanned explorers could
converge on multiple efficient routes with common communication points. As the
unmanned systems explore their regions they will intermittently cross each other at these
points, thus verifying that the explored regions represented as tasks have been completed.
If an agent does not show up, the agent(s) can determine if it is more advantageous for
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the mission to pick up the abandoned regions or continue on to its previously assigned
tasks all without a human-in-the-loop. Thus missions can survive well beyond human
intervention or a loss of numbers of agents.
The first human-enabling application is the creation of a self-organizing mobile
persistent surveillance team. In this case, imagine a fleet of combat UAVs that are tasked
to track a hostile enemy. Once the enemy has been encountered, the enemy starts firing
resulting in the loss of unmanned systems. The agents would react like a mobile selfhealing mine field, providing continual coverage and even reforming by moving to task
positions for better coverage while a human teleoperator decides what to do. Now a
teleoperator will not have to decide how to reconfigure multiple agents for better
coverage. This function will be automatic allowing the teleoperator to either gather data
or return fire.
The second human enabling application is to provide real-time strategic
mitigation for teleoperators. In the event, the fleet of unmanned systems encounters a
hostile environment such as a fire or enemy that inhibits its task assignment or planned
path, the self-governance of the ICF/ICBF will provide a human teleoperator time to
devise a strategic plan. This form of enhanced decision-making should not be confused
with the application above. In that example, the human does not actively alter the fleet’s
behavior. Here, the human would reprogram the fleet on-the-fly even while the fleet tries
to maintain a near-optimal tactical execution of tasks under attrition.
All of the above applications point to the possibilities inherent in the use of the
ICF/ICBF. Throughout the examples of use, the robustness of the proposed frameworks
is called to attention. In addition, the frameworks show unique applications by being fully
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autonomous mitigating the need for a human teleoperator or by raising the stature of the
teleoperator by allowing them to utilize more human specific aspects of cognition to
improve operations.
In this dissertation, the ICF/ICBF was explored from problem origin to potential
employment. Conditions in today’s use of unmanned systems and gaps in existing
research served as catalysts to the concept of the robust and efficient frameworks.
Existing constructs in literature addressing path planning and tasks assignment served as
a basis for the formulation of the phases. Original thought in this dissertation completed
the development of the novel frameworks. Rigorous testing through designed
experiments confirmed these integrated frameworks as not only novel contributions to
body of knowledge, but highly performing and efficient solutions capable of practical
implementation. Finally, distinctive and noteworthy applications that take advantage of
the novel contributions of the ICF/ICBF were presented.
The final chapter in this dissertation provides initial direction to the possibilities
beyond those explored in this study. The future work proposes suggestions to gain a
deeper understanding regarding the behavior of the proposed framework. The ideas
conceived in the chapter also provide an initiation of thought to new areas of application
and implementation. The chapter thus serves to cover the breadth and depth of future
work possible for these novel frameworks.
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CHAPTER 7

FUTURE WORK

This dissertation marks the development and seminal study of the Integrated
Consensus Framework and Integrated Consensus Bundle Framework. The work
conducted herein provided a solid foundation to investigations into the behavior and the
potential applications of the ICF and ICBF. Still, as newly developed solutions, there
exists many different opportunities to understand these methodologies and improve upon
them. Beyond basic and applied research considerations, numerous avenues for actual
experimentation and employment exist. The section below provides a synapsis of some of
the ideas regarding future work that is possible for these frameworks.
A number of opportunities exist for future work regarding the ICF and ICBF.
Some of these ideas are captured in this section. The areas for future work are divided
into four sections: environment, agent-based, task-based, and strategy. Environment
refers to exploratory areas in the UAV environment itself or test methodology specifics.
Agent and task-based ideas refer to considerations for the agent and task, respectively.
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The strategy section looks at variances in the specific strategies called out in this
dissertation.

A. Environment
The environment for the UAV and test procedure offers a lot of possibility for
understanding the behavior of the proposed frameworks. The addition of obstacles, both
static and dynamic, is considered suitable avenues for investigation due to the real world
applications therein. Most communication systems suffer from some form of bit error
rate. This condition can have an impact on the communication of validated tasks and as
such is worth exploring through random communication dropouts. The results from the
study determined some research factors induced nonlinear responses over the range of
levels. To better understand this behavior, more granularities in the levels of certain
research factors would be advised. Additionally, subjecting the ICBF to the
communication research factor can provide a better understanding of this framework in
communication constrained environments. Another possible extension would be to
extend the dimensions of the actual environment for three-dimensional modelling.

B. Agent-based
The agents in this study provided a baseline that did not detract from
understanding the proposed frameworks. In an effort to better understand the
complexities of the framework in the future, different nuances to the agents can be added.
For example, providing the agents with a finite horizon creates realism to the problem set
by simulating finite radar ranges for UAVs. Maneuverability of agents is another real

265

world consideration that can be added to this problem. Other features include, variable
speeds and payload limitations.

C. Task-based
Similar to the previous section, tasks were held to a standard to focus on the
behavior of the ICF and ICBF. However, variations to the tasks can be utilized to test the
robustness of these proposed frameworks. One such variation would be to allow for
mobility of tasks in either a random or looping fashion. Another feature would be to
allocate a hardness score or probability of execution to the tasks that obviates a
preconceived notion of a “guaranteed kill”.

D. Strategy
The strategies employed in this dissertation were founded on prior research.
However, the previous research did not demonstrate the only known methods or values
for the strategies employed in this dissertation.
Path planning strategies are a well explored topic and this dissertation utilized
only one such approach due to its popularity. Numerous approaches exist that can be used
to substitute the lower tier of the proposed frameworks with varying results. The scoring
mechanism is another area of exploration. Simply changing the values for the discount
factor will offer up very different results. Furthermore, a different model such as
depreciation models found in economics could be utilized. The loss of vehicles is another
area of future exploration as the probability of lost vehicles in a fleet may increase or
decrease over time. The actual timing mechanism for vehicle loss can impact the results
for the ICF and ICBF and is another suitable area of exploration.
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Further strategies for model development are a possible area of exploration.
Although, the most of the residual analyses provided enough evidence the models
developed were adequate, some of the plots did not provide a lot of confidence in the
models developed. Violations on the assumptions warrant further exploration on different
techniques that might be useful or even further examination of weighting and
transformation values. The use of polynomial models may be able to address some of the
variance instability in the research factors.
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APPENDIX A Pseudo Codes

Table A.1 Pseudo Code for Auction Process
Algorithm 1 CarA Algorithm Phase 1 at time t:
1: ∀i ∈ {1,K, Nu }
2: receive G
3: s i = GetScores ( G , vnom, ls , [ l f ])
4: // The procedure below initializes if agent i has no assignments or a task was
5: // abandoned.
6: procedure Select Task (si ,xi (t − 1),ti (t − 1),yi (t − 1),zi (t − 1), K
7:

K ,fi (t − 1),Ki (t − 1))

8:

xi (t ) = xi (t −1)

9:

ti (t ) = ti (t −1)

10:
11:

yi (t ) = yi (t −1)
zi (t ) = zi (t − 1)

12:

fi (t ) = fi (t −1)

13:

if

∑

j

x ij (t ) = 0

∑

j

f ij (t ) ≠ 0

Hi = (si > yi (t ) ∧ ¬zi (t )) ∧ Ki
14:
15: // Task j is assigned to agent i presuming it has the winning score, is not already
executed 16: // and it is capable of performing the task.
J i = argmax j H ij sij
17:
18:

xi , J i (t ) = i

19:

t i , J i (t ) = t

yi , J i (t ) = si , J i
20:
21:
end if
22: end procedure
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Table A.2 Pseudo Code for Consensus Process
Algorithm 2 CarA Algorithm Phase 2 at time t:
1: // The agents send their winning agents lists, winning bids lists and assignment times,
not 2: // including those tasks that were completed to each other if there exists a live
connection
3: Send xi ,yi ∧ ¬ zi ,ti ∧ ¬ zi to k if ∃gik (t ) = 1
4: Receive xk ,y k ,t k from k if ∃gik (t ) = 1
5: // This procedure is to update the task ownership
6: procedure Update Task g i (t ), y k∈{k g ik (t )=1}(t ), J i

(

)

7: // The winning bids list is updated through consensus by comparing and keeping the
8: // maximum scores for tasks from the winning bids lists for uncompleted tasks
9:

{

}

yij (t ) = maxk gik (t ) ⋅ ykj (t − 1) , ∀j ∈ j zij = 0

10: // The agent assigned to task Ji after the consensus update
ψ i, J i (t ) = arg maxk gik (t ) ⋅ yk , Ji (t )
11:
12: // If the agent assigned to task Ji is not the original assigned agent, the task is removed
13: // from its assignment list and new agent’s time to complete the task starts then
14:
if ψ ij , J i ≠ i then
15:

xi , J i (t ) = 0

ti , J i (t ) = tk , J i
16:
17:
end if
18: end procedure

Table A.3 Pseudo Code for Validation Process
Algorithm 3 CarA Algorithm Phase 3 at time t:
1: // The agent k will initialize the release times for each agent
2: Tk = 0
3: // If agent i arrives at the task location then the task is completed
4: if lk (t ) = l J k (t )

z kj (t ) = 1
5:
6: // This procedure deletes a completed task from the agent’s registry upon completion
7: // by either the agent itself or another agent. The element’s assignment time, score,
8: // winning agent, and winning bid are zeroized from each of the stored memory vectors
9:
procedure delete Task zkj (t ),tkj (t ),xkj (t ), skj (t ),ykj (t )

(

10:

)

if zkj (t ) = 1, ∀j
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Table A.3 (continued)
11:

tkj (t ) = 0 t kj (t )

12:

skj (t ) = 0 skj (t )

13:

xkj (t ) = 0 xkj (t )

ykj (t ) = 0 ykj (t )
14:
15:
end if
22: // The agent will notify each agent it is capable of informing that the task is
completed
23: // and will receive similar notifications from other agents
24:
send z k to k with g ik (t ) = 1
25:
Receive z i from k with g ik (t ) = 1
26: // The agent will update its completion list if the sender reports a completed task
zij (t ) = gik (t ) ⋅ zkj (t ),∀j
27:
28:
end procedure
29: // If the location of agent i is not at the assigned task location
30: else if lk (t ) ≠ l J k (t )
31: // Agent k checks its connectivity with agent i and extends the communication
dropout 32: // time by the currently assessed time from agent k and a predefined
increment
33:
if gik = 1

Tki (t ) = gik (t ) ⋅ tk + δi , ∀i
34:
35: // otherwise the agent k will assess if the communication dropout time has been
36: // reached
37:
else if gik ≠ 1
38: // This procedure outlines the conditions in which a task is released from the custody
39: // of a lost agent.
40:
procedure release task xkj (t ),zkj (t ),Tki (t ),fkj (t ),skj (t ),ykj (t ),tkj (t )
41: // If agent k does not receive confirmation of online status through live connection it
42:// checks to determine if the current time exceeds the communication dropout time for
43: // agent i.
44:
if xkj (t ) ≠ 0 ∧ zkj (t ) = 0
45: // If the time limit is exceeded, the agent is considered lost
46:
if tk > Tki

(

)

47: // The agent k will determine the assigned task J i for the lost agent i

J i ∋ xkj = i
48:
49: // If the time limit is exceeded the abandoned task list is updated, and
50: // the assignment time, score, task owner, and winning bid is reset according to agent
k.
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Table A.3 (continued)
51:

f kj (t ) = 1

52:

tkj (t ) = 0

53:

xkj (t ) = 0

54:

skj (t ) = 0

ykj (t ) = 0
55:
56:
end if
57:
end if
58: // The agent will notify each agent it is capable of informing that the task is released
59: // and will receive similar notifications from other agents
60:
send fi to k with g ik (t ) = 1
61:
Receive f k from k with g ik (t ) = 1
62: // The agent will update its orphaned task lists if the sender reports a released task
f ij (t ) = gik (t ) ⋅ f kj (t ),∀j
63:
64:
end procedure
65:
t = t +1
65:
RETURN to Phase 1
66: end if
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Table A.4 Pseudo Code for Path Planning Process
Algorithm 4 mod-D Algorithm at time t:
1: // This procedure determines the task scores (bids) for the agent based on Dijkstra’s
2: // Algorithm
3: procedure Get Scores ( G , vnom, ls , [ l f ])
4:
5:

k =1
for ∀v ∈G

6:
infinity
7:
8:
9:
10:

end for

11:

ls ∈ R

// Initializations for all vectors in the graph

d(v) = ∞

// Distances from source to v not computed are set to

vv = 0

// All vectors are marked as unvisited

vk*−1 = undef

// Previous node in optimal path from source

d (ls ) = 0

// Distance from source to self is zero
// The source is added to R

12:
while R ≠ ∅ ∨ k < Th ∨ ls ≠ l f // while Q is not an empty set or number
of 13: // tasks assigned is less than the task horizon or the target location is not reached
k = k +1
14:
u = argmin(d (v) ∈ R) ∧ vv = 0 // Vertex in R with the smallest distance that
15:
is 16: // not visited
17:
for ∀u′ // For every neighbor of u
d(u′) = d(u) + d(u, v) // The distance from the source to the
18:
19: // neighbor of u
20:
if d(u′) < d(v)
21:
22: // vertex v
23:
24: // u
25:
26:
27:
28:

d(v) = d(u′) // Preserve the shortest distance from source to
vk*−1 = u // Make the previous node in optimal path equal to
if vv = 0 // If a node has not been visited
v ∈ R // Add an unvisited v to set R to be processed
end if
d vk*−1
tv =
+ t
vnom

( )

29:
sk = a k e − λt v
30:
end if
31:
end for
32:
end while
33: return si = {sk , sk −1 ,Ks0 }
273

34: end procedure
Table A.5 Pseudo Code for Bundle Building Process
Algorithm 5 CarAB Algorithm Phase 1 at time t:
1: ∀i ∈ {1,K, Nu }
2: receive G
3: // The procedure below initializes if agent i has available task capacity or a task was
4: // abandoned.
 x (t − 1),t (t − 1),y i (t − 1),z i (t − 1), K ,

5: procedure build bundle  i
(
)
(
)
(
)
−
−
−
f
t
1
b
t
1
,
p
t
1
,
K
i
i
i
 i

6: xi (t ) = xi (t −1)
7: ti (t ) = ti (t −1)
8: yi (t ) = yi (t −1)
9: zi (t ) = zi (t − 1)
10: fi (t ) = fi (t − 1)
11: bi (t ) = bi (t −1)
12: pi (t ) = pi (t −1)
13:
while x i (t ) ≠ 0
14: // The last element in the current UAV path is the starting location for the path plan
ls = pi ,end (t )
15:
16:

s i = GetScores (G, v nom ,ls ,[l f ])

17:

Sipi =

pi

∑ s&

n
ij

=

∑a e

n =1

18:

− λt jn (p )

j ij

if j ∈ b i
 0,
s&ij [b i ] = 
pi ⊕ n { j}
pi
− S i , otherwise
 max n ≤ p i S i

Hi = (s&i > yi (t )) ∧ Ki
19:
20: // Task j is assigned to agent i presuming it has the winning score and it is
21: // capable of performing the task.
J i = argmaxj H ij s&ij
22:
23: // The index n is the position where task j is assigned along the path
24:
ni ,J = argmax n S p ⊕ {J } ti,J i
25: // The bundle is updated such that the assigned task j is added to the end of the bundle
bi = bi ⊕end {Ji }
26:
27: // The path is updated such that the assigned task j is added at the index n along the
28: // path. Additionally, the assignment, time and winning score is also updated.
pi = pi ⊕ni , J i {J i }
29:
i

n

i

i

30:

xi , J i (t ) = i
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Table A.5 (continued)
31:

t i , J i (t ) = t

yi , J i (t ) = s&i , J i
32:
33: // If the abandoned task j for agent i is an element of the list of assigned tasks, J*, the
34: // abandoned task element is no longer abandoned.
35:
if f ij ∈ J
*

f ij = 0
36:
37:
end if
38:
end while
39: end procedure

Table A.6 Pseudo Code for Conflict Resolution Process
Algorithm 6 CarAB Algorithm Phase 2 at time t:
1: // The agents send their winning agents lists, winning bids lists and assignment times,
not 2: // including those tasks that were completed to each other if there exists a live
connection
3: Send xi ,yi ∧ ¬ zi ,ti ∧ ¬ zi to k if ∃gik (t ) = 1
4: Receive xk ,y k ,t k from k if ∃gik (t ) = 1
4: // Upon message reception from agent k, agent i updates its reception vector
5: rik = τ r
6: // This procedure is to determine the decision rules executed by agent i
7: procedure execute rule (x i (t ), y i (t ), t i (t ), ri (t ))
8: // Table 5.5 provides the complete breakdown of the decision rules
9: end procedure
10: // The earliest bundle b entry that no longer belongs to agent i is identified
11: ni , b = min n : xi , bin ≠ i
12: // The task that no longer belongs to agent i and any following tasks are removed
13: // from agent i’s bundle b
14: bin = 0, ∀n ≥ ni , b
15: // Agent assignments, winning bids, and assignment times for tasks at and beyond the
16: // earliest removed bundle b entry are also removed
17: xi , bin = 0, s&i ,bin = 0, yi ,bin = 0, ti ,bin = 0, ∀n ≥ ni , b

{

}
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Table A.7 Pseudo Code for Bundle Validation Process
Algorithm 7 CarAB Algorithm Phase 3 at time t:
1: // The agent k will initialize the release times for each agent
2: Tk = 0
3: // While a bundle for agent k is not empty or there exists a task j that is an orphan
4: while b k ≠ 0 ∨ ∃f kj = 1
5: // If agent k arrives at the task location then the task is completed
6:
if lk (t ) = l J k (t )

z kj (t ) = 1
7:
8:
end if
6: // This procedure deletes a completed task from the agent’s registry upon completion
7: // by either the agent itself or another agent. The element’s assignment time, score,
8: // winning agent, and winning bid are zeroized from each of the stored memory vectors
9:
procedure delete Task xkj (t ),s&kj (t ),tkj (t ),ykj (t ),bkj (t ), pkj (t )

(

10:

)

if zkj (t ) = 1,∀j

11:

xkj (t ) = 0

12:

s&kj (t ) = 0

13:

t kj (t ) = 0

14:

ykj (t ) = 0

15:

bkj (t ) = 0

pkj (t ) = 0
16:
22:
end if
23: // The agent will notify each agent it is capable of informing that the task is
completed
24: // and will receive similar notifications from other agents
25:
send z k to k with g ik (t ) = 1
26:
Receive z i from k with g ik (t ) = 1
27: // The agent will update its completion list if the sender reports a completed task
zkj (t ) = gik (t ) ⋅ zij (t ),∀j
28:
29:
end procedure
30: // Agent k checks its connectivity with agent i and extends the communication
dropout 31: // time by the currently assessed time from agent k and a predefined
increment
32:
if gik = 1

Tki (t ) = gik (t ) ⋅ tk + δi , ∀i
33:
34: // otherwise the agent k will assess if the communication dropout time has been
35: // reached
36:
else if gik ≠ 1
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Table A.7 (continued)
37: // This procedure outlines the conditions in which tasks are released from the custody
38: // of a lost agent.
39:
procedure release task (xk ,zk ,Tk ,fk ,s&k ,yk ,tk , G(t ))
40: // If the communication dropout time limit is exceeded, the agent is considered lost
41:
if t k ≥ Tki ∧ x i (t ) ≠ 0
42: // The earliest bundle b entry for agent i that is not completed according to agent k is
43: // identified
44:
qk , ib = min q : xk , biq = i ∧ z kq ≠ 1

{

}

45: // Agent assignments, winning bids, and assignment times for tasks of agent i at and
46: // beyond the earliest removed bundle b entry are removed from agent k
47:
xk , biq = 0, s&k , biq = 0, y k , biq = 0, t k , biq = 0, ∀q ≥ qk , b
48: // The tasks that are abandoned at and beyond the earliest removed bundle b entry are
49: // also removed
f kq = 1, ∀q ≥ qi , b
50:
51: // The agent will notify other agents it is capable of informing that the agent i is lost
52: // and will receive similar notifications from other agents
53:
send f k to m with gmk (t ) = 1
54:
Receive fm from m with gmk (t ) = 1
55: // The agent will update its abandoned task list if the sender reports an abandoned task
f kj (t ) = g mk (t ) ⋅ f mj (t ),∀j
56:
57:
RETURN to Phase 1
58:
end if
59:
end procedure
60:
end if
61: t = t + 1
62: end while
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APPENDIX B Tukey’s Range Test

Table B.1 Tukey’s range test of CommL Factor for Optimality Gap (ICF)
Grouping Information Using Tukey Method and 95.0% Confidence
CommL
-1
0
1

N
93
93
93

Mean
0.2460
0.1429
0.1303

Grouping
A
B
B

Means that do not share a letter are significantly different.

Tukey 95.0% Simultaneous Confidence Intervals
Response Variable OpGap
All Pairwise Comparisons among Levels of CommL
CommL = -1 subtracted from:
CommL
0
1

CommL =
CommL
1

Lower
-0.1407
-0.1534

0

Center
-0.1031
-0.1157

Upper
-0.06540
-0.07806

-+---------+---------+---------+----(------*-------)
(-------*------)
-+---------+---------+---------+-----0.150
-0.100
-0.050
-0.000

subtracted from:

Lower
-0.05033

Center
-0.01266

Upper
0.02500

-+---------+---------+---------+----(------*-------)
-+---------+---------+---------+-----0.150
-0.100
-0.050
-0.000

Tukey Simultaneous Tests
Response Variable OpGap
All Pairwise Comparisons among Levels of CommL
CommL = -1 subtracted from:

CommL
0
1

CommL =

Difference
of Means
-0.1031
-0.1157

0

SE of
Difference
0.01609
0.01609

T-Value
-6.405
-7.192

Adjusted
P-Value
0.0000
0.0000

subtracted from:
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Table B.1 (continued)
Difference
of Means
-0.01266

CommL
1

SE of
Difference
0.01609

T-Value
-0.7869

Adjusted
P-Value
0.71

Table B.2 Tukey’s range test for All Solutions over Convergence Steps (ICF)
Tukey Simultaneous Tests
Response Variable ConSt
All Pairwise Comparisons among Levels of Sol
Sol = -1 subtracted from:
Difference
of Means
-1408
-1338

Sol
0
1

Sol =

Sol
1

0

SE of
Difference
12.66
12.66

T-Value
-111.2
-105.7

Adjusted
P-Value
0.0000
0.0000

T-Value
5.565

Adjusted
P-Value
0.0000

subtracted from:

Difference
of Means
70.39

SE of
Difference
12.65

Table B.3 Tukey’s range test for AT Factor over Convergence Steps (ICF)
Tukey Simultaneous Tests
Response Variable ConvSt
All Pairwise Comparisons among Levels of AT
AT = -1 subtracted from:

AT
0
1

AT =

AT
1

Difference
of Means
57.14
181.05

0

SE of
Difference
10.91
10.91

T-Value
5.238
16.597

Adjusted
P-Value
0.0000
0.0000

T-Value
11.36

Adjusted
P-Value
0.0000

subtracted from:

Difference
of Means
123.9

SE of
Difference
10.91
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Table B.4 Tukey’s range test for CommL Factor over Convergence Steps (ICF)
Tukey Simultaneous Tests
Response Variable ConvSt
All Pairwise Comparisons among Levels of CommL
CommL = -1 subtracted from:
Difference
of Means
111.43
-30.53

CommL
0
1

CommL =

0

T-Value
10.215
-2.798

Adjusted
P-Value
0.0000
0.0142

T-Value
-13.01

Adjusted
P-Value
0.0000

subtracted from:

Difference
of Means
-142.0

CommL
1

SE of
Difference
10.91
10.91

SE of
Difference
10.91

Table B.5 Tukey’s range test of All Solutions for Execution Times (ICF)
Tukey Simultaneous Tests
Response Variable ExTime
All Pairwise Comparisons among Levels of Sol
Sol = -1 subtracted from:
Difference
of Means
-1.050
-2.365

Sol
0
1

Sol =

Sol
1

0

SE of
Difference
0.2874
0.2874

T-Value
-3.652
-8.229

Adjusted
P-Value
0.0008
0.0000

T-Value
-4.577

Adjusted
P-Value
0.0000

subtracted from:

Difference
of Means
-1.315

SE of
Difference
0.2874

Table B.6 Tukey’s range test of AT Factor for Execution Times (ICF)
Tukey Simultaneous Tests
Response Variable ExTime
All Pairwise Comparisons among Levels of AT
AT = -1 subtracted from:

AT
0
1

AT =

AT
1

Difference
of Means
1.481
1.251

0

SE of
Difference
0.3077
0.3077

T-Value
4.815
4.066

Adjusted
P-Value
0.0000
0.0001

T-Value
-0.7486

Adjusted
P-Value
0.7345

subtracted from:

Difference
of Means
-0.2303

SE of
Difference
0.3077
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Table B.7 Tukey’s range test of CommL Factor for Execution Times (ICF)
Tukey Simultaneous Tests
Response Variable ExTime
All Pairwise Comparisons among Levels of CommL
CommL = -1 subtracted from:
Difference
of Means
5.872
7.166

CommL
0
1

CommL =

0

T-Value
13.47
16.44

Adjusted
P-Value
0.0000
0.0000

T-Value
2.969

Adjusted
P-Value
0.0084

subtracted from:

Difference
of Means
1.294

CommL
1

SE of
Difference
0.4358
0.4358

SE of
Difference
0.4358

Table B.8 Tukey’s range test of All Solutions for Optimality Gap (ICBF)
Tukey Simultaneous Tests
Response Variable OpGap
All Pairwise Comparisons among Levels of Sol
Sol = -1 subtracted from:
Difference
of Means
0.15490
0.08346

Sol
0
1

Sol =

Sol
1

0

SE of
Difference
0.009277
0.009277

T-Value
16.698
8.996

Adjusted
P-Value
0.0000
0.0000

T-Value
-7.701

Adjusted
P-Value
0.0000

subtracted from:

Difference
of Means
-0.07145

SE of
Difference
0.009277

Table B.9 Tukey’s range test of AT Factor for Optimality Gap (ICBF)
Tukey Simultaneous Tests
Response Variable OpGap
All Pairwise Comparisons among Levels of AT
AT = -1 subtracted from:

AT
0
1

AT =

AT
1

Difference
of Means
-0.04172
-0.09271

0

SE of
Difference
0.01912
0.01912

T-Value
-2.181
-4.848

Adjusted
P-Value
0.0744
0.0000

T-Value
-2.666

Adjusted
P-Value
0.0209

subtracted from:

Difference
of Means
-0.05099

SE of
Difference
0.01912
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Table B.10 Tukey’s range test of All Solutions for Convergence Steps (ICBF)
Tukey Simultaneous Tests
Response Variable ConSt
All Pairwise Comparisons among Levels of Sol
Sol = -1 subtracted from:
Difference
of Means
-801.4
-794.1

Sol
0
1

Sol =

Sol
1

0

SE of
Difference
5.837
5.837

T-Value
-137.3
-136.1

Adjusted
P-Value
0.0000
0.0000

T-Value
1.248

Adjusted
P-Value
0.424

subtracted from:

Difference
of Means
7.287

SE of
Difference
5.837

Table B.11 Tukey’s range test for AT Factor over Convergence Steps (ICBF)
Tukey Simultaneous Tests
Response Variable ConSt
All Pairwise Comparisons among Levels of AT
AT = -1 subtracted from:

AT
0
1

AT =

AT
1

Difference
of Means
5.785
42.429

0

SE of
Difference
1.937
1.953

T-Value
2.987
21.727

Adjusted
P-Value
0.0079
0.0000

T-Value
18.77

Adjusted
P-Value
0.0000

subtracted from:

Difference
of Means
36.64

SE of
Difference
1.953

Table B.12 Tukey’s range test for TaskHorz Factor over Convergence Steps (ICBF)
Tukey Simultaneous Tests
Response Variable ConSt
All Pairwise Comparisons among Levels of TaskHorz
TaskHorz = -1 subtracted from:

TaskHorz
0
1

TaskHorz =

TaskHorz
1

Difference
of Means
-2.47
-17.29

0

SE of
Difference
1.947
1.947

T-Value
-1.267
-8.878

Adjusted
P-Value
0.4141
0.0000

T-Value
-7.612

Adjusted
P-Value
0.0000

subtracted from:

Difference
of Means
-14.82

SE of
Difference
1.947
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Table B.13 Tukey’s range test of All Solutions for Execution Times (ICBF)
Tukey Simultaneous Tests
Response Variable ExTime
All Pairwise Comparisons among Levels of Sol
Sol = -1 subtracted from:
Difference
of Means
7.161
4.436

Sol
0
1

Sol =

Sol
1

0

SE of
Difference
0.2894
0.2894

T-Value
24.74
15.33

Adjusted
P-Value
0.0000
0.0000

T-Value
-9.416

Adjusted
P-Value
0.0000

subtracted from:

Difference
of Means
-2.725

SE of
Difference
0.2894

Table B.14 Tukey’s range test for AT Factor over Execution Times (ICBF)
Tukey Simultaneous Tests
Response Variable ExTime
All Pairwise Comparisons among Levels of AT
AT = -1 subtracted from:

AT
0
1

AT =

AT
1

Difference
of Means
2.289
-1.045

0

SE of
Difference
0.5743
0.5743

T-Value
3.986
-1.820

Adjusted
P-Value
0.0002
0.1629

T-Value
-5.806

Adjusted
P-Value
0.0000

subtracted from:

Difference
of Means
-3.334

SE of
Difference
0.5743

Table B.15 Tukey’s range test for TaskHorz Factor over Execution Times (ICBF)
Tukey Simultaneous Tests
Response Variable ExTime
All Pairwise Comparisons among Levels of TaskHorz
TaskHorz = -1 subtracted from:

TaskHorz
0
1

TaskHorz =

TaskHorz
1

Difference
of Means
-3.092
-2.577

0

SE of
Difference
0.5743
0.5743

T-Value
-5.385
-4.486

Adjusted
P-Value
0.0000
0.0000

T-Value
0.8983

Adjusted
P-Value
0.6414

subtracted from:

Difference
of Means
0.5159

SE of
Difference
0.5743

283

REFERENCES

Alighanbari, Mehdi. 2004. “Task Assignment Algorithms for Teams of UAVs in
Dynamic Environments.” Massachusetts Institute of Technology.

Alighanbari, Mehdi, and Jonathan P. How. 2005. “Decentralized Task Assignment for
Unmanned Aerial Vehicles.” In Decision and Control, 2005 and 2005 European
Control Conference. CDC-ECC’05. 44th IEEE Conference on, 5668–73.

Aurenhammer, Franz. 1991. “Voronoi Diagrams-A Survey of a Fundamental Geometric
Data Structure.” ACM Computing Survey 23 (3): 345–405.

Bayati, Mohsen, Devavrat Shah, and Mayank Sharma. 2005. “Maximum Weight
Matching via Max-Product Belief Propagation.” In Information Theory, 2005.
ISIT 2005. Proceedings. International Symposium on, 1763–67.

Beard, Randall, and Vahram Stepanyan. 2003. “Synchronization of Information in
Distributed Multiple Vehicle Coordinated Control.pdf.” In Proceedings of 2003
IEEE Conference on Decision and Control, 2029–34.

Bellingham, John, Arthur Richards, and Jonathan P. How. 2002. “Multi-Task Allocation
and Path Planning for Cooperating Uavs.pdf.” In Proceedings of the American
Control Conference, 3741–46. Anchorage, AK.

284

Berger, Jean, Abdeslem Boukhtouta, Abdelhamid Benmoussa, and Ossama Kettani.
2012. “A New Mixed-Integer Linear Programming Model for Rescue Path
Planning in Uncertain Adversarial Environment.” Computers & Operations
Research 39 (12): 3420–30.

Bertsekas, Dimitri. 1989. The Auction Algorithm for Assignment and Other Network
Flow Problems. Technical. Cambridge, MA: Massachusetts Institute of
Technology.

Bertsekas, Dimitri P. 2001. “Auction Algorithms.” In Encyclopedia of Optimization,
edited by Christodoulos Floudas A. and Panos M. Pardalos, 1:73–77. Dordrecht:
Kluwer Academic Publishers.

Bertsekas, Dimitri P., and David A. Castañon. 1991. “Parallel Synchronous and
Asynchronous Implementations of the Auction Algorithm.” Parallel Computing
17 (6): 707–32.

Bertuccelli, Luca F., Han-Lim Choi, Peter Cho, and Jonathan P. How. 2009. “Real-Time
Multi-UAV Task Assignment in Dynamic and Uncertain Environments.”

Bianchi, Leonora. 2000. Notes on Dynamic Vehicle Routing The State of the Art.pdf.
Technical IDSIA-05-01.

Bone, Elizabeth, and Christopher Bolkcom. 2003. “Unmanned Aerial Vehicles:
Background and Issues for Congress.” Report for Congress Order Code RL31872,
Brunet, Luc. 2008. “Consensus-Based Auctions for Decentralized Task Assignment.”
Massachusetts Institute of Technology.

Brutschy, Arne, Giovanni Pini, Carlo Pinciroli, Mauro Birattari, and Marco Dorigo. 2012.
“Self-Organized Task Allocation to Sequentially Interdependent Tasks in Swarm
Robotics.” Autonomous Agents and Multi-Agent Systems, December.

285

Buš, Libor, and Pavel Tvrdík. 2007. “Towards Auction Algorithms for Large Dense
Assignment Problems.” Computational Optimization and Applications 43 (3):
411–36.

Chandler, P.R., and M. Pachter. 2001. “Hierarchical Control for Autonomous
Teams.pdf.” In AIAA Guidance, Navigation, and Control Conference, 632–42.

Chen, Ruey-Maw, Fu-Ren Hsieh, and Di-Shiun Wu. 2013. “Heuristics Based Ant Colony
Optimization for Vehicle Routing Problem.” In 7th IEEE Conference on
Industrial Electronics and Applications (ICIEA), 1039–43.

Cox, M. 2009. “Cargo UAVs Considered for Supply Delivery.” Army Times. March 15.
http://www.armytimes.com/news/2009/03/army_giant_uavs_031409w/.

Dai, Bo, and Haoxun Chen. 2011. “A Multi-Agent and Auction-Based Framework and
Approach for Carrier Collaboration.” Logistics Research 3 (2-3): 101–20.

Dantzig, G.B., and J.H. Ramser. 1959. “Dantzig and Ramser 1959 Mgmt Science The
Truck Dispatching Problem” Management Science, October, 80–91.

Department of Defense. 2011. “Unmanned Systems Integrated Roadmap FY2011-2036.”

Dias, M. Bernardine, and Anthony Stentz. 2003. TraderBots: A Market-Based Approach
for Resource, Role, and Task Allocation in Multirobot Coordination. Technical
Paper 689. Robotics Institute.
Dijkstra, Edsger W. “A Note on Two Problems in Connexion with Graphs”, Numerische
Mathematik 1 (1959): 269-271.

Dong, Zhuoning, Zongji Chen, Rui Zhou, and Rulin Zhang. 2011. “A Hybrid Approach
of Virtual Force and A∗ Search Algorithm for UAV Path Re-Planning.” In
Industrial Electronics and Applications (ICIEA), 2011 6th IEEE Conference on,
1140–45

286

Dubins, L.E. 1957. “On Curves of Minimal Length with a Constraint on Average
Curvature, and with a Prescribed Initial and Terminal Position.” American
Journal of Mathematics 79: 497–516.

Earl, M.G., and R. D’Andrea. 2005. “Iterative MILP Methods for Vehicle-Control
Problems.” IEEE Transactions on Robotics 21 (6): 1158–67.

Edmonds, Jack, and Richard Karp. 1972. “Theoretical Improvements in Algorithmic
Efficiency for Network Flow Problems.” Journal of the ACM 19 (2): 248–64.

Erdoğan, Güneş, Jean-François Cordeau, and Gilbert Laporte. 2010. “The Attractive
Traveling Salesman Problem.” European Journal of Operational Research 203
(1): 59–69.

Erdoǧan, Güneş, and Gilbert Laporte. 2013. “The Orienteering Problem with Variable
Profits.” Networks 61 (2): 104–16.

Erwin, Sandra. 2013. “Air Force’s Relationship with Unmanned Aviation Hits Plateau.”
National Defense. January.

Feillet, Dominique, Pierre Dejax, and Michel Gendreau. 2005. “Traveling Salesman
Problems with Profits.” Transportation Science 39 (2): 188–205.

Fung, Richard YK, Jiafu Tang, and Jun Zhang. 2009. “A Multi-Depot Vehicle Routing
Problem with Weight-Related Costs.” In Computers & Industrial Engineering,
2009. CIE 2009. International Conference on, 1028–33.

Gao, Mingsheng, Jun Jiang, NG Kien Ming, Teo Kwong Meng, and Kim-Leng Poh.
2013. “Cooperative Path Planning for UAVs with UAV Loss Considerations.” In
Computational Intelligence for Security and Defense Applications (CISDA), 2013
IEEE Symposium on, 38–44. IEEE.

287

Godfrey, Parke, Ryan Shipley, and Jarek Gryz. 2006. “Algorithms and Analyses for
Maximal Vector Computation.” The VLDB Journal 16 (1): 5–28.

Grøtli, Esten Ingar, and Tor Arne Johansen. 2012. “Task Assignment for Cooperating
UAVs under Radio Propagation Path Loss Constraints.” In Proceedings of the
2012 American Control Conference, Montréal, Canada, 2012, 3278-3283., 3278–
83. Montreal: Fairmont Queen Elizabeth.

Gujar, Sujit, and Y. Narahari. 2011. “Optimal Multi-Unit Combinatorial Auctions.”
Operational Research 13 (1): 27–46.

Gundlach, Jay. 2012. Designing Unmanned Aircraft Systems.pdf. AIAA Education
Series. Reston, VA: American Institute of Aeronautics and Astronautics, Inc.

Han-Lim Choi, L. Brunet, and J.P. How. 2009. “Consensus-Based Decentralized
Auctions for Robust Task Allocation.” IEEE Transactions on Robotics 25 (4):
912–26.

Hao, Yongxing. 2004. “A Practical Framework for Formation Planning and Control of
Multiple Unmanned Ground Vehicles.” University of Delaware.

Hart, Peter E., Nils J. Nilsson, and Bertram Raphael. 1968. “A Formal Basis for the
Heuristic Determination of Minimum Cost Paths.” Systems Science and
Cybernetics, IEEE Transactions on 4 (2): 100–107.
Hillier, Frederick, and Gerald Lieberman. 2009. Introduction to Operations Research.
New York: McGraw-Hill Higher Education.

Jackson, Justin, Mariam Faied, Pierre Kabamba, and Anouck Girard. 2011.
“Communication-Constrained Distributed Task Assignment.” In Decision and
Control and European Control Conference (CDC-ECC), 2011 50th IEEE
Conference on, 570–77.

288

Jie, Guo, Tang Shengjing, and Xu Qian. 2012. “An Improved Particle Swarm
Optimization and Its Application in Maneuvering Control Laws Design of the
Unmanned Aerial Vehicle.” In Natural Computation (ICNC), 2012 Eighth
International Conference on, 1107–11. IEEE.

Jung, Sunghun. 2010. “Real-Time UAV Autonomy through Offline Calculations.”
Purdue University.

Kimmel, Ron, and James A. Sethian. 2001. “Optimal Algorithm for Shape from Shading
and Path Planning.” Journal of Mathematical Imaging and Vision 14 (3): 237–44.

Koenig, Sven, V. Markakis, D. Kempe, P. Keskinocak, A. Kleywegt, A. Meyerson, S.
Jain, and M. Lagoudakis. 2006. “The Power of Sequential Single-Item Auctions
for Agent Coordination.”

Lagoudakis, Michail G., Marc Berhault, Sven Koenig, Pinar Keskinocak, and Anton J.
Kleywegt. 2004. “Simple Auctions with Performance Guarantees for Multi-Robot
Task Allocation.” In Intelligent Robots and Systems, 2004.(IROS 2004).
Proceedings. 2004 IEEE/RSJ International Conference on, 1:698–705.

Laporte, Gilbert. 1992. “The Vehicle Routing Problem_An Overview of Exact and
Approximate Algorithms.pdf.” European Journal of Operational Research, 345–
58.

Li, Chunlin, Layuan Li, and Youlong Luo. 2012. “Agent Based Sensors Resource
Allocation in Sensor Grid.” Applied Intelligence 39 (1): 121–31.

Li, Xiaoli, and Yugeng Xi. 2008. “Flocking of Multi-Agent Dynamic Systems with
Guaranteed Group Connectivity.” Journal of Systems Science and Complexity 21
(3): 337–46.

289

Li, Zhenping, and Xianman Hu. 2011. “The Team Orienteering Problem with Capacity
Constraint and Time Window.” In The Tenth International Symposium on
Operations Research and Its Applications (ISORA 2011), 157–63.

Lin, S., and B.W. Kernighan. 1973. “An Effective Heuristic Algorithm for the Traveling
Salesman Problem.” Operations Research 21: 498–516.

Luo, Lingzhi, Nilanjan Chakraborty, and Katia Sycara. 2012. “Competitive Analysis of
Repeated Greedy Auction Algorithm for Online Multi-Robot Task Assignment.”
In Robotics and Automation (ICRA), 2012 IEEE International Conference on,
4792–99. http://ieeexplore.ieee.org/xpls/abs_all.jsp?arnumber=6225195.

Lust, Thibaut, and Jacques Teghem. 2010. “Two-Phase Pareto Local Search for the
Biobjective Traveling Salesman Problem.” Journal of Heuristics 16 (3): 475–510.

Lyapunov, Aleksandr. 1892. “The General Problem of the Stability of Motion.”
University of Kharkov.

Mathworks. 2014. “MATLAB - The Language of Technical Computing.” Mathworks.
http://www.mathworks.com/products/matlab/.

May, Kan Ee, Ho Jiun Sien, Yeo Swee Ping, and Shao Zhen Hai. 2010. “An Evolutionary
Algorithm for Multiple Waypoints Planning with B-Spline Trajectory Generation
for Unmanned Aerial Vehicles (UAVs).” In Computational Problem-Solving
(ICCP), 2010 International Conference on, 77–81.
McLain, Timothy, and Randal Beard. 2005. “Coordination Variables, Coordination
Functions, and Cooperative Timing Missions.pdf.” Journal of Guidance, Control,
and Dynamics 28 (1): 150–61.

“Minitab.” 2014. Minitab. June 29. http://www.minitab.com/en-us/.

290

Mitchell, Bradley, and Levent Yilmaz. 2008. “Symbiotic Adaptive Multisimulation.”
ACM Transactions on Modeling and Computer Simulation 19 (1): 1–31.

Montemanni, Roberto, Luca M. Gambardella, Andrea E. Rizzoli, and Alberto V. Donati.
2005. “Ant Colony System for a Dynamic Vehicle Routing Problem.” Journal of
Combinatorial Optimization 10 (4): 327–43.

Montemanni, R., D. Weyland, and L.M. Gambardella. 2011. “An Enhanced Ant Colony
System for the Team Orienteering Problem with Time Windows.” In , 381–84.
IEEE.

Montgomery, Douglas. 2009. Design and Analysis of Experiments. Seventh. Hoboken,
NJ: John Wiley & Sons.

Montgomery, Douglas, Elizabeth Peck, and G. Geoffrey Vining. 2006. Introduction to
Linear Regression Analysis. Fourth. Hoboken, NJ: John Wiley & Sons.

Montgomery, Douglas, and George Runger. 2011. Applied Statistics and Probability for
Engineers. 5th ed. Hoboken, NJ: John Wiley & Sons.

Moon, Sangwoo, Eunmi Oh, and David Hyunchul Shim. 2012. “An Integral Framework
of Task Assignment and Path Planning for Multiple Unmanned Aerial Vehicles in
Dynamic Environments.” Journal of Intelligent & Robotic Systems 70 (1-4): 303–
13.
Moon, Sangwoo, and David Hyunchul Shim. 2010. “Development of a Path Planning
Algorithm for UAVs in Dynamic Environment Using Differential Geometry and
Probability Functions” In , 1–7, Proceedings of the 27th International Congress
of the Aeronautical Sciences

Murray, Chase. 2010. “Dynamic Reassignment and Rerouting in Cooperative Airborne
Operations.” University at Buffalo, State University of New York.

291

Murray, Chase C., and Mark H. Karwan. 2010. “An Extensible Modeling Framework for
Dynamic Reassignment and Rerouting in Cooperative Airborne Operations.”
Naval Research Logistics (NRL) 57 (7): 634–52.

Na, Gao, Qu Zhi-hong, and Li Xiang-jun. 2011. “On Modeling and Discrete Particle
Swarm Optimization for Task Assignment of Cooperating UAVs.” In Control and
Decision Conference (CCDC), 2011 Chinese, 1044–49.

NAA – Glossary of Auction Terms. National Auctioneers Association.
https://www.auctioneers.org/glossary

Nanjanath, Maitreyi, and Maria Gini. 2010. “Repeated Auctions for Robust Task
Execution by a Robot Team.” Robotics and Autonomous Systems 58 (7): 900–
909.

Nian, Xiao-hong, Sai-jun Su, and Huan Pan. 2011. “Consensus Tracking Protocol and
Formation Control of Multi-Agent Systems with Switching Topology.” Journal of
Central South University of Technology 18 (4): 1178–83.
Office of the Secretary of Defense. 2003. Unmanned Aerial Vehicle Reliability Study.
Paquete, Luis, Marco Chiarandini, and Thomas Stützle. 2004. “Pareto Local Optimum
Sets in the Biobjective Traveling Salesman Problem: An Experimental Study.”
Metaheuristics for Multiobjective Optimisation, 177–99.

Parkes, David C., and Lyle H. Ungar. 2000. “Iterative Combinatorial Auctions: Theory
and Practice.” In AAAI/IAAI, 74–81.

Prim, R.C. 1957. “Shortest Connection Networks and Some Generalizations.” Bell
System Technical Journal 36: 1389–1401.

Psaraftis, Harilaos. 1988. “Dynamic Vehicle Routing Problem.” In Vehicle Routing:
Methods and Studies, 16:223–47. Studies in Management Science and Systems.
North-Holland.
292

Puterman, Martin. 2005. Markov Decision Processes: Discrete Stochastic Dynamic
Programming. Hoboken, NJ: John Wiley & Sons.

Rabbath, C. A. 2012. “A Finite-State Machine for Collaborative Airlift with a Formation
of Unmanned Air Vehicles.” Journal of Intelligent & Robotic Systems 70 (1-4):
233–53.

Rasche, Christoph, Claudius Stern, Lisa Kleinjohann, and Bernd Kleinjohann. 2010.
“Role-Based Path Planning and Task Allocation with Exploration Tradeoff for
Uavs.” In Control Automation Robotics & Vision (ICARCV), 2010 11th
International Conference on, 417–22.

Reinelt, Gerhard. 1991. “TSPLIB—A Traveling Salesman Problem Library.” ORSA
Journal on Computing 3 (4): 376–84.

Ren, Wei, Randal W. Beard, and Ella M. Atkins. 2007. “Information Consensus in
Multivehicle Cooperative Control.” Control Systems, IEEE 27 (2): 71–82.

Repoussis, Panagiotis P., Christos D. Tarantilis, and George Ioannou. 2009. “Arc-Guided
Evolutionary Algorithm for the Vehicle Routing Problem With Time Windows.”
IEEE Transactions on Evolutionary Computation 13 (3): 624–47.
Richards, Arthur, John Bellingham, Jonathan How, and Jonathan How. 2002.
“Coordination and Control of Multiple UAVs.” In AIAA Guidance, Navigation,
and Control Conference, Monterey, CA, 3741–46.

Richards, Arthur, Yoshiaki Kuwata, and Jonathan How. 2003. “Experimental
Demonstrations of Real-Time MILP Control.” In Proceeding of the AIAA
Guidance, Navigation, and Control Conference.

293

Roberti, Roberto, and Paolo Toth. 2012. “Models and Algorithms for the Asymmetric
Traveling Salesman Problem: An Experimental Comparison.” EURO Journal on
Transportation and Logistics 1 (1-2): 113–33.

Rothkopf, Michael H., Aleksandar Pekec, and Ronald M. Harstad. 1998.
“Computationally Manageable Combinational Auctions.” Management Science
44 (8): 1131–47.

Schwind, Michael, Tim Stockheim, and Franz Rothlauf. “Optimization Heuristics for the
Combinatorial Auction Problem.pdf.” In 2003 Congress on Evolutionary
Computation, 3:1588 – `595.

Sedeh, Sara Sharifi, Mohammad Ali Nematbakhsh, and Faria Nasiri Mofakham. 2011.
“A Bidding Strategy in Combinatorial Auctions.” In , 422–27. IEEE.

Shetty, Vijay K., Moises Sudit, and Rakesh Nagi. 2008. “Priority-Based Assignment and
Routing of a Fleet of Unmanned Combat Aerial Vehicles.” Computers &
Operations Research 35 (6): 1813–28.

Silberholz, John, and Bruce Golden. 2009. “The Effective Application of a New
Approach to the Generalized Orienteering Problem.” Journal of Heuristics 16 (3):
393–415.

Smith, Stephen L., and Francesco Bullo. 2007. “Target Assignment for Robotic
Networks: Asymptotic Performance under Limited Communication.” In American
Control Conference, 2007. ACC’07, 1155–60.

Sofge, Richard. 2007. “Houston Cops’ Test Drone Now in Iraq, Operator Says.” Popular
Mechanics. November 20.

Sorelle, Richard. 2013. “How to Equip the U.S. for Future Electronic Warfare.” January.
http://www.nationaldefensemagazine.org/archive/2013/January/Pages/HowtoEqui
ptheUSMilitaryForFutureElectronicWarfare.aspx.
294

Spivey, Michael Z., and Warren B. Powell. 2004. “The Dynamic Assignment Problem.”
Transportation Science 38 (4): 399–419. doi:10.1287/trsc.1030.0073.

Sujit, P. B., and Randy Beard. 2007. “Distributed Sequential Auctions for Multiple UAV
Task Allocation.” In American Control Conference, 2007. ACC’07, 3955–60.

Sun, Tsung-Ying, Chih-Li Huo, Shang-Jeng Tsai, Yu-Hsiang Yu, and Chan-Cheng Liu.
2011. “Intelligent Flight Task Algorithm for Unmanned Aerial Vehicle.” Expert
Systems with Applications 38 (8): 10036–48.

Thompson, Mark. 2013. “The Most Expensive Weapon Ever Built.” Time, February 23.

Tong, Han, Wu Wen chao, Huang Chang qiang, and Xuan Yong bo. 2012. “Path
Planning of UAV Based on Voronoi Diagram and DPSO.” Procedia Engineering
29 (January): 4198–4203. doi:10.1016/j.proeng.2012.01.643.

Tovey, Craig, Michail Lagoudakis, Jain Sonal, and Sven Koenig. 2005. “The Generation
of Bidding Rules for Auction-Based Coodination.” In Multi-Robot Systems. From
Swarms to Intelligent Automata, 3:3–14. Netherlands: Springer.

Wang, Huiwei, Xiaofeng Liao, and Tingwen Huang. 2013. “Accelerated Consensus to
Accurate Average in Multi-Agent Networks via State Prediction.” Nonlinear
Dynamics 73 (1-2): 551–63.

Wang, Jian-Sheng, and R.H. Swendsen. 1987. “Nonuniversal Critical Dynamics in Monte
Carlo Simulations.” Physical Review Letters 58 (2): 86–88.

Wang, Jing, Xiao-hong Nian, and Hai-bo Wang. 2011. “Consensus and Formation
Control of Discrete-Time Multi-Agent Systems.” Journal of Central South
University of Technology 18 (4): 1161–68.

295

Wang, Jingyuan, and Lin Cheng. 2006. “Application of Auction Algorithm for Shortest
Paths to Traffic Assignment.” Journal of Transportation Systems Engineering and
Information Technology 6 (6): 79–82.

Wang, Xiaohua, Vivek Yadav, and S. N. Balakrishnan. 2007. “Cooperative UAV
Formation Flying With Obstacle/Collision Avoidance.” IEEE Transactions on
Control Systems Technology 15 (4): 672–79.

Warwick, G., and J.M. Doyle. 2008. “Predator UAV Set for U.S.-Canada Patrol.”
AviationWeek. December 5.

Wu, Zhong-Qiang, and Yang Wang. 2012. “Dynamic Consensus of High-Order MultiAgent Systems and Its Application in the Motion Control of Multiple Mobile
Robots.” International Journal of Automation and Computing 9 (1): 54–62.

Xu, Bin. 2009. “Fast Path Planning in Uncertain Environments: Theory and
Experiments.” Virginia Polytechnic Institute and State University.

Zavlanos, Michael M., Leonid Spesivtsev, and George J. Pappas. 2008. “A Distributed
Auction Algorithm for the Assignment Problem.” In Decision and Control, 2008.
CDC 2008. 47th IEEE Conference on, 1212–17.
Zengin, Ugur, and Atilla Dogan. 2011. “Cooperative Target Pursuit by Multiple UAVs in
an Adversarial Environment.” Robotics and Autonomous Systems 59 (12): 1049–
59.

Zhang, Jian-yong, and L.I. Jun. 2011. “A Heuristic Algorithm to Vehicle Routing
Problem with the Consideration of Customers’ Service Preference.” In 8th
International Conference on Service Systems and Service Management, 6:33–39.

Zhang, Kai, Emmanuel G. Collins, and Adrian Barbu. 2013. “An Efficient Stochastic
Clustering Auction for Heterogeneous Robotic Collaborative Teams.” Journal of
Intelligent & Robotic Systems, January. doi:10.1007/s10846-012-9800-8.

296

Zheng, Xiaoming, Sven Koenig, and Craig Tovey. 2006. “Improving Sequential SingleItem Auctions.” In Intelligent Robots and Systems, 2006 IEEE/RSJ International
Conference on, 2238–44. IEEE.

Zhenhua, Wang, Zhang Weiguo, Shi Jingping, and Han Ying. 2008. “UAV Route
Planning Using Multiobjective Ant Colony System.” In Cybernetics and
Intelligent Systems, 2008 IEEE Conference on, 797–800.

Zhihao, Cai, and Yan Ruyi. 2011. “Multi-Level Optimization Mission Planning and
Control Methods for Unmanned Aerial Vehicle.” In Fluid Power and
Mechatronics (FPM), 2011 International Conference on, 306–10.

Zhong, Liu, Quan Luo, Ding Wen, Shi-dong Qiao, Jian-mai Shi, and Wei-ming Zhang.
2013. “A Task Assignment Algorithm for Multiple Aerial Vehicles to Attack
Targets With Dynamic Values.” IEEE Transactions on Intelligent Transportation
Systems 14 (1): 236–48.

297

