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We investigate the extreme points, faces and their dimensions of the convex 
polytope of doubly stochastic matrices which are invariant under a fixed row 
and column permutation. 
1. l~TR0DucTloN 
The basic properties of the convex polytope J2, of n x n nonnegative 
doubly stochastic matrices are well known. The dimension of Qn, is (n - 1)2 + 1 
and the extreme points are the IZ x it permutation matrices. More generally, 
the faces of 52, are in one-one correspondence with the n x n (0, I)-matrices 
with total support (the rows and columns can be permuted to obtain a 
direct sum of fully indecomposable matrices), and the dimension of a face 
can be computed by a very simple formula from the (0, I)-matrix corre- 
sponding to the face. For these and other properties of Qn, the reader is 
referred to the series of papers by Gibson and the author [2-3, 41. The 
polytope J& is an instance of a transportation polytope. The latter is a 
polytope consisting of the m x n nonnegative matrices having a fixed row 
and column sum vector. The transportation polytopes get their name from 
the fact that they form the underlying polytopes of the Hitchcock transporta- 
tion problem. We refer the reader to the expository article [8] by Fulkerson 
and the book [7] for a discussion of this problem and some basic properties 
of transportation polytopes, especially those that pertain to the application 
of the simplex method. The dimension and extreme points of transportation 
polytopes, and more generally the faces and their dimensions have been 
characterized (see [I, 5, 91). In this note we investigate the convex polytope 
of n x n nonnegative doubly stochastic matrices which are invariant under 
a given row permutation and a given column permutation. We show that there 
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is a natural correspondence between these polytopes and transportation 
polytopes (with integral row and column sum vectors) and apply properties 
of transportation polytopes to obtain information about the polytopes under 
investigation. A special case of these polytopes, the polytopes of the n x n 
centrosymmetric doubly stochastic matrices, has been considered by Cruse [6]. 
2. RESULTS 
Let n be a positive integer. An n x n matrix X = [Xij] is a nonnegadre 
doubty stochastic matrix provided the entries xii are nonnegative real numbers 
and all row and column sums of X are 1. The collection of such matrices is 
s2, . Let P = [pi]] and Q = [qij] b e n x n permutation matrices. The 
subset of G’, consisting of all those matrices X such that PXQ = X is denoted 
by sZ,(P, Q). It is clear that Q,(P, Q) is a polytope, and since the n x II 
matrix all of whose entries equal l/n is in Q,(P, Q), Q,(P, Q) # a. While 
!ZJP, Q) is a polytope contained in Gn , sZ,(P, Q) is in general not a face 
of G), This is so because 1;2,(P, Q) may have extreme points other than 
permutation matrices (see Theorem 2.5). Let u be the permutation of {l,..., nj 
such that pij = 1 if and only if j = u(i) (1 < i, j ,( n), and let 7 be the 
permutation of{l,..., n} such that qij = I if and only ifj = I (1 < i,j < n). 
We may identify P with o (and Q with T), identifying at the same time the 
rows (and the columns) of an n x n matrix with (l,..., n>. 
The following lemma is elementary and its proof can be readily given. 
LEMMA 2.1. Let the orbits of u and T be, respectively, 6, ,..., 6, and 
y1 ,..., yR . Let u and T act on 9 = {(i,,j): 1 < i, j < n} bJ 
(i, j) ---f (ui, Tj). (2.1) 
Let w be an orbit of the action (2.1). Then there exist integers r and s with 
1 < r < p and 1 < s < q such that w C 6,. x yS where / w I = Gun {I 6,. I, 
’ yS I}. Moreorer, for each i E 6, and j E yS , 
It follows from the above lemma that for 1 < r < p and 1 < s < q, the 
number of orbits of the action (2.1) which are in 6, x yS is gcd{l 6, I, 1 yS I>. 
Without further reference, we use the notation in Lemma 2.1 and the 
paragraph preceding the Lemma. For an n x n matrix A and oi, p C (l,..., n:, 
A[&, /3] denotes the submatrix of A formed by the rows whose index is in 131 
and the columns whose index is in 6. 
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Let A = [aii] be a matrix in IR,(P, Q). Then (6, ,..., S,} is a partition of 
the rows of A, and (yI ,..., yp} is a partition of the columns of A. Set k, = j 6, I 
(1 < r < p) and z?, = 1 yS 1 (1 < s < q). Let w be any orbit of the action (2.1) 
with w C 6, x yS . Then the entries a, of A with (i, j E w are entries of the 
submatrix A[6, , ~$1 of A. Moreover, it follows from Lemma 2.1 that each 
row of A[& , rS] contains exactly /,/gcd{k, , 49} entries a,j with (i j) E w 
and each column of A[6, , rS] contains exactly k,/gcd{k, , f’s: entries aij with 
(i, j) E w. In particular the number of entries aij of A[&. , r.J with (i. j) E w 
is lcm{k, , C,}. 
Let K = (k, ,..., k,) and L = ((“1 ,..., P,), and let ‘U(K, L) denote the 
(integral) transportation polytope with row sum vector K and column sum 
vector L. Thus a p x q matrix E = [e,,] is in %(K, L) provided the entries ers 
of E are nonnegative numbers with the rth row sum of E equal to k,. (1 < 
r < p) and the sth column sum of E equal to P, (1 < s < q). 
LEMMA 2.2. Let A = [aij] E Q,(P, Q) and dejine a p x q matrix E = [e,,] 
by 
e rs = c aij (I < r < p, 1 < s < q). (2.2) 
(i.jPS,Xv, 
Then E E 2I(K, L). Conversely, let E = [e,,] E %(K, L) and let eit’,..., ei:y’ be 
nonnegative numbers such that 
(2.3) 
Dejine an n x n matrix A = [a<j] by 
(1 < i, j < n) (2.4) 
where (i, j) is contained in the uth orbit of the action (2.1) which is contained 
in 6, x y8 (it is assumed that the orbits in 6, x ys have been listed in some 
order). Then A E 8,(P, Q). 
Proof. Suppose first that A = [aij] E sZ,(P, Q) and E = [e,,] is defined 
by (2.2). Then for 1 < r < p, 
;I era = iz ;I aif = iz 1 = I 6, I = k, . 
9 1 
A similar calculation establishes that ~~=, e,.,q = f, for 1 < s < 4. It follows 
that E E BI(K, L). 
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Now suppose that E = [e,,] E cZI(K, t) and A = [aij] is defined by (2.4) 
and (2.3). Then for 1 < i < n, 
A similar calculation establishes that zF=, aij = 1 for 1 < j ,< n. Hence 
A E JJn, . Now it readily follows from the definition of A that A E JJn,(P, Q). 
This completes the proof of the lemma. 
Let X = [xij] be an II x n (0, I)-matrix such that PXQ = X. Then X 
determines a face F(X) of Gnn(P, Q) as follows: 
Thus a matrix A = [aij] E QJP, Q) is in s(X) if and only if x,, = 0 implies 
auz; = 0 (1 < U, u < n). It follows from the definition of the polytope sZ,(P, Q) 
that for every face 9 of sZ,(P, Q) there is at least one such matrix X with 
F = 9(X). Let F = s(X). If there is a u and a u such that x,, = 1 but 
auv = 0 for every A = [aij] E F(X), then F = F(Y) where Y is obtained 
from X by replacing Xij with 0 for all (i, j) in the orbit of the action (2.1) 
which contains (u, v). Note that such a Y satisfies PYQ = Y. An II x n 
(0, I)-matrix X = [x<j] with PXQ = X is said to have total (P, Q)-support 
provided given U, v with x,, = 1 there exists a matrix A = [aij] E P(X) 
with auv > 0. Since a convex combination of matrices in F(X) is in F(X), 
it follows that if X = [Xij] has total (P, Q)-support then there exists a matrix 
B = [bbij] E F(X) such that bfj > 0 wherever .yij = I _ The converse is 
clearly true. 
Let W = [M’,,] be a p x q (0, I)-matrix. Then W is said to have totaE 
support with respect to 2I(K, L) provided given U, o with w,, = 1 there 
exists a matrix C = [c,,J E ‘%(K, f.) such that c,, > 0. It follows that W has 
total support with respect to %(K, L) if and only if there exists a matrix 
D = [&I E 2I(K, L) such that d,, > 0 whenever w,, = 1. In [I] the following 
is proved: W has total support with respect to PI(K, L) if and only if for all 
aC{l,..*, p:,j3c{l,...) qj, W[cx, /3] = 0 implies 
C lij 3 1 Fj 
i&a iEB 
with equality if and only if W[&, p] = 0, where :U = {I,..., p> - J( and 
p = {I,..., q: - p. 
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As a consequence of Lemma 2.2 we obtain the following. 
THEOREM 2.3. Let X = [xtj] be an n s n (0, l)-matrix such that PXQ = X. 
Let Y = [ y,J be the p x q (0, I)-matrix such that yr = 1 if and only if 
X[S, , yJ # 0. Then X has total (P, Q)-support tf and only tf Y has total 
support with respect to ‘%(K, L) where K = (k, ,,.., k,) and L == (LI ,..., kg,). 
We now use Lemma 2.2 to characterize the extreme points of Q,(P, Q) in 
terms of the extreme points of (u(K, L). 
THEOREM 2.4. Each extreme point of sZ,(P, Q) is obtained by the following 
construction and this construction always yields an extreme point of Qn,(P, Q): 
Let E = [e,,] be an extremepoint of %(K, L). For each r, s with 1 < r < p, 
1 < s < q choose an orbit w,, C 6,. x yS of the action (2.1). Let A = [aij] be 
the n x n matrix defined by 
aij = e,.J8cm(k, , /J, 
aij = 0, otherwise. 
Proof. Let A = [aij] be constructed from the extreme point E = [e,,] of 
(u(K, L) as above. It follows from Lemma 2.2 that A E fiJP, Q). Moreover, 
E and A satisfy (2.2). Suppose that A were not an extreme point of fi,(P, Q). 
Thus there exist matrices B = [bii], C = [cij] E Gn,(P, Q) with B # C such 
that A = &(B + C). It follows that bij = cij = 0 if (i, j) is in no w,, and 
that there exist constants x,, , y,, such that bfj = x,, , cij = y,, for (i,,j) E w,, 
(1 < r GP, 1 < 3 < 4). Let F = [frsl and G = [g,,] be p x q matrices 
defined by 
Then 
.frs = C bii 3 g,s = C cij (1 -< r <p, 1 < s < q) 
(i,jWS,xv, (i,j)EB,XV, (2.3 
and it follows from Lemma 2.2 that F, G E 2I(K, L). Since A = &(B + C), 
it follows from (2.2) and (2.5) that E = &(G + H). Since B # C, F f G 
and hence E is not an extreme point of 9I(K, L). This is a contradiction 
and thus A is an extreme point of s2,(P, Q). 
Conversely, let A = [aij] be an extreme point of sZ,(P, Q). Suppose there 
exists 6, (1 < r < p) and ys (1 < s < q) such that the submatrix A [a, , rs] 
contains nonzero entries in positions corresponding to two orbits w1 and w2 . 
Let these nonzero entries be x1 and x, , respectively. Let A, (respectively, A,) 
be the matrix obtained from A by replacing the entry x1 (respectively, XJ 
in the positions corresponding to the orbit w1 (respectively, u,) by x1 + x3 
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(respectively, 0) and the entry xp (respectively, x,), in the positions cor- 
responding to the orbit w2 (respectively, wr) by 0 (respectively, xi + xJ. 
It readily follows that A, , A, E !J,(P, Q) and that 
A = [Xl/(X1 + XJIA, + Lcd,.~-l + x,)1& . 
Since A, # A, , the about equation contradicts the assumption that A is 
an extreme point of fz,(P, Q). Hence for 1 < r < p and 1 ,< s < 4, A[S, , yS] 
contains nonzero entries in positions corresponding to at most one orbit. 
Let this orbit be w,, where w,, is an arbitrary orbit in 6, x ys if A[&, yJ = 0. 
Let x,, be the value of the entries corresponding to the orbit w,,? and let 
e -- Icm{k, , /sJx,, (1 < r <p, 1 < s < q). It follows from Lemma 2.2 TS - 
that E = [e,,] E ‘X(K, L). A calculation similar to that done above shows 
that E is an extreme point of %(K, L) (since A is an extreme point of J&(P, Q)). 
Since A is obtained fromE as formulated in the theorem, the proof is complete. 
We now describe the convex hull of the permutation matrices in G,(P, Q). 
THEOREM 2.5. The corwex hull of the permutation matrices in Qnn(P, Q) 
consists of all those matrices A = [aij] itz L~~(P, Q) such that 
A[%, ysl = 0 whenever I8,i#lrJ(l <r,(p,I .<s<q). (2.6) 
Proof. It follows from Lemma 2.1 (see also the discussion following 
that lemma) that if R is a permutation matrix with R E Gc2,(P, Q), then 
R[6, , rs] = 0 whenever [ 6, I # I ys / (1 < r <p, 1 < s < q). Hence if A 
is in the convex hull of the permutation matrices contained in 1;2,(P, Q) 
then (2.6) holds. 
Conversely, let A = [aij] E sZ,(P, Q) satisfy (2.6). Let E = [e,,J be the 
p i: q matrix defined by 
By Lemma 2.2, E E Iu(K, L). It now follows from (2.6) that for each positive 
integer m, 
I{i: ki = m, 1 < i <p}I = l{j: Yj = m, 1 <.j < q}l, 
p = q, and ers = 0 whenever k,. # r,. Hence E is a direct sum of square 
matrices E1 ,..., Et where each Ek has constant row and column sums. Thus 
there exists ap x p permutation matrix CJ = [u,,] such that u,., = 1 implies 
ers > 0. For each (r, s) such that u,, = 1 we may choose an orbit w,, C 
6, x ys such that the entries of A corresponding to the members of this 
orbit are nonzero. It follows that there exists a permutation matrix R = [rij] E 
j&b/23/I-j 
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&(P, Q) such that rij = 1 implies aij > 0. Let c = min{@ : rii = 1). 
Then c > 0 and 
A' = (A - cR)/(l - c) E L?,(P, Q), 
where A’ has at least one more zero entry that A. It now follows easily by 
induction on the number of nonzero entries that A is a convex combination 
of permutation matrices in Q,(P, Q). This completes the proof of the 
theorem. 
An n x n matrix A = [aij] has been called centrosymmetric if aij = 
an+l-i,n+l-i for i, j = l,..., n. Let T = [tij] be the n x n permutation matrix 
such that tij = 1 if and only if i + j = n + 1. It follows that A is centrosym- 
metric if and only if TAT = A. Thus by setting P = Q = Tin Theorem 2.4 
we obtain a characterization of the extreme points of the convex polytope 
of centrosymmetric doubly stochastic matrices of order n. If n is even, say 
n = 2m, thenp = q = m and & = yi = (i, n + 1 - i} for i = l,..., m. If n 
isodd,sayn=2m-ll,thenp=q=mand6i-yi==={i,n+1--i)for 
i= 1 ,.*., m - 1 while 6, = ylll = {m}. As a special case of Theorem 2.5 
we obtain the following result of Cruse [6]. 
COROLLARY 2.6. An n x n centrosymmetric doubly stochastic matrix 
A = [aij] is in the convex hull of the n x n centrosymmetric permutation 
matrices if and only if n = 2m, or n = 2m - 1 and amm = 1. 
Finally, we determine the dimensions of the faces of sZ,(P, Q) and, in 
particular, the dimension of sZ,(P, Q). Let X and Y be as in Theorem 2.3 
with X having total (P, Q)-support. If there exists 01 with #J # 01s {I,..., p) 
and p with 4 # /I $ {l,..., q) such that Y[o1, /I] = 0 and Y[o1, ,8] = 0, then 
after permutations of rows and columns Y is a direct sum of Y[,, p] and 
Y[&, /3]. We say Y is a decomposable if such cy. and p exist and indecomposable 
otherwise. We call X (P, Q)-decomposable if Y is decomposable and (P, Q)- 
indecomposable if Y is indecomposable. It follows that if X is (P, Q)-decom- 
posable, then 9(X) is the orthogonal vector sum of faces each of which is 
affinely equivalent to a face of some LIn,,(P’, Q’) corresponding to a (P’, Q’)- 
indecomposable (0, I)-matrix. Hence it is enough to evaluate the dimensions 
of faces F(X) of L’,(P, Q) where X is (P, Q)-indecomposable. 
It follows from [5] that if Y is indecomposable and has total support with 
respect to %(K, L), then 
(A = [air]; A E Iu(K, L), yii = 0 implies aij = 0) 
is a face of ‘%(K, L) with dimension equal to o(Y) - p - q + 1 where CT(Y) 
is the sum of the entries of Y. 
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Thus the dimension of the null space of the system of equations 
is p + q - 1, there being a (p + q - 1) x (p + q - 1) nonsingular trian- 
gular submatrix of the coefficient matrix. We now use these facts to determine 
the dimension of faces of fi,(P, Q). 
THEOREM 2.7. Let X = [X<j] be ati n x n (0, I)-matrix such that PXQ = X. 
Assume that X has total (P, Q)-support and that X is (P, Q)-indecomposable. 
Then 
dimg(X)=a,(X)---q-+1, 
where a,(X) is the number of orbits Mlhich correspond to nonzero entries of X. 
Proof. The face S(X) consists of the nonnegative solutions of the 
following system of equations in indeterminates u’ii (1 < i, j < n): 
(1 <cj < 4, (2.8) 
wij = \v,cc ((i, j) and (k, t) in the same orbit), 
M’ij = 0 (Xij = 0, 1 < i, j ,( n). 
Let t , ,  = gcd{k,. , /,}, the number of orbits in 6, x yS and consider 
indeterminates 
u(1) (t,J rs >..‘, ys (1 < r < p, 1 < s < 4). 
Because of the properties of orbits, the system (2.8) is equivalent to the 
system 
(2.9) 
U(m) zzz 0 18 
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where ctrnJ = 1 if the mth orbit in 6, x ys corresponds to nonzero entries 
of X a$ C? = 0 otherwise (1 < m < t,, , TS 1 <r<p, 1 < s .< q). The 
system (2.9) is regarded as a ssystem in D,,(X) indeterminates; the indeter- 
minates ~4::” such that c,, cm) = 1 It follows that the coefficient matrix of the . 
system (2.9) can be obtained from the coefficient matrix of the system (2.7) 
by duplicating the column corresponding to the indeterminate z,., , Ck=, ciy’ 
times, replacing the I corresponding to the row equation by /JfTd and the 1 
corresponding to the column equation by k,/t,, . Since the coefficient matrix 
of (2.9) has a (p + q - 1) :< (p + q - 1) nonsingular triangular submatrix, 
so does the coefficient matrix of (2.9). Moreover, since 
it follows that the null space associated with the system (2.10) has dimension 
equal to a,,(X) - p - q + 1. Hence the dimension of the null space associated 
with the system (2.8) is so(X) - p - q + 1. Let XI ,..., X, , 01 = oo(X) - 
p - q + 1 be linearly independent members of the null space. Since X has 
total (P, Q)-support, there exists A = [aJj] E T(X) such that aij > 0 whenever 
xij = 1. Thus there exist positive numbers l 1 ,...) co such that 
whenever 0 < h, .< Ei (1 < i rZ< a). Hence .F(X) contains an a-dimensional 
parallelotope so that dim F(X) = CY = a,(X) - p - q + 1. This completes 
the proof of the theorem. 
As an immediate consequence of Theorem 2.7 we have the following. 
THEOREM 2.8. dim 8,(P, Q) = (Zr=, J& gcd{ki j /,I) - P - q + 1. 
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