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Motivation
Integrated circuits (ICs) are used in almost all electronic equipment in use today and have
revolutionized the world of electronics. Nowadays ICs comprise about hundred millions
of transistors on slightly more than one square centimeter and some ten thousand ICs
(from one single transistor to complex circuits) are produced on silicon wafers with a
diameter of 45nm. The ever decreasing feature size of ICs has lead to structures on the
nanoscale. Current CPUs are produced using 45nm technology. We are on the verge of
32nm technology and 22nm technology is under development. Although we have not fully
reached nanoelectronics, which is often defined to start at 11nm, we are facing nanoscale
structures.
This development is accompanied by increasing numbers of devices and circuit elements
as well as packaging density. What Gordon E. Moore2 predicted and what is known under
the name of Moore’s Law 3 is still valid: the number of transistors in one IC doubles
in every 18-24 months and thus doubles the speed of computations, see Figure 1. The
tendency to analyze and construct systems of ever increasing complexity is becoming more
and more a dominating factor in progress of chip design. Along with this tendency, as we
already mentioned, the complexity of the mathematical models increases both in structure
and dimension. Complex models are more difficult to analyze, and due to this it is also
harder to develop control algorithms. Therefore model order reduction (MOR) is of utmost
importance.
For linear systems, quite a number of MOR approaches are well-established and have proved
to be very useful in the case of ordinary differential equations (ODEs). On the other hand,
we deal with differential-algebraic equations (DAEs), which result from models of electronic
circuits based on network approaches. There are the direct and the indirect strategy to
convert a semi-explicit DAE of index 1 into an ODE. We apply the direct approach, where
an artificial parameter is introduced in a linear system of DAEs. It follows a singularly
perturbed problem. This artificial parameter is handled as a system parameter and so the
parametric MOR is used. Numerical simulations for linear test cases are presented. The
first two examples are studied with general MOR methods while the last two examples are
2http://en.wikipedia.org/wiki/Gordon E. Moore.
3Moore’s law describes a long-term trend in the history of computing hardware, in which the number
of transistors that can be placed inexpensively on an integrated circuits has doubled approximately every
two years.
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Figure 1: Moore’s Law.
regarding the direct approach.
Meanwhile accurate models for MOS-devices introduce highly nonlinear equations. And,
as the packing density in circuit design is growing, very large nonlinear systems arise.
Hence, there is a growing request for reduced order modeling of nonlinear problems. In
this thesis we review the status of existing techniques for nonlinear model order reduction
by investigating how well these techniques perform for circuit simulation. In particular the
Trajectory PieceWise Linear (TPWL) method and the Proper Orthogonal Decomposition
(POD) approach are taken under consideration. The reduction of a nonlinear transmission
line with TPWL and POD methods and the reduction of an inverter chain with TPWL
are presented.
This work is organized as follows:
Ch.1- The control theory plays a major role in the analysis of model order reduction. We
will shortly study some fundamental definitions and aspects of it. As the electrical
circuits are described by DAEs, their basic properties are also discussed.
Ch.2- This part is solely dedicated to linear methods. We start with discussing two classical
linear methods and then mention some new techniques. The direct approach is used
to handle the DAEs and suitable reduction possibilities are studied. The methods
first discussed for semi-explicit systems are then extended to a general linear case.
Some popular parametric reduction schemes are reviewed at the end of this part,
where the PIMTAB method is discussed in more details.
Ch.3- This part is dedicated to nonlinear MOR strategies. The problems handling the
nonlinearities in reductions are briefly discussed. Some practical methods such as
POD and TPWL approach are studied in details. To have a general overview of
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almost all available techniques also some other techniques which are not applicable
for circuit simulation are also introduced.
Ch.4- This chapter includes the numerical simulations and the discussion of results. Based
on the structure of this thesis we have two main parts for simulation. In the first part
we have linear test examples and in the second part we consider nonlinear examples.
In the linear part we study the circuits in frequency domain whereas in nonlinear
parts we analyze the examples in time domain.
4 MOTIVATION
Chapter 1
Introduction
In this chapter we briefly discuss the main basic concept of the control theory, differential-
algebraic equations (DAEs) and finally close this part with index definitions. This in-
troduction surveys basic concepts and questions of the theory and describes some typical
examples. The first part is devoted to structural properties of the linear dynamical sys-
tems. It contains basic results in reachability, observability, realization and the Hankel
operator. The modified nodal analysis (MNA) and the basic types of DAEs are introduced
in the second part. Finally four different index concepts will be defined and explained with
examples. General references for the material in this introduction are [1, 56, 60, 75].
1.1 Linear dynamical systems
Metaphorically speaking, a dynamical system describes, by means of a so called evolution
function how a point’s position changes with an evolution parameter to which one usually
assigns time. A dynamical system is called linear when its evolution function is linear. We
are interested in dynamical systems that map an input u to an output y.
yu
   Σ
Figure 1.1: The input-output behavior of a dynamical system.
We call the system under consideration Σ and distinguish two different representations of Σ.
• External representation,
• Internal representation.
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In the external representation the output is given as a function of the input. Regarding
physical systems, the inner structure of the object under consideration is hidden, it is
given as a black box only. The internal representation on the other hand introduces the
state x as additional quantity. Here, going from input to output is a two step process in
general. Nifow we discuss some properties of both descriptions and we shall also address the
equivalence of the representations. We are mainly interested in continuous time problems
where the evolution parameter t is chosen from the set of real numbers. However, to
illustrate certain issues we use discrete time formulation, where t is also an integer.
External representation
A linear system can be viewed as a linear operator S that maps from the input space into
the output space:
S : {u : Dt → Rm} → {y : Dt → Rp} ,
u 7→ y = S(u).
S can be expressed by an integral for continuous time problems and by a sum for discrete
time problems.
1. Continuous time problem:
y(t) =
∫ ∞
−∞
h(t, τ)u(τ)dτ, t ∈ Dt, Dt = R. (1.1)
2. Discrete time problem:
y(t) =
∑
τ∈Z
h(t, τ)u(τ), t ∈ Dt, Dt = Z. (1.2)
Where a matrix valued function is defined by: h : Dt × Dt → Rp×m and h(t, τ) is called
the kernel or waiting pattern of Σ. The system Σ is called causal if h(t, τ) = 0 for
t ≤ τ , i.e. future input does not effect present output and called time[-shift ]-invariant if
h(t, τ) = h(t− τ).
Therefore, for linear time-invariant (LTI) systems S is a convolution operator
S : u→ y = S(u) = h ∗ u,
with (continuous time case)
(h ∗ u)(t) =
∫ ∞
−∞
h(t− τ)u(τ)dτ.
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It is assumed from now on that S is both causal and time-invariant. In addition we will
express the output as a sum of two terms, the instantaneous and the dynamic action, as
follows:
y(t) = h0u(t)︸ ︷︷ ︸
instantaneous action
+
∫ ∞
−∞
ha(t− τ)u(τ)dτ︸ ︷︷ ︸
dynamic action
,
where h0 ∈ Rp×m and ha is a smooth kernel. Then h, the impulse response of Σ, can be
expressed as
h(t) = h0δ(t) + ha(t), t ≥ 0, (1.3)
with δ being the Dirac delta function and ha is an analytic function. Then, ha is uniquely
determined by the coefficients of its Taylor series expansion at t = 0:
ha(t) = h1 + h2
t
1!
+ h3
t2
2!
+ · · ·+ hk t
k−1
(k − 1)! + · · · , hk ∈ R
p×m.
It follows that if (1.3) is satisfied, the output y is at least as smooth as the input u, and
Σ is consequently, called a smooth system. Hence smooth continuous-time linear systems
can be described by means of the infinite sequence of the p × m matrices hi, i ≥ 0. We
formalize this conclusion next.
Definition 1.1. The external description of a causal LTI-system with m inputs and p
outputs is given by an infinite series of p×m matrices
(h0, h1, h2, . . . , hk, . . .), hk ∈ Rp×m.
The matrices hk are often referred to as the Markov parameters of the system.
Frequently, an LTI system is characterized in the frequency domain, instead. The transition
from time to frequency domain is given by the Laplace transformation (Z-transform for
discrete time systems). The Laplace transform of the impulse response h(t) is called
transfer function and can be given as:
H(s) = h0 + h1s
−1 + h2s−2 + · · ·+ hks−k + · · · .
Figure 1.2 shows the relation from time-domain to frequency-domain. Therefore, (1.1) and
(1.2) can be written as
Y (s) = H(s)U(s),
for more details see [51]. We will discuss this procedure in the next chapter in detail.
1.1.1 Internal representation
Alternatively, we can characterize a linear system via its internal description, see [51], which
in addition to the input u and the output y uses the state x. In the internal description,
the state
x : Dt → Rn,
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Laplace LaplaceLaplace
Frequency domain
Time domain
y(t) = (h ∗ u)(t)
U(s) H(s)
h(t)
Y (s) = H(s) · U(s)
u(t)
Figure 1.2: The input-output behavior of a dynamical system in time domain and frequency
domain.
is introduced, and the mapping from input u to output y becomes a two stage process.
The first stage process is the state equation which could be introduced both in continuous-
and discrete-time domain as follows:
• Continuous time:
x˙(t) = Ax(t) +Bu(t), t ∈ Dt, Dt = R, (1.4a)
• Discrete time:
x(t+ 1) = Ax(t) +Bu(t), t ∈ Dt, Dt = Z, (1.4b)
with A ∈ Rn×n and B ∈ Rn×m. The second stage process is the output equation:
y(t) = Cx(t) +Du(t)
with C ∈ Rp×n, D ∈ Rp×m. A linear system in internal or state space description is the
quadruple of linear maps
Σ =
(
A B
C D
)
.
The dimension of the system is defined as the dimension of the associated state space
dim Σ = n.
Definition 1.2. Σ is called “stable” if for all λ ∈ Λ(A):
continuous time: Re(λ) < 0,
discrete time: |λ| < 1,
where Λ(A) is the set of all eigenvalues of A and is called the “spectrum” of A.
For a given initial value x0 = x(t0) for the state x at time t0 and a given input u, the
solution of the state-space equations is, for the continuous-time problem:
x(t) = φ(u;x0; t) = e
A(t−t0)x0 +
∫ t
t0
eA(t−τ)Bu(τ)dτ.
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where the matrix exponential is defined by the series:
eAt = In +
t
1!
A+
t2
2!
A+ · · ·+ t
k
k!
Ak + · · · .
Therefore, the output is given by
y(t) = Cφ(u;x(t0); t) +D · u(t)
= CeA(t−t0)x(t0) +
∫ t
t0
CeA(t−τ)Bu(τ)dτ +Du(t)
= Cφ(0;x(t0); t) + Cφ(u; 0; t) +Du(t).
The impulse response describes the reaction of the system as a function of time (or possibly
as a function of some other independent variable that parameterizes the dynamic behavior
of the system). For t0 → −∞ and x0 = 0 the output becomes:
y(t) = Du(t) +
∫ t
−∞Ce
A(t−τ)Bu(τ)dτ
=
∫ t
−∞ h(t− τ)u(τ)dτ
where h(t) is impulse response. If we compare the above expressions with (1.1) and (1.2),
it follows that the impulse response h has the form:
h(t) =
{
CeAtB +D · δ(t) t ≥ 0,
0 t < 0.
As we know from the external description, the transfer function of Σ is the Laplace trans-
form of h
H(s) = L(h(t)) = D + C(sI − A)−1B.
Then with basic calculation we have:
H(s) = D + 1
s
C(I − 1
s
A)−1B
(A is stable)
Neumann Series
= D + 1
s
C(I + 1
s
A+ 1
s2
A2 + · · ·+ 1
sk
Ak + · · · )B
= D + CBs−1 + CABs−2 + · · ·+ CAk−1Bs−k + · · · .
We need the stability of A for the convergence of Neumann series. Hence, the Markov
parameters of Σ =
(
A B
C D
)
are given by:
(D,CB,CAB, . . . , CAk−1B, . . .)
and we have found the external description.
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1.1.2 Reachability
Now, we want to investigate, to which extend the state x(t) of the system can be manipu-
lated through the input u. In this consideration only the state space equation is involved.
Therefore, we ignore the output stage and consider the first part of the linear system only.
Definition 1.3. Given Σ =
(
A B
)
, A ∈ Rn×n, B ∈ Rn×m. A state x¯ ∈ Rn is
“reachable” from the zero state if there exists an input function u¯ of finite energy 1 and a
time T¯ <∞ such that
x¯ = φ(u¯; 0;T ).
The reachable subspace R ⊆ Rn of Σ is the set containing all reachable states of Σ. We
say that Σ is completely reachable if R = Rn holds.
Consider the discrete-time state equations in (1.4b) with x(0) = x0 = 0 then we have:
• The first step: x(1) = Bu(0) i.e., reachable in one step: im(B).
• The second step: x(2) = Ax(1) + Bu(1) = ABu(0) + Bu(1) i.e., reachable in two
steps: im(B,AB).
...
• The kth step: x(k) = Ak−1Bu(0) +Ak−2Bu(1) + · · ·+ABu(k − 2) +Bu(k − 1) i.e.,
reachable in k steps: im(B,AB, . . . , Ak−1B).
This motivates, the following result for k →∞.
Theorem 1.1. Given Σ =
(
A B
)
then for both continuous-time and discrete-time
case, R is a linear subspace of Rn, given by the formula
R = imR(A,B),
with R(A,B) = (B,AB, . . . , Ak−1B, . . .) is the reachability matrix of Σ.
These results follow from Theorem 1.1:
• Due to the Cayley-Hamilton theorem the image of R is determined at most by the
first n terms AkB, k = 0, 1, . . . , n− 1.
• imR(A,B) is also known as the Krylov subspace that is generated by A and B.
1A finite energy signal is a signal f(t) for which
∫∞
−∞ |f(t)|2 dt <∞.
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The concept of the reachability gramian is very useful to prove Theorem 1.1.
Definition 1.4. The finite reachability gramian at time t <∞ is defined as:
P =
∫ t
0
eAτBB∗eA
∗τdτ︸ ︷︷ ︸
continuous time systems
| P = Rt(A,B)R∗t (A,B)︸ ︷︷ ︸
discrete time systems
.
(1.5)
The reachability gramian (1.5) has the following remarkable properties:
(i) P (t) = P ∗(t) is positive semi-definite,
(ii) im P (t) = im R(A,B) for all t > 0 (continuous-time systems).
The second statement above says that the system can be steered to any reachable state
arbitrarily fast. The proof of Theorem 1.1 constructs the cheapest input function u¯ that
drives Σ to the state x¯ ∈ R in time T¯ . In the following we give the scratch of the proof of
Theorem 1.1:
i) R is linear subspace: x1, x2 ∈ R ⇒ αx1 + βx2 ∈ R.
ii) R ⊆ im R(A,B) : use eAt = ∑i>0 ti−1(i−1)!Ai−1.
iii) im R(A,B) ⊆ R: x¯ ∈ im R(A,B)⇒ x¯ = P (T¯ ) ξ¯ for any T¯ > 0, choose
u¯(t) = B∗eA
∗(T¯−t)ξ¯,
so we have:
φ(u¯; 0; T¯ ) =
∫ T¯
0
eA(T¯−τ)BB∗eA
∗(T¯−τ)ξ¯dτ
= P (T¯ ) · ξ¯
= x¯.
As it has been mentioned above u¯(t) is the cheapest input function in terms of the energy,
to drive Σ to x¯ in time T¯ . It holds:
‖u¯‖2 = ξ¯∗ P (T¯ ) ξ¯.
If the system is completely reachable we have P (T¯ ) positive definite and hence
‖u¯‖2 = x¯∗P (T¯ )−1x¯.
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1.1.3 Observability
To be able to modify the dynamical behavior of a system, very often the stable x needs
to be available. This leads to the question whether a state x(t) can be reconstructed from
observing the output y(τ) on an interval [T, T + t] only. Without loss of generality we
assume T = 0 and u(τ) = 0 for all τ ≥ 0. Therefore, we ignore the input and consider the
linear system Σ =
(
A B
C D
)
only.
Definition 1.5. Given Σ =
(
A B
C D
)
, A ∈ Rn×n, C ∈ Rp×n, then a state x¯ is “unob-
servable” if y(t) = Cφ(0; x¯, t) = 0 for all t ≥ 0.
Then x¯ is indistinguishable from the zero state for all t ≥ 0. The unobservable subspace
N ⊆ Rn of Σ is the set containing all unobservable states. Σ is completely observable if
N = {0}. Similar to the reachability matrix R we can deduce an observability matrix σ
that helps characterizing the unobservable space.
Theorem 1.2. Given Σ =
(
A B
C D
)
for both discrete- and continuous-time case, N is
a linear subspace of Rn, given by
N = ker σ(C,A),
with
σ =

C
CA
...
CAk−1
...
 .
Due to Cayley-Hamilton theorem the kernel of the infinite matrix σ is determined at most
by the first n terms, i.e., CAk−1, k = 0, . . . , n − 1. On the other hand according to the
reachability gramian, in following we define the finite observability gramian.
Definition 1.6. The finite observability gramian at time t <∞ is defined as
Q(t) =
∫ t
0
eA
∗τC∗CeAτdτ︸ ︷︷ ︸
continuous time systems
| Q(t) = Q∗t (C,A)Qt(C,A)︸ ︷︷ ︸
discrete time systems
.
The observability gramian has some valuable properties:
i) Q(t) = Q∗(t) is positive semi-definite,
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ii) ker Q(t) = ker σ(C,A).
The energy of the output function y at time T caused by the state x is denoted by ‖y‖. In
terms of the observability gramian, this energy can be expressed as
‖y‖2 = x∗Q(T )x.
1.1.4 Infinite gramians
The finite gramians have to be calculated by evaluating an integral. The situation changes,
when we consider the infinite gramians:
P =
∫∞
0
eAτBB∗eA
∗τdτ,
Q =
∫∞
0
eA
∗τC∗CeAτdτ,
that are defined for a stable system Σ =
(
A B
C D
)
, instead. Now P,Q can be determined
by solving linear equations, namely Lyapunov-equations :
• The continuous Lyapunov equations
AP + PA∗ +BB∗ = 0,
A∗Q+QA+ C∗C = 0,
(1.6)
• The discrete Lyapunov equations
APA∗ +BB∗ = P,
A∗QA+ C∗C = Q.
We can derive the first equation in (1.6) in the following way
AP + PA∗ =
∫∞
0
[AeAτBB∗eA
∗τ + eAτBB∗eA
∗τA∗]dτ
=
∫∞
0
d(eAτBB∗eA
∗τ )
A stable
= −BB∗.
Lemma 1.1. Let P and Q denote the infinite gramians of a stable linear system Σ.
a) The “minimal energy required” to steer the state of the system Σ from 0 to xτ is
given by
x∗τP
−1xτ .
b) The “maximal energy produced” by observing the output of the system whose initial
state is x0 is given by
x∗0Qx0.
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The statements in the lemma provide a way to determine states that are hard to reach
and/or hard to observe. Suppose that
• P = XPΣPX∗P , XP = (x¯P,1, . . . , x¯P,n) is the singular value decomposition (SVD) of
P . Let u¯P,r be the optimal input function that steers Σ to x¯P,r, then ‖u¯P,r‖ = 1σP,r .
• Q = XQΣQX∗Q, XQ = (x¯Q,1, . . . , x¯Q,n) is the SVD of Q. Then the output energy
produced by the state x¯Q,r is ‖y¯Q,r‖ = σQ,r.
This shows that those states are hard to reach that have a significant component in the
span of those eigenvectors of P that correspond to small eigenvalues. Those states that
have a significant component in the span of the eigenvectors of Q that correspond to small
eigenvalues are hard to observe.
The idea is to find a basis transformation T , such that the gramians of the transformed
system satisfy the following:
P¯ = Q¯ =
 σ¯1 . . .
σ¯n
 (σ¯1 ≥ . . . ≥ σ¯n ≥ 0)
A system with this property is said to be balanced. A transformation T of the state space
transforms the gramians in the following way:
P¯ = TPT ∗, Q¯ = T−∗QT−1.
However the product turns out to be an input-output invariant as:
P¯ Q¯ = T (PQ)T−1,
i.e., it relates to the original system’s product of the gramians by the similarity transfor-
mation. The eigenvalues of the product of the reachability and the observability gramians
are input-output invariants. They are related to the Hankel singular values which we will
introduce in Section 1.1.6.
1.1.5 Realization problem
We have seen that the internal representation of a linear system Σ =
(
A B
C D
)
can be
transformed to an external one quite easily.
Definition 1.7. Given the sequence of p × m matrices hk, k > 0 then the “realization
problem” consists of finding a positive integer n and constant matrices (C,A,B) such that:
hk = CA
k−1B, C ∈ Rp×n, A ∈ Rn×n, B ∈ Rn×m, k ≥ 1. (1.7)
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The triple C, A, B is then called a realization of the sequence hk, which is then called
“realizable”. C,A,B is a “minimal realization” if it is of the smallest dimension n of all
possible realizations.
The Definition 1.7 leads us to the following main questions:
i) Existence,
ii) Uniqueness,
iii) Construction.
The main tool for answering these questions is the Hankel matrix :
H =

h1 h2 h3 . . .
h2 h3 . . .
h3 . . .
...
 .
Here we just give the answers, for the proof see [1]:
i) The sequence {hk} (k ∈ N) is realizable if and only if rank H = n <∞.
ii) – The dimension of any solution is a least n. All realizations that are minimal are
reachable and observable and vice versa.
– All minimal realizations are equivalent.
iii) The Silverman realization algorithm constructs (C,A,B). It is based on finding an
n×n submatrix of H of rankn and selecting certain rows and columns to construct
C,A,B.
1.1.6 Hankel operator
The Hankel operator H is induced by the convolution operator by restricting its domain
and co-domain. In the continuous time case H is defined by:
H : L m2 (R−)→ L p2 (R+), u− 7→ y+
with
y+(t) =H (u−)(t) =
∫ 0
−∞
h(t− τ)u−(τ)dτ, t ≥ 0.
Hence, H is mapping the past inputs to the future outputs.
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Definition 1.8. The “Hankel norm” ‖Σ‖H is defined as
‖Σ‖H = σmax(H ),
where σmax(H ) is the largest singular value of H .
‖Σ‖H is the induced norm in the frequency domain spaceL2(iR) ofH . A relation between
the gramians P,Q and the Hankel operator is given by the Lemma 1.2, for more details
see [1].
Lemma 1.2. Given a reachable, observable and stable system Σ of dimension n. The
Hankel singular values of Σ are equal to the positive square roots of the eigenvalues of the
product of gramians PQ:
σk(Σ) =
√
λk(PQ), k = 1, . . . , n.
1.2 Differential Algebraic Equations
In this part, we will first briefly discuss modified nodal analysis (MNA) [36] and basic types
of DAEs. In the next part we will study different index concepts for DAEs which gives an
indication on the complexity of the problem of solving a particular DAE.
The mathematical description of an integrated circuit is mostly based, in current industrial
environment, on a network representation of the entire circuit and on a lumped descrip-
tion of each single electron device [12]. Many modeling paradigms can be then derived
combining Kirchhoff’s current law (KCL), Kirchhoff’s voltage law (KVL) and elemen-
tal constitutive relations [13, 16, 34]. However, one looks among these many paradigms
established over the others for the possibility it gives to automate the assembly of cir-
cuit equations in a numerical framework while maintaining reasonably low the number of
unknowns: modified nodal analysis (MNA) [36].
In its original formulation MNA keeps the node-potential vector e, the voltage-source
current vector iV and the inductor current vector iL as unknown quantities and derives a
closed system of equations enforcing KCL at each node of the circuit, expressing the current
through each voltage-controllable element in terms of node-potentials and complementing
the system with the constitutive relations for current-controllable elements. In general a
set of differential-algebraic equations will stem from this procedure [32, 59].
From the practical point of view the most interesting feature of MNA is the possibility to
assemble the whole set of equations describing a circuit on the base of elemental contribu-
tions. This characteristic, stemming from KCL, is inherent in the derivation of MNA and
remains even at the discrete level. In fact the structure most commonly adopted in the
design of a software package for transient circuit simulation has at its core a set of element
evaluators that provides a non-linear solver with the local contribution to the overall Ja-
cobian matrix and the residual. It is precisely these contributions that can be reduced via
MOR to improve the simulation efficiency.
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The set of equations derived from MNA is a DAE. More specifically, it is a linear implicit
(quasilinear) DAE (1.8) or even linear form (1.10). To set up algorithms that solve these
network equations numerically a transformation into semi-explicit form (1.11) proves to be
useful, see [35]. Here the equations can be written in the following form:
f(x˙, x, t) := A(x, t)x˙(t) + g(x, t) = 0, (1.8)
with A(x, t) ∈ Rn×n, f : Rn × Rn × I → Rn and g : Rn × I → Rn. In terms of q(x, t) and
j(x, t) we have:
f(x˙, x, t) :=
∂q(x, t)
∂x
x˙(t) +
∂q(x, t)
∂t
+ j(x, t) = 0, (1.9)
where A(x, t) = ∂q(x,t)
∂x
and g(x, t) = ∂q(x,t)
∂t
+j(x, t). This form is called quasilinear, because
the equations are linear in x˙(t).
Equations derived from a sample network could be in the following form:
Ax˙+Bx+ s(t) = 0, (1.10)
with constant coefficient matrix A, B ∈ Rn×n. An example of this type is:[
1 0
0 0
] [
x˙1
x˙2
]
+
[
0 1
1 0
] [
x1
x2
]
=
[
0
t
]
,
which is the same as
x˙1 + x2 = 0,
x1 = t.
If the matrices A and B do not depend on x, but do depends on t, we are dealing with
linear time-varying DAEs:
A(t)x˙(t) +B(t)x(t) = s(t).
Such equations are studied for analyzing small perturbations around periodic steady-state
solutions which have applications in RF circuit design. Sometimes the equations can be
separated into differential equations and into algebraic equations by a suitable reordering of
the components of the unknown vector x and of the equations themselves. More precisely:
x(t) =
[
y(t)
z(t)
]
and the DAE system reads
y˙(t) = f(y, z, t),
0 = g(y, z, t).
(1.11)
As we mentioned above, linear implicit DAEs can be written as
A(x(t), t)x˙(t) + g(x(t), t) = 0. (1.12)
Note that if the matrix A(x(t), t) is nonsingular, (1.12) can be transformed into an ODE
by multiplying with A−1.
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Index of DAEs
To distinguish the degree in solving DAEs we associate an index. Index is a notion used
in the theory of DAEs for measuring the distance from a DAE to its related ODE. The
index is a nonnegative integer that provides useful information about the mathematical
structure and potential complications in the analysis and the numerical solution of the
DAE. In general, the higher the index of a DAE, the more difficulties one can expect for
its numerical solution. There are various ways to measure the complexity of DAEs. The
most important ones are:
• Differential index,
• Tractability index,
• Perturbation index,
• Geometrical index.
In the nonlinear case they are equivalent, see [59, 66, 67]. Howerver the genralizations to
the nonllinear case are different.
Differential index
The differential index, see [27, 28, 35, 63], is based on taking derivatives of the DAE and
turning it into an explicit ODE. It counts the differentiations that are necessary.
Definition 1.9. The differential index k of a nonlinear, sufficiently smooth DAE of the
form (1.9) is the smallest k such that the system:
f(x˙, x, t) = 0,
d
dt
f(x˙, x, t) = 0,
...
dk
dtk
f(x˙, x, t) = 0,
(1.13)
such that the set of equations (1.13) allows to extract an explicit system of ODEs x˙ = ϕ(x, t)
by algebraic manipulations. This system is called the “ underlying ODE”.
We use equation (1.14), which is derived by MNA from a linear circuit [2], to explain the
differential index:
f(x˙, x, t) =
[
C 0
0 0
]
x˙+
[
0 −1
1 0
]
x−
[
0
V (t)
]
= 0, (1.14)
where the vector of unknowns x is (vn1(t), ib1(t))
T . These equations can be rewritten as:
C d
dt
(vn1(t))− ib1(t) = 0, (1.15a)
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vn1(t) = V (t). (1.15b)
Differentiating (1.15b) gives:
d
dt
vn1(t) =
d
dt
V (t). (1.16)
Multiplying equation (1.16) by C ad substituting the result from (1.15a) gives:
−ib1(t) = −C
d
dt
V (t).
Differentiating and reordering the terms gives us the following ODE
d
dt
ib1(t) = C
d2
dt2
V (t).
Thus the network in our example leads to a DAE of differential index 2. Note that the re-
sulting ordinary differential equation contains the second derivative of the input signal. We
will apply to the concept of differential index when we introduce the Kronecker canonical
form in the next chapter.
Tractability index
The tractability index, see [63, 66, 67], provides a decomposition of the DAE into its
regular ODE as well as algebraic equations and differentiation problems. It is suitable
for a detailed analysis of DAEs and requires only minimal smoothness conditions on the
function f . In order to explain the tractability index, we need the following definitions.
Definition 1.10. A linear operator Q ∈ L(Rm) is called a projector if the relation Q2 = Q
is fulfilled.2
An example of a projector is
Q =
[
1 0
3 0
]
.
We remark that a projector along a subspace is not unique. A projector is only unique when
it is along a subspace and onto some other subspace. For the definition of the tractability
index we need the following matrix chain
A0(x˙, x, t) = fx(x˙, x, t),
B0(x˙, x, t) = fx(x˙, x, t)− A0(x˙, x, t)P˙0(t),
Ai+1(x˙, x, t) = Ai(x˙, x, t) +Bi(x˙, x, t)Qi(x˙, x, t),
Bi+1(x˙, x, t) = Bi(x˙, x, t)Pi(x˙, x, t)
−Ai+1(x˙, x, t) ddt(P0(t) . . . Pi+1(x˙, x, t))P0(t) . . . Pi(x˙, x, t),
(1.17)
2 We call a projector Q ∈ L(Rm) a projector onto a subspace S ⊆ Rm if im[Q] = S and a projector
Q ∈ L(Rm) a projector along a subspace S ⊆ Rm if ker[Q] = S.
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for i > 0. Here, Qi(x˙, x, t) denotes a continuously differentiable projector onto ker[Ai(x˙, x, t)]
and Pi(x˙, x, t) = I−Qi(x˙, x, t) a projector along ker[Ai(x˙, x, t)]. We assume that ker[Ai(x˙, x, t)]
only depends on t and thus P0(x˙, x, t) = P0(t).
Definition 1.11. The nonlinear DAE (1.9) is called index k tractable if the matrices
Ai(x˙, x, t) in (1.17) are singular and of constant rank on Gf := Rn×Rn×I for 0 ≤ i ≤ k−1
and Ak(x˙, x, t) remains nonsingular on Gf .
We use the same equation (1.14) to compute the tractability index of the DAE. The
equation we find can be rewritten as linear DAE with constant coefficients of the form
(1.10):
Ax˙+Bx(t) = s(t),
where x represents the vector of unknowns, A,B are constant matrices and s(t) a vector
function. Thus, in this example
A =
[
C 0
0 0
]
, B =
[
0 −1
1 0
]
, and s(t) =
[
0
V (t)
]
.
The matrices A0 and B0 are the same as A and B, respectively. Because the DAE is linear
with constant coefficients, a projector on ker[A] is also a constant matrix. We choose the
projector
Q0 =
[
0 0
0 1
]
.
Thus we get
A1 =
[
C −1
0 0
]
, B1 =
[
0 0
1 0
]
.
Since A1 is singular, we next have to compute a projector Q1 onto ker[A1]. It is given by
Q1 =
[
1 0
C 0
]
,
which leads to
A2 =
[
C −1
1 0
]
.
Since A2 is regular, we can conclude that the DAE has tractability index-2. We are able
to split x into components
x = Q0x+ P0x
= Q0x+ P0Q1x+ P0P1x.
In general, P0P1x corresponds to the part for which a pure differential equation is given.
In our example P0P1x = 0 and thus there are no variables for which a pure differential
equation is given. P0Q1x = (vn1(t), 0)
T , hence for the variable vn1(t) there is a pure
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algebraic relation. We speak of an index-1 variable in this case. Q0x corresponds to
(0, ib1(t))
T . For ib1(t) we have to differentiate the last equation once. This kind of variable
is called an index-2 variable. The differential index and the tractability index are the same
for our example. This is not just coincidence. The DAE of this example is a linear DAE
with constant coefficients. For this type see [67].
Lemma 1.3. A linear DAE has the tractability index k if and only if it has the differential
index k.
Differential index and tractability index are mostly used in literature. For completeness,
we also give the definition of the perturbation index and of the geometrical index.
Perturbation index
The perturbation index measures the sensitivity of solutions with respect to perturbations
of the given problem, see [35, 63].
Definition 1.12. The DAE (1.9) has the perturbation index k > 0 along a solution x(t)
on I0 = [0, T ] if k is the smallest integer such that, for all functions xˆ(t) having a defect
f( ˙ˆx(t), xˆ(t), t) = δ(t),
there exists an estimate
‖x(t)− xˆ(t)‖ ≤ C
(
‖x(0)− xˆ(0)‖+ max
0≤t≤T
‖δ(t)‖+ max
0≤t≤T
‖δ˙(t)‖+ · · ·+ max
0≤t≤T
‖δ(k−1)(t)‖
)
for a constant C > 0 whenever the expression on the right-hand side is sufficiently small.
Note that the perturbation index concept requires information about the solution of the
DAE. Again an example for illustration [35]. Consider the semi-explicit system of equations
(1.11) with regular partial derivative gz near the solution. Then the perturbed system is
˙ˆy = f(yˆ, zˆ) + δ(t),
0 = g(yˆ, zˆ) + η(t).
Since gz is invertible by hypothesis, the difference zˆ − z can be estimated with the help of
the implicit function theorem without any differentiation to
‖zˆ(t)− z(t)‖ ≤ C1 (‖yˆ(t)− y(t)‖+ ‖η(t)‖) .
Using this estimate, a Lipschitz condition for f and Gronwall’s Lemma we end up with:
‖yˆ(t)− y(t)‖ ≤ C
(
‖yˆ(0)− y(0)‖+ max
0≤t≤T
‖δ(t)‖+ max
0≤t≤T
‖η(t)‖
)
for all t in a bounded interval [0, T ] and we conclude that the perturbation index is 1.
It was believed for some time that the differential index and the perturbation index are
differing at most by one which is not true, for a counter example, see [35].
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Geometrical index
The geometrical index [53] provides useful insights into the geometrical and analytical
nature of DAEs. For this approach, DAEs are regarded as explicit ODEs on manifolds.
We want to illustrate this idea with an example. We use the equations (1.14). The only
change is that the voltage source is a constant 5V source. This results in the following
system of equations
C(x˙1)− x2 = 0, (1.19a)
x1 = 5. (1.19b)
It is clear that all solutions of the DAE (1.19a)-(1.19b) lie on the manifold
Γ1 =
{
(x1, x2)
T : x1 = 5
}
.
This shows that we cannot find a solution if the starting point does not belong to this
manifold. But this is not the only restriction for the solution. If we differentiate the
equation (1.19b) and put it into equation (1.19a) we see that a solution of the system
(1.19a)-(1.19b) belongs also to the manifold
Γ2 =
{
(x1, x2)
T : x2 = 0
}
.
The solution of the DAE (1.19a)-(1.19b) may be interpreted as an explicit ODE (1.19a)
on the manifold Γ1 ∩ Γ2. Namely:
C(x˙1)− x2 = 0 x2=0=⇒ x1 = 5.
The reason we changed the voltage source into a constant source is that the geometrical
index is based on autonomous problems, i.e. problems of the form
f(x˙, x) = 0. (1.20)
In circuit simulations, autonomous problems arise, when dealing with free running oscilla-
tors. We sketch the idea of the geometrical approach. Assume the zero set M0 = f [{0}] is
a smooth manifold of TRm = Rm×Rm. Then the DAE (1.20) may be written in the form
(x, x˙) ∈M0.
In our example M0 is
M0 =
{
(x1, x2, px1 , px2)
T : x1 − 5 = 0, Cpx1 − x2 = 0
}
.
That in turn implies that any solution x = x(t) of (1.20) has to satisfy x(t) ∈ W0 = pi(M0),
where pi : TRm → Rm is the canonical projection onto the first component. Thus
W0 =
{
(x1, x2)
T : x1 − 5 = 0
}
.
1.2. DIFFERENTIAL ALGEBRAIC EQUATIONS 23
In general, if W0 is a sub-manifold of Rm, (x(t), x˙(t)) belongs to the tangent bundle TW0
of W0. In other words, our solution belongs to
M1 = M0 ∩ TW0
=
{
(x1, x2, px1 , px2)
T : x1 − 5 = 0, Cpx1 − x2 = 0, px1 = 0
}
.
This is a reduction to (1.20). We can reduce even more, using that Wi = pi(Mi). In our
example we get
M2 = M1 ∩ TW1
=
{
(x1, x2, px1 , px2)
T : x1 − 5 = 0, Cpx1 − x2 = 0, px1 = 0, px2 = 0
}
.
Thus W2 = W1 and M3 = M2. We are now ready to state the definition of the geometrical
index.
Definition 1.13. The first integer k such that Mk = Mk+1 holds is called the “geometrical
index” of (1.20).
Our example leads to a geometrical index of 2. This definition 1.13 was proposed without
results concerning the existence of manifolds and their properties were given. In [53], a
comprehensive analysis of these questions is given. It turns out that the global approach
(sketched above) must be replaced by a local one.
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Chapter 2
Linear model order reduction
This chapter is dealing with the linear systems and linear methods for reduction. Among
all the methods two fundamental categories are discussed in details. The first one is
Krylov based methods such as passive reduced order interconnect macromodeling algo-
rithm (PRIMA [47]) and structure preserving reduced order interconnect macromodeling
(SPRIM [22]) and the second one is balancing truncation based on Hankel singular value
approximation such as truncated balance realization (TBR [38, 46, 52]) and poor man’s
TBR (PMTBR [48]). The concepts of passivity and structural preserving are also stud-
ied briefly. The new techniques for reducing semi-explicit system of DAEs are introduced
which in the following are extended to all linear DAEs. Finally we briefly review the
existing methods for parametric reduction. Among those methods, we studied parameter-
ized interconnect macromodeling via a two-directional Arnoldi process (PIMTAB) in more
details.
2.1 Linear reduction of dynamical systems
A continuous time-invariant (lumped) multi-input multi-output linear dynamical system
can be derived from an RLC circuit by applying modified nodal analysis (MNA) [31]. The
system is of the form: {
C dx(t)
dt
= −Gx(t) +Bu(t)
y(t) = Lx(t) +Du(t),
(2.1)
with initial condition x(0) = x0. Here t is the time variable, x(t) ∈ Rn is referred as inner
state (and the corresponding n-dimensional space is called state space), u(t) ∈ Rm is an
input, y(t) ∈ Rp is an output. The dimensionality n of the state vector is called the order
of the system. m is the number of inputs and p is the number of outputs and G ∈ Rn×n ,
B ∈ Rn×m , L ∈ Rp×n , C ∈ Rn×n, D ∈ Rp×m are the state space matrices. Without loss
of generality we assume D = 0. Moreover, we assume that C,G, and B exhibit the block
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structure 1:
C =
[
C1 0
0 C2
]
, G =
[
G1 G2
−GT2 0
]
, B =
[
B1
0
]
, (2.2)
where the sub-blocks C1, G1, and B1 have the same number of rows, and
C1 ≥ 0, G1 ≥ 0, C2 > 0. (2.3)
Here, ? ≥ 0 or ? > 0 means that ? is symmetric and positive semi-definite or positive
definite, respectively. The condition (2.3) implies that the matrices C and G satisfy:
G+GT ≥ 0 and C ≥ 0.
The matrices C and G in (2.1) are allowed to be singular, and we only assume that the
pencil G + sC is regular, i.e., the matrix G + sC is singular only for a finite number of
values s ∈ C. For more details on uniqueness of a solution see [35].
The linear system of the form (2.1) is often referred to as the representation of the system
in the time domain, or in the state space. Equivalently, one can also represent the system
in the frequency domain via the Laplace transform. Recall that for a vector-valued function
f(t), the Laplace transform f(t) is defined component-wise by
F (s) := L{f(t)} =
∫ ∞
0
f(t)e−stdt, s ∈ C. (2.4)
The physically meaningful values of the complex variable s are s = iω, where ω ≥ 0 is
referred to as the (angular) frequency. Taking the Laplace transformation of the system
(2.1), we obtain the following frequency domain formulation{
sCX(s) = −GX(s) +BU(s)
Y (s) = LX(s),
(2.5)
where X(s), Y (s) and U(s) represents the Laplace transform of x(t), y(t) and u(t), re-
spectively. For simplicity, we assume that we have zero initial conditions x(0) = x0 = 0
and u(0) = 0. Eliminating the variable X(s) in (2.5), we see that the input U(s) and the
output Y (s) in the frequency domain are related by the following p × m matrix-valued
rational function
H(s) = L · (G+ s · C)−1 ·B. (2.6)
H(s) is known as the transfer function or Laplace-domain impulse response of the linear
system (2.1). The following types of analysis are typically performed for a given linear
dynamical system of the form (2.1):
• Static (DC) analysis, to find out the point to which the system settles in an equilib-
rium or rest condition, namely x˙(t) = 0;
1If we apply the standard MNA [31].
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• Steady-state analysis, also called frequency response analysis, to determine the fre-
quency responses H(s) of the system to external steady-state oscillatory (i.e., sinu-
soidal) excitation;
• Modal frequency analysis, to find the system’s natural vibrating frequency modes
and their corresponding modal shapes;
• Transient analysis, to compute the output behavior y(t) subject to time-varying
excitation u(t);
• Sensitivity analysis, to determine the proportional changes of the time response y(t)
and/or steady state response H(s) to a proportional change in system parameters.
2.2 MOR Methods
Up to now, the largest group of MOR algorithms applies to linear systems or more precisely
linear time-invariant (LTI) systems. Within the MOR algorithms for LTI systems one may
distinguish the following most popular classes:
I) MOR algorithms based on Krylov subspace methods.
II) Methods based on Hankel norm approximations and TBR.
Both of those methods apply the concept of approximating a certain part of a high-
dimensional state space of the original system by a lower-dimensional reduced space, or
in other words, they perform a projection of the original state space. The projections can
be constructed in a number of different ways. Basically, MOR techniques aim to derive a
system: {
C˜ dx˜(t)
dt
= −G˜x˜(t) + B˜u(t), x˜(t) ∈ Rq
y˜(t) = L˜x˜(t) + D˜u(t), x˜(0) = x˜0, y˜(t) ∈ Rp, (2.7)
of order q with q  n that can replace the original high-order system (2.1) in the sense, that
the input-output behavior, described by the transfer function (2.6) in the frequency domain,
of both systems nearly agrees. A common way is to identify a subspace of dimension
q  n, that captures the dominant information of the dynamics and project (2.1) onto
this subspace, spanned by some basis vectors {v1, . . . , vq}.
The reduction can be carried out by means of different techniques. Approaches like SPRIM
[22], PRIMA [47], TBR [46, 49] and PMTBR [48] project the full problem (2.1) onto
a subspace of dimension q that captures the dominant information. The first two rely
on Krylov subspace methods. The truncated balancing realization is based on Hankel
norm approximation and system information. The latter one exploits the direct relation
between the multi-point rational projection framework and the TBR. The PMTBR can
take advantage of some a-priori knowledge of the system properties, and is based on a
statistical interpretation of the system gramians.
28 CHAPTER 2. LINEAR MOR
2.2.1 Introduction to Krylov Projection Techniques
In recent years, MOR techniques based on Krylov subspaces have become the methods
of choice for generating macromodels of large multi-port RLC circuits. Krylov subspace
methods provide numerically robust algorithms for generating a basis of the reduced space,
such that a certain number of moments of the transfer function of the original system is
matched. Consequently, the transfer function of the reduced system approximates the
original transfer functions around a specified frequency, or a collection of frequency points
[29]. Owing to their robustness and low computational cost, Krylov subspace algorithms
proved suitable for the reduction of large-scale systems, and gained considerable popu-
larity, especially in electrical engineering. A number of Krylov-based MOR algorithms
have been developed, including techniques based on the Lanczos method [18, 26] and the
Arnoldi algorithm [47, 58, 73]. The main drawbacks of these methods are, in general, lack
of provable error bounds for the extracted reduced models, and no guarantee for preserving
stability and passivity. Nevertheless, it has been demonstrated that if the original system
has a specific structure, both stability and passivity can be preserved in the reduced sys-
tem, by exploiting the fact that congruence transformations preserve the definiteness of a
matrix. PRIMA [47] combines the moment matching approach with projection to arrive
at a reduced system of type (2.7). Its main feature is that it produces passive reduced
models.
PRIMA: Passive Reduced-Order Interconnect Macromodeling Algorithm
We consider the system (2.1). Krylov techniques are implicit moment matching approaches,
i.e. they are based on the construction of the transfer function in the frequency domain.
Let us define the matrices
A = −G−1 · C,
R = G−1 ·B. (2.8)
From the expression in (2.1) with unit impulses at the ports, the Laplace transform can
be applied to obtain the transfer function. For the details see Section 2.1. Using (2.8), the
transfer function can be reformulated as
H(s) = L · (I − s · A)−1 ·R
where I = Rn×n is the identity matrix. The block moments of the transfer function can be
defined as the coefficients of the Taylor series expansion around s = 0
H(s) = M0 +M1 · s+M2 · s2 + · · · ,
where Mi = Rn×n are the block moments that can be computed by
Mi = L · Ai ·R.
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The block Krylov subspace generated by matrices A ∈ Rn×n and R = [r1r2 . . . rm] ∈ Rn×m
is defined as
Kr(A,R, q) = colspan[R,A ·R,A2 ·R, . . . , Ak−1 ·R,Ak · r1, . . . , Ak · rl],
where k =
⌊
q
m
⌋
, l = q − k ·m.
This means that the Krylov subspace spans the combination of moment vectors generated
by the different sources in the circuit. So any basis of this subspace can be used to project
the system matrices onto it. Then the k moments of the original transfer function are
matched by the projected system, i.e. the reduced system. The Krylov subspace can be
efficiently generated via robust and well developed algorithms such as the block Arnoldi
algorithm or the Lanczos process. The most popular Krylov projection algorithm is the
PRIMA algorithm, where an orthonormal matrix appears in the form:
V = (v1, . . . , vq) ∈ Rn×q. (2.9)
The columns of V in (2.9) span the Krylov subspace of order q. It is built and applied
via a congruence transformation over the system matrices for obtaining a reduced order
model of size q that matches the first k block moments of the original transfer function.
This projection is performed in the following way
C˜ = V T · C · V
G˜ = V T ·G · V
B˜ = V T ·B
L˜ = L · V ,
(2.10)
where G˜ ∈ Rq×q , B˜ ∈ Rq×m , L˜ ∈ Rp×q , C˜ ∈ Rq×q are the reduced order system matrices
and V ∈ Rn×q is the projector, i.e. the orthonormal basis for the Krylov subspace. Finally,
the reduced system can be expressed via its transfer function:
H˜(s) = L˜ · (G˜+ s · C˜)−1 · B˜. (2.11)
The PRIMA or in general any algorithm that applies congruence projection shows another
advantage. Necessary and sufficient conditions for the square (m = p) system (2.1) to be
passive is that the transfer function in (2.6) is positive real, which means that:
• H(s) is analytic for Re(s) > 0;
• H(s¯) = H(s), for all s ∈ C;
• H(s) + (H(s))∗ ≥ 0 for Re(s) > 0 where (H(s))∗ = B∗(G∗ + s¯C∗)−1L∗.
The second condition is satisfied for real systems and the third condition implies the exis-
tence of a rational function with a stable inverse. Any congruence transformation applied
to the system matrices satisfies the previous conditions if the original system satisfies them,
and so preserves the passivity of the system if the following conditions are true:
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• The system matrices are positive definite, C,G ≥ 0,
• B = LT .
These conditions are sufficient, but not necessary. They are usually satisfied in the case
of electrical circuits, which makes congruence-based projection methods very popular in
circuit simulations.
A drawback of Krylov-based projection techniques are the lack of efficient techniques for
error control. Error estimators do exist but are seldom used in practice as they are ex-
pensive and cumbersome to use. However, by the used sparse matrix techniques, the
methods are very efficient and generally produce pretty good results, which has led to
their widespread usage in very large scale integration (VLSI) settings where reduction of
large passive interconnect systems is often required.
SPRIM: Structure-Preserving Reduced-Order Interconnect Macromodeling
We discussed some of the advantages and disadvantages of Krylov-based techniques, es-
pecially PRIMA in the previous part. However, PRIMA does not preserve the structure
of the system matrices which is of an interest when trying to realize the reduced model.
SPRIM [22], an adoption of this method, preserves block structures of the circuit matrices
and generates provably passive and reciprocal 2 macromodels of multi-port RLC circuits.
The SPRIM models match twice as many moments as the corresponding PRIMA models
obtained with the same amount of computational work. Also SPRIM is less restrictive to
matrices C,G in system (2.1), see [24].
Recall PRIMA combines projection with block Krylov subspaces, see PRIMA algorithm
in [47]. More precisely, the reduced transfer function (2.11) where the matrix V from (2.9),
is chosen such that its columns span the kth block Krylov subspace Kr(A,R, q), i.e.,
spanV = Kr(A,R, q). (2.12)
Theorem 2.1. Let k = m1 + m2 + · · · + mq and the matrix V in (2.9) satisfying (2.12).
Then, the first q moments in the expansions of H(s) and of H˜(s) around the expansion
point s0 are identical:
H(s) = H˜(s) +O((s− s0)q).
Recall that the matrices G, C and B in (2.6) exhibit the particular block structure (2.2).
However, for the PRIMA reduced-order model, the reduced matrices in (2.10) cannot
preserve the block structure (2.2). Now, let V˜ be any matrix, possibly with more than n
columns, such that the space spanned by the columns of V˜ contains the kth block Krylov
subspace Kr(A,R), i.e.,
Kr(A,R) ⊆ spanV˜. (2.13)
2A two-terminal element is said to be reciprocal, if a variation of the values of one terminal immediately
has the reverse effect on the other terminal’s value. Linear characteristics obviously have this property.
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Using such a matrix V˜ , we define a reduced-order model as follows:
Hˆ(s) = Lˆ · (Gˆ+ s · Cˆ)−1 · Bˆ,
where
Cˆ = V˜ T · C · V˜
Gˆ = V˜ T ·G · V˜
Bˆ = V˜ T ·B
Lˆ = L · V˜ .
(2.14)
Like the Theorem 2.1, we have the following generalizing result.
Theorem 2.2. Let k = m1 +m2 + · · ·+mq and V˜ be a matrix, possibly with more than n
columns, such that (2.13) is satisfied. Then, the first q moments in the expansions of H(s)
and of Hˆ(s) (defined by (2.13) and (2.14)) around s0 are identical:
H(s) = Hˆ(s) +O((s− s0)q).
For the proof see [23]. In following we will introduce the steps of SPRIM algorithm.
1. The matrices in (2.2) are chosen as an input and their sub-blocks satisfy the condition
(2.3), and the expansion point is s0.
2. A and R are defined as in (2.8).
3. Construct the basis matrix V = (v1, . . . , vq) which is the outcome of running any
favorite block Krylov subspace methods (applied to A and R):
spanV = Kr(A,R, q).
4. Let V =
[
V1
V2
]
be the partitioning of V corresponding to the block structure of G
and C.
5. Set
C˜1 = V
T
1 · C1 · V1, C˜2 = V T2 · C2 · V2,
G˜1 = V
T
1 ·G1 · V1, G˜2 = V T1 ·G2 · V2,
B˜1 = V
T
1 ·B1, L˜1 = L1 · V1.
and
C˜ =
[
C˜1 0
0 C˜2
]
, G˜ =
[
G˜1 G˜2
−G˜T2 0
]
, B˜ =
[
B˜1
0
]
.
6. The transfer function in the first-order form of (2.11) can be defined and in second-
order form
H˜(s) = L˜1 · (G˜1 + s · C˜1 + 1s · G˜T2 C˜−12 G˜2)−1 · B˜1. (2.15)
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Properties of SPRIM
Theorem 2.2 implies that the SPRIM has at least the same number of moments as PRIMA
but the SPRIM models match twice as many moments as in the corresponding PRIMA
models. We define the SPRIM projection V˜ as follows:
V˜ =
[
V1 0
0 V2
]
3. (2.16)
Then let s0 ∈ C and k = m1 +m2 + · · ·+mq and the matrix V˜ be a matrix (2.16) which is
built by SPRIM algorithm so the first 2q moments in the expansions of H and the reduced
model H˜ around the s0 are identical: H(s) = H˜(s) +O((s− s0)2q). For the proof see [24].
Also the SPRIM reduced-order model H˜ given by (2.11) (or equivalently, (2.15)) is passive,
For the proof see [23].
2.2.2 Methods based on Hankel norm approximations and TBR
We consider a brief overview on TBR then we give more details on a recent projection based
reduction technique, PMTBR, which uses the advantages of both TBR and projection
methods.
Introduction to truncated balanced realization (TBR)
Another group of MOR algorithms suitable for the analysis of LTI systems is based on Han-
kel norm approximations and TBR [38, 46, 52]. Unlike Krylov-based methods, balanced
realization methods have provable error bounds for the reduced order models [46, 49], and
guarantee that stability of the original system is preserved in the reduced order model. The
main drawback of this class of MOR methods is the high computational cost of extracting
the reduced models, associated with expensive (O(n3)) solution of Lyapunov equations.
Due to this fast growing complexity, applicability of TBR methods for large-scale systems
was limited. In order to overcome this difficulty methods based on approximate gramian
computation have been developed [5, 38] and sparse matrix techniques were adopted [8].
The balanced truncation approach, or TBR [46, 49, 58], is centered around the informa-
tion obtained from the controllability gramian P , which can be obtained by solving the
Lyapunov equation
G · P + P ·GT = −B ·BT .
The observability gramian Q can be obtained by solving the dual Lyapunov equation
GT ·Q+Q ·G = −LT · L.
3After splitting the rows, the columns are not orthogonal anymore hence some reorthogonalization is
adopted here.
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Under a similarity transformation of the state-space model
G→ T−1 ·G · T, B → T−1 ·B, L→ L · T,
the input-output properties of the state-space model, such as the transfer function, are
invariant. However, the gramians are not invariant as they vary under the transformation
P → T−1 · P · T−T , Q→ T T ·Q · T.
One of the key facts of the TBR procedure is that the eigenvalues of the product of the
gramians P · Q do not change. These Hankel singular values contain useful information
about the input-output behavior of the system. In particular, the small eigenvalues corre-
spond to internal states that have a weak effect on the input-output response of the system
and are, therefore, close to non-observable, non-controllable or both. The second key fact
is that the gramians are transformed under congruence, and any two symmetric matrices
can be simultaneously diagonalized by an appropriate congruence transformation. So it is
possible to find a similarity transformation T that leaves the state-space system dynamics
unchanged, but transforms the gramians into P˜ and Q˜ equal and diagonal. So in these
new coordinates we may apply the partition
P˜ = Q˜ = Σ =
[
Σ1 0
0 Σ2
]
.
Σ1 is related to the strong state which have relevant effect on the input-output behavior
and Σ2 is related to the weak ones with small effect on the input-output response. The
transformed matrices can be partitioned in the same way
G˜ =
[
G˜11 G˜12
G˜21 G˜22
]
, B˜ =
[
B˜1
B˜2
]
, L˜ =
[
L˜1 L˜2
]
.
We can truncate the system by retaining the part that has a stronger effect on the input-
output behavior, and deleting the part related to weaker state. In this way we obtain a
reduced system of size q  n, see (2.7).
Such a model is a reduced order representation of the original system, retaining by con-
struction the most relevant input-output behavior. One of the main advantages of the
TBR approach is that the procedure provides a-posteriori error bounds on the trunca-
tion [46, 49]. The existence of such bounds is quite relevant as it provides a clear way to
exchange accuracy for simplicity in the representation. Unfortunately, the balancing proce-
dure is expensive, requiring the solution of the two Lyapunov equations and the eigenvalue
decomposition of the transformed gramians. For these reasons, TBR is usually not used
for large scale systems.
PMTBR is a projection MOR technique that exploits the direct relation between the multi-
point rational projection framework and the TBR. We will give a brief introduction to the
method. More details can be found in [48, 58]. We start with a system of the form:{
dx(t)
dt
= Ax(t) +Bu(t),
y(t) = Cx(t).
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For simplicity consider the case A = AT , C = BT and further assume that A is stable,
see Definition 1.2. It is easy to see that in this symmetric case, both observability and
controllability gramian are equal. The gramians X can be computed in the time domain
via the expression (see Section 1.1.4)
X =
∫ ∞
0
eAtBBT eA
T tdt.
Applying Parseval’s theorem we obtain an equivalent frequency based expression for the
gramian
X =
∫ ∞
−∞
(iωI − A)−1BBT (iωI − A)−∗dω,
where the superscript ∗ denotes Hermitian transpose and i = √−1. Applying a numerical
quadrature scheme with nodes ωk, weights wk and defining:
zk = (i ωk I − A)−1 B,
an approximation Xˆ to the gramian X can be computed as:
X ≈ Xˆ =
∑
k
wk zk z
∗
k,
= ZW · (ZW )∗,
= VzS
2
zV
∗
z .
Here Z = (z1, z2, . . .) and W = diag(
√
w1,
√
w2, . . .); furthermore Sz and Vz are both from
the singular value decomposition on Z ·W = Vz ·Sz ·Uz. If we use a high order quadrature
rule Xˆ will converge to X, which implies that the dominant eigenspace of Xˆ converges
to the dominant eigenspace of X. The column vectors in Vz yield the eigenvectors of
Xˆ. If an adequate quadrature rule has been chosen, Vz converges to the eigenspace of
X and the Hankel Singular Values are obtained directly from the diagonal entries of Sz.
The dominant eigenvectors of Vz corresponding to the dominant eigenvalues in Sz can be
used as a projection matrix via a congruence transformation. The eigenvalues in Sz yield
an a-priori error estimation in the way the Hankel Singular Values are used in the TBR
procedures for error control.
2.3 Homotopized DAEs
For large systems of ordinary differential equations (ODEs), efficient MOR methods al-
ready exist in the linear case, see [1]. We want to generalize according techniques to the
case of differential algebraic equations (DAEs). On the one hand, a high-index DAE prob-
lem can be converted into a lower-index system by analytic differentiations, see [2]. A
transformation to index zero yields an equivalent system of ODEs. On the other hand, a
regularization is directly feasible in case of semi-explicit systems of DAEs. Thereby, we
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obtain a singular perturbed problem of ODEs with an artificial parameter. Thus accord-
ing MOR techniques can be applied to the ODE system. An MOR approach for DAEs is
achieved by considering the limit to zero of the artificial parameter.
Systems of DAEs result in the mathematical modeling of a wide variety of problems like
electric circuit design, for example. We consider a semi-explicit system
y′(t) = f(y(t), z(t)), y : R→ Rk
0 = g(y(t), z(t)), z : R→ Rl (2.17)
with differential and perturbation index 1 or 2. For the construction of numerical methods
to solve initial value problems of (2.17), the direct as well as the indirect approach can
be used. The direct approach applies an ε-embedding of the DAEs (2.17), i.e., the system
changes into
y′(t) = f(y(t), z(t))
εz′(t) = g(y(t), z(t))
⇔ y
′(t) = f(y(t), z(t))
z′(t) = 1
ε
g(y(t), z(t))
(2.18)
with a real parameter ε 6= 0. Techniques for ODEs can be employed for the singularly
perturbed system (2.18). The limit ε→ 0 yields an approach for solving the DAEs (2.17).
The applicability and quality of the resulting method still has to be investigated.
Alternatively, the indirect approach is based on the state space form of the DAEs (2.17)
with differential and perturbation index 1 or 2, for nonlinear cases see [59], i.e.,
y′(t) = f(y(t),Φ(y(t))) (2.19)
with z(t) = Φ(y(t)). To evaluate the function Φ, the nonlinear system
g(y(t),Φ(y(t))) = 0 (2.20)
is solved for given value y(t). Consequently, the system (2.19) represents ODEs for the
differential variables y and ODE methods can be applied. In each evaluation of the right-
hand side in (2.19), a nonlinear system (2.20) has to be solved. More details on techniques
based on the ε-embedding and the state space form can be found in [35].
Although some MOR methods for DAEs already exist, several techniques are restricted
to ODEs or exhibit better properties in the ODE case in comparison to the DAE case.
The direct or the indirect approach enables the usage of MOR schemes for ODEs (2.18)
or (2.19), where an approximation with respect to the original DAEs (2.17) follows. The
aim is to obtain suggestions for MOR schemes via these strategies, where the quality of
the resulting approximations still has to be analyzed in each method.
In this work, we focus on the direct approach for semi-explicit system of DAEs, i.e., the
ε-embedding (2.18) is considered. MOR methods are applied to the singularly perturbed
system (2.18). Two scenarios exist to achieve an approximation of the behavior of the
original DAEs (2.17) by MOR. Firstly, an MOR scheme can be applied to the system (2.18)
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using a constant ε 6= 0, which is chosen sufficiently small (on a case by case basis) such that
a good approximation is obtained. Secondly, a parametric MOR method yields a reduced
description of the system of ODEs, where the parameter ε still represents an independent
variable. Hence the limit ε → 0 causes an approach for an approximation of the original
DAEs.
We investigate the two approaches with respect to MOR methods based on an approxima-
tion of the transfer function, which describes the input-output behavior of the system in
frequency domain. We present numerical simulations using two linear semi-explicit systems
of DAEs, which follow from mathematical models of electric circuits, see Chapter 4.
2.4 Model Order Reduction and ε-Embedding
For the moment we restrict to semi-explicit DAE systems of the type (2.1) and introduce
w(t) as an output instead of y(t) with exact the same condition. According to (2.17), the
solution x and the matrix C exhibit the partitioning:
x =
(
y
z
)
, C =
(
Ik×k 0
0 0l×l
)
.
The order of the system is n = k+l, where k and l are the dimensions of the differential part
and the algebraic part (constraints), respectively, defined in the semi-explicit system (2.17).
A linear system of the form (2.1) is often referred to as the representation of the system in
the time domain, or in the state space. As we already have shown in Section 2.1 one can
also represent the system in the frequency domain via the Laplace transform (2.4). The
corresponding p×m matrix-valued rational function is:
H(s) = L · (G+ sC)−1 ·B = L ·
(
G+ s
(
Ik×k 0
0 0l×l
))−1
·B
provided that det(G + sC) 6= 0. Following the direct approach, the ε-embedding changes
the system (2.1) to:{
C(ε)dx(t)
dt
= −Gx(t) +Bu(t), x(0) = x0,
w(t) = Lx(t),
(2.21)
where
C(ε) =
(
Ik×k 0
0 εIl×l
)
for ε ∈ R
with the same inner state and input/output as before. For ε 6= 0, the matrix C is regular
in (2.21) and the transfer function reads:
Hε(s) = L · (G+ s · C(ε))−1 ·B
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provided that det(G+ sC(ε)) 6= 0. For convenience, we introduce the notation
M(s, ε) := sC(ε) = s
(
Ik×k 0
0 εIl×l
)
.
It holds M(s, 0) = sC with C from (2.1).
Concerning the relation between the original system (2.1) and the regularized system (2.21)
with respect to the transfer function, we achieve the following statement. Without loss of
generality, the induced matrix norm of the Euclidean vector norm is applied.
Lemma 2.1. Let A, A˜ ∈ Rn×n, det(A) 6= 0 and ‖A− A˜‖2 = ‖∆A‖2 where ∆A is small
enough. Then it holds:
‖A−1 − A˜−1‖2 ≤ ‖A
−1‖22 · ‖∆A‖2
1− ‖A−1‖2 · ‖∆A‖2 .
Proof. It holds
‖A−1 − A˜−1‖2 = max‖x‖2=1
∥∥∥A−1x− A˜−1x∥∥∥
2
.
Suppose y := A−1x, y˜ := A˜−1x, then the sensitivity analysis of linear systems yields
‖∆y‖2
‖y‖2
≤ κ(A)
1− κ(A)‖∆A‖2‖A‖2
‖∆A‖2‖A‖2 + ‖∆x‖2‖x‖2︸ ︷︷ ︸
= 0

where the quantity
κ(A) ≡ ∥∥A−1∥∥
2
‖A‖2
is the relative condition number. So by substituting the value of κ(A) we have:
‖y − y˜‖2 ≤
‖A−1‖2 · ‖∆A‖2 · ‖A−1‖2 ‖x‖2
1− ‖A−1‖2 · ‖∆A‖2
then
‖A−1 − A˜−1‖2 ≤ ‖A
−1‖22 · ‖∆A‖2
1− ‖A−1‖2 · ‖∆A‖2 .
We conclude from Lemma 2.1 that
lim
∆A→0
A˜−1 = A−1.
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Theorem 2.3. For fixed s ∈ C with det(G+M(s, 0)) 6= 0 and ε ∈ R satisfying
|s| · |ε| ≤ c‖(G+M(s, 0))−1‖2
(2.22)
for some c ∈ (0, 1), the transfer functions H(s) and Hε(s) of the systems (2.17) and (2.21)
exist and it holds
‖H(s)−Hε(s)‖2 ≤ ‖L‖2 · ‖B‖2 ·K(s) · |s| · |ε|
with
K(s) =
1
1− c
∥∥(G+M(s, 0))−1∥∥2
2
.
Proof. The condition (2.22) guarantees that the matrices G + M(s, ε) are regular. The
definition of the transfer functions implies:
‖H(s)−Hε(s)‖2 ≤ ‖L‖2 ·
∥∥(G+M(s, 0))−1 − (G+M(s, ε))−1∥∥
2
· ‖B‖2 .
Applying the Lemma 2.1, the term at the right-hand side of the expression above becomes:
‖(G+M(s, 0))−1 − (G+M(s, ε))−1‖2 ≤
‖(G+M(s, 0))−1‖22 · ‖M(s, 0)−M(s, ε)‖2
1− ‖(G+M(s, 0))−1‖2 · ‖M(s, 0)−M(s, ε)‖2
≤ 1
1− c
∥∥(G+M(s, 0))−1∥∥2
2
· ‖M(s, 0)−M(s, ε)‖2
≤ K(s) ‖M(s, 0)−M(s, ε)‖2 .
We obtain:
‖M(s, 0)−M(s, ε)‖2 = |s| ·
∥∥∥∥( 0 00 εIl×l
)∥∥∥∥
2
= |s| · |ε| .
Thus the proof is completed.
It is clear that for inequality (2.22) we have:
s 6= 0 ∈ C : |ε| ≤ c|s| · ‖(G+M(s, 0))−1‖2
s = 0 ∈ C : ε arbitrary
We conclude from Theorem 2.3 that
lim
ε→0
Hε(s) = H(s)
for each s ∈ C with G+ sC regular. The relation (2.22) gives the feasible domain of ε
|s| ≤ 1 : |ε| ≤ c‖(G+M(s, 0))−1‖2
,
|s| > 1 : |ε| ≤ c|s| · ‖(G+M(s, 0))−1‖2
.
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We also obtain the uniform convergence
‖H(s)−Hε(s)‖2 ≤ Kˆ |ε| for all s ∈ S
in a compact domain S ⊂ C and ε ≤ δ with:
δ = c ·min
s∈S
1
‖(G+M(s, 0))−1‖2
for S˜ = ∅,
δ = c ·
[
min
s∈S
1
‖(G+M(s, 0))−1‖2
]
·
[
min
s∈S˜
1
|s|
]
︸ ︷︷ ︸
≤1
for S˜ 6= ∅,
with S˜ := {z ∈ S : |z| ≥ 1}. Furthermore, Theorem 2.3 implies the property
lim
s→0
H(s)−Hε(s) = 0
for fixed ε assuming detG 6= 0. However, we are not interested in the limit case of small
variables s.
For reducing the DAE system (2.1), we have two ways to handle the artificial parameter ε,
which results in two different scenarios. In the first scenario, we fix a small value of
the parameter ε. Thus we use one of the standard techniques for the reduction of the
corresponding ODE system. Finally, we achieve a reduced ODE (with small ε inside). The
ODE system with small ε represents a regularized DAE. Any reduction scheme for ODEs
is feasible. Figure 2.1 indicates the steps for the first scenario. Recent research shows that
the Poor Man’s TBR (PMTBR), see [48], can be applied efficiently if the matrix C in (2.1)
is regular, which indeed happens in this example. The test case with the simulation result
will be presented in Chapter 4.
In the second scenario, the parameter ε is considered as an independent variable (value
not predetermined). We can use the parametric MOR for reducing the corresponding
ODE system. The applied parametric MOR is based on [15, 20] in this case. The limit
ε→ 0 yields the results in an approximation of original DAEs (2.1). The existence of the
approximation in this limit still has to be analyzed. Figure 2.2 illustrates the strategy for
the second scenario.
Theorem 2.3 provides the theoretical background for the both scenarios. We apply an MOR
scheme based on an approximation of the transfer function to the system of ODEs (2.21).
Let H˜ε(s) be a corresponding approximation of Hε(s).
It follows
‖H(s)− H˜ε(s)‖2 ≤ ‖H(s)−Hε(s)‖2 + ‖Hε(s)− H˜ε(s)‖2 (2.23)
for each s ∈ C with det(G+sC) 6= 0. Due to Theorem 2.3, the first term becomes small for
sufficiently small parameter ε. However, ε should not be chosen smaller than the machine
precision on a computer. The second term depends on the applicability of an efficient
MOR method to the ODEs (2.21). Thus H˜ε(s) can be seen as an approximation of the
transfer function H(s) belonging to the system of DAEs (2.1).
40 CHAPTER 2. LINEAR MOR
 
          
  
     
   
  
  
              
            ODE
                 Reduced ODE
                 for ODEs
   MOR 
  
       DAE
 
   
 dimension 
constant ε
dimension n n
constant ε
dimension   q << n
constant ε
Figure 2.1: The approach of the ε-embedding for MOR in the first scenario.
2.5 General Linear Systems
The simplest and best understood DAEs are linear equations of the form (2.1). We will
focus on this kind of problems to generalize the direct approach (ε-embedding) from Sec-
tion 2.3. Thus we consider an arbitrary singular matrix C now.
2.5.1 Transformation to Kronecker Form
Here investigations are closely related to the theory of matrix pencils, see [7, 63]. This
field provides the proposition that the linear DAE (2.1) is uniquely solvable if and only
if the matrix pencil {C,G} is regular, i.e. the polynomial det(λC + G) does not vanish
identically. We consider constant coefficient matrices C,G ∈ Rn×n and the Cr-mapping
u : [t0, t1]→ Rm represents a time-dependent source term. Due to the regular matrix pencil,
the matrices G and C can be transformed simultaneously to the Kronecker canonical form,
see [35],
PCQ =
(
In−m 0
0 N
)
, PGQ =
(
M 0
0 Im
)
(2.24)
with the regular matrices P,Q ∈ Rn×n. It holds M ∈ R(n−m)×(n−m) and N ∈ Rm×m is a
nilpotent matrix with the nilpotency index ν, i.e., Nν = 0 but Nν−1 6= 0. If C is regular,
then we have ν = 0. Since we suppose that the matrix C in (2.1) is singular, the matrix
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Figure 2.2: The approach of the ε-embedding for MOR in the second scenario.
N in (2.24) exhibits the following structure
N =

0 ∗ . . . ∗
...
. . . . . .
...
...
. . . ∗
0 . . . . . . 0
 . (2.25)
More precisely, just one upper diagonal may be occupied. The special structure of N in
(2.25) allows us to add the variable ε on the diagonal of the matrix N , which corresponds
to a regularization of the product PCQ. Without this transformation the matrix C does
not have any special pattern in general to add this variable ε to avoid the singularity.
The transformation of the pencil {C,G} to its Kronecker canonical form corresponds to a
decoupling of the DAE (2.1) into
y˙ +My = η(t), (2.26a)
Nz˙ + z = δ(t) (2.26b)
with
x = Q ·
(
y
z
)
, P ·B · u(t) =
(
η(s)
δ(t)
)
. (2.26c)
Now (2.26a) is already an explicit ODE for y. We can obtain an ODE for z from (2.26b)
as follows, see [35]. One differentiation and multiplication by N yields,
N2z¨ +Nz˙ = Nδ˙(t)
(2.26b)⇒ z = δ(t)−Nδ˙(t) +N2z¨.
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Proceeding in this way, i.e. by successive differentiation and multiplication by N , we arrive
after ν − 1 steps (because N ν = 0) at
z = δ(t)−Nδ˙(t) +N2δ¨(t)− · · ·+ (−1)νN ν−1δ(ν). (2.27)
One differentiation of (2.27) results in an ODE for z. Hence the differential index is ν,
presumed that δ is sufficiently often differentiable. We define v := Q−1x. Applying the
Kronecker canonical form (2.24) changes the linear DAEs (2.1) into the transformed linear
system {
PCQdv(t)
dt
= −PGQv(t) + PBu(t)
w(t) = LQv(t).
(2.28)
According to (2.24), we define Cˆ := PCQ. Remark that both C and N are singular matri-
ces. The representation of the system in the frequency domain via the Laplace transform
(2.4) results to
H(s) = LQ · (PGQ+ s PCQ︸ ︷︷ ︸
Cˆ
)−1 · PB. (2.29)
Following the direct approach, the ε-embedding changes the system (2.28) into{
Cˆε
dv(t)
dt
= −PGQv(t) + PBu(t)
w(t) = LQv(t)
(2.30)
with
Cˆε :=
(
In−m 0
0 εIm +N
)
for ε 6= 0 (2.31)
and the same inner state and input/output as before. For ε 6= 0, the matrix Cˆε is regular
in (2.31) and the transfer function of (2.30) reads
Hε(s) = LQ · (PGQ+ sCˆε)−1 · PB. (2.32)
Concerning the relation between the original system (2.28) and the regularized system (2.30)
with respect to the transfer function, we achieve the following statement. Without loss of
generality, the induced matrix norm of the Euclidean vector norm is applied again.
Theorem 2.4. For fixed s ∈ C with det(PGQ+ sCˆ) 6= 0 and ε ∈ R satisfying
|s| · |ε| ≤ c‖(PGQ+ sCˆ)−1‖2
(2.33)
for some c ∈ (0, 1), the transfer functions H(s) from (2.29) and Hε(s) from (2.32) exist
and it holds
‖H(s)−Hε(s)‖2 ≤ ‖L‖2 · ‖B‖2 · ‖P‖2 · ‖Q‖2 ·K(s) · |s| · |ε|
with
K(s) =
1
1− c
∥∥∥(PGQ+ sCˆ)−1∥∥∥2
2
.
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Proof. The condition (2.33) guarantees that the matrices PGQ + sCˆε are regular. The
definition of the transfer functions implies
‖H(s)−Hε(s)‖2
≤ ‖L‖2 · ‖Q‖2 ·
∥∥∥(PGQ+ sCˆ)−1 − (PGQ+ sCˆε)−1∥∥∥
2
· ‖P‖2 · ‖B‖2 .
Applying Lemma 2.1, the term in the above right-hand side satisfies the estimate∥∥∥(PGQ+ sCˆ)−1 − (PGQ+ sCˆε)−1∥∥∥
2
≤ 1
1− c
∥∥∥(PGQ+ sCˆ)−1∥∥∥2
2
·
∥∥∥(PGQ+ sCˆ)− (PGQ+ sCˆε)∥∥∥
2
.
Using basic calculations, it follows∥∥∥(PGQ+ sCˆ)− (PGQ+ sCˆε)∥∥∥
2
= |s| ·
∥∥∥Cˆ − Cˆε∥∥∥
2
= |s| · |ε|.
Thus the proof is completed.
We conclude from Theorem 2.4 that
lim
ε→0
Hε(s) = H(s)
for each s ∈ C with G + sC regular. Uniform convergence is given in a compact set
s ∈ S ⊂ C again. Although the above theorem guarantees the convergence of the transfer
function of the regularized system to the transfer function of the original system in the
limit case, we encounter two drawbacks.
The first one is related to the numerical calculation of the Kronecker canonical form.
The numerical computation of the Kronecker canonical form might be unstable, see [17],
due to a possible ill-conditioning of the matrices P and Q. The second issue is that the
upper bound in Theorem 2.4 includes the norms of P and Q now, since we have applied a
transformation before the regularization. If these norms are large, we obtain a pessimistic
estimate. The numerical difficulties lead us to seek an alternative just for the numerical
calculation although from the theoretical point of view the above approach is feasible.
2.5.2 Transformation via Singular Value Decomposition
In the following we will introduce an alternative to the Kronecker canonical form which has
no side effect for the numerical implementation. We apply the singular value decomposition
(SVD), see [62], to the matrix C in the system (2.1). For an arbitrary matrix M ∈ Rm×n,
it exists a factorization of the form
UMV > = Σ, (2.34)
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where U ∈ Rm×m and V ∈ Rn×n are orthogonal matrices. The matrix Σ ∈ Rm×n is diagonal
with nonnegative real entries, which are the singular values. The factorization (2.34) is
called a singular value decomposition of M . Applying the SVD form (2.34) transforms the
linear system of DAEs (2.1) into{
UCV >V dx(t)
dt
= −UGV >V x(t) + UBu(t)
w(t) = LV >V x(t).
We define z := V x. It follows
(
Σ˜ 0
0 0
)
dz(t)
dt
= −UGV >z(t) + UBu(t)
w(t) = LV >z(t),
(2.35)
where the diagonal matrix Σ˜ ∈ Rr×r (r < n) contains the positive singular values. Thus Σ˜
is regular. The ε-embedding changes the system into
(
Σ˜ 0
0 εIn−r
)
︸ ︷︷ ︸
Cε
dz(t)
dt
= −UGV >z(t) + UBu(t)
w(t) = LV >z(t).
(2.36)
The introduced matrix Cε is regular. We obtain the same result as for the transformation
to Kronecker canonical form.
Theorem 2.5. For fixed s ∈ C with det(UGV > + sUCV >) 6= 0 and ε ∈ R satisfying
|s| · |ε| ≤ c‖(UGV > + sUCV >)−1‖2
for some c ∈ (0, 1), the transfer functions H(s) and Hε(s) of the systems (2.35) and (2.36)
exist and it holds
‖H(s)−Hε(s)‖2 ≤ ‖L‖2 · ‖B‖2 ·K(s) · |s| · |ε|
with
K(s) =
1
1− c
∥∥∥(UGV > + sUCV >)−1∥∥∥2
2
.
The steps of the proof for the previous theorem are like in the proof of Theorem 2.3, see
[44], since the matrices after applying the SVD exhibit a semi-explicit structure. Remark
that the transfer function of (2.35) coincides with the function of (2.1). The two drawbacks
of the transformation to Kronecker canonical form are omitted by the SVD. Firstly, stable
numerical methods exist to compute the SVD efficiently. Secondly, we obtain the same
upper bound as for the semi-explicit systems. The reason is that the orthogonal matrices
feature the optimal property
‖U‖2 =
∥∥U>∥∥
2
= ‖V ‖2 =
∥∥V >∥∥
2
= 1.
Hence the SVD can be used as a brilliant alternative for decoupling the dynamical system.
Afterwards, we can apply the ε-embedding.
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2.6 Parametric Model Order Reduction
Standard MOR-techniques attempt to create order reduced models of large scale systems,
arising e.g, in interconnect modeling, that show similar input-output behavior over a wide
range of input-frequencies as the full system. However, capturing dependency of the sys-
tem’s behavior w.r.t. variations of other factors is of crucial importance as well. Factors
that need to be considered may be design parameter of geometry and operating temper-
ature as well as influence of variations within the design process on the network’s per-
formance. Subsuming, say k parameters λ1, . . . , λk, a linear dynamical system, which is
linearly depending on the above parameters can be described by{
C(λ)x˙+G(λ)x = Bu
y = LTx,
where λ = (λ1, . . . , λk) and initial conditions x(λ, 0) = x0(λ). The matrices C(λ) and G(λ)
are of the form
C(λ) = C0 + λ1C1 + · · ·+ λkCk
G(λ) = G0 + λ1G1 + · · ·+ λkGk, (2.37)
where Ci, Gi ∈ Rn×n. Note that the form (2.37) might also arise from linearization of non-
linear depending system matrices G(λ), C(λ) around λ = (0, . . . , 0). The one-parameter-
case, i.e. having one geometrical parameter plus the frequency s marks the transfer to
parameterized model order reduction. In this case, the time domain problem is of the from{
(C0 + λC1)x˙+ (G0 + λG1)x = Bu
y = LTx
(2.38)
and after Laplace-transformation one obtains the frequency-domain problem{
s(C0 + λC1)X(s) + (G0 + λG1)X(s) = BU(s)
Y (s) = LTX(s)
(2.39)
resulting in the transfer function
H(s, λ) = LT (G0 + λG1 + s(C0 + λC1))
−1B.
Projection based MOR techniques now search for a projection matrix V (projecting onto
some reduced subspace V), like in the non-parameterized case, such that the system{
(Cˆ0 + λCˆ1)z˙ + (Gˆ0 + λGˆ1)z = Bˆu(s)
yˆ = LˆTx
of reduced dimension q < n is corresponding in some sense to the full system (2.38). Where
Cˆ0, Cˆ1, Gˆ0, Gˆ1 arise in the standard Galerkin-projection manner
Cˆ0 = V
TC0V, Cˆ1 = V
TC1V, . . . .
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In Krylov-based techniques V is constructed such that the moments, i.e. coefficients of the
series expansions of H(s, λ) and the reduced system’s transfer function
Hˆ(s, λ) = LˆT (Gˆ0 + λGˆ1 + s(Cˆ0 + λCˆ1))
−1Bˆ (2.40)
are matched. A series expansion of H(s, λ) around (s, λ) = (0, 0) is given by
H(s, λ) =
∞∑
j=0
( ∞∑
i=0
mjis
i
)
λj
with the multi-parameter moments mji = L
T qji where
qji = 0 if i < 0 or j < 0
q00 = G
−1
0 b if i = j = 0
qji = −G−10 (C0qji−1 +G1qj−1i + C1qj−1i−1 ) otherwise.
for more details, see [41]. Various strategies to achieve moment matching can be found in
literature. In the following we give just a brief overview and references for further studies:
1. In view of (2.40) one can introduce an auxiliary parameter µ = sλ and rewrite the
transfer function
H(s, λ, µ) = LT (G0 + sC0 + λG1 + µC1)
−1B
and match moments of the corresponding Taylor series expansion
H(s, λ, µ) =
∞∑
k=0
k∑
j=0
k−j∑
i=0
mi,j,kλ
k−(i+j)siµj.
To match the moments mji for i = 0, 1, . . . , p and j = 0, 1, . . . , q the subspace ν
spanned by V has to be O((p+ q)3), see [15, 19].
2. In [39] the approach CORE constructs in a first step a linear system to explicitly
match the geometric parameter λ to order q. Then, with the system matrices of this
auxiliary system the Arnoldi algorithm is run to implicitly match p moments w.r.t
the frequency parameter s. The necessary dimension p+1 of the final reduced system
is accompanied by a numerical instability, missing structure preservation and lack of
passivity preservation.
3. PIMTAP, proposed in [41] suggests to construct the subspace V on which the system
is projected from:
V = span

q00 q
0
1 · · · q0p
...
qq0 q
q
1 · · · qqp.
(2.41)
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Here an orthogonal basis (which forms V ) is constructed column wise from (2.41) us-
ing a so-called 2D Arnoldi process. In [41] it is furthermore stated that this approach
constructs V in a numerically stable way, the structure (2.38) as well as stability and
passivity is also preserved.
4. The method suggested in [33] starts somehow from a different point of view. Revis-
iting (2.39) we recognize that, because the system matrices depend on the geometric
parameter λ, also the state X depends on λ, i.e. X = X(s, λ). From this starting
point, moments, i.e. derivatives, w.r.t. one parameter in {s, λ} are computed by
fixing the other one and evaluating coefficients.
5. Yet another approach is given in [19]. Starting from a system with two parameters
i.e. one geometric parameter plus frequency 4{
(C0 + sC1 + λC2)X(s, λ) = BU(s, λ)
Y (s, λ) = LTX(s, λ)
where C0, C1 and C2 ∈ Rn×n are system matrices, the transfer function
H(s, λ) = LT (C0 + sC1 + λC2)
−1B
is first expanded into a Taylor series w.r.t. the parameter s keeping λ constant.
Without giving details, which can be found in [19], it is clear that the moments, i.e.
Taylor series coefficients, of this expansion depend on the free parameter λ. Hence, in
a second step the moments are expanded w.r.t. the second parameter λ. It turns out,
that the final coefficients of this series expansion are independent of the parameters
and are, therefore, used to define the projection matrix V .
Parameterized interconnect macromodeling via a two-directional
Arnoldi process
The extension of Krylov model order reduction (KMOR) with one parameter to multiple
parameters is difficult. It is much more complicated both in complexity and numerical
stability. Pioneering work includes [19, 21, 33, 39, 74]. Parameterized interconnect macro-
modeling via a two-directional Arnoldi process (PIMTAB) [40, 41, 42] provides a flexible,
systematic and relatively numerically stable way for reducing linear systems with multiple
parameters. The linear system that PIMTAB solves in the two-parameter case is of the
form (2.39). The Taylor expansion of X becomes:
X =
∞∑
i=0
∞∑
j=0
qji s
iλj, (qji ∈ CN),
4comparing to [39] the mixed term (with sλ) is missing.
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where qji is called the (i, j)-th 2-parameter moment of X.
By substituting this Taylor series in (2.39) and some basic calculations we obtain the
recursive relationship of the moments:
PIMTAP projects (2.39) to a subspace V spanned by a selection of the moments. PIMTAP
has two implementations: PIMTAP via Arnoldi process and PIMTAP via Two-directional
Arnoldi Process (TAP). The subspace that PIMTAP via Arnoldi Process uses for projection
is V(p, q) = span{rji : i = 0, . . . , p− 1, j = 0, . . . , q − 1}, and if we define q[j][i] , G[j] and C[j]
as
q
[j]
[i] =

q0i−1
q1i−1
...
qj−1i−1
 , G[j] =

G0
G1 G0
G1 G0
. . . . . .
G1 G0

︸ ︷︷ ︸
j blocks
, C[j] =

C0
C1 C0
C1 C0
. . . . . .
C1 C0

︸ ︷︷ ︸
j blocks
,
the recursive relationship could be rearranged as
q
[j]
[i] = −G−1[j] C[j]q[j][i−1], for all i > 1. (2.42)
From the relationship (2.42), we can see that q
[j]
[1], q
[j]
[2], · · · , q[j][k] span a Krylov subspace
Kk
{
−G−1[j] C[j], q[j][i]
}
, which can be generated with the standard Arnoldi process. Splitting
each Arnoldi vector to j vectors in C and then orthogonalizing and normalizing all these
vectors, we get the projection matrix V ∈ Cn×kj whose column vectors span V(k, j).
A restriction of PIMTAP via Arnoldi process is that the moment matching pattern must
be a rectangle as is shown in Figure 2.3(a), in which a solid circle in (i, j) means qji is to be
matched. In some applications, the high order cross-term moments are not so important.
An extreme example is the method proposed in [33] that matches none of the cross-term
moments but is still accurate enough for its test cases. Therefore, PIMTAP via TAP
is proposed in [40, 41, 42] to generate more flexible moment matching patterns like the
example shown in Figure 2.3(b). The only restriction of moment matching pattern in
PIMTAP via TAP is that if rnm is matched, any q
j
i (0 ≤ i < m, 0 ≤ j < n) must also
be matched. Thus, the moment matching pattern could be expressed by vector p ∈ Nk
satisfying 0 < p(i) ≤ p(j) when i > j, meaning that qji is matched if and only if j ≤ k and
i ≤ p(j). For example, the moment matching vector of the example in Figure 2.3(b), is
(10, 7, 4, 2).
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(b) An example of moment match-
ing pattern for PIMTAB via TAP.
The moment matching vector is
(10,7,4,2).
Figure 2.3: Illustrations of the moment matching patterns of PIMTAP.
The idea of PIMTAP via TAP to generate the moment matching pattern in Figure 2.3(b)
is to build four Krylov subspace: K(r)(10, 1),K(r)(7, 2),K(r)(4, 3),K(r)(2, 4)5, split each the
Arnoldi vector to vector(s) in Cn and then orthogonalized them to get the projection matrix
V ∈ Cn×23. A shortcoming of this method is that some moments are computed repeatedly,
and TAP is an improvement of this method by recycling the moments that are already
computed. For more details about TAP, please consult [40].
Use the PIMTAP vectors as the column vectors of V ∈ Cn×k and let W ∈ Cn×k be an
arbitrary matrix satisfying that W ∗G0V is nonsingular, the one-sided reduced order model
can be obtained by approximating x by V z (z ∈ Ck) and then left multiplying the first
equation of (2.39) with W ∗:{
(Gˆ0 + λGˆ1 + s(Cˆ0 + λCˆ1))Z(s, λ) = BˆU(s),
Y (s, λ) = Lˆ∗Z(s, λ),
where Gˆ0 = W
∗G0V, Gˆ1 = W ∗G1V, Cˆ0 = W ∗C0V, Cˆ1 = W ∗C1V, Bˆ = W ∗B and Lˆ =
V ∗L. After the reduction, the moments specified by the moment matching pattern are
matched.
5 The first numbers in parentheses referred to moment-index in x-direction (s) and the second numbers
in parentheses referred to moment-index in y-direction (λ) as an example (10, 1) means 10 moments in s
direction and just 1 moment in λ direction. Also r refers to right Krylov subspace.
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Chapter 3
Nonlinear model order reduction
In this chapter we review the status of existing techniques for nonlinear model order re-
duction by investigating how well these techniques perform for circuit simulation. The
two best-known methods for reduction of nonlinear systems are proper orthogonal decom-
position (POD) [10, 37, 6], also known as Karhunen-Loe`ve expansion [43], and trajectory
piecewise-linear techniques (TPWL) [54, 55], which are discussed in Section 3.2 and Sec-
tion 3.3, respectively. We address several questions that are (closely) related to both the
theory and application of nonlinear model order reduction techniques.
3.1 Nonlinear versus Linear Model Order Reduction
Electrical circuits may contain nonlinear elements, e. g. nonlinear resistors to model diodes,
nonlinear capacitors modeling varactors or combinations of these, corresponding to the
behavior of transistors. Hence, the dynamics of electrical circuits can generally be described
by a nonlinear, first order, differential-algebraic equation (DAE) of the form:
d
dt
q(x(t)) + j(x(t)) +Bu(t) = 0; y(t) = LTx(t), (3.1)
where, as in the linear case, x(t) ∈ Rn represents the unknown vector of circuit variables
at time t ∈ R and B ∈ Rn×m distributes the input excitation u : R → Rm and L ∈ Rn×q
maps the state x to the system response y(t) ∈ Rq. The contribution of nonlinear reactive
and nonreactive elements is described by q, j : Rn → Rn, respectively.
We interpret (3.1) as a description of a sub-circuit. Thus the input u and the output y are
terminal voltages and terminal currents that are injected and extracted linearly. Model
order reduction aims at replacing the original model (3.1) by a system
d
dt
[q˜(z(t))] + j˜(z(t)) + B˜u(t) = 0; y˜(t) = L˜T z(t), (3.2)
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with z(t) ∈ Rr; q˜, j˜ : Rr → Rr and B˜ ∈ Rr×m and L˜ ∈ Rr×q, where we can compute a
system response y˜(t) ∈ Rq that is sufficiently close to y(t) given the same input signal u(t),
but in much less time.
In the previous chapters, we have described approaches to MOR for linear problems. When
transferring these techniques to nonlinear networks, fundamental differences emerge. Es-
pecially one realizes that only reduction of the dimension of the problem is not enough to
reduce the time needed for solving a system numerically.
To understand this, we recall the basic principle of linear MOR, see Section 2.2, i. e. MOR
for linear problems of the form
C
d
dt
x(t) +Gx(t) +Bu(t) = 0; y(t) = LTx(t) (3.3)
with C,G ∈ Rn×n.
The basic idea of projection based linear MOR is to approximate the state x(t) ∈ Rn in a
lower dimensional space of dimension r  n, spanned by basis vectors which we collect in
V = (v1, . . . , vr) ∈ Rn×r:
x(t) ≈ V z(t), with z(t) ∈ Rr.
The reduced state z is defined by a reduced dynamical system that arises from projecting
(3.3) on a test space spanned by the columns of some matrix W . There, W and V are
chosen biorthonormal, i.e., W TV = Ir×r1. The Galerkin projection2 yields
C˜
d
dt
z(t) + G˜z(t) + B˜u(t) = 0; y(t) = L˜T z(t)
with C˜ = W TCV , G˜ = W TGV ∈ Rr×r and B˜ = W TB ∈ Rr×m, L˜ = V TL ∈ Rr×p. The
system matrices C˜, G˜, B˜, L˜ of this reduced substitute model are of smaller dimension and
constant, i.e., need to be computed only once. We need to guarantee that the reduced
pencil is still regular, see [64, 65].
Applying the same technique, e. g. with V and W constructed via POD, directly to the
nonlinear system (3.1) means obtaining the reduced formulation (3.2) by defining
q˜(z) = W T q(V z) and j˜(z) = W T j(V z). (3.4)
Clearly, q˜ and j˜ map from Rr into Rr. The original nonlinear d-dimensional DAE model is
reduced to a nonlinear r-dimensional DAE reduced order model by means of the Galerkin
projection. Unfortunately, the resulting reduced order model for z ∈ Rr is not always
solvable for any arbitrary truncation degree r, see [3, 69].
Each numerical integration scheme applied to (3.2) calls for evaluations of the functions
q˜(zl), j˜(zl) as well as the system’s Jacobian matrix
J˜ =
(
α
∂q˜
∂z
+
∂j˜
∂z
) ∣∣∣
z=zl
= W T
(
α
∂q
∂x
+
∂j
∂x
) ∣∣∣
x=V zl
V,
1This is a very practical case for an explicit ODE when C = I.
2Most frequently V is constructed to be orthogonal, such that W = V can be chosen.
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where α ∈ R is some integration coefficient, at some intermediate points zl.
In the nonlinear case, both the evaluation of the functions and the Jacobians necessitate
the back projection, i. e. prolongation of the argument zl to its counterpart V zl followed
by the evaluation of the functions q and j and the projection to the reduced space with W
and V .
Consequently, no reduction will be obtained with respect to computation time unless ad-
ditional measures are taken or other strategies are pursued.
3.2 Proper orthogonal decomposition and adaptations
POD [37] is a method, which extracts principal information from a set of multidimensional
data in order to approximate the information contained in the set on a set of lower dimen-
sion. Hence, POD suggests itself to be used in MOR to construct the subspace for the
projection of the system. Recently also adaptations to MOR with POD where published
that overcome the problem with Garlerkin-projected nonlinear problems, see Section 3.1.
In the following we give a brief introduction to POD and we refer to [50] for further reading.
Furthermore, we sketch some of the adaption, where we give references in the corresponding
paragraphs.
3.2.1 Basis of POD
In MOR for dynamical systems, the data set, used by POD, is collected during a benchmark
simulation. That means, given a typical input signal u(t), the full system (3.1) is solved
on some time interval [t0, tend]. During this simulation, say K, snapshots are taken and
gathered in a snapshot matrix
X = (x1, . . . , xK) ∈ Rn×K .
The columns of the matrix X span a subspace of dimension k ≤ K, for which POD creates
an optimal orthonormal basis {v1, . . . , vk}. An orthonormal basis is considered optimal,
when the error
e = (‖x1 − xˆ1‖22, . . . , ‖xk − xˆk‖22)T ∈ Rk
is minimized with respect to the averaging operator
〈e〉 = 1
K
K∑
i=1
ei.
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Here xi and xˆi are defined as:
xi = αi1v1 + αi2v2 + · · ·+ αikvk
=
k∑
j=1
αijvj for i = 1, . . . , k,
xˆi =
r∑
j=1
αijvj ≈ xi for i = 1, . . . , k
and r < k.
This is a least squares problem which can be solved by the singular value decomposition
(SVD) of the snapshot matrix
X = UST with U ∈ Rn×n, T ∈ RK×K and S =
( σ1
...
σn
∣∣∣ 0n×(K−n)) ,
where we assume K > n. U and T are orthogonal matrices and the singular values satisfy
without loss of generality σ1 ≥ · · · ≥ σn ≥ 0. The level of truncation is chosen as the
smallest r such that for some threshold d (typically d = 99) we have∑r
i=1 σ
2
i∑n
i=1 σ
2
i
≥ d
100
.
Now, in MOR with POD, V and W in (3.4) are chosen as V = W = (v1, . . . , vr).
3.2.2 Adaption of POD for nonlinear problems
As we have seen, POD does not need any information about the particular structure of
the problem, i.e. it does not ask if the problem is nonlinear or not. As it is based on
the snapshots only, it may be applied straightforward to nonlinear problems. However,
as mentioned before, the cost of evaluating the element functions q, j is not reduced.
Adaptations have been made, as we will describe in the following. Common to all the
approaches is, to replace the element functions q, j : Rn → Rn, i.e., actually a collection of
n functions each, by q˜(·), j˜(·) ∈ Rr, i.e. a collection of r < n functions. In the adaption
presented, q˜ and j˜ are a subset of q and j, respectively. They differ in the way, the selection
is chosen.
Missing point estimation
Missing point estimation (MPE) [4] is motivated by problems in computational fluid dy-
namics and was later transferred to problems in circuit simulation [3]. Here, no full
Galerkin-projection is applied, i.e. the multiplication with W T from the left is not done.
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Instead, after having constructed V , the full state x in (3.1) is replaced with V z. Then, a
numerical integration method is applied. In the case of, e. g. a backward differentiation
formula (BDF) method, this leads to nonlinear equations of the form
αq(V zl) + sl + j(V zl) +Bu(tl) = 0, (3.5)
with integration coefficient α ∈ R and a history term sl = sl(z0, . . . , zl−1) ∈ Rn. Clearly,
this specifies n ∈ N equations for the (r  n) unknowns zl at some time-point tl.
In MPE this overdetermined system is reduced to a still overdetermined system of dimen-
sion r ≤ g < n, by neglecting n−g equations. Introducing a selection matrix Pg ∈ {0, 1}g×n,
this choice can be described by multiplying (3.5) with this selection matrix from the left:
αPgq(V zl) + Pgsl + j(V zl) + PgBu(tl) = 0. (3.6)
Clearly, this selection corresponds to evaluating just g  n entries of q and j. So, a
reduction of function evaluations is obtained. As the system (3.6) is still overdetermined,
it is solved in the least squares sense. The remaining question is: How to select, i.e., how
to construct the selection matrix Pg, which has exactly one non-zero entry per row and at
most one non-zero per column.
In MPE the answer to this question is connected directly to the snapshot matrix and the
most dominant state variables, i.e., components of x(t). Recall that the principal subspace
is a subspace of the manifold the solution resides in. First an optimal orthonormal basis of
the manifold is constructed, then the principal subspace arises from truncating this basis.
The selection Pg can be interpreted as an optimal truncation to a subspace of dimension
g w.r.t. the canonical basis. More formally, Pg is chosen such that it minimizes
‖ (V TP Tg PgV )− Ir×r‖,
i.e., even after canceling n−g rows of V , the resulting matrix is close to being orthonormal.
This optimization problem is solved in [4] by the so-called Greedy algorithm, a partly
heuristic approach.
Adapted POD
The adapted POD, introduced in [70], is based on the snapshots of the state x(t), similar
to what we have seen in MPE. Here, the flow of the POD approach is changed. From the
SVD, see Section 3.2.1, there is not directly a matrix V , projecting to a lower-dimensional
space, created. Instead the system is projected, Galerkin-like, on the full space spanned
by U , i.e., without truncation. However, the projection is done with a U , scaled by the
singular values, i.e., with
K = U · diag(σ1, . . . , σn).
In this way, the dynamical system (3.1) is transformed to the, still full dimensional, prob-
lem:
d
dt
[KT q(Kw(t))] +KT j(Kw(t)) +KTBu(t) = 0; y(t) = LTKw(t),
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where w are the new coordinates of x in the basis K. From that point on, K and KT are
treated in different ways. Both are approximated by matrices that coincide with K and
KT , in all but n− r and n− g columns respectively which are set to 0 ∈ Rn. Technically,
this is described with the help of selection matrices Pr ∈ {0, 1}r×n and Pg ∈ {0, 1}g×n,
K ≈ KP Tr Pr and KT ≈ KTP Tg Pg.
The decision, which columns in K and KT to keep and which to set to zero is based on
the Euclidean norm of the columns. Since K is the orthogonal matrix U scaled with the
singular values, Pr will naturally choose the first r columns. For Pg no such conclusion can
be drawn.
The final steps of the adapted POD are, to further approximate KT ≈ P Tr PrKTP Tg Pg,
insert this, followed by some relabellings and finally, canceling the scaling with the singular
values. So, we arrive at
d
dt
[Wr,g q¯(V z)] +Wr,g j¯(V z) + B̂u(t) = 0,
with UTr = PrU
T = V , q¯(·) = Pgq(·), j¯(·) = Pgj(V z), Wr,g = V TP Tg ∈ Rr×g and B̂ = V TB.
As in the MPE approach, q and j, expensive in evaluation, are replaced by q¯ and j¯,
consisting of just a small subset, and, hence are cheaper to evaluate.
Discrete Empirical Interpolation
Another recent adaption of POD is motivated from the numerical solution of partial differ-
ential equations (PDEs), where, after discretization in space, the dynamical system exhibits
a special structure. Discrete empirical interpolation method (DEIM), introduced in [11],
can also be used for general nonlinear problems.
As in the two modifications of POD described above, finally, the nonlinear functions are
replaced by a selective evaluation. In contrast to MPE and Adapted POD, DEIM is based
on snapshots of the functions itself (“a dual approach”) and not on those of the states x.
In this way, the actual MOR scheme, i. e. the search for a reduced subspace to project the
system on is decoupled from the restriction of the nonlinear functions.
The basic idea of DEIM is to represent a nonlinear function f : Rn → Rn approximately
on a lower dimensional subspace, say, spanned by the columns of some matrix U ∈ Rn×g:
f(x) ≈ Uc(x). (3.7)
Equality cannot be achieved in general, as (3.7) defines an overdetermined system for the
coefficients c(x) ∈ Rg. Hence, only g rows are chosen, which can, again by the help of a
selection matrix Pg ∈ {0, 1}g×n, be described by
Pgf(x) = (PgU)c(x).
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Note, that, given a regular matrix (PgU), it follows from (3.7):
f(x) ≈ U (PgU)−1 Pgf(x), (3.8)
where again Pg applied to f(·) means, that only g out of the n components of f(·) have to
be evaluated. Clearly, U (PgU)
−1 is constant and can be precalculated. Incorporating the
POD ansatz to approximate x ≈ V z, finally we get a reduced dynamical system (3.2) with
q̂(z(t)) = Ŵq q¯(z(t)), ĵ(z(t)) = Ŵj j¯(z(t)), B̂ = V
TB, L̂ = V TL,
with Ŵq = V
TUq
(
P qg1Uq
)−1
and q¯(·) = P qg1q(·), Ŵj = V TUj
(
P jg2Uj
)−1
and j¯(·) = P jg2j(·).
The question open here is, how to determine U and Pg. In DEIM, the former is constructed
from a SVD on a matrix F = (f(x1), . . . , f(xK)) ∈ Rn×K of function snapshots, which can
be taken, e. g. at time points t1, . . . , tK during the benchmark simulation. Consequently,
U consists of the g most dominant left singular vectors of F .
The construction of Pg, i. e., the decision, which components of f are dominant is the core
of DEIM. With Ul denoting the first l columns of U and with Pl ∈ {0, 1}l×n selecting l
columns from Ul, the algorithm incrementally computes the residual
rl+1 = ul+1 − Ul (PlUl)−1 Plul+1 for l = 1, . . . , g.
P1 selects the entry of U1 with the largest absolute value. Then Pl+1, selects in addition
to what Pl has selected the column with the index where the residual rl+1 has the largest
absolute value. Setting up the selection matrix in this way guarantees that PgU in (3.8) is
regular.
3.3 Trajectory piecewise linear techniques
Trajectory piecewise linear techniques [6, 54, 55, 72] linearize the nonlinear system around
a finite number of suitably selected states and approximate the nonlinear system by a
piecewise linearization that is obtained from combining the (reduced) linearized systems
via a weighting procedure.
Having s states x0, . . . , xs−1 obtained from simulation of the original system on some finite
time interval [tstart, tend], we linearize the original system around these states:
d
dt
(q(xi) +Qi(x(t)− xi)) = j(xi) + Ji(x(t)− xi) +Bu(t), (3.9)
where x0 is the initial state of the system and Qi and Ji are the Jacobians of q and j
evaluated at xi. Since each of the linearizations approximates the nonlinear system in the
neighborhood of the expansion point xi, a model including all these linearizations could
approximate the original system over a larger time interval and larger part of the state
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space. In [54] a weighting procedure is described to combine the models. The piecewise
linear model becomes 3
d
dt
[
s−1∑
i=0
wi(x)Qix
]
=
s−1∑
i=0
wi(x)
(
j(xi) + Ji(x− xi)
)
+Bu(t),
where wi(x) are state-dependent weights. Evaluation of weights has to be cheap. A typical
choice is to let wi(x) be large for x = x(t) close to xi, and small otherwise, but other and
more advanced schemes are also available [54].
Simulation of a piecewise linearized system may already be faster than simulation of the
original nonlinear system. However, the linearized system can be reduced by using model
order techniques for linear systems.
The main difference between a linear MOR and the nonlinear MOR approach TPWL is
that the latter introduces in addition to the application of a linear MOR technique the
selection of linearization points to get linear problems and the weighting of the linear sub-
models to recover the global nonlinear behavior. In the following we present the steps in
more details.
3.3.1 Selection of linearization points
The model extraction basically needs the solution of the full nonlinear system once. In [54]
a fast extraction method is proposed, but we will not give details here.
The TPWL-scheme is based on deciding when to add a linear substitute for the nonlinear
problem automatically during simulation of the latter. Again there are several alternatives.
Rewien´ski [54] proposes to check at each accepted time point t during simulation for the
relative distance of the current state x of the nonlinear problem to all existing linearization
states x0, . . . , xi−1. If the minimum is equal to or greater than some threshold δ > 0, i.e.
min
0≤j≤i−1
(‖x− xj‖∞
‖xj‖∞
)
≥ δ, (3.10)
then x becomes the (i + 1)th linearization point. Accordingly, a new linear model, from
linearizing around x is added to the collection. To our experience as we will show later,
the choice of δ already marks a critical point in the process. Rewien´ski suggests to first
calculate the steady state xT of the linear system that arises from linearizing the nonlinear
system at the DC-solution x0 and then setting δ =
d
10
where
d =
‖xT − x0‖∞
‖x0‖∞ (d = ‖xT‖∞ if x0 = 0). (3.11)
Choosing linearization points according to the criterion (3.10) essentially bases the decision
on the slope of the trajectory the training is done on and not on the quality of the linear
3Note that ddt (q(xi)−Qixi) ≡ 0.
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substitute model w.r.t. the nonlinear system. In Voß [72] the mismatch of nonlinear and
linear system motivates the creation of a new linearization point and an additional linear
model: as at each time point during training both the nonlinear and a currently active
system are available, the latter one is computed in parallel to the former one. If the
difference of the two approximations to the true solution at a timepoint tn produced by
the different models becomes too large, a new linear model is created from linearizing the
nonlinear system around the state the system was in at the previous timepoint tn−1.
Note that in both strategies a linear model around a state x(tn−1) is constructed when the
linear model arising from linearization around a former state does not extend to x(tn−1).
However, it is not guaranteed that this new model extends backward, i.e., is able to repro-
duce the situation encountered before tn−1. This circumstance could have a negative effect
in re-simulation where linear combinations of linear substitute systems are used to replace
the full nonlinear system. That means during model extraction one deals with just one
linear system in each situation but with combinations during further simulations.
3.3.2 Determination of weights
During the training the nonlinear functions have been fragmented into linear ones, each
part reflecting certain aspects of the parent function. When using the substitute collection
for simulation, one will naturally aim at having to deal with a combination of just a small
number of linear sub-models. Hence, the weighting function has to have steep gradients
to determine a few (in the ideal case just one) dominant linear models. As in Rewien´ski’s
work we implemented a scheme that is depending on the absolute distance of a state to
the linearization points. The importance of each single model is defined by
wi(x) = e
− β
m
·‖x−xi‖2 , with m = min
j
‖x− xj‖2. (3.12)
By the constant β we can steer how abrupt the change of models is. In Rewien´ski [54]
β = 25 is chosen. To guarantee a convex combination, the weights are normalized such
that
∑
iwi(x) = 1. Note, that in (3.12) the absolute distance ‖x− xi‖2 is taken in the full
space Rn. When using the reduced order model (3.13) for simulation one has to prolongate
x˜ ∈ Rk to the full space. Computational costs could be reduced if this reprojection was
not necessary, i.e. if we could measure the distances in the reduced space already. If the
linearization points x0, . . . , xs−1 are in the space spanned by the columns of V , it suffices
to project them once to the reduced space and take the distances there, i.e. calculate
‖x˜ − x˜i‖ instead (cf. [54]). In the cited reference, it is not stated if extra steps are taken
to guarantee that the linearization states are contained in the reduced space. Adding the
linearization states to V after orthogonalizing them against the columns of V could be an
appropriate activity, probably increasing the dimension of the reduced space.
However, taking no extra steps and just projecting the linearization points to the re-
duced space to take the distances there can be very dangerous as we present in Section 4.
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Therefore, we strongly recommend to project the reduced space back to the full space for
measuring the distance to the linearization points.
3.3.3 Reduction of linear sub-models
Basically, any MOR-technique for linear problems can be applied to the linear sub-models.
In [54] Rewien´ski proposes the usage of Krylov-based reduction using the Arnoldi-method.
Vasilyev, Rewien´ski and White [68] introduce balanced truncation to TPWL and Voß [72]
uses Poor Man’s TBR as linear MOR kernel.
The common basis of all these methods is that one restricts to a dominant subspace of
the state-space. Suppose that the columns of V ∈ Rn×k span this dominant subspace of
the state-spaces of the linearized systems, and that W ∈ Rn×k is the corresponding test
matrix. Then a reduced order model for the piecewise-linearized system can be obtained
as
d
dt
[
s−1∑
i=0
wi(V x˜)
(
W TQiV x˜
)]
=
s−1∑
i=0
wi(V x˜)
(
W T j(xi) +W
TJi(V x˜− xi)
)
+W TBu. (3.13)
Here, all linear sub-models are reduced by projection with the overall matrices V and W .
Besides the choice of the reduction scheme, as mentioned above, the construction of these
matrices is a further degree of freedom. In [54] two different strategies are presented. A
simple approach is to regard only the linear model that arises from linearizing around the
starting value x0, construct a reduced basis V0 and an according test space W0 for this
linear model and set V = V0 and W = W0. Hereby one assumes that the characterization
dominant vs. not dominant does not change dynamically. In a more sophisticated manner,
one derives reduced bases and test spaces Vi, Wi, respectively, for each linear sub-model
i = 0, . . . , s − 1 and constructs V and W from {V0, . . . , Vs−1} and {W0, . . . ,Ws−1}. For
more details we refer to [54, 72].
3.3.4 Construction of reduced order basis
For constructing a reduced order basis we have to take into account the linear sub-models.
The simplest approach bases the reduction on the linear model that arises from linearization
around the DC solution x0 only. From the corresponding system’s matrices G0, F0, B (cf.
(3.9)) a basis {v1, . . . , vl} for the lth order Krylov subspace using the Arnoldi algorithm
might be constructed. Then the matrix V = [v1, . . . , vl, v˜0] ∈ RN×(l+1), where v˜0 arises
from orthonormalization of x0 versus v1, . . . , vl can be taken as the projection matrix for
Galerkin projection of the linear combination of the linear sub-models.
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A second, extended, approach might take into account all linear sub-models. Here in a
first step reduced order models for each single linear subsystem are constructed, which
yields local reduced subspaces spanned by the columns of V0, . . . , Vs−1. In a second step
an SVD is done on the aggregated matrix Vagg = [V0, x0; . . . ;Vs−1, xs−1]. The final reduced
subspace is then spanned by the dominating left basis vectors of SVD. Note that by this
truncation it cannot be guaranteed that the linearization points are in the reduced space.
3.4 Balanced truncation in nonlinear MOR
The energy Lc(x0) that is needed to drive a system to a given state x0 and the energy
Lo(x0) the system provides to observe the state x0 it is in are the main terms in balanced
truncation. A system is called balanced if states that are hard to reach are also hard to
observe and vice versa, i.e. Lc(x) large implies Lo(x) large. Truncation, i.e. reduced order
modeling is then done by eliminating these states.
For linear problems Lc and Lo are connected directly, by means of algebraic calculation,
to the reachability and observability gramians P and Q, respectively.
Recall that these can be computed from Lyapunov equations, involving the system matrices
C,G,B, L of the linear system (3.3). Balancing is reached by transforming the state space
such that P and Q are simultaneously diagonalized:
P = Q = diag(σ1, . . . , σn)
with the so called Hankel singular values σ1, . . . , σn, which are the square roots of the
eigenvalues of the product PQ. From the basis that arises from the transformation only
those basis vectors that correspond to large Hankel singular values are kept. The main
advantage of this approach is that there exists an a priori computable error bound for the
truncated system.
In transferring balanced truncation to nonlinear problems, three main tracks can be rec-
ognized. Energy consideration is the common background for the three directions.
1. In the approach suggested in [25] the energy functions arise from solving Hamilton-
Jacobi differential equations. Similar to the linear case, a state-space transformation
is searched such that Lc and Lo are formulated as quadratic form with diagonal
matrix. The magnitude of the entries is used to determine the truncation again.
The transformation is now state dependent, and instead of singular values, we get
singular value functions. As the Hamilton-Jacobi system has to be solved and the
varying state-space transformations have to be computed, it is an open issue, how
the theory could be applied in a computer environment.
2. In sliding interval balancing [71], the nonlinear problem is first linearized around a
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nominal trajectory, giving a linear time varying system like
d
dt
x(t) = A(t)x(t) +Bx(t), y(t) = C(t)x(t).
At each state, finite time reachability and observability gramians are defined and
approximated by truncated Taylor series expansion. Analytic calculations, basically
the series expansions, connect the local balancing transformation smoothly. This
necessary step is the limiting factor for this approach in circuit simulation.
3. Finally, balancing is also applied to bilinear systems arising from linearizations of
nonlinear problems. Here the key tool are so called algebraic gramians arising from
generalized Lypunov equations. However, no one-to-one connection between these
gramians and the energy functions Lc, Lo can be made, but rather they can serve to
get approximative bounds for the aforementioned. Furthermore, convergence param-
eters have to be introduced to guarantee the solvability of the generalized Lyapunov
equations. For further details we refer to [9, 14] and the references therein.
Chapter 4
Linear and nonlinear examples and
numerical simulations
In the first part of this chapter we will introduce linear circuits and reduce them with
techniques which have already been discussed in Chapter 2. Next we will study two more
linear circuits and implement the direct approach with ε-embedding. The results of the
reduction with the two scenarios introduced in Chapter 2 will be presented. In linear
simulation a Bode magnitude plot of a transfer function plots the magnitude of H(iω), in
decibel, for a number of frequencies ω in the frequency domain of interest, see Section 4.2.
If the transfer function of the original system can be evaluated at enough points s = iω to
produce an accurate Bode plot, the original frequency response can be compared with the
frequency response of the reduced model. In the second part the nonlinear circuits such
as an inverter chain and a nonlinear transmission line will be studied. We reduced the
nonlinear circuits with two promising methods TPWL and POD, see Chapter 3, and also
discuss some challenging problems and show the results.
4.1 Linear Circuits
Example 1- We choose an RLC ladder network shown in Figure 4.1. We set all the
capacitances and inductances to the same value 1 while R1 =
1
2
and R2 =
1
5
, see [45, 61].
We arrange 201 nodes which gives us the order 401 for the mathematical model of the
circuit.
If we write the standard MNA formulation, see Section 1.2, the linear dynamical system
is derived. Applying the same notation as in Section 2.1, the system matrices will be as
follows (for K = 3 for example):
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y R2 K LK−1 2 L1 1
R1C1C2CKu
Figure 4.1: RLC Circuit of order n = 2K − 1, example 1.
C = I, G =

−2 0 0 −1 0
0 0 0 −1 1
0 0 −5 0 1
1 1 0 0 0
0 −1 −1 0 0
 , B =

0
0
5
0
0
 ,
L =
[
0 0 −5 0 0 ] , D = 5. (4.1)
The state variables are: x1 the voltage across capacitance C1; x2 the voltage across ca-
pacitance C2; . . .; xK the voltage across capacitance CK ; xK+1 the current through the
inductance L1; . . .; x2K−1, the current through the inductance LK−1. In general the num-
ber of nodes K is odd. The voltage u and the current y are input and output, respectively.
Note that when the number of nodes is K the order of the system becomes n = 2K − 1.
In this test case we have an ODE instead of a DAE as C = I, see (4.1). The original
transfer function is shown in Figure 4.2. The plot already illustrates how difficult it is to
reduce this transfer function as many oscillations appear.
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Figure 4.2: Original transfer function for the first example of Fig. 4.1, order n = 401. The
frequency domain parameter ω varies between 10−2 to 103.
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Example 2- We use an RLC ladder network given in Figure 4.3 [57] for the second example.
y 2
R1RC1RC2RCKu
R2 K LK−1 L1 1
Figure 4.3: RLC Circuit of order n = 2K − 1, example 2.
The major difference to the previous example is that we introduced a resistor in parallel
to the capacitors at each node connected to the ground. We set all the capacitances and
inductances to the same value 1 while R1 =
1
2
, R2 =
1
5
and R = 1. We choose 201 nodes
which results in order 401 for the mathematical model of the circuit. Like the previous
example we again derive a system of ODEs. The original transfer function of the second
example is shown in Figure 4.4.
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Figure 4.4: Original transfer function for the second example of Fig. 4.3, order n = 401.
The frequency domain parameter ω varies between 10−2 to 103.
The main reason for choosing these two examples is the behavior of Hankel singular values,
see Figure 4.5. The Hankel singular values for the first example do not show any significant
decay while in the second example we observe a rapid decay in the values.
Figures 4.6 and 4.7 show the absolute error between the transfer function of the full system
and the transfer function of several reduced systems. The model is reduced by three
linear techniques (PRIMA see Section 2.2.1, SPRIM see Section 2.2.1 and PMTBR see
Section 2.2.2) for both examples.
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Figure 4.5: Hankel Singular Values for Example 1 and 2, (semi-logarithmic scale).
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Figure 4.6: Error plot, the frequency domain parameter ω varies between 10−2 to 103,
Example 1.
In the example 1 we reduced the system from order n = 401 (number of nodes is K = 201)
to order 34, which means that we reduced the system (in all three methods) by a factor of
10. The order of the reduction is relatively large in this case (thirty four) as the dynamical
system is somehow stubborn for any reductions, see Figure 4.5. The price we should pay
for the smaller system is too high as we lost a lot of information during the reduction and
the error is becoming relatively large. As we expected, PRIMA and SPRIM in Figure 4.6
produced a reliable results close to the expansion point, in this case s = 0, but the error
is immediately increasing for the rest of the oscillation part, see Figure 4.2, and then
smoothly decreases for higher frequencies. In the first example the PMTBR match a bit
worse for the low frequencies as the error decreases just for a short interval and immediately
starts to increase again. But PMTBR also cannot cover the oscillation part of the transfer
function although it resolves the higher frequencies well. The order in PMTBR results
from a prescribed tolerance.
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Figure 4.7: Error plot, the frequency domain parameter ω varies between 10−2 to 103,
Example 2.
For the second example the SPRIM and PRIMA produced a nice match around the ex-
pansion point s = 0 like the first example but for a larger interval, see Figure 4.7. The
peaks of error both for PRIMA and SPRIM are around −50 and −80 dB, respectively, see
Figure 4.7, which are much less than in example 1 where the peaks are around 0 dB for
both PRIMA and SPRIM. We allowed the PMTBR to reduce the system by a factor of 20
in this case although we keep the order of the reduced system same as the first example
for the PRIMA and SPRIM. Despite the lower dimension for reduced system the PMTBR
produced much better results for this test case compared to the first example as the error
starts from −50 dB and smoothly decreases for low frequencies and suddenly falls to −300
dB for larger frequencies.
As we expected, the SPRIM produces a better approximation than PRIMA, especially for
the second example, since it matches twice as much moments. Although both methods
have a good agreement around the expansion point s = 0, the error increases as we are
far from the expansion point. Since the Hankel singular values for the first example do
not decay, the PMTBR cannot produce an accurate model for low frequencies in that
case. In the second example where the Hankel singular values rapidly decay the PMTBR
produced a more reliable result with a better match. This shows that we cannot stick to
one method for reduction in general and the method should be chosen depending on the
circuit’s behavior.
Example 3- We investigate a linear forced LC-oscillator, see [44], with a capacitor, a
resistor and an inductor in series. As we want to extend this LC-oscillator to a scalable
benchmark problem (both in differential part and algebraic part of a DAE model), we
arrange n resistors in parallel and m capacitors in series, see Figure 4.8. A kind of sparse
tableau modeling, cf. [34], has been used for this case, where the currents through the
resistors are defined as unknowns. If we apply the modified nodal analysis (MNA) [31] to
this case, then the equations of the algebraic constraints are not scalable any more. The
values for capacitances and resistances are defined such that the total capacitance and the
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total resistance coincides for each n and m. Moreover, all capacitances and resistances are
chosen with the same parameters C and R, respectively. An oscillation is forced by an
input signal, since a current source
u(t) = I0 sin
(
2pi
T
t
)
,
with fixed amplitude I0 > 0 and period T > 0, is added at node 1.
In the case of resistors in parallel, the state variables x ∈ Rm+n+2 consist of the voltages e
at the nodes, the current iL traversing the inductor, the currents iR running through the
resistors and the current iI from the external source. The used physical parameters are
L0 = 10
−6 H, Req = 104 Ω, Ceq = 10−9 F,
where n = 300 and m = 300 represent the numbers of the resistors and capacitors, respec-
tively. For i = 1, . . . , n and j = 1, . . . ,m each resistors and capacitors have the following
value:
Ri = n10
4 Ω, Cj = m10
−9 F.
The matrix notation of the used sparse tableau analysis reads a DAE:
ACCA
>
C 0 0 0
0 L 0 0
0 0 0 0
0 0 0 0
 ddt

e
iL
iR
iI
+

0 AL AR AI
−A>L 0 0 0
−GA>R 0 In×n 0
0 0 0 1


e
iL
iR
iI
+

0
0
0
−1
u(t) = 0.
Now we apply the direct approach (ε-embedding) to example 3, for the details of the
method see Section 2.4. MOR techniques can be applied within two scenarios: fixing a
small ε or performing the limit ε→ 0 in a parametric MOR, see Figures 2.1 and 2.2. We
start with the first scenario with the variable ε = 10−12 and the PMTBR is used as a
reduction scheme for the ODE system. Figure 4.9 shows the transfer function both for the
DAE and the ODE(ε) and the reduced ODE both with fixed ε. The number in parentheses
shows the order of the systems.
In Figure 4.10 the dashed line shows the absolute error between the DAE system and the
ODE(ε), we call it the direct approach error, while the errors of the full DAE to reduced
ODE and full ODE(ε) to reduced ODE are also shown. The results in Figure 4.10 are in
agreement to Theorem 2.3 as well as the estimate (2.23) as the two systems show a reliable
match for low frequencies and the error increases just for higher frequencies. At the low
frequencies the error is dominated by the reduction error while at the higher frequencies it
is dominated by the direct approach error. The solid line in Figure 4.10 shows the absolute
error between the original DAE system and the reduced ODE with fixed ε = 10−12. The
underlying electric circuits represent benchmarks, since they are designed such that the
MOR methods can be applied efficiently. Hence the PMTBR scheme produces reliable
results in the test example, although the PMTBR is not an efficient reduction scheme for
DAEs in general.
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Figure 4.8: RLC circuit example 3.
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Figure 4.9: Original transfer function for DAE, ODE and reduced transfer function, ex-
ample 3.
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Figure 4.10: Corresponding error plot, reduction was achieved by PMTBR, example 3.
The second scenario with parametric MOR is studied now, see [41] for more details.
Thereby, we apply the systems of Example 3 only. The limit ε → 0 yields the desired
result for the DAEs, see Figure 4.11. In Figure 4.11 we plot the reduced transfer functions
with different values for ε0. Hence in the same plot the sensitivities to the parameter ε can
be studied. We applied the PIMTAB, see Section 2.6, with ε = 0, ε = 10−14, ε = 10−10
and ε = 10−7, see Figure 4.11.
We choose the same order as in the first scenario with the same numbers of resistors and
capacitors n = 300 and m = 300, respectively, the order of the system is 603. In this
case the parameter ε has to be considered during the reduction. The absolute error of
this parametric reduction scheme is shown in Figure 4.12. The transfer functions nearly
coincide for ε to zero or small enough (ε = 10−14). For the case of larger ε = 10−10 the
results is almost as good as before except for very high frequencies, see Figure 4.12. In the
case of relatively larger parameter, ε = 10−7, we observe a larger error of the reduction
scheme, since the error of the regularization becomes dominating. As the error for the
higher frequencies goes above 20 dB we should say this value for the parameter is not
acceptable. This is in agreement to Theorem 1 as well as the estimate (2.23).
The ε-embedding transforms a semi-explicit system of DAEs into a singularly perturbed
system of ODEs. MOR methods for ODEs can be applied to the constructed system,
where the parameter ε is included. The input-output behavior of both DAE system and
ODE system is described by respective transfer functions in frequency domain. We have
shown that the transfer function of the singularly perturbed system of ODEs converges
to the transfer function of the original DAEs in the limit of a vanishing parameter ε. We
have presented numerical simulations, which produce good approximations using the two
approaches in case of a linear test example. In practice, we want to avoid to calculate the
4.1. LINEAR CIRCUITS 71
10−8 10−6 10−4 10−2 100 102 104 106 108
−80
−60
−40
−20
0
20
40
60
80
Frequency(rad/sec)
Ga
in(
dB
)
 Reduced Transfer Function
 
 
Reduced model with Epsilon=0 (7)
Reduced model with Epsilon=1e−14 (7)
Reduced model with Epsilon=1e−10 (7)
Reduced model with Epsilon=1e−7 (7)
Figure 4.11: Reduced transfer function with second scenario (PIMTAB) in case of the
parameters ε = 0, ε = 10−14, ε = 10−10 and ε = 10−7, example 3.
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Figure 4.12: Corresponding error plot for ε = 0, ε = 10−14, ε = 10−10 and ε = 10−7,
example 3.
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Figure 4.13: One cell of RLC model for transmission line, example 4.
transfer function of the DAE or full ODE (the error is unknown) so the case of smaller
ε ends up with better results, but we should take into account that ε is larger than the
machin precision.
Example 4- We consider a substitute model of a transmission line (TL), see [30], which
consists of N cells. Each cell includes a capacitor, an inductor and two resistors, see
Figure 4.13. This TL model represents a scalable benchmark problem (both in differential
part and algebraic part but not separately), because we can select the number N of cells.
The state variables x ∈ R3N+3 consist of the voltages at the nodes, the currents traversing
the inductances L and the currents at the boundaries of the circuit. The used physical
parameters are
C = 10−14 F/m, L = 10−8 H, R = 0.1 Ω/m, G = 10 S/m.
using the two approaches in case of a linear test example.
We apply modified nodal analysis, see [31], to the RLC circuit and then the state x contains
the 3N + 3 unknowns:
(V0, V1, . . . , VN), (I 1
2
, I 3
2
, . . . , IN− 1
2
),
(V 1
2
, V 3
2
, . . . , VN− 1
2
), (I0, IN).
We have 3N + 3 unknowns and only 3N + 1 equations. Thus two boundary conditions are
necessary. Equations for the main nodes and the intermediate nodes in each cell are
h
2
CV˙0 +
h
2
GV0 + I 1
2
− I0 = 0,
hCV˙i + hGVi + Ii+ 1
2
− Ii− 1
2
= 0, i = 1, . . . , N − 1,
h
2
CV˙N +
h
2
GVN + IN − IN− 1
2
= 0,
−Ii+ 1
2
+
Vi+1/2−Vi+1
hR
= 0,
hLI˙i+1/2 + (Vi+1/2 − Vi) = 0, i = 0, 1, . . . , N − 1,
where the variable h > 0 represents a discretisation step size in space. We apply the
boundary conditions
I0 − u(t) = 0,
L1I˙N + VN = 0.
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with L1 > 0 and an independent current source u. Now a direct approach (ε-embedding)
is used again, see Section 2.4. For the first simulation the variable ε is fixed to 10−14 and
10−7, respectively, and the PMTBR is used as a reduction scheme for the ODE system.
For all runs we selected the number of cells to N = 300, which results in the order n = 903
of the original system of DAEs (2.1). Figure 4.14 shows the transfer function both for
the DAE and the ODE (including ε) and the reduced ODE with fixed ε. The number in
parentheses shows the order of the systems.
Figure 4.15 illustrates the absolute error between the DAE system and the ODE (with ε).
The direct approach error (dashed line), see Figure 4.15, is very small or zero for all three
different values for ε in low frequencies. So like the previous example at low frequencies the
error is dominated by the reduction error and at higher frequencies by the direct approach
error. The result of the error plot, see Figure 4.15, satisfies the inequality (2.23) as the
error of the original DAE to ODE reduced is always less or equal the sum of the direct
approach error and the linear reduction error. Also the two systems demonstrate a nice
match for low frequencies and the error increases just for higher frequencies and then is
smoothly decreasing for larger frequencies. We have a nearly perfect agreement between
the original DAE and regularized DAE (i.e. the ODE with ε) when the ε is small enough.
It is clear that due to the small parameter ε = 10−14 the error is below -200 dB for low
frequencies and has a peak at -170 dB, but as we increase the parameter to ε = 10−10 the
error’s peak increases to -100 dB and as we set ε = 10−7 the error’s peak occurs in -10 dB.
As we do not obtain an acceptable error for the case ε = 10−7, see Figure 4.15, this value
for ε is not accepted. In all cases the order of reduced model is 100 times smaller than
the order of the original system and the reduced model is able to approximate the ODE
system well.
Finally the second scenario with parametric MOR is studied. We apply the PIMTAB
parametric MOR following [41]. The limit ε → 0 gives the result for the reduced DAE,
see Figure 4.16. The value in parentheses shows the order of the systems. We simulate
again the TL model with N = 300 cells. We plot the transfer function for the parameters
ε = 0, 10−10, 10−7, see Figure 4.16. The error plot for the parametric reduction scheme is
shown in Figure 4.17. The error plot shows an overall nice match for the case of ε = 0, 10−14
and as the value for the parameter ε increases, the accuracy of the method and of the
reduction algorithm decrease. It is also important to mention that the order of the reduced
system in the second scenario is nearly half of the one in the first scenario.
4.2 Nonlinear Circuits
The TPWL and POD (and variants) are promising strategies in MOR for nonlinear circuit
problems especially as they are up to now the only ones which can be implemented in
a commercial circuit simulator. However both strategies suffer from high dependencies
on heuristics. In case of TPWL the choices of linearization points and the weighting
problem are the most important candidates for these heuristics. As we already mentioned in
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Figure 4.14: Original transfer function for DAE and ODE and reduced transfer function
of PMTBR for ε = 10−7 (down) and ε = 10−14 (up), the frequency ω ranges from 10−8 to
108, example 4.
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Figure 4.15: Absolute error plot for the ε-embedding and PMTBR methods in case of the
parameters ε = 10−14 (a), ε = 10−10 (b) and ε = 10−7 (c), the frequency ω ranges from
10−8 to 108, example 4.
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Figure 4.16: Original transfer function reduced with parametric scheme (second scenario)
with different values for parameter ε, example 4.
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Figure 4.17: Absolute error plot for the ε-embedding, reduction carried out by parametric
MOR (PIMTAB [42]), ε = 0, 10−7, 10−10, example 4.
Chapter 3 there are two different strategies for choosing the linearization points, see [54, 72].
In the following we will show the results of TPWL for a nonlinear transmission line with
these two strategies, see Section 3.3.1. The results of implementation of DEIM algorithm
[11] with this transmission line is also presented. Finally the inverter chain with the
TPWL will be studied. Test examples are the nonlinear transmission line (TL) model
from Fig. 4.18 with N = 100 nodes, a problem of dimension 100, and the chain of n = 100
inverters from Fig. 4.19.
ı(t)
R
ıd(v) C
ıd(v) ıd(v) ıd(v)
C C C
R R R
N321
Figure 4.18: Nonlinear transmission line [54, 55].
The nonlinear transmission line
The diodes in Figure 4.18 introduce the designated nonlinearity to the circuit, as the
current ıd traversing a diode is modeled by ıd(v) = exp(40 · v) − 1 where v is the voltage
drop between the diode’s terminals. The resistors and capacitors contained in the model
have unit resistance and capacitance (R = C = 1), respectively. The current source
between node 1 and ground marks the input to the system u(t) = ı(t) and the output of
the system is chosen to be the voltage at node 1: y(t) = v1(t).
Introducing the state vector x = (v1, . . . , vN), where vi describes the node voltage at node
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Figure 4.19: Inverter chain [72].
i, modified nodal analysis leads to the network equations:
dx
dt
= f(x) +B · u,
y = CT · x,
where B = C = (1, 0, . . . , 0)T and f : RN → RN with
f(x) =

−2 1
1 −2 1
. . . . . . . . .
1 −2 1
1 −1
 · x+

2− exp(40x1)− exp(40(x1 − x2))
exp(40(x1 − x2))− exp(40(x2 − x3))
...
exp(40(xN−2 − xN−1))− exp(40(xN−1 − xN))
exp(40(xN−1 − xN))− 1
 .
The inverter chain
In the inverter chain (Figure 4.19), the nonlinearity is introduced by the MOSFET-
transistors. Basically, in a MOSFET transistor the current from drain to source is con-
trolled by the gate-drain and gate-source voltage drops. Hence, the easiest way to model
this element is to regard it as a voltage controlled current source and assume the leakage
currents from gate to drain and gate to source to be zero:
ıds = k · l(ug, ud, us),
with l(ug, ud, us) = max(ug−us−Uthres, 0)2−max(ug−ud−Uthres, 0)2, where the threshold
voltage Uthres = 1 and the constant k = 2 · 10−4 is chosen. For a more detailed definition
of the corresponding network equations we refer to [45, 72].
The simulation of nonlinear TL
Rewien´ski [54] uses this model Figure 4.18 to demonstrate the behavior of the automatic
model extraction and the robustness of the TPWL-model w.r.t. input signals that differ
from the training input signals. There, the simple approach for constructing the overall
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reduced subspace, i.e. just taking the reduction coming from the linear model that arises
from linearization around the starting value is used. Additional linearization points are
chosen according to the relative distance (3.10) to existing ones. No specification for δ
therein is given. The Arnoldi-process to match l = 10 moments is used for reduction.
Furthermore, the weighting procedure (3.12) is chosen with β = 25.
With these settings, five linear models are extracted automatically and the re-simulation
shows a very good match even for differing input signals. With the same training- and
simulation-input we try to reproduce these results. For the training the shifted Heaviside
step function
ı(t) = H(t− 3) =
{
0, if t < 3
1, if t ≥ 3
is used. Figure 4.20 shows both the short term (left) and the long term (right) response for
all states, i.e. the node voltages . It can be seen that with increasing number the reaction
of the nodes becomes weaker.
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Figure 4.20: Transmission line: State response for all stages, left: short term simulations,
right: long term simulations.
In Figure 4.21 we use Heaviside step function for resimulation also. It is clear that we have
almost a perfect match with both the linear cores PMTBR and PRIMA. As the PMTBR
and PRIMA produce almost the same results, for the next coming simulations we only use
PRIMA for reducing the submodels.
As next test for re-simulation a different input signal
ı(t) = 0.5 · (1 + cos(2pit/10)) (4.2)
was applied to the reduced problem. In the following we give some details of the settings
we used and the results we obtained.
• To get a guess for δ, see (3.10), which is used for the selection of the linearization
points, we run a simulation of an order reduced linear model that corresponds to the
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Figure 4.21: Transmission line: N = 100, as training input and resimulation signal we use
Heaviside step function, Node 1 and 2.
linearization around x0 until tend = 300 as at t = 10 steady state is not yet reached
(see Figure 4.20). As the starting value satisfies x0 = 0, d and δ where chosen to be
(see (3.11))
d = ‖xT‖∞ ≈ 0.0171 and δ = 0.00171 with T = 800.
• Both the simple and the extended approach for generating the reduced order basis
were tested. For the latter attempt, the magnitude of the smallest singular value
that was considered meaningful was 1% of the magnitude of the largest one.
Now we use two different strategies for choosing linearization points, see [54, 72], and a new
input signal, see (4.2), for resimulation. For both simulations automatic stepsize control
with the same tolerances was used and all automatically extracted linear models were
allowed to be used in the resimulation. With the Rewien´ski strategy [54] the method got
21 linearization points while with the Voß strategy [72] it is taken 31 linearization points.
Finally the system was reduced to dimension 10.
We can clearly see that the model constructed in this way is not able to cope with the
chosen new input signal, see Figure 4.22. Both strategies show a mismatch (jump) in the
reduced model. However, this is not a matter of the reduction but of the process of selecting
the linearized models. This observation can be made from having a look at Figure 4.24,
which shows the result from replacing the full nonlinear with a full linear model, i.e., using
the TPWL-procedure without reducing the linear submodels. The situation dramatically
improves when only a subset of automatically extracted linear models is allowed to be used
in resimulation, see Figure 4.23 when for the Rewien´ski approach we allowed submodels
1, 18 and for Voß the models 1, 18 and 20.
Discrete Empirical Interpolation for the transmission line
We close this test example with an inspection on how the adapted POD approach [70] is
behaving with the transmission line from Figure 4.18.
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Figure 4.22: Transmission line: N = 100, as training input we use Heaviside step function
and for resimulation signal we use Cosine function, the two MOR results are very close to
each other, Node 1 and 2.
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Figure 4.23: Transmission line: N = 100, as training input we use Heaviside step function
and for resimulation signal we use Cosine function, selected linear models allowed, Node 1
and 2.
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Figure 4.24: Transmission line: TPWL-re-simulation, no reduction, Node 1.
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Figure 4.25: Transmission line: POD-DEIM with the cosine input, Node 1 and 2.
The DEIM algorithm, see Section 3.2.2, with sub-dimension (1, 2, 3, 7, 19) , was imple-
mented as well, see Figure 4.25. These sub-dimension numbers are the dominant compo-
nents of a nonlinear function f , see (3.7).
In a first trial we use the same reduction parameter r = 30 and g = 35 for the dimension of
the reduced state space and the dimension of the nonlinear element functions, respectively.
With this setup the reduced order model is able to approximate the full nonlinear system
as we see in Figure 4.25.
The simulation results of the inverter chain
We apply only PRIMA and PMTBR as a linear core for TPWL. One of the partitions which
is used inside the SPRIM algorithm is always of size 2 by 2 and the other part becomes
larger as there is no inductor in the structure of the inverter chain. Therefore SPRIM is
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not reasonable to apply in this test case. The inverter chain constitutes a special class of
circuit problems. Here a signal passes through the system, activating at each time-slot just
a few elements and leaving the others latent. However, as the signal passes through, each
element is active at some time and sleeping at some others. As in [45, 72], the training
of the inverter chain during the TPWL model extraction was done with a single piecewise
linear input voltage at u¯(t) (see also Figure 4.26 left), defined by
u¯(0) = 0, u¯(5ns) = 0, u¯(10ns) = 5, u¯(15ns) = 5, u¯(17ns) = 0.
In Figure 4.27 and 4.28 we use PRIMA and PMTBR for reducing the linear subsystems.
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Figure 4.26: Inverter chain: training input (left) and state response (right, stages
1,20,40,60,80,100).
Figure 4.27 shows the state response of the inverter 4 both for the full nonlinear and the
reduced version of it. The reduction with both linear cores shows a good match but we
observe small oscillations which are caused by the linearization or the weighting procedure
in both cases, see Figure 4.27. In Figure 4.28 the same scenario is repeated for inverter
52. Here we also observe the same oscillations for both TPWL with PRIMA and PMTBR
kernel. On top of that the PMTBR also shows a little delay on inverter 52 compared to the
full nonlinear and PRIMA version. So for the next simulations we only stick to PRIMA as
linear cores for reduction. Now the two pulses are used as input. In Figure 4.30 and 4.31
the voltage at inverters 70 and 80 is given. In both cases, the signal cannot be recovered
correctly. In the latter case the pulse is even not recognized at all while we do not observe
such a problem for the very beginning of the nodes, see Figures 4.29. At the moment
we cannot state reasons for that. Obviously this is not caused by the reduction but by
the linearization or the weighting procedure as we get similar results when turning off the
reduction step.
The impact of broadening the input signal u in (re-)simulation only can be seen in Fig-
ures 4.32 and 4.33 which displays the voltage at inverters 7 and 30. The signals are far
away from the expected behavior. However, there seems to be a trend towards the situation
that was encountered during the training. Indeed in Figure 4.33, at inverter 30 we find a
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Figure 4.27: Inverter chain: TPWL-re-simulation, reduction to order 50, linear cores
PRIMA and PMTBR, inverter 4.
time shifted version of the training signal instead of the wide input signal that has been
applied now.
Finally, in Figures 4.34 and 4.35 the result of using the reduced model that arises from
a training input u¯ of given pulse width with a slightly tighter input signal u is given for
the inverters 6 and 12, respectively. In the former the characteristic is reflected quite well.
However, in the latter the output signal surprisingly seems to be a smaller pulse than the
training signal, which is the qualitatively correct tendency but still do not match the full
nonlinear problem . Having a closer look at how the inverter chain is modeled we see that
the input voltage is applied at a floating node. This could give reasoning for the observed
behavior. However, also the backward and forward validity of the linear models could be
the reasons.
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Figure 4.28: Inverter chain: TPWL-re-simulation, reduction to order 50, linear cores
PRIMA and PMTBR, inverter 52.
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Figure 4.29: Inverter chain: TPWL-one pulse in training input and repeated pulse in
re-simulation input, reduction to order 50, inverter 4.
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Figure 4.30: Inverter chain: TPWL-one pulse in training input and repeated pulse in
re-simulation input, reduction to order 50, inverter 70.
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Figure 4.31: Inverter chain: TPWL-one pulse in training input and repeated pulse in
re-simulation input, reduction to order 50, inverter 80.
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Figure 4.32: Inverter chain: TPWL-re-simulation, reduction to order 50, wider pulse,
inverter 7.
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Figure 4.33: Inverter chain: TPWL-re-simulation, reduction to order 50, wider pulse,
inverter 30.
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Figure 4.34: Inverter chain: TPWL-re-simulation, reduction to order 50, tighter impulse,
inverter 6.
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Figure 4.35: Inverter chain: TPWL-re-simulation, reduction to order 50, tighter impulse,
inverter 12.
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Chapter 5
Conclusions and outlook
We applied linear methods for reduction to some linear circuits. We studied a Krylov based
classical method for reduction which is PRIMA and then compared it with recent methods
such as SPRIM, adapted version of PRIMA which can preserve the structure, and PMTBR
which combines the TBR method with projection techniques. We applied all three methods
to two different test examples. Although the dynamical system for both examples yields an
ODE all three methods are unable to completely cover the oscillation part of the transfer
function in the first example. In contrast all the methods especially SPRIM and PMTBR
produce a reliable reduction for the second example. Our observation shows the different
behavior of the Hankel singular values of the two examples. This indicates that although
the linear methods nowadays are well defined and tested we cannot stick to one method for
reduction in general and the method should be chosen depending on the circuit’s behavior.
The ε-embedding, i.e., the direct approach, is applied to a general linear system of DAEs
via a singular value decomposition. Thereby, we obtain an approximating system of ODEs.
Then, MOR techniques perform the reduction of the system of ODEs for the two scenarios
of a fixed ε or a variable parameter (parametric scheme). The presented approach enables
the usage of MOR methods for ODEs. Most of the linear reduction schemes are designed
and adopted for ODEs such as PMTBR or the spectral zeros preservation. We investigated
a linear forced LC-oscillator and a linear transmission line model as test examples for
the direct approach. Both test cases have been simulated successfully in both scenarios.
The next step is to test the method on examples from industrial applications. Further
investigations are necessary to apply the approach to nonlinear systems.
Examples of nonlinear systems arise in almost all applications in electrical engineering: the
presence of a single transistor or diode already makes the circuit behavior nonlinear. More
concrete examples are phase locked loops (PLLs), that usually contain voltage controlled
oscillators (VCOs) and transmission lines with nonlinear elements such as diodes. Espe-
cially the latter can be good candidates for nonlinear model order reduction techniques:
they usually have a limited number of inputs and outputs and exhibit a smooth behavior
that is suitable for reduction. Other systems, such as inverter chains, show more digital
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behavior and are much more difficult for model reduction techniques, since the behavior
cannot be described by a few dominant states. Here other techniques such as multirate
time integration [63] may be better alternatives.
In contrast to the linear MOR where the main goal is to reduce the number of the states,
here in nonlinear MOR the main objective is to construct a reduced model in the sense that
it can be reused at much lower computational costs. Piecewise linearization in combination
with linear MOR techniques in principle offers both reduction in the number of states and
in simulation time. Also recent adaption to POD is motivated from the numerical solution
of partial differential equations, where, after discretization in space, the dynamical system
exhibits a special structure. The DEIM can however also be used for general nonlinear
problems.
We tested a transmission line model and an inverter chain with TPWL and DEIM. However,
both strategies suffer from high dependencies on heuristics. In case of TPWL the choice
of linearization points and the weighting problem are the most important candidates for
these heuristics. At the moment the TPWL is not robust enough.
A clear result for TPWL is that it is (much) more accurate and robust to determine the
weights using state vectors in the original state space, i.e., reduced state vectors must be
projected back to the original full state space before determining the weights. Numerical
experiments confirmed that more accurate results are achieved in this way.
Another important issue is related to the reuse of piecewise-linear models. Since the piece-
wise-linear model is constructed using a single training input, this training input needs to
be chosen carefully. Our experiments, however, indicate that even with an input close to
the training input, simulation of the piecewise-linear models may become inaccurate. This
also causes doubts on the robustness of the current linearization schemes.
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