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Abstract 
 
Automated recognition of control chart patterns for 
monitoring and diagnosing process quality has been 
an active area of research since the last 20 years. An 
artificial neural network (ANN) based models with 
back-propagation algorithm was known to have 
resulted the promising recognition accuracy. However, 
the performance of an ANN depends on a proper 
selection of the design parameters. In this paper, full 
factorial design of experiment (DOE) was utilized in 
investigating several parameters that influence the 
recognition accuracy of an ANN. This systematic 
method provided an optimal ANN design with satisfied 
recognition accuracy. 
 
1. Introduction 
 
An artificial neural network (ANN) based model is 
a common neurocomputing technique which is 
effective in performing classification tasks. ANN is 
also known by other names such as connectionism, 
parallel distribution processing, natural intelligent 
systems and machine learning algorithm [1]. In 
statistical process control (SPC), it has been used in 
automated recognition of control chart patterns (CCPs) 
since the last 20 years. A review paper on the ANNs 
applications in the area of CCPs recognition was 
published in 1998 [2]. In 1990’s, numerous ANN 
training algorithms such as probabilistic neural 
network, learning vector quantization, and back-
propagation (BPN) [3]; [4]; [5]; [6]; [7] were 
proposed. BPN has become the most effective 
algorithm, widely used for classifying CCPs [8]. 
Generally, most literatures reported that the 
recognition accuracy of the ANNs recognizers were 
influenced by several design parameters such as 
network architecture, patterns behaviour, amount of 
training patterns, and training algorithm. There were a 
few researches stated that there was no established 
theoretical method to determine an optimal ANN 
architecture. For case by case basis, they were 
commonly determined empirically [9]; [10]. However, 
there were researches used the design of experiment 
(DOE) in selecting an optimal ANN design. For 
examples, a resolution IV fractional factorial 
experiment has been used in analyzing the effects of 
training parameters [1] and in selecting significant 
statistical features [11]. Research [1], however, limited 
their investigation only to the normal and the shift 
patterns (i.e. minimum shift, shift range, shift 
percentage). 
In this paper, full factorial DOE was utilized in 
investigating the effects of several parameters to the 
recognition accuracy of a three layer ANN. Then, an 
optimal ANN design was proposed. Table 1 shows the 
relationship of such parameters to the design and 
performance of an ANN.  
 
Table 1. Relationship of parameters to an ANN 
Parameters ANN design and performance 
Window size Size for input layer (design) 
Amount of training datasets  Recognition accuracy(performance) 
Number of hidden nodes Size for hidden layer(design) 
Quality of abnormal patterns Recognition accuracy(performance) 
Training algorithm Recognition accuracy(performance) 
 
2. Control chart patterns 
 
CCPs were classified as normal and abnormal 
patterns (i.e. upward and downward shifts, upward and 
downward trends and cyclic). Ideally, data patterns 
should be tapped from real world. However, since a 
large number of data are needed, the simulated CCPs 
were developed using Monte Carlo simulation 
approach (see [12]). This methodology has been 
widely adopted in other researches [13]. Table 2 
provides the parameters for simulating the abnormal 
CCPs. 
Raw data (samples) pattern was used as input data. 
For representing into an ANN recognizer, the samples 
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were standardized to a range between [−3, +3] and 
then normalized to a compact range between [−1, +1]. 
For normalization, a maximum and a minimum values 
were taken once from the overall standardized 
samples. The normalization could minimize noise from 
the samples, thus provides an accurate and consistent 
recognition. 
 
Table 2. Parameters for simulating abnormal patterns 
Abnormal 
patterns 
Range of 
magnitude (in σ) 
Mag. intervals 
(coarse data) 
Mag. intervals 
(fine data) 
Upward shift 0.2 to 2.8 0.2, 0.4,… 0.2, 0.3,… 
Downward shift -2.8 to -0.2 -2.8, -2.6,… -2.8, -2.7,... 
Upward trend 0.015 to 0.025 0.015, 0.017, 0.015, 0.016,… 
Downward trend -0.025 to -0.015 -0.025,-0.023, -0.025,-0.024, 
Cyclic 0.5 to 2.5 0.5, 0.75,… 0.5, 0.6,… 
 
3. Training and testing the recognizer 
 
The performance of an ANN model was 
investigated in different back-propagation (BPN) 
training algorithms, i.e. (a) Levenberg-Marquardt 
(trainlm) and (b) Gradient descent with momentum and 
adaptive learning rate (traingdx). For ‘trainlm’, 
momentum constant and learning rate were set as 0.5, 
whereas maximum number of epochs and error goal 
were set as 500 and 0.001 respectively. For ‘traingdx’, 
learning rate and learning rate increment were set as 
0.05 and 1.05, whereas maximum number of epochs 
and error goal were set as 1500 and 0.001 respectively. 
Network performance for both algorithms was 
based on mean square error (MSE). The hyperbolic 
tangent function in hidden layer limited the hidden 
output between [−1, +1] and sigmoid function in 
output layer limited the classification output between 
[0, 1]. 
The training process was stopped whenever either 
the error goal has been met or the maximum allowable 
training epoch has been reached. The ‘trainlm’ reached 
error goal between 15 and 40 epochs, while the 
‘traingdx’ reach error goal between 100 to 300 epochs. 
In terms of time consuming, the ‘trainlm’ consumed 
longer time compared to the ‘traingdx’. It is because 
the ‘trainlm’ processed large data during training 
operation while the ‘traingdx’ processed small data.  
The amount of training datasets was set as 400 and 
800 for each pattern. Therefore, total training datasets 
for all patterns were 2400 and 4800. Then, 1000 
datasets of each pattern were used for testing.  
 
3.1. Output for patterns classification 
 
Table 3 represents the target outputs for each CCPs. 
The maximum value (0.9) in each row identifies the 
corresponding neuron expected to secure the highest 
output for correctly classified patterns. 
The target output neuron (Ti) and the actual output 
neuron (Oi) were determined based on the maximum 
value produced from the six neurons. For instance, 
target values for normal and upward shift patterns were 
set as 0.9 at 1st and 2nd neurons respectively. If a 
normal pattern produced output as [0.7; 0.1; 0.1; 0.0; 
0.3; 0.25], a maximum output was from the 1st neuron, 
thus a normal pattern was correctly classified. 
Inversely, if a normal pattern produced [0.3; 0.75; 0.1; 
0.0; 0.3; 0.25], a maximum output was from the 2nd 
neuron, thus, the normal pattern was wrongly 
classified as upward shift pattern. 
 
Table 3. A matrix of target outputs of an ANN 
Target output in Oth neuron Patterns 
O1 O2 O3 O4 O5 O6 
Normal 0.9 0.1 0.1 0.1 0.1 0.1 
Upward Shift 0.1 0.9 0.1 0.1 0.1 0.1 
Downward Shift 0.1 0.1 0.9 0.1 0.1 0.1 
Upward Trend 0.1 0.1 0.1 0.9 0.1 0.1 
Downward Trend 0.1 0.1 0.1 0.1 0.9 0.1 
Cyclic   0.1 0.1 0.1 0.1 0.1 0.9 
  
Outputs for CCPs that correctly classified and 
wrongly classified can be determined using the 
following equation: 
 
Difference = (target neuron) – 6 x (actual output neuron) 
 
where, 6 was a value based on the number of patterns 
categories. For examples, a normal pattern that 
correctly classified was computed as [1 – 6 ( 1 ) =  –5], 
whereas a normal pattern that wrongly classified as 
upward shift was computed as [1 – 6 ( 2 ) = –11]. The 
overall ‘differences’ for the correctly classified and 
wrongly classified CCPs were arranged in Table 4.      
 
Table 4. A matrix of correctly & wrongly classified CCPs 
Note: True - correctly classified, False - wrongly classified, (difference) 
CCP N US DS UT DT CYC 
N True  
(-5) 
False 
(-11) 
False  
(-17) 
False  
(-23) 
False  
(-29)   
False  
(-35)   
US False  
(-4)   
True  
(-10) 
False  
(-16)   
False  
(-22)   
False  
(-28)   
False  
(-34)   
DS False  
(-3)   
False  
(-9)   
True 
 (-15) 
False  
(-21)   
False  
(-27)   
False  
(-33)   
UT False  
(-2)   
False  
(-8)   
False  
(-14)   
True  
(-20) 
False  
(-26)   
False  
(-32)   
DT False  
(-1)   
False  
(-7)   
False  
(-13)   
False  
(-19)   
True  
(-25) 
False  
(-31)   
CYC False  
(0)   
False  
(-6)   
False  
(-12)   
False  
(-18)   
False  
(-24)   
True  
(-30) 
 
4. Analysis and discussion 
 
The effects of the investigated parameters were 
analyzed using full factorial DOE and general linear 
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model analysis of variance (ANOVA). Percentage 
correct classification (recognition rate) for normal, 
upward shift, upward trend, and cyclic patterns were 
taken as the outcomes. The outcomes for downward 
shift were similar as for upward shift, whereas the 
outcomes for downward trend were similar as for 
upward trend. Table 5 to Table 8 show the results of 
ANOVA and Table 10 provides a design matrix and 
the DOE results. Figure 1 to Figure 4 represent the 
interaction effects among the investigated parameters. 
 
4.1. The effects of each parameters 
 
Window size has significant effects to an ANN 
accuracy in recognizing abnormal patterns but it has no 
effect for normal pattern. The interaction effects for 
shift, trend and cyclic patterns respectively presented 
the high recognition rate could be obtained at a large 
window size, i.e. 32. Generally, a small window size 
provided weak properties of abnormal patterns, while a 
large window size provided strong properties. 
Guh and Tannock [6] proposed the selection of 
window size should balance between Type I error and 
Type II error. It can be obtained by setting the ARLο ≈ 
370, comparable to the Shewhart chart performance. 
Barghash and Santarisi [1], however, reported that 
window size has insignificant effect to Type I error 
and Type II error in recognizing normal and shift 
patterns.  
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Figure 1.  Interaction effect plot for normal pattern 
 
Table 5. ANOVA for recognizing normal pattern 
Source   DF   Seq SS   Adj SS    Adj MS   F     P 
WS       1   6.081    6.081     6.081    2.42  0.123 
TD       1  96.779   96.779    96.779   38.50  0.000 
HN       1   1.069    1.069     1.069    0.43  0.516 
QD       1   9.735    9.735     9.735    3.87  0.052 
TA       1  98.526   98.526    98.526   39.20  0.000 
WS*TD    1   1.877    1.877     1.877    0.75  0.389 
WS*HN    1   1.877    1.877     1.877    0.75  0.389 
WS*QD    1  17.331   17.331    17.331    6.90  0.010 
WS*TA    1  28.785   28.785    28.785   11.45  0.001 
TD*HN    1   8.456    8.456     8.456    3.36  0.069 
TD*QD    1   5.569    5.569     5.569    2.22  0.139 
TD*TA    1  75.799   75.799    75.799   30.16  0.000 
HN*QD    1   9.191    9.191     9.191    3.66  0.058 
HN*TA    1   0.439    0.439     0.439    0.17  0.677 
QD*TA    1   9.735    9.735     9.735    3.87  0.052 
---------------------------------------------------- 
Error   112 281.516 281.516  2.514 
Total   127 652.767 
S = 1.58541   R-Sq = 56.87%   R-Sq(adj) = 51.10% 
Amount of training datasets shows significant 
effects for normal, trend and cyclic patterns but shows 
insignificant effect for shift pattern. The interaction 
plots indicate that the large amount of training, i.e. 800 
resulted in higher recognition accuracy. 
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Figure 2.  Interaction effect plot for upward shift pattern 
 
Table 6. ANOVA for recognizing upward shift pattern 
Source   DF  Seq SS  Adj SS   Adj MS  F       P 
WS        1  655.13  655.13   655.13  187.14  0.000 
TD        1   12.09   12.09    12.09    3.45  0.066 
HN        1    0.19    0.19     0.19    0.05  0.816 
QD        1    7.48    7.48     7.48    2.14  0.147 
TA        1  933.44  933.44   933.44  266.64  0.000 
WS*TD     1    2.24    2.24     2.24    0.64  0.425 
WS*HN     1    4.51    4.51     4.51    1.29  0.259 
WS*QD     1   58.35   58.35    58.35   16.67  0.000 
WS*TA     1   47.56   47.56    47.56   13.58  0.000 
TD*HN     1   25.15   25.15    25.15    7.18  0.008 
TD*QD     1   92.17   92.17    92.17   26.33  0.000 
TD*TA     1    2.51    2.51     2.51    0.72  0.399 
HN*QD     1    3.36    3.36     3.36    0.96  0.329 
HN*TA     1   51.28   51.28    51.28   14.65  0.000 
QD*TA     1    5.37    5.37     5.37    1.53  0.218 
---------------------------------------------------- 
Error   112  392.08   392.08     3.50 
Total   127 2292.92 
S = 1.87102   R-Sq = 82.90%   R-Sq(adj) = 80.61% 
 
 
Number of hidden node also provides significant 
effects in recognizing trend and cyclic patterns but 
provides insignificant effect for normal and shift 
patterns. Barghash and Santarisi [1] reported the 
number of hidden node has no effect to the Type I 
error and Type II error in recognizing normal and shift 
patterns respectively. 
Figure 3 and Figure 4 indicate that in recognizing 
trend and cyclic patterns, both levels of hidden nodes 
reached high recognition accuracy at high level of 
other parameters. Therefore, hidden layer of 10 
neurons was sufficient towards achieving a smaller 
network and computationally simple in training 
operation. However, one may need to understand that 
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this parameter may indicate a non-linear trend to an 
ANN performance. Gauri and Chakraborty [14], for 
example, gave the results of non-linear recognition rate 
based on different numbers of hidden nodes. 
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Figure 3.  Interaction effect plot for upward trend pattern 
 
Table 7. ANOVA for recognizing upward trend pattern 
Source   DF   Seq SS   Adj SS    Adj MS   F     P 
WS       1 275.303  275.303   275.303  260.42  0.000 
TD       1   9.310    9.310     9.310    8.81  0.004 
HN       1   4.104    4.104     4.104    3.88  0.051 
QD       1   3.445    3.445     3.445    3.26  0.074 
TA       1   1.693    1.693     1.693    1.60  0.208 
WS*TD    1  16.474   16.474    16.474   15.58  0.000 
WS*HN    1   7.373    7.373     7.373    6.97  0.009 
WS*QD    1   0.781    0.781     0.781    0.74  0.392 
WS*TA    1   0.419    0.419     0.419    0.40  0.530 
TD*HN    1   4.621    4.621     4.621    4.37  0.039 
TD*QD    1  11.761   11.761    11.761   11.13  0.001 
TD*TA    1   8.883    8.883     8.883    8.40  0.005 
HN*QD    1   1.620    1.620     1.620    1.53  0.218 
HN*TA    1   1.386    1.386     1.386    1.31  0.255 
QD*TA    1   3.713    3.713     3.713    3.51  0.064 
---------------------------------------------------- 
Error   112 118.401  118.401     1.057 
Total   127 469.287 
S = 1.02818   R-Sq = 74.77%   R-Sq(adj) = 71.39% 
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Figure 4.  Interaction effect plot for cyclic pattern 
 
Then, quality of abnormal patterns presented 
significant effect only for normal pattern. Abnormal 
patterns with fine quality data stream (small variation 
in magnitudes of abnormality) strengthened the 
abnormal patterns properties for better discriminating 
from others CCPs. Inversely, abnormal patterns with 
coarse quality data stream (large variation in 
magnitudes of abnormality) have weak properties for 
discrimination. For example, shift pattern contain 
properties in terms of shift magnitudes, while trend 
pattern contain properties in terms of trend slopes.  
The fifth parameter, i.e. training algorithm indicated 
significant effect for normal, shift and cyclic patterns. 
The interaction plots of such patterns show that the 
‘trainlm’ algorithm resulted better recognition 
accuracy compared to the ‘traingdx’ algorithm. 
 
Table 8. ANOVA for recognizing cyclic pattern 
Source   DF   Seq SS   Adj SS    Adj MS   F     P 
WS       1  15.242   15.242    15.242    9.24  0.003 
TD       1 149.537  149.537   149.537   90.70  0.000 
HN       1  13.101   13.101    13.101    7.95  0.006 
QD       1   0.663    0.663     0.663    0.40  0.527 
TA       1 276.037  276.037   276.037  167.42  0.000 
WS*TD    1  24.860   24.860    24.860   15.08  0.000 
WS*HN    1  32.896   32.896    32.896   19.95  0.000 
WS*QD    1  32.411   32.411    32.411   19.66  0.000 
WS*TA    1   3.615    3.615     3.615    2.19  0.142 
TD*HN    1  70.374   70.374    70.374   42.68  0.000 
TD*QD    1   0.295    0.295     0.295    0.18  0.673 
TD*TA    1  95.203   95.203    95.203   57.74  0.000 
HN*QD    1   1.889    1.889     1.889    1.15  0.287 
HN*TA    1  22.942   22.942    22.942   13.91  0.000 
QD*TA    1   0.345    0.345     0.345    0.21  0.648 
---------------------------------------------------- 
Error   112 184.661  184.661     1.649 
Total   127 924.072 
S = 1.28404   R-Sq = 80.02%   R-Sq(adj) = 77.34% 
 
Based on the screening experiments, Table 9 
summarizes the significant parameters associated to 
this study. Column 6th in Table 9 shows an optimal 
design selected for a three layers ANN recognizer, 
whereas run 12th in Table 10 provides the recognition 
rate achieved from an optimal ANN. Overall, this 
ANN model recognized 100% of normal patterns and 
98.83% of abnormal patterns.   
 
Table 9. Summary of the significant parameters 
Note: √ - Significant (with better recognition accuracy); x – insignificant 
Design  
Parameter 
Normal Upshift Uptrend Cyclic Design 
selection 
WS x √ (Large) √(Large) √ (Large)  WS = 32 
TD √ (Large)  x √(Large)   √ (Large) TD = 800 
HN x x √(Small) √ (Small)  HN = 10 
QD √ (Fine)   x  √ (Fine)   x QD = Fine 
TA √(trainlm
)  
√(trainlm
)   
x   √(trainlm
)   
TA=trainl
m 
 
5. Conclusion 
 
Proper selection of parameters for training an ANN 
is important towards achieving an optimal ANN 
architecture with high recognition accuracy. 
Previously, a few researches noted that there is no 
theoretical method can be used in designing ANNs. 
Most of the parameters have been determined 
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empirically. This study, however, proved that the 
classical DOE can be utilized in designing ANNs by 
screening the parameters that significantly influence 
the recognition accuracy of the ANNs. 
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7. Appendix 
 
Table 10. Design matrix and results for full factorial design of experiments 
Ru
n 
Design factors % Correct Recognition 
 no. WS TN HN QD TA Normal Pattern Upward Shift Patterns Upward Trend Patterns Cyclic Patterns 
1 
−1 −1 −1 −1 −1 98.9 99.3 99.3 99.7 92.
3 
91.
8 
92.
6 
92.
5 
88.
9 
91.
6 
92.
6 
92.
7 
99.5 99.6 99.8 100.
0 
2 +1 
−1 −1 −1 −1 91.5 92.3 91.6 92.5 96.
7 
96.
1 
97.
7 
97.
8 
99.
0 
99.
6 
99.
6 
99.
5 
96.0 95.7 95.8 95.4 
3 
−1 +1 −1 −1 −1 99.8 99.9 99.6 99.7 92.
4 
92.
0 
93.
3 
92.
2 
97.
5 
97.
6 
97.
6 
96.
8 
100.
0 
100.
0 
100.
0 
100.
0 
4 +1 +1 
−1 −1 −1 94.9 92.9 95.4 95.7 98.
7 
98.
8 
99.
1 
99.
0 
98.
8 
98.
7 
98.
8 
98.
9 
95.5 95.8 95.4 95.4 
5 
−1 −1 +1 −1 −1 94.6 95.1 96.2 96.2 95.
6 
97.
2 
96.
7 
95.
6 
95.
5 
95.
1 
95.
5 
95.
2 
91.9 92.7 92.3 92.5 
6 +1 
−1 +1 −1 −1 95.7 95.6 95.9 95.2 97.
6 
98.
1 
98.
4 
98.
4 
99.
7 
99.
6 
99.
6 
99.
7 
94.4 94.4 94.5 94.4 
7 
−1 +1 +1 −1 −1 100.
0 
99.9 100.
0 
99.9 95.
0 
95.
7 
96.
1 
95.
2 
96.
9 
97.
0 
97.
3 
97.
4 
100.
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