In this contribution, the validity of a number of key quench factor analysis (QFA) assumptions is discussed. It is shown that the incorporation of a square-root dependency of yield strength on precipitate volume fraction provides a sounder physical basis for quench factor modelling. Peakaged strength/hardness prediction accuracies are not affected, but C-curve positions are. It is also demonstrated that transformation kinetics are described more correctly by a modified StarinkZahra equation than by a Johnson-Mehl-Avrami-Kolmogorov type equation, yielding better prediction accuracies when a physically realistic Avrami exponent of 1.5 or greater is used.
INTRODUCTION
Quench factor analysis (QFA) was first developed by Evancho and Staley [1] in the early 1970s to predict the effect of continuous cooling quench rate on the yield strength and corrosion resistance of wrought aluminium alloys. A theoretical justification was proposed by Staley [2] in 1987, and an improved quench factor model, which includes the capability to make fracture toughness predictions, was published in 1993 [3] .
Since its development, QFA has been applied to a wide range of wrought aluminium alloys to predict properties and/or optimise industrial quenching procedures [4] [5] [6] [7] [8] [9] [10] [11] [12] . It has also been applied to steels [13] [14] and aluminium casting alloys [15] [16] , and is now recognised as an important technique for modelling property losses during continuous cooling [17] [18] [19] .
The key foundational principle of QFA is the use of isothermal transformation kinetics to predict transformation behaviour during continuous cooling. By representing a quenching curve as a series of consecutive isothermal transformation events and adding together the amount transformed during each isothermal step, the effect of temperature on transformation rate can be taken into account for virtually any step quenching or continuous cooling thermal path.
Consequently, the effect of quench rate on properties can be modelled much more accurately than if an average quench rate approach is taken [1] .
The use of isothermal data to make non-isothermal transformation predictions dates back to Scheil [20] and Avrami [21] , who proposed that this is only possible for a very limited number of additive reactions. Cahn [22] later showed that transformations which nucleate heterogeneously (as is typically observed during quenching of aluminium alloys) tend to obey the rule of additivity, suggesting that a wide range of reactions are additive. Since then, a broad range of non-isothermal transformations have been successfully modelled under the assumption that the reactions are additive [23] [24] [25] [26] [27] [28] [29] [30] , despite the fact that the precise conditions for additivity are still disputed [31] [32] [33] [34] [35] .
Although the success of QFA suggests that transformations occurring during quenching are largely additive, there is still a lack of conclusive evidence regarding the additivity or nonadditivity of such reactions. Consequently, it must be remembered that this continues to be a major assumption at the heart of QFA. Because of the complex and controversial nature of the subject, however, a detailed discussion of additivity is beyond the scope of this paper. Instead, the purpose of this paper is to draw attention to some of the other assumptions made in QFA, to discuss their limitations and to suggest improvements. These improvements are designed to be used within the existing framework of classical QFA. The suggested QFA improvements are tested by comparing predictions with published data on the strength and hardness of quench sensitive 6xxx and 7xxx alloys.
CLASSICAL QUENCH FACTOR ANALYSIS

Theoretical Background
The equation for the C-curve, or time-temperature-property (TTP) curve, that is used in all versions of QFA is
where C t = critical time required to precipitate a constant amount of non-hardening precipitates during isothermal annealing (the locus of which is the C-curve corresponding to that fraction transformed), Eq. 1 was derived [2] by taking the reciprocal of the simplified classical nucleation rate equation,
and, by ignoring elastic coherency strains around nucleated particles, assuming that Some authors have assumed σ min to be negligible and have therefore simplified Eq. 5 to:
Assumptions, Limitations and Inconsistencies
Classical QFA, as outlined in Section 2.1, contains a range of assumptions, some of which are inconsistent with recent experimental and theoretical findings. In particular, the following points are highlighted:
A. Strength varies linearly with solute concentration
The theories of yield strength development based on the blocking of dislocation movement by obstacles indicate that the strengthening contributions due to both shearable and non-shearable precipitates are proportional to the square root of the precipitate volume fraction, regardless of whether Friedel or Kocks statistics are used [36] [37] [38] [39] . This theoretical finding has been confirmed experimentally and incorporated into successful models on strengthening in a wide range of alloys [40] [41] [42] [43] [44] [45] . Classical quench factor analysis, however, contradicts this often-used theoretical result by assuming that the strength varies linearly with the amount of solute available for precipitation hardening.
B. Transformation kinetics are described by a special case of the JMAK equation where n=1
When Evancho and Staley [1] analysed 7075-T6 and 2024-T4 interrupted quenching data from Fink and Willey [46] and McAlevy [47] , they obtained linear correlations with a slope of 1 on logarithmic plots of -log(σ/σ max ) vs isothermal hold time. Ever since then it has been assumed that the Avrami exponent (n) equals 1 and can therefore be omitted from Eqs. 5 and 6, regardless of what material the QFA is being applied to. However, the diffusion-controlled nucleation and growth theories indicate that n < 1.5 is not possible for reactions that involve growth through diffusion in 3 dimensions (e.g. precipitates nucleating and growing within grains) [48] [49] [50] . Hence the use of n = 1 in classical QFA contradicts the notion that quench sensitivity is mostly related to the formation of non-hardening precipitates within grains during quenching. Although Staley [2] acknowledged that n can vary with nucleation rate and precipitate morphology, no steps were taken to at least include it as a variable in Eqs. 5 and 6.
In addition, Starink [50] has clearly demonstrated that the JMAK equation itself often does not describe diffusion-controlled precipitation reactions adequately. This highlights another shortcoming in Eqs. 5-6: besides assuming that n = 1, these equations also assume that impingement of diffusion fields (i.e. soft impingement) can be described by the JMAK equation, which is valid for hard impingement but has not been proven for soft impingement [50] [51] .
While the JMAK equation may be valid for relatively rapid quenches yielding limited amounts of widely spaced precipitates, there could be numerous instances (e.g. during slow cooling, long isothermal holds or for a high number density of nucleation sites) where impingement becomes important.
C. The minimum strength in the Avrami equation
By neglecting the minimum strength, σ min , it is evident that Eq. 6 loses accuracy as σ/σ max decreases. From this point of view, predictions at lower values of σ/σ max are improved by introducing σ min as a constant related to the alloy strength in the absence of hardening precipitates. For most commercial alloys and heat treatments, the assumption that σ min is a constant is adequate because only predictions at high values of σ/σ max are generally of interest. If the quench factor model is calibrated with continuous cooling data rather than interrupted quenching data, then σ min is readily defined as a constant equivalent to the T6 strength attained after an infinitely slow quench.
However, in an analysis of interrupted quenching data from an Al-Cu-Li alloy, Staley et al [3] found that σ min varies strongly with the isothermal hold temperature. Consequently, they improved their quench factor model by introducing an empirically determined parabolic variation of σ min with temperature, where σ min was defined as the minimum T6 strength resulting from infinite holding at a given isothermal hold temperature. The parabolic variation of σ min with temperature was due to two main effects: (a) the sloping solvus and (b) the precipitation of a hardening phase at the lower isothermal hold temperatures. This, however, was an alloy-specific empirical approximation; a more rigorous way of dealing with the uncertainties surrounding σ min would be to include a regular solution model to describe the effects of the sloping solvus.
D. Other considerations
It is well established that the decomposition kinetics during ageing (at least in the early stages) are strongly influenced by the concentration of quenched-in vacancies and vacancy-related defects, which in turn are determined mainly by the quench temperature, quench rate and alloy chemistry [52] [53] [54] [55] [56] [57] [58] [59] . In general, ageing kinetics are increased by faster quenching rates or by quenching from higher temperatures. Consequently, it must be considered in QFA that a given ageing treatment designed to produce peak strength after water quenching will, in general, correspond to an underaged condition after a very slow air cool, leading to possible errors in QFA predictions. However, since most quench factor models are only concerned with a relatively small range of industrially relevant quenching rates at high values of σ/σ max , and the ageing curves of many commercial alloys have relatively broad peaks, it may be justifiable to disregard variations in ageing kinetics in some cases (see e.g. [60] ). For Al-Mg-Si alloys there is some evidence that ageing kinetics are accelerated by increased quench rates and higher quench temperatures [61] [62] [63] . A method for taking account of such altered precipitation kinetics is presented elsewhere [11] .
As an additional point, it is suggested that the convenient practice of substituting hardness for strength values in QFA and related equations (see, e.g. [10, 12, 41, 64] ), be approached with caution. Although good linear correlations between hardness and strength may be obtained if the same ageing treatment is applied after different continuous cooling quench rates, differences in strain hardening generally lead to poor correlations if different ageing treatments are used [65] [66] . Uncertainties may be overcome by including an existing hardness-strength conversion method based on differences in strain hardening [66] [67] in the quench factor model.
Finally, caution must be exercised when calibrating models (like the current one) that contain a large number of adjustable parameters. The large number of adjustable parameters requires a large and well-distributed dataset if each parameter is to be determined accurately and unambiguously. For example, if a quench factor model is calibrated only with continuous cooling data from 10 different quench rates, several combinations of k 2 to k 5 , can give equally good fits.
Additional work (not presented here) has shown that different sets of k 2 to k 5 values yielding similar fits to data can result in dramatically different C-curves. This problem can be partly overcome by using a larger and more well-distributed dataset. Including some interrupted quenching data with the continuous cooling data can be a particularly effective way of pinpointing C-curve positions. Further inaccuracies may result from the fact that QFA models are based on single C-curves, whereas in many commercial alloys more than one phase may actually precipitate during quenching. While multiple C-curves could be predicted to address this issue, such work may complicate the analysis unnecessarily.
One general conclusion from Section 2.2 is that C-curves derived from a QFA of strength/hardness data can deviate significantly from time-temperature-transformation (TTT) curves determined more directly from data based on the extent of reactions. Having identified several of the assumptions and inconsistencies in classical QFA, it will be demonstrated in the next section that the model can be improved and that some of the inconsistencies can be resolved.
As the considerations under point D have been addressed to some extent elsewhere [11, [66] [67] , this contribution will focus only on points A, B and C.
IMPROVEMENTS IN QUENCH FACTOR ANALYSIS
In this section, suggestions for improving classical QFA theory and practice are made and the implications are considered by examining predictions made using data on the influence of interrupted quenching and continuous cooling on T6 strength and hardness. The nature and source of the data are described in Table 1 .
Variation of strength with solute concentration
As outlined under point A in Section 2.2, the assumption that the strength after peak ageing varies linearly with solute concentration after quenching is inconsistent with strengthening theory. To resolve this inconsistency, Eq. 5 should therefore be re-written as:
To illustrate the different predictions made by Eqs. 5 and 7, these equations, together with Eqs. 1 and 4, were fitted to Fink and Willey's data [46] by iteratively adjusting constants k 2 to k 5 , σ max and σ min to minimise the root mean squared error (RMSE) 1 . It is noted from Fig. 1(a) However, optimisation of the models by iterative variation of the parameters in Eq. 1 results in both Eq. 5 and Eq. 7 predicting similar strengths i.e. different TTP curves are predicted to compensate for the differences between the two equations (Fig 1(b) ). While the TTP curve predicted by Eq. 5 (with its nose at about 0.1 sec) is similar to that determined from the same data by Evancho and Staley [1] using classical QFA, it is expected that the TTP curve predicted by Eq. 7 (with its nose at about 0.05 sec) is more true to reality. Although Staley [2] has shown mathematically that Eq. 6 remains valid regardless of whether the square root of the volume fraction is introduced into the equation or not, this is not strictly true.
While models can be optimised to predict the same strengths using either Eq. 6 or Eq. 7 (with σ min = 0), the predictions will, as in Fig. 1 , result in different TTP curves. Despite similar prediction accuracies, it is expected that Eq. 7 will always result in more physically correct TTP curves than Eqs. 5 or 6.
In conclusion, therefore, an apparent inconsistency in QFA can be resolved by replacing Eq. 5 with Eq. 7 whilst retaining the overall structure of classical QFA. Prediction accuracies of T6 strength/hardness are not affected, but resulting C-curves are believed to be more realistically positioned.
Avrami exponents and impingement
In Section 2.2, point B, it was indicated that the choice of Avrami exponent in classical QFA may be questionable and that possible deviation from classical JMAK-type impingement needs to be considered. To address these issues, the applicability of the following equation, derived by Starink and Zahra [69] [70] [71] [72] , will now be investigated:
where α is the fraction transformed, k is a temperature-dependent constant, n is the Avrami exponent, and η i is the impingement factor. In the limit of η i approaching infinity, Eq. 8 is identical to the JMAK equation. When η i is small (η i < 10), however, the fraction transformed will differ significantly from that predicted by the JMAK equation, especially in the latter stages of a transformation, where soft impingement may be expected to occur. By adapting Eq. 8 to QFA, Eq. 7 can be replaced by 
where the symbols have their usual meanings. A similar equation was used successfully in a recent integrated hardening model of extruded 6082 [11] .
The validity of Eq. 9 was tested on interrupted quenching data from Fink and Willey [46] and Bratland [64, 68] . For n-values of 1.0, 1.5 and 2.5, the data were fitted to Eqs. 1, 4 and 9 by iteratively adjusting constants k 2 to k 5 , σ max , σ min and η i to minimise the RMSE. For n = 1, the lowest RMSE value was always obtained at impingement factors approaching infinity. This corresponds to JMAK kinetics and was approximated by n = 1 and η i = 10 4 . Results in Table 2 and Fig. 2 demonstrate that for the 7075 data, n = 1.5 gives the best results (i.e. the lowest RMSE value). The results in Table 3 and Fig. 3 , on the other hand, indicate that for the 6082 data, there is negligible difference in prediction accuracies between the different n-values. This difference between the 7075 and 6082 predictions indicates that there may be small but distinct differences in the way these alloys respond to quenching and ageing. However, in general, it may be concluded from these results that the use of n ≥ 1.5 is likely to result in similar or better prediction accuracies than the use of n < 1.5.
Besides improved prediction accuracies, the use of n ≥ 1.5 also ascribes direct physical meaning to the predictions. For example, n = 1.5 would describe particles of any shape growing through diffusion in 3 dimensions (e.g. within a grain) under conditions where negligible nucleation occurs beyond the initial stages of transformation (i.e. site saturation) [48] [49] [50] . Similarly, n = 2.5
would describe particles of any shape growing through diffusion in 3 dimensions under continuous nucleation conditions [48] [49] [50] . Both these scenarios would be compatible with the 6082 predictions in Table 3 , as Bratland [64, 68] has demonstrated by transmission electron microscopy that non-hardening precipitates nucleate and grow at dispersoids within grains during quenching. On the other hand, n = 1 is not possible for precipitates growing through diffusion in 3 dimensions (e.g. within a grain) or in 1 dimension (e.g. on a grain boundary), irrespective of whether continuous nucleation or site saturation occurs [48] [49] [50] .
It should also be pointed out that the range of impingement factors for cases where n ≥ 1.5 in Tables 2 and 3 is consistent with experimentally determined values ranging from η i = 0.5 to η i = 2.2 for a number of different reactions [69] [70] [71] [72] . Although n and/or η i may vary during industrial quenching operations due to different types/densities of nucleation sites, different types/shapes/spacings of precipitates and changing nucleation rates, the consideration of these poorly understood relationships would unnecessarily complicate the model. Instead, it may be better to make allowance for such influences by determining average values of n and/or η i by iteration. In any case, however, it is expected that C-curves predicted with n < 1.5 may be inaccurate.
In conclusion, the inclusion of a recently derived expression for precipitation kinetics incorporating an adjustable impingement factor has resulted in an improvement to classical QFA.
Improved accuracies in QFA predictions are generally obtained when Avrami exponents of greater than or equal to 1.5 are used in combination with impingement factors that are consistent with recent experimental and theoretical work.
The minimum strength
A rigorous way of dealing with the variation of the minimum strength with the temperaturedependent solute solubility (point C in Section 2.2) is to include a regular solution model to describe the sloping solvus. For ternary alloys, the solvus for a precipitate of fixed stoichiometry, Al m A x B y , can be conveniently described by [64, 68] :
It further holds that: The composition achieved after complete precipitation at a fixed temperature, T, is described by the combination of Eqs. 10 and 11. Analytical solutions for this combination can be obtained for specific x:y ratios (e.g. for Mg 2 Si, the use of x = 2y gives an analytically solvable cubic equation).
For a 6082 alloy, stable (β) and metastable (β'') solvus boundaries calculated in this manner (assuming Mg 2 Si stoichiometry for both precipitates) are illustrated schematically in Fig. 4 . Mg to be available for precipitation hardening. Using concepts from the Shercliff and Ashby [41] age hardening model and the well established finding that the precipitation strengthening contribution varies with the square root of the precipitate volume fraction (see Sections 2.2A and
3.1), it follows that if
then for
and for Alternatively, the analysis can be improved by eliminating the minimum strength altogether and replacing strengths in Eq. 16 with concentrations:
where AQ C is the solute concentration remaining in solution immediately after the quench, and all the other symbols have their usual meanings. Predicted AQ C values may then be converted into T6 yield strengths using:
The use of Eqs. Table 4 and in Figs. 5-6. The results in Table 4 indicate that for predictions made using Eq. 16 with n = 1.5 (n = 
CONCLUSIONS
The theoretical basis for QFA has been examined. The main assumptions have been highlighted and discussed in relation to their limitations. Suggestions for improvement have been made within the framework of classical QFA. In particular, it is concluded that:
• In comparison with classical QFA, the incorporation of a square-root dependency of yield strength on volume fraction of precipitates gives similar prediction accuracies of T6 strength/hardness but more realistically positioned C-curves. • Transformation kinetics are described more correctly by a modified Starink-Zahra equation (Eq. 9, 16 or 17) than by a JMAK-type equation (Eq. 5, 6 or 7). Prediction accuracies are improved and gains in physical consistency are achieved when an Avrami exponent of 1.5 or greater is used.
• The minimum strength ambiguity can be eliminated by including a regular solution model to describe the variation of C min or σ min with temperature.
Some of the improvements identified will affect the positions of the C-curves derived from QFA, but it is expected that these improvements enable true transformation behaviour during quenching to be described more accurately.
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