We have developed a new model of the light output from single crystal scintillators in megavoltage energy x-ray beams, as a function of depth of dose deposition. This is 25 based on the concept of a Lambertian light guide model (LLG). This was evaluated in comparison with a Monte Carlo (MC) model of optical photon transport, previously developed and reported in the literature and which was used as a gold standard. The LLG model was developed as a means of enabling optimization of scintillator detector design. In both models the dose deposition and light propagation were decoupled, the 30 scintillators were cuboids, split into a series of cells as a function of depth, with
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We have developed a new model of the light output from single crystal scintillators in megavoltage energy x-ray beams, as a function of depth of dose deposition. This is 25 based on the concept of a Lambertian light guide model (LLG). This was evaluated in comparison with a Monte Carlo (MC) model of optical photon transport, previously developed and reported in the literature and which was used as a gold standard. The LLG model was developed as a means of enabling optimization of scintillator detector design. In both models the dose deposition and light propagation were decoupled, the 30 scintillators were cuboids, split into a series of cells as a function of depth, with Lambertian side and entrance faces, and a specular exit face. The signal in a sensor placed 1 mm and 1000 mm beyond the exit face was calculated. Cesium iodide crystals of 1.5 and 3 mm square cross section and 1, 5 and 10 mm depth were modeled. Both models were also used to determine detector signal and optical gain 35 factor as a function of CsI scintillator thickness, from 2 to 10 mm. Results showed a variation in light output with position of dose deposition of a factor of up to ~5, for long, thin scintillators (such as 10x1.5x1.5 mm 3 ). For short fat scintillators (such as 1x3x3 mm 3 ) the light output was more uniform with depth. MC and LLG generally agreed to within 5%. Results for a sensor distance of 1mm showed an increase in light 40 output the closer the light originates to the exit face, whilst a distance of 1000 mm showed a decrease in light output the closer the light originates to the exit face. For a sensor distance of 1 mm, the study of signal as a function of scintillator thickness showed the ratio of signal for a 10 mm scintillator to that for a 2 mm scintillator, S 10/2 , was 1.98, whereas, for the 1000 mm distance, the values were 3.00. The ratio of 45 quantum efficiency (QE) between 10 mm and 2 mm thicknesses was 4.62. We concluded that these models may be used for detector optimization, with the light guide model suitable for parametric study.
50

I. Introduction
Scintillators are used in many medical x-ray imaging applications. Their high light yield and high density make them ideal for applications involving imaging megavoltage energy x-rays, such as radiotherapy treatment beams [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] , diagnostic energy imaging 12, 13 , nuclear medicine 14, 15 , and for dosimetry with plastic 55 scintillators 16, 17 . However, the relationship between x-ray energy deposition in the scintillator and signal in a sensor is not straightforward. It depends on the spatial characteristics of energy deposition, the probability of light creation from this energy distribution, the 60 transport of the optical photons within the scintillator and their probability of reaching the sensor. The sensor is a device which forms an image with light collected from the scintillator and may typically be an amorphous silicon flat panel imager 12, [18] [19] [20] [21] [22] or a camera 3, 6, 7, 8, 23 .
In radiotherapy applications, the bremsstrahlung beam to be imaged is polychromatic, with a mean energy of typically between 1 and 8 MeV, with a component of energies as low as 50-100 keV 24 . Thus different components of the x-ray spectrum may well yield different optical signals in the sensor per unit of input x-ray energy, due to variation in the penetration of the various x-ray energies. 70
An important new area of radiation therapy is image-guided radiotherapy (IGRT), in which radiological imaging is used to control the treatment process at each fraction.
Imaging approaches include electronic portal imaging (EPI) 25, 26 , kilovoltage conebeam CT (CBCT) 27 , megavoltage CT (MVCT) 1, 2, 6, 7, 9, 28, 29 and kilovoltage 75 fluoroscopy 30 . This inevitably involves an x-ray dose, often to tissues outside the target. Additionally the lower the dose needed to form a useable image, the more efficient an IGRT intervention will be, or for a given dose, the better the photon statistics in the image will be. Hence there is the need to be able to optimize imaging systems for use in IGRT. 80
In this paper we consider the modeling and optimization of the light output from The light output as a function of depth in the scintillation crystal is modeled and 95 combined with the energy absorption characteristics of x-ray beams to yield signals in a sensor in close proximity to the exit face (1mm away, corresponding to a flat panel electronic portal imaging device, EPID) and remote from the exit face of the scintillator (1000 mm away corresponding to a camera based EPID). Two signal calculation approaches are discussed to enable optimization of detector design: one is 100
The system modeled is shown schematically in figure 1a. The scintillation crystal was 125 modeled as a cuboid (or rectangular parallelepiped) with equal width and length sides (i.e. square cross-section). X-rays were normally incident on the entrance face. The scintillator was segmented in the depth direction, typically into 10 or 20 cells. X-ray dose deposition in each cell was modeled. The amount of light produced in each cell per incident x-ray was assumed to be proportional to the energy deposited in that cell. 130
The light transport was modeled and used to determine how many optical photons reach a sensor placed at an arbitrary distance, in air, outside the exit face, which is opposite to the entrance face. This was done using the MC and LLG models described below, with the previously published MC model 6 taken as the gold standard and the LLG model evaluated in comparison. In both models, the entrance face of the cuboid 135 and four side faces were described as being Lambertian (i.e. a diffuse surface with luminous intensity proportional to the cosine of the angle of emission) and the exit face as a polished, specular plane. This set of face characteristics was chosen on the basis of our previous work which showed that a two-dimensional array of scintillators with this set of parameters may be constructed and produces a high light output 6 . 140
Attenuation in the surfaces and volume and Fresnel refraction at the exit face of the crystal were modeled. Cells were numbered from 1 at the exit face to N cell at the entrance face. It was assumed the sides of the crystals are optically isolated so that no light may enter from the side from similar crystals placed nearby.
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The x-ray dose deposited in cell N per incident x-ray is defined as d(N). The number of optical photons produced in cell N by this dose (the light yield) is y(N). y(N) was determined by multiplying d(N) by the product of the mass of the cell, m, and the light yield per unit of x-ray energy absorbed, g, which is a characteristic of the scintillator material. These optical photons are then transported through the system until they are 150 either absorbed or pass through the exit face. If they pass through the exit face and reach the sensor, they are detected and produce a signal s(N). The conversion of light to detected signal in the sensor was assumed to add negligible noise and hence was not modeled. This is expected to be a good approximation as the noise added by this gain stage is expected to be smaller than that from optical photon generation for 155 devices such as CCD cameras and amorphous silicon flat panel imagers. We define η(N) as the percentage of optical photons launched in cell N that contribute to s(N).
Thus η(N) is a measure of the optical efficiency of the system and s(N) may be given by:
In Eq. 1, the term d(N) is given by the depth dose curve of the x-ray beam, m is the mass per cell (required to convert dose to energy absorbed per cell), g is characteristic of the scintillator and η(N) must be calculated. We now present the two models for determining η(N).
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B. Monte Carlo (MC) Model
We have described this model previously 6 , and it is not further developed here, hence a brief summary is presented here.
Optical photons were generated isotropically in the volume of each cell and 170 transported as vectors, with stochastic attenuation within the crystal volume and at interfaces. The number of optical photons launched was scaled in proportion to the volume of the scintillator. Each photon was transported through the scintillator with a probability of being attenuated over path length, l, given by:
where l OAL is the optical attenuation length for the scintillator material.
When a photon reached one of the five Lambertian faces it was absorbed with constant probability, p surf . If not absorbed then the diffusely reflected output photon was generated with angular distribution 6 : 180
Unpolarized light was assumed, as the optical photons were expected to undergo a large number of reflections, and so, at the exit face, the probability of reflection was 
C. Lambertian Light Guide (LLG) Model
Scintillators that are useful for imaging high energies are generally highly transparent to their characteristic light, with small light attenuation in their volume. In addition 195
reflections from their side faces may help to channel the light towards a sensor. Thus they may be considered as being like a light guide and a scintillator with Lambertian sides may be considered to be a light guide with Lambertian faces.
where φ 0 is the initial light distribution produced by x-ray interaction in the volume of the scintillator and P n,m , P n,m initial are matrices describing the probability of transport from cell m to cell n. P n,m initial is different to P n,m as it describes the initial isotropic distribution of optical photons from x-ray absorption, whereas optical photons created later in the transport process are the result of Lambertian scattering from faces of the 220 scintillator. S n is a matrix describing probability of not being absorbed in the faces of cell n. If the scintillator is divided into N cell cells, then φ K has one element for each cell, plus the entrance face and the sensor. As the exit face is specular, reflection from this may be modeled directly using the matrix P n,m as shown below:
If φ 0 is given unit intensity for cell N and zero for all other elements, then the value of the matrix element corresponding to the sensor position after a large number of iterations is the optical efficiency, i.e.:
In Eq. 5, cells are numbered with increasing distance from the sensor. A dashed line 230 separates the entrance face from the volume of the scintillator and a solid line separates the sensor. S n is a diagonal matrix:
where I denotes the identity matrix. Each element of P n,m is a product of volume attenuation, V n,m , solid angle and angular distribution: 235
where L is the average path length from cell m to cell n (averaged over the surface area of both cells). λ n,m is the amount of light entering cell n from cell m minus that escaping by passing through into the next cell from n ( Consider light propagating from cell m to n. It may either travel directly between the 265 cells, in which case the probability depends on the distance between them m-n, so the two subscripts n,m in Eqs. 4-12 may be replaced by one: m-n (for a scintillator with non-Lambertian sides, two subscripts might still be needed). Alternatively light from cell m may be reflected from the specular exit face (with a probability of escape from this face) and go back to cell n. The distance the light travels between the cells 270 for this mirror process is m+n-1 (the subscripts n,m in Eqs. 4-12 may be replaced by Fig. 1b , where the example of m=4, n=2 is shown, with the distance traveled 2 cells for the direct case and 5 for the mirror case.
m+n-1). This process is illustrated in
Thus Eq. 10 may be split into two parts: 
where the V terms were calculated using Eq. 9, taking into account whether the distance needed was between a cell and another (V cc ), a cell and an end face (V  ce ) n ave and N cell are linked in that n ave is the number of integration points along a cell side (Fig. 1c) and N cell is the number of cells the scintillator is split into. Hence for a given scintillator length, the greater the value for N cell , the closer spaced are the integration points for a given n ave . Also attenuation in the volume of the scintillator is small and 305 hence the transport of optical photons is mainly determined by geometry, i.e. the shape of the scintillation crystal cells. This may be described in terms of the aspect ratio of the cell height to scintillator width. The greater the aspect ratio, the larger the value of n ave needed to ensure adequate sampling of the sides. To determine the optimum value for n ave , and for a given N cell , the root mean square (RMS) difference 310 between MC and LLG models (averaged over all cells) was determined for a range of cell aspect ratios.
The parameter n trap is the number of integration points along the cell exit face. This is expected to be particularly important for the calculation of the signal in the sensor 315 when the sensor is placed at a large distance (e.g. d sensor = 1000 mm). In this case the sensor will present a small solid angle to the exit face and a large enough value of n trap is needed to ensure sufficient sampling is carried out in the sensor.
E. Signal Calculation for X-ray Spectra 320
The decoupling of x-ray and optical photon calculations in the model means that various x-ray beams may be modeled without the need to recalculate optical photon transport, as the optical efficiency, η(N), may be precalculated using either MC or LLG models. In addition the relationship between dose (and hence energy absorbed) and depth of a range of mono-energetic beams, d E (N), may be precalculated, where 325 subscript E denotes the x-ray energy. For each energy, the average optical efficiency, E η , may be calculated:
For a polychromatic beam, of fluence distribution ψ E , the average optical efficiency, beam η , may be calculated as:
The EGSnrc usercode DOSRZnrc 31,32 was used to determine the dose d E (N), for a range of monochromatic x-ray energies, E. Data for polychromatic beams were generated by summing over the spectrum. For all DOSRZnrc calculations, 10 7 x-ray 335 histories were modeled and a beam radius of 0.1 cm was used. The standard deviation on the dose calculated was typically 0.5% and no greater than 1.0%.
F. Optimization of Scintillator Thickness
For some applications, such as imaging in IGRT, it may be desirable to investigate 340 optimization of the scintillator design. This may be achieved by varying the thickness of the scintillator. Increasing thickness will increase quantum efficiency, but may diminish optical efficiency. In the MC model, investigation of scintillator thickness dependence requires a new calculation for each case. In the LLG model, the coefficients may be calculated once for the longest scintillation crystal to be 345 considered (the part of the process requiring the greatest CPU time) and a subset of the same coefficients reused to model shorter scintillators using fewer component cells. For instance, if we generate coefficients for 20 x 0.5 mm cells, giving a 10 mm length, these coefficients may also be used to estimate light yields from thicknesses that are integer multiples of 0.5 mm up to 10 mm. 350
G. Effects on Detective Quantum Efficiency
The conversion of x-rays into optical photons in the scintillator is a stochastic process and hence g, in Eq. 1, will vary about its mean value from x-ray photon to photon.
This variation is often assumed to have a Poissonian distribution and adds noise to the 355 final signal 31, 32 . As we have shown in this paper, not all of the optical photons produced will be detected. If we denote s abs as the number of optical photons detected per x-ray absorbed, then this will also approximately follow a Poissonian distribution.
The signal to noise ratio (SNR) of the system is reduced by a factor:
where QE is the quantum efficiency and SNR in and SNR out are the input and output SNR, respectively. This process is often referred to as noisy gain. Variations in optical efficiency with scintillator dimensions and beam energy mean that the determination of Eq. 16 is not straightforward. Also, x-ray energy deposition in the scintillator will vary from x-ray photon to photon and this will constitute an extra source of noise. 365 This variation will be different for different x-ray energies. A polychromatic treatment beam will harden with depth in the scintillator and hence the noise associated with xray energy deposition may well change with depth, as does the light transport within the scintillator, which this work investigates. To illustrate the effects of differences between light transport in scintillators we neglect the second of these two noise 370 sources, i.e. the variations in the x-ray energy deposition process.
Quantum efficiency, QE, is given by:
with t the thickness and µ the average attenuation coefficient over the 6 MV 375 spectrum. s abs is given by:
where the first term gives the energy absorbed per x-ray interaction (the QE term in the denominator is needed to convert from energy per x-ray incident to per x-ray absorbed). beam η may be calculated using either MC or LLG models. Detective 380 quantum efficiency 33, 34 , DQE, is:
H. Parameters Studied
The scintillator material was modeled as cesium iodide, CsI. The parameters used 385 were taken from our previous work 6 . Density ρ = 4.51 g/cm Once these parameters were chosen, results were analyzed cell by cell. This was done for 10 cells and for both widths and all three depths. In cases of large discrepancies 410 between LLG and MC, the scintillator was split into more cells. In the second study, the effects of separating x-ray absorption and light transport were investigated for signal calculation for x-ray spectra. This was done for a polychromatic 6 MV spectrum 22 . A third study investigated the optimization of crystal thickness. This was done using coefficients for 20 and 30 cells in the LLG model for d sensor = 1 and 1000 415 mm, respectively. 10 cells were used for each thickness in the MC model. Finally the effects of optical photon collection on DQE were studied for the two values of d sensor . Figure 3a shows the RMS difference between LLG and MC models as a function of scintillator aspect ratio for each of the three depths, and two widths of scintillator studied. Data are shown for n trap =100 and n ave =21 for d sensor = 1 mm, and for n trap =800 and n ave =21 for d sensor = 1000 mm. 
III. Results
A. Comparison of Monte Carlo and Lambertian Light Guide Models 420
B. Signal Calculation for X-ray Spectra 470
Modeling a polychromatic x-ray spectrum is illustrated in figure 6. Fig 6a shows normalized dose (and hence energy absorbed) per cell as a function of x-ray energy and depth in the crystal for a 10x3x3 mm 3 scintillator, determined using DOSRZnrc as described in section IIE. Fig. 6b shows the result of multiplying the data in 6a by the optical efficiencies from the LLG model in Fig. 4 , as given by Eq. 14. Fig. 6c  475 shows the result of a weighted summation of 6b over the 6 MV spectrum for a crystal cross-sectional area of 3x3 mm 2 and depths of 1, 5 and 10 mm, and for d sensor = 1 and 1000 mm, as in Eq. 15. 
C. Optimization of Scintillator Thickness 480
D. Effects on Detective Quantum Efficiency 495
Figures 8a and 8b show the use of the LLG model data in Fig. 7 to calculate some properties of the imaging system for different scintillator thicknesses, for the 6 MV beam. Data shown are beam η , s, s abs , QE and DQE.
E. Computer Timings 500
All calculations were carried out on an IBM blade computer with two 2.8 GHz Xeon
CPUs.
In the LLG model, by far the largest component of CPU time is required by the numerical integrations in Eq. 12. Once these coefficients are generated, the CPU time 505 required to carry out the iterations in Eq. 4 is less than 1s. 
515
IV. Discussion
The results in Figs. 4 and 7 show that in the context of the assumptions made and systems modeled in this study, the average optical efficiency decreases with increased scintillator thickness. This is because as thickness increases there is greater chance of absorption in the side faces. For long thin scintillators, there is a significant variation 520 in signal with depth. For the sensor close to the exit face, the signal increases as the optical photons are created closer to the exit, mainly due to the lower probability of absorption in the side faces. For a small area sensor placed a long distance away, the signal is formed of optical photons leaving the scintillator traveling almost perpendicular to the exit face (for d sensor = 1000 mm and a 20 mm radius lens, the 525 angular subtense of the lens is 1.15 o and hence the angle of incidence must be below 0.57 o ). The Lambertian side and entrance faces produce independent scattering events which help to produce optical photons with the necessary trajectory to exit the scintillator and reach the lens. Thus a channeling effect is produced. Optical photons launched far from the exit face have a greater probability of reaching and scattering at 530 the side and entrance faces, and hence a greater probability of having the necessary trajectory to escape and reach the sensor. Thus for Figs. 4b and 7b the opposite pattern is seen to Figs. 4a and 7a and the signal decreases for optical photons launched close to the exit face. The data for 10x3x3 and 5x1.5x1.5, which have the same shape but different scale, almost overlap perfectly. This is because the volume attenuation is 535 negligible for this size, helping to justify the use of a light guide model. calculate the probability of exiting the crystal (see Fig. 1c ), only a small fraction pass through the sensor and contribute to the calculation of the signal in the sensor, hence its limited accuracy compared to the case when the sensor is close to the exit of the crystal.
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The decoupling of the x-ray and optical photon transport is illustrated in Fig. 6 The CPU time required by the LLG is dominated by the numerical integrations in Eq.
12. Good analytical approximations to these expressions, along the lines of Eq. 11
would speed up this model considerable and yield significant benefit over the MC model. 590
An issue with the LLG model is the need to find values of parameters. However, this study has covered a range of scintillator thicknesses from 1 to 10 mm and two extremes of sensor positioning and found that n ave =21, a choice of cell number to keep the aspect ratio no greater than 0.33, with n trap =100 for a close sensor and 800 for a 595 very distant sensor gives 5mm RMS accuracy with respect to the MC model. These parameters are expected to be suitable for most situations modeled in medical imaging applications.
Analysis of the data presented in fig. 8a showed that the ratio of signal for a 10 mm 600 scintillator to that for a 2 mm scintillator (open squares joined by dotted line), S 10/2 , was 1.98 whereas the ratio of quantum efficiency (solid squares joined by solid line), 
