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 The governing paradigm in biology states that understanding the structure of 
biological macromolecules and macromolecular assemblies will lead to an 
understanding of their cellular functions.  While much progress has been made in 
understanding proteins/nucleic acids and their assemblies, the progress in 
understanding lipids/proteins and their assemblies, or biological membranes, has 
lagged behind.  The main reason lies with the different interactions between the 
molecules.  Proteins/nucleic acids tend to interact with high specificity at certain 
binding sites, but the interactions between lipids and proteins, especially between 
lipids themselves, tend not to be specific but show a high level of cooperativity among 
many molecules.  Regarding just the lipids, this cooperativity manifests itself as phase 
behavior, both chemically, as coexisting phases, and mechanically, as phase domain 
morphology and dynamics.  The chemical and mechanical phase behavior of 
lipid/protein mixtures directly relates to the physical structure of biological 
membranes; however, these membranes are much too complex to study directly.  
Therefore, membranes of simple but controllable compositions are required to model 
biological membranes.  In this study, we explored the chemical and mechanical phase 
behavior of a ternary lipid mixture meant to model the plasma (outer) membrane of a 
mammalian cell.  We used confocal fluorescence microscopy (CFM) and electron spin 
resonance (ESR) to construct a compositional phase diagram at 23°C that represents 
the chemical equilibrium of the model membrane.  This phase diagram contains three 
two-phase coexistence regions (Ld + Lo, Ld + gel, and Lo + gel) and a three-phase 
 coexistence region (Ld + Lo + gel).  In addition, using ESR exclusively, we developed 
and applied a method to determine the infinite number of tie-lines, called the tie-line 
field, that partition the Ld + Lo coexistence region into the compositions of the 
coexisting phases.  Finally, CFM was used exclusively to explore the phase 
morphology and dynamics of this model membrane.  We observed fluid phase 
percolation, long-range order/patterns among fluid phase domains, unusual shapes of 
solid phase domains, phase domain transitions within fluid-fluid phase coexistence, 
and light-induced phase separation.  Elucidating the phase behavior of this model 
membrane is a step towards understanding the structure of biological membranes. 
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 Chapter One: Introduction 
 Phase science, the study of phase behavior, traces it roots to the development 
of equilibrium thermodynamics over a hundred years ago.  Most of this early work 
focused on gases and their changes in state with changing pressure and temperature.  
Phase science originated from Gibbs’ work on the equilibrium thermodynamics of 
mixtures with the phase rule and the concept of a chemical potential, Van der Waals’ 
work with his equation of state, and Korteweg’s work on the theory of plaits.  
However, with the advent of quantum and statistical mechanics, work in phase science 
shifted more to the molecular understanding of phase structure and critical 
phenomena.  Theoretical work on multi-component multi-phase systems was few and 
far between; however, experimental work into phase behavior, aided by regular binary 
solution theories, blossomed because of the huge industrial and practical applications, 
especially in materials science, colloid and interface science, and chemical 
engineering.  But as chemical systems of interest become more complex, especially in 
biology, a better understanding of phase science and the thermodynamics of mixing 
was necessary. 
I. Phase Behavior  
 The phase behavior of a thermodynamic system is defined by stating the 
number, composition, and nature of the coexisting phases (1).  Phase diagrams 
graphically depict phase behavior in terms of the state variables, such as temperature, 
pressure, and mole fractions of the chemical components.  The governing law for 
construction and interpretation of phase diagrams is Gibbs’ phase rule.  The phase 
rules gives the number of intensive thermodynamic variables that need to be 
independently fixed (i.e. thermodynamic degrees of freedom) to uniquely specify the 
equilibrium state of an open system if the number of chemical components and phases 
are known. Topologically, the degrees of freedom (f) specify the geometrical 
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 representation or dimension of the thermodynamic system in the space of the intensive 
variables.  For example, f = 0 (invariant) is a point, f = 1 (univariant) is a line or curve, 
and f = 2 (divariant) is a field, plane, or surface.  Another phase rule, Duhem’s 
Theorem, states that the total number of independent variables (intensive and 
extensive) to uniquely specify the equilibrium state of a closed system (if the total 
composition is known and constant) is two.  The two phase rules, combined with the 
Morey-Schreinemaker Coincidence Theorem (or Schreinemaker’s Rules) concerning 
the limits of stability, provide the tools to construct and interpret thermodynamically 
consistent phase diagrams in the space of intensive variables.  Similar rules can be 
applied to phase diagrams in the space of extensive variables (2).  In this work we are 
mostly interested in compositional phase diagrams, where the state variables are the 
intensive mole fractions (ratios of the extensive mole numbers), and first-order phase 
transitions, or systems consisting of coexisting phases.        
 Compositional phase diagrams depicting first-order phase transitions consist of 
coexistence curves and tie-lines.  Coexistence curves divide the phase diagram into 
coexistence regions, which contain compositions at which the system separates into 
two or more phases.  Therefore, a coexistence region is labeled by the number of 
coexisting phases, such as a two-phase region or three-phase region.  A coexistence 
curve is also called a connodal because the curve is the locus of connodes, which are 
the stable compositions of the coexisting phases (3).  For two-phase regions the 
coexistence curve, sometimes called the binodal, is divided into two phase boundaries, 
with each phase boundary the locus of connodes (binodes) for that particular phase 
(Figure 1.1).  Two phase boundaries can join at a critical point, which is a point on the 
coexistence curve where the compositions of the two coexisting phases are equal and 
defines the limit of stability of the two phases (Figure 1.1).  Two other curves through 
the coexistence region and emanating from the critical point are the  
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Figure 1.1:  Phase behavior and phase diagrams involve the topological description of 
free-energy surfaces.  A) The “common-tangent” construction determines the phase 
boundaries (xα and xβ) in binary systems and phase stability is defined by the curvature 
(i.e. 2nd derivative) and the change in curvature of the free-energy surface (gα and gβ 
are the free energies of the alpha and beta phases, respectively).  B) In ternary 
systems, the coexistence curve, divided into two phase boundaries (thicker solid and 
dotted lines) with two critical points (diamonds), and the spinodals (thinner dashed 
lines) for two-phase coexistence regions are projections from the free-energy surface 
to the phase diagram (i.e. Gibbs triangle).  The phase percolation (continuity) 
threshold curve (thin dash-dot line), where the connectivity of the phases change at 
some point along a tie-line, and the equal phase fraction curve (thin solid line 
connecting the diamonds), where the material fractions of the two phase are equal (i.e. 
50%) along a tie-line, can also be defined.  
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 spinodals (Figure 1.1).  The area between the phase boundaries and the spinodals is 
the meta-stable region, where the system is locally stable but globally unstable (with 
respect to coexisting phases).  The area between the spinodals is the unstable region, 
where the system is both locally and globally unstable.  In addition, a line passing 
through the coexistence region and connecting the two coexisting connodes is called a 
tie-line.  Therefore, since there are an infinite number of connodes on each phase 
boundary, any two-phase region is divided up into an infinite number of tie-lines.  To 
the author’s knowledge, the only thermodynamic restriction of tie-lines, as dictated by 
the phase rule, is that they cannot intersect.    
 Along with chemical equilibrium (the compositions at which coexisting phases 
have the same chemical potentials), the nature of a phase is another important aspect 
of the phase behavior of a thermodynamic system.  The nature of a phase is its 
dynamic and thermodynamic (typically mechanical) properties, and is generally 
different for every phase composition; however, two states each in one phase but with 
different compositions can be labeled the same phase because the nature of the phases 
is similar.  For example, two nematic liquid crystals of different composition can have 
different average rotational diffusion coefficients, compressibility moduli, and 
viscosities but are still in the nematic phase.  Also, experimentally, the identification 
of a phase in a coexisting multi-phase system relies on the different nature of the 
phases.  Phase identification helps determine the number of coexisting phases, which 
is required for both delineating the coexistence region and positioning the region 
relative to other coexistence regions.  Unfortunately, some common methods used to 
construct compositional phase diagrams, such as FRET and magnetic resonance 
spectroscopy, are indirectly related to the compositions of the coexisting phases.  This 
unavoidable reality complicates the experimental detection of a compositional first-
order phase transition because the measurement can sometimes vary substantially with 
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 composition although the system exists in one phase.  An ideal measurement for 
detecting coexisting phases would not vary much with composition but vary greatly 
with the nature of the phase.      
 An extension to, and possibly separation from, the concept of the nature of a 
phase is the mechanical phase behavior, both equilibrium and non-equilibrium, of a 
thermodynamic system.  The spatial distribution of coexisting phases and their 
interfacial phenomena are becoming increasingly important in understanding 
complicated thermodynamic systems, especially in biology where colloids dominate.  
Mechanical equilibrium is defined as the equivalence of pressure fields between 
coexisting phases, but it also pertains to the minimization of surface and line tensions.  
An alternate definition is when a phase’s area/volume/curvature ceases to change for 
constant thermodynamic elastic moduli (e.g. for bending and compression), surface 
tension, and line tension, which all depend on the compositions of the coexisting 
phases.  In contrast, mechanical non-equilibrium (i.e. phase dynamics) is when the 
phase’s area/volume/curvature continues to change over time; for example, shape 
transitions of phase domains and phase separation from an initially homogeneous but 
meta-stable state.  A mechanically non-equilibrium state can often be mistakenly 
assumed to be equilibrated because the rate of change is either so slow as not to be 
noticed or actually halted in a kinetically trapped state.  Assurance in reaching 
equilibrium requires absolute control of state variables, waiting a sufficiently long 
time regarding the system dynamics, and convergence to the same state when perturb 
away from the nominally equilibrated state.  
 Phase percolation is an important mechanical property of multi-phase systems; 
it refers to when a phase is either disconnected within the other phase or continuous 
and surrounding the other phase.  The percolation threshold for a phase is the 
minimum material fraction of that phase at which it first becomes continuous (4); 
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 therefore, the property is implicitly defined along a thermodynamic tie-line, where the 
material fractions of each phase changes but the compositions of the phases do not.  
When applied to a three-component two-phase coexistence region, the percolation 
threshold is a locus of points within the coexistence region and forms a curve (Figure 
1.1, the phase percolation threshold curve).  Along with the material fraction of the 
phase, the percolation threshold depends on the size and shapes of the phase domains, 
being lower when the phase is made up of asymmetric domains (4).  The material 
fraction of a phase is not the same as the area fraction; they are related through the 
equilibrium area per molecule, which, for example, is typically higher for a fluid phase 
than a solid phase. 
II. Lipid Phase Behavior  
 Research into lipid phase behavior has been on-going for over fifty years 
because of the importance these molecules play in the structure and function of 
biological membranes.  The hundreds of different amphiphilic lipids varying in size, 
shape, and polarity yield an astonishing array of different phases when mixed with 
water, both three-dimensional and quasi two-dimensional.  The two main classes of 
lipids relevant to this study are the phospholipids, glycerophospholipids and 
sphingophospholipids, and sterols, particularly cholesterol.  Chemically, 
phospholipids contain an anionic or neutral (zwitterionic) headgroup and a nonpolar 
(hydrocarbon) region, either consisting of one acyl chain (lysophospholipids) or two 
acyl chains of varying length and unsaturation (i.e. number of carbon double bonds).  
At physiological conditions, some phospholipids (e.g. phosphatidylethanolamine) 
naturally exist in a three-dimensional phase, such as the inverted hexagonal phase 
(HII), but most phospholipids exist in the quasi two-dimensional phase, the lipid 
bilayer (5).  Depending on temperature, hydrocarbon unsaturation, headgroup to 
hydrocarbon size ratio, headgroup ionization (which depends on pH and salt 
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 concentration), and water content, transitions between the HII and bilayer phase can 
occur (Figure 1.2).  The lipid bilayer is a “quasi” two-dimensional phase because it 
consists of two coupled molecular layers; a true two-dimensional phase is one 
molecular layer (e.g. the lipid monolayer at an air-water interface).  Although three-
dimensional lipid phases may have some physiological functions, particularly in 
vesicle fusion/fission during exocytosis/endocytosis, the lipid bilayer is most relevant 
biologically because it is the natural physiological state for all cell membranes.  Of 
concern in this study is the phase behavior that can exist within the lipid bilayer; these 
phases are called lamellar phases.     
 At room temperature and pressure, pure saturated phospholipid systems are 
naturally either in a liquid-disordered phase (called Ld) or a gel phase, of which there 
are a few (Lβ, Lβ′, and Pβ′), depending on acyl chain length and asymmetry (i.e. the two 
chains differ in length).  Pure unsaturated phospholipid systems can exist in either 
phase depending on the type of unsaturation (trans or cis carbon double bonds) but 
generally exist in the Ld phase, although they can form gels at lower temperatures.  At 
very high temperatures, beyond the Ld-HII phase transition, all phospholipids will 
generally decompose into lysophospholipids and fatty acids before mixing appreciably 
with water.  The lamellar, isobaric phase diagrams of binary mixtures, either of 
unsaturated and saturated phospholipids or two saturated phospholipids each with 
symmetric acyl chains but of different length, with mole fraction and temperature state 
variables generally show a two-phase coexistence region of Ld and gel phases within 
some range of temperatures (Figure 1.3).  The tie-line orientations for these phase 
diagrams are trivial since all tie-lines are perpendicular to the vertical temperature axis 
(parallel to the mole fraction axis) as a consequence of thermal equilibrium.    
According to Gibb’s phase rule for binary phospholipid mixtures with variable 
temperature, a three-phase eutectic or peritectic may exist, with the most likely  
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 observance at lower temperatures being two solid phases and a fluid; but, this has only 
been observed in a few mixtures (Figure 1.3A).  Some mixtures of gel-favoring 
phospholipids at room temperature and cholesterol do show eutectic behavior, where 
the three coexisting phases are two fluid phases and a gel (Figure 1.3B).  The addition 
of cholesterol to either pure phospholipid systems or binary phospholipid mixtures 
results in another fluid lamellar phase, called a liquid-ordered phase (Lo), with 
physical properties similar to both Ld and gel phases.   
 A number of ternary (three-component) lipid phase diagrams for phospholipid 
bilayers have been explored and constructed (10-15).  The ternary mixtures studied 
consist of an unsaturated phospholipid that favors an Ld phase at room temperature, a 
saturated phospholipd that favors a gel phase at room temperature, and cholesterol, 
because they are better models for biological membranes than binary systems.  The 
saturated phospholipid/cholesterol and saturated/unsaturated phospholipid binary 
mixtures typically contain a two-phase coexistence region.  The existence of a two-
phase coexistence region for unsaturated phospholipid/cholesterol binary mixture 
depends on the type of unsaturated phospholipid.  According to Gibbs’ phase rule at 
constant temperature and pressure, a three-component lipid mixture can exhibit three-
phase coexistence with variable mole fractions.  This three-phase coexistence region 
within the Gibbs’ composition triangle is itself a triangle with each vertex representing 
the composition of the Ld, gel, or Lo phase.  Based on the phase behavior of the binary 
mixtures, represented by the sides of the composition triangle, and the phase rule, the 
possible topologies of the phase behavior for the ternary mixture can be constructed 
(Figure 1.4).  Furthermore, three two-phase coexistence regions and three-phase 
triangles have been confirmed for some of the ternary lipid mixtures studied (11-15).   
Research into the mechanical phase behavior of bilayers has paralleled research into 
lamellar phases given the importance of bilayer deformation of biological membranes  
 10
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 (e.g. the red blood cell).  Extensive experimental work on vesicles (i.e. closed 
bilayers) was performed to investigate mechanical properties, such as thermodynamic 
moduli and surface tension, and theoretical models were developed to explain these 
results, but the initial focus was on variable temperature and the fluid lamellar phase 
(16-18).  However, vesicles consisting of coexisting lamellar phases manifested their 
own unique mechanical behaviors and illustrated the important effects of the 
interfacial line tension between coexisting phases (19, 20).  Also, the mechanical 
phase behavior of lipid bilayers is coupled to its chemical phase behavior.  The 
dynamic process of phase separation into chemically distinct coexisting phases can 
influence the final mechanical state of the bilayer, and the mechanical properties and 
deformations of the bilayer can influence the compositions of the coexisting phases 
(21-23). 
III. Biological Relevance of Lipid Phase Behavior 
 Biological membranes are complex mixtures of lipids and proteins within the 
physical structure of a phospholipid bilayer (24, 25).  Across all living systems, these 
bilayers exist within a wide range of temperatures and pressures, and contain a huge 
variety of lipid species.  Furthermore, in the eukaryotes specifically, the composition 
of the cell membrane (i.e. plasma membrane) and internal membranes (i.e. golgi, ER, 
nucleus, etc) varies across animals, plants, and fungi.  To add to the complexity, even 
the outer and inner leaflets (the two individual monolayers of the bilayer) of the cell 
membrane have different lipid compositions.  Just as varied as their compositions, 
these membranes are involved in a number of important biological functions, such as 
protein sorting, signal transduction, and exocytosis/endocytosis (26, 27).  Therefore, in 
adherence to the current structure-function paradigm in biology, understanding the 
physical structure of biological membranes will help to understand their function. 
The original physical model of biological membranes, called the “fluid mosaic” 
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 model, was that the phospholipid bilayer was a fluid but passive barrier where the 
membrane-associated proteins were allowed to diffuse freely across the membrane in 
performing their functions.  However, because of the observation of certain polarized 
biological membranes of different composition (e.g. apical and basolateral sections of 
the cell membrane of epithelial cells), coexisting phases in model membranes, and a 
new fluid cholesterol-rich phase (i.e. Lo phase); a modified model of the phospholipid 
bilayer was proposed (27).  This new model states that the bilayer consists of at least 
two coexisting lipid phases, with the domains of one phase, called “lipid rafts”, 
enriched in sphingolipids and cholesterol (28).  The proposed function of this laterally 
heterogeneous membrane was the selective concentration or separation of membrane 
proteins to affect their biochemical reactions (28).  The vision was that raft domains 
were interspersed and diffusing within a continuous non-raft phase; however, the exact 
material fraction of the membrane that was the raft phase and the sizes and shapes of 
the raft domains was to be determined.   
 Fluorescence microscopy and single-particle tracking experiments of raft-
associated proteins within biological membranes have demonstrated that these bilayers 
contain heterogeneous environments, but the results cannot distinguish between 
coexisting phases or non-ideal mixing/aggregation (24, 25, 29).  Fluorescence 
microscopy and spectroscopy experiments on model membranes, both on well-defined 
ternary lipid mixtures containing cholesterol that model the plasma membrane (30-33) 
and mixtures composed of lipids extracted from biological membranes (31, 34-36), 
show that bilayers can exhibit coexisting fluid Lo and Ld phases with rounded domains 
of visible size.  Therefore, the nature of the raft phase in biological membranes and the 
Lo phase in model membranes may be similar.  However, phase continuity (i.e. Lo 
domains disconnected in an Ld background or Ld domains disconnected in a Lo 
background) depends on the material fraction of the coexisting phases, the size and 
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 shape of the phase domains, and the kinetic process of phase separation (37).  
Furthermore, the partitioning of proteins between coexisting phases thought important 
to raft function will likely depend on both phase composition and elasticity, such as 
curvature and expansion/compression (38-40).   
 The outstanding questions on the lipid raft model concern the stability of lipid 
rafts, either a thermodynamic equilibrium phase or a kinetic non-equilibrium phase 
with a controlled structure/lifetime, and the size/shape of lipid rafts, which most likely 
will depend on both proteins and the mechanical properties of the bilayer (38-40).  
However, because of the immense complexity of biological membranes, studies must 
rely on model membrane systems, both lipids only and lipid/protein mixtures, to 
determine how these macromolecules interact in controlling the lateral heterogeneity 
of the bilayer.  Also, better experimental methods and theories need to be developed to 
construct and interpret phase diagrams of complex mixtures.  Moreover, researching 
the chemical and mechanical phase behavior of lipid mixtures within a bilayer 
structure is necessary to understand the structure and function of biological 
membranes. 
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 Chapter Two: Compositional Phase Diagram and Mechanical Phase Behavior of 
a Ternary Lipid Mixture  
I. Introduction    
 The basic structure of biological membranes is the phospholipid bilayer, which 
forms spontaneously in an aqueous environment because of the hydrophobic effect, or 
the very low entropy of the phospholipids’ exposed hydrophobic acyl chains in water.  
Thermodynamically, the phospholipid/water mixture phase separates into a 
phospholipid bilayer, which at the solubility limit (i.e. saturation) contains a very 
small amount of water, and an aqueous solution containing a very small amount of 
individual phospholipids.  Both the bilayers and individual phospholipids tend to 
adsorb to the container interfaces, with the bilayer predominately at the 
container/water interface and the phospholipids at the air/water interface.  Also, 
because of this very low solubility in water, the freely floating phospholipid bilayer 
can be regarded as a closed system thermodynamically, in that there is no net transfer 
of phospholipids between the bilayer and the surrounding water, and closed 
physically, in that there are no “edges” of exposed acyl chains.  Depending on the 
pressure, temperature, and composition (mole fraction of the chemical components), 
the phospholipid bilayer can itself exist in different states of matter and/or phase 
separate into different coexisting phases (1).  In general, all state variables are 
important for the phase behavior of biological membranes; however, specifically, 
composition is the main variable in determining the phase behavior of membranes that 
exist at a constant physiological temperature and pressure but contain hundreds of 
different phospholipids (2).  
 A rigorous understanding of the phase behavior of multi-component 
phospholipid bilayers at constant temperature and pressure necessitates the 
experimental construction of compositional phase diagrams, which graphically 
 17
 represents a thermodynamic system with changing composition.  An N component 
closed system is represented by an N−1 dimensional simplex; therefore, a binary 
system (N = 2) is represented as a line segment (dimension = 1) and a ternary system 
(N = 3) is represented by a triangle (dimension = 2).  A point within this 
compositional simplex represents the total composition of the system; furthermore, if 
the system consists of coexisting phases, this point lies within a phase coexistence 
region, a set of points bounded by a coexistence curve that is divided into phase 
boundaries.  For our purposes, the phase diagram represents just the bilayer, where we 
can ignore the water component of the surrounding aqueous phase when the polar 
headgroups of the phospholipids are saturated, or, in other words, when the bilayer 
resides in excess water.  Experimentally, the sample examined is the colloidal system 
of the bilayer and surrounding water, so the first step in phase diagram construction is 
varying the composition of the bilayer.  However, because of the very low solubility 
of phospholipids in water, it is impractical to vary the composition of the bilayer 
simply by the external addition of lipid to the sample; therefore, a sample is made for 
each composition studied and with each new component the number of samples 
required increases geometrically.  Also, to delineate phase boundaries with sufficient 
accuracy and to reveal subtle or unexpected features of composition-driven phase 
behavior, samples should be made over the full range of relevant compositions and in 
sufficiently small compositional increments.  Therefore, even for binary or ternary 
bilayer systems, a large number of samples are required.  The second step in phase 
diagram construction is choosing the best experimental method for detecting a phase 
transition from one phase to another, distinguishing between one phase and coexisting 
phases, and efficient expedience.  Because of the large number of samples required, an 
efficient experimental method must have a relatively fast data acquisition rate per 
sample to insure completion of the phase diagram within a reasonable amount of time.  
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 In addition, phase diagram construction should employ several independent 
experimental methods, so that the phase boundaries and any novel features of the 
phase behavior can be corroborated. 
 The experimental method of Confocal Fluorescence Microscopy (CFM) has 
been successfully implemented in the construction of compositional phase diagrams of 
ternary phospholipid bilayer mixtures (3-6).  The method is applied to samples of 
giant uni-lamellar vesicles (GUVs), which are single bilayers closed into an 
approximate sphere (diameter > 10 µm).  Because of the large size of GUVs, 
coexisting phases within the bilayer can be visually observed using CFM provided that 
the sizes of the phase domains are larger than the wavelength of the fluorescence.  In 
addition, the method relies on the fluorescent probes partitioning favorably into one 
phase to give contrast between coexisting phases.  Multiple probes can be used, with 
each probe selected to label a single phase.  Because of the selective partitioning of the 
fluorescent probes, CFM can distinguish one phase from coexisting phases, but cannot 
detect a phase change from one phase to another one phase.  Also, CFM cannot 
distinguish one phase with homogeneous fluorescence with coexisting phases that are 
nanoscopic in size (i.e. domain size dimensions on the order of nanometers).   
In addition to studying the chemical equilibrium of phase separation (i.e. coexisting 
phases of different compositions), CFM can be used to study the mechanical phase 
behavior, both equilibrium and non-equilibrium, of phase-separated GUVs by visually 
observing the shapes, sizes, interactions, and transitions of the coexisting phase 
domains (7-14).  An important consideration in interpreting this mechanical phase 
behavior is the sources of stress within and across the bilayer of the GUV.  Both the 
hydrophobic effect and the normal pressure differential from osmosis contribute to the 
surface tension of a GUV (15, 16).  Along with the surface tension, an additional 
source of stress within the bilayer stems from the closed topology of the GUV (17).  
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 The closure of the bilayer imposes a curvature that generally opposes the intrinsic or 
spontaneous curvature, which is typically near zero for symmetric bilayers (i.e. the 
two monolayers have the same composition).  Experimentally, the surface tension and 
normal pressure differential are very difficult or impossible to control during GUV 
formation and subsequent phase separation; therefore, the mechanical properties of the 
GUV are left to vary while the strain energy is dissipated during relaxation to 
equilibrium.     
 The experimental method of Electron Spin Resonance (ESR) has also been 
successfully implemented in the construction of compositional phase diagrams of 
binary systems (18-21).  The method is typically applied to samples of multi-lamellar 
vesicles (MLVs), which are many closed bilayers concentrically arranged.  In excess 
water (i.e. the phospholipid headgroups are supersaturated) the multiple bilayers 
interact weakly with each other, so each bilayer can be assumed as independent.  
Because of sample preparation, the main difference from GUVs is the absence of a 
normal pressure differential across the bilayer of MLVs resulting in low surface 
tension.  The data from a bilayer sample obtained from an ESR experiment is a 
spectrum from a spin-probe, which is generally a lipid that has been chemically 
modified by attachment of a free radical.  An ESR spectrum is independent of phase 
domain size and is sensitive to a phase transition from one phase to another one phase.  
However, a spectrum cannot distinguish individual phases present in the coexisting 
phases without sophisticated spectral analysis and application of the linear 
superposition model for physical properties of multi-phase systems.  This model 
assumes that the spin-probe partitions between the distinct (possibly submicroscopic 
or nanoscopic) coexisting phases, and only an insignificant fraction of the probe is at 
the interface between the phases.  Therefore, because the probe is reporting on the 
internal physical properties of a phase, the spectrum from a multi-phase system is the 
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 linear combination of the spectra from each coexisting phase weighted by the fraction 
of total spin-probe in that phase.  The process of locating phase boundaries essentially 
involves finding the optimal basis set of this linear combination with appropriate 
constraints (such as normalization and non-negativity of the experimental spectra in 
the absorption mode).  Then, with the proper basis set, the compositions of the 
coexisting phases can be located; however, so far, this approach can only be applied to 
binary systems with variable temperature, where the directions (i.e. slopes) of the 
required thermodynamic tie-lines are known (22-24).  Furthermore, the best results are 
obtained when the spectra from the coexisting phases are significantly different from 
each other and the spin-probe’s partition coefficient is not much different from unity.   
 In this work we applied CFM and ESR to thoroughly construct a nearly 
complete compositional phase diagram and examine interesting mechanical phase 
behavior of a ternary bilayer mixture.  This mixture, brain-sphingomyelin 
/dioleoylphosphatidylcholine/cholesterol (SPM/DOPC/Chol, chemical structures in 
Figure 2.1), was chosen because 1) it models the outer leaflet (i.e. outer monolayer of 
the bilayer) of the animal cell plasma membrane, and 2) previous studies using 
fluorescence microscopy showed visible fluid phase coexistence at specific 
compositions of this mixture (14, 25).  The constructed phase diagram, consisting of 
three two-phase coexistence regions and a three-phase coexistence region, is very 
similar to other published ternary phase diagrams of bilayer mixtures (4, 5).  Also, 
CFM was used to investigate phase percolation (connectivity or continuity), an 
important property of multi-phase systems and biological membranes.  In addition, 
CFM observations of phase morphology and dynamics, such as long-range 
order/patterns among fluid phase domains, unusual shapes of solid phase domains, 
phase transitions within fluid-fluid phase coexistence, and light-induced phase 
separation have shed light on the mechanical phase behavior of this bilayer system.   
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Figure 2.1:  The chemical structures of the lipids used in this study.  A) 
Sphingomyelin is based on the molecule sphingosine (acyl chain 1), which always has 
a 16 carbon acyl chain.  The amide linked acyl chain (acyl chain 2) is variable in 
chemical structure for naturally derived brain sphingomyelin (SPM in this study).  The 
structures (carbon # : unsaturation position) and proportions are the following (Avanti 
Polar Lipids): 1.7% 16:0, 45.5% 18:0, 5.1% 20:0, 7.2% 22:0, 6.0% 24:0, 6.3% 24:1, 
28.2% other, which is most likely chain length <  16.  Most amide linked acyl chains 
are unsaturated and 18 carbons long (structure pictured); however, there is 
considerable chain mismatch with position one, which can lead to significant 
interdigitation between the two monolayers of the bilayer.  B) The 
glycerophospholipid, dioleoylphosphatidylcholine (DOPC), is based on the molecule 
glycerol.  The acyl chains (#1 and #2) are symmetric and unsaturated, each 18 carbons 
long with a double bond between position 9 and 10 along the chain.  C)  Cholesterol is 
a type of sterol only found in animal cell membranes.  
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 Elucidating the phase behavior of this model membrane system may provide valuable 
information in understanding the structure and dynamics of real biological 
membranes. 
II. Experimental Details  
A. Materials 
 The phospholipids (SPM and DOPC) and the spin label 1-palmitoyl-2-(16-
doxyl stearoyl) phosphatidylcholine (16PC) were purchased from Avanti Polar Lipids, 
Inc. (Alabaster, AL).  Cholesterol was obtained from Sigma-Aldrich (St. Louis, MO).  
The fluorescent probes 1,1’-dieicosanyl-3,3,3′,3′-tetramethylindocarbocynanin 
perchlorate (C20:0-DiI) and 1-hexadecanoyl-2-(4,4-difluoro-5,7-dimethyl-4-bora-
3a,4a-diaza-s-indacene-3-pentanoyl)-sn-glycero-3-phosphocholine (16:0,Bodipy)-PC 
were obtained from Invitrogen (Eugene, OR).  Stock solutions of the lipids were 
prepared by diluting or dissolving the shipped stock in chloroform in a sealable vial.  
Purity > 99% of the stock solutions was determined by thin-layer chromatography 
developed in chloroform/methanol/water = 65:25:4 (by volume) for phospholipids, 
hexane/diethyl ether/chloroform = 7:3:3 for cholesterol, and chloroform/methanol = 
9/1 for C20:0-DiI.  All materials were used without further purification, and all 
solvents used were HPLC grade.  The purity of lipid stock solutions was checked 
every three months.  The concentration of the phospholipid stock solutions was 
determined by a slightly modified procedure for the “determination of total 
phosphorous” published on Avanti Polar Lipid, Inc.’s website for technical 
information (http://www.avantilipids.com/TechnicalInformation.html).  The 
concentration of the cholesterol stock solution was determined from an accurate mass 
(± 0.1mg) of the powdered cholesterol stock and the preparation of the solution in a 50 
mL ± 0.05 volumetric flask.  The concentrations of fluorescent probe stocks were 
determined by absorption spectroscopy using an HP 8452A spectrophotometer 
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 (Hewlett-Packard, Palo Alto, CA).  Extinction coefficients used were 143,000 M-1 cm-
1 at 549 nm for C20:0-DiI and 91,800 M-1 cm-1 at 504 nm for (16:0, Bodipy)-PC (from 
Invitrogen). 
B. Sample Preparation of GUVs and Observation/Imaging by CFM 
 GUV samples were prepared by the method of “gentle hydration” (26).  
Briefly, measured volumes of the lipid and both fluorescent probe stocks were 
dispensed using a Hamilton repeating dispenser into glass test tubes using a 50 μL 
Hamilton syringe to give the desired lipid composition and a probe concentration 
equal to 0.1 mol% of the total lipids.  The “gentle hydration” method requires charged 
lipids to obtain GUVs; therefore, the DOPC stock contained 10% DOPG, which was 
chosen because both lipids have a similar gel-fluid transition temperature (≈ −20°C).  
The lipid/probe solutions were dried from organic solvent into a thin film by rotary 
vacuum at 55°C, well above the gel-fluid transition temperature of SPM (≈ 41°C).  
Residual solvent was removed by high vacuum for 1 h.  The dry film was then gently 
hydrated by wet N2 gas for 45 min at 55°C.  Pre-warmed buffer (10 mM KCl, 2 mM 
PIPES, 1 mM EDTA, pH 7.0) was added, and the sample incubated under argon for 
≈24 h at 55°C to produce GUVs.  The samples were placed in a Styrofoam box to 
slowly cool to room temperature (23°C) before a few μl, ringed by high-vacuum 
silicone grease, were deposited on a glass microscope slide and covered with a no. 1 
coverslip.  The sample was allowed to settle for a few minutes before observation.  
The GUV samples were initially observed under the eyepiece illuminated with the Hg 
arc lamp.  CFM images of selected GUVs were obtained with an MRC600 confocal 
fluorescence microscope (Bio-Rad, Hercules, CA) in a series of z-sections (0.5 μm 
increments) by alternating laser excitation (488 nm for (16:0, Bodipy)-PC and 543 nm 
for C20:0 DiI) and fluorescence emission collected through the confocal aperture into 
separate green/red channels with a 560-nm dichroic beamsplitter, and emission filters 
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 of 522/35BP for Bodipy-PC and 586LP for C20:0-DiI.  The objective was an Olympus 
40x water immersion, numerical aperture 0.75.  
C. Determination of Phase Boundaries by CFM 
 To determine phase boundaries by CFM the coexisting phases must be visible 
(i.e. the size of the phases, at least in one dimension, must be greater than the 
wavelength of the fluorescence (400-700 nm)), hereafter referred to as microscopic.  
The use of more than one fluorescent probe facilitates the identification of the phases 
(Ld, gel, or Lo) by correlating the probe’s chemical structure with the observation of 
which phase the probe preferentially partitions, along with the probe’s partitioning 
behavior in other lipid systems.  However, the probe’s partitioning behavior alone is 
not enough to conclusively identify a phase because the partition coefficient is also 
dependent on composition not just the nature of the phase (27).  Also, if the probe 
partitions strongly into one phase to provide enough contrast, then only one probe can 
be used to observe two coexisting phases.  Therefore, the identification would be that 
one phase is the “bright” phase and the other phase is the “dark” phase regardless of 
the nature of the phases. 
 The procedure we used to determine phase boundaries in the SPM/DOPC/Chol 
system was straightforward.  Initially, samples were prepared in a grid of 15% mole 
fraction increments of SPM out of total phospholipid (i.e. ξSPM ⁄ (ξSPM + ξDOPC)) and 
5% mole fraction increments of cholesterol, then afterward at many different 
compositions.  Replicates (2-3) of the same sample, each prepared on glass slides, 
were observed under the confocal fluorescence microscope.  The entire slide 
illuminated with the Hg arc lamp was scanned using the eyepiece and if the majority 
of GUVs observed showed microscopic phase separation, then the composition was 
recorded as within a coexistence region, and conversely if not.  Representative GUVs 
at each sample composition were imaged and saved.      
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 D. Sample Preparation of MLVs and ESR Spectra Collection 
 Spin-labeled lipid MLVs consisting of SPM, DOPC, and cholesterol were 
prepared as follows.  Measured volumes of lipid stocks and the spin-label stock were 
dispensed using a Hamilton repeating dispenser into glass test tubes using a 50 μL 
Hamilton syringe to give the desired lipid compositions.  The concentration of spin-
label in the lipid dispersion was 0.2% of the total lipids.  These lipid-chloroform 
solutions were then converted to lipid-buffer suspensions by Rapid Solvent Exchange 
(28).  The buffer used was 50 mM Tris, 10 mM NaCl, and 0.1 mM EDTA at pH 7.0.  
The samples were stored under an argon atmosphere in the dark at room temperature 
for at least 24 hours to reach equilibrium.  After a few days the samples were 
centrifuged and the pellets were transferred to 1.5−1.8-mm-diameter × 100-mm-length 
glass capillaries with excess buffer.  After the samples were centrifuged in the 
capillaries, the supernatant (excess buffer) was removed to less than a millimeter 
above the pellet and the ends of the capillaries were flame sealed.  ESR spectra were 
obtained on a Bruker Instruments EMX ESR spectrometer at a frequency of 9.3 GHz 
at room temperature (≈23°C).  The ESR capillary was placed inside a 2mm NMR tube 
which was marked to position the sample pellet in the middle of the resonator.  This 
configuration allowed for efficiency and consistency in switching samples, tuning, and 
sample measurements.  The spectrometer settings for all samples were as follows: 
center field = 3477 G, sweep width = 120 G, microwave power = 2 mW, modulation 
frequency = 100 KHz, modulation amplitude = 0.5 G, resolution (points) = 1024.  The 
number of scans for each spectrum varied, but all spectra were aligned with respect to 
magnetic field and normalized before analysis.   
E. Determination of Phase Boundaries in Binary Systems by ESR 
 Assuming the linear superposition model applies, the method to determine 
phase boundaries in binary systems from ESR spectra involves the separation of multi-
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 component ESR spectra into a number of linearly independent spectral components.  
In the literature this process of component separation is called either self-modeling 
curve resolution (SMCR) or multivariate curve resolution (MCR) (29).  The method 
has been applied to uv-vis absorbance spectra of chemical mixtures to determine the 
individual component spectra; however, it has not been applied to determine 
compositional phase boundaries in model membrane systems.  Therefore, we applied a 
rudimentary version of MCR to ESR spectra along the SPM/DOPC and SPM/Chol 
binary axes in the SPM/DOPC/Chol lipid system with encouraging results that 
warrants further development of the method.   
 Before analysis, the derivative ESR spectra were integrated into absorbance 
spectra and then normalized to unit area.   Each absorbance spectrum is converted into 
an absorbance data vector, which is a discretization of the absorbance intensity versus 
magnetic field.  The ESR data vectors from sample compositions along the binary axis 
were organized into a spectral data matrix, S, with the number of rows (M) equal to 
the number of discrete magnetic field values and the number of columns (N) equal to 
the number of compositional points sorted by mole fraction from 0 to 1.  This data 
matrix has the following structure, 
[ ]βγα SSSS ≡ ,           (Eqn. 2.1) 
where Sα is the matrix of spectral data within the one-phase region of the alpha phase, 
Sβ is the matrix of spectral data within the one-phase region of the beta phase, and Sγ 
is the matrix of spectral data within the alpha + beta coexistence region.  A priori the 
phase boundary spectra that partition the data matrix into these three regions are 
unknown; however, ordering the columns of the data matrix by increasing mole 
fraction and knowing that a two-phase region is flanked by one-phase regions 
determines the matrix structure.  In addition, the constraints imposed on the S matrix 
were non-negativity (i.e. positive definite) and closure (i.e. normalization), 
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The non-negativity constraint reflects the fact that absorbance intensities are defined 
as non-negative scalars; therefore, negative intensities that occur within the noise of 
the baseline are set to zero.  The closure constraint is just the discrete version of the 
integral normalization of the absorbance spectra to unit area rescaled by a constant 
magnetic field interval,   
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with constraints on the coefficients, 
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where fα is the fraction of total spin-probe in the alpha phase, fβ is the fraction of total 
spin-probe in the beta phase, Sα is the alpha phase boundary spectrum, and Sβ is the 
beta phase boundary spectrum.  With the definitions, [ ]
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βα
ff
SS
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f
B
] ,                                 (Eqn. 2.5) 
the coexistence spectra can be written in matrix form, 
fBS γ •= ,            (Eqn. 2.6) 
where B is a M×2 matrix and f is an 2×X matrix (X is the number of coexistence 
spectra).  An approximation to the S data matrix, S*, which includes the full 
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 compositional range (i.e. includes the alpha and beta one-phase regions) can be 
written, 
∗∗ •= fBS , 
where the f* matrix (2×N)  is the f matrix extended by N−X rows of [1 0] for the alpha 
phase or [0 1] for the beta phase, 
T
10
01
⎥⎥
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎢⎢
⎣
⎡
=∗
MM
MM
βα
jj fff .                                 (Eqn. 2.7) 
The assumption in this approximation is that the one-phase spectra are the same as 
their respective phase boundary spectra.  Because spectral intensities vary with 
composition in a one-phase region, the validity of this assumption is obviously 
questionable; however, the linear superposition model only applies to the data near 
and within the coexistence region, so a method to determine phase boundaries using 
data from the entire compositional range must systematically and rationally address 
the flanking one-phase regions.  Furthermore, there is no requirement that the data 
must explicitly contain the phase boundary spectra or be very near the phase boundary 
spectra, but there is a requirement that the data overlap both the one-phase regions and 
the coexistence region.        
 Therefore, within the previous formulation where S is known and B, f* are 
unknown, we seek the solution to the following minimization problem, 
22
S
 min ∗∗ •−=−∗ fBSSS .          (Eqn. 2.8)
      
When B and f* are unconstrained, the formal solution to this problem (in the literature 
called “total least squares”, TLS) is rank reduction through the singular value 
decomposition (SVD) of the S data matrix (30).  The rank of the S* matrix is two.  
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 From the SVD of S, 
VWUS ••= ,             (Eqn. 2.9) 
the columns of the U matrix (M×N) are the orthonormal basis vectors (eigenspectra) 
for the space of data vectors, the W matrix (N×N) is the diagonal matrix of singular 
values ordered from highest to lowest, and the rows of the V matrix (N×N) are the 
orthonormal basis vectors of the dual space to the space of data vectors.  The rank two 
reduction of the S matrix to the solution S* involves keeping the two highest singular 
values and setting the rest to zero, 
VWD
DUS
•=
•=∗
22
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,         (Eqn. 2.10) 
where W2 is the modified singular value matrix W and therefore D2 is a N×N matrix 
that can be truncated to a 2×N matrix by removing the N−2 rows of zeros.  To 
conform to the non-negativity and closure constraints (Eqn. 2.2) on the data vectors, 
the following N number of standard linear least squares problems are solved, 
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where each Dj2 is a 2×1 vector, U1 is the orthonormal basis vector (eigenspectrum) 
paired with the highest singular value (i.e. first column of U), and U2 is the basis 
vector paired with the second highest singular value (i.e. second column of U).  The 
D2 matrix contains the coefficients of the linear combination of the eigenspectra.  The 
coefficients are the projections of the data vectors onto the eigenspectra.  According to 
the assumption that the one-phase spectra are the same as the phase boundary spectra, 
the one-phase spectra should have the same (constant) projected coefficients as the 
phase boundary spectra.  Also, each data vector has a pair of coefficients, but, because 
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 of the normalization constraint, they are dependent, so only the coefficient 
corresponding to the first eigenspectrum was analyzed for the phase boundary 
compositions.  In this analysis, the phase boundaries of a two-phase coexistence 
region along a binary axis can be obtained from a plot of the coefficients of the first 
eigenspectrum for all N data vectors versus the mole fraction for each data vector.  
Visually, the phase boundaries are the points that mark the transition between a flat 
region and an increasing/decreasing region.  A data-fitting procedure, which employs 
a simple model relating the D2 and f* matrices, has been developed; however, the 
method has not been applied in this study because the verification and optimization of 
the method requires more work.  In addition, the solution to Eqn. 2.8 under the 
constraints on B and f* (Eqn. 2.2 and Eqn. 2.4, respectively) can be obtained by the 
method of MCR with alternating least squares, MCR-ALS (31), but this algorithm has 
not yet been implemented.    
 The two main obstacles to the future development of this method are the 
systematic, rational modeling of the one-phase regions and the extension to phase 
diagrams of more the two components.  Regarding the one-phase regions, the relevant 
question is how to determine if a possible phase boundary spectrum is the true phase 
boundary spectrum.  This determination must involve both a way to distinguish 
spectra within the same phase but different composition and to detect a phase 
transition through changing spectral intensities.  One degenerate case is when spectra 
are identical within error (i.e. noise) and each, theoretically, are equally likely to be 
the true phase boundary spectrum.  Another case is when spectra are different but, 
when looking at a set of data spanning the proposed phase boundary, the changes in 
the spectral intensities with varying composition within the one-phase region are 
indistinguishable from the changes in the spectral intensities within the coexistence 
region caused by the changing fractions of total spin-probe (f α and fβ in Eqn. 2.3).  
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 The fractions of total spin-probe are dependent on the probe’s partition coefficient and 
the phase’s mole fraction given by the lever rule; therefore, spectral changes through 
the coexistence region can be modeled because the phase boundary spectra do not 
change.  However, a suitable model for the changes in spectral intensities within a 
one-phase region must not merely reproduce the predictions of the model for the 
coexistence region.   
 Regarding the extension of the method to phase diagrams of three or more 
components, its most applicable use would be determining the vertices (i.e. invariant 
or triple points) of the three-phase triangle.  In this case, the solution would involve 
the rank three reduction of the data matrix through its SVD.  However, formation of 
the appropriate data matrix (as in Eqn. 2.1) is nontrivial for a two-dimensional 
composition space where a compositional point is represented by a vector of mole 
fractions instead of a scalar mole fraction as for the one-dimensional composition 
space in a binary system.  In addition, three-phase triangles are not only flanked by 
three one-phase regions that need to be modeled, but also by three two-phase regions.     
III. Results 
 A combination of CFM and ESR experiments have delineated the 
compositional phase boundaries of three two-phase coexistence regions and inferred 
the possibility of a three-phase coexistence triangle within the SPM/DOPC/Chol 
model membrane system.  The three two-phase coexistence regions are Ld + Lo, Ld + 
gel, and Lo + gel, and the three-phase coexistence region is Ld + Lo + gel.  The phase 
boundaries of the Ld + Lo region were determined by CFM, and the phase boundaries 
of the Ld + gel and Lo + gel regions along the binary axes were determined by ESR.  
Although the phase boundaries determined from CFM and ESR are for different 
coexistence regions, results from other experiments (data not shown) corroborate the 
phase diagram.  In addition, CFM has revealed other interesting phase behavior 
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 involving phase morphology, phase dynamics, and mechanical phase transitions at 
specific compositions within the ternary phase diagram.  However, these mechanical 
phase behaviors were not examined thoroughly and directly through a specific 
experiment, but images were taken in the course of executing the experiment to 
determine the coexistence curve of the Ld + Lo coexistence region (Figure 2.2).  In 
addition, since this work was completed, most of the results in the SPM/DOPC/Chol 
lipid system (7, 14, 25) or similar results in other lipid systems (32, 33) have been 
published.  The results presented here are to demonstrate our investigation and 
interpretation of the phase behavior. 
A. Observations of Phase-Separated GUVs Using CFM  
Coexistence curve for the Ld + Lo coexistence region 
 In Figure 2.2 the sample compositions examined for phase coexistence are 
plotted, with inset CFM images showing representative GUVs at selected 
compositions exhibiting either microscopic (visible) coexisting Ld and Lo phases or 
uniform fluorescence, which would indicate either no coexisting phases, which, in this 
case, is most likely, or nanoscopic coexisting phases.  The Ld + Lo coexistence region 
extends over a wide range of compositions within the center of the phase diagram and 
bounded by an elliptical coexistence curve.  Both Ld and Lo phase domains were 
circular and diffusive, consistent with fluid-fluid phase coexistence (14, 25). Also, 
both the fluorescent probes used, (16:0, Bodipy)-PC and C20:0-DiI, partitioned into 
the same phase at all sample compositions.  Because (16:0-Bodipy)-PC partitioned 
into the Ld phase in other lipid systems (3, 4, 34), the bright phase in Figure 2.2 was 
identified as the Ld phase.  Because it partitioned into solid phases in other lipid 
systems (3, 4, 34), C20:0-DiI was assumed to partition into the ordered Lo phase.  
Surprisingly, the contrast between coexisting Ld and Lo phases was often greater for  
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Figure 2.2:  The experimental coexistence curve for the Ld + Lo coexistence region in 
the SPM/DOPC/cholesterol system at 23°C determined by CFM.  The sample 
compositions examined were labeled as having uniform fluorescence (open circles) or 
coexisting visible phases (filled circles) with circular domains.  Some compositions 
near the coexistence curve (black diamonds) had GUVs that were initially uniform but 
phase separated over time when illuminated (see Figure 2.7).  Insets are CFM images 
of GUVs (20 – 40 µm in diameter) at selected compositions.  Although the GUVS 
contained both C20:0-DiI and (16:0, Bodipy)-PC, the images show just the DiI 
fluorescence because of the greater contrast.  The sloped grid lines are mole fraction of 
SPM out of total phospholipid (ξplSPM  = ξSPM ⁄ (ξSPM + ξDOPC)) and the horizontal grid 
lines are mole fraction of cholesterol (ξchol). 
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 C20:0-DiI, suggesting that the partition coefficient into the Lo phase was less for 
C20:0-DiI than (16:0-Bodipy)-PC.  In any case, only one selectively partitioning probe 
is needed to confirm the coexistence of two phases; therefore, the dark phase was 
identified as the Lo phase. 
 The coexistence curve is divided into two phase boundaries, one for the Lo 
phases and one for the Ld phases.  From identifying the bright phase as the Ld phase, 
compositions near the Ld phase boundary show GUVs with the bright phase dominant 
in membrane area; similarly, from identifying the dark phase as the Lo phase, 
compositions near the Lo phase boundary show GUVs with the dark phase dominant in 
membrane area.    Therefore, from the GUV images in Figure 2.2 the Ld phase 
boundary contains compositions that are high in DOPC and low in cholesterol and the 
Lo phase boundary contains compositions that are high in SPM and high in 
cholesterol.  Based on the approximate location of the Lo and Ld phase boundaries, the 
Lo phase contains an upper limit ξchol ≈ 0.45, and the Ld phase contains a lower limit 
ξchol ≈ 0.05.  Because the DOPC/Chol binary axis does not contain a coexistence 
region (4, 5), a mixing critical point is located on the section of the coexistence curve 
near the DOPC/Chol binary axis.  The opposite section of the coexistence curve from 
this critical point and closer to the SPM/Chol axis either contains the two invariant 
points of the intersecting edge of a three-phase triangle or another mixing critical 
point, although the former possibility is more likely.  The exact location of these 
points that separate the Ld and Lo phase boundaries cannot be accurately determined 
from the CFM data.   
Phase morphology, dynamics, and mechanical transitions  
 In addition to mapping coexistence curves, CFM on GUVs provides a way to 
directly observe the mechanical phase behavior of microscopic coexisting bilayer 
phases.  For nearly all GUVs at compositions within the Ld + Lo coexistence region 
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 the equilibrium shape of the phase domains were circular (Figure 2.2).  For 
compositions where the dominant area fraction is the Ld phase, circular Lo domains of 
varying size diffused easily and rapidly within the continuous background Ld phase of 
lower viscosity.  The Lo domains frequently and readily fused on contact.  For 
compositions where the dominant area fraction is the Lo phase, many circular Ld 
domains ranging from tiny to small in size diffused very slowly within the continuous 
background Lo phase of higher viscosity.  If two Ld domains did make contact they 
generally fused but not always.  For compositions within the middle of the coexistence 
region where the area fractions of the fluid phase are similar, the size distribution of 
domains and the frequency of domain fusion varied for different GUVs, but seemed to 
be correlated to which phase had the larger area fraction. 
 In relation to the area fraction of the phases, an attempt was made to determine 
the percolation threshold curve through the Ld + Lo coexistence region.  This curve is a 
locus of points, where each point is on one thermodynamic tie-line, which marks the 
transition where the phase changes continuity, either from a connected background 
phase to disconnected domains or from disconnected phase domains to a connected 
background (35).  The percolation threshold not only depends on the area fraction of a 
phase, but also on its size and shape (35).   The determination of phase continuity was 
clear in GUVs from compositions closer to the phase boundaries and near the end of 
the tie-lines, where the dominant phase in area fraction was also the connected 
background phase.  However, phase continuity could not be determined for 
compositions within the middle of the coexistence region and presumably near the 
middle of the tie-lines.  Figure 2.3 shows CFM images of GUVs at different 
compositions where neither phase could be determined as continuous because Ld (Lo) 
circular domains resided within Lo (Ld) circular domains that resided within other Ld  
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Figure 2.3:  Phase percolation (continuity) is indeterminable for many compositions 
within the middle of the Ld + Lo coexistence region.  CFM images of GUVs (A-D) 
show circular domains of one phase residing within circular domains of the other 
phase. 
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 (Lo) circular domains.  However, the determination of phase continuity could have 
possibly been made at a later time after sufficient domain fusion into larger domains.  
 Some GUVs at different compositions with coexisting Ld and Lo phases either 
consist of long-ranged, spatially patterned circular domains or contain unusual domain 
shapes.  Figure 2.4A shows a GUV consisting of disconnected circular Ld phase 
domains arranged approximately hexagonally within a continuous Lo phase 
background.  The Ld domains seem have positive curvature (i.e. membrane bends 
outward).  In contrast, Figure 2.4B shows a GUV consisting of disconnected circular 
Lo phase domains arranged approximately hexagonally within a continuous Ld phase 
background.  In this case, the Lo domains seem to have negative curvature (i.e. 
membrane bends inward).  Another possibility is that the Lo phase has a small positive 
curvature but the Ld phase has a much greater positive curvature, which makes the Lo 
domains appear to bend inward.  Also, in both images (Figure 2.4A/B) all the circular 
domains have generally the same diameter and have ceased to diffuse and fuse, 
although still fluctuate locally.  At compositions where the area fractions of the phases 
are similar, sufficient domain fusion can create large circular domains of one phase 
that protrude or bud from the other phase (Figure 2.4C).  Depending on the 
composition, the budding domains can be either Ld or Lo.  In addition, also depending 
on composition, domains can bud to such an extent that the GUV will divide into two 
GUVs, each of a different phase.  The GUV in Figure 2.4D consisting of long, thin, 
curved Ld phase domains of approximately the same widths was extremely rare but 
very interesting.  A certain points along a domain two other domains branched apart at 
an angle of approximately 120°.  Seemingly, most, if not all, of the observed branch 
points consisted of three emanating domains with an angle of 120° between them.  
Also, the curvature of some of these domains was great enough to form loops, or two 
branched domains curved into each other to form the loop.  In addition, the GUV also  
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Figure 2.4:  GUVs with coexisting Lo and Ld phases exhibit long-range order/patterns.  
A) Circular Ld phase domains with positive curvature arranged hexagonally within a 
continuous Lo phase, ξplSPM = 0.40, ξchol = 0.32.  B) Circular Lo phase domains with 
negative curvature arranged hexagonally within a continuous Ld phase, ξplSPM = 0.64, 
ξchol = 0.15.  C)  An Ld domain budding from a GUV (ξplSPM = 0.65, ξchol = 0.26) 
consisting of an Lo phase.  D) Possible observation of bubble and stripe Ld phase 
domains coexisting, ξplSPM = 0.48, ξchol = 0.15, although seen only once.  The same 
GUV, (16:0, Bodipy)-PC fluorescence on the left (E) and the C20:0-DiI fluorescence 
on the right (F), showing bright domains with a jagged appearance and a shape 
mismatch between the two fluorescence channels. 
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 shows a region of small circular Ld domains, but the resolution was not high enough to 
determine if these domains were hexagonally arranged.  The images in Figure 2.4E/F 
are the same GUV with the left image (E) showing the (16:0, Bodipy)-PC 
fluorescence and the right image (F) showing the C20:0-DiI fluorescence.  
Interestingly, the jagged bright domains look similar to gel (solid) domains and have a 
peculiar zigzag appearance, but the composition is approximately the 1:1:1 
SPM:DOPC:Chol ratio, which is well within the Ld + Lo coexistence region.  Also, the 
perimeters of the domains from the two images do not seem to match, with the domain 
shapes reported from (16:0, Bodipy)-PC being slightly different from the domain 
shapes reported from C20:0-DiI.  However, this GUV was extremely rare, being the 
only one seen out of all the compositions examined. 
 Although the three vertices of the presumed three-phase coexistence triangle 
could not be located using CFM, some GUVs at compositions within the Ld + Lo 
coexistence region but very near where the three-phase region is expected to be 
located may contain evidence of a gel phase.  Because of the compositional 
heterogeneity inherent in GUV preparation, the actual composition of a particular 
GUV from a nominally prepared composition near the three-phase region may actually 
lie within the three-phase region.  If such is the case, the gel phase would be in a 
minor material and area fraction.  The presence of amorphous or angular/linear 
domain shapes and spatial asymmetries between the two fluorescence channels can be 
used to identify the gel phase.  The top and bottom rows in Figure 2.5 are two GUVs 
from different compositions near the three-phase region.  The first column (A and C) 
shows the (16:0, Bodipy)-PC fluorescence and the second column (B and D) shows 
the C20:0-DiI fluorescence.  The partitioning behavior of the fluorescent probes was 
unknown for coexisting Ld and gel phases, but C20:0-DiI was expected to partition 
into the gel phase (3, 4, 34).  The phase domains in the GUV of Figure 2.5A/B were  
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Figure 2.5:  Fluorescence asymmetries and amorphous domain shapes may indicate 
the coexistence of three phases, an Ld, Lo, and a gel.  The top row are the CFM 
images, (16:0, Bodipy)-PC fluorescence on the left (A) and the C20:0-DiI 
fluorescence on the right (B), of the same GUV (ξplSPM = 0.70, ξchol = 0.17).  The white 
arrows in A and B point to amorphous Ld domains with a perimeter mismatch between 
fluorescence channels.  The bottom row are the CFM images, (16:0, Bodipy)-PC 
fluorescence on the left (C) and the C20:0-DiI fluorescence on the right (D), of the 
same GUV (ξplSPM = 0.78, ξchol = 0.25).  The white arrows in C and D point to areas 
where fluorescence is one channel is absent in the other channel (i.e. fluorescence 
asymmetry). 
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 amorphous and some domain border regions containing (16:0, Bodipy)-PC 
fluorescence did not contain C20:0-DiI fluorescence resulting in a domain perimeter 
mismatch between the two fluorescence channels.  Amorphous domains were also 
seen in the GUV of Figure 2.5C/D, along with areas that contained C20:0-DiI 
fluorescence but did not contain (16:0, Bodipy)-PC fluorescence.  However, other 
areas contained (16:0, Bodipy)-PC fluorescence but did not contain C20:0-DiI 
fluorescence.        
 At another composition within the Ld + Lo coexistence region near both the Lo 
phase boundary and the three-phase region, some GUVs were in the process of a 
mechanical phase transition.  In Figure 2.6 the top and bottom rows are two different 
GUVs from the same composition near the three-phase region.  The first column (A 
and C) shows the (16:0, Bodipy)-PC fluorescence and the second column (B and D) 
shows the C20:0-DiI fluorescence.  As can be seen, the dark Lo phase has the 
dominant area fraction and forms the continuous background phase.  However, the Ld 
phase consists of many long, thin domains that intersect at small non-circular domains.  
Over a short amount of time and possibly light-induced (see below) the thin Ld 
domains split and contract into the non-circular intersecting regions to eventually form 
only individual circular Ld phase domains.  Unfortunately, a time series of this 
transition could not be obtained because of the speed of the progression.  In addition, 
from the relative fluorescence intensities of the two phases in each fluorescence 
channel, the partition coefficients of the two probes are very different from each other 
although both favorably partition into the Ld phase.  This observation is typical for 
compositions with high concentrations of SPM and cholesterol, suggesting that the 
partition coefficient of the probes change with the compositions of the coexisting 
phase (i.e. across tie-lines).     
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Figure 2.6:  At a composition within the Ld + Lo coexistence region near both the Lo 
phase boundary and the three-phase region (ξplSPM = 0.90, ξchol = 0.30), light-induced 
mechanical phase transitions were observed.  Two CFM images of the same GUV on 
the top row and same GUV on the bottom row show the initial network of thin Ld 
stripe phases intersecting at non-circular domains within a Lo background phase. 
Images A/C reporting the (16:0, Bodipy)-PC fluorescence and images B/D reporting 
the C20:0-DiI fluorescence.  The Ld phase strings eventually split and contract 
forming only individual circular Ld phase domains, although this process was not 
captured in images. 
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  Related to the mechanical phase transitions of coexisting fluid domains, the 
dynamic process of phase separation was also observed in some GUVs at different 
compositions near the Ld + Lo coexistence curve and around the vertex of the three-
phase triangle separating the Ld + Lo and Lo + gel coexistence regions (black diamonds 
in Figure 2.2).  These GUVs initially appeared homogeneous under the microscope 
but phase separated over time, seemingly instigated by light excitation of the 
fluorescent probes.  A common progression of this light-induced phase separation is 
shown in Figure 2.7A-H, which is a series of images of the same GUV at 
approximately one minute time intervals (the GUV was homogeneous at time zero but 
was unable to capture an image fast enough before phase separation commenced).  
The results in Figure 2.7A-D show the initial appearance of many very small Lo phase 
domains that eventually fuse together into larger domains, resulting in a web or net-
like appearance of the Ld phase.  In Figure 2.7E two large Lo domains are separated by 
a thick ring of Ld phase.  Figure 2.7E-H shows the thinning, splitting, and contracting 
of this Ld stripe domain into a circular domain, which is very similar to the mechanical 
phase transitions observed in relation to Figure 2.6.  This progression was typical for 
different compositions in that the phase separation started with many small domains 
and continued with domain fusion into larger domains; however, which phase became 
the continuous background phase depended on the composition.  Also, the rate of 
phase separation varied with composition.  In general, the rate of phase separation 
increased with increasing concentration of SPM and/or cholesterol.  Figure 2.7I-L was 
another interesting progression (at approximately one minute time intervals) of 
mechanical phase transitions induced by light.  Figure 2.7I was the initial appearance 
and Figure 2.7H-L again shows long thin Ld phase domains of approximately identical 
widths thinning, splitting, and contracting into circular domains and possibly 
protruding from the GUV as tubules.  Another interesting observation was the out-of- 
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Figure 2.7:  Light excitation of the fluorescent probes seems to instigate phase 
separation in homogenous GUVs at compositions near the Ld + Lo coexistence curve.  
(A-H)  A series of CFM images of the same GUV at one minute intervals showing the 
initial appearance of small circular Lo domains that eventually fuse together to form 
one large Lo domain.  Also, note the thinning, splitting, and contracting of the wide Ld 
domain into a circular domain (E-H), which is similar to the transition of the stripe 
phases shown in Figure 2.6.  A series of CFM images in approximately 1 min intervals 
of the same GUV (I-L) that show light-induced mechanical phase transformations of 
stripe domains thinning and contracting into circular domains. 
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 plane (i.e. curvature) fluctuation of the bilayer during phase separation.  Initially, 
when just the equatorial section of a homogenous GUV was illuminated, the bilayer 
was a circle as normally.  When the light-induced phase separation commenced, the 
circle distorted and fluctuated rapidly but eventually returned to a circle.  These 
bilayer curvature fluctuations occurred at many of the compositions where the light-
induced phase separation was observed. 
 Although the progress of the light-induced phase separation exhibited in Figure 
2.7A-H was typical for different compositions, a variety of intermediate stages were 
observed in a closer examination of a specific composition (ξplSPM = 0.9, ξchol = 0.25).    
Figure 2.8A-E shows various intermediate stages of phase separation starting from a 
homogenous GUV at this composition, which is probably within the three-phase 
coexistence region.  The states observed in Figure 2.8A-C were either stable or meta-
stable and did not change much over a long time (several minutes until photobleaching 
rendered the GUV unobservable).  For example, the fusion of domains does not 
always result in circular domains (Figure 2.8A).  A stable network of long thin Ld 
domains can be formed (Figure 2.8B/C).  The GUV in Figure 2.8C was similar to 
those observed in Figure 2.6 but the Ld phase network lasted for a much longer time.  
A commonality among the GUVs in Figure 2.8A-C and Figure 2.6 is that a 
combination of Lo domain fusion within a web-like continuous Ld phase structure and 
the splitting and contraction of thin Ld domains eventual leads to a continuous Lo 
phase with a mixture of circular and non-circular Ld domains with emanating thin Ld 
domains, which would again split and contract forming only circular Ld domains.  The 
stages in Figure 2.8D/E were observed from the same GUV at different times and 
were unique because the domains did not start as many small circular domains but 
appeared as fluctuating amorphous domains spread across the whole GUV.  Also, the 
fluorescent probe (only (16:0, Bodipy)-PC in this case) seemed to change its degree of  
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Figure 2.8:  Some GUVs at a composition (ξplSPM = 0.90, ξchol = 0.25) within or near 
the three-phase coexistence region exhibited different intermediate states during light-
induced phase separation that were stable for long periods of time.  CFM images A-C 
were labeled with just C20:0-DiI, images D and E were labeled with just (16:0, 
Bodipy)-PC, and image F contained both probes.  A)  Domains fusing into large 
domains that did not immediately circularize.  B and C) A stable network of Ld stripe 
domains of varying width could form.  Spinodal decomposition may have been 
observed (D and E the same GUV).  F) A GUV at another composition near the three-
phase coexistence region (ξplSPM = 0.70, ξchol = 0.17) that initially showed bright 
domains that resembled a gel phase, but light excitation caused the domains to break 
up and circularize. 
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 partitioning into the Ld phase, which resulted in a gradual increase in intensity of the 
Ld phase concurrently with a gradual decrease of the intensity of the Lo phase.  The 
GUV in Figure 2.8F was from a different composition than the images in Figure 2.8A-
D but near the three-phase region.  This image shows bright amorphous domains 
which initially were thought of as gel phase domains, but after being illuminated the 
domains broke up or dissolved resulting in circular Lo domains in a continuous 
background of the Ld phase.     
 All GUVs observed at compositions within the presumed Ld + gel coexistence 
region were homogeneous (Figure 2.2) when prepared on a microscope slide and 
observed the same day.  However, after a sample at a specific composition was 
prepared on a microscope slide and left for a day, some rare GUVs did show visible 
gel phase domains of odd shapes.  The images in Figure 2.9A-D were of GUVs from 
the same composition (ξplSPM = 0.48, ξchol = 0.05), which is located within the Ld + gel 
coexistence region (Figure 2.13).  Based on the expectation of the fluorescent probes 
partitioning into the Ld phase, the dark or black phase in these images was identified 
as some condensed gel phase enriched in SPM.  Because their occurrence was very 
rare, this condensed phase was assumed meta-stable or in a non-equilibrium state.  The 
three-fold symmetric arrangement of the elliptical gel phase domains (i.e. three lobes 
emanating from a common center) in Figure 2.9A has not been previously observed in 
any bilayer lipid system.  Figure 2.9B shows the gel phase with amorphous domains 
and Figure 2.9C shows the gel phase with a mixture of elliptical and amorphous 
domains within a continuous Ld phase, where the folded appearance of the bilayer 
probably results from the different curvature of the phases.  The top of the GUV in 
Figure 2.9D was in contact with the glass coverslip and formed an homogeneous disk, 
but, interestingly, elliptical gel phase domains, similar to the ones seen in Figure  
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Figure 2.9:  A few very rare GUVs showed a SPM-rich gel phase with odd domain 
shapes at a composition (ξplSPM = 0.48, ξchol = 0.05) within the Ld + gel coexistence 
region.  A)  A gel phase with a three-fold symmetric arrangement of elliptical domains 
(three lobes emanating from a common center) residing in an Ld phase background.  
B)  A gel phase with amorphous domains residing in an Ld phase background.  C)  A 
gel phase with a mixture of amorphous and elliptical domains interspersed within an 
Ld phase background of positive curvature.  D)  Elliptical domains arranging their long 
axes approximately perpendicular to the perimeter of the circular region formed when 
the GUV adhered to the coverslip. 
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 2.9A/C, can be seen arranged with their long axes approximately perpendicular to the 
perimeter of the contacted region. 
B. MCR analysis of ESR spectra to locate phase boundaries on the binary axes  
Confirmation of DPPC/DLPC phase boundaries (Ld + gel) 
 Initially, the MCR analysis was tested on spectra obtained along the 
DPPC/DLPC binary axis, for which the phase boundaries of the Ld + gel coexistence 
region are known (3, 36, 37).  Figure 2.10A shows 19 experimental ESR spectra (solid 
line) along the DPPC/DLPC axis in 0.05 mole fraction increments.  The pure DPPC 
spectra (ξDPPC = 1) was left out of the analysis because pure DPPC forms a chain-tilted 
gel phase (Lβ′) instead of the coexisting gel phase (Lβ) (21, 37).  Along with the 
experimental spectra (solid line), Figure 2.10A also shows the estimated spectra 
(dotted line, S* in eq. 2.10) formed by the linear combination of the two eigenspectra 
obtained from the SVD of the data matrix, which consisted of the experimental 
spectra.  As can be seen, the approximate spectra are nearly identical to the 
experimental spectra, which support the assumption that the experimental ESR spectra 
can be represented in the space of two spectral basis components (i.e. the two 
eigenspectra).  The dual space to the space of eigenspectra consists of the coefficients 
of the linear combination of the eigenspectra, with two coefficients for each estimated 
spectrum.  However, only the coefficients of the first eigenspectra are required to 
locate the phase boundaries because the two coefficients are dependent due to the 
normalization constraint on the absorbance vectors (i.e. experimental spectra).  Figure 
2.10B is the plot of the coefficients of the first eigenspectrum versus mole fraction 
DPPC.  Determined by CFM, FRET, and equilibrium surface pressure, the Ld and gel 
phase boundaries along the DPPC/DLPC binary axis are between mole fraction DPPC 
= 0.235-0.32 and mole fraction DPPC = 0.785-0.85, respectively (3, 36, 38).  The Ld 
and gel phase boundaries determined by MCR analysis of ESR spectra were mole  
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Figure 2.10:  The MCR analysis of experimental ESR spectra along the DPPC/DLPC 
binary axis confirms the known phase boundaries for the Ld + gel coexistence region.  
A)  The approximate spectra (dotted lines), which are the linear combination of the 
eigenspectra basis, reproduce almost exactly the experimental spectra (solid lines).  B)  
A plot of the coefficients of the first eigenspectrum versus mole fraction of DPPC 
reveals the phase boundaries by visual inspection (vertical dotted lines). 
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 fraction DPPC ≈ 0.30 and mole fraction DPPC ≈ 0.80, respectively.  These boundaries 
can be seen visually in Figure 2.10B as the points where the coefficients increase from 
a relatively flat region of DLPC-rich Ld phases (mole fraction DPPC <≈ 0.30) to a 
relatively flat region of DPPC-rich phases (mole fraction DPPC >≈ 0.80). 
Phase boundaries (Ld + gel) for the SPM/DOPC binary axis 
 Unlike the corresponding regions in other lipid systems (3-5), CFM showed no 
evidence of a microscopic Ld + gel phase coexistence region along the SPM/DOPC 
binary axis (Figure 2.2).  Therefore, MCR analysis of ESR spectra was used to locate 
the phase boundaries for this presumed region.  The same MCR analysis that was 
applied to the ESR spectra along the DPPC/DLPC binary axis was applied to ESR 
spectra along the SPM/DOPC binary axis.  The results are displayed in Figure 2.11.  
The experimental (solid line) and approximate spectra (dotted line) in 0.05 mole 
fraction increments are plotted in Figure 2.11A and the coefficients of the first 
eigenspectrum are plotted in Figure 2.11B.  Based on the visual inspection of the 
coefficient plot (Figure 2.11B), the Ld and gel phase boundaries were determined as 
mole fraction SPM ≈ 0.35 and mole fraction SPM ≈ 0.95, respectively.  The outlier 
(sample 3 with mole fraction SPM = 0.1) in Figure 2.11B can easily be seen in Figure 
2.11A as the mismatch between the experimental and approximate ESR spectra.  In 
addition, the outlier spectrum was not visually similar to its neighboring spectra 
(samples 2 and 4), although all three spectra were from samples in the single Ld phase 
region. 
Phase boundaries (Lo + gel) for the SPM/Chol binary axis 
 Similar to the corresponding regions in other lipid systems (3-5), CFM showed 
no evidence of a microscopic Lo + gel phase coexistence region along the SPM/Chol 
binary axis (Figure 2.2).  Therefore, MCR analysis of ESR spectra was used to locate 
the phase boundaries for this presumed region.  Figure 2.12 shows the results of the 
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Figure 2.11:  The MCR analysis of experimental ESR spectra along the SPM/DOPC 
binary axis determines the phase boundaries for the Ld + gel coexistence region.  A)  
The approximate spectra (dotted lines) reproduce the experimental spectra (solid 
lines), except the outlier sample 3 (mole fraction SPM = 0.1).  B)  A plot of the 
coefficients of the first eigenspectrum versus mole fraction of SPM reveals the phase 
boundaries by visual inspection (vertical dotted lines). 
 
 53
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
(A)
(B)
C
oe
ffi
ci
en
t o
f 1
st
ei
ge
ns
pe
ct
ru
m
Figure 2.12:  The MCR analysis of experimental ESR spectra along the SPM/Chol 
binary axis determines the phase boundaries for the Lo + gel coexistence region.  A)  
The approximate spectra (dotted lines) reproduce the experimental spectra (solid 
lines).  B)  A plot of the coefficients of the first eigenspectrum versus mole fraction of 
cholesterol reveals the phase boundaries by visual inspection (vertical dotted lines). 
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 MCR analysis on the ESR spectra along the SPM/Chol binary axis.  The experimental 
(solid line) and approximate spectra (dotted line) in 0.02 mole fraction increments are 
plotted in Figure 2.12A and the coefficients of the first eigenspectrum are plotted in 
Figure 2.12B.  Again, based on the visual inspection of the coefficient plot (Figure 
2.12B), the gel and Lo phase boundaries were determined as mole fraction Chol ≈ 0.12 
and mole fraction Chol ≈ 0.28, respectively.  The coefficients begin to decrease from a 
relatively constant value after mole fraction Chol > 0.4, which indicates a deviation 
from the assumption that the coefficients are constant throughout an entire one-phase 
region.  However, the decomposition to a two-component spectral basis still gave a 
good agreement between the approximate and experimental ESR spectra (Figure 
2.12A).  
IV. Discussion 
 The phase behavior of the SPM/DOPC/Chol lipid bilayer was investigated 
using the experimental methods of CFM and ESR.  A compositional phase diagram of 
this model membrane mixture was determined with these methods, which have been 
successfully used previously to construct compositional phase diagrams of other lipid 
mixtures (3-6, 18-21).  Because of their current applicability and limitations, CFM and 
ESR could not corroborate the phase boundaries determined by either method alone; 
therefore, this study stresses the importance of using multiple methods to construct 
phase diagrams.  In addition, as also demonstrated in this work, CFM provides a 
useful tool in studying the mechanical phase behavior of GUVs.  Percolation, 
size/shape, and the mechanical transitions of phase domains seem to be increasingly 
relevant to the structure and function of biological membranes (39, 40). 
A. SPM/DOPC/Chol Compositional Phase Diagram at 23°C 
 We have constructed a nearly complete compositional phase diagram for the 
SPM/DOPC/Chol bilayer lipid mixture at 23°C (Figure 2.13).  The phase diagram  
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Figure 2.13:  The SPM/DOPC/cholesterol phase diagram at 23°C contains three two-
phase coexistence regions (Ld + Lo, Ld + gel, and Lo + gel) and single three-phase 
coexistence region (Ld + Lo + gel triangle).  The Ld + Lo region was determined by 
CFM on GUV samples.  The Ld + gel phase boundaries on the SPM/DOPC axis and 
the Lo + gel phase boundaries on the SPM/Chol axis were determined by MCR 
analysis of ESR spectra from MLV samples.  The Ld + Lo + gel coexistence triangle 
was not directly determined but inferred (see discussion). 
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 consists of three two-phase coexistence regions (Ld + Lo, Ld + gel, and Lo + gel) and a 
three-phase coexistence triangle (Ld + Lo + gel).  Because previous studies on GUVs 
showed that coexisting Ld and Lo phases were microscopic (visible), CFM was used to 
delineate the elliptical coexistence curve of the Ld + Lo coexistence region.  In 
addition, because the coexisting phases in the Ld + gel and Lo + gel coexistence 
regions were nanoscopic (non-visible), MCR analysis of ESR spectra was used the 
determine the phase boundaries along the SPM/DOPC and SPM/Chol binary axes.   
Using known rules of phase diagram construction based on the phase rule and some 
simple physical assumptions, extensions of the Ld + gel and Lo + gel phase boundaries 
into ternary composition space and the approximate locations of the vertices of the 
three-phase coexistence triangle can be estimated (Figure 2.13).  From the 
DOPC/SPM binary axis the Ld and gel phase boundaries for the Ld + gel coexistence 
region extend towards each other narrowing the coexistence region and decreasing the 
compositional difference between the coexisting phases.  The physical assumption 
being that a small addition of cholesterol to coexisting Ld and gel phases increases the 
miscibility of the phase-separating phospholipids (3-5).  However, from the SPM/Chol 
binary axis the Lo and gel phase boundaries for the Lo + gel coexistence region extend 
away from each other widening the coexistence region and increasing the 
compositional difference between the coexisting phases.  In this case, the physical 
assumption implies that a small addition of DOPC to coexisting Lo and gel phases 
decreases the miscibility of SPM and cholesterol.  This assumption seems 
counterintuitive because it suggests that SPM and cholesterol interact repulsively, 
which has not been found to be the case (1, 2, 5, 7, 14, 19, and 27).  However, the idea 
posited suggests that both an increase (decrease) in the cholesterol (SPM) mole 
fractions of the Lo phase and a decrease (increase) in the cholesterol (SPM) mole 
fractions of the gel phase are needed to compensate for the perturbation in each phase 
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 of the increase in DOPC mole fraction.  In other words, SPM and cholesterol do not 
interact repulsively, but that the repulsions between DOPC and SPM/cholesterol are 
greater than the attraction between SPM and cholesterol.  Furthermore, the integrity of 
the gel phase depends on the SPM concentration and the integrity of the Lo phase 
depends on the cholesterol concentration 
 Unfortunately, direct confirmation of the three-phase coexistence region by a 
CFM image of a GUV consisting of an Ld, Lo, and gel phases was not found.  
However, the three-phase coexistence region was inferred from CFM images of rare 
GUVs at compositions within the Ld + Lo coexistence region but very near the 
presumed three-phase coexistence region that showed non-circular phase domains and 
fluorescence asymmetries.  This evidence cannot be considered conclusive since non-
circular domains can be the result of very low line tensions between coexisting Ld and 
Lo phases.  Also, fluorescence asymmetries can be caused by multilamellar GUVs 
with uncoupled bilayers where domain fluorescence from a domain in one bilayer is 
attenuated by the other bilayer, although this scenario is highly unlikely as non-
unilamellar vesicles are typically easy to spot and therefore avoided.  Also, 
experimental artifacts may occur from the alternating excitations of the probes at a 
time scale similar to domain movements or fluctuations, although, again, this is highly 
unlikely because laser excitation of the probes is almost instantaneous.  Positive 
identification of three phases was hampered by the difficulty in finding fluorescent 
probes that partition favorably into the gel phase or the Lo phase in SPM systems (34).  
Partitioning into the Ld phase was assumed for (16:0, Bodipy)-PC, but partitioning 
into the Ld phase was unexpected for C20:0-DiI.  In fact, a wide variety of fluorescent 
membrane probes do not partition into a SPM-rich Lo phase, except for poly-aromatic 
hydrocarbon probes containing conjugated benzene-rings, such a perylene (34).  Even 
without having direct proof from a CFM image, the existence of three two-phase 
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 coexistence regions and ESR spectra at compositions within the presumed region 
showing multiple components (data not shown) strongly suggests that the three-phase 
coexistence region exists.   
 Currently, ESR spectral analysis cannot be applied to determine coexistence 
curves for three-component (ternary) two-phase regions (i.e. Ld + Lo); and, since CFM 
cannot be applied to nanoscopic coexisting phases, the two methods could not 
corroborate their determined phase boundaries.  Therefore, both experimental 
procedures were necessary to solve the phase diagram.  In the future, an extension of 
the MCR analysis of ESR spectra has the potential to determine the locations of the 
vertices of the three-phase coexistence triangle.  A two-component two-phase region 
is topologically similar to a three-component three-phase region because the number 
of components equals the number of phases (at constant temperature and pressure); 
therefore, the compositions of the coexisting phases are invariant (i.e. thermodynamic 
degrees of freedom equals zero).  The process of finding the phase boundary spectra 
for a three-phase coexistence triangle is almost the same as for the binary axes, where 
an orthonormal basis of rank three can be constructed by SVD on an appropriate 
spectral data matrix (30).   
 There are now many published complete or nearly complete phase diagrams of 
ternary lipid bilayer mixtures (3-6).  Because of this growing amount of information 
there has been a need to categorize the phase behavior of all these lipid mixtures.  One 
theme is to divide phase diagrams into two types based on whether or not the Ld + Lo 
coexistence region has microscopic (visible) or nanoscopic (non-visible) coexisting 
phases (41).  The size and shape of phase domains is no doubt an important phase 
behavior, especially regarding biological membranes; however, these phase properties 
are more appropriate for the mechanical equilibrium or non-equilibrium behavior of 
these mixtures, instead of the chemical equilibrium that the compositional phase 
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 diagrams represent. Therefore, a better way of categorizing compositional phase 
diagrams is by the topology of the Ld + Lo coexistence region.  The Ld + Lo 
coexistence region of the SPM/DOPC/Chol phase diagram (Figure 2.13) is a “half 
closed” region because of the miscibility critical point near the DOPC/Chol binary 
axis and the intersection with a three-phase coexistence triangle.  A “closed” two-
phase coexistence region would have two miscibility critical points.  The 
SPM/POPC/Chol phase diagram (42) has an “open” Ld + Lo coexistence region 
because this region intersects both the POPC/Chol binary axis and the three-phase 
coexistence triangle; therefore, it does not have a miscibility critical point.  The “half 
closed” and “open” coexistence regions are topologically different.  Not surprisingly, 
the SPM/DOPC/Chol phase diagram (Figure 2.13) is topologically identical to the 
DSPC/DOPC/Chol and DPPC/DOPC/Chol phase diagrams (4, 5, 13, and 43) because 
all three of these lipid systems have half closed Ld + Lo coexistence regions.  In 
addition, these phase diagrams have in common an Ld + gel, Lo + gel, and an Ld + Lo + 
gel coexistence regions.  However, interestingly, compositions within the Ld + gel 
coexistence regions of the DSPC/DOPC/Chol and DPPC/DOPC/Chol systems showed 
GUVs containing visible coexisting phases, but coexisting Ld and gel phases in the 
SPM/DOPC/Chol system are not visible.  This difference is most likely attributed to 
the differences in chemical structure between sphingophospholipids (SPM) and 
glycerophospholipids (DSPC and DPPC) and its effect on the gel phase.  Because the 
percolation threshold in some SPM binary systems lies close to the Ld phase boundary, 
the SPM gel phase may be highly reticular or branched at a size scale that cannot be 
microscopically visualized (35, 44).  Also, coexisting Lo and gel phases from all three 
lipid mixtures are not visible, so an experimental determination of the percolation 
threshold may also indicate a reticular gel phase (45).  However, for this coexistence 
region nanoscopic phases cannot be attributed to differences in chemical structure 
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 between sphingolipids and glycerophospholipids, but probably to general interactions 
between phospholipids and cholesterol.  Even for the visibly coexisting Ld and Lo 
phases in the SPM/DOPC/Chol system there were complications in determining the 
percolation threshold.  For compositions near the Ld and Lo phase boundaries 
percolation was obvious, but within the middle of the coexistence region, the 
percolation threshold curve could not be delineated because which phase was 
continuous could not be determined (Figure 2.3).  The most likely reason was that the 
GUVs were in the still in the process of achieving mechanical equilibrium (i.e. domain 
coarsening, shape modification) and that neither phase had an obviously dominant 
area fraction.  Moreover, percolation and light-induced phase separation into 
microscopic phases, possibly artifactual (see below), complicates a rigorous and 
unambiguous categorization of lipid phase behavior based on the size and shape of 
phase domains, especially when these properties are still poorly understood.     
 Contrary to supported bilayers and MLVs, freely floating GUVs provide the 
best model to study the mechanical phase behavior of model membranes because 
mechanical transformations, such as bilayer bending to adopt an energy minimizing 
curvature, can be directly observed.  However, the problem with this model system is 
the uncontrolled compositional/thermal history and poor equilibration with respect to 
the osmotic pressure differential during GUV formation that leads to variability in the 
mechanical states of the GUVs within a sample.  In both of the two main GUV sample 
preparations (26, 46), the process of going from a lipid solution to an aqueous 
suspension of GUVs involves a dehydrated/desolvated lipid film, similar to stacked 
bilayers, that can possibly allow for the demixing of the lipid components and result in 
GUVs of variable composition.  Also, and probably most importantly, after the 
incubation of the GUV suspension above the gel/Ld transition temperature of the 
highest melting phospholipid, the sample should be annealed to avoid meta-stable 
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 states and to allow proper equilibration instead of cooling uncontrollably (as was the 
case unfortunately in this study).  Thermal annealing is especially critical for 
mechanically stressed bilayers such as GUVs.  Furthermore, during GUV formation 
smaller vesicles fuse into larger vesicles to increase volume and minimize the osmotic 
pressure differential and its contribution to surface tension (47).  Therefore, most 
GUVs are nearly spherical having the smallest surface area to volume ratio.  However, 
poor equilibration from rapid cooling and slow movement of water across the bilayer 
can lead to GUVs having excess surface area, which is more surface area than a sphere 
of equal volume.  This variability in surface tension and excess surface area of the 
GUVs can influence the shape, size, and curvature that phase domains can adopt (8, 9, 
and 48), independent of other variables dependent on composition, such as elastic 
moduli, spontaneous curvature, domain area fraction, and line tension.  Furthermore, 
the mechanical state of the GUV can influence the equilibrium compositions reached 
during phase separation (49).  The applicability of the GUV model system to 
biological membranes relies on the existence of a pressure differential across the 
membranes of the cell, which, under certain physiological conditions, most likely 
exists.   
B. Mechanical Equilibrium of Coexisting Fluid Phase Domains    
 Because of sample history, GUVs are most likely not in mechanical 
equilibrium when observed under the microscope.  However, equilibration proceeds 
the fastest within the plane of the bilayer because the translational diffusion of the 
lipids is much faster than diffusion normal to or across the bilayer.  Minimization of 
the interfacial line energy for a constant line tension and fixed area results in a circular 
domain, which is the shape that has the lowest perimeter to area ratio.  Initially, a 
domain adopts a circular shape as a local energy minimum within the plane of the 
bilayer; however, the global energy minimum of the entire GUV involves not only the 
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 shape of individual domains but the interactions between domains, bilayer curvature, 
surface tension, excess surface area required for bending, and total line energy.  
Occasionally these competing energetic contributions result in a global mechanical 
equilibrium of the GUV that shows long-range order.     
 A wide range of diverse systems consisting of coexisting phases exhibit long-
range domain ordering or patterning, called superstructure phases or modulated phases 
(50, 51).  The formation of superstructure phases involves the competition, sometimes 
called “frustration”, of opposing attractive and repulsive forces of varying origin in 
attaining the mechanical equilibrium of coexisting phases, resulting in a periodic 
modulation of an internal order parameter (51, 52).  Two two-dimensional 
superstructure phases, the “bubble” phase, which is hexagonally arranged circular 
phase domains within a continuous background of another phase, and the “stripe” 
phase, which is thin locally-parallel domains of alternating phases, have been 
characterized (50, 51).  In lipid systems, the bubble and stripe phases have been 
observed in lipid monolayers at the air-water interface (53, 54) and lipid bilayers (7, 8, 
Figure 2.4A/B/D in this work).  These superstructure phases for lipid monolayers were 
determined to be modulated by the line tension and the electrostatic dipole density 
difference between the coexisting phases (55-57).  In minimizing the free energy the 
positive line tension favors domain fusion and/or large phase domains with 
compacted, circular shapes (i.e. bubbles), whereas the electrostatic dipolar repulsion 
favors dispersed small domains (nanodomains) and/or domains with extended, 
elongated shapes (i.e. thin stripes).  Interestingly, from a theoretical analysis, domain 
shape is not controlled by the line tension and dipolar density difference 
independently, but the relevant parameter is their ratio (57).  The bubble and stripe 
phases were theoretically predicted to coexist in lipid monolayers (54, 57), but this has 
not observed experimentally.   
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  In lipid bilayers, which can be thought of as two coupled monolayers 
supporting each other, the electrostatic dipole density difference between coexisting 
phases still exists, but the magnitude and influence of this physical property to the free 
energy is presumed to be much less for bilayers because of the strong shielding by 
water on both sides of the bilayer (58).  However, the energy of elastic deformations, 
such as bending and compression/expansion, and the line energy between coexisting 
phases are more important to bilayer stability.  Consequently, the relationship between 
phase separation, curvature, and line tension both theoretically (49, 59-62) and 
experimentally (7-9, 13, 63) has been studied.  The bubble phase observed in bilayers 
(7, 8, Figure 2.4A/B/C in this work) was proven to be modulated by not only the line 
tension and bending energy, but also required both a surface tension and elastic 
compressibility/expansion energy contribution (8).  Also, a critical domain size was 
predicted, and observed (8, Figure 2.4A/B), for the partially budded state, which 
corresponds to an energy minimum between the flat and fully budded states.  This 
domain size reflects the balance between the line tension trying to minimize the 
domain boundary and the domain bending energy resisting an overly-bent fully 
budded state (8, 64).  In addition, the stripe phase was found to be stable for low line 
tensions and high surface tensions, and it could coexist with the bubble phase (64).  
Repulsion between phase domains has been theoretically predicted from the elastic 
deformations of splay and tilt that occur at the interface between coexisting phases 
(65), and we have observed, as well as others, phase domain repulsion at certain 
compositions (8, 9, 13).  Interestingly, similar to the energetic parameter controlling 
domain shape in monolayers, the relative parameter from a theoretical analysis that 
controls domain shape in bilayers seems to be the ratio of the bending modulus (a 
thermodynamic variable specifying the energy required to bend the bilayer) to line 
tension, called the persistence, invagination, or characteristic length (8, 60, 64).  
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 Furthermore, the coexistence of bubble and stripe phases may have been observed for 
bilayers in the SPM/DOPC/Chol system (Figure 2.4D).  However, the possibility still 
exists that this bubble + stripe coexisting state has not achieved mechanical 
equilibrium.   
C. Mechanical and Chemical Non-Equilibrium of Coexisting Fluid Phase 
Domains  
 Evidence of non-equilibrium phenomena was observed at all compositions 
within the Ld + Lo coexistence region.  These phenomena seem to be divided into three 
types: 1) circular domain growth/coarsening of chemically distinct phases, 2) light-
induced transitions from chemically distinct Ld stripe domains to circular domains, 3) 
light-induced phase separation from a homogenous phase into mechanically and 
chemically distinct coexisting phases.  In phenomenon one and two, chemical 
equilibrium, manifested as coexisting phases, was already established when observed 
under the microscope, but the phases were still in the process reaching mechanical 
equilibrium.  Chemical equilibration between fluid phases within the plane of the 
bilayer is expected to be fast because of the rapid translational diffusion.  In 
phenomenon three, relaxation to chemical and mechanical equilibrium occurred 
simultaneously and only occurred near the coexistence curve.   
 GUVs at most of the compositions within the coexistence region exhibited the 
coarsening of circular phase domains, with the predominant method being domain 
fusion.  Domain fusion is the most efficient method of matter transport (66) and was 
also observed to be the predominant method of domain coarsening in the 
DPPC/DOPC/Chol system (13).  When they reach a critical size and if there is excess 
surface area the phase domains will bulge from the bilayer causing a repulsion 
between domains that will delay further domain fusion (8, 9).  The establishment of 
mechanical equilibrium results in either domains ceasing to fuse because of the 
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 interdomain repulsion and arranging symmetrically within the bilayer or complete 
fusion into fully separated phases that will either partially bud from each other (Figure 
2.4C) or separate into two vesicles.  The exact outcome will depend on the 
composition and magnitudes of the elastic moduli, line tension, surface tension, area 
fractions, and excess surface area (8, 9, 64).  
 At a unique composition near the three-phase coexistence region, light-induced 
transitions of Ld stripe domains into circular domains was observed (Figure 2.6).  
These shape transitions are probably light-induced because they occurred immediately 
after observation and transpired very fast.  Also, the transitions seem to be driven by 
the minimization of the line energy.  Interestingly, at approximately the same 
composition within the DPPC/DOPC/Chol system, shape transitions from circular Ld 
domains to stripe domains (called viscous fingering) were observed as temperature is 
raised through the miscibility temperature (13).  It is possible that in the 
SPM/DOPC/Chol system the stripe domains were kinetically trapped during the 
uncontrolled cooling of the GUV sample, and the photo-oxidation of the fluorescent 
probes and unsaturated lipids caused the collapse of the stripe domains into circular 
domains by increasing the line tension (see below).    
 The light-induced phase separation observed at compositions near the Ld + Lo 
coexistence curve in the SPM/DOPC/Chol system (Figure 2.7/8) has been studied in 
detail in other lipid systems (32, 33).  Although the exact mechanism is unclear, lipid 
peroxides and hydroxylated lipids, caused when the excitation of the fluorescent 
probes promotes a cascade of free-radical chemical reactions, induce phase separation.  
The oxidized lipids both increase the area fraction and line tension of intrinsically 
microscopic coexisting phases or cause nanoscopic coexisting phases to become 
microscopic (32), presumably by also increasing the line tension.  The light-induced 
phase shape transitions observed in the SPM/DOPC/Chol system (Figure 2.6, Figure 
 66
 2.7I-L, Figure 2.8F) can be explained by oxidized lipids increasing the line tension.  
Also, as in the SPM/DOPC/Chol system (Figure 2.2), light-induced phase separation 
was also observed to occur near phase boundaries in other lipid systems (33).  The 
lipid peroxides are thought to cause lipid clusters formed in highly non-ideal lipid 
mixtures to coalesce (33).   
 In general, phase separation proceeds by two mechanisms: nucleation or 
spinodal decomposition (66-69).  Both processes occur at compositions within the 
coexistence region; however, nucleation occurs near the coexistence curve within the 
meta-stable region (i.e. globally unstable, locally stable) and spinodal decomposition 
occurs farther from the coexistence curve between the spinodals (i.e. globally and 
locally unstable).  Dynamically, nucleation is when, from an initially homogeneously 
mixed but meta-stable bilayer, small domains of one phase at the coexisting 
composition separate from the other phase at randomly located but discrete points 
throughout the system and grow in size by accretion from diffusing constituents, 
Ostwald ripening, and domain fusion.  On the other hand, spinodal decomposition is 
when, from an initially homogeneously mixed but unstable bilayer, one phase 
separates from the other phase spatially throughout the system with continuously 
changing and differentiating compositions by diffusion until the coexisting 
compositions are obtained.  In other words, nucleation is a phase separation that is 
large in degree (composition change) but small in extent (size); whereas spinodal 
decomposition is small in degree but large in extent (67).   
 Describing the light-induced phase separation as an artifact depends on the 
initial state of the bilayer.  An artifact is something that was created that would not 
normally be present.  Homogeneous fluorescence could mean either that the bilayer 
consists of nanoscopic phases, the bilayer is mixed but meta-stable, or the bilayer is 
mixed but stable.  If the oxidized lipids increase the line tension between nanoscopic 
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 phases causing the phases to grow in size to minimize the line energy, then the light-
induced phase separation into microscopic phases is an artifact regarding phase size 
(32, 33).  If the bilayer was mixed but stable and lipid oxidation destabilizes the 
mixture and promotes phase separation either by introducing lipid repulsion and/or 
simply changing the composition, then the light-induced phase separation is an artifact 
regarding phase coexistence.  However, if the bilayer was mixed but meta-stable 
where the equilibrium state is coexisting phases but the system is kinetically trapped 
and lipid oxidation provides the stimulus to phase separate, then the light-induced 
phase separation is not really an artifact because any perturbation could potentially 
cause phase separation.  This situation is useful in constructing compositional phase 
diagrams because meta-stable states are near the coexistence curve but still within the 
coexistence region (Figure 2.2); therefore, identifying these compositions results in a 
more accurate location of the coexistence curve instead of designating them as outside 
the coexistence region.  However, determining whether a homogeneous GUV is meta-
stable or stable is difficult, and a mechanical perturbation instead of a chemical 
perturbation would be a better way to induce phase separation in constructing 
compositional phase diagrams. 
 The mechanism of phase separation in the SPM/DOPC/Chol system depends 
on composition.  Because of the initial appearance of many small domains (Figure 2.7) 
and the fact that the phase separation occurs near the coexistence curve suggesting 
meta-stable states, nucleation of Lo phase domains around aggregates of the oxidized 
lipids is the most likely explanation of the light-induced phase separation.  However, 
for some compositions near the three-phase region (Figure 2.8A-C) the light-induced 
phase separation was probably an artifact regarding either phase coexistence or phase 
size.  Furthermore, it should be noted that for most of the compositions within the Ld + 
Lo coexistence region microscopic phase separation was not induced by light because 
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 they were already present when first observed.  Spinodal decomposition was most 
likely the dominate mechanism of phase separation for these compositions, but was 
not observed because it occurred while the GUV samples were cooling.  Spinodal 
decomposition may have been observed in the SPM/DOPC/Chol system (Figure 
2.8D/E) and was observed in the DPPC/DOPC/Chol system (13).    In addition, a 
combination of uncontrolled cooling/GUV stress, spinodal decomposition, and 
heterogeneous SPM (Figure 2.1) could have resulted in the rare phase shapes (Figure 
2.4D-F, Figure 2.6, Figure 2.7I-L, and Figure 2.8F).    
D. Domain Shapes of a SPM-rich Gel Phase  
 Contrary to fluid phases, the gel (or solid) phases exhibit a larger variety of 
domain shapes (10-12).  The phase morphology of gel domains in lipid bilayers 
depends strongly on composition, mechanical properties, thermal history, and 
equilibration time (10, 11).  The composition of the bilayer determines the degree of 
immiscibility and lipid packing, especially the ordering of molecular tilt or orientation.  
The degree of non-ideal mixing can control domain shapes, where gel phases of lower 
immiscibility form more reticular or fractal shapes and higher immiscibility form more 
compact shapes (70).  Also, the lipid packing of phosphatidylcholines, such as DPPC, 
and sphingomyelin, which has the same chemical headgroup, can cause these 
molecules to orient in particular directions, forming the tilted gel phases, Pβ′ and Lβ′ 
(71, 72).  The tilted nature of these gel phases can lead to anisotropic line tensions, 
which can also influence domain shape (73, 74).  Although both these phases are 
tilted, the Pβ′ phase, called the “ripple” phase, has a characteristic periodic height 
difference resembling a wave, whereas the Lβ′ phase is flat.  Therefore, the surface 
tension of the GUV can influence the formation of the tilted gel phases, where the Pβ′ 
phase forms at low surface tensions and the Lβ′ phase forms at high surface tensions 
(75).  Finally, because of the slow translational and rotational diffusion of lipids within 
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 gel phases, domain shape is sensitive to the dynamics of phase separation, particularly 
nucleation (76), which occurs uncontrollably during rapid cooling (i.e. supercooling).     
 The dark domains observed within the Ld + gel coexistence region of the 
SPM/DOPC/Chol system were probably the Pβ′ phase.  Brain sphingomyelin can exist 
in the Pβ′ phase (71).  Some GUVs had a folded appearance (Figure 2.9C) suggesting 
that these vesicles had a low surface tension conducive to Pβ′ formation (75).  The gel 
domains were only observed after the GUV sample remained on the microscope slide 
for over 24 hours, suggesting that a loss of water possibly caused a decrease in the 
surface tension for a fraction of the GUVs, which already had a natural variability in 
surface tension because of slow equilibration of osmosis and rapid cooling after 
formation.  Also, our GUV samples contained 10% DOPG, a negatively charged lipid 
that when added to a bilayer introduces a repulsion which reduces surface tension 
(77).  The addition of 10% DOPG to DPPC/DOPC GUVs promoted the formation of 
the Pβ′ phase (77).  Finally, the Pβ′ phase excludes many fluorescent probes (78). 
The three-fold symmetric arrangement of elliptical gel phase domains (Figure 2.9A) 
has not been seen in bilayers before.  These tri-domain structures may have two 
possible paths of formation, either 1) the elliptical gel phase domains diffuse 
independently, where an anisotropic line tension caused the tips to attract each other 
and the sides to repulse each other, or 2) the elliptical gel phase domains grow out of a 
common nucleated center.  Evidence for the first formation is that even in the same 
GUV the three-fold symmetric arrangement is not strictly obeyed, where some 
elliptical domains seem to be clustered or the tips of just two domains are in contact.  
Also, other GUVs (Figure 2.9D) seem to have independent elliptical domains where 
again the tips play an organizing role by contacting the adhesion line of the GUV to 
the glass coverslip.  For solid domains in lipid monolayers, elliptical domains were 
theoretically found to be more stable than circular domains when gel domains reached 
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 and surpassed a certain size (79).  However, evidence for the second formation can 
also be found in monolayer studies, where a similar tri-domain structure of a solid 
phase was observed (54, 80).  Also, the lipids in this monolayer phase were found to 
be tilted (80).   
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 *Chapter Three: The Determination of Tie-Line Fields For Coexisting Lipid 
Phases: An ESR Study 
(*Reproduced with permission from Andrew K. Smith and Jack H. Freed J. Phys. 
Chem. B 2009, 113, 3957.  Copyright 2010 American Chemical Society.) 
 A novel method we refer to as the tie-line field (TLF) method has been 
developed to globally determine the tie-lines of any three-component two-phase 
coexistence region by fitting electron-spin resonance (ESR) spectra obtained from 
compositions on the coexistence curve and within the coexistence region.  The TLF 
method is illustrated by applying it to the liquid-ordered (Lo) and liquid-disordered 
(Ld) phase coexistence region of the lipid system brain-
sphingomyelin/dioleoylphosphatidylcholine/cholesterol (SPM/DOPC/Chol), for which 
an estimate of a tie-line was previously obtained by an earlier method also using ESR 
spectra.  The essential aspect of the TLF method is the unique parameterization of the 
coexistence region called a “ruled surface”.  The use of the ruled surface enables one 
to guarantee that tie-lines do not cross, as required by the phase rule, whereas previous 
methods lack this important constraint.  It also makes simultaneous use of the full data 
set in determining the TLF and leads to a more efficient experimental design than 
previously used.  The method is first tested out on synthetic data sets, then least-
squares fitting of the ESR spectra with the parameterized model results in a tie-line 
field consistent with other known information on this lipid system.  The best-fit tie-
line field consists of the set of tie lines which are not exactly parallel; they exhibit a 
gradual change in slope with the largest slope within the coexistence region 
connecting the coexistence curve compositions with the highest and lowest cholesterol 
concentrations.  The results are compared with those from more constrained methods 
of representing the tie-line fields as well as with the previous tie-line determination for 
the SPM/DOPC/Chol system.  An accurate determination of the tie-line field of phase 
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 coexistence regions in lipid systems is a necessary step in determining coexisting lipid 
compositions to serve as models of cell plasma membranes. 
I. Introduction 
 In this Chapter we introduce a new method for determining tie-lines in two-
phase regions of multi-component model membrane systems which directly provides 
the whole set of tie-lines, properly called the tie-line field.  This work grew out of our 
previous work on the development of a simple methodology for using ESR spectra for 
this purpose (1, 2) which was recently applied to the two-phase liquid-ordered (Lo) + 
liquid-disordered (Ld) coexistence region of the three component 
SPM/DOPC/cholesterol (SPM = brain sphingomyelin, DOPC = 
dioleoylphosphatidylcholine) lipid system (2, 3).  The limitations of that method, 
which independently seeks out each individual tie-line from a set of trial tie-lines, 
became clear and motivated us to find a more global approach using ESR spectra that 
removes the weaknesses of the earlier approach.  These weaknesses include inefficient 
use of the experimental data, difficulty in constraining the individual tie-lines from 
intersecting, and overcoming uncertainties in some details of relevant features of the 
phase diagram.  After developing this method herein, we illustrate its use for the two-
phase Lo + Ld coexistence region of SPM/DOPC/chol, which then enables us to: i) 
compare with results obtained with the earlier method (2) and to ii) draw new 
conclusions about the tie-line field for this system. 
 In sub-section A of this Introduction we provide a review of the relevant 
background, and in sub-section B we introduce key aspects of the new methodology. 
A. Lipid Phase Diagrams and Tie-Lines       
 Lipid phase behavior has been studied for many years because of its 
importance to the structure and function of cell membranes (4-7).  The hundreds of 
different amphiphilic lipids varying in size and polarity yield an astonishing array of 
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 different phases when mixed with water.  In particular, lipid bilayers exhibit two-
dimensional phases called lamellar phases which are relevant biologically.  At, or near 
room temperature and pressure, pure saturated phospholipid systems are naturally 
either in a liquid-disordered phase (called Ld) or a gel phase (called So for solid-
ordered or Lβ) depending on acyl chain length.  Pure unsaturated phospholipid systems 
can exist in either phase depending on the type of unsaturation (trans or cis carbon 
double bonds) but generally exist in the Ld phase, although they can form gels at lower 
temperatures.    
 The lamellar, isobaric phase diagrams of binary mixtures of unsaturated and 
saturated phospholipids, with mole fraction and temperature as the state variables, 
generally show a two-phase coexistence region of Ld and gel phases within some 
range of temperatures.  The tie-line fields for these phase diagrams are immediately 
known, since all tie-lines are perpendicular to the vertical temperature axis (parallel to 
the mole fraction axis) because of thermal equilibrium (ref 8 and references therein).    
However, the addition of cholesterol to either pure phospholipid systems or binary 
phospholipid mixtures results in a third lamellar phase, called a liquid-ordered phase 
(Lo), with physical properties in-between Ld and gel phases.  This Lo phase can coexist 
with either the Ld or gel phases.  Also, according to Gibbs’ phase rule, a three-
component lipid mixture consisting of two phospholipids, one Ld-favoring and the 
other gel-favoring, plus cholesterol can exhibit three-phase coexistence with variable 
mole fractions.  This three-phase coexistence region is a triangle in the phase diagram 
with each vertex representing the composition of the Ld, gel, or Lo phase.  Coexistence 
regions and three-phase triangles have been confirmed for the 
distearoylphosphatidylcholine(DSPC)/DOPC/cholesterol (9) and the 
dipalmitoylphosphatidylcholine(DPPC)/DOPC/cholesterol (10) lipid systems, and 
there is good evidence for a three-phase triangle in the phase diagram of the 
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 SPM/DOPC/cholesterol lipid system (3, 11, 12, and this paper).   
 There are many well established methods to determine accurately and precisely 
phase boundaries of coexistence regions in ternary lipid systems (8-10, and 13-16), 
which address the challenge that some systems do not exhibit bulk (visible) phase 
separation.  These methods are essentially divided into two types, either direct 
observation by fluorescence microscopy or through the measurement of some signal.  
However, both types rely on the presence of a probe.  In addition, this probe signal can 
be either a spectrum, which is a vectorizable function of frequency (or magnetic field) 
(ESR, NMR, UV/visible/IR absorbance) or a scalar value (FRET, single-dye 
fluorescence, fluorescence anisotropy).  The direct observation method of fluorescence 
microscopy, while straightforward and informative, involves a sample preparation (i.e. 
Giant Unilamellar Vesicles, GUVs) prone to trapping metastable states.  On the other 
hand, the signal measurement approach allows for a well-equilibrated sample 
preparation, but the analysis of the data depends on the application of the linear 
superposition model for physical properties of phase separated systems.  This 
approach assumes that the probe partitions between the distinct (possibly sub-
microscopic) coexisting phases, and only an insignificant fraction of the probe is at the 
interface of the phases. Therefore, because the probe is reporting on the internal 
physical properties of the phase, the signal from a sample within the coexistence 
region is a linear combination of the signals from the coexistence curve compositions 
at the end points of the tie-line passing thru this total composition.  In general, the 
linear superposition approach should be accurate for probes chemically resembling 
lipids.  Moreover its application ultimately requires knowledge of the tie-line.  Two 
more requirements are that the signals from the phases in coexistence be significantly 
different from each other and that the probe’s partition coefficient not be much 
different from unity.  The linear superposition approach can be used to determine 
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 coexistence curves as well as tie-lines.  However, experimentally determining tie-lines 
for lipid systems containing more than two lipid species has been difficult.    
 Recently, two methods have been published to determine individual tie-lines 
one at a time: the Veatch et al method (17) and the trial tie-line method (1, 2).  Both 
methods use the linear superposition approach for magnetic resonance spectra and a 
specific compositional arrangement of samples in the experimental design, but they 
differ in applying the knowledge of the coexistence curve and in the partitioning 
behavior of the probe used, as well as the method to determine the coefficients of the 
linear superposition model. These methods have been applied to three different lipid 
systems.  In the DPPC/DLPC/cholesterol (two saturated phospholipids/cholesterol) 
lipid mixture the trial tie-line method determined a coarse-grained tie-lie field one tie-
line at a time and the results were consistent with what is known and expected for this 
system (1).  On the other hand, the results for the DPPC/DOPC/cholesterol 
(saturated/unsaturated phospholipids/cholesterol) system using the Veatch et al 
method (17, 18) and the SPM/DOPC/cholesterol system (saturated/unsaturated 
phospholipids/cholesterol) system using the trial tie-line method (2) were expected to 
be similar but were not.  The reasons for this were unknown but there are currently 
two limiting theories, one a regular solution theory involving a chemical interaction 
between saturated lipid and cholesterol (19) and the other is a mean-field theory 
involving differences in lipid packing due to the presence or absence of an unsaturated 
bond (20), which may offer insights.  However, experimentally determined tie-line 
fields are needed to better understand such lipid phase behavior.   
 Currently, there have been no experimental methods to globally determine the 
tie-line field, as opposed to fitting one tie-line at a time.  The procedure proposed in 
this work, which we call the tie-line field (TLF) method, does address this issue by 
globally determining the whole tie-line field within a two-phase coexistence region in 
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 lipid systems.  Like the previous methods, the TLF method is based on the linear 
superposition of magnetic resonance spectra, but it simultaneously includes all the 
spectra throughout the entire composition space of the coexistence region.  The 
method, as we have developed it, requires that the boundary of the two-phase 
coexistence region be known, although, in principle, it could be generalized to allow 
for simultaneous fitting of the phase boundaries (e.g. ref 8).  The heart of the method 
of analysis is a unique mathematical parameterization called a ruled surface.  A ruled 
surface is any surface composed of non-intersecting line segments and can be 
embedded in spaces of two (planar) or more dimensions.  A simple example of a ruled 
surface is given by the surface of a finite but open cylinder (i.e. the parallel lines along 
this surface connecting the two circles forming the rims of the surface).  Ruled 
surfaces have been long known to mathematicians.  The concept of a ruled surface was 
introduced for two-phase coexistence regions of mixtures as a function of a single 
composition variable vs. temperature (21-24), where for binary mixtures the ruled 
surface is the set of horizontal (isothermal) line segments connecting the compositions 
at thermal equilibrium.  However, the ruled surface parameterization has not been 
utilized to determine tie-line fields.   
B. Key Aspects of the New Methodology 
 In this paper we simply identify as the ruled surface the planar surface 
corresponding to the Lo + Ld phase coexistence region (of the three component phase 
diagram at constant temperature), which is bounded by the coexistence curve.  This 
surface is “ruled” by the non-intersecting tie-lines that connect the coexisting Lo and 
Ld phase compositions on the coexistence curve.  Thus the ruled surface and the tie-
line field are mathematically one and the same.  That the tie-lines must not intersect 
follows directly from Gibbs’ Phase Rule, (if there were a crossing, at the point of 
crossing there would be four distinct compositions in equilibrium, impossible with just 
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 three components at constant temperature and pressure).  This fundamental constraint 
of non-crossing is automatically included in our method, whereas in previous methods, 
which sought out individual tie-lines, it is more difficult to impose.  The section of the 
coexistence curve representing the Lo phase boundary is taken as the function u and 
that for the Ld phase boundary is given by the function v. 
 Since each point along v is connected to a unique point along u by the tie-line, 
we can express v = v(u).  The task of finding the tie-line field is then just to obtain v(u) 
from the experimental data.  The non-intersection of the tie-lines merely requires v(u) 
to be a monotonically increasing function of u, i.e. dv/du is greater than zero.  
Additional constraints, e.g. starting and end-points of u and v can then be introduced in 
the empirical parameterization of v(u) as needed. 
 Another virtue of our method is that all the experimental data is fit 
simultaneously to obtain the complete tie-line field, once the problem is formulated as 
a constrained minimization, which can be solved by standard algorithms.  This makes 
efficient use of all the experimental data.  In fact, we show in this work that we can 
obtain the whole tie-line field with data sets no greater than what was needed to obtain 
a single tie-line in the previous study on the SPM/DOPC/Chol system (2).  
Furthermore, in that study, once each approximate tie-line is located, only a small 
fraction of the data set is useful in the statistics of the fitting. 
 It is clearly of interest to compare the performance of the new TLF method 
with the previous one (1, 2), which we refer to as the trial tie-line (TTL) method.  It is 
for this reason that we have chosen the same Lo + Ld two phase region of the 
SPM/DOPC/Chol system to enable a direct comparison, in this first application of the 
TLF method.  It also enables us to illustrate some other virtues of the TLF method, 
which were not available in the TTL method.  For example, the coexistence curve 
encompassing such a two phase region can be challenging to obtain in all its features.  
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 While the coexistence curve for this system was determined by standard methods (3, 
13) (i.e. confocal fluorescence microscopy and FRET), there is always the challenge 
of determining the putative critical point(s) on this curve, and, in the present case, the 
end tie-line which forms the phase boundary with the known three phase region.  It is 
our purpose also to show that it is sufficient to have just approximate knowledge of 
these key features at the outset. 
 The TLF method, as we have developed it, is robust enough to also locate 
fairly accurately both the critical point and the end points of the phase boundary with 
the three phase region as part of the global fitting.  This would be more difficult to 
accomplish by means of a TTL method, so greater initial effort is required in precisely 
locating these features prior to finding the tie-lines. 
 As in the previous studies using the TTL method with a spin-probe, such as 
16PC, the analysis must also include the determination of its partition coefficient Kp 
between the Lo and Ld phases.  Although it must be constant along a tie-line, there is 
no reason to assume that it is the same for all the tie-lines.  However, there is every 
reason to suppose that it is a gently varying function of the ruled surface function u.  
This feature is naturally built into our new TLF method, whereas by means of a TTL 
method the Kp for each tie-line must be independently determined, which does not 
readily enable one to guarantee that it is a smoothly varying function of u.  We do 
compare in our study the respective values of both Kp and the slope of tie-lines 
obtained by the TLF method vs. that previously obtained by the TTL method, where 
possible. 
 The outline of this Chapter is as follows:  Section II provides experimental 
details, Section III the TLF method for fitting the data, Section IV the results of the 
data analysis, which provides the TLF for the SPM/DOPC/Chol system, and Section V 
the discussion of these results.  A glossary of definitions of symbols used appears in 
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 Appendix A, and the algorithm for obtaining the TLF is outlined in Appendix B. 
II. Experimental Details 
A. Materials 
 The phospholipids (SPM and DOPC) and the spin label 1-palmitoyl-2-(16-
doxyl stearoyl) phosphatidylcholine (16PC) were purchased from Avanti Polar Lipids, 
Inc. (Alabaster, AL).  Cholesterol was obtained from Sigma-Aldrich (St. Louis, MO).  
Stock solutions of the lipids were prepared by diluting or dissolving the shipped stock 
in chloroform in a sealable vial.  Purity > 99% of the stock solutions was determined 
by thin-layer chromatography for phospholipids in chloroform/methanol/water = 
65:25:4 (by volume) and hexane/diethyl ether/chloroform = 7:3:3 for cholesterol.  All 
materials were used without further purification.  The purity of stock solutions was 
checked every three months.  The concentration of the phospholipid stock solutions 
was determined by a slightly modified procedure for the “determination of total 
phosphorous” published on Avanti Polar Lipid, Inc.’s website for technical 
information (http://www.avantilipids.com/TechnicalInformation.html).  The 
concentration of the cholesterol stock solution was determined from an accurate mass 
(± 0.1mg) of the powdered cholesterol stock and the preparation of the solution in a 50 
mL ± 0.05 volumetric flask.   
B. Preparation of Model Membranes 
 Spin-labeled lipid dispersions consisting of SPM, DOPC, and cholesterol were 
prepared as follows.  Measured volumes of lipid stocks and the spin-label stock were 
dispensed using a Hamilton repeating dispenser into glass test tubes using a 50 μL 
Hamilton syringe to give the desired lipid compositions.  The concentration of spin-
label in the lipid dispersion was 0.2% of the total lipids.  These lipid-chloroform 
solutions were then converted to lipid-buffer suspensions by Rapid Solvent Exchange 
(25).  The buffer used was 50 mM Tris, 10 mM NaCl, and 0.1 mM EDTA at pH 7.0.  
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 The samples were stored under an argon atmosphere in the dark at room temperature 
for at least 24 hours to reach equilibrium.  Previous work on the maximum solubility 
of cholesterol in phospholipid bilayers (26) demonstrated that sample preparation with 
temperature annealing was especially important for samples with a mole fraction of 
cholesterol ≥ 0.5, even if measurements were to be performed at room temperature.  
However, temperature annealing was not performed in the current work because none 
of the samples had a mole fraction of cholesterol ≥ 0.5 and the coexisting phases 
studied at equilibrium were both fluid; therefore, at least a day at room temperature 
combined with the Rapid Solvent Exchange procedure was enough to ensure complete 
mixing.  After a few days the samples were centrifuged and the pellets were 
transferred to 1.5−1.8-mm-diameter × 100-mm-length glass capillaries with excess 
buffer.  After the samples were centrifuged in the capillaries, the supernatant (excess 
buffer) was removed to less than a millimeter above the pellet and the ends of the 
capillaries were flame sealed.  The samples were not deoxygenated in a glove bag 
because previous work showed there was a negligible difference in 16PC X-band 
spectra over the relevant range of compositions. 
C. ESR Spectral Collections 
 ESR spectra were obtained on a Bruker Instruments EMX ESR spectrometer at 
a frequency of 9.3 GHz at room temperature (~23°C).  The ESR capillary was placed 
inside a 2mm NMR tube which was marked to position the sample pellet in the middle 
of the resonator.  This configuration allowed for efficiency and consistency in 
switching samples, tuning, and sample measurements.  The spectrometer settings for 
all samples were as follows: center field = 3477 G, sweep width = 120 G, microwave 
power = 2 mW, modulation frequency = 100 KHz, modulation amplitude = 0.5 G, 
resolution (points) = 1024.  The number of scans for each spectrum varied, but the all 
spectra were aligned with respect to magnetic field and normalized before analysis. 
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 III. Data Fitting Method 
A. Coordinate System for the Gibbs’ Triangle 
 As is well-known, the equilateral Gibbs’ triangle is used to represent the 
compositional state of a closed ternary system and is the domain for phase diagrams of 
ternary mixtures (Figure 3.1A).  The compositional state of a lipid bilayer can be 
represented as a vector of mole fractions:   
1 0
0 1
0 0
S
D S D C
C
ξ
ξ ξ ξ ξ
ξ
⎡ ⎤ ⎡ ⎤ ⎡ ⎤ ⎡ ⎤⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥= = + +⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦ ⎣ ⎦ ⎣ ⎦
ξ
n
0
0
1
         (Eqn. 3.1) 
where and 01 i
i
ξ =∑ 1iξ≤ ≤ . In the summation n stands for the set of components, 
{S, D, C}, where S is for SPM, D is for DOPC, and C is for Cholesterol.  The Gibbs’ 
triangle lies in a three-dimensional Cartesian vector space; however, since only two of 
the mole fractions are independent, we perform a linear transformation to the “ s cξ ξ ”-
plane for a more convenient coordinate system ψ.  This transformation is a 
combination of a projection and rotation (Figure 3.1B): 
cos( /3)1 0 cos( /3)
sin( /3)0 0 sin( /3)
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C
C
ξ ξ ξ ππ
S Cψ ξ ξ ππ ξ
⎡ ⎤ +⎡ ⎤⎡ ⎤ ⎢ ⎥= × = = = +⎢ ⎥⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦⎢ ⎥⎣ ⎦
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, where 
1
0
⎡ ⎤= ⎢ ⎥⎣ ⎦Se  
and 
cos( /3)
sin( /3)
π
π
⎡ ⎤= ⎢ ⎥⎣ ⎦Ce .    
The basis vector eS and eC are not orthogonal but are of unit length in the Euclidean 
sense.  We arbitrarily chose to eliminate the DOPC mole fraction.  
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Figure 3.1:  Coordinate systems to represent compositional space for ternary phase 
diagrams.  A) The Gibbs’ triangle represents mixtures of the three lipid components, 
brain-sphingomyelin (SPM or S), dioleoylphosphatidylcholine (DOPC or D), and 
Cholesterol (C), with coordinates in mole fractions.  Every point within the triangle 
represents a ternary mixture of all three lipids.  A point on an edge represents a binary 
mixture of either SPM/DOPC (bottom edge), DOPC/Cholesterol (left edge), or 
SPM/Cholesterol (right edge).  The left vertex of the triangle is pure DOPC, the top 
vertex is pure Cholesterol, and the right vertex is pure SPM.  B)  The linear 
transformation of the Gibbs’ triangle from the three-dimensional mole fraction space 
to the plane of the ψ-coordinate system, ψS = ξS + ξC cos(π/3) and ψC = ξC sin(π/3).  
The eS and eC are the basis vectors that span the Gibbs’ triangle. 
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 B. Modeling Tie-Line Fields 
 A tie-line field is the infinite number of tie-lines that partition a two-phase 
coexistence region.  Our model of tie-line fields begins with a representation of the 
coexistence curve for a two-phase coexistence region.  Figure 3.2A shows the known 
Lo + Ld phase coexistence boundary for the SPM/DOPC/Cholesterol ternary lipid 
system (3, 11, and 12).  This coexistence curve is shown as a closed loop or ellipse; 
however, two-phase coexistence regions in ternary mixtures can have different 
coexistence curve shapes or configurations if they intersect a three-phase coexistence 
triangle or a binary edge (27, 28).  Two-phase coexistence regions can only contact a 
one-phase region and/or three-phase triangle, and the coexistence curve has a different 
configuration for each combination (Figure 3.2B).  The closed two-phase coexistence 
region has two critical points (Figure 3.2B-1).  An open two-phase region (Figure 
3.2B-2) can either contact a one-phase region with a critical point and a three-phase 
triangle to its edge (called an end tie-line from the two-phase perspective), or contact a 
three-phase triangle with one end tie-line and another three-phase triangle with another 
end tie-line (Figure 3.2B-3).  Results from experiments of our own (see results in this 
paper) and others (3, 11, 12) have indicated that the two end tie-line coexistence curve 
configuration does not exist for the Lo + Ld region of SPM/DOPC/Cholesterol, but that 
the two critical point and one critical point + one end tie-line configurations are still 
possible, although the latter is believed to be more likely.  Therefore, we only 
considered these two cases.  They will henceforth be referred to as the “closed” (two 
critical points) and “open” (one critical point/one end tie-line) boundary 
configurations, but we shall emphasize our results for the latter (open) configuration.   
 Since we started with just a rough estimate of the exact location of the three-
phase region (cf. Figure 3.2A), we initially utilized a closed representation of the 
coexistence curve; then, in our fitting of the TLF, we generated the open configuration  
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Figure 3.2:  Coexistence curve configurations for two-phase coexistence regions and 
the chord-length parameterization of curves.  A) The coexistence curve of the Lo + Ld 
phase coexistence region of SPM/DOPC/Chol plotted on the Gibbs’ triangle (2, 3).  
The short dotted-dashed section at the far left of the coexistence curve indicates 
roughly where there is a critical point; the dashed section to the lower right indicates a 
region of estimated transition between the Lo + Ld two-phase region and the three-
phase region (2, 3).  The horizontal dotted lines represent constant cholesterol mole 
fractions, the 60° dotted lines represent constant SPM mole fractions, and the 120° 
dotted lines represent constant DOPC mole fractions.  The data that is fit in the TLF 
method consists of compositions on the coexistence curve (20 samples connected by 
solid black line) and compositions within the coexistence region (51 samples, dots).  
Based on analysis of the 16PC ESR spectra on the coexistence curve (Figure 3.5A) 
and the outer hyperfine splittings of these spectra (Figure 3.5B), the coexistence curve 
compositions are divided into 8 Lo compositions (diamonds), 5 Ld compositions 
(triangles), and the 2 phase transition regions (squares).  Inset: a possible open 
coexistence curve configuration for this two-phase coexistence region.  B)  The 
coexistence curve configurations for a two-phase coexistence region showing (1) a 
closed configuration with two critical points, (2) an open configuration with one 
critical point and one end tie-line (dashed line) to a neighboring three-phase triangle, 
or (3) another open configuration with two end tie-lines (dashed and dotted lines) to 
two different three-phase triangles.  (4) The chord-length parameterization of curves is 
an approximate arc-length parameterization.  The chord-length parameter t lies on the 
interval [0,1].  The solid line is the real curve and the entire dashed line is its 
polygonal representation with M total points.  The chord-length parameters are 
calculated from the Euclidean lengths of the individual dashed intervals (i.e. chords of 
the curve). 
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 by assigning the end tie-line as connecting two points on the putative phase boundary 
(Figure 3.2A).  The slopes of the tie-lines in a tie-line field are bounded by such an 
end tie-line and by the location of (and slope of the tangent to) the critical point(s).  
Therefore, the coexistence curve was parameterized to enable locating these points.  
These boundary parameters were then used as search parameters in fitting the data to 
the best tie-line field.   
 Generally, the coexistence curve is some smooth curve and the canonical 
parameterization of a curve is the arc-length.  However, experimentally, it is known as 
a closed set of 20 points forming a 20-sided regular convex polygon.  A spline 
representation can be fit to this polygon, but the process of fitting a general spline to a 
set of points and calculating the arc-length parameterization of the resulting spline 
curve is nontrivial.  Therefore, for simplicity, we used the polygon representation of 
the coexistence curve and the chord-length parameterization (Figure 3.2B-4) as an 
approximate arc-length parameterization.  This enabled convenient interpolation of 
measured properties (i.e. ESR spectra) along the coexistence curve.  The modeling of 
tie-line fields also requires the relationship between the compositions along a tie-line 
and the compositions of the connodes (end points) of that tie-line.  This relationship 
was calculated from the conservation of matter equations between two phases and the 
lever rule (Figure 3.3).  That is, in terms of the number of moles of SPM, DOPC, and 
Cholesterol, , d oS SN N N= + S d oD DN N N= + D oC
o
, and , respectively.  The 
superscript d stands for the Ld phase and the superscript o stands for the Lo phase.  
These expressions are readily converted to mole fractions (ξi) by dividing through by 
N, the total number of moles, enabling us to write in vector form:  
d
C CN N N= +
d o
S S S
d d o o d d o
D D D
d o
C C C
ξ ξ ξ
ξ φ ξ φ ξ φ φ
ξ ξ ξ
⎡ ⎤ ⎡ ⎤⎡ ⎤ ⎢ ⎥ ⎢ ⎥⎢ ⎥= = + = +⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎢ ⎥⎣ ⎦ ⎣ ⎦ ⎣ ⎦
ξ ξ ξ         (Eqn. 3.3) 
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Figure 3.3:  The lever rule is the solution of the conservation of matter equations for 
the fraction of Lo phase (φo) and Ld phase (φd) and when the coexistence composition 
(ξ) and the end-point compositions (ξd and ξo) are all constrained to lie on a line (i.e. 
tie-line).  The lever rule is essentially the parameterization of a tie-line, with the 
fractions of phase lying on the interval [0,1].  The lever rule is invariant under our ξ to 
ψ coordinate transformation and has the form of a ratio of two Euclidean distances 
(x/z and y/z). 
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 The coefficients φo and φd are defined as, 
 
o
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N
φ =  and  
1
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d oN
N
φ φ= = − ,  
where , , and .    
n
o o
i
i
N N= ∑  nd di
i
N N= ∑ d oN N N= +
Therefore, φo is the fraction of the total number of moles of all lipid species that are in 
the Lo phase (i.e. the fraction of Lo phase), and φd is the fraction of the total number of 
moles of all lipid species in the Ld phase (i.e. the fraction of Ld phase).  These 
coefficients can be calculated with the lever rule for composition ψ using the 
Euclidean norm as: 
=
d d
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As can be seen, the lever rule is invariant under our coordinate system transformation 
(as it must be) and it has the form of a ratio of two Euclidean distances.  It should be 
noted that the lever rule is not the conservation of matter equations.  The lever rule is 
the solution of the conservation of matter equations for the fractions of phase (φo and 
φd) when all compositions lie on a line (i.e. tie-line).  The conservation of matter 
equations can still be solved for a coexistence composition that does not lie on the line 
connecting the end-point (phase boundary) compositions; however, in either case, the 
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 constraint that the fractions of phase sum to unity still holds.  The ruled surface tie-line 
field is the most general way to model tie-lines.  Therefore, we only discuss the 
implementation and results of this approach.  Some comments about simpler 
approaches are provided in the Results Section.   
 A ruled surface is a surface generated by a line segment moving along a curve 
(29) and can have the following parameterization (30): 
S( , ) A( ) (1 ) B( )x y y x y x= + −        (Eqn. 3.5) 
, [0,1x y∈ ]
u
u
  
The two non-intersecting space curves A(x) and B(x) are called directrices and the line 
segments connecting the curves are called rulings.  The directrices can either be 
connected or unconnected.  If connected, then the directrices share a common point, if 
not, they are unconnected.  In other words, a ruled surface is the linear combination of 
two different curves, and can be visualized in three dimensions as the surface formed 
by moving a line segment through space.  Any tie-line field can be expressed as a 
ruled surface, where the Lo boundary and the Ld boundary are the directrices and the 
tie-lines are the rulings: 
( , ) ( ) (1 ) ( ( ))o o o o du u vφ φ φ= + −ξ ξ ξ  or         (Eqn. 3.6) 
( , ) ( ) (1 ) ( ( ))o o o o du u vφ φ φ= + −ψ ψ ψ  
, , [0,1]ou vφ ∈   
0dv
du
>  
The function, v(u), is the tie-line field function (Figure 3.4B and 3.4C-1), which 
specifies which connode on the Ld boundary with chord-length boundary parameter v 
that connects to its coexisting connode on the Lo boundary with chord-length 
boundary parameter u.  Requiring the derivative of v with respect to u to be greater 
than zero insures that the tie-lines do not intersect.  The parameters u and v begin and 
end either at the critical point(s) or the end points of the end tie-line, and, in theory,  
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Figure 3.4:  The tie-line fields of two-phase coexistence regions have a ruled surface 
parameterization containing a tie-line field function for specifying how the slopes of 
tie-lines vary across the field.  A) The ruled surface parameterizations of the 
coexistence curve configurations represented in Figure 2B.  The u chord-length 
parameter specifies the Lo phase composition on the Lo phase boundary (directrix) and 
the v chord-length parameter specifies the Ld phase composition on the Ld phase 
boundary (directrix).  By definition, the boundary conditions v(0) = 0 and v(1) = 1 
ensure that the start point of the Lo directrix connects to the start point of the Ld 
directrix.  B)  The ruled surface parameterization of the closed Lo + Ld coexistence 
region in the SPM/DOPC/Chol lipid system.  Also shown is the total coexistence 
curve parameter t that specifies the location of the critical points (black squares) on the 
coexistence curve.  C)  (1) Possible (solid lines) and not possible (dashed line) 
functional forms for the tie-line field function v(u) of the ruled surface 
parameterization.  (2) The tie-line field function used in our TLF method plotted with 
different values of the variable parameter c. 
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 can be parameters from any curve parameterization.  The coexistence curve 
configurations for two-phase regions (Figure 3.2B) are shown parameterized as ruled 
surfaces in Figure 3.4A.  The ruled surface parameterization for the closed coexistence 
curve configuration of the Lo + Ld coexistence region in the SPM/DOPC/Cholesterol 
system is shown in Figure 3.4B.  The tie-line field function determines how the slopes 
of the tie-lines vary.  We adopted a simple form (Figure 3.4C-2) with just a single 
parameter c to be fit for purposes of the present study: 
( )
(1 )
uv u
u c u
= + −         (Eqn. 3.7) 
In Eqn. 3.7, , , and0c > (0) 0v = (1) 1v = .  This form for v increases monotonically with 
u and satisfies the boundary conditions v(0) = 0 and v(1) = 1, consistent with the 
constraints of Eqn. 3.6..   
 The essential aspect of finding the correct tie-line field for a given coexistence 
curve is to find the best tie-line field function v(u) using the ruled surface 
parameterization.  Then a tie-line through a particular point in the coexistence region 
is the line thru this point that solves the ruled surface parameterization for the Lo 
boundary parameter (u), fraction of the Lo phase (φo) obtained from the lever rule, and 
the tie-line configuration function (v), which is also the Ld boundary parameter.  
Different tie-line fields are searched in the least squares fitting by varying the 
locations of the critical point(s) and/or end points of the end tie-line (within their range 
expected from experiment), which determine the end-points of the phase boundary 
directrices from which to calculate the chord-length parameters u and v(u), as well as 
by varying c.  The method could, of course, be extended to more sophisticated forms 
of parameterization than that of Eqn. 3.7. 
C. Fitting ESR Spectra 
 The ESR data consist of spectra obtained from known sample compositions 
within the two-phase coexistence region and on the coexistence curve.  On the whole, 
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 the fitting method involves searching different tie-line fields, each generating trial 
spectra for the two-phase region by linear combination of the coexistence curve 
spectra, and then performing a least squares fit of these trial spectra to the 
experimental spectra within the coexistence region.  As needed, coexistence curve 
spectra located at coexistence curve compositions between the known compositions at 
which spectra have been experimentally determined are obtained by linear 
interpolation.  For our analysis, ESR spectra are taken as signal vectors, that is a 
discretization of the derivative signal versus magnetic field.  Within a two-phase 
coexistence region the signal vector, S, at a specific bulk (total) composition is a linear 
combination of the coexistence curve signal vectors, Sd and So, at the endpoints of the 
tie-line (i.e. connodes): 
o o d df f= +S S S ,        (Eqn. 3.8) 
where  and .  The coefficients fo and fd are defined as, 1d of f+ = , [0,1]d of f ∈
o
p
p
N
N
of =   
and 
d
pd
p
N
f
N
=  
, where fo is the fraction of total spin-probe that is in the Lo phase and fd is the fraction 
of total spin-probe in the Ld phase.  Through the ruled surface parameterization of tie-
line fields, the linear combination of spectra can also be considered as a ruled surface: 
( , ( , )) ( ( )) (1 ) ( ( ( )))o o o o o o d df u f u f v uφ = + −S ξ S ξ S ξ     (Eqn. 3.9) 
( , ) ( ) (1 ) ( ( ))o o o o df u f u f v u⇒ = + −S S S  
However, the space of tie-line fields and the space of spectra are different, and are 
related through a nonlinear transformation involving the partition coefficient of the 
spin-probe, Kp.  From the conservation of total spin-probe in the two phases and the 
definition of mole fractions (similar for the lipids, cf. Eqn 3, in the low concentration 
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 limit), 
o o d d
p p pξ φ ξ φ ξ= +         (Eqn. 3.10) 
, and with the definition of Kp, 
o
p
p d
p
K
ξ
ξ≡          (Eqn. 3.11) 
, the transformation between the spaces can be written as, 
o
po
d o
p
K
f
K
φ
φ φ= +  and 
d
d
d
p
f
K
φ
oφ φ= +      (Eqn. 3.12) 
Therefore, the linear (convex) combination of spectra is from Eqn 8, 
o d
p o
d o d o
p p
K
K K
φ φ
φ φ φ φ= ++ +S S
dS       (Eqn. 3.13) 
Eqn. 3.13 displays the connection between the ESR data and the tie-line field via Kp.  
 Since the Kp is constant along a tie-line (i.e. independent of φo), the Kp across 
tie-lines is a function only of the Lo boundary parameter u, and its form depends on the 
coexistence curve configurations (i.e. open or closed) and certain boundary conditions, 
which are that the Kp at a critical point is unity and the Kp at an end tie-line is greater 
than zero.  For the closed boundary case we chose the following simple form for 
parametrizing Kp: 
( ) 1 (1 )
2p
aK u u u= − × − ,       (Eqn. 3.14) 
for which  and(0) 1pK = (1) 1pK =  as required at the critical points.  For the open 
boundary case, we chose this form: 
2( ) 1pK u au bu= + +         (Eqn. 3.15) 
with  and .  The fitting parameters are “a” and “b”.  
These forms imply that the Kp function is a smooth and slowly varying analytical 
function that obeys certain boundary conditions; so it was expanded as a Taylor’s 
series around the critical point(s), keeping only lowest order terms.  As seen below, it 
provides a reasonably accurate fit to the experimental data.   
(0) 1pK = (1) 0 1pK a b> ⇒ + > −
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  In summary, predicting an ESR spectrum at a composition within the 
coexistence region involves determining the Lo and Ld boundary parameters u and v of 
the tie-line through that coexistence composition from the ruled surface 
parameterization of the TLF, and in addition evaluating the Kp for that tie-line using 
the Kp function (Eqn. 3.14 or 3.15).  Next, the spectra at the tie-line end-point 
compositions are found by interpolating the experimentally determined boundary 
spectra, and then the predicted spectrum at the coexistence point is calculated using 
Eqn. 3.13.   
 At this point it is useful to compare the tie-line field (TLF) method with the tie-
line determination method previously published (1), henceforth called the trial tie-line 
(TTL) method, because the fitting criterion we use for the TLF method in this work is 
based on that used in the TTL method.  First, the TTL method uses the set of 
compositions along each of several trial tie-lines and determines which of them 
provides the best spectral fit, providing just a single best-fit tie-line at a time.  The 
TLF method determines the whole TLF from the global set of coexistence samples.  In 
the TTL method Kp is a parameter that is allowed to vary independently for each 
coexistence composition on a trial tie-line during the fitting of the coexistence 
spectrum.  Then the standard deviation of this set of Kp’s (i.e. 
pK
σ ) along the ith TTL 
is used to weight the quality of the spectral fit of the TTL given by its average reduced 
chi-square, 2red iχ .  Thus one has for the ith TTL the weighted or “effective” chi-
square: 
(2 2( ) pi red Ki iχ χ σ= × )         (Eqn. 3.16) 
The χ2red is for one coexistence composition and the average is over all coexistence 
compositions on the ith TTL.  Eqn 3.16 was utilized because it was found to yield 
better predictive results than finding the best fit for all spectra along the trial tie-line 
simultaneously with optimizing the value of Kp.  We developed our fit criterion with 
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 this observation in mind, but generalized for the TLF method.  The algorithm for the 
fitting procedure that we adopted is given in Appendix B. 
IV. Results 
A.  ESR Data and Transition Regions on the Coexistence Curve 
 The data that were fit for determining the best tie-line field were the sample 
compositions in mole fractions and the ESR spectra obtained at those compositions.  
The compositions on the coexistence curve and within the Lo + Ld coexistence region 
of the SPM/DOPC/Chol phase diagram are shown in Figure 3.2A.  There were 20 
compositions on the coexistence curve and 51 compositions within the coexistence 
region.  It is very desirable to determine the coexistence curve as precisely as possible.  
We estimate that the uncertainty in the position of the coexistence curve is no greater 
than 5%, which are the compositional increments of the experimental procedures (i.e. 
confocal fluorescence microscopy and FRET) used to determine the coexistence curve 
(3, 13), whereas the minimum uncertainty is no less than 1%, which is the precision of 
commercially available volumetric syringes for dispensing liquids that were used to 
prepare the samples.  We estimate that the uncertainty in the composition of our 
samples is no greater than 2%, since our sample preparation method was optimal for 
minimizing this uncertainty.  In publications of other phase diagrams 
(DPPC/DOPC/Chol and DSPC/DOPC/Chol) an uncertainty in phase boundaries of 
between 2% and 5% was also estimated (9, 10), and the experiments used to determine 
the SPM/DOPC/Chol phase diagram were similar.  In our experiments, the samples 
within the coexistence region were selected to provide an even distribution of 5% 
compositional increments in sphingomyelin and cholesterol for convenience and to 
provide good coverage of the whole coexistence region. 
 All ESR spectra are from the 16PC spin-probe, which is an end-chain labeled 
phosphatidylcholine (1, 2).  The spectra from the coexistence curve compositions are 
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 shown in Figure 3.5A.  The transition regions were determined by visual inspection of 
the spectra and the outer hyperfine splittings (Figure 3.5B).  A transition region of the 
coexistence curve is where a Lo phase changes to an Ld phase (or vice versa), or, more 
precisely, the compositional range where either a critical point or an end tie-line is 
located.  Visually, the spectra (Figure 3.5A) from samples 7 to 10 change gradually 
and continuously, which we expect for passing through a critical point, wherein Lo and 
Ld phases become indistinguishable.  Also, the outer hyperfine splittings (Figure 3.5B) 
for this range of samples level off from the rapidly dropping values of samples 1 thru 
6, but are not as small as the Ld values from samples 11 thru 15.  However, the 
spectral changes from samples 16 to 19 are not continuous or gradual, which we 
expect for transiting through a three-phase region and thus implying a nearby end tie-
line for the Lo + Ld two-phase region.  Also, the spectra within this range, specifically 
16, 17, and 18, visually show an additional component within the low-field and high-
field ends of the spectra that resembles 16PC spectra from a gel phase composition 
within the SPM/DOPC/Chol lipid system.  In addition, the outer hyperfine splittings 
increase rapidly over this range suggesting a transition from a more disordered phase 
to a more ordered phase.  The existence of these transition regions was further 
supported by the order parameter profile of these coexistence curve spectra obtained 
from non-linear least squares fitting of the spectra to a well-known dynamic model 
used in ESR (31) (results to be published).   
 In summary, based on the analysis of the coexistence curve spectra, we 
estimated that a critical point lies somewhere between the compositions of point 7 (ξS 
= 0.22, ξD = 0.46, ξC = 0.32) and point 10 (ξS = 0.16, ξD = 0.70, ξC = 0.14), which we 
call the critical point region (CPR).  Also, we estimate a three-phase coexistence  
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Figure 3.5:  ESR spectra obtained from compositions along the coexistence curve 
reveal the expected compositional range for a critical point (CPR) and end tie-line 
(ETR) for the open coexistence curve configuration of the Lo + Ld coexistence region 
of SPM/DOPC/Chol.  A) Stack plot of the 16PC ESR spectra on the coexistence curve 
showing the Lo spectra (solid lines), Ld spectra (dotted lines), and the CPR and ETR 
spectra (dashed lines).  The low-field and high-field regions flanking the central peak 
in spectra 16, 17, and 18 show visually the appearance of gel-phase spectral 
components.  B) Plot of the outer hyperfine splitting with sample number along the 
coexistence curve showing the CPR and ETR (between the dotted lines) having 
different profiles. 
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 boundary with vertex lying between point 15 (ξS = 0.52, ξD = 0.34, ξC = 0.13) and 16 
(ξS = 0.57, ξD = 0.26, ξC = 0.17), and another vertex lying between point 18 (ξS = 0.63, 
ξD = 0.11, ξC = 0.26) and 19 (ξS = 0.63, ξD = 0.04, ξC = 0.32).  Also, we concluded 
that samples 16 thru 18 were within the three-phase region.  Therefore, for clarity of 
exposition, the transition region for the two vertices (points 15 thru 16 and points 18 
thru 19) are called the end tie-line regions (ETR).  These estimates are consistent with 
the previous estimates of the three-phase coexistence boundary from the FRET and 
fluorescence measurements (2, 3, and cf. Figure 3.2A).  
B.  Performance of the Tie-Line Field Method on Synthetic Data Sets  
 Before analyzing the actual experiments, we first performed tests of the 
method on synthetic data sets.  A synthetic data set was generated by linearly 
combining the coexistence curve spectra for each composition in the coexistence 
region using an arbitrarily chosen critical point, end tie-line, value of c in Eqn 7 (to 
specify the TLF) and arbitrary coefficients in Eqn. 3.14 and 3.15 (to specify the Kp 
function).  The interior reflective Newton method with conjugate gradients (built-in 
Matlab function “lsqnonlin”) and the constrained simplex search method 
(“fminsearchcon” written by John D'Errico, woodchips@rochester.rr.com, released 
12/16/06 and obtained from Matlab Central) were compared with data sets that had 
essentially no noise (s/n ~ 3000) or were very noisy (s/n ~ 70) to determine their 
effectiveness for fitting.  It should be emphasized, however, that our experimental 
results are best approximated by the s/n ~ 3000 case.  The fitting was started from 10 
random starting points, and true convergence to the global minimum was determined 
if the set of parameters obtained was within 5% of the true minimum.   
 The simplex search method outperformed the Newton search method in 
locating the global minimum for the very low-noise data sets; however, the simplex 
search had about four times as many function calls (data not shown).  Both did equally 
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 poorly with the very noisy data.  The ruled surface field with an open boundary 
configuration has six adjustable parameters (3 for the location of the critical point/end 
tie-line points, 1 for the tie-line field function, and 2 for the Kp function).  In the low 
noise case, good convergence was obtained to the true values, but some trials yielded 
nearby local minima, differing slightly in the values of the parameters, but virtually 
the same TLF.  We found this feature was closely associated with the initial (or seed) 
choice of the critical point and end tie-line boundary parameters.    
 Since we found that convergence of a fit to the true global minimum strongly 
depended on thoroughly searching the critical point and end tie-line boundary 
parameters, the procedure we used to stably analyze the real data set was to do a grid 
search over these parameters.  The critical point search range was bounded by samples 
7 and 10, and the grid interval was chosen as the boundary parameters of the 
intervening points.  The end tie-line search range was bounded by samples 15/16 and 
18/19, but no smaller interval was specified since these points were so close together 
and within the region of good convergence to a minimum.  Therefore, at each point of 
the grid the boundary parameters of the critical point and end points of the end tie-line 
were fixed and the remaining search parameters were varied under the simplex search 
algorithm.  After the minimum over all the grid points was found, a further simplex 
search was done within the restricted ranges for the critical point and the end tie-line 
to find the global minimum. 
C.  The Best-Fit Ruled Surface Tie-Line Field 
 For the expected CPR and ETR (Figure 3.2A), the best-fit ruled surface 
parameters (χ2 = 34.38) and their errors are shown in Table 3.1.  The uncertainty or 
errors in the parameters of the ruled surface TLF was determined by a Monte Carlo 
simulation (33), which proceeded as follows.  During each iteration of the simulation, 
a synthetic data set was generated by adding normally distributed noise, with a  
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 variance taken from the spectral baseline, to the best-fit predicted spectra (SP) for each 
coexistence composition and uniformly distributed noise of 2% was added to the 
coexistence compositions themselves, then this synthetic data set is fit the same way 
as the real data set.  The standard deviation of the distribution of the difference 
between the best-fit parameter from the synthetic data sets and the best-fit parameter 
from the real data set was the error estimate for that parameter.  Since the ruled surface 
TLF parameters are highly coupled and interdependent, the sources of their 
uncertainty are difficult to diagnose.  However, the lower the uncertainty the more 
confident we are in the value of the parameter and the more important the parameter is 
to getting the best-fit to the data.   Therefore, the boundary parameters for the location 
of the critical point and end tie-line are the most important (i.e. the lowest uncertainty) 
in determining the best-fit to the ESR data (Table 3.1).   The errors for these boundary 
parameters are close to the estimated variability of the coexistence curve (2%−5%).  
We find the critical point at a composition of (ξS = 0.15, ξD = 0.64, ξC = 0.20, with an 
average uncertainty in each component of ±0.01) and the end tie-line vertices at the 
compositions (ξS = 0.55, ξD = 0.30, ξC = 0.16, with ±0.02 component uncertainty) and 
(ξS = 0.63, ξD = 0.05, ξC = 0.31, with ±0.01 component uncertainty), cf. Table 1 and 
Figure 6A.  The best-fit ruled surface tie-line field is shown in Figure 3.6A.  The 
slopes of the tie-lines through the experimental coexistence compositions (Figure 
3.6B) were calculated numerically.  The slope of the end tie-line (u = 1) is 40°.  The 
profile exhibited a maximum at u = 0.65 with a slope of 52.8°.  This Lo boundary 
parameter corresponds to the tie-line that connects a Lo phase with composition, ξS = 
0.40, ξD = 0.15, ξC = 0.45, having one of the highest concentrations of cholesterol, to 
an Ld phase with composition, ξS = 0.35, ξD = 0.60, ξC = 0.06, having one of the 
lowest concentrations of cholesterol.  In addition, the slope for the lowest Lo boundary 
parameter for an experimental coexistence composition (u = 0.24) is 47.0°.  As u  
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Figure 3.6:  The ruled surface TLF best fit to the ESR data for the open boundary 
configuration of the Lo + Ld coexistence region of the SPM/DOPC/Chol lipid system 
with the expected CPR and ETR.  A)  A plot showing some tie-lines from the TLF, the 
critical point (square), end-points of the end tie-line (triangles), Lo phase compositions 
(diamonds), and Ld phase compositions (dots).  B)  The slope profile of the TLF 
showing a maximum slope of 52.8° and an end tie-line with a slope of 40°.  C)  The 
Kp function of the TLF showing a maximum Kp of 2.17 and a Kp of 1.40 at the end tie-
line (u = 1); a Kp > 1 favors the Lo phase. 
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 approaches zero the tie-line slopes approach the slope of the tangent line to the critical 
point, as they should geometrically.  However, the numerical calculation of the tie-line 
slopes near the critical point is unreliable because of the lack of sufficient data near the 
critical point, as well as the restrictions the tie-line field function imposes on the tie-
line slopes as the critical point is approached.  A more sophisticated tie-line field 
function that takes into account the slope of the tangent lines to the boundary 
approaching a critical point would be an improvement.  A previously determined tie-
line in this system from the TTL method was found to have a slope of 65° ± 5° (2).  
From the uncertainty in the tie-line field function parameter (“c” in Table 3.1), the 
error in the slope of a similar tie-line of the ruled surface tie-line field is 50° ± 5°.  
These results do not agree exactly, but, since the TTL and TLF methods are 
fundamentally different (e.g. the TTL method does not have the non-crossing 
constraint with respect to other tie-lines), we expect minor deviations.  For all values 
of u, and thus all tie-lines, the Kp was greater than unity (Figure 3.6C), showing that 
16PC preferentially partitions into the Lo phase.  A Kp slightly greater than unity value 
(Kp = 1.1 ± 0.5) was found previously for the tie-line determined by the TTL method 
within this lipid system (2).  This compares favorably to a similar tie-line in the ruled 
surface TLF with Kp = 1.6 ± 0.5 (where the uncertainty in Kp has been estimated from 
those of “a” and “b” in Table 1).   
 We have also considered two simpler models for a TLF that have been 
discussed previously (33).  The simplest is, of course, one of parallel tie-lines.  This 
case is easily implemented using our methodology.  It is however too restrictive for a 
realistic multi-component system, (e.g. it requires the tangent to the critical point and 
the end tie-line, for an open system, to be parallel).  Nevertheless, our result, using this 
approach, yields a parallel TLF with a slope of 33° from our data.  The second 
approach is that of a “common vertex”.  This refers to an intersection point formed by 
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 the intersection of the tangent to the critical point and the end tie-line.  It is assumed 
that all tie-lines intersect this common vertex.  We note that there are numerous 
experimental phase diagrams for many different systems which show TLF’s that seem 
to conform to this configuration (33).  Our analysis of this approach yielded tie-line 
slopes varying monotonically from 52° (for u = 0) to 41° (for u = 1).  This is 
comparable to the range observed for the ruled surface (cf. Figure 3.6).  Also we find 
the Kp varying from unity to a maximum of 2.1 (occurring at u ~ 0.6), corresponding 
closely to the ruled surface result.  However, we regard the ruled surface TLF 
approach as the more general one, which does not require the simplifying constraints 
of the parallel and common vertex models.  Also, in a comparison of the three models, 
the ruled surface TLF gave the best fit statistically to the ESR data despite having 
more fitting parameters (results not shown). 
V. Discussion  
A.  Conclusions from This Study 
 The work presented in this paper provides several important conclusions.  The 
TLF method provides a general way to experimentally determine tie-lines in any lipid 
system efficiently and with little or no constraint on the type of data.  Furthermore, the 
ruled surface parameterization of tie-line fields allows a data fitting procedure to be 
formulated and solved using standard algorithms.  This formulation also highlights the 
importance of the probe partition coefficient as the mediator between the TLF and the 
data.  In the application of the TLF method to the Lo + Ld coexistence region of the 
SPM/DOPC/Chol lipid system, the determined TLF conformed to previous 
information on this lipid system, and it offers a path for further research in studying 
phase behavior. 
 Analysis of cw-ESR spectra from an appropriate spin-labeled probe can be 
used to determine phase transition regions containing critical points and end tie-lines 
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 bordering three-phase triangles in ternary lipid mixtures.  The 16PC spectra from 
compositions along the Lo + Ld coexistence curve of the SPM/DOPC/Chol lipid 
system (Figure 3.5A) show clear transition regions from Lo phases to Ld phases, and 
this enables us to distinguish these regions as transiting through a critical point or a 
three-phase triangle.  The spectra around the critical point exhibit smooth spectral 
changes, while spectra through the three-phase triangle exhibit gel-phase spectral 
components and abrupt spectral changes.  Although the cw-ESR spectra from 16PC 
can only give a range of compositions, constraining the possible critical point and end 
tie-line locations greatly improves convergence to the global minimum because of 
their importance in the fitting procedure.  Additional cw-ESR spectra from other 
probes (such as the cholesterol analogue, cholestane) or data from techniques with 
better resolution of components, such as 2D-ELDOR (8) may be sufficient to narrow 
the phase transition regions (i.e. CPR and ETR). 
 However, since we found that the critical point location is determined in the 
fitting to high precision, the TLF method provides a way, in principle, to determine 
very precisely the location of the critical point.  We do not conclude that we precisely 
located the critical point for the Lo + Ld region of SPM/DOPC/Chol because of 
correlation in its fitting with the parameters for the tie-line field function and partition 
coefficient function, which have substantially greater uncertainty.  Therefore, 
reduction of confidence intervals for these parameters, through higher quality data 
(e.g. 2D-ELDOR) and/or better tie-line field and partition coefficient functions, will 
improve the confidence of the exact location of the critical point.     
B. Comparison of the TLF Method to Other Experimental Methods 
 There have been two other experimental methods to determine tie-lines in 
ternary lipid systems, the TTL method (1) and the method of Veatch et al (17).  The 
main difference between them and the TLF method, as we previously noted, is that the 
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 latter determines all tie-lines through a coexistence region whereas the other methods 
determine one tie-line at a time, thereby generating a “coarse-grained” TLF.  A 
disadvantage of determining a TLF one tie-line at a time is the non-trivial way of 
constraining the tie-lines to not intersect; whereas, in the TLF method, this constraint 
is implicit in the ruled surface parameterization.  In addition, as we have already 
shown, the TLF method is more efficient in its data requirements.  The main similarity 
of all three methods is the application of the linear superposition model to magnetic 
resonance spectra.  Both the TLF and TTL method were used to analyze ESR spectra 
and the Veatch et al method to analyze NMR spectra; however, each of these methods 
should be equally applicable to studies using ESR or NMR data.  That is, the data 
analysis employing the linear superposition model and the lever rule involve common 
aspects independent of the source of the spectra.  Therefore, a comparison of the TLF 
method with the other tie-line determination methods, independent of data type, is 
appropriate.    
 As already mentioned, the TLF method and the TTL method share a similar fit 
criterion; however, they differ in the manner of searching for the tie-lines: either one at 
a time as in the TTL method, or the field as in the TLF method.  Although both 
methods use compositions and spectra from the coexistence curve, the TTL method 
directly searches for a tie-line by varying the slope of trial tie-lines from a common 
point on the coexistence curve, with each trial tie-line containing a linear arrangement 
of sample compositions through the coexistence region.  The TLF method searches the 
tie-line fields by varying the parameters for the ruled surface parameterization.  As a 
result, in the TTL method, the slopes of the trial tie-lines are naturally constrained 
with respect to each other, but within the “coarse-grained” TLF, the slopes of the best-
fit trial tie-lines are essentially unconstrained with respect to each other. An advantage 
of the direct search for a tie-line in the TTL method is that many samples of data along 
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 a trial tie-line offer a statistically better estimation of the Kp and its standard deviation 
for that trial tie-line.  This estimation of Kp variability is needed when comparing other 
trial tie-lines because of the requirement of constant Kp along tie-lines.  The 
disadvantage of the TTL method is the amount of work needed to determine a “coarse-
grained” TLF.  For example, we used a total of 71 samples for the TLF method in this 
work and 77 samples to determine one tie-line in the same lipid system using the TTL 
method (2).   
   The Veatch et al method is a much different one from the TLF method.  Their 
method is an attempt to generalize a well-known NMR method for determining phase 
boundaries in binary systems (34, 35) to use for determining tie-lines (and phase 
boundaries) in ternary systems.  The NMR method for determining phase boundaries 
in binary systems (where the tie-lines are immediately known) consists of two basic 
steps: 1) Spectral subtraction of two spectra from two coexistence compositions (A 
and B) to get the basis (i.e. tie-line end-point) spectra and the fractions of total 
deuterated (D) lipid probe ,
o
D if  and , 1
d
,
o
D i D if f= −  for each coexistence spectra (i = 
A,B).  This method relies on the ability to clearly distinguish the spectra for each 
phase.  The basis spectra are determined by visual inspection using the concept of a 
“reference” spectrum for each phase.  2) Then these values of ,
o
D if  and the overall 
mole fractions of DPPC and Cholesterol in these samples can be used with the 
conservation of matter equations (Eqn. 3.3 including associated definitions, but for 
binary systems) to obtain the phase boundary compositions given by oCξ  and dCξ . 
 The Veatch et al method requires “reference” spectra representing just the Lo 
phase and just the Ld phase.  Then they obtain spectra within the two-phase region.  
But here they obtain a spectrum for a single composition A and a range of B 
compositions along a line within the coexistence region.  By means of spectral 
subtraction of the A spectrum from each of the B spectra they obtain a series of “trial” 
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 Lo and Ld spectra, which are then compared with the reference spectra.  The best 
estimate of the tie-line is taken as the line connecting the point A with that 
composition of B yielding the best agreement between the spectral subtraction results 
and the reference spectra in a least squares sense.  Only one (or a few) reference 
spectra are taken in each phase.  The assumption is made that there is little change 
with composition in the NMR spectrum taken within a single phase, and whatever 
spectral change occurs may be approximately corrected by small changes in ordering 
requiring only a small rescaling of the spectral frequency (x) axis.  This is done as part 
of the least square fitting.  Once the best tie-line slope is determined, the end-points of 
the tie-line are found by substituting 
62
62
62
o oDPPCd
DPPCdo
DPPCd
fξφ ξ=  and 
62
62
62
d dDPPCd
DPPCdd
DPPCd
fξφ ξ=   
for the fraction of Lo and Ld phase into the conservation of matter equations (Eqn. 
3.3), rewritten as a homogeneous system of equations, and solving the system for the 
phase boundary (end-point) compositions.  The fractions of total deuterated lipid 
probe in each phase, 62
o
DPPCdf  and 62
d
DPPCdf , are determined from the spectral 
subtraction in step one.  However, the above equations for the fractions of phase only 
apply to binary systems because they are derived from the binary lever rule; their 
substitution into the conservation of matter equations for the ternary system decouples 
the problem into the projections on the binary axes.  But these equations are not the 
same as for the ternary system, because the ternary lever rule is not conserved under 
this projection.  The lever rule for ternary systems is given in Eqn 4 and is a function 
of the mole fractions of two components (unlike binary systems); therefore, the 
fraction of one other component, either DOPC or Cholesterol, in each phase needs to 
be determined by a similar spectral subtraction procedure to solve for the phase 
boundaries.  
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  Taking into account the inherent differences between ESR and NMR spectra, 
the TLF method has no disadvantages over the other methods, since it can be applied 
to either data with little or no modification.  Therefore, the issue with the type of data 
has more to do with quality than methodology.  In an ESR experiment, the spin-probe 
is added to the lipid system in low concentrations, whereas, in an NMR experiment, 
the deuterated lipid probe is a component of the system.  In applying the TLF method 
to NMR spectra, this probe property would allow replacing the Kp(u) function with  
62
62
( )( )
( ( ))
o
DPPCd
p d
DPPCd
uK u
v u
ξ
ξ=  
, which can be calculated from the ruled surface parameterization of the TLF, is 
dependent on the coexistence curve, and satisfies the boundary conditions for both the 
open and closed coexistence curve configurations.  However, a disadvantage of an 
NMR experiment would be the great expense in making the many deuterated samples 
required for the TLF method.  In addition, two ideal properties of any spectral data to 
be fit with the TLF method are to have significantly different lineshapes for different 
phases and to change appreciably with variable composition within one phase.  
Because both ESR and NMR lipid probes are sensitive to the ordering of the lipid acyl 
chains, both types of spectra typically have much different lineshapes in different 
phases; however, since an ESR probe is more sensitive to lipid dynamics, the ESR 
spectra tend to change more noticeably along the coexistence curve with changing 
composition (1, 8, this study).  In the DPPC/Chol binary system, studies employing 
2H-NMR (35, 36) observed only small differences in the Ld and Lo spectra vs. 
temperature and composition, thus rendering a spectral subtraction analysis for phase 
boundaries very difficult.  One proposed reason for the spectral similarity is exchange 
averaging over small liquid phase domains within the NMR timescale (35); however, 
in the ternary systems with DOPC, the Lo + Ld coexistence region exhibits large phase 
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 domains (10).  Another reason is the reduced resolution arising from the superposition 
of 2H NMR spectra from all positions along the acyl chains (36).  
C.  Tie-Lines and Theoretical Interpretations 
 The general consensus is that the phase behavior of ternary lipid systems 
containing a gel-forming saturated phospholipid, an Ld-forming unsaturated 
phospholipid, and cholesterol would be similar.  In fact, the phase diagrams of the 
DPPC/DOPC/Chol, DSPC/DOPC/Chol, and SPM/DOPC/Chol lipid systems do 
contain similar two-phase coexistence regions along with a three-phase triangle.  
However, the steeper slopes of the tie-lines for the Lo + Ld coexistence region of the 
SPM/DOPC/Chol mixture obtained from the TTL method (2) and the TLF method 
(this work) contrast with the shallower slopes of the tie-lines for the Lo + Ld 
coexistence region of the DPPC/DOPC/Chol mixture obtained using the Veatch et al 
method (18).  The TLF of the DPPC system (18) was assumed to be parallel because 
the slope of the determined tie-line was roughly parallel to the end tie-line of the 
neighboring three-phase triangle.  The TLF of the SPM system is not parallel (Figure 
3.6A, B), but has the smallest slope at the end tie-line with increasing slopes 
connecting the Lo phases with the highest amounts of cholesterol to the Ld phases with 
the lowest amounts of cholesterol and then decreasing slopes approaching the critical 
point.   
 The slopes of tie-lines are significant because they show the difference in lipid 
mole fractions between each phase, which reflects the favorable or unfavorable 
interactions between the lipids.  For example, a 60° slope implies that the SPM (or 
DPPC) mole fraction is constant in the two phases with the larger differences in the 
mole fractions of DOPC and cholesterol, suggesting that the energetic repulsion 
between DOPC and cholesterol drives the Lo and Ld phase separation.  This is 
reasonable because of the predicted poor packing between the rigid ring structure of 
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 cholesterol and an unsaturated acyl chain, especially with the double bond of DOPC in 
the middle of the chain.  Shallower tie-line slopes show less of a difference in the 
cholesterol mole fraction and a greater difference in the SPM (or DPPC) and DOPC 
mole fraction between the Ld and Lo phases, suggesting the energetic interaction 
driving phase separation is the attraction of well-aligned saturated chains for each 
other.   
 Elliot et al (20) proposed a statistical model using mean-field theory that takes 
into account lipid packing with a tendency to align the chains with the bilayer normal.  
This tendency is a result of the long-range attraction between lipids due to the 
hydrophobic effect.  In this model, cholesterol interacts equally well with the bonds of 
unsaturated or saturated acyl chains, but cholesterol is more repulsed by unsaturated 
chains overall because of poor packing.  Their model predicted tie-lines with 
approximately 60° slopes for the Lo + Ld coexistence region of a 
saturated/unsaturated/cholesterol lipid system (37).   
 The Elliot et al model contrasts with McConnell’s condensed complex model 
(19).  In McConnell’s regular solution theory, saturated lipids and cholesterol 
chemically react forming complexes which can interact as a unit with the unsaturated 
lipid and unbound saturated lipid and cholesterol.  This model emphasizes a stronger 
attraction of cholesterol to saturated chains instead of unsaturated chains over a 
background tendency to mix uniformly as required by the thermodynamic entropy of 
mixing.  A calculated DPPC/DOPC/Chol phase diagram with the condensed complex 
model shows tie-lines with slopes of approximately 30° for the Lo + Ld region (19).  
Indeed, the phase diagrams of both the DSPC/DOPC/Chol and DPPC/DOPC/Chol 
systems show the end tie-line of the Lo + Ld region with a shallow slope between 10° 
and 30°, with the determined tie-line in the DPPC system also having this slope (18).   
 The TLF of the SPM/DOPC/Chol system also has a shallow slope for the end 
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 tie-line but steeper slopes with increasing concentrations of DOPC.  This result 
suggests that at higher saturated lipid amounts near the three-phase triangle the Lo and 
Ld phase separation is driven by the attraction of chain alignment, whereas with 
increasing amounts of unsaturated lipid the tie-lines bend to steeper slopes, reflecting 
the greater contribution of the packing repulsion between unsaturated chains and 
cholesterol to the free energy.  More experimentally determined tie-line fields of 
ternary lipids systems will be needed to resolve whether there is any discrepancy of 
the steeper slopes in the SPM system than the saturated glycerophospholipid system.   
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 Chapter Four: Overview of This Work to the Field of Membrane Biophysics 
I. Phase Behavior and Model Systems 
 Chapter One was an introduction to phase behavior in general, phase behavior 
of model lipid systems in particular, and the two-phase model for the physical 
structure of biological membranes.  Although the introduction was primarily 
background for the work in the subsequent chapters, the important points of the 
discussion were related to the role of chemical and mechanical phase behavior in the 
interpretation of experimental results from work on both biological and model 
membranes in the context of the two-phase model and the applicability of work on 
model membranes in clarifying and explaining the two-phase model.  Although 
discrepancies exist from experiments on biological and model membranes, and the 
interpretation of these results on a multidisciplinary problem (i.e. lipid rafts) are 
through the lenses of different researchers from many fields, the chemical and 
mechanical phase behavior of lipid bilayers provides the theoretical foundation for 
understanding lipid rafts.  Furthermore, a complete and thorough understanding of this 
complex phase behavior must (can only) be done initially on simple model systems, so 
that in the future more complex model systems that more closely approximate 
biological membranes can be studied accurately and the lipid raft model can be 
expanded constructively.    
 The importance of chemical and mechanical phase behavior of model lipid 
systems, both equilibrium and non-equilibrium, is to provide a solid theoretical 
foundation for the two-phase model so that it can be applied with confidence to 
complex biological membranes.  Under the important assumption that biological 
membranes contain two, coexisting thermodynamic phases, the outstanding questions 
of the two-phase model can be formulated within the chemical and mechanical phase 
behavior of lipid bilayers.  For example, chemical equilibrium relates to the phases’ 
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 compositions, and chemical non-equilibrium (i.e. phase separation) relates to the 
phases’ stability, either locally as fluctuating non-ideal (non-random) aggregations or 
globally as coexisting phases.  In addition, mechanical equilibrium, particularly 
locally, of lipid domains relates to the size/shape of the phases, and mechanical non-
equilibrium relates to the phases changing size/shape or coalescing from nanoscopic to 
microscopic in size.    
  The chemical and mechanical phase behavior of even simple model systems is 
non-trivial; therefore, better analysis is needed to expand to more complicated model 
systems.  The development of methodology to determine detailed chemical 
equilibrium, such as tie-line fields for two-phase coexistence regions, is just the first 
step.  Model systems involving proteins and lipids will require both experimental and 
theoretical advances to dissect complex multi-dimensional phase diagrams.  
Furthermore, much work remains for the development of methodologies and theories 
for the exploring and explaining the mechanical phase behavior of model systems.  In 
conclusion, model systems are just that, models, but without a comprehensive and 
thorough understanding of the complex phase behavior of simple lipid mixtures, both 
chemically and mechanically, which underpin the tenets of the two-phase model, then 
attempts to understand the structure and function of biological membranes directly 
will be fraught with complications and misdirection.   
II. The Importance of Both Chemical and Mechanical Phase Behavior 
 Chapter Two described the construction of the compositional phase diagram 
for the SPM/DOPC/Chol lipid mixture at 23°C and the observations of the mechanical 
phase behavior of GUVs composed of this mixture.  This particular lipid mixture, 
dubbed the “canonical raft mixture” by the field because of previous work showing 
two immiscible macroscopic liquid phases (i.e. Lo and Ld phase), was used to model 
the plasma membrane because it contained SPM, unsatured lipid, and cholesterol.  The 
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 compositional phase diagram, particularly the Lo + Ld two-phase coexistence region, 
was determined to address the proposed phase compositions in the two-phase model 
for biological membranes.  In addition, observations of the mechanical phase behavior 
showed the complex dynamics of phase-separated GUVs, the mechanical membrane 
model that most closely approximates real cells, and how these dynamics varied with 
membrane composition. 
 A basic proposition of the two-phase model is that the composition of one 
phase (called the raft phase) contains a high mole fraction of cholesterol and 
sphingolipids, while the other phase contains a high mole fraction of unsaturated 
lipids.  As determined in this work, the Lo + Ld coexistence region of 
SPM/DOPC/Chol, which has a Lo phase boundary with phase compositions rich in 
cholesterol and SPM and a Ld phase boundary with phase compositions rich in DOPC 
and low in cholesterol, validates the basic phase compositions of the two-phase model.  
In addition, according to the phase rule, a biological membrane with many lipids could 
possibly contain many coexisting phases; therefore, an argument in the field against 
model membranes is that lipid mixtures of only three components are poor models for 
biological membranes.  However, results against this argument are 1) most of the 
various glycerophospholipid species in the plasma membrane are unsatured 
phosphatidylcholines (like DOPC), which are completely miscible with each other 
over all compositions, essentially forming a single phase, and 2) GUVs composed of 
lipids and proteins extracted from biological membranes show two phases both at 
room temperature and physiological temperature (1, 2).  The importance of the phase 
diagram is to show that model lipid mixtures can exhibit two fluid phases with 
compositions similar to those found in biological membranes.    
 Along with the chemical phase behavior, another contribution of this work is 
the mechanical phase behavior relating to the material/areal fraction of two coexisting 
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 phases and its relation to the two-phase model of biological membranes.  The original 
vision of the two-phase model was that the raft phase (i.e. Lo phase) was disconnected 
from the other phase.  However, although the exact threshold was indeterminate in this 
work, percolation in general for coexisting Lo and Ld phase was dependent on 
composition, where at higher cholesterol concentrations the membrane is almost 
entirely the Lo phase.  Therefore, the raft phase of biological membranes is probably 
the majority or connected phase; an observation that has been reported (3). 
 Finally, another important contribution within Chapter Two is the importance 
of the mechanical phase behavior of phase-separated bilayers, especially concerning 
curvature, surface tension, and line tension, and the possible relationship to cellular 
processes.  The observation of light-induced phase domain size/shape transitions can 
possibly explain another proposition of the two-phase model, which is that in the 
resting state of the plasma membrane, the raft phase is nanoscopic in size (10-200 
nm), but, when “activated”, the phase domains can coalescence into larger, more 
stable domains that can perform some cellular function (4, 5).  The line tension is 
know to control the size and shape of phase domains, with low line tension favoring 
many nanoscopic domains or highly amorphous domains and high line tension 
favoring large circular domains.  The observations of light-induced mechanical phase 
transitions demonstrate that specific lipids (in this work oxidized lipids) or particular 
proteins in biological membranes could possible increase the line tension of 
nanoscopic raft phase domains to promote their coalescence into larger functional 
domains.  This process is a physical transformation that does not require specific lipid-
lipid or protein-lipid interactions.  Future work into the mechanical phase behavior of 
phase-separated bilayers within model systems will undoubtedly prove fundamental to 
unraveling these complicated phenomena and their relation to the function of the raft 
phase in biological membranes. 
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 III. The Need for Better Analysis of Phase Behavior in Model Systems 
 Chapter Three describes the development of a data-fitting method to determine 
the tie-line fields of two-phase coexistence regions and its application to the Lo + Ld 
coexistence region in SPM/DOPC/Chol.  The benefit of tie-line fields is to locate the 
exact compositions of the two coexisting phases.  As mentioned above, the Lo + Ld 
coexistence region of the SPM/DOPC/Chol phase diagram validated the proposition of 
the two-phase model that the raft phase contains high amounts of cholesterol and 
SPM, but, without the tie-lines, the exact mole fractions of the coexisting phases, and 
therefore the possible compositions of the phases in biological membranes, were 
unavailable.  However, the determined tie-line field of this region suggests that the 
major difference between Lo and Ld phases is the mole fraction of cholesterol and 
DOPC, while the mole fraction of SPM is only slightly greater in the Lo phase than the 
Ld phase.  Therefore, the nature of the Lo phase and, by extension, the phases of the 
two-phase model has more to do with the segregation of cholesterol from unsaturated 
lipids, than the association of cholesterol to SPM or saturated acyl chains.  Moreover, 
the chemical interactions underlying the formation of coexisting phases can be 
determined from the tie-line fields of coexistence regions within model systems.  
 Regardless of the exact tie-line field for the Lo + Ld coexistence region of 
SPM/DOPC/Chol, the most important contribution of Chapter Three is the 
development of a methodology to address a specific problem concerning chemical 
phase behavior.  Although the tie-line field is a detail of coexistence regions within 
phase diagrams, they are integral to understanding chemical equilibrium and 
determining the exact compositions of coexisting phases.  Furthermore, the ruled 
surface parameterization of the tie-line field method will possibly allow the extension 
of determining the chemical equilibrium of coexistence regions of higher dimension.  
This extension will be required to understand the chemical phase behavior of better 
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 models, such as quaternary mixture of lipids and proteins or asymmetric bilayers with 
leaflets of different composition.  Moreover, perhaps the contribution of this work in 
its entirety is that the improvement of the two-phase model for the structure of 
biological membranes depends on the improvement of observing and analyzing 
complex chemical and mechanical phase behavior in model membranes.   
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 APPENDIX A 
Definitions of Symbols and Abbreviations 
o d
Subscripts: Sphingom yelin ,  D O PC,  C holesterol
Superscripts: L  phase,  L  phase
 , , or  and    or  
total m ole fraction of com ponent  (cf. Eqn 1)
vector of m ole fractions  fo
i
i
i
S D C
o d
i S D C j o d
N i
N
ξ
ξ
= = =
= =
= =
= =
=ξ r the w hole sam ple (cf. Eqn 1)
 coordinate transform  of  (cf. Eqn 2)
m ole fraction of com ponent  in the  phase (cf. Eqn 3)
vector of m ole fractions for the  phase (cf. Eqn 3)
j
j i
i j
j j
i
j
N i jth
N
jth
ψ
ξ
ξ
ψ
=
= =
=
=
ξ
ξ
 coordinate transform  of  (cf. Eqn 4)
num ber of m oles of com ponent  in the  phase
  total num ber of m oles of com ponent 
  total num ber of m oles of the  phase
  to
j
j
i
j
i i
j
j j
i
i
j
i
j i
N i jth
N N i
N N jth
N N
=
= =
= =
= =
∑
∑
∑ ∑
ξ
o
tal num ber of m oles 
m ole fraction of the  phase (cf. Eqns 3, 4)
 chord-length param eter for the entire coexistence curve (cf. Figure 4B)
 chord-length param eter for L  phase boundary; spec
j
j N jth
N
t
u
φ = =
=
=
d
ifies tie-line (cf. Eqn 6)
( )  chord-length param eter for L  phase boundary (cf. Eqn 6)
 =  spectrum  of the w hole sam ple (cf. Eqn 8)
spectrum  of the  phase (cf. Eqn 8)
 fraction of to
j
j
probej
j
v u
jth
N
f
N
=
=
= =
S
S
( )
2
tal  in the  phase (cf. Eqn 8)
( ) predicted partition coefficient for param eter  (cf. Eqns 14, 15)
reduced (unw eighted) C hi-square for the trial tie-line (cf. Eqn 16)
standard
p
p
red k
K k
probe jth
K u u
kthχ
σ
=
=
=
2
 deviation of  for the  trial tie-line (cf. Eqn 16)
( ) w eighted C hi-square for the  trial tie-line (cf. Eqn 16)
T T L = trial tie-line, T LF = tie-line field, H T LF = hypothetical tie-line field,
p
k
K kth
kthχ =
C PR  = critical point region, ET R  = end tie-line region  
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 APPENDIX B 
Algorithm for Obtaining the Tie-Line Field 
The algorithm is outlined below and also illustrated in a flow chart, (cf. Figure 3.7). 
1) An arbitrary choice of critical point(s) and/or end tie-line locations is made 
within their expected range.  In addition the TLF function v(u) is selected with an 
arbitrary choice of parameter c. 
2) The ruled surface parameterization yields the ith hypothetical TLF (HTLF). 
3) From the HTLF, determine the tie-line for the kth coexistence composition (51 
total in the present study); this yields the two tie-line end-point (connode) 
compositions, from whichφo and φd = 1- φo are determined from the lever rule (Eqn. 
3.4). 
4) From the experimental ESR spectra along the coexistence curve determine 
(interpolating as needed) the ESR spectrum for each of the two tie-line end-point 
compositions found in step 3 for the kth coexistence composition. 
5) Then for the experimental ESR spectrum at the kth coexistence composition 
(Sk) and the spectra at the two hypothetical tie-line end-points (Sd and So) solve the 
constrained least squares problem based on the linear superposition that is given by 
 
2
, , , ,min ( ) ( ) ( )E
d d o o E
i k i k i k i k k k⎡ ⎤ −⎣ ⎦f S ξ S ξ f S ξ ,   (Eqn. 3.17a) 
 where  
  
,
,
,
,
d E
i kE
o E
i k
f
f
⎡ ⎤= ⎢ ⎥⎣ ⎦
f
, to determine ,,
o E
i kf  (and 
,
, 1
d E o E
i k i k
,
,f f= − ).  The vector fE contains the “estimated” 
fraction of total spin-probe coefficients fd,E and fo,E.  These estimates are implicitly 
based on allowing Kp to vary independently for each coexistence composition.  This 
“estimated” Kp can be calculated with 
 
,
,
, ,
,
( )
o E d
i kE
p i k d E o
i k
f
K
f
φ
φ= ,      (Eqn. 3.17b) 
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 which is a rearrangement of Eqn. 3.12.        
6) Then one determines an “estimated” spectrum SE from 
       (Eqn. 3.18) , ,, , , ,
E o E o d E
i k i k i k i k i kf f= +S S ,dS
 for the kth coexistence composition.   
7) Now for the kth coexistence composition one determines 
 
2
,2
, 2( )
E
i k k
E i k
k
χ σ
−= S S        (Eqn. 3.19) 
 where χ2E is the chi-square between the “estimated” spectrum and the 
experimental spectrum for a coexistence composition.  The variance of the noise (σ2) 
was taken from the first and last 200 points of the experimental spectrum.  Then the 
average of χ2E or 2E iχ  is taken over all coexistence compositions for the ith HTLF: 
 2 ,
1
1 ( )
N
E i
kN
χ
=
= ∑ 2E i kχ        (Eqn. 3.20) 
8) Now an arbitrary choice is made of the parameters a (and b) in the functional 
form for the Kp(u) (Eqn. 3.14 or 3.15) giving the jth Kp parameters.  The “predicted” 
Kp for the kth  coexistence composition is the evaluation of the Kp function using the 
Lo boundary parameter u for that coexistence composition.  Then Eqn. 3.13 was used 
to generate another set of spectra, SP, called the “predicted” spectrum for each 
coexistence composition using the linear combination of tie-line end-point spectra 
obtained from the HTLF.  This SP is thus based on a “constrained” Kp(u), which is 
required to be constant along each tie-line.  Also, the fo,P and fd,P, the “predicted” 
fraction of total spin-probe coefficients, are readily  obtained from Eqn. 3.12.   
9) Now for the ith HTLF and jth Kp parameters obtain the norm of the squares of 
the differences between the fo,E and fo,P and the fd,E and fd,P given by 
 , , 2 , ,, , , , , ,,
1
( ) (
N
E P o E o P d E d P
i k i j k i k i j ki j
k
f f f f
=
− = − + −∑f f 2)    (Eqn. 3.21) 
10) From steps 7 and 9 one then forms the weighted chi-square  given by 2 ,( )i jχ
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  2 2, ,( )
E P
i j E i
χ χ= × −f f
i j
      (Eqn. 3.22) 
 for the ith HTLF and jth choice of Kp parameters.   
11) Now minimize  with respect to critical point(s) and/or end tie-line 
locations and the parameters a, b, and c to find the best fit TLF and Kp function 
consistent with the global set of ESR spectra. 
2
,( )i jχ
12) In addition, calculate the chi-square       
 
2
, ,2
, , 2( )
P
i j k k
P i j k
k
χ σ
−= S S       (Eqn. 3.23) 
for the kth coexistence composition, and then perform the average over the N (51 in 
this study) coexistence compositions to obtain 2
,P i j
χ  given by 
 2 , ,,
1
1 ( )
N
2
P P i j ki j
kN
χ χ
=
= ∑       (Eqn. 3.24) 
 for the ith choice of TLF and the jth choice of Kp parameters.  
From a comparison of Eqn. 3.16 from the TTL method and Eqn. 3.22 for the TLF 
method, one sees that χ2E plays the role of χ2red, and ||fE−fP|| is related to
pK
σ .  In fact, 
a major reason we used Eqn. 3.22 for fitting our data was because Eqn. 3.22, applied 
to find a single tie-line, yields the same answer as Eqn. 3.16 for the best trial tie-line 
when analyzing the same data from the SPM/DOPC/Chol system (2).  In addition, 
stability of the fitting was another reason we used ||fE−fP|| of Eqn. 3.21 instead of the 
norm of the difference between “estimated” and “predicted” Kp’s.  Very small values 
of fd,E in Eqn. 3.17b, which could occur in the TLF method, but not in the TTL 
method, would make the expected Kp very large.  The more traditional chi-square, 
given by Eqn. 3.24, was also calculated for the TLF, but did not provide sufficient 
stability in the fitting, in accord with the experience in Chiang et al. (1).  We attribute 
this to the fact that the ESR spectra, for small composition displacements along either 
the Lo or Ld coexistence curve, typically change to a small degree, but there is 
considerable sensitivity to the degree to which Kp remains constant along a 
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 hypothetical tie-line.  Since the fitting chi-square (Eqn. 3.22) and the traditional chi-
square (Eqn. 3.24) are closely related, we justifiably used the traditional chi-square to 
statistically analyze the quality of a fit between different tie-line field models.  The 
fitting of the ESR data with the TLF models was implemented with a program written 
in Matlab 7.0 R14 (The MathWorks Inc., Natick MA).  The choice of search algorithm 
was either the constrained simplex method (“fminsearchcon” written by John 
D'Errico, woodchips@rochester.rr.com, released 12/16/06 and obtained from Matlab 
Central) or the interior-reflective Newton with a subspace trust region using 
preconditioned conjugate gradients (builtin Matlab 7.0  function “lsqnonlin”). 
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 APPENDIX C 
Modeling “Parallel” and “Common Vertex” Tie-Line Fields 
1. Parallel  
 The parallel TLF parameter was the slope angle, which varies from zero to pi.  
For the closed boundary configuration, the slope angle was directly used as the fitting 
parameter.  For the open configuration, the boundary parameters for the end tie-line 
were the fitting parameters, from which the slope angle can be calculated through the 
two-point form for a line.  However, for both coexistence curve configurations, the 
critical point(s) location(s) for a given slope angle must be determined for the ruled 
surface parameterization.  We solved this problem the following way:  
* *
1 2 1find : ( ) ( ) 0
d ob b b b bψ ψ− = ⇒ = = 2b         (Eqn. A1) 
, where ψd(b1) was an Ld boundary composition and ψo(b2) was an Lo boundary 
composition of a trial tie-line passing through the coexistence region.  This intuitive 
solution essentially says find the points on the coexistence curve where the length of 
tie-line goes to zero.  For a closed convex curve in two-dimensions the solution always 
has two unique points.  Figure 3.8A shows the process for finding the two critical 
points for the closed Lo + Ld coexistence region in the SPM/DOPC/Cholesterol 
system.   
 In summary, within the parallel TLF model, a hypothetical tie-line through an 
arbitrary coexistence composition was determined from the point-slope equation for a 
line, where the slope was calculated from the slope angle ([0, pi]], and the point was 
the coexistence composition.  This tie-line intersects the coexistence curve at the Lo 
and Ld end-points (connodes), and determining these intersection points is a solved 
problem for a polygonal representation of the coexistence curve (see the “polyxpoly” 
built-in function for Matlab 7 R14).  For the ruled surface parameterization of the 
parallel TLF, the Lo boundary parameter u and the Ld boundary parameters v were  
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Figure 3.8:  Graphical representation of finding the critical point in the parallel TLF 
model and the common vertex TLF model for the closed boundary configuration of 
the Lo + Ld coexistence region.  A) The critical points (squares) are where the Lo 
boundary composition (diamonds) and Ld boundary composition (triangles) are equal, 
and therefore where the length of the tie-line equals zero.  In this case, the parameter b 
is the boundary parameter for the section of the boundary between ψd(b1) and ψo(b2), 
and the root of Eqn. A1 was found by the bisection method.  B)  In the common vertex 
TLF model the coexistence curve parameter b locates the critical points (squares).  
The tangent lines to the critical points (dashed lines) are calculated from an 
interpolating spline fitted to coexistence curve sections surrounding the critical points.  
The common vertex of the tangent lines (lower left off the figure) and the coexistence 
composition (dot) form a line (extend solid line) which forms a tie-line thru that 
coexistence composition.  The Lo compositions (diamonds) and the Ld compositions 
(triangles) are determined by the intersections of the line thru the coexistence 
compositions and the common vertex with the coexistence curve. 
 
 
 
 
 
 
 
 
 
 137
  
 
 
 
 
 
 
 
 
 
 
 DOPC SPM
Cholesterol
Lo
Ld
b2
b1 ψd(b1)
ψo(b2)
b*
(A)
 
 
 
 
 
 
 
 
 
 
 
 
 
DOPC SPM
cholesterol
Lo
1
0
b
Ld
(B)
 
 138
 calculated by reverse linear interpolation of the tie-line end-point compositions. 
Therefore, the tie-line field function was numerically determined by performing the 
reverse interpolation for each coexistence composition.     
2. Common Vertex 
 The “common vertex” refers to the intersection point of two lines that, once 
determined, specifies the TLF.  For the closed boundary configuration, the common 
vertex was the intersection of the tangent lines to the two critical points, and, for the 
open configuration, the common vertex was the intersection of the tangent line to the 
critical point and the end tie-line.  In this model, the easiest way of representing a tie-
line was in the two-point form for a line.  One point was the coexistence composition, 
and the other point was the common vertex.  The fitting parameters for both the open 
and closed boundary configurations were the boundary parameters for the location of 
the critical point(s) and/or end points of the end tie-line.  The tangent line to a critical 
point was determined by first locally fitting, in a least-squares sense, a quadratic 
interpolating spline to an appropriate section of the coexistence curve.  If the critical 
point was one of the experimental boundary compositions, then the splined section 
was the critical point and the two flanking experimental boundary compositions (three 
points total).  If the critical point was between two neighboring experimental boundary 
compositions, then the splined section consisted of four points, the two experimental 
boundary compositions flanking either side of the critical point.  The splined sections 
we used were to ensure a more accurate representation of the coexistence curve.  With 
the resulting spline representation, the slope of the tangent line was calculated by 
taking the derivative of the spline and evaluating it at the critical point location.  
Essentially, the tangent line was determined in point-slope form, where the slope was 
calculated from the interpolating spline and the point was the critical point.  The 
geometrical justification for using tangent lines to critical points is that as the end 
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 points of a chord of any convex curve (e.g. circle, ellipse, hyperbola, etc) approach 
each other along the curve, the slope of the line between them approaches the slope of 
the tangent line at the point where the end points converge.  In the common vertex 
TLF method, the chord is the tie-line, the coexistence curve is the curve, the end 
points of the chord are the connodes, and the converged point is the critical point.  Of 
course, the assumption here is that the tie-line slopes varying continuously and 
monotonically from one critical point/end tie-line to another critical point/end tie-line.  
This was not an erroneous assumption because there was, to our knowledge, no 
thermodynamic restriction disallowing such a situation and there are numerous 
experimental phase diagrams over many different systems which showed tie-line 
fields that seem to conform to this configuration (33).  Figure 3.8B shows the common 
vertex TLF model for the Lo + Ld coexistence region in the SPM/DOPC/Cholesterol 
system.   
 In summary, within the common vertex TLF model, a hypothetical tie-line 
through an arbitrary coexistence composition was the line through the coexistence 
composition and the common vertex of the critical point(s) and/or end tie-line.  In the 
same way for the parallel TLF method, this tie-line intersects the coexistence curve at 
the Lo and Ld end-points (connodes).  Also, in the same way for the parallel TLF, the 
tie-line field function for the ruled surface parameterization of the common vertex 
TLF was determined numerically.  
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 APPENDIX D 
Results of Comparison between the Parallel, Common Vertex, and Ruled Surface 
Tie-Line Field Models 
1. All Three TLF Models Gave Consistent and Expected Results for the 
Hypothetical Boundary Configurations Studied 
 As explained in the Chapter, the closed boundary configuration was not 
predicted to exist for the Lo + Ld coexistence region in the SPM/DOPC/Cholesterol 
lipid system.  However, for completeness, we compared results of fitting all three TLF 
models to the ESR data for hypothetical closed and open boundary configurations 
designed to test the consistency and expectation of the results.  The closed 
configuration consisted of the expected CPR (Figure 3.5) for one critical point location 
and the compositions between coexistence curve points 15 and 19 (Figure 3.5) as the 
other critical point region.  The open boundary configuration consisted of the expected 
CPR for the critical point location and all compositions between points 15 and 19 as 
the end tie-line region, thus any two points within this region were possible end points 
of the end tie-line.  We called this end tie-line region the expanded ETR to avoid 
confusion will the expected ETR (Figure 3.5) mention in the main body of the 
manuscript.  The consistency we expected was that the TLF models would give nearly 
the same tie-line field for both boundary configurations, and that the critical point 
within points 15 and 19 for the closed configuration would be located between the end 
points of the end tie-line for the open configuration.  
 The parallel tie-line fields (data not shown) for the both the open and closed 
configurations were almost identical with the tie-line slopes (≈ 50 degrees) different 
by < 0.3 degrees.  Also, the common vertex tie-line fields (data not shown) for the 
both the open and closed configurations were almost identical.  For the closed 
configuration, the tie-line slopes increased from 48.6 degrees at one critical point (u = 
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 0) to 56.9 degrees at the other critical point (u = 1); for the open configuration, the tie-
line slopes increased from 48.5 degrees at the critical point (u = 0) to 58.2 degrees at 
the end tie-line (u = 1).  In addition, the ruled surface tie-line fields (data not shown) 
were visually similar, with the same critical location for the expected CPR (closed = 
0.351, open = 0.356), which was within error (Table 3.2), and nearly the same tie-line 
field function parameter c (closed = 3.314, open = 3.728), which again was within 
error.  Furthermore, the tie-line field functions (v(u)) calculated numerically for the 
parallel and common vertex TLF models were similar between the open and closed 
configurations (data not shown).  All three TLF models gave consistent results 
between the closed and open boundary configurations, and between each other for a 
particular boundary configuration.    
 The fitting chi-squares (χ2, Eqn. 3.22) and the traditional chi-squares (χ2P, 
Eqn. 3.24) of the three TLF models for both the closed and open boundary 
configurations, along with the statistical analysis of these results, are shown in Table 
3.2.  The statistical analysis is the calculation the Q-value, which measures how well 
the TLF model fit the ESR data taking into account the model’s number of degrees of 
freedom (32).  The Q-value is the probability of a chi-square larger than a given chi-
square using the chi-square probability distribution with a certain number of degrees 
of freedom.  Therefore, the higher the Q-value the better the TLF model describes the 
ESR data.  The number of degrees of freedom (δ) is the number of data points (N = 
51) minus the number of model parameters.  To get a more statistically meaningful Q-
value inline with a proper analysis of the chi-square statistic, we used the traditional 
chi-square instead of the fitting chi-square in the calculation.   
 For both boundary configurations, the ruled surface TLF model has the lowest 
fitting chi-square, the common vertex model had the highest Q-value, and the parallel  
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 model had the highest traditional chi-square and the lowest Q-value.  Within either 
boundary configuration the difference in Q-values between the three TLF models was 
small suggesting that any of the three models could fit the ESR data almost equally 
well.  In addition, according to the Q-values, all three TLF models fit the data better 
for the closed configuration than for the open configuration.  This is expected because 
since the tie-line slopes are so similar between the two boundary configurations the 
TLF models could not significantly decrease the chi-square enough to justify the 
increase in the number of fit parameters (decrease in degrees of freedom) for the open 
configuration than the closed configuration.  Also, the expanded ETR does not provide 
enough of a constraint on the tie-line slopes to discern a difference between the TLF 
models. 
2. The Ruled Surface TLF Model Was A Statistically Better Fit for the Expected 
CPR and ETR than the Parallel or Common Vertex TLF Models 
 We now compare the results of fitting all three TLF models to the ESR data for 
the open boundary configuration with the expected CPR and ETR (Figure 3.5).  The 
best-fit parallel TLF (Figure 3.9A) has a slope angle of 33 degrees.  The best-fit Kp 
function is plotted in Figure 3.9B and the numerically calculated tie-line field function 
is plotted in Figure 3.9C.  Since parallel tie-line fields for the open configuration are 
determined by the slope of the end tie-line, the number of possible tie-line fields is 
limited because of the smaller ETR.  The common vertex TLF model provided an 
interesting example of the importance of employing a grid search on the critical point 
and end tie-line boundary parameters, and the difference between the fitting and 
traditional chi-squares.  Figure 3.10A shows two common vertex tie-line fields, one 
where the common vertex is located in the upper right (“high common vertex”), and 
one where the common vertex is located in the lower left (“low common vertex”).  
The slope profiles for these two fields are plotted in Figure 3.10B, their Kp functions 
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Figure 3.9:  The parallel TLF that best-fit the ESR data for the open boundary 
configuration with the expected CPR and ETR of the Lo + Ld coexistence region 
within the SPM/DOPC/Cholesterol lipid system.  A)  A plot showing a few tie-lines 
from the parallel TLF (slope angle = 33°) , the critical point (square), end-points of the 
end tie-line (triangles), Lo phase compositions (diamonds), and Ld phase compositions 
(dots).  B)  The Kp function (Eqn. 3.15) for the TLF with the maximum Kp = 1.64 and 
the Kp at the end tie-line (u = 1) = 1.11.  C)  The tie-line field function (v(u)) for the 
parallel TLF calculated numerically; each point represents the (u,v) pair for a 
coexistence composition.  The dashed lines are suggested extrapolations to the critical 
point (u = 0) and the end tie-line (u = 1) satisfying the boundary conditions (i.e. v(0) = 
0 and v(1) = 1).  Notice that this shape was not formulated in the ruled surface tie-line 
field function (Eqn. 3.7), and that at least another parameter would be needed to 
specify the general shape. 
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Figure 3.10:  Interesting example of two different common vertex TLFs which fit the 
ESR data nearly equally well for the open boundary configuration with the expected 
CPR and ETR of the Lo + Ld coexistence region within the SPM/DOPC/cholesterol 
lipid system.  The high common vertex TLF and the low common vertex TLF have 
approximately the same fitting chi-square (χ2 ~ 36) with different terms (χ2E and 
||fE−fP|| in Eqn. 3.22), but have different traditional chi-squares.  A) A plot showing a 
few tie-lines from the two TLFs.  The dashed lines are either the tangent line to the 
critical points (squares) or extensions of the end tie-lines (triangles) to show the 
location of the common vertex, all other symbols the same as in Figure 3.9.  B)  The 
tie-line slope profiles of the high (solid circles) and low (open squares) common 
vertex TLFs are different because of the location of the critical point.  C) Different Kp 
functions (Eqn. 3.15) for the high (solid line) and low (dashed line) common vertex 
TLFs.  D)  The numerically calculated tie-line field functions of the high (solid circles) 
and low (open squares) common vertex TLFs are similar although the slope profiles 
are not.  The dashed lines are suggested extrapolations (see Figure 3.9). 
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 are plotted in Figure 3.10C, and their numerically calculated tie-line field functions are 
plotted in Figure 3.10D.  Both TLFs have nearly the same end tie-line parameters 
(high = [0.72, 0.86], low = [0.71, 0.86]), but differed in the critical point parameter 
(high = 0.24, low = 0.32).  Also, both TLFs have approximately the same fitting chi-
square χ2 (Table 3.3), but differ in the two terms, χ2E and ||fE−fP|| (Eqn. 3.20 and 
3.21).  The high common vertex TLF has a lower ||fE−fP|| (0.7334) but a higher χ2E 
(49.09); whereas the low common vertex TLF has a lower χ2E (40.10) but a higher 
||fE−fP|| (0.9056).  However, these two TLFs exhibit different traditional chi-squares 
(χ2P, Table 3.3).  Therefore, the high and low common vertex TLFs represent two 
different minima with approximately equal fitting chi-squares (Eqn. 3.22) but different 
traditional chi-squares (Eqn. 3.24).  These minima were only found by thoroughly grid 
searching the critical point and end tie-line boundary parameter space.  Moreover, the 
best-fit TLF model to the ESR data was the ruled surface (Figure 3.6A), which has the 
lowest fitting and traditional chi-square, and the highest Q-value (Table 3.3).  The 
large difference in Q-values between the TLF models for the same open boundary 
configuration provides confidence that the ruled surface TLF is the best fit to the data. 
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Table 3.3:  Chi-squares and statistical analysis of the best-fit results for the parallel, 
common vertex, and ruled surface TLF models applied to the open boundary 
configuration with the expected CPR and ETR of the Lo + Ld coexistence region 
within the SPM/DOPC/cholesterol lipid system.  See Table 3.2 for the calculation of 
χ2, χ2P, δ, and Q.  The ruled surface TLF model statistically best-fit the ESR data. 
 
 
 
 
 
 
 
 
 
 
 
 
 
open boundary configuration
(constrained transition region)
parallel χ2 χ2P δ Q
38.40 62.22 47 0.068
high common 
vertex
χ2 χ2P δ Q
36.01 60.62 46 0.073
low common 
vertex
χ2 χ2P δ Q
36.32 55.94 46 0.150
ruled surface χ2 χ2P δ Q
34.38 52.38 45 0.209
 
 
 
 
 
