We study the structure of resonances as derived from the exactly solvable Lippmann-Schwinger equation for a one-dimensional square well potential. Within this framework, we discuss the concept of resonance form factors, and the relation of the corresponding spatial densities to "resonance wave functions".
I. INTRODUCTION
In a recent preprint [1] , the concept of "resonance form factors" was examined in the framework of an exactly solvable Lippmann-Schwinger equation (LSE) for a simple model potential in one space-dimension. It was found that the natural extension of the form factor concept from bound states to resonances leads to certain associated spatial densities D R (x) replacing the absolute squares of the bound-state wave functions. In the present contribution, we would like to exemplify these issues employing a more common potential, namely the "square well" potential often encountered in introductory courses on quantum theory (see e.g. Chapter 5 of [2] ). Our motivation mainly comes from hadron physics. Since most hadrons are unstable particles which can show up as resonances in various processes, it is desirable to deepen our understanding of what we can say about the structure and the "nature" of resonances (e.g. quark-antiquark or three-quark states vs. "hadronic molecules", etc.). We refer to [3] for a recent review of these matters. Intuitively, one thinks that we should be able to determine form factors of sufficiently long-lived unstable particles (see [4] [5] [6] for examples in the field of low-energy hadron physics), and subsequently learn something about the pertaining spatial charge distributions, possibly in the sense of a "snapshot" of the distributions sufficiently long after the formation, and long before the decay, of the unstable state. However, the resonance analogues of bound-state wave functions usually encountered in quantum-mechanical treatments of resonances [7] [8] [9] [10] are nonnormalizable, and one wonders how exactly such (generalized) spatial probability densities can be related to e.g. finite mean square radii of form factors. We hope that the present work will contribute to the clarification of these questions.
This article is organized as follows: In Sec. II, we give an outline of the LSE framework, to fix our notation and conventions. This section is essentially copied from [1] , just to make the present follow-up article self-contained. In Sec. III, we present the solution to the LSE for the case of the square well potential. The main part of this contribution, Sec. IV, starts with the calculation of the form factors related to the probability density ψ * B (x)ψ B (x) for the bound states B, and then explains a suggested generalization to resonances R. It also contains some illustrative examples for suitably chosen parameters of the potential. We summarize our findings in Sec. V. Some additional material, useful for a more detailed analysis of our results, is presented in the appendices.
II. LIPPMANN-SCHWINGER EQUATION: GENERALITIES
In this work, we consider non-relativistic quantum mechanics on a one-dimensional space. The Schrödinger equations are of the formĤ|ψ n = E n |ψ n ,Ĥ =Ĥ 0 +V ,
|p , whereĤ is the full Hamilton operator, whileĤ 0 is its "free" part. Throughout, we shall use hats over a symbol to indicate its operator character, and deal only with a local potentialV , i.e. y|V |x = V (x)δ(x − y) . We define resolvent functions (operators)Ĝ 0 (E) =
for the free and the full Hamilton operator, respectively.
ExpressingĤ as a differential operator in coordinate space, G(x , x) := x |Ĝ(E)|x solves
invoking the completeness relation for an orthonormal set of eigenfunctions ofĤ (the summation is to be replaced by integration for the continuous part of the spectrum). In operator form, we can expressĜ more generally aŝ
We normalize the eigenstates ofĤ 0 as p |p = δ(p − p), so that
employing units where = 1. The Lippmann-Schwinger equation (LSE) reads (see e.g. [11] )
One can convince oneself that the solution can also be written in terms of the full resolventĜ,
sinceĜ =Ĝ 0 +ĜVĜ 0 =Ĝ 0 +Ĝ 0VĜ . Taking matrix elements of Eq. (4), we get
On the other hand, taking matrix elements of (5),
by means of the Schrödinger equation q|V |ψ n = − q|Ĥ 0 − E n |ψ n and the completeness relations. The matrix element q |T (E)|q ≡ T (q , q; E) is the off-shell scattering amplitude for incoming and outgoing momentum q and q , respectively, and energy E. -The integral
plays a special role in the LSE framework. Considered as a function of the energy E, it has a branch cut along E > 0 in the complex E-plane. Real positive values of E are to be approached from the upper complex plane, and k(E) = + √ 2µE is the positive square root;
otherwise, k(E) ≡ k is fixed to be the square root with the positive imaginary part. If not stated otherwise, the variable k will always stand for this square root. These requirements define the first or "physical" Riemann sheet. Considering the integral in Eq. (8) as a function of complex k, and continuing analytically to the lower complex k-plane, amounts to the analytic continuation in the variable E over the positive real E-axis, to the second Riemann sheet. These analytic properties of I 0 (E) will also show up in the solution of the LSE. The relation between I 0 (E) and the scalar relativistic two-point loop integral is explained in App. B of [1] .
III. LSE FOR THE SQUARE WELL POTENTIAL
For a one-dimensional potential well of length 2d > 0,
where θ(·) denotes the Heaviside step function, one finds the following solution to the LSE:
We see that the solution can be split in a "separable" part T sep , which can be written as a finite sum of products ∼ n f n (q )g n (q) , and contains all the bound-state and resonance poles encoded in the function w 0 (E), and a "background" amplitude T bg which is free of poles in E for on-shell momenta (|q | = |q| = k).
We can define the analogue of on-shell s-and p-wave "partial wave" amplitudes (strictly speaking, scattering amplitudes for states of positive/negative parity) by fixing q = k and averaging over q = ±k,
They can be written in the "K-Matrix" form
The functions K s,p (E) ≡ K s,p play the role of "effective potentials" here. Note that they are even in k and in ξ, so they are real for real E, and do not possess branch cuts.
The parity-even amplitude T s (E) has poles for
while the parity-odd amplitude T p (E) has poles for
where we set k = iκ. For a bound state of energy E B < 0, we have + 2µ(−E B ) = κ B = −ik B > 0. The resonance poles are located on the second Riemann sheet in E, and have Im k R < 0. Let there be bound-state solutions for (k
For an energy E close to the respective bound-state energy, the off-shell amplitude behaves as
Employing the results of App. A, in particular Eqs. (A.5), (A.6), this can be rewritten in terms of the bound-state wave functions,
This establishes the relation between the residues of T at the bound-state poles and the boundstate wave functions, in accord with Eq. (7).
IV. FORM FACTORS
Given the bound state wave functions of the previous section, we can define the form factor of a bound state B as
In terms of the momentum-space wave functions, the form factor can be rewritten as
Making use of Eq. (17), we can rewrite this further in terms of the residuum of the scattering amplitude at the bound-state pole:
The integral
can be related to the non-relativistic limit of the relativistic loop integral with three propagators in 1 + 1 dimensions, compare App. B of [1] .
For the ± bound states, we compute the form factors, in one way or the other, to be (15), (16)). For the "mean square radii", we find
As a check, one can verify that the inverse Fourier transforms of these form factors yield the absolute squares of the corresponding bound-state wave functions of Eqs. (A.1), (A.2),
A generalization to the case of resonances R (instead of bound states B) is suggested by Eq. (21).
Namely, we consider the amplitude M for the scattering process in the presence of an external source 1 , which transfers a momentum ∼ Q to the system,
The part of M which contains the double pole term
Compare also the "Feynman graph" for M d.p. in Fig. 1 , where time runs horizontally.
1 In the present case, it is taken as a scalar source field. A possible coupling constant with which the field couples to the scattering particles is assumed to be divided out in our results for the amplitudes M.
The expression on the r.h.s. of Eq. (22) makes it plausible that M d.p. has the same cut structure in the complex E-plane as the scattering amplitude T . Therefore, we should be able to analytically continue M d.p. to the second Riemann sheet, where the resonance pole E R is located, and define the "resonance form factor" as
We refer to [12] [13] [14] for a further discussion of such a definition in a quantum-field-theoretical context. Note that we could have substituted T sep for T in Eq. (28), since the non-separable part T bg does not contain the resonance poles, and so the dependence on q , q drops out in F R .
Let us check the validity of the above reasoning explicitly for our example. First we note that, from Eqs. (10) and (27) sheet (in practice, we might tacitly consider them as functions of k, with ξ 2 = k 2 − 2µV 0 , and continue our formulas to Im k < 0). Arriving at a resonance pole, formula (28) can be applied, and it is straightforward to find (k 2 R = 2µE R , Im k R < 0):
which is given by the analytic continuation of the result in Eq. (23) in E, as one might have expected from the start (this was also used in [1] ). In particular, we find the same result for (q , q) = (k, k) and (−k, k) in (28), so that the on-shell amplitudes indeed give an unambiguous result for F ± R (for simple separable potentials ∼ v(q )v(q), this would be trivially fulfilled).
We are now looking for those "densities" that generate the above form factors via Fourier transformation, in analogy to Eq. (18) . Evaluating the inverse Fourier transforms, taking into account Im k ± R < 0 and the pole conditions (15), (16) , our result is
In the following, we discuss the relation between the above densities and the squares of the usual "resonance wave functions" encountered in the literature [7] [8] [9] [10] -in our case,
where
R , and the G stands for "Gamow" [7] . The ψ 
wheref (Q) is an even function without poles in Q, the difference between the outcomes of the two procedures is given by
2 Formally, they can be derived as follows. From our solution to the LSE, we can compute the full Green function for the square well potential viaĜ =Ĝ 0 +Ĝ 0TĜ0 . It inherits the appropriate analytic properties from T . Continuing x |Ĝ|x ≡ G(x , x) to the second Riemann sheet, one finds that
(no complex conjugation on the r.h.s.) when E approaches a resonance pole E ± R associated with positive/negative parity. Note that the ψ ± G (x) are not normalizable in the standard way, since Im k ± R < 0.
As this derivation shows, the result for the difference is quite general (up to a normalization factor), given that the form factor has only the kinematic pole ∼ (Q 2 − 4k 2 R ) −1 (note that the poles at Q = ±2ξ R cancel out thanks to the conditions (15), (16)). We also note that the difference can be written as a sum of squares of free solutions of ± parity, viz
R (x) encode the same non-trivial information about the dynamics of the resonance formation. A possible drawback of the use of D Here are some examples for the densities discussed above, where we always set d = 1, µ = 2.
We start with a repulsive well (or square wall, V 0 = +3). The densities D R (x) for the two lowest resonances of positive parity are plotted in Fig. 2 , the one for the lowest resonance of negative parity in Fig. 3 .
For an attractive well, there are also bound states. We show corresponding probability densities for V 0 = −2.5 in Fig. 4 , so that the reader can compare the form of the graphs for those densities with Figs. 2 and 3 .
For the same value of V 0 , we find a very broad resonance in the positive-parity sector, which has a width comparable to its "mass", E + R = 6.195 − 3.920 i. We do not expect a close similarity with the structure of a bound state for this case, and approximations based on the pertaining resonance density are not expected to work well. We show this density nonetheless in Fig. 5 . Presumably, none of the findings presented here will be "big news" for the experts in the field of resonance physics. However, it is often valuable to have an exactly solvable toy model at hand, to test certain assumptions made in the analysis of more complicated problems, and to gain some general intuition. In this regard, we hope that our study might contribute to a better understanding of the physics of resonances in more realistic situations (besides possibly serving a pedagogical purpose). In hadron physics, e.g., many complications will arise: the resonances can in general decay into a lot of different multi-particle channels, there are various form factors for all kinds of associated "charges", relativistic dynamics will usually have to be accounted for, and one might prefer to work with light-cone wave functions or distribution amplitudes, etc. Maybe the article at hand can serve as a starting point for such more involved studies.
Bound-state wave functions of even (+) and odd (−) parity for the potential well, pertaining to an energy eigenvalue E B with V 0 < E B < 0, can be written as
Here (κ = −ik, ξ) are positive solutions of Eq. (15) or (16), respectively. In the following, these solutions will be denoted by κ ± B and ξ ± B . The momentum-space wave functions arẽ
These wave functions satisfy the Schrödinger equation in the form
The above expressions are non-singular at p = ±ξ ± B due to the conditions Eqs. (15), (16) . We also note that the r.h.s. of the last two equations tend to ±
The probability to find the bound particle outside the range of the potential is given by
Up to a different normalization factor N B , this probability will be of the same form for any finite-range potential (0 < d < ∞). The splitting 1 = P (|x| > d) + P (|x| < d) agrees with the splitting into "compositeness" (first term) and "elementariness" (second term) [15] [16] [17] [18] Tentatively applying these remarks concerning our simple one-dimensional framework to the case of the deuteron, assuming that the binding force between the proton and the neutron has a finite range, one would interpret the results of [15] as meaning that the chance to find the proton and the neutron separated by a distance greater than the interaction range is 80%.
For the sake of completeness, we also treat the continuum solutions (E > 0, k = + √ 2µE > 0, ξ = 2µ(E − V 0 )). To this end, we define transmission and reflection amplitudes τ and ρ , 8) and note the relations τ + ρ − 1 = 2 − 2πiµ k
(A.9)
Unitarity of the on-shell scattering amplitude can be expressed in the form |τ (E) ± ρ(E)| = 1 for E > 0 ("every incoming particle is either reflected or transmitted").
Solutions of type L ("incoming particle from the left") can be written as Continuum solutions of even and odd parity can now be constructed as .12) 
