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PROJECTIVE, SPARSE, AND LEARNABLE LATENT
POSITION NETWORK MODELS
By Neil A. Spencer∗, and Cosma Rohilla Shalizi†
Carnegie Mellon University
When modeling network data using a latent position model, it is
typical to assume that all nodes’ latent positions are independently
and identically distributed. However, this assumption implies the av-
erage node degree grows linearly with the number of nodes, which is
inappropriate when the graph is thought to be sparse. We propose
an alternative assumption— that the latent positions are generated
according to a Poisson point process— and show that it is compati-
ble with various levels of sparsity. Unlike other sparse latent position
models, our approach also defines a projective family of probability
distributions, ensuring statistical inference and prediction are well-
defined for networks of different sizes. We establish conditions for
consistently inferring the latent positions in a latent position net-
work model, and compare our results to those of existing frameworks
for modeling sparse graphs.
1. Introduction. Network data consist of relational information be-
tween entities, such as friendships between people in a town or interactions
between proteins in a cell. Often, these data take the form of a binary mea-
surements on pairs (dyads) of entities, indicating the presence or absence of
a relationship. When analyzing such data, it is common to jointly model all
dyads as following a stochastic graph model, treating each dyad as a ran-
dom edge. Stochastic graph models have been an active area of research for
over fifty years across physics, sociology, mathematics, statistics, computer
science, and other disciplines [31].
One leading approach to stochastic graph modeling involves assuming that
the inhomogeneity in connection patterns across nodes is captured by node-
level latent variables. The most tractable version of this assumption is that all
dyads are independent after conditioning on the latent variables. In this arti-
cle, we focus on a subclass of these conditionally independent dyad models—
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the distance-based latent position network model (LPM) of Hoff et al. [20].
In LPMs, each node is assumed to possess a latent position in a continu-
ous space. Edges are assumed to follow independent Bernoulli distributions
with probabilities given by a decreasing function of the distance between
the nodes’ latent positions. By the triangle inequality, LPMs exhibit edge
transitivity; friends of friends are more likely to be friends. When the latent
space is assumed to be R2 or R3, the inferred latent positions can be used
to visualize the network.
Recently, there has been an effort to classify stochastic graph models into
general unified frameworks. One notable success story has been that of the
graphon for exchangeable networks [12] which characterizes all stochastic
graphs invariant under isomorphism as latent variable models. For instance,
the LPM can be placed within the graphon framework by assuming the latent
positions are random effects drawn independently from the same (possibly
unknown) probability distribution. However, the assumptions of a graphon
yield asymptotic properties that are often inappropriate.
The asymptotic regime most commonly considered when developing the-
ory for statistical network models is that of a single graph with number of
nodes increasing to infinity. Implicit in this approach is that the network
model defines a distribution over a sequence of graphs of different sizes.
There are several natural questions to ask about this implicit sequence of
graphs. Prominent questions include:
1. At what rate does the number of edges grow?
2. Is the model’s behavior consistent across networks of different sizes?
3. Can one eventually learn the model’s parameters as the graph grows?
For all non-trivial1 models falling within the graphon framework, the an-
swer to question 1 is the same; the expected number of edges grows quadrat-
ically with the number of nodes [33]. Such sequences of graphs — in which
the average degree grows linearly — are called dense. In contrast, many
real-world networks are thought to exhibit sub-linear average degree growth
(known as sparsity [32, Chapter 6.9]). For these cases, graphon models are
unsuitable. Consequently, there has been an effort in recent years to develop
sparse graph models which preserve many of the advantages of graphon-based
models. In particular, the sparse graphon approach [2, 4] and the graphex
approach [7, 50, 5] both provide straightforward ways to modify network
models from the dense regime to the sparse regime.
In this article, we build on these sparse graph models by formulating a
1The only exception is an empty graph, for which all edges are absent with probability
one.
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new sparse LPM. In addition to sparsity, we also target two more criteria:
projectivity (§1.2) and learnablity (§3), which correspond to questions 2 and
3 posed above. Essentially, projectivity of a model ensures consistency under
marginalization of the distributions it assigns to graph of different sizes, and
learnability ensures that the latent positions can be consistently estimated
as the number of nodes grows.
As we outline in Section 4, the existing methods of Borgs et al. [4] and
Veitch and Roy [50] for sparsifying graphons either violate projectivity or
make establishing learnability very difficult. For this reason, we have chosen
to take a more specialized approach, turning to non-exchangeable network
models for inspiration. Specifically, our new LPM framework is an extension
of the Poisson random connection model [30]— a specialized LPM framework
in which the nodes’ latent positions are generated according to a Poisson pro-
cess. We extend the observation window approach proposed by Krioukov and
Ostilli [25] to allow our network models to exhibit arbitrary levels of spar-
sity without losing projectivity. To establish learnability, we modify results
from low rank matrix estimation [11] and combine them with the Davis-
Kahan Theorem [52] to derive a concentration inequality on a restricted
maximum likelihood estimator of the latent positions. This approach results
in a theorem which is applicable to wide a variety of LPM models, providing
a straightforward set of sufficient conditions for learnability of a LPM.
The remainder of this article is organized as follows. Section 1 defines
sparsity (§1.1) and projectivity (§1.2) for graph sequences. It also defines
the LPM, establishing sparsity and projectivity results for its exchangeable
(§1.4) and random connection model (§1.5) formulations. Section 2 describes
our new framework for modeling projective sparse LPMs, and provides re-
sults demonstrating that the resultant graph sequences are projective and
sparse. Section 3 defines learnability of latent position models, and provides
conditions under which sparse latent position models are learnable. Finally,
Section 4 elaborates on connections between our approach and those of sparse
graphon-based latent position network models and the graphex framework,
as well as a discussion of the limitations of our work. Proofs of all results are
deferred to Appendix A.
1.1. Sparsity. Let (Y n)n=1,...,∞ be a a sequence of increasingly sized (n×
n) random adjacency matrices associated to a sequence of increasingly sized
simple undirected random graphs (n nodes). Here, each entry Y nij indicates
the presence of an edge between nodes i and j for a graph on n nodes. We
say the sequence of stochastic graph models defined by (Y n)n=1,...,∞ is sparse
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in expectation if
lim
n→∞E
(∑n
i=1
∑n
j=1 Y
n
ij
n2
)
= 0.(1.1)
In other words, a sequence of graphs is sparse in expectation if the expected
number of edges scales sub-quadratically in the number of nodes. Recall
that the degree of a node is defined as the number of nodes to which it is
adjacent. Sparsity in expectation is equivalent to the expected average node
degree growing sub-linearly with the number of nodes. If the average degree
grows linearly (i.e. the expected number of edges grows quadratically), we
say the graph is dense in expectation.
In this article, we are also interested distinguishing between degrees of
sparsity. We say that a graph is e(n)-sparse in expectation if
lim
n→∞E
(∑n
i=1
∑n
j=1 Yij
e(n)
)
= C(1.2)
for some constant C ∈ R+. That is, the number of edges scales Θ(e(n)). A
dense graph could also be called n2-sparse in expectation.
It is worth noting that sparsity and e(n)-sparsity are asymptotic properties
of graphs. They are defined for a sequence of growing stochastic graphs, not
a single finite realization. This definition is contrary to the informal use of
“sparse” to refer to finite graphs with a few edges. It also differs from the
definition of sparsity used in Rastelli [37], which pertains to weighted graphs.
Although in practice we only observe finite realizations of graph, the notion of
sparsity remains useful because many finite network models naturally extend
to models over a growing sequence of networks.
1.2. Projectivity. Let (Pn)n=1...∞ denote the probability distributions cor-
responding to a growing sequence of random adjacency matrices (Y n)n=1,...,∞
for a sequence of graphs. We say that the sequence (Pn)n=1...∞ is projective
if, for any n1 < n2, the distribution over adjacency matrices induced by Pn1
is equivalent to the distribution over n1 × n1 sub-matrices induced by the
leading n1 rows and columns of an adjacency matrix following Pn2 . That is,
(Pn)n=1,...,∞ is projective if, for any y ∈ {0, 1}n1×n1
Pn1(Y n1 = y) = Pn2(Y n2 ∈ X),(1.3)
where X =
{
x ∈ {0, 1}n2×n2 : xij = yij if 1 ≤ i, j ≤ n1
}
. Projectivity en-
sures a notion of consistency between network models of different sizes. It has
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received considerable attention recently in the literature [45, 44, 10, 41, 23].
Without projectivity, it may be difficult to generalize inferences made from
graphs of finite n to larger graphs within the same model class (and their
limit n→∞). Our definition of projectivity of network models departs from
others considered in the literature in that it depends on a specific order-
ing of the nodes. Other definitions require consistency under subsampling of
any n1 nodes, not just the first n1 nodes. The two definitions coincide when
exchangeability is assumed, but differ otherwise.
1.3. Latent Position Network Models. The notion that entities in net-
works possess latent positions has a long history in the social science lit-
erature. The idea of a “social space” that influences the social interactions
of individuals traces back to at least the seventeenth century [46, p. 3]. A
thorough history of the notions of social space and social distance as they
pertain to social networks is provided in McFarland and Brown [29].
In the statistical network modeling literature, assigning continuous latent
positions to nodes in a network dates back to the 1970s, in which multi-
dimensional scaling was employed to summarize similarities between nodes in
the data [51, p. 385]. However, it was not until Hoff et al. [20] that the modern
notion of latent continuous positions were used to define a probabilistic model
for stochastic graphs in the statistics literature. In this work, we focus on
this probabilistic formulation, with our definition of latent position models
(LPMs) following that of the distance model of Hoff et al. [20].
Consider a binary graph on n nodes. The LPM is characterized by each
node i of the network possessing a latent position Zi in a metric space (S, ρ).
Conditional on these latent positions, the edges are drawn as independent
Bernoulli random variables following
P(Yij = 1|Zi, Zj) = K(ρ(Zi, Zj)).(1.4)
Here, K : R+ → [0, 1] is known as the link probability function; it captures
the dependency of edge probabilities on the latent inter-node distances. For
the majority of this article, we assume K is independent of n (§4.1 is an
exception). Furthermore, our consideration focuses on link probability func-
tions that are smoothly decreasing function in the distance and integrable
on the real line, such as expit(−ρ), exp (−ρ2) and (1+ρ2)−1. Though the full
formulation of the LPM in Hoff et al. [20] allows for dyad-specific covariates
to influence connectivity, our exposition assumes that no such covariates are
available. We have done this for purposes of clarity; our framework does not
specifically exclude them.
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1.4. Exchangeable Latent Position Network Models. Originally, Hoff et al.
[20] proposed modeling the nodes’ latent positions as independent and iden-
tically distributed random effects drawn from a distribution f with known
parametric form. This approach remains popular in practice today, with S
assumed to be a low-dimensional Euclidean space Rd and f typically assumed
to be multivariate Gaussian or a mixture of multivariate Gaussians [16]. We
refer to this class of models as exchangeable LPMs, due to the fact that it is
equivalent to assuming the nodes are infinitely exchangeable. Exchangeable
latent position network models are projective, but dense in expectation.
Proposition 1. Exchangeable latent position network models define a
projective sequence of models.
Proof. Provided in §A.2.1.
Proposition 2. Exchangeable latent position network models define dense
in expectation graph sequences.
Proof. Provided in §A.3.1
Consequently, LPMs with exchangeable latent positions cannot be sparse.
To develop sparse LPMs, alternative assumptions must be made.
1.5. Poisson Random Connection Model. One alternative to modeling
the latent positions of a LPM as generated iid over S is to model them as
drawn from a point process Ψ over S. This approach— known as the ran-
dom connection model— has been well-studied in the context of percolation
theory [30]. Most of the emphasis has been placed on the random geometric
graph [35], a version of a LPMs for which K is an indicator function of the
distance (i.e. K(ρ(Zi, Zj)) ∝ I(ρ(Zi, Zj) < )). Here, we instead study the
random connection model as a statistical model, focusing the case where K
is a smoothly decaying and integrable function.
In particular, we consider the Poisson random connection model [15, 36],
for which the point process Ψ is assumed to be a homogeneous Poisson
process [24] over S ⊆ Rd. Because Poisson random connection models on
finite-measure S are equivalent to exchangeable LPMs, the interesting cases
are when S is has infinite measure, such as Rd. In these cases, the expected
number of points is almost-surely infinite, resulting in graphs with an infinite
number of nodes.
These infinite graphs can be converted into a growing sequence of finite
graphs by applying the following procedure. Let G denote an infinite graph
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generated according to a Poisson random connection model on S. Let
S1 ⊂ S2 ⊂ · · · ⊂ Sn ⊂ · · · ⊂ S(1.5)
with |Si| <∞ denote a nested sequence of finitely-sized observation windows
in S. For each Si, define Gi to be the subgraph of G induced by nodes
whose latent positions fall within Si. Because Ψ is a Poisson process, each
Gi consists of a Poisson distributed number of nodes with mean given by the
size of Si. Thus, each Gi is almost-surely finite, and the sequence of graphs
(Gi)i=1,...∞ contains a stochastically increasing number of nodes.
For many choices of S, such as Rd, this approach straightforwardly extends
to a continuum of graphs by considering a continuum of nested observation
windows of (St)t∈R+ . In such cases, the number of nodes follows a continuous-
time stochastic process, stochastically increasing in t.
As far as we are aware, the above approach was first proposed by Krioukov
and Ostilli [25] in the context of defining a growing sequence of geometric
random graphs. Their exposition concentrated on a one-dimensional example
with S = R+ and observation windows given by St = [0, t]. For this example,
one would expect to observe n nodes if t = n, with the total number of
nodes for a given t being random. As noted by Krioukov and Ostilli [25], the
formulation can altered to ensure that n nodes are observed by treating n
as fixed and treating the window size tn as the random quantity. Here, tn it
equal to the smallest window width such that Ψ restricted to [0, tn] contains
exactly n nodes. Both of these viewpoints (random window size and random
number of nodes) provide complementary tools for analyzing essentially the
same underlying process.
Under the appropriate conditions, the one-dimensional Poisson random
connection model results in networks which are n-sparse in expectation, as
stated in Proposition 3.
Proposition 3. For a Poisson random connection model on R+ with
an integrable link probability function, the graph sequence resulting from the
finite window approach is n-sparse in expectation.
Proof. Provided in §A.3.2
The finite window approach approach also defines a projective sequence
of models, as stated in Proposition 4.
Proposition 4. Consider a Poisson random connection model on R+
with link probability function K. Then, the graph sequence resulting from the
finite window approach projective.
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Proof. Provided in §A.2.2.
These results indicate that the Poisson random connection model re-
stricted to observation windows is capable of defining a sparse graph se-
quences, but only for a specific sparsity level if the link probability function
is integrable. For our new framework, we extend this observation window
approach to higher dimensional S, allowing us to achieve any edge scaling
between n-sparsity and n2-sparsity (density) in expectation through the in-
clusion of an auxiliary dimension.
2. NEW FRAMEWORK. When working in a one-dimensional Eu-
clidean latent space S = R+, the observation window approach for the Pois-
son random connection model is straightforward— the width of the window
grows linearly with t, with nodes arriving as the window grows. As shown in
Proposition 3, this process results in graph sequences which are n-sparse in
expectation when K is integrable. However, extending to d dimensions (Rd+)
provides freedom in defining how the window grows; different dimensions of
the window can be grown at different rates.
We exploit this extra flexibility to develop our new sparse LPM model.
Specifically, through the inclusion of an auxiliary dimension—an additional
latent space coordinate which influences when a node becomes visible with-
out influencing its connection probabilities—we can control the level of spar-
sity of the graph by trading off how quickly we grow the window in the
auxiliary dimension versus the others.
In this section, we formalize this auxiliary dimension approach, showing
how it allows us to develop a new LPM framework for which the level of
sparsity can be controlled while maintaining projectivity. Our exposition
consists of two parts: first, we present the framework in the context of a
general S. Then, we concentrate on a special subclass for which it is possible
to prove projectivity, sparsity, and establish learnability results. We refer to
this special class as rectangular LPMs.
2.1. Sparse Latent Position Model. The definition for our new LPM fol-
lows closely with the definition of the Poisson random connection model
and finite window approach: the positions in the latent space are given by a
homogeneous Poisson point process, and the link probability function K is
independent of the number of nodes. The main departure from the random
connection model is formulating K such that it depends on the distance be-
tween nodes in a subset of the dimensions— specifically all but an auxiliary
dimension. The following is a set of ingredients to formulate a sparse LPM.
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• Position Space: A measurable metric space (S,S, ρ) equipped with a
Lebesgue measure `1.
• Auxiliary Dimension: The measure space (R+, B, `2) where B is Borel
and `2 is Lebesgue.
• Product Space: The product measure space (S∗,S∗, λ) on (S×R+,S×
B), equipped with λ = `1 × `2, the coupling of `1 and `2.
• Continuum of observation windows: A function H : R+ → S∗ such
that t1 < t2 ⇒ H(t1) ⊂ H(t2) and |H(t)| = t.
• Link probability function: A function K : R+ → [0, 1].
Jointly, we say the triple ((S,S, ρ), H,K) defines a stochastic graph se-
quence called a sparse LPM. The position space plays the role of the latent
space as in traditional LPMs, with the link probability function K : R+ →
[0, 1] controlling the probability that two nodes are connected given the la-
tent distance between them. The auxiliary dimension provides an additional
positive real-valued auxiliary variable for each node that plays no role in
connection probabilities. Instead, in conjunction with its latent position and
the continuum of observation windows, it determines when in the sequence
of nodes it appears. A node with position (Z, r) is observable at time t ∈ R+
if (Z, r) ∈ H(t). Here, time need not correspond to physical time; it is merely
an index for a continuum of graphs as in the case for the Poisson random
connection model. We refer to ti, defined as the smallest t ∈ R+ for which
(Zi, ri) ∈ H(t), as the arrival time of the ith node where (Zi, ri) are the
corresponding latent position and auxiliary value of node i.
Considered jointly, the coordinates defined by the latent positions and
auxiliary positions assigned to nodes can be viewed as a point process over
S × R+. As in the Poisson random connection model, we assume this point
process is a unit-rate Poisson. The continuum of observation windows H(t)
control the portion of the point process which is observed at time t. Since the
size of H is increasing in t, this model defines a growing sequence of graphs
with the number of nodes growing stochastically in t as follows.
• Generate a unit-rate Poisson process Ψ on (S∗,S∗).
• Each point (Z, r) ∈ Rd+ × R+ in the process corresponds to a node
where z is the latent position and r is the auxiliary coordinate.
• For a dyad on nodes with latent positions Zi and Zj , include an edge
with probability K(ρ(Zi, Zj)).
• At time t the subgraph induced by by restricting Ψ to H(t) is visible.
A graph of size n can be obtained from the above framework by choosing
any tn such that |Ψ ∩H(tn)| = n. Each tn < tn+1 with probability one (by
Lemma 6). Thus, the above generative process is well-defined for any n, and
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(a) A realization of a point pro-
cess on the product space. Square
observation windows H(t) for t =
4, 8, 16 are depicted in green, red,
and purple, respectively. The points
are coloured according to the first
observation window shown for which
they correspond to an observable
node.
(b) Latent position graphs corresponding to
the three observation windows depicted in
Figure 1(a). The link probability function
used is a decreasing function of distance in
the position dimension.
Fig 1: An example of a point process and observation windows which generate
a sequence of sparse latent position graphs
the nodes are well-ordered by their arrival times.
The above framework defines a broad class of LPMs. For instance, the
exchangeable LPM can be viewed as a special case of the above framework.
However, the full generality of this framework makes it difficult to establish
general sparsity and learnability results. For this reason, we have chosen
to focus on a subclass to derive our sparsity, projectivity, and learnability
proofs. We refer to this class as rectangular LPMs. We have chosen this class
because it allows us to emphasize the key insights in the proofs without
having to do too much extra bookkeeping.
2.2. Rectangular Latent Position Model. For rectangular LPMs, we im-
pose further citeria on the basic sparse LPM. The latent space is assumed
to be Euclidean (S = Rd). The continuum of observation windows H(t) are
defined by the nested regions
H(t) = [−g(t), g(t)]d ×
[
0,
t
(2g(t))d
]
(2.1)
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where g(t) = tp/d for 0 ≤ p ≤ 1 is a smoothly increasing differentiable
function that controls the rate at which the observation window grows for
the latent position coordinates. The growth rate in the auxiliary dimension
is chosen to be 2−dt1−p to ensure that the volume of H(t) is t. We further
assume that ∫ ∞
0
ud−1K(u)du <∞.(2.2)
which ensures that the average distance between a node and its neighbors
remains bounded as n grows. We now demonstrate the projectivity and spar-
sity of rectangular LPMs as Theorems 1 and 2.
Theorem 1. Rectangular sparse latent position network models define a
projective sequence of models.
Proof. Provided in §A.2.3
Theorem 2. A d-dimensional rectangular latent space model is n2−p-
sparse in expectation, where g(n) = np.
Proof. Provided in §A.3.3
Thus, by specifying the appropriate value of p for a rectangular LPM, it
is possible to obtain any polynomial level of sparsity within n-sparse and
n2-sparse (dense) in expectation (other intermediate rates of sparsity such
as n log(n) can also be obtained considering non-polynomial g(n)). We now
investigate for which levels of sparsity it is possible to do reliable statistical
inference of the latent positions.
3. LEARNABILITY.
3.1. Preliminaries. The distributions over graphs induced by an LPM
are controlled by two things: the link probability function K and the latent
positions Z ∈ S. In this section, we establish when it is possible to use the
observed adjacency matrix to consistently estimate the latent positions as
the number of nodes n goes to infinity. We focus on the case where both
K and S are known, working with assumptions that are compatible with
rectangular LPMs.
In the process of establishing consistent estimation results for Z, we also
establish consistent estimation results for two other quantities: the squared
latent distance matrix DZ ∈ Rn×n defined by DZij = ||Zi − Zj ||2 and the
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link probability matrix PZ ∈ [0, 1]n×n defined by PZij = K((DZij)1/2). These
additional results may be of independent interest because the distance matrix
and link probability matrix also characterize a LPM when K is known.
We use the following notation and terminology to communicate our re-
sults. Let || · ||F denote the Frobenius norm of a matrix, p→ denote conver-
gence in probability, Td denote the space of orthogonal matrices on Rd×d,
and Qn ⊂ Rn×d denote the set of all n× d matrices with identical rows.
We say that a LPM has learnable latent positions if there exists an esti-
mator Zˆ(Y n) such that
lim
n→∞ infT∈Td,Q∈Qn
||Zˆ(Y n)T −Q− Z||2F
n
p→ 0.(3.1)
That is, a LPM has learnable positions if there exists an estimator Zˆ(Y n) of
the latent positions such that the average distance between Zˆ(Y n) and the
true latent positions converges to 0. The infimum over the transformations
induced by T ∈ T and Q ∈ Qn is included to account for the fact that the
likelihood of a LPM is invariant to isometric translations (captured by Q)
and rotations/reflections (captured by T ) of the latent positions [43].
We say that a LPM has learnable squared distances if there exists an
estimator Zˆ(Y n) such that
lim
n→∞
||DZˆ(Y n) −DZ ||2F
n2
p→ 0.(3.2)
That is, a LPM has learnable squared distances if the average squared differ-
ence between an estimator for DZ induced by Zˆ(Y n) and the true squared
distance matrix converges to 0. Unlike the latent positions, the squared dis-
tance matrix is uniquely identified by the likelihood; there is no need to
account for rotations, reflections, or translations.
Finally, we say a LPM which is e(n) sparse in expectation has learnable
link probabilities if there exists an estimator Zˆ(Y n) such that
lim
n→∞
||P Zˆ(Y n) − PZ ||2
e(n)
p→ 0.(3.3)
Note that a scaling factor of e(n) is used instead of the more intuitive n2 to
account for the sparsity. Otherwise the link probability matrix for a sparse
graph could be trivially estimated because n−2||PZ ||2 p→ 0.
3.2. Related Work on Learnability. Before presenting our results, we sum-
marize some of the existing work on learnability of LPMs in the literature.
PROJECTIVE SPARSE LEARNABLE LPM 13
Choi and Wolfe [8] considered the problem of estimating LPMs from a clas-
sical statistical learning theory perspective. They established bounds on the
growth function and shattering number for LPMs with link function given by
K(δ) = (1 + exp δ)−1. However, we have found that their inequalities were
not sharp enough to be helpful for proving learnability for sparse LPMs.
Shalizi and Asta [43] provide regularity conditions under which LPMs have
learnable positions on general spaces S, assuming that the link probability
functionK is known and possesses certain regularity properties, in particular
the absolute value of the logit of the link probability function being slowly
growing, which do not hold in our setting.
Our learnability results more closely resembles those of Ma and Ma [28],
who consider a latent variable network model of the form logit(P(Aij =
1)) = αi + αj + βXij + z
T
i zj , originally due to Hoff [19]. Here, αi denote
node-specific effects, Xij denote observed dyadic covariates and β denotes a
corresponding linear coefficient. If there are no covariates and αi = ||zi||2/2,
this approach is a LPM with K given by the inverse logit function. Ma and
Ma [28] provide algorithms and regularity conditions for consistent estima-
tion of both logit-transformed probability matrix and zT z under this model,
with the concentration arguments relying on results from Davenport et al.
[11]. We use similar concentration arguments to establish Theorems 1 and
2. Our final results differ in that we consider a more general class of link
functions, and establish learnability of latent positions.
Our work also resembles Sussman et al. [47], who establish that the latent
positions for dot-product network models can be consistently estimated. The
dot product model, a latent variable model which is closely related to the
LPM, has a link probability function defined by K(Zi, Zj) = Zi · Zj with
Zj , Zj ∈ S. The latent space S ⊂ Rd is defined such that all link probabilities
must fall with [0, 1]. Our proof technique for Theorem 3 follows a similar
approach as the one used to prove their Proposition 4.3.
Other related work includes Arias-Castro et al. [1], which considers the
problem of estimating latent distances between nodes when the functional
form of the link probability function is unknown. They show that, if the
link probability function is non-increasing and zero outside of a bounded
interval, the lengths of the shortest paths between nodes can be used to
consistently rank the distances between the nodes. Diaz et al. [13] and Rocha
et al. [40] also propose estimators in similar settings with more specialized
link functions. None of these approaches are appropriate for our case— we
are interested in recovering the latent positions under the assumption K is
known with positive support on the entire real line.
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3.3. Learnability Results. Our learnability results assume the following
criteria for a LPM:
1. The link probability function K is known, monotonically decreasing,
differentiable, and upper bounded by 1−  for some  > 0.
2. The latent space S ⊆ Rd.
3. There exists a known differentiable function G(n) such that
I(||Zn|| ≤ G(n)) p→ 1.(3.4)
We refer to the above conditions as regularity criteria and refer to any LPM
that meets them as regular. Note that criterion 3 implies that the sequence
of latent positions is tight [22, p. 66]. The class of regular LPMs contain
several popular LPMs. Notably, both rectangular and exchangeable LPMs
due to Hoff et al. [20] are regular, as we show in Lemmas 11 and Lemma 12,
respectively.
Our approach to establishing learnability of Z involves proposing a par-
ticular estimator for Z which meets the learnability requirement as n grows.
Our proposed estimator is a restricted maximum likelihood estimator for Z,
provided by the following equation:
Zˆ(Y n) = argmaxz:||zi||≤G(n)∀i∈1:nL(z : Y
n)(3.5)
where L(z : Y n) denotes the log likelihood of latent positions z = (z1, . . . zn) ∈
Rn×d for a n × n adjacency matrix Y n. We use DZˆ(Y n) and P Zˆ(Y n) to de-
note the corresponding estimates of the squared distance matrix and link
probability matrix. Note that the log likelihood L(z : Y n) is given by
L(z : Y n) =
n∑
i=1
n∑
j=1
IY nij log
(
K(||zi − zj ||))+ IY¯ nij log (1−K(||zi − zj ||))
(3.6)
where IY nij is an indicator function on the event Y
n
ij = 1, and IY¯ nij = 1− IY nij .
To establish consistency, we first provide a concentration inequality for
the maximum likelihood estimate of Z, provided as Lemma 3. En route to
deriving Lemma 3, we also derive inequalities for the associated squared
distance matrix DZ ∈ Rn×n defined by DZij = ||Zi − Zj ||2 (Lemma 2) and
the link probability matrix PZ ∈ [0, 1]n×n defined by PZij = K((DZij)1/2)
(Lemma 1). We combine these results in Theorem 3 to provide conditions
under which it is possible to consistently estimate Z, DZ , and PZ .
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Our results are sensitive to the particular choices of link probability func-
tion K and upper bounding function G. For this reason, we introduce the
following notation to communicate our results.
αKn = sup
K≤x≤2G(n)
|K ′(x)|√
xK(x)
,(3.7)
βKn = sup
0<x≤2G(n)
|x|K(x)
K ′(x)2
,(3.8)
where K ′(x) denotes the derivative of K(x) and  is given by the criteria
on K imposed by regularity criterion 1, and K > 0 is a fixed constant that
depends on K. This constant is included to prevent division by 0 that could
otherwise arise as part of a Taylor expansion in the contraction argument in
the proof of Lemma 2.
Lemma 1. Consider a sequence adjacency matrices Y n generated by a
regular LPM with ||Zn|| ≤ G(n) for all n. Let P Zˆ(Y n) denote the estimated
link probability matrix obtained via Zˆ(Y n) from Equation 3.5. Then,
P
(
||P Zˆ(Y n) − PZ || ≥ 4eαKn G(n)n1.5
√
d+ 2
)
≤ C
n2
(3.9)
for some constant C > 0.
Proof. Provided in §A.4.1.
Lemma 2. Consider a sequence adjacency matrices Y n generated by a
regular LPM with ||Zn|| ≤ G(n) for all n. Let DZˆ(Y n) denote the estimated
link probability matrix obtained via Zˆ(Y n) from Equation 3.5. Then,
P
(
||DZˆ(Y n) −DZ || ≥ 256eαKn βKn G(n)n1.5
√
d+ 2
)
≤ C
n2
(3.10)
for some constant C > 0.
Proof. Provided in §A.4.2.
Working with concentration of the estimated latent positions is slightly
more complicated due to the need to account for the minimization over all
possible rotations, translations, and reflections. The following matrix, known
as the double-centering matrix, is a useful tool for accounting for translations:
Cn = In − 1
n
1n1
T
n(3.11)
is the n× n double-centering matrix; In denotes the n-dimensional identity
matrix and 1n denotes n× 1 matrix consisting of ones.
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Lemma 3. Consider a sequence adjacency matrices Y n generated by a
regular LPM with ||Zn|| ≤ G(n) for all n. Furthermore, let λ1 ≥ · · · ≥ λd
denote the d nonzero eigenvalues CnZZTCn. Then, for Zˆ(Y n) obtained via
Equation 3.5,
P
 inf
T∈Td
Q∈Qn
||Zˆ(Y n)T − Z −Q||2F ≥
256eλ1α
K
n β
K
n G(n)n
1.5
√
d+ 2(
d2 + 23/2
)−2
λ2d
 ≤ C
n2
(3.12)
for some constant C > 0, where Td denotes the space of orthogonal ma-
trices on Rd×d and Qn ⊂ Rn×d is composed of matrices with n identical
d-dimensional rows.
Proof. Provided in §A.4.3.
These three concentration can be translated into sufficiency conditions for
learnability of their respective quantities. We summarize these in Theorem 3.
Theorem 3. A regular LPM that is e(n)-sparse in expectation has learn-
able
1. link probabilities if αKn e(n)−1n1.5G(n)→ 0
2. squared distances if βKn αKn n−0.5G(n)→ 0
3. latent positions if βKn αKn n0.5G(n)λ1λ
−2
d → 0
as n goes to infinity.
Proof. Provided in §A.4.4.
It may seem counter-intuitive that, although our estimators for Z, PZ ,
and DZ are all derived from the same maximum likelihood estimator, their
conditions for learnability differ. For instance, a LPMmay have learnable link
probabilities but not squared distances if βKn grows quickly. This disparity
is better understood if one considers the implicit metric implied by each of
the learnabilities.
Suppose that δij = ||Zi − Zj || is very large. Then mis-estimating δij by a
constant c > 0 (i.e. δˆij = δij +c) contributes (2δijc+c2)2 to the error ||DZˆ−
DZ ||2— a sizable contribution to the error which can hinder convergence if
made too often. However, the influence of the same mistake on ||P Zˆ −PZ ||2
is minor; the probability K(δ) is already a small due to δ being large, thus
(K(δ+c)−K(δ))2 cannot contribute much to the error. For small distances,
the opposite may be true; a small mistake in estimated distance may lead
PROJECTIVE SPARSE LEARNABLE LPM 17
to a large mistake in estimated probability. Thus, learnability of squared
distances penalizes mistakes differently than learnability of link probabilities.
However, there are typically far more large distances than small distances,
meaning that the distance metric imposed by learnability of link probabilities
is typically less stringent than for learnability of squared distances.
Theorem 3 can be used to establish learnability results for rectangular
LPMs. We do so in Corollary 1.
Corollary 1. Consider a d-dimensional rectangular LPM with g(n) =
np/d
K(δ) = (C + δa)−1(3.13)
for some C > 0, where a > d, 0 ≤ p ≤ 1. Such a network has learnable
1. link probabilities if 2p < (1 + 1/d)−1,
2. distances if 2p < d (a+ 4)−1,
3. latent positions if 2p < d (a+ 2)−1.
Thus, for any b ∈ (1.5, 2], it is possible to construct a LPM that is projective,
nb-sparse in expectation, and has learnable latent positions, distances, and
link probabilities.
Proof. Provided in §A.4.5.
Corollary 1, combined with the projectivity of rectangular LPMs, guar-
antees the existence LPM that is projective, learnable, and sparse for any
sparsity level that is denser than n3/2-sparse in expectation. Thus, we have
shown that we have met our desiderata for LPMs laid out in the introduction.
Slightly surprisingly, our result in Corollary 1 depends upon the dimension
of the latent space. The higher the dimension, the richer the levels of learn-
able sparsity. Furthermore, the learnability results in Theorem 3 only apply
to rectangular LPMs with link functions that decay polynomially. The βKn
term is too large for the exponential-style decays that are commonly consid-
ered in practice [20, 38]. We elaborate on why this is the case in Section 4.3.
However, it is possible to prove learnability of exponential-style decays
for the more stringent exchangeable LPMs. Corollary 2 provides guarantees
learnability of the original exchangeable LPM in Hoff et al. [20]. As far as we
are aware, this is the first result learnability result for the latent positions
for the original exchangeable LPM.
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Corollary 2. Consider a sparse LPM on S = Rd with the latent posi-
tions distributed according a isotropic Gaussian random vector with variance
σ2. Suppose that the link probability function is given by
K(δ) = (1 + τ exp (δ))−1(3.14)
for τ > 0. Such a network has learnable link probabilities, distances, and
latent positions.
Proof. Provided in §A.4.6.
The results in Theorem 3 can also be used to obtain learnability results
for more specialized LPMs such as sparse graphon-based LPMs. We provide
such a result in §4.1 when comparing sparse graphons with our approach.
4. COMPARISONS AND REMARKS. It would seem that exist-
ing tools for constructing sparse graph models, such as the sparse graphon
framework [2, 4] or the graphex framework [7, 50, 5] could be used to de-
velop sparse latent position models. Unfortunately, these approaches intro-
duce sparsity in ways that produce undesirable side effects for LPMs. We
now describe both the sparse graphon framework (§4.1) and the graphex
framework (§4.2), emphasizing how they result sparse LPMs which fail to
meet our desiderata of projectivity and learnability. Finally, we make some
concluding remarks on the results we have derived this article (§4.3).
4.1. Sparse Graphon-based Latent Position Models. Borgs et al. [4] pro-
posed a modification to graphon models which define sparse graph sequences.
Because exchangeable LPMs are within the graphon family, it is straightfor-
ward to specialize their approach to define sparse graphon-based LPMs.
As in exchangeable latent space models, the latent node positions for a
sparse graphon-based LPM are each drawn independently from a common
distribution f , independently of the number of nodes n. However, the link
probability function P(Yij = 1|Zi, Zj) = Kn(ρ(Zi, Zj)) is allowed to depend
on n. Specifically, Kn(x) = min({snK(x), 1}) where K : R+ → R+ and
(sn)1...∞ is a non-increasing sequence. These models express sparse graph
sequences, with the sequence (sn)1...∞ controlling the sparsity of the resultant
graph sequence.
Proposition 5. Sparse graphon-based latent space models define a n2sn-
sparse in expectation graph sequence.
Proof. Proof provided in §A.3.4.
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However, the resultant sparse graph sequences are no longer projective.
Proposition 6. Sparse-graphon latent space models do not define a pro-
jective sequence of models if (sn)n=1...∞ is not constant.
Proof. Proof provided in §A.2.4.
The learnability results in Theorem 3 can also be applied to sparse-
graphon based LPMs.
Corollary 3. Consider the following sparse graphon-based version of
the exchangeable LPM proposed by Hoff et al. [20]. Let S = Rd with the latent
positions distributed according a isotropic Gaussian random vector with any
variance σ2 > 0. Define the link probability function as
Kn(δ) = n
−p(1 + τ exp (δ))−1(4.1)
for τ > 0, 0 ≤ p ≤ 1. Such a network has learnable link probabilities, squared
distances, and latent positions if p < 1/2. Thus, the LPM is learnable if it is
nb-sparse in expectation for b ∈ (1.5, 2].
Proof. Proof provided in §A.4.7
Thus, sparse graphon-based LPMs can achieve learnability under the same
rate or sparsity as we derived for rectangular LPMs in Corollary 1. However,
this formulation guarantees link probability functions with lighter tails, and
holds for all dimensions d. Thus, there could be a trade-off between projec-
tivity and heavy-tailedness of the link probability function.
It is also worth noting that the sparse graph representation of Bollobás
et al. [2] is more general than the sparse graphon representation described
above. It allows for latent variables assigned to nodes to be defined through
a point process rather than generated independently from the same distri-
bution. For LPMs, this is the random connection model (§1.5).
4.2. Comparison with the Graphex Framework. Beyond the random con-
nection model [30], there has been a recent renewed interest in using point
processes to define networks. This was primarily spurned by the develop-
ments in Caron [6] and Caron and Fox [7] in which they propose a new
graph framework, based on point processes, for infinitely exchangeable and
sparse networks. This approach was generalized as the graphex framework
in Veitch and Roy [50]. Other variants and extensions of this work include
Borgs et al. [5], Herlau et al. [17], Palla et al. [34], Todeschini et al. [48].
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In the graphex framework, a graph is defined by a homogeneous Poisson
process on an augmented space R+×R+, with the points representing nodes.
The two instances of R+ play the roles of the parameter space and the
auxiliary space. The parameter space determines the connectivity of nodes
through a function W : R2+ → [0, 1]. Connectivity is independent of the
auxiliary dimension R+ that determines the order in which the nodes are
observed. Clearly, our sparse LPM set-up shares many similarities with the
graphex framework. Both assign latent variables to nodes according to a
homogeneous Poisson process defined on a space which is a composition of a
parameter space to influence connectivity and an auxiliary space to influence
order of node arrival. The graphex is defined in terms of a one-dimensional
parameter space, but it can be equivalently expressed as a multi-dimensional
parameter space as we do for the sparse LPM. The link probability function
K for the sparse LPM depends solely on the distance between points, but
it would be straightforward to extend to the more general set-up for W as
in the graphex. However, it would take additional work to determine the
sparsity levels and learnability properties of such graphs.
The major difference between our framework and the graphex framework
is how a finite subgraph is observed. To observe a finite graphex-based graph,
one restricts the point process to a window R+ × [0, ν]. Here, the restriction
is limited to the auxiliary space, with the parameter space remaining unre-
stricted. This alone is not enough to lead to a finite graph, as a unit rate
Poisson process on R+ × [0, ν] still has an infinite number of points almost-
surely. To compensate, an additional criterion for node visibility is included.
A node is visible only if it has at least one edge connected to it. For some
choices of W , this results in a finite number of visible nodes for a finite ν.
Veitch and Roy [50] show that the expected number of nodes nν and edges
eν are given by
E (nν) = ν
∫ ∞
0
1− exp
(
−ν
∫
R+
W (x, y)dy
)
dx,(4.2)
E (eν) =
1
2
ν2
∫ ∞
0
∫ ∞
0
W (x, y)dxdy(4.3)
respectively. Thus, the degree of sparsity in the graph is controlled through
the definition of W . Clearly, for a finite-node restriction to be defined, the
two dimensional integral overW in Equation (4.3) must be finite. Otherwise,
the number of nodes is infinite for any ν.
A sparse graphex-based LPM cannot be implemented in the naive man-
ner because, if W is solely a function of distance between nodes, the two
dimensional integral Equation (4.3) is infinite. One modification to prevent
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this to modify W to have bounded support, e.g. W (x, y) = K(|x− y|)I(0 ≤
x, y ≤ C). However, this framework is equivalent to the graphon framework
and results in dense graphs [50]. It does not define a sparse LPM.
Alternatively, we could relax the graphex such that latent positions are
generated according to an inhomogeneous point process over the parameter
sparse. This can be done though the definition of W . For instance, consider
W (x, y) = K (| exp (x)− exp (y)|) .(4.4)
with K being the link probability function as defined in the traditional LPM.
In this set-up, W can be viewed as the composition of two operations. First,
an exponential transformation is applied to the latent positions resulting in
an inhomogeneous rate function given by f(x) = 1/(1 + x). Then, we pro-
ceed as if it were a traditional LPM in this new space, connecting the nodes
according to K on their transformed latent positions. Finally, the isolated
nodes are discarded. This approach defines a sparse and projective latent
space model, with the level of sparsity controlled by K. Though Equations
(4.2) and (4.3) provide a means with which to calculate the sparsity level,
these expressions do not yield analytic solutions for most K. As a result, the
graphex framework is far more difficult to work with when defining sparse
LPMs; they lack the straightforward control over the level of sparsity pro-
vided by the growth function g(t) in rectangular LPMs.
Furthermore, it is difficult to apply the tools derived in Theorem 3 to
establish learnability for graphex-based LPMs. The difficulty stems from the
fact that regularity requires a probably bound on the distance between the
first n nodes observed and the origin. Because of the irregular sampling
scheme in which isolates are discarded, it is difficult to establish such a
bound for the graphex. Furthermore, any such bound is usually large due to
the fact the latent positions at any n are generated according to an improper
distribution. For this reason, we feel that additional work must be done before
a graphex-based LPM can be considered learnable.
4.3. Remarks. We have established a new framework for sparse and pro-
jective latent position models for which it is straightforward to control the
level of sparsity. The sparsity is a result of assuming the latent positions of
nodes are a realization of a Poisson point process with an extra auxiliary
dimension included, and that a sequence of finite graphs is obtained by re-
stricting observable nodes to those whose latent position falls to a growing
sequence of nested observation windows.
The notion of projectivity we consider is slightly weaker than the one usu-
ally considered in the literature (e.g. Shalizi and Rinaldo [44]). Our definition
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requires consistency under marginalization of the most recently arrived node,
rather than consistency under marginalization of any node. We do not con-
sider this to be a major limitation— if the entire sequence of graphs were
observed, the order of the nodes would be apparent.
In practice, only a single network of finite size is available when conduct-
ing inference. However, in these cases the order of nodes is not required— we
make no use of it when defining the maximum likelihood estimator. A finite
observation from our new sparse LPM can be viewed as equivalent to finite
observation from an equivalent exchangeable LPM with f given by the shape
of H(nt). This follows from Lemma 4 which indicates that the distribution
of latent positions can be viewed as iid after conditioning on the number
of nodes and applying a random permutation to the ordering. This means
that the analysis and inference tools developed for exchangeable LPMs ex-
tend immediately to our approach when analyzing a single, finite network.
From this viewpoint, we have merely proposed a different asymptotic regime
for studying the same classes of models available under the exchangeability
assumption.
Theorem 3 provides some consistency results under this asymptotic regime.
However, the rates of learnability we achieved are upper bounds— the in-
equalities in Lemmas 1-3 are not necessarily tight. They are derived to hold
even for the worse-case regular LPMs in which the latent positions are placed
in a manner which makes inference difficult. We demonstrate in Theorem 4
(§A.5) that there are some classes regular LPMs for which it is impossible to
learn the latent positions. This class of models includes any regular LPMs
with G(n) = np and K exponentially decreasing. In these cases, it is possi-
ble for the LPM to result in graphs which are disconnected with probability
trending to one by having the latent positions cluster at two extreme points
of the space.
Though the regularity criteria technically allow for such instances by plac-
ing no assumptions on the distribution of Z besides bounded norms, these
clusters arise with vanishing probability when the latent positions are as-
sumed to follow a homogeneous Poisson process such as in rectangular LPMs.
For this reason, a future research direction to explore is to establish better
learnability rates for rectangular LPMs by tightening the bounds Lemmas
(1)-(3) through assumption on the distribution of the latent positions.
APPENDIX A: PROOFS OF RESULTS AND SUPPORTING LEMMAS
A.1. Intermediary Results. The following are useful lemmas toward
establishing the main results in this article.
PROJECTIVE SPARSE LEARNABLE LPM 23
Lemma 4. Restriction Theorem in Kingman [24, p. 17] Let Λ be a Pois-
son process with mean measure µ on S, and let S1 be a measurable subset of
S. Then the random countable set
(A.1) Λ1 = Λ ∩ S1
can be regarded as a Poisson process on S with mean measure
(A.2) µ1(A) = µ(A ∩ S1)
or as a Poisson process on S1 whose mean measure is the restriction of µ to
S1.
Lemma 5. For a rectangular LPM, the number of nodes which are visible
at time t is Poisson distributed with mean t.
Proof. According to Lemma 4, the latent positions of nodes visible at
time t follow a unit-rate Poisson process over H(t). Therefore, the number of
nodes is Poisson distributed with expectation equal to the volume of H(t),
which is t.
Lemma 6. Let tn denote the arrival time of the nth node in a sparse
LPM. Then, tn ∼ Gamma(n, 1) if H(t) has volume t.
Proof. Let nt = |Ψ∩H(t)|. Then, it is straightforward to verify that nt
follows a one-dimensional homogeneous Poisson process on the positive real
line. Note that tn can be equivalently expressed as
tn = inf {t ≥ 0 : |Ψ ∩H(t)| = n} .(A.3)
That is, tn is the index of the smallest observation window containing n
nodes for all positive integers n. Under this perspective, can view tn as a
stopping time of nt. It is well-known that t1, the first arrival time of a unit-
rate Poisson process, follows an exponential distribution with rate 1. Then,
by the strong Markov property of Poisson processes tn − tn−1 is identical
in distribution to t1. Thus, tn is equivalent to the sum of n independent
exponential distributions, meaning it follows Gamma(n, 1).
Lemma 7. Consider a sparse rectangular LPM. Let z denote the latent
position of a node chosen uniformly at random of the nodes visible at time
t. Then z follows a uniform distribution over [−g(t), g(t)]d.
24 N. SPENCER ET AL.
Proof. Applying the restriction that a node be visible at time t is equiva-
lent to restricting that its latent position and auxiliary coordinate pair (z, r)
was a point in a unit-rate Poisson process restricted H(t). By Lemma 4, the
resultant restricted point process is a Poisson process with unit rate over
the restricted space. Thus, if a node is visible at time (z, r) is uniformly dis-
tributed over H(t) = [−g(t), g(t)]d× [0, t/(2g(t))d]. Marginalizing r provides
the result.
Lemma 8. Let K be a decreasing non-negative function such that
0 <
∫ ∞
0
rd−1K(r)dr <∞,(A.4)
for d ∈ Z+. Then,
0 <
∫
y∈[−B,B]d
K(||x− y||)dy <∞(A.5)
for any B ∈ R+.
Proof. Note that for all decreasing positive functions K, the function
R(x) =
∫
y∈[−B,B]d
K(||y − x||)dy(A.6)
is maximized when x is at the origin. Thus, for all x ∈ Rd,∫
y∈[−B,B]d
K(||y − x||)dy ≤
∫
y∈[−B,B]d
K(||y||)dy(A.7)
≤
∫
y∈Rd:||y||<B
K(||y||)dy(A.8)
∝
∫ B
0
rd−1K(r)dr(A.9)
<∞.(A.10)
The positivity follows from K being non-negative.
Lemma 9. Consider a rectangular LPM, with ti denoting the arrival
time of the ith node. Let pi denote permutation chosen uniformly at ran-
dom from all permutations on {1, . . . , n− 1}. Then, conditional on tn = T ,
each tpi(i)’s marginal distribution is uniform on [0, T ] for i = 1, . . . , n − 1.
Consequently, the latent position Zpi(i) of node pi(i) is uniformly distributed
on [−g(T ), g(T )]d.
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Proof. Let (wi)i=1,...,n denote the inter-arrival of times of the nodes.
That is, w1 = t1 and wi = ti − ti−1. As argued in the proof of Lemma 6,
each wi is exponentially distributed. Thus, the density of t1, . . . , tn−1 given
tn = T is given by:
f(t1, . . . , tn−1|tn = T ) ∝ I(0 ≤ t1 ≤ t2 ≤ · · · ≤ tn−1 ≤ tn)(A.11)
which is the same density as the order statistics of a uniform distribution on
[0, T ]. Thus, a randomly chosen waiting time tpi(i) is uniformly distributed
on [0, T ]. Let rpi(i) denote the auxiliary coordinate of node pi(i). It follows
that P((Zpi(i), rpi(i)) ∈ [−g(a), g(a)]d × [0, a/g(a)d]) = a/T for all 0 ≤ a ≤ T .
It follows that Zpi(i) is uniformly distributed on [−g(T ), g(T )]d.
Lemma 10. Consider a rectangular sparse LPM model restricted to H(tn)
such that n nodes are visible. Let
{
Z1, . . . , Zn
}
denote the latent positions
of these nodes. Let δ(n) = maxi=1,...n ||Zi|| denote the furthest Euclidean dis-
tance away from the origin of any of the visible nodes latent positions. Then,
P(δ(n) >
√
dg(n+
√
n log(n))) ≤ log(n)−1(A.12)
indicating that
lim
n→∞P(δ
(n) >
√
dg(n+
√
n log(n)))→ 0.(A.13)
Consequently,
lim
n→∞P(δ
(n) > 2
√
dg(n))→ 0.(A.14)
Proof. Let Zji denote the ith latent coordinate of node j. By construc-
tion, ||Zji || ≤ g(tn) for any i ≤ d, j ≤ d. Thus, δ(n) ≤
√
dg(tn). By Lemma 6,
know that tn ∼ Gamma(n, 1). By Chebyshev inequality,
P(|tn − n| >
√
n log(n)) ≤ log(n)−1(A.15)
⇒ P(tn > n+
√
n log(n)) ≤ log(n)−1(A.16)
⇒ P(g(tn) > g(n+
√
n log(n))) ≤ log(n)−1(A.17)
⇒ P(d−1/2δ(n) > g(n+
√
n log(n))) ≤ log(n)−1(A.18)
⇒ P(δ(n) >
√
dg(n+
√
n log(n))) ≤ log(n)−1(A.19)
The result in (A.13) follows from taking the limit, and the result in (A.14)
follows from g(n+
√
n log(n)) ≤ 2g(n) for all g(n) = np and n ≥ 1.
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Lemma 11. Rectangular LPMs are regular with G(n) = 2
√
dnp.
Proof. Criteria 1 and 2 of a regular LPM hold by definition of a rectan-
gular LPM. Lemma 10 guarantees that satisfaction of criterion 3.
Lemma 12. Consider a LPM on S = Rd, with the latent position vectors
independently and identically distributed according to an isotropic Gaussian
with σ2. If the link probability function is upper bounded by 1 − , then the
LPM is regular with G(n) =
√
2σ2(1 + c) log(n) for any c > 0.
Proof. Criteria 1 and 2 for regularity hold trivially. Thus, it is sufficient
to prove criteria 3 for the prescribed G(n). Let Z1, . . . , Zn denote the latent
positions. Then ||Zi||2/σ2 follows a χ2 distribution with parameter d. We
can apply the concentration inequality on χ2 random variables implied by
Laurent and Massart [26, Lemma 1], to conclude, for any t > 0
P
(
||Zi|| > σ
√
d+ 2t+ 2
√
dt
)
≤ exp (−t)(A.20)
⇒ P
(
||Zi|| >
√
2σ(u+
√
d)
)
≤ exp (−u2)(A.21)
for any u > 0. Applying the union bound results in
P
(
max
1≤i≤n
||Zi|| >
√
2σ(u+
√
d)
)
≤ n exp (−u2)(A.22)
As long as u2 ≥ (1 + c) log(n), for c > 0, the above probability goes to 0.
Note that
√
2σ2(1 + c) log(n) dominates
√
2dσ2 as n grows. Thus, G(n) =√
2σ2(1 + c) log(n) yields the desired result for c > 0.
Lemma 13. Let Σ, Σˆ ∈ Rn×n be symmetric, with eigenvalues λ1 ≥ λ2 ≥
· · · ≥ λn and λˆ1 ≥ · · · ≥ λˆn, respectively. Furthermore, assume there is a
d ≤ n such that λd > λd+1 = · · ·λn = 0. Let V, Vˆ ∈ Rn×d have orthonormal
columns satisfying ΣVj = λj and ΣˆVj = λˆj for j ∈ {1, . . . , d}. Then, there
exists an orthogonal matrix T ∈ Rd×d such that
||Vˆ T − V ||F ≤ 2
3/2||Σˆ− Σ||F
λd
.(A.23)
Proof. This is a special case of the Davis-Kahan Theorem [52, Theorem
2].
A.2. Projectivity Proofs.
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A.2.1. Proof of Proposition 1.
Proof. Let Y n1 and Y n2 denote random graphs with n1 and n2 nodes
(n1 < n2) obtained by the exchangeable LPM, and let Pn1 and Pn2 be their
corresponding distributions. Let Zij denote the random latent position of
node i in Y j for j = n1, n2. By definition, Zin1 and Z
i
n2 are iid draws from
the same distribution f on S. Thus, the (Zij)i=1...n1 have identical distribu-
tions for each j. As a result, K(ρ(Zi1n1 , Z
i1
n1)) has the same distribution as
K(ρ(Zi1n2 , Z
i1
n2)) for any 1 ≤ i1, i2 ≤ n1. Because the distribution over each
dyad coincide, the distributions over adjacency matrices coincide.
A.2.2. Proof of Proposition 4.
Proof. (n1 < n2) obtained by the finite window approach on the Poisson
random connection model on R+, and let Pn1 and Pn2 be their corresponding
distributions. Let Zij denote the random latent position of node i in Y
j for
j = n1, n2. For both cases, the random variables Z1j −0, Z2j −Z1j , . . . , Zn1,j−
Zn1−1,j are iid exponential random variables, by the interval theorem for
point processes [24, p. 39]. Thus, the (Zij)i=1...n1 have identical distributions
for each j. The rest follows identically as for Proposition 1.
A.2.3. Proof of Theorem 1.
Proof. Let Yn1 and Yn2 denote random graphs distributed with n1 and
n2 nodes (n1 < n2) obtained from a rectangular LPM on Rd+. Let Pn1 and Pn2
be their corresponding distributions. Let tji , denote the arrival time for the ith
node in Y j for j = n1, n2. Following, Lemma 6, both tn1i and t
n2
i are equally
distributed. It is straightforward from this that Zi,n1 and Zi,n2 must also be
equally distributed. The rest follows as in the proofs for Proposition 1.
A.2.4. Proof of Proposition 6.
Proof. Suppose (sn)n=1...∞ is not constant. Then there is an n2 > n1 ≥ 2
such that sn 6= sn2 . Let Y n1 and Y n2 denote random graphs with n1 and n2
nodes. Notice that the marginal distribution of Y n12 in a graph with n nodes
is given by
Pn(Y12) = E
(
Pn(Y12|Z1, Z2)
)
(A.24)
= E
(
snK
(
Z1, Z2
))
(A.25)
= snE
(
K
(
Z1, Z2
))
.(A.26)
Clearly, Pn1(Y12) 6= Pn2(Y12) because sn1 6= sn2 and Z1, Z2 ∼ f indepen-
dently of k. Thus the model cannot be projective.
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A.3. Sparsity Proofs.
A.3.1. Proof of Proposition 2.
Proof. Let n be the number of nodes in the latent position network
model. Then the expected number of edges
∑n
i=1
∑n
j=1 Yij is given by
E
(∑n
i=1
∑n
j=1 Yij
n2
)
=
1
n2
n∑
i=1
n∑
j=1
E(E(Yij |Zi, Zj))(A.27)
=
1
n2
n∑
i=1
n∑
j=1
EK(ρ(Zi, Zj))(A.28)
= EK(ρ(Zi, Zj))(A.29)
where EK(ρ(Zi, Zj)) is constant due to Zi being independent and identically
distributed. Thus, as long as the network is not empty, it is dense.
A.3.2. Proof of Proposition 3.
Proof. A special case of the proof of Theorem 2 with d = 1 and g(t) =
t.
A.3.3. Proof of Theorem 2.
Proof. Let pi be a permutation on (1, . . . , n) chosen uniformly at random
from the set of permutations on (1, . . . , n). Then,
n∑
i=1
n∑
j=1
Yij =
n∑
i=1
n∑
j=1
Ypi(i)pi(j).(A.30)
Let Ω = [−g(tn+1), g(tn+1)]d. By Lemma 9,
E(Ypi(i)pi(j)|tn+1) =
∫
z,z′∈Ω
K(||z − z′||) 1
2dg(tn+1)d
dz′
1
2dg(tn+1)d
dz(A.31)
≤ 1
4dg(tn+1)2d
∫
z∈Ω
Cdz(A.32)
∝ 1
2dg(tn+1)d
(A.33)
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for some C ∈ R+ by Lemma 8. Thus,
E
g(n)d
n2
n∑
i=1
n∑
j=1
Yij | tn+1
 = E
g(n)d
n2
n∑
i=1
n∑
j=1
Ypi(i)pi(j) | tn+1
(A.34)
= g(n)dE(Ypi(i)pi(j)|tn+1)(A.35)
∝ g(n)
d
g(tn+1)d
.(A.36)
We can analytically integrate over possible tn+1 because tn+1 follows Gamma(n+
1, 1), as given by Lemma 6.
E
g(n)d
n2
n∑
i=1
n∑
j=1
Yij
 = E
E
g(n)d
n2
n∑
i=1
n∑
j=1
Yij | tn+1
(A.37)
∝ E
(
g(n)d
g(tn+1)d
)
(A.38)
= np
∫ ∞
0
t−p
1
Γ(n+ 1)
tn exp (−t)dt(A.39)
= np
Γ(n− p+ 1)
Γ(n+ 1)
(A.40)
which converges to one as n goes to infinity.
A.3.4. Proof of Proposition 5.
Proof. Let n be the number of nodes in the LPM. Then the expected
number of edges
∑n
i=1
∑n
j=1 Yij is given by
E
 n∑
i=1
n∑
j=1
Yij
 = n∑
i=1
n∑
j=1
E(E(Yij |Zi, Zj))(A.41)
=
n∑
i=1
n∑
j=1
EKn(ρ(Zi, Zj))(A.42)
=
n∑
i=1
n∑
j=1
snEK(ρ(Zi, Zj))(A.43)
= n2snEK(ρ(Zi, Zj))(A.44)
where EK(ρ(Zi, Zj)) is constant due to Zi being independent and identically
distributed.
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A.4. Learnability Proofs.
A.4.1. Proof of Lemma 1. Much of the argument provided here can be
viewed specialization of the results established in Davenport et al. [11, The-
orem 6]. For clarity, we have opted to include the entirety of the argument
here because we make some non-standard choices for some of the compo-
nents. The notation for our proofs is simplified by working with the following
standardized version of the likelihood
L¯(z : Y n) = L(z : Y n)− L(z = 0 : Y n)
(A.45)
=
n∑
i=1
n∑
j=1
IY nij log
(
K(||zi − zj ||)
K(0)
)
+ IY¯ nij
log
(
1−K(||zi − zj ||)
1−K(0)
)
.
(A.46)
Going forward, we use the shorthand L¯(z) because Y n is implied. In order
to establish concentration of ||P zˆ(Y n) − P z||2F , we first establish concentra-
tion of related quantities. Specifically, Lemma 14 establishes concentration
of KL(P zˆ(Y n), P z). Here, KL(P,Q) denotes the Kullback-Leibler divergence
[9] between two link probability matrices P and Q. It is a non-negative and
given by
KL(P,Q) =
n∑
i=1
n∑
j=1
log
(
Pij
Qij
)
+ (1− Pij) log
(
1− Pij
1−Qij
)
.(A.47)
Lemma 14. Consider a sequence adjacency matrices Y n generated by a
LPM meeting the criteria provided in Section 3.3. Further assume that the
true latent positions are within
Ω =
{
X ∈ Rn×d : ||Xi|| ≤ G(n)
}
(A.48)
where Xi denotes the ith row of X. Let P Zˆ(Y n) denote the estimated link
probability matrix obtained via Zˆ(Y n) from Equation 3.5. Then,
P
(
KL(P zˆ(Y
n), P z) ≥ 8eαKn G(n)n1.5
√
d+ 2
)
≤ C
n2
(A.49)
for some C > 0.
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Proof. Note that for any z0 ∈ Ω, we have
L¯(z0)− L¯(z) = E(L¯(z0)− L¯(z)) + L¯(z0)− E(L¯(z0))− (L¯(z)− E(L¯(z)))
(A.50)
≤ E(L¯(z0)− L¯(z)) + |L¯(z0)− E(L¯(z0))|+ |(L¯(z)− E(L¯(z)))|(A.51)
≤ E(L¯(z0)− L¯(z)) + 2 sup
x∈Ω
|(L¯(x)− E(L¯(x)))|(A.52)
≤ −KL(P z0 , P z) + 2 sup
x∈Ω
|(L¯(x)− E(L¯(x)))|.(A.53)
Let z0 = Zˆ(Y n) denote the maximum likelihood estimator given in Equa-
tion (3.5). Then, because L¯(z0)− L¯(z) ≥ 0,
KL(P zˆ(Y
n), P z) ≤ 2 sup
x∈Ω
|(L¯(x)− E(L¯(x)))|.(A.54)
So we can upper bound KL(P zˆ(Yn), P z) by bounding
sup
x∈Ω
|(L¯(x)− E(L¯(x)))|.
Let h be an arbitrary positive integer (we will later let it be log(n)). Applying
the Markov inequality for supx∈Ω |(L¯(x)− E(L¯(x)))|h yields:
P
(
sup
x∈Ω
|(L¯(x)− E(L¯(x)))|h > c(n)h
)
≤ E(supx∈Ω |(L¯(x)− E(L¯(x)))|
h)
c(n)h
(A.55)
for a positive function c : N → R+. To bound the expectation, we use a
symmetrization argument [27, Lemma 6.3] followed by a contraction [27,
Theorem 4.12]
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E
(
sup
x∈Ω
|(L¯(x)− E(L¯(x)))|h
)(A.56)
≤ 2hE
sup
x∈Ω
∣∣∣∣∣∣
n∑
j=1
n∑
i=1
ij
(
IY nij log
(
K(||xi − xj ||)
K(0)
)
+ IY¯ nij
log
(
1−K(||xi − xj ||)
1−K(0)
))∣∣∣∣∣∣
h

(A.57)
by symmetrization. Each ij is an independent Rademacher random variable.
(A.58)
≤ (4αKn )hE
sup
x∈Ω
∣∣∣∣∣∣
n∑
j=1
n∑
i=1
ij
(
IY nij ||xi − xj || − IY¯ nij ||x
i − xj ||
)∣∣∣∣∣∣
h

(A.59)
by contraction.
(A.60)
= (4αKn )
hE
(
sup
x∈Ω
〈E ◦A,Dx〉h
)(A.61)
= (4αKn )
hE
(
sup
x∈Ω
〈E,Dx〉h
)(A.62)
where ◦ denotes the Hadamard product, E = (ij) is a matrix of independent
Rademacher random variables, and Dx denote the squared distance matrix
implied by x. To bound E
(
supx∈Ω〈E,Dx〉h
)
, we make use of the fact that the
rank of a squared distance matrix is at most d+ 2 where d is the dimension
of the space. Let || · ||o denote the operator norm and || · ||∗ denote the nuclear
norm. Recall that 〈A,B〉 ≤ ||A||o||B||∗. Then,
E
(
sup
x∈Ω
〈E, x〉h
)
≤ E
(
sup
Ω
||E||ho ||Dx||h∗
)
(A.63)
= E(||E||ho ) sup
x∈Ω
||Dx||h∗(A.64)
≤ Cnh/2 sup
x∈Ω
||Dx||h∗(A.65)
≤ Cn3h/2(2G(n))h(d+ 2)h/2(A.66)
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where E(||E||ho ) was bounded using Seginer [42, Theorem 1.1] and C > 0 is
a constant provided that h ≤ 2 log(n). Combining the above results yields
P
(
KL(P zˆ(Yn), P z) ≥ c(n)
)
≤ 8
hCn3h/2(αKn )
hG(n)h(d+ 2)h/2
c(n)h
(A.67)
Let c(n) = 8C0αKn G(n)(d+ 2)1/2n3/2 for some constant C0. Then, by letting
h = 2 log(n), we get
P
(
KL(P zˆ(Yn), P z) ≥ c(n)
)
≤ CC−h0(A.68)
= CC
−2 log(n)
0(A.69)
=
C
n2 log(C0)
(A.70)
The result follows from letting C0 = e.
We can now leverage Lemma 14 into Corollary 4, a concentration bound
on the squared Hellinger distance d2H(P
zˆ(Y n), P z). Here, d2H(P,Q) denotes
the squared Hellinger distance between two link probability matrices P and
Q given by
d2H(P,Q) =
n∑
i=1
n∑
j=1
(
√
Pij −
√
Qij)
2 + (
√
1− Pij −
√
1−Qij)2.(A.71)
Corollary 4. Consider a sequence adjacency matrices Y n generated by
a LPM meeting the criteria provided in Section 3.3. Further assume that the
true latent positions are within
Ω =
{
X ∈ Rn×d : ||Xi|| ≤ G(n)
}
.(A.72)
Let P Zˆ(Y n) denote the estimated link probability matrix obtained via Zˆ(Y n)
from Equation 3.5. Then,
P
(
d2H(P
zˆ(Y n), P z) ≥ 8eαKn G(n)n1.5
√
d+ 2
)
≤ C
n2
(A.73)
Proof. (A.73) Follows from Lemma 14 and the fact that Kullback-Leibler
divergence upper bounds the squared Hellinger distance [14].
Finally, the Frobenius norm ||P−Q||2F between P and Q is upper bounded
by the squared Hellinger distance, which provides us with our proof of
Lemma 1.
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Proof. The result follows from Corollary 4 because the squared Hellinger
distance between two link probability matrices upper bounds the squared
Frobenius norm between them. This follows from the fact that u ≤ √u for
all u ∈ [0, 1].
Note that, rather than immediately upper bounding ||P−Q||2F by KL(P,Q),
we introduce d2H(P,Q) in Corollary 4 due to its utility in proving Lemma 2.
A.4.2. Proof of Lemma 2.
Proof. Let dˆij and dij denote the (i, j)th entry of DZˆ(Y
n) and DZ re-
spectively. Then, d2H(P
Zˆ(Y n), PZ) can be lower-bounded because
n∑
i=1
n∑
j=1
(
K(
√
dij)
1/2 −K(
√
dˆij)
1/2
)2
+
(
(1−K(√dij))1/2 − (1−K(√dˆij))1/2)2
(A.74)
≥
n∑
i=1
n∑
j=1
1
2
((√
K(
√
dij)−
√
K(
√
dˆij)
)
−
(√
1−K(√dij)−√1−K(√dˆij)))2 .
(A.75)
Let K ′(t) denote the derivative of K with respect to t. By Taylor expansion
of
√
K(
√
t) around t = dij ,
√
K(
√
dˆij) =
√
K(
√
dij) +
K ′(θ1)(dˆij − dij)
4
√
θ1
√
K(θ1)
for some θ1 ∈ [0, 2G(n)]
(A.76)
√
1−K(
√
dˆij) =
√
1−K(√dij)− K ′(θ2)(dˆij − dij)
4
√
θ2
√
1−K(θ2)
for some θ2 ∈ [0, 2G(n)]
(A.77)
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Combining these results with (A.75) yields
d2H(P
Zˆ(Y n), PZ) ≥
n∑
i=1
n∑
j=1
1
32
inf
θ∈[0,2G(n)]
K ′(θ)2
θ
(dˆij − dij)2(
K(θ)−1/2 + (1−K(θ))−1/2)−2
(A.78)
≥
n∑
i=1
n∑
j=1
1
32
inf
θ∈[0,2G(n)]
K ′(θ)2
θK(θ)(1−K(θ))(dˆij − dij)
2(A.79)
≥
n∑
i=1
n∑
j=1
1
32βKn
(dˆij − dij)2(A.80)
=
1
32βKn
||DZˆ(Y n) −DZ ||2(A.81)
Combining this inequality with Corollary 4 yields
P
(
d2H(Pzˆ, Pz) ≥ 8eαKn G(n)n1.5
√
d+ 2
)
≤ C
n2
(A.82)
⇒ P
(
1
32βKn
||DZˆ(Y n) −DZ ||2 ≥ 8eαKn G(n)n1.5
√
d+ 2
)
≤ C
n2
(A.83)
⇒ P
(
||DZˆ(Y n) −DZ ||2 ≥ 256eβKn αKn G(n)n1.5
√
d+ 2
)
≤ C
n2
.(A.84)
A.4.3. Proof of Lemma 3. Before we proceed with the formal proof of
Lemma 3, it is worth summarizing the general strategy. Our proof consists
of leveraging the concentration inequality given in Lemma 2 to develop an
analogous concentration inequality estimated latent positions. To do so, we
use the fact that latent positions Z ∈ Rn×d producing a squared distance
matrixD ∈ Rn×n can be obtained via an eigen-decomposition of −0.5CnDCn.
That is,
Z = V Λ1/2(A.85)
where Λ ∈ Rd×d is a diagonal matrix consisting of the d nonzero eigenval-
ues of D and the columns of V ∈ Rn×d is composed of the corresponding
eigenvectors. This technique, known as classical multi-dimensional scaling [3,
Chapter 12], is guaranteed to recover Z exactly, up to rotations, translations,
and reflections. These transformations of Z do not affect D.
We can use this decomposition on both DZ and DZˆ(Y n) to recover the cor-
responding Z and Zˆ(Yn). We use the following notation: V, Vˆ ∈ Rn×d, Λ, Λˆ ∈
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Rd×d that are the eigenvectors and eigenvalues such that Z = V Λ1/2T1 +Q1
and Zˆ(Yn) = Vˆ Λˆ1/2T2 + Q2 for any T1, T2 ∈ Td and Q1, Q2 ∈ Qn. Without
loss of generality, we choose T1, T2, Q1, Q2 to minimize ||Zˆ(Yn)− Z||F .
For any matrix A ∈ Rn×n,
||A||F ≥ ||CnACn||F ,(A.86)
because centering a matrix reduces its Frobenius norm. Consequently,
||Cn(DZˆ(Y n) −DZ)Cn||2F ≤ ||DZˆ(Y
n) −DZ ||F ,(A.87)
allowing us to use Theorem 2 to bound ||0.5Cn(DZˆ(Y n) −DZ)Cn||2F .
Recall that λ1 ≥ · · · ≥ λn > δ denote the diagonal entries in Λ, and let
λˆ1 ≥ · · · ≥ λˆn ≥ 0 denote the diagonal entries in Λˆ. Two useful inequalities
are the following. By Lemma 13,
||Vˆ − V ||F ≤ ||Vˆ ΛˆVˆ
T − V ΛV T ||F
λd
(A.88)
≤ ||D
Zˆ(Y n) −DZ ||F
λd
.(A.89)
By Weyl’s inequality [21],
|λˆi − λi| ≤ ||Vˆ ΛˆVˆ T − V ΛV T ||F(A.90)
≤ ||DZˆ(Y n) −DZ ||F(A.91)
for all 1 ≤ i ≤ d. We can now proceed to bound ||Zˆ − Z||F .
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Proof.
||Zˆ − Z||F = ||Vˆ Λˆ1/2 − V Λ1/2||F
(A.92)
≤ ||Vˆ Λˆ1/2 − Vˆ Λ1/2||F + ||Vˆ Λ1/2 − V Λ1/2||F(A.93)
≤ ||Vˆ ||F ||Λˆ1/2 − Λ1/2||F + ||(Vˆ − V )Λ1/2||F(A.94)
= d||Λˆ1/2 − Λ1/2||F + ||(Vˆ − V )Λ1/2||F(A.95)
= d
√√√√ d∑
i=1
(
λˆ
1/2
i − λ1/2i
)2
+ ||(Vˆ − V )Λ1/2||F(A.96)
= d
√√√√ d∑
i=1
(
λˆi − λi
λ
1/2
i + λˆ
1/2
i
)2
+ ||(Vˆ − V )Λ1/2||F(A.97)
≤ d
(
λˆ
1/2
d + λ
1/2
d
)−1 ||Λˆ− Λ||F + ||(Vˆ − V )Λ1/2||F(A.98)
≤ dλ−1/2d ||Λˆ− Λ||F + ||(Vˆ − V )Λ1/2||F(A.99)
≤ dλ−1/2d ||Λˆ− Λ||F + ||Vˆ − V ||Fλ1/21(A.100)
≤ d2λ−1/2d ||DZˆ(Y
n) −DZ ||F + 23/2λ−1d λ1/21 ||DZˆ(Y
n) −DZ ||F(A.101)
≤
(
d2λ
−1/2
d + 2
3/2λ−1d λ
1/2
1
)
||DZˆ(Y n) −DZ ||F(A.102)
≤
(
d2 + 23/2
)
λ−1d λ
1/2
1 ||DZˆ(Y
n) −DZ ||F(A.103)
The result follows from applying Lemma 2 to bound ||DZˆ(Y n) −DZ ||F .
A.4.4. Proof of Theorem 3.
Proof. Consider point (1) corresponding to learnability of the link prob-
abilies. Let δn = αKn G(n)n1.5e(n)−1 and suppose that δn → 0. Then,
P
(
||P zˆ(Y n) − P z||2F
e(n)
> δn
)
≤ P
(
||P zˆ(Y n) − P z||2F
e(n)
> δne(n) | sup
1≤i≤n
||zi|| ≤ G(n)
)(A.104)
+ P( sup
1≤i≤n
||zi|| ≥ G(n))(A.105)
≤ C
n2
+ P
(
sup
1≤i≤n
||zi|| ≥ G(n)
)
(A.106)
(A.107)
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by Lemma 1. By the third regularity assumption, this expression converges
to 0 in probability. Thus,
||P zˆ(Y n) − P z||2F
e(n)
p→ 0(A.108)
because δn = o(1). The proof follows the same reasoning for (2) squared dis-
tances and (3) latent positions, simply swapping out Lemma 1 for Lemma 2
and Lemma 3, respectively.
A.4.5. Proof of Corollary 1 . Before proceeding with the proof, we first
need to establish a lemma to bound the eigenvalues λ1, . . . , λd. This lemma,
and its proof, were inspired by the work of Sussman et al. [47, Proposition
4.3].
Lemma 15. Let λi denote the ith largest eigenvalue of CnZZTCn, where
CnZ ∈ Rn×d is the centered matrix of n latent positions associated with a
rectangular LPM generated with g(n) = np. Then, if p < 1 and i ≤ d,
λi
ng(n)2
p→ C(A.109)
for some constant C > 0.
Proof. Recall that both ZTCnCnZ and CnZZTCn have the same d non-
zero eigenvalues λ1, . . . , λd. Furthermore,
||ZTCnCnZ − E(ZTCnCnZ)||F ≤ ||ZTZ − E(ZTZ)||F + ||Z
T 1nZ − E(ZT 1nZ)||F
n
(A.110)
where 1n ∈ Rn×n denotes a matrix filled with ones. Suppose tn+1 is known,
and pi is a random permutation on 1, . . . , n. Then, each Zpi(i) is uniformly
distributed on [−g(tn+1), g(tn+1)]d by Lemma 7. Thus, after randomly per-
muting the row indices in Z, they can be treated as independent samples
from this distribution. Going forward, in a slight abuse of notation, we as-
sume that the rows of Z have been randomly permuted, meaning each row
can be treated as an iid uniform sample on [−g(tn+1), g(tn+1)]d.
Therefore, (ZTZ)ij =
∑n
k=1 ZkiZkj is the sum of n iid random variables,
and each summand’s absolute value is upper bounded by ng(tn+1)2. The
Hoeffding bound [18] provides us with the following concentration result.
P(|(ZTZ)ij − E((ZTZ)ij)| > δ) ≤ 2 exp
( −2δ2
g(tn+1)4
)
.(A.111)
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Combining this with a union bound provides
P(||(ZTZ)− E((ZTZ))||F > d2δ) ≤ 2d2 exp
( −2δ2
g(tn+1)4
)
.(A.112)
Furthermore, (ZT 1nZ)ij = (
∑n
k=1 Zki)(
∑n
k=1 Zkj), where each of the fac-
tors in the product are identically distributed. Each entry in each of the
summand is bounded in absolute value according to |Zkj | ≤ g(tn+1). Thus,
applying the Hoeffding bound on each yields
P(|(ZT 1nZ)ij − E((ZT 1nZ)ij)| > δ) ≤ 2P(|(
n∑
k=1
Zki)− E(
n∑
k=1
Zki))| >
√
δ)
(A.113)
≤ 4 exp
( −2δ
g(tn+1)
)
(A.114)
through a union bound on the two summands differing from their means by√
δ. Further applying a union bound over all matrix entries results in
P
(||ZT 1nZ − E(ZT 1nZ)||F > d2δ) ≤ 4d2 exp( −2δ
g(tn+1)
)
.(A.115)
Combing Equations (A.110), (A.112), and (A.115) yields
P
(||ZTCnCnZ − E(ZTCnCnZ)||F > 2d2δ) ≤ 2d2 exp( −2δ2
g(tn+1)4
)
+ 4d2 exp
( −2δ
g(tn+1)
)
.
(A.116)
To translate this into a result for the eigenvalues, we can apply Weyl’s in-
equality [21]. This results in
P(|λi(ZTCnCnZ)− λi(E(ZTCnCnZ))| > 2d2δ) ≤ 2d2 exp
( −2δ2
g(tn+1)4
)
+ 4d2 exp
( −2δ
g(tn+1)
)(A.117)
for 1 ≤ i ≤ d. We can analytically determine the values of λi by noting that
E(ZTCnCnZ)ii = (n− 1)g(tn+1)
2
12
(A.118)
E(ZTCnCnZ)i 6=j = 0,(A.119)
which indicates that
λi(E(ZTCnCnZ) = (n− 1)g(tn+1)
2
12
(A.120)
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for i ≤ d, 0 otherwise. Furthermore, because tn+1 follows Gamma(n + 1, 1)
(Lemma 6), g(tn+1) < g(n +
√
n) with probability tending to 1 (See proof
of Lemma 10). Consequently, for p ∈ (0, 1), substituting δ = ng(tn)3/2 into
Equation A.117 yields the desired result. For p = 0, δ =
√
n does.
We can now proceed with the proof of Theorem 1.
Proof. The results follow from Theorem 3, and the following observa-
tions. Because g(n) = np/d and K is integrable by Lemma 8, we can apply
Theorem 2 to conclude that e(n) = n2−p. By Lemma 15, λ1, λd = Θ(n1+2p).
Furthermore, it is easily verified that αKn ≤ C and βKn = Θ(np(a+3)).
A.4.6. Proof of Corollary 2. As for Corollary 1, we first need a lemma to
establish the behaviour of the eigenvalues λ1 and λd of CnZZTCn.
Lemma 16. Let λi denote the ith largest eigenvalue of CnZZTCn, where
Z ∈ Rn×d has independent Gaussian entries with variance σ2. Then,
λi
nσ2
p→ 1(A.121)
for i ≤ d.
Proof. The proof proceeds very similarly as for Lemma 15. Recall that
both ZTCnCnZ and CnZZTCn have the same d non-zero eigenvalues λ1, . . . , λd.
Furthermore,
||ZTCnCnZ − E(ZTCnCnZ)||F ≤ ||ZTZ − E(ZTZ)||F + ||Z
T 1nZ − E(ZT 1nZ)||F
n
(A.122)
where 1n ∈ Rn×n denotes a matrix filled with ones. Note that
||ZTZ − E(ZTZ)||F ≤
d∑
i=1
d∑
j=1
|ZTZij − E(ZTZ)ij |(A.123)
Applying Ravikumar et al. [39, Lemma 1] and the union bound yields
P
(||ZTZ − E(ZTZ)||F > d2δ) ≤ 4d2 exp( −nδ2
3200σ2
)
.(A.124)
Furthermore, note that (ZT 1nZ)ij/n = (
∑n
k=1 Zki/
√
n)(
∑n
k=1 Zkj/
√
n)
can be viewed as the product of two Gaussian distributed random variables
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with variance σ2. This means that (ZT 1nZ)/n can be viewed as uuT where u
is a d-dimensional Gaussian vector with variance σ2. Again applying Raviku-
mar et al. [39, Lemma 1] and the union bound yields
P(||(ZT 1nZ)ij − E((ZT 1nZ)ij)||F > d2δ) ≤ 4d2 exp
( −nδ2
3200σ2
)
.(A.125)
Combing Equations (A.122), (A.124), and (A.125) yields
P
(||ZTCnCnZ − E(ZTCnCnZ)||F > 2d2δ) ≤ 8d2 exp( −nδ2
3200σ2
)
.(A.126)
To translate this into a result for the eigenvalues, we can apply Weyl’s in-
equality [21]. This results in
P(|λi(ZTCnCnZ)− λi(E(ZTCnCnZ))| > 2d2δ) ≤ 8d2 exp
( −nδ2
3200σ2
)(A.127)
for 1 ≤ i ≤ d. We can analytically determine the values of λi by noting that
E(ZTCnCnZ)ii = (n− 1)σ2(A.128)
E(ZTCnCnZ)i 6=j = 0,(A.129)
which indicates that
λi(E(ZTCnCnZ) = (n− 1)σ2(A.130)
for i ≤ d, 0 otherwise. Thus, the result holds for δ = 1.
With the behavior of the eigenvalues established, we can now proceed with
the proof of Corollary 2
Proof. Note that this LPM is regular for τ <∞, withG(n) = √2σ2(1 + c) log(n)
for any c > 0 by Lemma 12. Furthermore, the d leading eigenvalues of
CnZZTCn are Θp(nσ2) by Lemma 16. Thus, we can apply Theorem 3 to
obtain our result.
A.4.7. Proof of Corollary 3.
Proof. Note that this LPM is regular for τ <∞, with
G(n) =
√
2σ2(1 + c) log(n)(A.131)
for any c > 0 by Lemma 12. Furthermore, the d leading eigenvalues of
CnZZTCn are Θp(nσ2) by Lemma 16. Thus, we can apply Theorem 3 to
obtain our result. Note that the sparsity term s(n) = n−p enters into βKn
which prevents all p being learnable.
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A.5. Towards a Negative Learnability Result. In this section, we
establish conditions under which regular LPMs are not learnable.
Theorem 4. Consider a regular LPM. Let n denote the number of nodes.
Suppose
lim
n→∞n
2K
(
G(n)
1 + c
)
→ 0.(A.132)
for some c > 0, then this class of LPMs do not have learnable latent positions.
Proof. Recall LeCam’s theorem [49], in the form it is used to determine
minimax estimation rates:
Lemma 17. Let P be a set of distributions parameterized by θ ∈ Θ. Let Θˆ
denote the class of possible estimators for θ ∈ Θ. For any pair Pθ1 , Pθ2 ∈ P,
inf
θˆ∈Θˆ
sup
θ∈Θ
EPθ(d(θˆ, θ)) ≥
∆
8
exp (−KL(Pθ1 , Pθ2)),(A.133)
where ∆ = d(θ1, θ2) for some distance d(·, ·), and KL denotes the Kullback-
Leibler divergence [9].
Let Θ be the set of possible latent positions and P be the distributions over
graphs implied by a regular LPM with link probability function K. Without
loss of generality, consider the latent space to be S = R1. We require that the
latent positions Z1, . . . , Zn ∈ R be such |Zi| ≤ G(n) for some differentiable
and non-decreasing function. Suppose G(n) = (1 + c)g(n) for some non-
decreasing differentiable function g, and let c > 0 be a small constant.
To get a decent lower bound for this setting via LeCam, we to choose two
candidate sets of positions θ1, θ2 ∈ Θ corresponding to probability models
that do not differ much in KL-divergence, but have embeddings differing by
a non-shrinking amount in n. To accomplish this, we exploit the fact that the
larger the distance between two nodes, the less the connection probability
(and thus the KL divergence) is changed by a small perturbation in the
distance.
Consider θn1 ∈ Rn according to θn1 = (0, g(n), 0, g(n), . . .). That is, every
odd-indexed latent position is 0, and every even-indexed latent position is
g(n). Similarly, define θn1 ∈ Rn according to θn1 = (0, G(n), 0, G(n), . . .).
Let the distance metric on Θ2 follow from the definition of learnable latent
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positions. That is,
d(θn1 , θ
n
2 ) = inf
T∈T1,Q∈Qn
||θn1T −Q− θn2 ||2F
n
(A.134)
=
c
2
.(A.135)
Here, T1 and Qn capture all possible isometric transformations. Notice that
this distance is constant in n. However,
KL(Pθn2 , θ
n
1 ) ≤
n2
2
K(g(n)) log
(
K(g(n))
K((1 + c)g(n))
)
(A.136)
→ 0(A.137)
as n goes to infinity due to the assumption in Equation A.132. Thus, by
Lemma 17, this class of LPMs is not learnable.
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