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Abstract
The nonlinear partial differential equation in the title is typified mathematically as a viscous
Hamilton–Jacobi equation. It arises in the study of the growth of surfaces, and in that context is
known as the generalized deterministic KPZ equation. Considering the Cauchy problem with ini-
tial data that are merely supposed to be bounded and continuous, results on the temporal decay and
large-time behaviour of solutions are presented. Corresponding results for the heat equation serve as
benchmarks.
 2004 Elsevier SAS. All rights reserved.
Résumé
L’équation non-linéaire aux dérivées partielles apparaissant dans le titre est du type mathéma-
tique Hamilton–Jacobi visqueuse. Elle intervient dans l’étude de la croissance des surfaces, et dans
ce contexte, sous le nom de l’équation KPZ, déterministe, généralisée. Considérant le problème de
Cauchy avec donnée initiale supposée, seulement, bornée et continue. Des résultats sur la décrois-
sance temporelle, ainsi que le comportement de la solution quand le temps tend vers l’infini sont
presentés. Des résultats correspondants pour l’équation de la chaleur servent de référence.
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This paper is concerned with the following problem where
q > 0,
n 1, and Q denotes the half-space:
Q :=Rn ×R+ with R+ := (0,∞).
Problem P. Solve the equation,
∂u
∂t
= u+ |∇u|q for (x, t) ∈ Q, (1)
where t denotes time and the operators on the right-hand side of the equation denote the
standard differential operators with respect to the spatial variable x = (x1, x2, . . . , xn) ∈Rn,
subject to the initial condition:
u(x,0) = u0(x) for x ∈Rn. (2)
Eq. (1) is typified as a viscous Hamilton–Jacobi equation. It has been proposed as an
appropriate model for surface growth by ballistic deposition, and specifically for vapour
deposition and the sputter deposition of thin films of aluminium and rare earth metals. In
this context it is known as the generalized deterministic KPZ equation [25,28–30,39].
About the initial data in the above problem, we shall assume that
u0 ∈ C(Rn)∩L∞(Rn). (3)
Under this assumption [22], Problem P is well-posed, i.e.,
Lemma 1. Problem P admits a unique solution u ∈ C2,1(Q) ∩ C(Q) ∩ L∞(Q). Fur-
thermore, given two such solutions u(1) and u(2) with initial-data functions u(1)0 and u(2)0
respectively,
∣∣u(1) − u(2)∣∣(x, t) ∥∥u(1)0 − u(2)0 ∥∥L∞(Rn) for all (x, t) ∈ Q,
with strict inequality if q  1 and u(1)0 ≡ u(2)0 .
A leitmotif throughout the extant study of Problem P [1,2,5–20,22,31–33,35,36] has
been the degree of similarity between solutions of Problem P and those of the Cauchy
problem for the (linear) heat equation, i.e.,
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∂u∗
∂t
= u∗ for (x, t) ∈ Q, (4)
subject to (2).




u0(y)G(x − y, t)dy, (5)
where
G(x, t) := (4πt)−n/2 exp{−|x|2/4t}.
Previous work [1,5,7,10–14,16,17,20,32,33,35] on the large-time behaviour of solutions
of Problem P has been mainly devoted to investigating the rate of decay in Lp(Rn) for
some 1  p < ∞, assuming that the initial data lie in such a space. A large part of the
motivation comes from the corresponding sharp estimates known for the heat equation,
to which formula (5) provides the key. Observing that any solution of the heat equation
is a subsolution of Eq. (1), the following pertinent questions can be posed. When u0 is
nonpositive, how much faster do solutions of Problem P decay than those of Problem H?
When u0 is nonnegative, how much slower? For completeness, the current answer to these
questions are reviewed in Appendix A.
In this paper, we consider the large-time behaviour of solutions of Problem P merely
supposing that (3) holds. We shall be especially concerned with the questions of whether
or not u(· , t) even has a pointwise limit as t → ∞ and when it does, how this limit depends
on the initial data.
To focus ideas, let us first review what is known for Problem H. Set:




x ∈Rn: |x| < r} for any r > 0,













Proposition H1. There exist numbers ω∗ and ω∗ with m ω∗  ω∗ M , such that
lim inf
t→∞ u
∗(x, t) = ω∗ and lim supu∗(x, t) = ω∗ for all x ∈Rn. (6)
t→∞






exists; in which event, shedding the under- and overlining from the notation, ω∗ is equal to
the limit in (7), and u(· , t) → ω∗ in Cp(Br) as t → ∞ for every p > 0 and r > 0.
The existence of ω∗ and ω∗ is a consequence of the Poisson formula (5) which implies
|∇u∗|(x, t) (M−m)‖|∇G|(· ,1)‖L1(Rn)t−1/2 for all (x, t) ∈ Q. That (7) is necessary and
sufficient for the pointwise convergence of u(· , t) as t → ∞, and in this event provides the
limiting value, was established in the period 1966 to 1977 by a number of authors using
a variety of techniques [23,24,26,34,37,38,40]. The final conclusion of Proposition H1
follows from the well-documented smoothness of solutions of the heat equation. For details
of the notation Cp(·), we refer to the next section.
Complementary to Proposition H1, we shall prove the following for Problem P.
Theorem 1. There exist numbers ω and ω with ω∗  ω ω and ω∗  ωM , such that
lim inf
t→∞ u(x, t) = ω and lim supt→∞ u(x, t) = ω for all x ∈R
n.
Moreover, if ω = ω, then, shedding the under- and overlining from the notation,
u(· , t) → ω in Cp(Br) as t → ∞ for every 0 < p < q + 2 and r > 0, whereby the up-
per bound on p may be ignored when q is an even integer.










exists; in which event, shedding the under- and overlining from the notation, ω is equal
to the natural logarithm of the limit in (8).
(ii) When q < 2 there holds ω = ω = limt→∞ sup{u(x, t): x ∈Rn} irrespective of u0.
We shall prove the above theorem in Section 3 utilizing known results on the regularity
of solutions of Problem P, which we inventory in Section 2, and a new estimate of the
temporal decay of ∂u/∂t . This estimate is formulated as Theorem 5, and it and its proof
constitute the main content of Section 3.
Sections 4 and 5 are each devoted to the analysis of the large-time behaviour of solutions
of Problem P for a case, where, shedding the under- and overlining from the notation, the
criterion (7) gives a simple quantification of the limit ω∗ for the heat equation. The first
of these concerns periodic initial data. The second considers initial data with the property
that u0(x) tends to a limit as x1 → −∞ and as x1 → ∞. The corresponding results for
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magnitude of q plays a decisive role in the determination of the limit ω.
As it turns out, shedding the under- and overlining from the notation, when q < 2 the
limiting value ω may be determined solely by a local feature of the initial data. This is
substantiated by the following:
Theorem 2. Suppose that q < 2. Then given any µ > m and ε > 0, there exists an r > 0
which depends only on n, q , µ−m and ε, with the property that if,
u0(x) µ for all x − x0 ∈ Br for some x0 ∈Rn, (9)
then ω > µ − ε. Moreover, when q < 1, given any µ > m, there exists an r > 0 which
depends only on n, q and µ−m, with the property that if (9) holds then ω µ.
Theorem 3. Suppose that q  (n+ 2)/(n+ 1). Then, unless u0 is constant, ω >m.
Theorem 2 is justified in Section 6, where we state and prove two more results
(Theorems 8 and 9) that give a more refined description of the phenomenon just described.
Serendipitously, our results shed some light on the open question of the large-time be-
haviour of solutions of Problem P in Lp(Rn) for 1 p ∞. This question has been the
particular object of study in the recent publications [5,19,32,33]. Indeed, Theorem 3 settles




for 1 p ∞ and t  0, (10)
and should it exist,
Kp := lim
t→∞ Ip(t). (11)
Our contribution is the following:
Theorem 4. Suppose that u0  0 in Rn and u0 is not identically zero. Then I∞ is nonin-
creasing on [0,∞). Moreover, in each of the following cases, there exists a number C > 0,
which depends only on n, p and q , and a number C, which depends only on n and q , with
the property stated.
(a) Let q  2. If K∞ > 0, then
lim inf
t→∞ t
−n/2pIp(t) CK∞ for all 1 p < ∞. (12)
(b) Let (n+ 2)/(n+ 1) < q < 2. If K∞ > 0, then
lim inf t−n/pqIp(t) CK1+n(q−1)/pq∞ for all 1 p < ∞, (13)
t→∞







 CK(2−q)/q∞ . (14)
If K∞ = 0, then
I∞(t) Ct−(2−q)/2(q−1) for all t > 0. (15)
(c) Let n/(n + 1) q  (n + 2)/(n + 1). Then necessarily K∞ > 0, (13) holds, and (14)







 CK∞ when q = 1. (16)
(d) Let q < n/(n+ 1). Then necessarily K∞ > 0, (13) holds for p  n(1 − q)/q ,
t−n/pqIp(t) → ∞ as t → ∞ for 1 p < n(1 − q)/q, (17)
and (14) holds.
When (n + 2)/(n + 1) < q < 2, it is known that there are initial data for which I1
is continuous and strictly increasing on [0,∞) and each of the following is possible:
K1 < ∞, K1 = ∞ and K∞ = 0, or, K∞ > 0. In contrast, for q  2, the indicated be-
haviour of I1 automatically infers that K1 < ∞. Whatever the value of q , if K1 < ∞
then tn(1−1/p)/2Ip(t) → K1‖G(· ,1)‖Lp(Rn) as t → ∞ for all 1  p ∞ [5,32]. These
and further results of this kind are reviewed in more detail in Appendix A, where we also
summarize what is known about the corresponding situation, u0  0 in Rn.
Theorems 3 and 4 are proven in Section 7. The proofs utilize the estimation of the decay
rate of ∂u/∂t contained in Section 3.
As a footnote to Appendix A, we identify the limit K1 in the case that q = 2 and u0
does not change sign in Rn. This result, Theorem 10, completes the paper.
The paper stems from [B.H. Gilding, M. Guedda, R. Kersner, “The Cauchy problem
for ut = u + |∇u|q” or “The Cauchy problem for the KPZ equation”, Bulletin Labora-
toire Amiénois de Mathématiques Fondamentales et Appliquées 23, Université de Picardie
‘Jules Verne’, Amiens, France, 1998]. The existence, uniqueness, regularity and compar-
ison principle results contained in this preprint have appeared in [22]. The present paper
covers the remainder of the results. Some have been sharpened, others have a simpler proof.
For the record, we note that Theorem 19 of the preprint which has been cited in [10,11] can
be found in the present paper as an element of Theorem 9 part (ii). A consequence noted in
[10,11] as a personal communication has been concretised as Corollary 9.1. Results from
Theorem 5 of the preprint cited as such in [5,33] appear here as part of Corollary 5.1;
while, the Theorems 11 and 16 referred to in [33] can be found within the present paper as
Theorems 1 and 8 respectively.
The present paper would not have come about without the collaboration of the other
two authors of the aforementioned preprint. Their acquiescence to submission of the
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P. Laurençot for keeping us abreast of developments on the part of himself and others.
2. Preliminaries
Throughout the remainder of this paper, it will be assumed that (3) holds. Furthermore—
with the exception of in the proof of Lemma 10, where there is no ambiguity—u denotes
the solution of Problem P given by Lemma 1 and u∗ that of Problem H given by (5).
For ease, in the case of one spatial dimension, i.e., n = 1, we shall identify x1 with x.
Otherwise, the notation already introduced will be perpetuated.
In this section we summarize some results from earlier work on Problem P which will
be used later in the paper. We refer to [22] for details, where information can be also be
found on the antecedents to these results. Let
ρ := sup
{ |u0(x)− u0(y)|
|x − y| : x, y ∈R
n, x = y
}
.
Lemma 2. There holds:
m u(x, t)M, (18)
|∇u|(x, t) ρ, (19)
|∇u|(x, t) π−1/2(M −m)t−1/2, (20)
and
|∇u|(x, t) (min{q,1}|1 − q|)−1/q(M −m)1/q t−1/q if q = 1 (21)
for all (x, t) ∈ Q, with strict inequality on the left-hand side of (18) and in (19) if u0 is not
constant, and strict inequality everywhere if in addition q  1.
Lemma 3. Let
Qτ :=Rn × (τ,∞) for τ > 0.
Then
u ∈ Cp,p/2(Qτ ) for every 0 <p < q + 2,
whereby the norm of u in this space is bounded above by a number which depends only on
n, q , m, M , p and τ . Moreover, if q is not an odd integer then this conclusion extends to
p = q + 2, and if q is an even integer it extends to all p > 0.
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peared in the statements of Proposition H1 and Theorem 1, let Ω be a simply-connected
subset of Rn or Q with interior Ω◦ such that Ω ⊆ Ω◦, let p be a positive real num-
ber, and let I(p) be the largest integer j such that j < p. Then Cp(Ω) for Ω ⊆ Rn
stands for the space of real functions f defined on Ω◦ for which the partial derivatives
∂k1+k2+···+knf /∂x1k1∂x2k2 · · · ∂xnkn with k1, k2, . . . , kn  0 and k1 + k2 + · · ·+ kn  I(p)
exist, are bounded, and uniformly Hölder continuous with exponent p − I(p) in Ω◦. This





∥∥∥∥ ∂k1+k2+···+knf∂x1k1∂x2k2 · · · ∂xnkn
∥∥∥∥
Cp−I(p)(Ω)
for p > 1,
where





|f (x)− f (y)|
|x − y|p for 0 <p  1.
The notation Cp,p/2(Ω) for Ω ⊆ Q indicates the space of functions f defined in Ω◦,
such that the partial derivatives ∂k1+k2+···+kn+lf /∂x1k1∂x2k2 · · · ∂xnkn∂t l with








k2 · · · ∂xnkn∂t l
∥∥∥∥
Cp−I(p),{p−I(p)}/2(Ω)
for p > 1, where
‖f ‖Cp,p/2(Ω) := sup
(x,t)∈Ω◦
∣∣f (x, t)∣∣+ sup
(x,s),(y,t)∈Ω◦
(x,s) =(y,t)
|f (x, s)− f (y, t)|
|x − y|p + |s − t |p/2
for 0 < p  1, is finite. Note that in the name and norm of these spaces p appears as a
subscript. This is to avoid confusion with Cp(Ω) and Cp,p/2(Ω) where p is a positive in-
teger. By Cp(Ω) for Ω ⊆Rn we mean the space of real functions defined in Ω◦ for which
every partial derivative of order less than or equal to p exists in Ω◦ and is continuously ex-
tendible to Ω ; while, by Cp,p/2(Ω) for Ω ⊆ Q we denote the space of functions f defined
in Ω◦ such that ∂k1+k2+···+kn+lf /∂x1k1∂x2k2 · · · ∂xnkn∂t l exists in Ω◦ and is continuously
extendible to Ω for all k1, k2, . . . , kn, l  0 and k1 + k2 + · · · + kn + 2l  p.
Lemma 4. Suppose that q = 2. Then expu is the solution of Problem H with initial data
expu0.
A crucial tool in the study of Problem P is the following comparison principle.
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δ > 0 such that
{
(x, t) ∈ Q: |x − x0| < δ, t0 − δ < t  t0
}⊂ Ω.
Fix σ = 1 or σ = −1. If v ∈ C2,1(Ω) ∩ C(Ω) ∩ L∞(Ω) is such that σ {v + |∇v|q −
∂v/∂t} 0 in Ω , and σu σv on Ω \Ω , there holds σu σv in Ω .
The next three lemmata elaborate on this result.
Lemma 6. There holds u(x, t)  u∗(x, t) for all (x, t) ∈ Q. Moreover, this inequality is
strict unless u0 is constant.
Lemma 7. Let u(i) denote two solutions of Problem P with corresponding initial-data func-
tions u(i)0 ∈ C(Rn) ∩ L∞(Rn) for i = 1,2. If u(1)0  u(2)0 in Rn then u(1)(x, t) u(2)(x, t)
for all (x, t) ∈ Q. Moreover, this inequality is strict if q  1 and u(1)0 ≡ u(2)0 .
Lemma 8. Fix σ = 1 or σ = −1, and a ∈ Rn such that ai > 0 for i = 1,2, . . . , n. Then
each of the following properties is such that if it holds for u0, it holds for u(· , t) for every
t > 0:
(i) u0(x) = u0(y) for all x, y ∈ Rn with xj = yj for j = i and xi = yi + ai , for
i = 1,2, . . . , n.
(ii) σu0(x) σu0(y) for all x, y ∈Rn with |x| |y|.
(iii) u0(x) = u0(y) for all x, y ∈ Rn with x1 = y1 + a1, and σu0(x)  σu0(y) for all
x, y ∈Rn with |x1| |y1| a1/2.
Further results on Problem P with initial data satisfying (3) can be found in [22], and
with initial data satisfying other conditions in [2,7,9,12,13,15,16,18,19].
3. Temporal decay estimates
The key to the proof of most of our theorems is an estimate of the temporal decay
of ∂u/∂t . This type of estimate is an extrapolation of those for |∇u| which have been
previously obtained [7,9,10,17,20,22,35], and may therefore be viewed as of some interest
in its own right.
Theorem 5. Suppose that 0 < ρ < ∞. Then for every (x, t) ∈ Q there holds:
−n1/2ρZ1/22
(∇u(x, t), t) ∂u
∂t
(x, t) n1/2ρZ1/22
(∇u(x, t), t)+ ρq, (22)
∂u
(x, t)−Cn3q/2(2q−1)ρq/(2q−1)Zq/(2q−1)1
(∇u(x, t), t) if q > 1, (23)∂t
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∂t
















and C is a number which depends only on q .
We use the construction of u in [22]. Let {u0,k}∞k=1 be a decreasing sequence of functions
in C∞(Rn)∩ C5(Rn) such that |∇u0,k| ρ in Rn for all k  1, and u0,k → u0 as k → ∞
uniformly in Br for all r > 0. Subsequently let uk denote the solution of Eq. (1) in Q
satisfying:
u(x,0) = u0,k(x) for x ∈Rn. (26)
For any r > 0 and 0 < τ < T , uk → u as k → ∞ in C2+ν,1+ν/2(Br × [τ, T ]) for some
ν > 0. Next, for 0 < ε < 1, define:
Fε(ξ) := gε
(|ξ |) for ξ ∈Rn,
where
gε(s) :=
{ |s|q if q  2,
(ε2 + s2)q/2 if q < 2.
Note that
0 gε(ξi) Fε(ξ) gε(ρ) for all ξ ∈ Bρ and i = 1,2, . . . , n. (27)
Let uk,ε denote the solution of the equation,
∂u
∂t
= u+ Fε(∇u) for (x, t) ∈ Q, (28)
satisfying (26). For any r > 0 and 0 < τ < T , uk,ε → uk as ε ↓ 0 in C2+γ,1+γ /2(Br ×[τ, T ])
for some γ > 0. For every k  1 and 0 < ε < 1 there holds |∇uk,ε|  ρ in Q,
and Fε ∈ C2+δ(Bρ) for some δ > 0; while additionally given any T > 0 there holds
uk,ε ∈ C4+υ,2+υ/2(Q \ QT ) for some υ > 0. The smoothness of the function Fε in (28)
and that of the solution of problem (26), (28) permits application of a refinement of the
Bernstein technique, after which passage through the successive limits ε ↓ 0 and k → ∞
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in a domain that is unbounded in space. The next lemma, due to Kaplan [27], provides a
principle suitable for this argument.
Lemma 9. Let N be the nonlinear parabolic operator:
N {u} := u+ f (x, t, u,∇u)− ∂u
∂t
,
where f is uniformly continuous and uniformly Lipschitz continuous with respect to u
in Q \QT × [−r, r] × Br for every T > 0 and r > 0. For i = 1,2, let u(i) ∈ C2,1(Q) ∩
C2,1(Q \ QT ) for every T > 0. Then, if N {u(1)}  0  N {u(2)} in Q, and u(1)(· ,0) 
u(2)(· ,0) in Rn, there holds u(1)  u(2) in Q.
With the help of the above lemma, we prove the following:
Lemma 10. Fix µ> 0. For ξ ∈Rn, set:
θ(ξ) := µ+ n
4µ
(
ρ2 − |ξ |2), (29)
and













µ+ gε(ζ ) dζ.
Then for all (x, t) ∈ Q there holds:
∂uk,ε
∂t
(x, t) < θ
(∇uk,ε(x, t))t−1/2 + gε(ρ), (31)
−∂uk,ε
∂t





(x, t) < µ+ ϑε
(∇uk,ε(x, t))t−1. (33)
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θ(ξ) µ for all ξ ∈ Bρ, (34)
w is well defined. Elementary, but laborious calculation, shows that












b := (∇F)(∇u)+ 2∇{θ(∇u)}
θ(∇u) . (35)
Hence, N {w} = f (x, t) in Q, where N is the semilinear parabolic operator:












































by the Cauchy–Schwarz inequality, d −1/2 by (34), and f  0 by (27). This means that
N {(t + η)−1/2}= c(t + η)−1/2 + (d + 1/2)(t + η)−3/2  0N {w}
in Q for any η > 0. Subsequently, if we choose η so small that
w(x,0) =
(
u0,k + F(∇u0,k)− g(ρ))
(x) < η−1/2 for all x ∈Rn,
θ(u0,k)
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and compute that N {w} = f (x, t) in Q, where N is defined by (36) with b given by (35),








Subsequently, arguing as before, we may obtain (32). To deduce (33), we modify the former
approach. Using the method of Lagrange multipliers it can be determined that nΥ (n−1/2r)
is the maximum value of
∑n
i=1 Υ (ξi) under the constraint |ξ |2 = r2 for every r > 0. Thus








is well defined. Calculation shows that













in Q, where b is given mutatis mutandi by (35). Hence, N {w} = 0 in Q, where N is the
semilinear parabolic operator:
N {w} := w + b(x, t) ·∇w + c(x, t)w −w2 − ∂w
∂t
with


























So, using the Cauchy–Schwarz inequality,







It follows that N {(t + η)−1} = c(t + η)−1  0 =N {w} in Q for every η > 0. Therefore,
applying Lemma 9, we obtain w(x, t) < (t + η)−1 for all (x, t) ∈ Q when η is chosen
sufficiently small. This yields (33). 
Proof of Theorem 5. Applying Lemma 10 to uk,ε , then passing through the successive
limits ε ↓ 0 and k → ∞ in (31)–(33) gives:
−θ(∇u(x, t))t−1/2  ∂u
∂t
(x, t) θ




(x, t) µ+ ϑ0
(∇u(x, t))t−1, (40)





µ+ |ζ |q dζ,
for every µ > 0. Armed with (39) and (40), let us fix (x, t) ∈ Q. The objective is now to






ρ2 − |∇u|2(x, t))}1/2




)− Υ (s) = Υ (n−1/2ρ)−Υ (|s|) (n−1/2ρ − |s|)Υ ′(n−1/2ρ)














for all ξ ∈ Bρ . Furthermore, if q > 1, we may estimate
Υ ′(s) =
s∫ dζ
µ+ ζ q 
∞∫ dζ
µ+ ζ q = µ
(1−q)/q
∞∫ dζ
1 + ζ q (42)
0 0 0
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µ := {n3/2ρZ1(∇u(x, t), t)}q/(2q−1)
gives (23) for a suitable number C. If q = 1 then Υ ′(s) = ln(1 + s/µ) for s > 0. Hence,
substituting
µ := n3/2ρ(Z1{1 + ln(1 + 1/Z1)})(∇u(x, t), t)











for a function ψ which can be shown to be bounded on R+ uniformly with respect to n.
This provides (24). Finally, when q < 1, we may pass to the limit µ = 0 in (40). This gives
(25) with C = 1/4(2 − q)(1 − q). 
Corollary 5.1. For every (x, t) ∈ Q, there holds:
Cφ0(t) ∂u
∂t
(x, t)−Cφi(t) for i = 1,2, (43)
where C is a number which depends only on n and q ,
φ0(t) :=
{
(M −m)t−1 if q = 1,
(M −m)(t−1 + t−1/2) if q = 1,
φ1(t) :=
{
(M −m)1/(2q−1)t−(q+1)/(2q−1) if q  2,





(M −m)t−1 if q  2,
(M −m)1/(2q−1)t−(q+1)/(2q−1) if 1 < q < 2,
(M −m)t−3/2{1 + ln(t + 1)} if q = 1,
(M −m)(2−q)/q t−2/q if q < 1.
Proof. Fix τ > 0 and  := sup{|∇u|(x, τ/2): x ∈ Rn}. Applying Theorem 5 to (x, t) →
u(x, t + τ/2) there holds:
C0τ−1/2 + q  ∂u(x, τ )−C0τ−1/2
∂t
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∂u
∂t
(x, τ )−C0 ×


q/(2q−1)τ−q/(2q−1) if q > 1,
τ−1{1 + ln(τ + 1)} if q = 1,
2−qτ−1 if q < 1,
for some number C0 > 0 which depends only on n and q . Simultaneously, by Lemma 2,




(M −m)1/qτ−1/q if q = 1.
Combining these estimates yields the corollary. 
The function φ1 in the right-hand inequality in (43) gives the stronger result for small t ,
while the function φ2 gives the stronger result for large t .
Recently, Benachour et al. [5] have shown that if 1 < q  2 there exists a num-
ber C, which depends only on n and q , such that u(x, t)−Cρ2−q t−1 and u(x, t) 
−C(M − m)(2−q)/q t−2/q for all (x, t) ∈ Q. In the light of Lemma 4, for the case q = 2,
these inequalities are equivalent to the famous Aronson–Bénilan inequality for solutions of
the heat equation (4) [4]. Substituting each of the afore-mentioned inequalities in Eq. (1)
gives a lower bound for ∂u/∂t like (23) and the right-hand inequality in (43), respectively.
Moreover, these alternative bounds are sharper than (23) and the right-hand inequality in
(43) for large t . In a similar vein, for q = 1, Laurençot and Souplet [33] have established
that u(x, t)  −(n/2){u(x, t) − m}t−1 for every (x, t) ∈ Q. Using (1) and (18), this
yields (∂u/∂t)(x, t)  −Cφ1(t) with C = n/2. If the details are traced, the proof of this
inequality in the present paper provides C = (n/π)1/2.
Proof of Theorem 1. Lemma 6 and the regularity estimates of Lemmata 2 and 3 supply
the initial conclusions of the theorem. Part (i) follows from Lemma 4 and Proposition H1.
To prove part (ii), we integrate the right-hand inequality in (43) from τ > 0 to T > τ to
obtain:




for every x ∈ Rn. The crux is that when q < 2, the function φ2 is integrable on (τ,∞).
Thus, by letting T → ∞ appropriately, we obtain:




This yields ω limτ→∞ sup{u(x, τ ): x ∈Rn} ω. 
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The proposition below is a classical result from Fourier theory.
Proposition H 2. Suppose that u0 is periodic, i.e., for i = 1,2, . . . , n there holds
u0(x) = u0(y) for all x, y ∈ Rn with xj = yj for j = i and xi = yi + ai for some number
ai > 0. Then




where Ω := (−a1/2, a1/2)× (−a2/2, a2/2)× · · · × (−an/2, an/2).
In mimicry of this, the following is true for Problem P.
Theorem 6. Suppose that u0 is periodic in the sense described in Proposition H2. Then
ω = ω. Furthermore, shedding the under- and overlining from the notation, ω > ω∗ when
u0 is not constant, and ω <M when in addition q  1.































with equality if and only if |χi | = 1 and χiu0(x)  χiu0(y) for all x, y ∈ Rn with
|xi | |yi | ai/2 for some i = 1,2, . . . , n, or u0 is constant.
Proof. By part (i) of Lemma 8, u(· , t) is periodic in the same way as u0 for all t > 0.
Hence, integrating Eq. (1) over Ω × (τ, T ), applying the Divergence Theorem and using




u(x, τ )dx +
T∫ ∫
|∇u|q dx dtΩ Ω τ Ω
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This identity together with the closing remarks of Lemma 2 provides the main conclusions
of the theorem. Part (i) is justified by the corresponding part of Theorem 1. To confirm
part (ii), we multiply (1) by z and then integrate over Ω × (τ, T ). In view of the periodicity














































By the Cauchy–Schwarz inequality, this gives (46), with equality, if and only if
|xi |∂u/∂xi = χixi |∇u| in Ω × R+ for every i = 1,2, . . . , n. Using geometrical argu-
ments, the last can be seen to be true if and only if ∇u ≡ 0 in Ω ×R+, or, there exists an
i = 1,2, . . . , n such that χj = 0 and ∂u/∂xj = 0 in Ω × R+ for all j = i while |χi | = 1
and |xi |∂u/∂xi = χixi |∂u/∂xi | in Ω × R+. Observe though that for any j = 1,2, . . . , n
the statement ∂u/∂xj = 0 in Ω × R+ is equivalent to the assertion that u is independent
of xj in Q. This, in turn, is equivalent to the statement that u0 is independent of xj , by
the uniqueness of solutions of Problem P. Subsequently, to complete the proof of the the-
orem, we may assume without loss of generality that n = 1. In this light, the lemma below
provides the final component. 
Lemma 11. Suppose that n = q = 1 and u0(x + a) = u0(x) for all x ∈R for some a > 0.
Fix σ = 1 or σ = −1. Then the following statements are equivalent:






∣∣∣∣ in (−a/2, a/2)×R+. (48)
Proof. If (47) holds, then
σ
∂u  0 in [−a/2,0] ×R+ and σ ∂u  0 in [0, a/2] ×R+, (49)
∂x ∂x
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true. To proceed, we borrow a couple of tricks from [3]. We define the function:








(|x|, t)− u(−|x|, t)},
for (x, t) ∈ [−a/2, a/2) × R+, and w(x, t) := w(x + a, t) for all (x, t) ∈ Q. Recalling
that u ∈ C3,3/2(Qτ ) for every τ > 0 by Lemma 3, it can be verified, via straightforward
computation using (1) and (49), that w ∈ C3,3/2(Qτ ), w = ∂w/∂x = 0 on {0} × R+, and
w satisfies the heat equation (4) in Q. Subsequently [21], w is analytic in Q. Furthermore,
substituting w = ∂w/∂x = 0 on {0} × R+ into (4), it can be deduced that every partial
derivative of w vanishes on this set. However this is compatible with the analyticity only
if w ≡ 0. Thus, we obtain u(x, t) = u(−x, t) for all (x, t) ∈ Q. In combination with (49),
this yields (47). 
When q = 2 the conclusion of Theorem 6 that ω∗ < ω < M unless u0 is constant may
also be deduced from (45) using Jensen’s inequality. Likewise, when q = 1 and equality
holds in (46), this conclusion can be obtained from (46) via Chebyshev’s inequality.
Concerning Theorem 6 for q < 1, under the hypothesis that ai = 1 for i = 1,2, . . . , n,
Benachour et al. [11] have shown that there is actually a T > 0 such that u(· , t) ≡ ω for all
t  T .
5. Initial data with limits in the large
Our next result on the heat equation is the following:
Proposition H3. Suppose that u0(x) → ± as x1 → ±∞ uniformly with respect to x.
Then ω∗ = ω∗ = (+ + −)/2. Furthermore, shedding the under- and overlining from the
notation, if + = −, then u∗(· , t) → ω∗ as t → ∞ uniformly in Rn.
The complementary result for Problem P is as follows. In this theorem, the influence of
the size of q is definitely discernible.
Theorem 7. Suppose that u0(x) → ± as x1 → ±∞ uniformly with respect to x ∈Rn.
(a) If q > 2 then ω = ω = (+ + −)/2.
(b) If q = 2 then ω = ω = ln{(exp+ + exp−)/2}.
(c) If q < 2 then ω = ωmax{+, −}.
Furthermore, shedding the under- and overlining from the notation, if q  2 and + = −,
then u(· , t) → ω as t → ∞ uniformly in Rn. If 1  q < 2 and max{+, −} < M , then
ω <M .
To prove this theorem we use the next two lemmata.
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all t > 0.
Proof. Suppose firstly that q > 1. Fix ε > 0 and choose r0 so large that  + ε 
u0(x)   − ε for all x  r0. Next, fix σ > 0, define Ω := {(x, t) ∈ Q: x > r0 + σ t},
and consider the functions v± defined by:




e(q−1)ση ± 1}−1/(q−1) dη,
where r+1 is chosen so that v+(r0,0) = M + 2ε and r−1 is chosen so that v−(r0,0) =
m− 2ε. It is easily verified that v± ∈ C2,1(Ω)∩L∞(Ω) are explicit travelling-wave solu-
tions of Eq. (1) with wave speed σ . Furthermore,
v+(x,0) + ε  u0(x) − ε  v−(x,0) for all (x,0) ∈ Ω \Ω,
and
v+(x, t) = M + 2ε  u(x, t)m− 2ε = v−(x, t) for all (x, t) ∈ Ω \Ω
with t > 0. Hence, by Lemma 5, v+  u  v− in Ω . Perusal of these last inequal-
ities provides the assertion. For the case q = 1, using the travelling-wave solutions
v±(x, t) :=  ± ε ± exp{−(σ ± 1)(x − σ t − r±1 )} with wave speed σ > 1, the proof is
identical. 
Lemma 13. For τ > 0 let u∗(· , · ; τ) denote the solution of Problem H with initial
data u0 ≡ u(· , τ ), and ω∗(τ ) and ω∗(τ ) the corresponding variables defined by (6).
Then if q > 2, there holds ω = limτ→∞ ω∗(τ ) and ω = limτ→∞ ω∗(τ ). Moreover,
if u∗(· , t; τ) → ω∗(τ ) = ω∗(τ ) as t → ∞ uniformly in Rn for all τ > 0, then,
u(· , t) → ω = ω as t → ∞ uniformly in Rn.
Proof. By the Poisson formula applied to Eq. (1) in the form of the inhomogeneous heat
equation, there holds:





|∇u|q(y, s)G(x − y, t − s)dy ds
for every t > τ > 0. Hence, by Lemma 6 and (20),






π−q/2(M −m)qs−q/2G(x − y, t − s)dy ds
= 2 π−q/2(M −m)q{τ−(q−2)/2 − t−(q−2)/2}.
q − 2
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Proof of Theorem 7. Note that given any ε > 0 we can find functions u±0 ∈ C(R) such
that
max{M,+ + ε, − + ε} u+0 (x1) u0(x) u−0 (x1)m− ε
for all x ∈ Rn and such that u±0 (x1) = + ± ε for all x1 > r and u±0 (x1) = − ± ε for
all x1 < −r for some r > 0. Consequently, recalling Lemma 7, it suffices to prove the
theorem in the case n = 1. In this case for q > 2, applying Lemma 12 to u(x, t) and
u(−x, t) there holds u(x, t) → ± as x → ±∞ for all t > 0. Whence, the conclusions
related to q > 2 follow from Proposition H3 and Lemma 13. The conclusions for q =
2 are immediate from Proposition H3 and Theorem 1. When q < 2, the conclusion that
ω = ωmax{+, −} is a consequence of Theorem 2 which we prove in the next section.
The final conclusion, in the case q < 2, is a consequence of the last clause of Lemma 2. 
Motivated by the interest in the large-time behaviour of solutions of Eq. (1) when the
initial data lie in a Lebesgue space, we note the following corollary to Theorem 7. This
follows through the simple observation that the hypotheses on the initial data imply that
u0(x) → 0 as |x| → ∞ uniformly with respect to x.
Corollary 7.1. Suppose that q  2 and u0 is uniformly continuous in Rn. If u0 ∈ Lp(Rn)
for some 1 p < ∞, then u(· , t) → 0 as t → ∞ uniformly in Rn.
6. Local features determine the limit
This and the coming section will be concerned entirely with q < 2. Since, by Theorem 1
we then know that necessarily ω = ω, we drop the under- and overlining from this notation.
Proof of Theorem 2. By (44), for any x0 ∈Rn, we may choose a τ , dependent only on n,
q , M −m, and ε, so large that
u(x0, τ ) < ω + ε/2. (50)
Now, consider the solution (5) of Problem H in the form,
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only on τ , µ−m, and ε, so large that if (9) holds then
u∗(x0, τ ) > µ− ε/2. (51)
Combining (50) and (51) with Lemma 6 gives the first part of Theorem 2. The stronger
result, when q < 1, is given by part (i) of Theorem 9 below. 
It follows from Theorem 2 that in general the inequality in the conclusion of part (c) of
Theorem 7 cannot be replaced by equality, and that Corollary 7.1 does not extend to q < 2.
In the particular case q = 1, Theorem 2 can be obtained alternatively using the next
result. This quantifies ω precisely when the initial data are radially symmetric about some
point and nonincreasing with respect to distance from that point.










with equality if and only if u0(x) u0(y) for all x, y ∈Rn with |x − x0| |y − x0|.
Proof. Without loss of generality we may assume that x0 = 0. Multiplying (1) by
































for every r > ε > 0 and 0 < τ < T . Since |∇u · x|  |∇u||x| by the Cauchy–Schwarz
inequality, and |∇u| is bounded and continuous in Qτ , by Lemma 2, we may let
r → ∞ and ε ↓ 0 in (53). Thereafter, invoking the Dominated and Monotone Convergence












|∇u| + ∇u · x|x|
)
dx dt.R 0 R \{0}
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|x|∇u ≡ −|∇u|x in Q. If n  2 this occurs if and only if u(· , t) is radially symmetric
and decreasing as a function of |x| for every t > 0. Whence, by the continuity of u and
Lemma 8 part (ii), we deduce that (52) holds with equality if and only if u0 has the same
spatial behaviour. On the other hand, if n = 1 we can arrive at the same conclusion by an
argument similar to that used to prove Lemma 11. We omit the details. 
With Theorem 8 available for q = 1, the next theorem provides a further means to
characterize the limit ω for q < 1. The first part of the theorem basically says that if the
initial-data function has a sufficiently broad peak at a global maximum, then the limiting
value will be M . In fact, under propitious conditions, the second part of the theorem says
that this peak will evolve into an ever broadening plateau. Conversely, the third part of the
theorem effectively says, that if every global maximum has a sufficiently narrow peak then
the limiting value will be less than M .
Theorem 9. Suppose that q < 1. Set:
κ := (2 − q)
{
n(1 − q)+ q
(1 − q)q
}1/(1−q)
and p := 2 − q
1 − q .
(i) Suppose that there is a µ>m and an x0 ∈Rn such that
u0(x) µ− κ|x − x0|p for all x ∈Rn. (54)
Then u(x0, t) µ for all t > 0.
(ii) Suppose that n = 1, the hypotheses of part (i) hold, and furthermore there is an ε > 0
such that
u0(x) µ− κ(x − x0)p + ε(x − x0)p+1 (55)
for all 0 x − x0  {(µ − m)/κ}1/p . Then there exists a c > 0 such that u(x, t) µ
for all 0 x − x0  ct and t > 0.
(iii) Suppose that n = 1 and there is an ε > 0 and a δ > 0 with the property that for every
x0 ∈R there holds
u0(x)M − κ(x − x0)p − ε(x − x0)p+1 for 0 x − x0 < δ, (56)
or
u0(x)M − κ(x0 − x)p − ε(x0 − x)p+1 for −δ  x − x0 < 0. (57)
Then given any τ > 0 there exists an ι > 0 such that u(x, t)  M − ι for all
(x, t) ∈ Qτ .
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It is easily checked that v(x, t) := µ − κ|x|p is a stationary solution of Eq. (1) in
Ω := Br × R+. Furthermore, by (54), u0  v(· ,0) in Br . While, by the definition of r ,
um = v on ∂Br ×R+. Therefore, by Lemma 5, u v in Ω .
(ii) Again, without loss of generality, we assume that x0 = 0. Consider the function:




1 − e−(1−q)cη}1/(1−q) dη,
where c > 0, in the domain Ω := {(x, t) ∈ Q: x > 0 and v(x, t) > m}. Computation ver-
ifies that v is a classical solution of Eq. (1) in Ω . In fact it is a travelling-wave solution
with speed c, and Ω = {(x, t) ∈ Q: 0 < x < r + ct} for some r > 0. Now, in view of
(55) and the continuity of u0, it is possible to choose c so small that u0(x) > v(x,0)
for all 0 < x < r . Complementarily, u(0, t) = v(0, t) = µ for all t  0 by part (i); while
u(r + ct, t)m = v(r + ct, t) for all t  0 by construction. Lemma 5 consequently tells
us that u v in Ω . This gives the result.
(iii) We observe to begin with that we can find a function u˜0 ∈ C(R) such that
u˜0(x) = 0 for x  0 or x  δ, (58)
u˜0(x) = −κxp − εxp+1 for 0 < x  δ/2, (59)
and
u˜0(x)−κxp − εxp+1 for δ/2 < x < δ. (60)
Consider the solution u˜ of Problem P with initial data u˜0. Next consider,




e(1−q)cη − 1}1/(1−q) dη, (61)
in the domain Ω := (−∞, δ/2) × (0, τ ], where c > 0 and τ > 0. It can be verified that
v ∈ Cp,p/2(Ω) and is a travelling-wave solution of (1) with speed −c. By (58) and (61),
u˜0(x) = v(x,0) for all x  0. (62)
Using (59) it is possible to choose c so small that
u˜0(x) < v(x,0) for all 0 < x  δ/2. (63)
By a continuity argument, we now choose τ > 0 so small that
u˜(δ/2, t) v(δ/2, t) for all 0 < t  τ. (64)
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u˜(0, t) < 0 for all 0 < t  τ . Now, if (56) holds, we may compare u with the solution
u(1)(x, t) := M + u˜(x − x0, t) of Eq. (1). In the light of (58)–(60), Lemma 7 implies that
u u(1) in Q. Specifically
u(x0, τ )M + u˜(0, τ ). (65)
On the other hand, if (57) holds, we may similarly compare u with the solution
u(1)(x, t) := M + u˜(x0 − x, t) to deduce (65). Thus, (65) holds uniformly with respect to
x0 ∈ R. Applying (18) to (x, t) → u(x, t + τ) subsequently yields uM + u˜(0, τ ) < M
in Qτ . 
Together, parts (i) and (ii) indicate that in one spatial dimension the number κ in Theo-
rem 9 is optimal.
Part (ii) of Theorem 9 gives the following:
Corollary 9.1. Suppose that q < 1, u0  0 in Rn, and there is an r > 0 such that u0(x) = 0
for all x ∈Rn with |x1| r . Then there is a T > 0 such that u ≡ 0 in QT .
Improvements on this result have been obtained in [10,11]. Assuming that u0  0
in Rn, one improvement has been obtaining the conclusion under the assumption that
q < n/(n + 1) and u0 ∈ L1(Rn), another obtaining it with no restriction on q < 1 when
|x1|q/(1−q)u0(x) → 0 as |x1| → ∞ uniformly with respect to x.
7. The limit is greater than the infimum
Our proof of Theorem 3 uses the next lemma, with:
Φ(t) := sup{u(x, t)−ω: x ∈Rn} for t > 0.
Lemma 14. If 1 < q < 2 and ω = m, then Φ(t) Ct−(2−q)/2(q−1) for all t > 0, for some
number C which depends only on n and q .
Proof. The starting point is the inequality (44), whereby the number C and function φ2 are
dictated by Corollary 5.1. For 1 < q < 2, we may write this inequality explicitly as
u(x, t)−ω C0
{
tq−2(M −m)}1/(2q−1) for (x, t) ∈ Q,
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A := sup{τ (2−q)/2(q−1)Φ(τ): 0 < τ  T } for any T > 0,
we obtain A C1A1/(2q−1). In other words, A C(2q−1)/2(q−1)1 . In view of the arbitrariness
of T , this gives the result. 
Proof of Theorem 3. We assert that it suffices to consider the case q = (n + 2)/(n + 1).
To justify this, suppose that u is a counterexample to the theorem, i.e., u is a solution of
Problem P with q  (n + 2)/(n + 1), ω = m, and u0 is not constant. By (20) and the
continuity of u in Q, there exists a T > 0 such that |∇u|  1 in QT , and u(· , T ) is not
constant. Now consider the solution v of Problem P with q = (n + 2)/(n + 1) and initial
data u(· , T ). By Lemma 2, |∇v| 1 and therefore v+|∇v|q −∂v/∂t  0 in Q. Thus, by
Lemma 5, v(x, t) u(x, t + T ) for all (x, t) ∈ Q. It follows that if u is a counterexample
to the theorem, then so too is v. This justifies the assertion.
Besides supposing q = (n + 2)/(n + 1), in the light of Lemma 7, without loss of gen-
erality we may restrict the proof to smooth initial data for which m = 0. Suppose therefore
that q = (n + 2)/(n + 1), ω = m = 0, and u0 ∈ W 1,∞(Rn) ∩ L1(Rn) is not identically
zero. In this event, we can identify the function Φ from Lemma 14 with I∞ defined by
(10). Lemma 14 subsequently implies that there is a constant C which depends only on n,
such that
tn/2I∞(t) C for all t > 0. (67)
On the other hand, under the stated hypotheses, Laurençot and Souplet [32, Proposi-
tion 2.1] have shown that I1(t) → ∞ as t → ∞ (see Proposition P2 of Appendix A
for details). Hence, we can choose a T > 0 so large that I1(T ) > 2C/‖G(· ,1)‖L∞(Rn).
By (5) (see Proposition H4 of Appendix A for details) and Lemma 6, this implies that
lim inft→∞ tn/2I∞(t) 2C. This contradicts (67). Thus, if q  (n + 2)/(n + 1), and u0 is
not constant we must have ω >m. 
Proof of Theorem 4. Under the hypotheses of the theorem, Lemma 2 tells us that I∞ is
nondecreasing on [0,∞). Hereupon, Theorems 1 and 3 immediately give the conclusion
that if q  (n + 2)/(n + 1) then K∞ = ω > 0. Furthermore, Lemma 14 gives the estimate
(15) when (n + 2)/(n + 1) < q < 2 and K∞ = 0. To vindicate the theorem, it remains to
establish (12)–(14), (16) and (17).
We begin with (12). By the Gagliardo–Nirenberg inequality, there exists a number C0,
which depends only on n and p, such that
I
n+p∞ (τ ) C0Ipp (τ )
∥∥|∇u|(· , τ )∥∥n
L∞(Rn)
for all 1 p < ∞ and τ > 0. However, by (20) applied to (x, t) → u(x, t + τ/2),
∥∥|∇u|(· , τ )∥∥ ∞ n  π−1/2I∞(τ/2)(τ/2)−1/2.L (R )
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τ−n/2pIp(τ ) CI (n+p)/p∞ (τ )I−n/p∞ (τ/2),
where C := (π/2)n/2pC−1/p0 . If K∞ > 0, passage to the limit τ → ∞ gives (12).
The proof of (13) for q = 1 is almost identical to that of (12). One just uses (21) rather
than (20).
The inequality (21) is not available when q = 1. To derive (13) in this case, we take
another approach. Let u(1)0 (x) := 1 − |x|2 for x ∈ B1, and u(1)0 (x) := 0 otherwise. By
Theorem 1, given any 0 < ε < K∞ there exists a τ > 0 such that u(x, τ )  u(2)0 (x) :=
(K∞ − ε)u(1)0 (x) for all x ∈ Rn. Let I (i)p for 1  p < ∞ denote the variable (10) associ-
ated with the solution u(i) of Problem P with initial data u(i)0 , for i = 1,2. By a scaling
argument, u(2)(x, t) = (K∞ − ε)u(1)(x, t); while, by Lemma 7, u(x, t + τ) u(2)(x, t) for
(x, t) ∈ Q. Hence, given any 1 p < ∞, there holds lim inft→∞ t−n/pIp(t) (K∞−ε)γ ,
where γ := lim inft→∞ t−n/pI (1)p (t). However, from the work of Laurençot and Souplet
[33, Theorems 2 and 3], we know that γ  C where C > 0 is a number which is not de-
termined by anything other than n, p and u(1)0 . Putting, the two inequalities involving γ
together and subsequently letting ε → 0, gives (13) for q = 1.
For q < n/(n+1) and p < n(1−q)/q , the conclusion (17) comes from the observation
that in this case the exponent of K∞ obtained in (13) is negative. We compare u with
a sequence of solutions of Problem P obtained from smaller initial data for which the
corresponding variable M approaches 0 in the limit. Since, for any solution K∞ M , this
forces the number K∞ associated with each solution in the sequence to 0. Thus, recalling
Lemma 7, in this case (13) leads to (17).
To verify (14) and (16), we carry on where we left off with the proof of Lemma 14. For





Φ(τ/2)+ω −m]}(2−q)/q for all t > τ > 0.
Noting that, a priori, Φ is bounded, it follows that when ω > m = 0 we can choose τ > 0
so large that Φ(τ/2) < ω. Therewith, we have (14) with t = τ for all such τ . The proof of
(16) for q = 1, and (14) for q > 1 is identical. Notwithstanding, for q > 1, the data from
Corollary 5.1 only lead to a result of the same qualitative nature, without the asserted rate
of decay. To obtain the latter, we need the bound on u determined by Benachour et al.
[5, Corollary 3.1]. Via (1), this provides an estimate of ∂u/∂t for 1 < q < 2 which reads
exactly the same as the one we have used for q < 1. 
Appendix A. Behaviour in Lebesgue spaces
Assuming that the initial data is integrable, the asymptotic behaviour of the solution u∗
to Problem H is well-known. Recalling the notation (10) and (11), and defining I ∗p for u∗
by analogy to Ip for u, the following can be stated.
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Then u∗ ∈ C([0,∞),Lp(Rn)) for every 1 p ∞,
I ∗1 (t) = I1(0) for all t > 0,
I ∗p is strictly decreasing on [0,∞) for 1 <p ∞, and setting,
v(x, t) := tn/2u∗(xt1/2, t)− I1(0)G(x,1),
there holds:
∥∥v(· , t)∥∥
W 1,p(Rn) → 0 as t → ∞ for all 1 p ∞. (A.1)
Lemma 6 subsequently tells us that if u0  0 in Rn, the estimates in Proposition H4
constitute an upper bound for the behaviour of the corresponding variables for Problem P.
On the other hand, if u0  0, they are a lower bound. The question arises as to the precise
behaviour for a solution of Problem P.
In the case that u0  0, the answer to the afore-stated question, to date, is as follows:
Proposition P1 [5,7,9–13,17,19,20]. Suppose that u0  0 in Rn, and 0 < I1(0) < ∞. Let
T := sup{t ∈ [0,∞): u(· , t) ≡ 0}.
Then u ∈ C([0,∞);Lp(Rn)) and Ip is strictly decreasing on [0, T ) for every 1 p ∞.
Furthermore, the following can be said, where C is a number which depends only on n
and q .
(1) If q > (n+ 2)/(n+ 1), then K1 > 0, and (A.1) holds with
v(x, t) := tn/2u(xt1/2, t)−K1G(x,1). (A.2)
(2) If 1 < q  (n+ 2)/(n+ 1), then K1 = 0, and
lim sup
t→∞
tn/{(n+1)q−n}I∞(t) < CI q/{(n+1)q−n}1 (0). (A.3)
On the other hand,
tαI1(t) → ∞ as t → ∞,
for all α > A := {n + 2 − (n + 1)q}/2(q − 1); while there are initial data for which
lim supt→∞ tA+n(1−1/p)/2Ip(t) < ∞ for all 1 p ∞.
(3) If q = 1, then K1 = 0 and (A.3) holds. On the other hand:
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exp
{(
t + αt1/3)/4}I1(t) → ∞ as t → ∞, (A.4)
for all α > A := 3{2(n − 1)π}2/3; while there are initial data for which
exp{(t + αt1/3)/4}Ip(t) → 0 as t → ∞ for all 0 < α <A and 1 p ∞.
(b) If n = 1, then
lim inf
t→∞ t
3/2et/4I1(t) > 0; (A.5)
while there are initial data for which lim supt→∞ t3/2et/4Ip(t) < ∞ for all
1 p ∞.
(4) If n/(n + 1) < q < 1, then K1 = 0 and (A.3) holds; while there are initial data for
which T < ∞.




{CI−1/(n+1)1 (0)t}I∞(t) < ∞; (A.6)
while there are initial data for which T < ∞.
(6) If q < n/(n+ 1), then T < ∞.
Remark 1.1. The estimates (A.3) and (A.6) were derived in [10] without the ex-
plicit dependence on I1(0). However, for q < (n + 2)/(n + 1), this dependence is eas-
ily deducible from the observation that Eq. (1) is invariant under the transformation
u(x, t) → λ2−qu(λq−1x,λ2(q−1)t) for any λ > 0. For q = (n+2)/(n+1), the dependence
can be determined by carefully tracing the proof in [10].
Remark 1.2. The inequalities (A.4) and (A.5) were obtained in [12,13] for initial data
which are radially symmetric, monotonic, and decay sufficiently fast with respect to dis-
tance from the point of symmetry. The comparison principle, Lemma 7, transfers these
inequalities to solutions with arbitrary initial data.
The estimate (A.3) is sharp for n/(n + 1) < q < (n + 2)/(n + 1) in the sense that the
exponent of t cannot be improved without relaxing the requirement that the right-hand side
of the inequality depend only on n, q and I1(0) [11].
The counterpart to Proposition P1 when u0  0 is as follows.
Proposition P 2 [5,19,32,33]. Suppose that q  1, u0  0 in Rn, and 0 < I1(0) < ∞.
Then I∞ is nonincreasing on [0,∞). Moreover, either I1(t) = ∞ for all t > 0; or
u ∈ C(R+;Lp(Rn)) for every 1  p ∞, I1 is strictly increasing on [0,∞), and I∞
is strictly decreasing on [0,∞). If u0 ∈ W 1,∞(Rn) then u ∈ C([0,∞);Lp(Rn)) for every
1 p ∞. If K1 < ∞ then (A.1) holds with v given by (A.2). Furthermore, the following
can be said, where C > 0 is a number which depends only on n and q .
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(2) If q = 2, then u ∈ C([0,∞);Lp(Rn)) for every 1 p ∞, and K1 < I1(0)eM .
(3) If (n+2)/(n+1) < q < 2, then u ∈ C([0,∞);Lp(Rn)) for every n(q −1)/(2−q) 
p ∞. If K∞ > 0, then
lim inf
t→∞ t
−n/qI1(t) > 0. (A.7)
There are initial data for which K1 < ∞, initial data for which K1 = ∞, and K∞ = 0,
and initial data for which K∞ > 0, and
lim inf
t→∞ t
−n/pqIp(t) > 0 for all 1 p < ∞. (A.8)
(4) If q = (n+ 2)/(n+ 1), then u ∈ C([0,∞);Lp(Rn)) for every 1 <p ∞. If K∞ > 0,
then (A.7) holds.
(a) If n 2, then lim inft→∞(ln t)−1I1(t) CI (n+2)/(n+1)1 (0).
(b) If n = 1, then lim inft→∞(ln t)−2/3I1(t) CI 4/31 (0).
There are initial data for which K∞ > 0 and (A.8) holds.
(5) If 1 < q < (n + 2)/(n + 1), then u ∈ C([0,∞);Lp(Rn)) for every 1  p ∞. If
K∞ > 0, then (A.7) holds.
(a) If n 2, then lim inft→∞ t−{n+2−(n+1)q}/2I1(t) CI q1 (0).
(b) If n = 1, then lim inft→∞ t−(3−2q)/2qI1(t) CI (2q−1)/q1 (0).
There are initial data for which K∞ > 0 and (A.8) holds.
(6) If q = 1, then u ∈ C([0,∞);Lp(Rn)) for every 1  p ∞, necessarily K∞ > 0,
(A.8) holds, and lim inft→∞ t−1/2I1(t)  CI1(0). There are initial data for which
lim supt→∞ t−n/pIp(t) < ∞ for all 1 p ∞.
Remark 2.1. With the exception of those mentioned below, the conclusions of Proposi-
tion P2 have been obtained under the hypothesis u0 ∈ W 1,∞(Rn). The results without this
hypothesis follow from the observation that u(· , t) ∈ W 1,∞(Rn) for all t > 0, cf. Lemma 2.
Remark 2.2. When I1(t) < ∞ for t > 0, the strict monotonicity of I∞ is a conse-
quence of Lemma 2, since together I1(t) < ∞ and u(· , t) ∈ W 1,∞(Rn) imply u(x, t) → 0
as |x| → ∞.
Remark 2.3. For (n + 2)/(n + 1) < q < 2, it was shown in [5] that (A.1) holds whenever
I1(0)‖|∇u0|‖(n+1)q−(n+2)L∞(Rn) is small enough. That K1 < ∞ is sufficient follows, because this
and Lemma 2 imply that u(· , t) fulfils the hypothesis on u0 for large t .
Remark 2.4. When q = 2, Lemma 4 gives u ∈ C([0,∞);Lp(Rn)) for all 1 p ∞.
Remark 2.5. When q > 2 or (n + 2)/(n + 1)  q < 2, and u0 ∈ L1(Rn) \ W 1,∞(Rn), it
remains an open question whether or not u(· , t) ∈ L1(Rn) for t > 0.
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tal solution of the heat equation with mass K1. Analogous convergence to a self-similar
solution of the full equation (1) when u0  0 in Rn, and (n + 2)/(n + 1) < q < 2 or
1 < q < (n+2)/(n+1), has been shown under appropriate hypotheses, in [20] and [5], re-
spectively. Correspondingly, for u0  0 in Rn and 1 < q < 2, convergence to a self-similar
solution of the Hamilton–Jacobi equation ∂u/∂t = |∇u|q has been established under suit-
able conditions in [5].
Theorem 4 of the present paper complements the conclusions of Proposition P2. In
particular, we note that it is not restricted to q  1, and is independent of the finiteness of
I1(0).
Out of interest, we add the following to Propositions P1 and P2.







w := |eu − 1|, and Jp(t) :=
∥∥w(· , t)∥∥
Lp(Rn)
for t  0 and p = 1,∞. Suppose first that u0  0 in Rn. Then, m  u  0 in Q, by
Lemma 2. Hence, by the Mean Value Theorem, 0  w  |u|, which implies that Jp(t) 
Ip(t) < ∞ for all t  0. Using Taylor expansion it can be verified that
0− ln(1 −w)−w w2(1 −w)−2 for any 0w < 1. (A.9)
Thus, noting that w  1−em in Q, and integrating (A.9) with respect to x ∈Rn, we obtain:
0 I1(t)− J1(t) J1(t)J∞(t)
{
1 − J∞(t)
}−2 for all t > 0. (A.10)
By Lemma 4 though, w is a solution of the heat equation (4) in Q. Hence, by Propo-
sition H4, J1(t) = J1(0) for all t > 0, and J∞(t) → 0 as t → ∞. Passing to the limit
t → ∞ in (A.10) gives I1(t) → J1(0). When u0  0 in Rn, the proof is similar. In this
event, 0  u M in Q, and we employ 0  w  eMu to justify the finiteness of Jp(0)
for p = 1,∞. The finiteness of Jp(t) for p = 1,∞, and t > 0 follows hereafter, because
as in the previous case w is a solution of the heat equation in Q. In lieu of (A.9), we
take 0w − ln(1 +w)w2 for any w  0, which can likewise be deduced by Taylor
expansion. 
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