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FLUCTUATION THEORY FOR LEVEL-DEPENDENT LE´VY RISK
PROCESSES
IRMINA CZARNA, JOSE´-LUIS PE´REZ, TOMASZ ROLSKI, AND KAZUTOSHI YAMAZAKI
Abstract. A level-dependent Le´vy process solves the stochastic differential equation
dU(t) = dX(t)− φ(U(t)) dt, where X is a spectrally negative Le´vy process. A special
case is a multi-refracted Le´vy process with φk(x) =
∑k
j=1 δj1{x≥bj}. A general rate
function φ that is non-decreasing and locally Lipschitz is also considered. We discuss
solutions of the above stochastic differential equation and investigate the so-called
scale functions, which are counterparts of the scale functions from the theory of Le´vy
processes. We show how fluctuation identities for U can be expressed via these scale
functions. We demonstrate that the derivatives of the scale functions are solutions of
Volterra integral equations.
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1. Introduction
In this paper, we consider a level-dependent Le´vy process U(t), which solves the
following stochastic differential equation (SDE):
dU(t) = dX(t)− φ(U(t)) dt, (1)
where X(t) is a spectrally negative Le´vy process. In Chapter VII of the book of As-
mussen and Albrecher [4], the following alternative form of (1) is analysed:
dU(t) = −dS(t) + p(U(t)) dt, (2)
where S(t) is a compound Poisson process with non-negative summands, and p(x) > 0
for all x ∈ R. The function p(x) is a level-dependent premium rate. Notice that in (1),
if X(t) has paths of bounded variation, then we can write X(t) = −A(t) + ct, where
A(t) is a pure jump subordinator, and (1) can be rewritten as
dU(t) = −dA(t)− (φ(U(t))− c) dt
= −dA(t) + p(U(t)) dt,
by setting p(x) = c− φ(x). Such a level-dependent risk process is dual to a storage
process V with a general release rate, which solves
dV (t) = −dX(t)− p(V (t)) dt, (3)
with the additional condition that p(0) = 0 (see, e.g., Chapter XIV of Asmussen [3]).
The main contribution of this paper is to develop a theory of scale functions for level-
dependent Le´vy risk processes. If X is a spectrally negative Le´vy process with Le´vy
exponent ψ(λ), then for all q ≥ 0 the unique solution W (q) of the equation (ψ(λ) −
q)L[W (q)](λ) = 1 is said to be a scale function, where by L[f ](λ) =
∫∞
0
e−λxf(x) dx
we denote the Laplace transform of the function f . Moreover, W (q)(x) = 0 for all
x < 0. Required notations, definitions, and facts regarding Le´vy processes are recalled
in Section 1.1.
It turns out that some exit probabilities, and moreover the solutions of interest in
risk theory for Le´vy processes, can be expressed by scale functions. The name scale
function comes from the formula W (0)(x− d)/W (0)(a− d) for the probability of exiting
the interval (d, a) via the point a for the process X such that X(0) = x. A useful survey
paper regarding the theory of scale functions of Le´vy processes and their applications
in risk theory was provided by Kuznetsov et al. [10]. We also refer the reader to the
books of Kyprianou [11, 12].
Kyprianou and Loeffen [13] developed a parallel theory of processes fulfilling equation
(1) with φ(x) = δ1{x>b}, and called the solution U a refracted Le´vy process. In their
theory, it is essential that δ > 0. In this paper, we extend the theory first to solutions
U of (1) with some non-decreasing function
φk(x) =
k∑
j=1
δj1{x≥bj}, (4)
called a multi-refracted Le´vy process, and then to the case of a general non-decreasing
continuously differentiable φ. We prove the existence and uniqueness of a solution to (1)
for rate functions φ fulfilling the conditions mentioned above. Notice that without these
assumptions the uniqueness problem for SDE (1) does not have an obvious solution.
Most known results in the literature require either some Lipschitzian properties for φ
or a Brownian component of X . See, for example, [17].
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The paper consists of two parts. In the first part, we develop some fluctuation
formulas for multi-refracted Le´vy processes. This theory represents a direct, but non-
trivial, extension of the paper of Kyprianou and Loeffen [13]. We derive formulas for the
two-sided exit problem, one-sided exit problem, resolvents, and ruin probability. We
express the solutions to these problems using the scale functions w
(q)
k and z
(q)
k . We also
demonstrate that the derivatives of w
(q)
k and z
(q)
k fulfill Volterra integral equations of
the second kind. In the second part, we analyze processes with general φ (or p). Here,
we assume that φ is non-decreasing and locally Lipschitz continuous. Formulas are
developed by approximating φ by an approximating sequence φn, where φn are the rate
functions of some multi-refracted processes. In the limit, we obtain a level-dependent
Le´vy risk process U and the scale functions w(q) and z(q). In this case, the uniqueness
of the solution to (1) is clear. The derivatives of these scale functions are the solutions
of Volterra integral equations of the second kind, as in the multi-refracted case. As
corollaries, we derive ruin probabilities.
The theory of level-dependent Le´vy risk processes or storage processes has a long
history. It was mainly developed for compound Poisson processes with the ruin func-
tion being the main interest (or the stationary distribution in the context of storage
processes). There has been little work regarding scale functions for such processes. Of
particular interest is the paper by Brockwell et al. [6], where in the setting of storage
processes, the process X is a bounded variation Le´vy process. The existence of a so-
lution to (3) was studied there, and stationary distributions of V were characterised
as solutions of Volterra equations. For further references and historical comments, we
refer the reader to Asmussen [3] and Asmussen and Albrecher [4].
1.1. Basic concepts and notations for Le´vy processes. Here we present basic
concepts and notations from the theory of Le´vy processes (which can be found in the
books of Kyprianou [11], [12]). In this paper, X = {X(t), t ≥ 0} is a spectrally
negative Le´vy process on the filtered probability space (Ω,F , {Ft, t ≥ 0},P). To avoid
trivialities, we exclude the case where X has monotone paths. As the Le´vy process X
has no positive jumps, its moment generating function exists for all λ ≥ 0:
E
[
eλX(t)
]
= etψ(λ),
where
ψ(λ) := γλ+
1
2
σ2λ2 +
∫ ∞
0
(
e−λz − 1 + λz1(0,1)(z)
)
Π(dz),
for γ ∈ R and σ ≥ 0, and where Π is a σ-finite measure on (0,∞) such that∫ ∞
0
(1 ∧ z2)Π(dz) <∞.
The measure Π is called the Le´vy measure of X . Finally, note that E [X(1)] = ψ′(0+).
We will use the standard Markovian notation: the law of X when starting from X0 = x
is denoted by Px, and the corresponding expectation by Ex. We simply write P and E
when x = 0.
When the process X has paths of bounded variation, that is, when
∫ 1
0
zΠ(dz) < ∞
and σ = 0, we can write
X(t) = ct−A(t),
where c := γ +
∫ 1
0
zΠ(dz) is the drift of X and A = {A(t), t ≥ 0} is a pure jump
subordinator.
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2. Multi-refracted Le´vy processes
For k ≥ 1, 0 < δ1, . . . , δk, and −∞ < b1 < ... < bk <∞, we consider the function
φ(x) = φk(x) =
k∑
i=1
δi1{x>bi}.
The corresponding SDE (1) is given by
dUk(t) = dX(t)−
k∑
i=1
δi1{Uk(t)>bi} dt. (5)
In this section, we show that (5) admits a unique solution in the strong sense for the
case that X is a spectrally negative Le´vy process (not the negative of a subordinator).
Here, when X has paths of bounded variation we assume that
0 < δ1 + ... + δk < c := γ +
∫
(0,1)
zΠ(dz). (6)
Note that the special case with k = 1 was already studied in Kyprianou and Loeffen [13].
Furthermore, we study the dynamics of multi-refracted Le´vy processes by establishing a
suite of identities, written in terms of scale functions, related to the one- and two-sided
exit problems and resolvents. We also present the formula for the ruin probability.
Finally, we show that the scale functions for the multi-refracted processes satisfy a
Volterra-type integral equation, which we use in Section 3 to define the scale functions
for general level-dependent processes.
Observe that from the SDE (5), for any 0 ≤ j ≤ k in each level interval (bj , bj+1]
(where b0 := −∞ and bk+1 :=∞) the process Uk evolves as Xj := {X(t)−
∑j
i=1 δit : t ≥
0}, which is a spectrally negative Le´vy process that is not the negative of a subordinator,
because we assume (6). The Laplace exponent of Xj on [0,∞) is given by
λ 7→ ψj(λ) := ψ(λ)− (δ1 + ...+ δj)λ,
with right-inverse
ϕj(q) = sup{λ ≥ 0 | ψj(λ) = q}.
We will use equivalently the notation U0 = X0 := X and ϕ0(q) := Φ(q). Moreover,
for all 0 ≤ j ≤ k, Xj has the same Le´vy measure Π and diffusion coefficient σ as X .
Furthermore, it is easy to notice the recursive relationship between the processes Xj
and Xj+1, i.e., Xj+1 = {Xj(t)− δj+1t : t ≥ 0}.
Theorem 1 (Existence). For k ≥ 1, 0 < δ1, . . . , δk, and −∞ < b1 < ... < bk < ∞,
there exists a strong solution Uk to the SDE (5).
Proof. As in Section 3 of [13], we provide a pathwise solution to (5) when the driving
Le´vy process X is of bounded variation. We defer the proof for the unbounded variation
case to Appendix B. We prove the result by induction. First, the base case (k = 1)
holds by [13]. Next, we assume that there exists a strong solution Uk−1 to the SDE
dUk−1(t) = dX(t)−
k−1∑
i=1
δi1{Uk−1(t)>bi} dt (7)
with the initial condition Uk−1(0) = x for any arbitrary x, in order to show that we can
construct a process Uk that solves the SDE (5).
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To this end, we define a sequence of times (Sn)n≥0 and processes (U
n
k−1(t), t ≥ Sn)n≥0
recursively as follows. First, we set U
0
k−1(t) := Uk−1(t), t ≥ S0 := 0, which exists and
solves (7) by the inductive hypothesis. For n ≥ 1, we recursively set
Tn := inf
{
t > Sn−1 : U
n−1
k−1(t) ≥ bk
}
,
Sn := inf
{
t > Tn : U
n−1
k−1(t)− δk(t− Tn) < bk
}
,
and {U
n
k−1, t ≥ Sn}, starting at U
n
k−1(Sn) = U
n−1
k−1(Sn)− δk(Sn − Tn) and solving
dU
n
k−1(t) = dX(t)−
k−1∑
i=1
δi1{Unk−1(t)>bi} dt, (8)
which again exists by the inductive hypothesis.
Here, one can observe that the difference between any two consecutive times Sn and
Tn is strictly positive. This is because of the fact that on [Tn, Sn], dU
n
k−1 = dXk−1− δk,
and Xk−1 is of bounded variation with drift c−
∑k−1
j=1 δj > 0. Thus by Theorem 6.5 in
[12] bk is irregular for (−∞, bk), and hence Tn < Sn. On the other hand, U
n
k−1 always
jumps at Sn, while it is continuous (creeps upwards) at Tn, and so Tn < Sn < Tn+1.
Now, proceeding as in [13], we construct a solution {Uk(t) : t ≥ 0} to (5) as follows:
Uk(t) =
{
U
n
k−1(t) for t ∈ [Sn, Tn+1) and n = 0, 1, 2, . . . ,
U
n−1
k−1(t)− δk(t− Tn) for t ∈ [Tn, Sn) and n = 1, 2, . . .
(9)
Our final step is to prove that the above pathwise-constructed process Uk is a strong
solution to the equation (5).
First, for t ∈ [S0, T1) we note that Uk(t) = U
0
k−1(t) = Uk−1(t) and 1{Uk(t)>bk} = 0,
and therefore
Uk(t) = X(t)−
k−1∑
i=1
δi
∫ t
0
1{Uk−1(s)>bi} ds = X(t)−
k∑
i=1
δi
∫ t
0
1{Uk(s)>bi}ds,
which solves (5). Now, let t ∈ [T1, S1). Then, Uk(t) = Uk−1(t)− δk(t− T1), and hence
Uk(t) = Uk−1(t)− δk(t− T1) = X(t)−
k−1∑
i=1
δi
∫ t
0
1{Uk−1(t)>bi} dt− δk(t− T1)
= X(t)−
k−1∑
i=1
δi
∫ T1
0
1{Uk−1(t)>bi} dt−
k−1∑
i=1
δi
∫ t
T1
1{Uk−1(t)>bi} dt− δk(t− T1)
= X(t)−
k∑
i=1
δi
∫ T1
0
1{Uk(t)>bi} dt−
k∑
i=1
δi
∫ t
T1
1{Uk−1(t)>bi} dt
= X(t)−
k∑
i=1
δi
∫ t
0
1{Uk(t)>bi} dt,
where the second to the last equality holds because Uk = Uk−1 ≤ bk on [0, T1), and the
last equality holds because Uk−1 ≥ Uk ≥ bk ≥ bi for i ≤ k on [T1, S1). In particular, we
have that
Uk(S1) = Uk−1(S1)− δk(S1 − T1) = X(S1)−
k∑
i=1
δi
∫ S1
0
1{Uk(t)>bi} dt. (10)
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From (8) and (10), it holds that
U
1
k−1(t) = Uk(S1) + (X(t)−X(S1))−
k−1∑
i=1
δi
∫ t
S1
1
{U
1
k−1(t)>bi}
dt
= X(S1)−
k∑
i=1
δi
∫ S1
0
1{Uk(t)>bi} dt+ (X(t)−X(S1))−
k−1∑
i=1
δi
∫ t
S1
1
{U
1
k−1(t)>bi}
dt
= X(t)−
k∑
i=1
δi
∫ S1
0
1{Uk(t)>bi} dt−
k−1∑
i=1
δi
∫ t
S1
1
{U
1
k−1(t)>bi}
dt.
(11)
Then, for t ∈ [S1, T2), by (8), (9), and the fact that U
1
k−1 = Uk ≤ bk on [S1, T2), we
have
Uk(t) = U
1
k−1(t) = X(t)−
k∑
i=1
δi
∫ S1
0
1{Uk(t)>bi} dt−
k−1∑
i=1
δi
∫ t
S1
1
{U
1
k−1(t)>bi}
dt
= X(t)−
k∑
i=1
δi
∫ t
0
1{Uk(t)>bi} dt.
On [T2, S2), it follows from (8) and (9) that
Uk(t) = U
1
k−1(t)− δk(t− T2)
= X(t)−
k∑
i=1
δi
∫ S1
0
1{Uk(t)>bi} dt−
k−1∑
i=1
δi
∫ T2
S1
1
{U
1
k−1(t)>bi}
dt
−
k−1∑
i=1
δi
∫ t
T2
1
{U
1
k−1(t)>bi}
dt− δk(t− T2)
= X(t)−
k∑
i=1
δi
∫ t
0
1{Uk(t)>bi} dt.
The previous identity follows from the fact that U1k−1 = Uk ≤ bk on [S1, T2) and
U
1
k−1 ≥ Uk ≥ bk ≥ bi for all 1 ≤ i ≤ k on [T2, S2).
Hence, by proceeding by induction on the time intervals [Sn, Tn+1) and [Tn+1, Sn+1)
for n = 2, 3, ... we obtain that, for any t > 0, the process defined in (9) fulfills (5).
This completes the proof of the existence of a strong solution for the bounded variation
case. 
The proof of the uniqueness follows verbatim from Proposition 15 of [13] (see also
Example 2.4 on p. 286 of [9]), using the fact that the function φk is non-decreasing for
k = 1, 2, . . . . Hence, we have the following result.
Lemma 2. (Uniqueness) Under the assumptions of Theorem 1, there exists a unique
strong solution to (5).
Using the argument given in Remark 3 of [13], we can obtain the following.
Lemma 3. (Strong Markov property) Under the assumptions of Theorem 1, for
each k ≥ 1, the process Uk, which is the unique solution to (5), is a strong Markov
process.
FLUCTUATION THEORY FOR LEVEL-DEPENDENT LE´VY RISK PROCESSES 7
2.1. Scale functions. In this section, we present a few facts concerning scale functions
that are important for writing many fluctuation identities for spectrally negative Le´vy
processes.
First, for any k ≥ 0 the scale functions W
(q)
k and Z
(q)
k of Xk are defined as follows.
For q ≥ 0, the q-scale function W
(q)
k of the process Xk is defined as the continuous
function on [0,∞) whose Laplace transform satisfies∫ ∞
0
e−λyW
(q)
k (y)dy =
1
ψk(λ)− q
, for λ > ϕk(q). (12)
The scale function W
(q)
k is positive, strictly increasing and continuous for x ≥ 0. We
extend W
(q)
k to the whole real line by setting W
(q)
k (x) = 0 for x < 0. In particular, we
write Wk = W
(0)
k when q = 0. We also define
Z
(q)
k (x) = 1 + q
∫ x
0
W
(q)
k (y)dy, x ∈ R. (13)
Note that Zk = Z
(0)
k = 1 when q = 0. In particular, for k = 0, we set W
(q) = W
(q)
0 and
Z(q) = Z
(q)
0 for the scale functions of the spectrally negative Le´vy process X .
For any k ≥ 0, the initial value of W
(q)
k is given by
W
(q)
k (0) =
{
1
c−
∑k
j=1 δj ,
when σ = 0 and
∫ 1
0
zΠ(dz) <∞,
0, otherwise.
In [13], many fluctuation identities, including the probability of ruin for U1, have
been derived using the scale functions for U1. For q ≥ 0, x, d ∈ R and b1 > d, define
w
(q)
1 (x; d) := W
(q)(x− d) + δ1
∫ x
b1
W
(q)
1 (x− y)W
(q)′(y − d)dy. (14)
In the remainder of this paper, we will use the convention that
∫ b
a
= 0 if b < a. Hence,
note that when x ≤ b1 we have that
w
(q)
1 (x; d) =W
(q)(x− d). (15)
The following definition will be useful for a compact presentation of the main results
of Section 2.2.
Definition 4. For any 0 ≤ k, −∞ =: b0 < b1 < · · · < bk < bk+1 := ∞, and y ∈ R,
define
Ξφk(y) := 1−W
(q)(0)φk(y).
For the unbounded variation case, we note that the fact that W (q)(0) = 0 implies
that Ξφk(y) = 1 for all y ∈ R. On the other hand, in the bounded variation case with
y ∈ (bi, bi+1] and i ≤ k − 1, we have that
Ξφk(y) = 1−W
(q)(0)
i∑
j=1
δj =
i∏
j=1
(
1− δjW
(q)
j−1(0)
)
,
and similarly for y > bk, we obtain Ξφk(y) =
∏k
j=1
(
1− δjW
(q)
j−1(0)
)
.
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2.2. Exit problems and resolvents. For a ∈ R and k ≥ 1, define the following
first-passage stopping times:
τa,−k := inf{t > 0: Xk(t) < a} and τ
a,+
k := inf{t > 0: Xk(t) ≥ a},
κa,−k := inf{t > 0: Uk(t) < a} and κ
a,+
k := inf{t > 0: Uk(t) ≥ a},
with the convention that inf ∅ =∞.
First, we state the result for the two-sided exit problem for k-multi-refracted Le´vy
processes. The special case with k = 1 was already derived in Theorem 4 of Kyprianou
and Loeffen [13]. We remark that for Xk and U1 we have, for example for a > d and
x ≤ a, that
Ex
[
e−qτ
a,+
k 1{τa,+
k
<τ
d,−
k
}
]
=
W
(q)
k (x− d)
W
(q)
k (a− d)
, k ≥ 0, (16)
Ex
[
e−qκ
a,+
1 1{κa,+1 <κ
d,−
1 }
]
=
w
(q)
1 (x; d)
w
(q)
1 (a; d)
, (17)
where the latter holds by [13].
Theorem 5. (Two-sided exit problem)
Fix k ≥ 1 and q ≥ 0.
(i) For d < b1 < · · · < bk ≤ a and d ≤ x ≤ a, we have
Ex
[
e−qκ
a,+
k 1{κa,+
k
<κ
d,−
k
}
]
=
w
(q)
k (x; d)
w
(q)
k (a; d)
, (18)
where w
(q)
k is defined by the recursion
w
(q)
k (x; d) := w
(q)
k−1(x; d) + δk
∫ x
bk
W
(q)
k (x− y)w
(q)′
k−1(y; d)dy. (19)
The function w
(q)
k−1(x; d) is the scale function associated with the process Uk−1,
and the initial function is given by w
(q)
0 (x; d) =W
(q)(x− d).
(ii) For 0 < b1 < · · · < bk ≤ a and 0 ≤ x ≤ a,
Ex
[
e−qκ
0,−
k 1{κ0,−
k
<κ
a,+
k
}
]
= z
(q)
k (x)−
z
(q)
k (a)
w
(q)
k (a)
w
(q)
k (x), (20)
where z
(q)
k is defined by the recursion
z
(q)
k (x) := z
(q)
k−1(x) + δk
∫ x
bk
W
(q)
k (x− y)z
(q)′
k−1(y)dy. (21)
The scale function z
(q)
k−1(x) is associated with the process Uk−1, and the initial
function is given by z
(q)
0 (x) = Z
(q)(x).
Corollary 6. (One-sided exit problem)
Fix k ≥ 1.
(i) For x ≥ 0, b1 > 0 and q > 0, we have
Ex
[
e−qκ
0,−
k 1{κ0,−
k
<∞}
]
= z
(q)
k (x)−
∫∞
bk
e−ϕk(q)zz
(q)′
k−1(z)dz∫∞
bk
e−ϕk(q)zw
(q)′
k−1(z)dz
w
(q)
k (x). (22)
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(ii) For b1 < · · · < bk ≤ a, x ≤ a and q ≥ 0,
Ex
[
e−qκ
a,+
k 1{κa,+
k
<∞}
]
=
u
(q)
k (x)
u
(q)
k (a)
. (23)
Here, u
(q)
k is defined by the recursion
u
(q)
k (x) := u
(q)
k−1(x) + δk
∫ x
bk
W
(q)
k (x− y)u
(q)′
k−1(y)dy, (24)
where the function u
(q)
k−1(x) is associated with the process Uk−1, and the initial
function is given by u
(q)
0 (x) = e
Φ(q)x.
For q = 0, we write w
(0)
k (x; d) = wk(x; d) with k ≥ 0. Moreover, for d = 0 we denote
w
(q)
k (x; 0) = w
(q)
k (x). Furthermore, we also use the same convention for the functions
z
(q)
k and u
(q)
k .
Theorem 7. (Resolvents)
Fix a Borel set B ⊆ R and k ≥ 1.
(i) For d < b1 < · · · < bk ≤ a, d ≤ x ≤ a and q ≥ 0,
Ex
[∫ κa,+
k
∧κd,−
k
0
e−qt1{Uk(t)∈B}dt
]
=
∫
B∩(d,a)
w
(q)
k
(x;d)
w
(q)
k
(a;d)
w
(q)
k (a; y)− w
(q)
k (x; y)
Ξφk(y)
dy, (25)
where the scale function w
(q)
k (x; z) is defined in Theorem 5 (i).
(ii) For x ≥ 0, b1 > 0 and q > 0,
Ex
[∫ κ0,−
k
0
e−qt1{Uk(t)∈B}dt
]
=
∫
B∩(0,∞)
w
(q)
k
(x)
v
(q)
k
(0)
v
(q)
k (y)− w
(q)
k (x; y)
Ξφk(y)
dy, (26)
where v
(q)
k (y) := δk
∫∞
bk
e−ϕk(q)zw
(q)′
k−1(z; y)dz, and the scale function w
(q)
k (x; z) is
defined in Theorem 5 (i).
(iii) For x, bk ≤ a and q ≥ 0,
Ex
[∫ κa,+
k
0
e−qt1{Uk(t)∈B}dt
]
=
∫
B∩(−∞,a)
u
(q)
k
(x)
u
(q)
k
(a)
w
(q)
k (a; y)− w
(q)
k (x; y)
Ξφk(y)
dy, (27)
where the functions w
(q)
k (x; y) and u
(q)
k (x) are defined in Theorems 5 and 6,
respectively.
(iv) For x ∈ R and q > 0,
Ex
[∫ ∞
0
e−qt1{Uk(t)∈B}dt
]
=
∫
B
u
(q)
k
(x)
∫
∞
bk
e−ϕk(q)zw
(q)′
k−1(z;y)dz
∫
∞
bk
e−ϕk(q)zu
(q)′
k−1(z)dz
− w(q)k (x; y)
Ξφk(y)
dy, (28)
where the functions w
(q)
k (x; y) and u
(q)
k (x) are defined in Theorems 5 and 6,
respectively.
Note that in the above expressions, the derivatives of the scale functions w
(q)
k , z
(q)
k ,
and u
(q)
k appear. We refer to Lemma 9 for a further explanation regarding why the
integrals given in the above identities are well defined.
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Corollary 8. (Ruin probability) For any k ≥ 1, b1 > 0, x ≥ 0, and 0 <
∑k
j=1 δj <
E[X(1)], we have
Px
(
κ0,−k <∞
)
= 1−
E[X(1)]−
∑k
j=1 δj
1−
∑k
j=1 δjwj−1(bj)
wk(x). (29)
The proofs of the above theorems and corollaries are given in the Appendix, because
the arguments tend to be technical, and the results intuitively hold in a similar manner
to the case presented in [13]. In Appendix A, we begin by providing the proofs of the
identities (18) and (25) under the assumption that X is a Le´vy process that has paths
of bounded variation. The proofs for the case of unbounded variation are presented
in Appendix B. We remark here that our further reasoning is common for a general
Le´vy process X , and hence using formulas (18) and (25) we obtain the remainder of
the identities for a general class of spectrally negative Le´vy processes. For details, we
refer the reader to Appendix C.
2.3. Analytical properties of multi-refracted scale functions. In this section, we
summarize the properties of the multi-refracted scale functions w
(q)
k and z
(q)
k , which will
be crucial for further proofs in this paper. Moreover, the following results are important
for many applied probability models, such as optimal dividend problems.
Lemma 9. (Smoothness) In general, w
(q)
k (·; d) is a.e. continuously differentiable. In
particular, if X is of unbounded variation, then w
(q)
k (·; d) is C
1(d,∞). On the other
hand, if we assume that W
(q)
k (· − d) ∈ C
1(d,∞) for all k ≥ 0 and X is of bounded
variation, then w
(q)
k (·; d) is also C
1((d,∞)\{b1, . . . , bk}), where in particular w
(q)
0 (·; d)
is C1(d,∞).
Proof. First take k = 0. Because w
(q)
0 (·; d) = W
(q)(· − d), the statement follows from
Lemma 2.4 in [10].
Next, for induction, we assume that for the bounded variation case w
(q)
k−1(x; d) ∈
C1(d,∞) except at b1, ..., bk−1. From (19), we compute
w
(q)′
k (x; d) =
{
w
(q)′
k−1(x; d) for x < bk
w
(q)′
k−1(x; d)(1 + δkW
(q)
k (0)) + δ1
∫ x
bk
W
(q)′
k (x− z)w
(q)′
k−1(z; d)dz for x > bk.
.
The above equation, together with the inductive assumption and the fact that function
W
(q)
k is in general a.e. continuously differentiable, gives that w
(q)
k (x; d) is also a.e. contin-
uously differentiable. Moreover, for the unbounded variation case, because W
(q)
k (0) = 0
we have that limx→bk−w
(q)′
k (x; d) = w
(q)′
k−1(bk; d) = limx→bk+w
(q)′
k (x; d). Then, because
W
(q)
k (· − d), w
(q)
k−1(·; d) ∈ C
1(d,∞) we obtain that w
(q)
k (·; d) is C
1(d,∞). Finally, for the
bounded variation case we have that W
(q)
k (0) > 0, and then
lim
x→bk−
w
(q)′
k (x; d) = w
(q)′
k−1(bk; d) 6= w
(q)′
k−1(bk; d)(1 + δkW
(q)
k (0)) = lim
x→bk+
w
(q)′
k (x; d),
so that the derivative does not exist at bk. Furthermore, for the bounded variation case
it follows from the inductive assumption and the assumption thatW
(q)
k (·−d) ∈ C
1(d,∞)
that w
(q)
k belongs to C
1((d,∞)\{b1, . . . , bk}).

Lemma 10. (Monotonicity) The scale function w
(q)
k defined in (19) is an increasing
function for k ≥ 0 and x ≥ d.
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Proof. Because we have for k = 0 that w
(q)
k (·; d) =W
(q)(·−d), the monotonicity follows
directly from the definition.
Now, assume for induction that w
(q)
k−1 is an increasing function for x ≥ d. Then, again
from (19), for any x > y we obtain that
w
(q)
k (x; d)− w
(q)
k (y; d)
= w
(q)
k−1(x; d) + δk
∫ x
bk
W
(q)
k (x− z)w
(q)′
k−1(z; d)dz − w
(q)
k−1(y; d)− δk
∫ y
bk
W
(q)
k (y − z)w
(q)′
k−1(z; d)dz
= w
(q)
k−1(x; d)− w
(q)
k−1(y; d) + δk
∫ y
bk
(
W
(q)
k (x− z)−W
(q)
k (y − z)
)
w
(q)′
k−1(z; d)dz
+ δk
∫ x
y
W
(q)
k (x− z)w
(q)′
k−1(z; d)dz > 0.
The result follows by the induction assumption and the facts that δk > 0 and W
(q)
k is a
non-negative, increasing function in its domain. 
As a consequence of the previous lemma, we have the following result.
Corollary 11. For any d ∈ R and k ≥ 0, w
(q)′
k (x; d) > 0 for a.e. x > d.
Lemma 12. (Behavior at 0) For any d ∈ R, b1 > d and k ≥ 1, w
(q)
k (d; d) =W
(q)(0)
and z
(q)
k (0) = Z
(q)(0) = 1. In particular, w
(q)
k (0) = W
(q)(0).
Proof. From (14), it is easy to check that w
(q)
1 (d; d) = W
(q)(0). Hence from (19) it follows
that w
(q)
k (d; d) = w
(q)
k−1(d; d), and by induction we obtain that w
(q)
k (d; d) = W
(q)(0) for
any k ≥ 1. A similar argument yields that z
(q)
k (0) = Z
(q)(0) = 1 for any k ≥ 1. 
By solving the recursion given in (19) with the initial condition (14), we get the
following result.
Proposition 13. For k ≥ 1, we have
w
(q)
k (x; d) = W
(q)(x− d) +
k∑
i=1
δi
∏
0<l<i
(
1 + δlW
(q)
l (0)
)∫ x
bi
W
(q)
i (x− y)W
(q)′(y − d)dy
+
∑
1≤i1<i2≤k
δi1δi2
∏
0<l 6=i1<i2
(
1 + δlW
(q)
l (0)
)∫ x
bi2
W
(q)
i2
(x− y1)×
×
∫ y1
bi1
W
(q)′
i1
(y1 − y2)W
(q)′(y2 − d) dy2 dy1
+
∑
1≤i1<i2<i3≤k
δi1δi2δi3
∏
0<l 6=i2<i3
l 6=i1
(
1 + δlW
(q)
l (0)
)∫ x
bi3
W
(q)
i3
(x− y1)
∫ y1
bi2
W
(q)′
i2
(y1 − y2)×
×
∫ y2
bi1
W
(q)′
i1
(y2 − y3)W
(q)′(y3 − d)dy3dy2dy1
+
...
+
k∏
i=1
δi
∫ x
bk
W
(q)
k (x− y1)
∫ y1
bk−1
W
(q)′
k−1(y1 − y2)
∫ y2
bk−2
W
(q)′
k−2(y2 − y3)× . . .
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. . .×
∫ yk−1
b1
W
(q)′
1 (yk−1 − yk)W
(q)′(yk − d) dyk . . . dy1. (30)
Here, we present some useful lemmas, which will be important for the proofs given
in Appendices A and C.
Lemma 14. For any q ≥ 0, x ∈ R, b0 = −∞, and bk = max1≤j≤k bj < y for k ≥ 0,
w
(q)
k (x; y) = Ξφk(y)W
(q)
k (x− y). (31)
Proof. We prove the result by induction. The base case (k = 0) is clear, because this
holds with Ξφ0(y) = 1 and w
(q)
0 (x; y) = W
(q)
0 (x− y).
Assume for induction that w
(q)
k−1(x; y) = Ξφk−1(y)W
(q)
k−1(x− y) for bk−1 < y. Then, by
(19), for bk−1 < bk < y,
w
(q)
k (x; y) = w
(q)
k−1(x; y) + δk
∫ x
bk
W
(q)
k (x− z)w
(q)′
k−1(z; y)dz
= w
(q)
k−1(x; y) + Ξφk−1(y)δk
∫ x−y
bk−y
W
(q)
k (x− y − z)W
(q)′
k−1(z)dz
= Ξφk−1(y)
(
W
(q)
k−1(x− y) + δk
∫ x−y
0
W
(q)
k (x− z − y)W
(q)′
k−1(z)dz
)
. (32)
According to the proofs of Theorems 4 and 5 of [13], we obtain that the scale functions
W
(q)
k and W
(q)
k−1 are related by the following formula: for z ≥ 0,
δk
∫ z
0
W
(q)
k (z − y)W
(q)
k−1(y)dy =
∫ z
0
W
(q)
k (y)dy −
∫ z
0
W
(q)
k−1(y)dy. (33)
Differentiating the above formula in z gives us
δk
∫ z
0
W
(q)
k (y)W
(q)′
k−1(z − y)dy + δkW
(q)
k (z)W
(q)
k−1(0) =W
(q)
k (z)−W
(q)
k−1(z).
The above equation together with (32) implies that, for bk < y,
w
(q)
k (x; y) = Ξφk(y)W
(q)
k (x− y).

Lemma 15. Suppose that q > 0. For δ > ϕk(q), we have that w
(q)
k (x; d)e
−δx x↑∞−−→ 0 for
k ≥ 0.
Proof. We prove the result by induction. The base case with k = 0 is clear, as we know
that W (q)(x)e−Φ(q)x converges to a finite value as x→∞. Now, suppose that the claim
holds for k − 1 (i.e., w
(q)
k−1(x; d)e
−δx x↑∞−−→ 0 for δ > ϕk−1(q)). Then we will show that it
also holds for k. We have
e−δxw
(q)
k (x; d) = e
−δxw
(q)
k−1(x; d) + δke
−δx
∫ x
bk
W
(q)
k (x− y)w
(q)′
k−1(y; d)dy
≤ e−δxw
(q)
k−1(x; d) + δke
−δxψ′k(ϕk(q))
−1
∫ x
bk
eϕk(q)(x−y)w
(q)′
k−1(y; d)dy
= e−δxw
(q)
k−1(x; d) + δke
−(δ−ϕk(q))xψ′k(ϕk(q))
−1
∫ x
bk
e−ϕk(q)yw
(q)′
k−1(y; d)dy.
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Because q > 0 implies ϕk(q) > ϕk−1(q), the inductive hypothesis and Corollary 11
imply that
∫ x
bk
e−ϕk(q)yw
(q)′
k−1(y; d) dy converges to a finite value as x → ∞. Therefore,
e−δxw
(q)
k (x; d) vanishes in the limit as x→∞. By induction, the proof is complete.

Remark 16. It is easy to check that similar results as those in Lemmas 9 and 15 hold
for the functions z(q) and u(q).
2.4. Integral equations for the multi-refracted scale functions. In this section,
we will show that the scale functions w
(q)
k , z
(q)
k and u
(q)
k are the solutions to some
integral equations. This representation will be important for defining the scale functions
associated with the level-dependent Le´vy process that we study in the next section.
Proposition 17. Suppose that φk(x) =
∑k
i=1 δi1{x>bi} and k, q ≥ 0. Then, for x, d ∈ R,
d < b1 the function w
(q)
k (x; d) is a unique solution to the following equation:
w
(q)
k (x; d) = W
(q)(x− d) +
∫ x
d
W (q)(x− y)φk(y)w
(q)′
k (y; d) dy (34)
Proof. In the proof, we use the partial Laplace transform
Lb[f(x; d)](λ) =
∫ ∞
b
e−λxf(x; d) dx, b ≥ 0,
and the following property that we obtain using Fubini’s theorem:
Lb
[∫ x
b
g(x− y)f(y; d) dy
]
(λ) = Lb[f(x; d)](λ)L0[g(x)](λ).
Moreover, integration by parts gives us that
Lb[f
′(x; d)](λ) = λLb[f(x; d)](λ)− e
−λbf(b; d).
Using the principle of induction, we will demonstrate that for k = 0, 1, 2, . . . it holds
that
w
(q)
k (x; d) = W
(q)(x− d) +
k∑
i=1
δi
∫ x
bi
W (q)(x− y)w
(q)′
k (y; d)dy, (35)
which is equivalent to (34).
First, the identity (35) for the base case (k = 0) holds because w
(q)
0 (x; d) = W
(q)(x−
d), and this is the unique solution.
Next, under the inductive hypothesis that w
(q)
k−1(x; d) is a unique solution to (35) with
k replaced with k − 1, we show that w
(q)
k (x; d) must be a unique solution to (35). To
this end, given a function u solving
u(x; d) = W (q)(x− d) +
k∑
i=1
δi
∫ x
bi
W (q)(x− y)u′(y; d) dy, (36)
we show it necessarily holds that u(x; d) = w
(q)
k (x; d). The proof is given separately for
x ≤ bk and x > bk.
Suppose that x ≤ bk. Then, (36) reduces to
u(x; d) = W (q)(x− d) +
k−1∑
i=1
δi
∫ x
bi
W (q)(x− y)u′(y; d) dy,
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which is precisely w
(q)
k−1(x; d) by the inductive hypothesis. Because w
(q)
k−1(x; d) and
w
(q)
k (x; d) coincide for x ≤ bk (in view of (19)), we must have that u(x; d) = w
(q)
k (x; d).
To prove the identity for x > bk, we show that Lbk [u(x; d)](λ) = Lbk [w
(q)
k (x; d)](λ) for
sufficiently large λ.
We have
u(x; d) =W (q)(x− d) +
k∑
i=1
δi
∫ x
bi
W (q)(x− y)u′(y; d) dy
=W (q)(x− d) +
k−1∑
i=1
δi
∫ bk
bi
W (q)(x− y)u′(y; d) dy
+
k∑
i=1
δi
∫ x
bk
W (q)(x− y)u′(y; d) dy
=W (q)(x− d) +
k−1∑
i=1
δi
∫ bk
bi
W (q)(x− y)w
(q)′
k−1(y; d) dy
+
k∑
i=1
δi
∫ x
bk
W (q)(x− y)u′(y; d) dy
= w
(q)
k−1(x; d) +
k∑
i=1
δi
∫ x
bk
W (q)(x− y)u′(y; d) dy
−
k−1∑
i=1
δi
∫ x
bk
W (q)(x− y)w
(q)′
k−1(y; d) dy.
Applying the operator Lbk to both sides of the previous equation, we obtain that
Lbk [u(x; d)](λ) = Lbk [w
(q)
k−1(x; d)](λ) +
∑k
i=1 δi
ψ(λ)− q
(
λLbk [u(x; d)](λ)− e
−λbku(bk; d)
)
−
∑k−1
i=1 δi
ψ(λ)− q
(
λLbk [w
(q)
k−1(x; d)](λ)− e
−λbkw
(q)
k−1(bk; d)
)
=
ψk−1(λ)− q
ψ(λ)− q
Lbk [w
(q)
k−1(x; d)](λ) +
∑k
i=1 δi
ψ(λ)− q
λLbk [u(x; d)](λ)
−
δk
ψ(λ)− q
e−λbkw
(q)
k−1(bk; d).
This implies that
Lbk [u(x; d)](λ) =
ψk−1(λ)− q
ψk(λ)− q
Lbk [w
(q)
k−1(x; d)](λ)−
δk
ψk−1(λ)− q
e−λbkw
(q)
k−1(bk; d). (37)
Applying the operator Lbk on both sides of (19) gives
Lbk [w
(q)
k (x; d)](λ) = Lbk [w
(q)
k−1(x; d)](λ) +
δk
ψk(λ)− q
Lbk [w
(q)′
k−1(x; d)](λ)
= Lbk [w
(q)
k−1(x; d)](λ)
+
δk
ψk(λ)− q
(
λLbk [w
(q)
k−1(x; d)](λ)− e
−λbkw
(q)
k−1(bk; d)
)
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=
ψk−1(λ)− q
ψk(λ)− q
Lbk [w
(q)
k−1(x; d)](λ)−
δk
ψk(λ)− q
e−λbkw
(q)
k−1(bk; d). (38)
Hence, by (37) and (38) we obtain that Lbk [u(x; d)](λ) = Lbk [w
(q)
k (x; d)](λ) for suffi-
ciently large λ, which in turn implies that u is the unique solution of (36) and that
u(x; d) = w
(q)
k (x; d) for x ≥ 0. 
In a similar manner as in the proof of Proposition 17, we can show that the scale
functions z
(q)
k and u
(q)
k can be characterised as the solution to the following integral
equations, respectively:
z
(q)
k (x) = Z
(q)(x) +
k∑
i=1
δi
∫ x
bi
W (q)(x− y)z
(q)′
k (y)dy,
u
(q)
k (x) = e
Φ(q)x +
k∑
i=1
δi
∫ x
bi
W (q)(x− y)u
(q)′
k (y)dy.
3. Theory for a general premium rate function
In this section, we extend the theory of multi-refracted processes to the solutions of
(1) with a general premium rate function φ. We prove the existence and uniqueness
of these solutions using the theory already developed for the multi-refracted case. To
this end, we approximate a general rate function φ by a sequence of rate functions
(φn)n≥0 of the form given in (4). This will define a sequence of multi-refracted Le´vy
processes, which will allow us to prove the existence and uniqueness of solutions to (1)
by a limiting argument.
Because most of the results presented in this section are based on the previous results
for multi-refracted processes, we adopt the following assumptions:
[A] The function φ is non-decreasing and for fixed d′ ∈ R, φ(x) = 0 for x ≤ d′.
Furthermore φ is either locally Lipschitz continuous or φ is of the form given
in (4). In the bounded variation case, we assume that φ(x) < c for all x ∈ R.
Now, consider U , which is the solution of (2). Between jumps, the evolution of U
is deterministic, according to x˙ = p(x) with x(0) = x0. To solve this equation, we
introduce
Ωx(y) =
∫ y
x
1
p(v)
dv.
Notice that d
dt
Ωx0(xt) = x˙t(p(xt))
−1 = 1, and so Ωx0(xt) = t. Hence, xt = Ω
−1
x0
(t). A
problem appears if Ω0(y) < ∞ for all 0 < y ≤ ∞. In this case, Ω
−1
x (t) is defined for
all x ≥ 0, and 0 < t ≤ Ωx(∞) < ∞. In the paper by Albrecher et al. [1], the authors
considered the case in which the process U is driven by a compound Poisson process
and a rate function p(x) = C + x2. In view of the previous remark, we can see that the
process U cannot be constructed for all t ≥ 0.
3.1. Existence, uniqueness, and monotonicity. In this section we will prove the
existence and uniqueness of a solution to (1) with a rate function φ that satisfies As-
sumption [A]. As we already mentioned, we will use an approximating argument, in
which a monotonicity property of the solutions based on their driving rate functions
will be crucial.
We consider a sequence of functions (φn)n≥1 that satisfy the following conditions:
(a) limn→∞ φn = φ uniformly on compact sets.
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(b) For x ∈ R,
φ1(x) ≤ φ2(x) ≤ . . . ≤ φ(x).
(c) For each n ≥ 1 and x ∈ R, we have that φn(x) =
∑mn
j=1 δ
n
j 1{x>bnj }, for some
mn ∈ N, 0 < b
n
1 < . . . < b
n
mn
, and δnj > 0 for each j = 1, . . . , mn.
For each n ≥ 1 we denote the solution of (1) with the rate function φn by Un.
Remark 18. According to the convention from Section 2, φn is an mn-multi-refracted
rate function. Notice that from now on φn is not exactly the rate function from Section
2, because now we are not indexing the sequence (φn)n≥1 only by the number of barriers.
We decided to use the above notation for clarity of Section 3.
We now show how to construct a specific sequence (φn)n≥1 that satisfies the con-
ditions mentioned above. For each n ≥ 1 we choose a grid Πn = {bnl = l2
−n : l =
1, . . . , mn = n2
n} and set δnj = φ(b
n
j )−φ(b
n
j−1), with b
n
0 = 0. Furthermore we define the
approximating sequence of the rate function φ as follows:
φn(x) =
mn∑
j=1
δnj 1{x>bnj } for n ≥ 1 and x ∈ R.
For any n ≥ 1, we have from Lemma 1 that there exists a unique solution Un to (1)
with the rate function φn. Moreover, the following lemma implies that the sequence
(Un(t))n≥1 is non-decreasing for any t ≥ 0.
Lemma 19. Suppose that for each n ≥ 1, φn(x) ≤ φn+1(x) for all x ∈ R. Then
Un+1(t) ≤ Un(t) for all t ≥ 0.
Proof. Consider ε > 0, and define the function φεn+1(x) := φn+1(x) + ε. Then, φn(x) <
φεn+1(x) for all x ∈ R. Consider the process U
ε
n+1, which is a solution to the following
SDE:
Uεn+1(t) = X(t)−
∫ t
0
φεn+1(U
ε
n+1(s)) ds, t ≥ 0.
Moreover, define
ς:= inf{t > 0 : Un(t) < U
ε
n+1(t)},
and assume that ς < ∞. We remark that because Un and U
ε
n+1 have the same jumps,
the crossing cannot occur at a jump instant. Hence, Un(t) − U
ε
n+1(t) is non-increasing
in some [ς − ǫ, ς) for small enough ǫ, and
0 ≥
d
dt
(
Un(t)− U
ε
n+1(t)
) ∣∣∣∣∣
t=ς−
= φεn+1(U
ε
n+1(ς))− φn(Un(ς)) > 0, (39)
which yields that ς =∞, implying that Uεn+1 ≤ Un.
Now, because φn+1(x) < φ
ε
n+1(x) for all x ∈ R, using the same argument as above
we obtain that Uεn+1 ≤ Un+1.
On the other hand, let
∆ε(t) := Un+1(t)− U
ε
n+1(t) =
∫ t
0
(
φεn+1(U
ε
n+1(s))− φn+1(Un+1(s))
)
ds.
Then, from classical calculus
(∆ε(t))
2 = 2
∫ t
0
∆ε(s)(φ
ε
n+1(U
ε
n+1(s))− φn+1(Un+1(s))) ds
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= 2
∫ t
0
∆ε(s)(φn+1(U
ε
n+1(s))− φn+1(Un+1(s))) ds+ 2ε
∫ t
0
∆ε(s) ds.
Since we have that Uεn+1(t) ≤ Un+1(t) for all t ≥ 0 and φn+1 is a non-decreasing
function, we obtain that∫ t
0
∆ε(s)(φn+1(U
ε
n+1(s))− φn+1(Un+1(s))) ds ≤ 0,
and finally
(∆ε(t))
2 ≤ 2ε
∫ t
0
∆ε(s) ds
ε↓0
−→ 0.
From this we conclude that
Un+1(t) = lim
ε↓0
Uεn+1(t) ≤ Un(t).

The following result establishes the existence and uniqueness of a solution to the
SDE (1) with a general premium rate function φ, which satisfies condition [A]. In
the literature, there exist general results regarding the existence of solutions of SDEs
driven by Le´vy processes. See, for example, the book of Applebaum [2]. In particular,
we wish to quote Brockwell et al. [6] and references therein, where the existence and
uniqueness of a solution to (1) were considered for storage processes in the case that the
driving Le´vy process is of bounded variation. However, in this paper we will proceed
in a natural manner, by demonstrating the uniform convergence on compact sets of a
sequence of mn-multi-refracted Le´vy processes (Un)n≥0, defined by the approximating
sequence of rate functions (φn)n≥0 to the solution U of (1) with the corresponding rate
function φ.
For the proof of the following proposition we introduce the following notation, for
any t > 0,
X(t) := sup
0≤s≤t
X(s) and X(t) := inf
0≤s≤t
X(s).
In the following proposition we assume that φ is continuously differentiable, because
its statement for φ = φk was already proven.
Proposition 20. Suppose that the locally Lipschitz continuous rate function φ satisfies
condition [A]. Then, there exists a unique solution U to the SDE (1) with rate function
φ. Furthermore, the sequence (Un)n≥1 converges uniformly to U a.s. on compact time
intervals.
Proof. We will first show the existence, by proving the uniform convergence of the
sequence (Un)n≥1 on compact sets to a solution of (1) with rate function φ. To this
end, let (φn)n≥1 be the approximating sequence for φ. For each n ≥ 1, we consider Un
as a unique solution to
Un(t) = X(t)−
∫ t
0
φn(Un(s)) ds.
Since φ1(x) ≤ φ2(x) ≤ . . . ≤ φ(x), we have by Lemma 19 that U1(t) ≥ U2(t) ≥ . . ..
Now, fix an arbitrary T > 0. It follows that
Un(t) ≤ X(t) ≤ |X(T )|, 0 ≤ t ≤ T .
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On the other hand, using the fact that φ(x) ≥ 0 for x ∈ R, we have that
Un(t) = X(t)−
∫ t
0
φn(Un(s))ds ≥ X(t)− φ(|X(T )|)T, 0 ≤ t ≤ T .
Hence,
|Un(t)| ≤ (|X(T )| ∨ |X(T )|) + φ(|X(T )|)T =: KT , 0 ≤ t ≤ T , n ≥ 1.
Since the sequence n 7→ Un is non-increasing and bounded below, we can define U(t) =
limn→∞ Un(t). By the uniform convergence of φn to φ on compact sets and the pointwise
convergence of Un to U we have φn(Un(t)) → φ(U(t)) pointwise. By the bounded
convergence theorem
U(t) = lim
n→∞
Un(t) = X(t)− lim
n→∞
∫ t
0
φn(Un(s)) ds = X(t)−
∫ t
0
φ(U(s)) ds 0 ≤ t ≤ T .
Now for the uniform convergence of Un to U , by the Mean Value Theorem and the
assumption that φ is locally Lipschitz, we have for 0 ≤ t ≤ T
|Un(t)− U(t)| ≤
∫ t
0
|φ(U(s))− φ(Un(s))| ds+
∫ t
0
|φ(Un(s))− φn(Un(s))| ds
≤ T sup
s∈I
|φ(s)− φn(s)|+ LI
∫ t
0
|U(s)− Un(s)| ds,
where I := [−KT , KT ] and LI is the associated Lipschitz constant for φ over the interval
I. Hence by Gronwall’s inequality we get
sup
0≤t≤T
|U(t)− Un(t)| ≤ T sup
s∈I
|φ(s)− φn(s)|e
LIT .
This shows the uniform convergence on compact time intervals.
Now, in order to show the uniqueness, consider two solutions of (1), say U and U˜ .
Then, for 0 ≤ t ≤ T ,
|U(t)− U˜(t)| ≤
∫ T
0
|φ(U(s))− φ(U˜(s))|ds ≤ LI
∫ T
0
|U(s)− U˜(s)|ds.
This implies that
sup
t∈[0,T ]
|U(t)− U˜(t)| ≤ LI
∫ T
0
sup
t∈[0,s]
|U(t)− U˜(t)|ds.
Then, Gronwall’s Lemma implies that
sup
t∈[0,T ]
|U(t)− U˜(t)| = 0,
and therefore there exists a unique solution to (1). 
3.2. Theory of scale functions for level-dependent Le´vy processes. In this sec-
tion, we introduce the scale function w(q) for the level-dependent Le´vy process U with
rate function φ, as a unique solution to some integral equation. Recall that we denote
the scale function of the driving Le´vy process X as W (q). Here, for x, d ∈ R we define
w(q)(x; d) as the solution to the following integral equation:
w(q)(x; d) =W (q)(x− d) +
∫ x
d
W (q)(x− y)φ(y)w(q)′(y; d) dy, (40)
provided that w(q) is a.e. differentiable. For any x ≥ 0, we denote w(q)(x) := w(q)(x; 0).
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Now, for any x ≥ 0 define Ξφ(x) := 1 −W
(q)(0)φ(x), which is strictly positive by
Assumption [A]. However, a more useful form for our subsequent analysis is obtained
by differentiating equation (40). Thus, for x > d , we obtain
w(q)′(x; d)
=
1
1− φ(x)W (q)(0)
W (q)′((x− d)+) +
∫ x
d
φ(y)
1− φ(x)W (q)(0)
W (q)′(x− y)w(q)′(y; d)dy
= Ξφ(x)
−1W (q)′((x− d)+) +
∫ x
d
Ξφ(x)
−1φ(y)W (q)′(x− y)w(q)′(y; d) dy, (41)
with the boundary condition w(q)(d; d) = W (q)(0). Notice that in some cases we can
have that w(q)′(d+; d) ≥ limx↓dW
(q)′(x− d) =∞.
Remark 21. Because in general the derivative of the function W (q) is not defined for all
x ∈ R, we take the right first derivatives of W (q), which always exist (see, for example,
the proof of Lemma 2.3 in Kuznetsov et al. [10]). We also understand w(q)′ as the right
hand derivative if it does not exist. Then, w(q)′ is the solution of the Volterra equation
(41), which together with the initial condition defines the scale function w(q) uniquely.
This will be proved in Lemma 22 below.
Lemma 22. Assume that a measurable function u is differentiable a.e. Then, u is the
solution of (40) if and only if u′ is the solution of (41), with the boundary condition
u(d; d) =W (q)(0).
Proof. Suppose that u fulfills (40). Then, differentiation of (40) yields (41). Conversely,
suppose that u′ fulfills (41). Then, defining u(x; d) = W (q)(0) +
∫ x
d
u′(t; d) dt, we can
verify by inspection that u fulfills (40). 
In a similar manner we define the scale function z(q) as the solution to
z(q)′(x) =
q
1− φ(x)W (q)(0)
W (q)(x) +
∫ x
0
φ(y)
1− φ(x)W (q)(0)
W (q)′(x− y)z(q)′(y)dy
= Ξφ(x)
−1qW (q)(x) +
∫ x
0
Ξφ(x)
−1φ(y)W (q)′(x− y)z(q)′(y)dy (42)
with the boundary condition z(q)(0) = 1.
In the remainder of this section we will prove the existence and uniqueness of solutions
to equations (41) and (42), which belong to the family of Volterra equations. To this
end, we now present an outline of the theory of such equations. For x ≥ d, a Volterra
equation is given by
u(x; d) = g(x; d) +
∫ x
d
K(x, y)u(y; d) dy, (43)
where K, g, and u are measurable, g is non-negative and the integrals are well defined.
We set
g(x; d) =W (q)′((x− d)+)/Ξφ(x) (44)
and
g(x) = qW (q)(x)/Ξφ(x) (45)
to obtain w(q)′(x; d) and z(q)′(x), respectively.
The idea of how to solve Volterra equations (43) is as follows. For T > d, we consider
a kernel K : D = {(x, y) : d ≤ y < x ≤ T} → R+ (that is K(x, y) = 0 for y > x),
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which is assumed to be measurable, and define the following operator for a nonnegative
measurable function f :
K ⋄ f(x; d) =
∫ x
d
K(x, y)f(y; d) dy, d ≤ x ≤ T.
Now, consider the following Pickard iteration: We set u1 = g and
un+1 = g +K ⋄ un for n ≥ 1. (46)
By induction, one can prove that
un+1(x; d) = g(x; d) +
∫ x
d
n∑
l=1
K(l)(x, y)g(y; d) dy, for n ≥ 1, and x ∈ [d, T ], (47)
where K(1) = K and K(l+1)(x, y) =
∫ x
y
K(l)(x, w)K(w, y) dw. Notice that the sequence(∑j
l=1K
(l)(x, y)
)
j≥1
is non-decreasing, and it is convergent if there exists a majorant
function ζ(x, y) <∞ such that
j∑
l=1
K(l)(x, y) ≤ ζ(x, y) for all j ≥ 1 and (x, y) ∈ D.
We now pass with n→∞ in (47). We can enter with the limit under the sum provided∫ T
d
ζ(x, y)g(y; d) dy <∞. (48)
Thus there exists a sequence (un)n≥1 converging to the function u defined by
u(x; d) = g(x; d) +
∫ x
d
K†(x, y)g(y; d) dy, for x ∈ [d, T ] (49)
where K†(x, y) =
∑∞
l=1K
(l)(x, y). Now, passing in (46) with n → ∞ on both sides
(notice that (un) is a non-decreasing sequence) we see that u is a solution of (43).
Furthermore, suppose there exist two solutions u1 and u2 to (43). Then u = u1 − u2
is a solution to u(x) =
∫ x
d
K(x, y)u(y) dy. Now under the assumption that the kernel K
is positive and integrable, Gronwall’s Lemma yields u ≡ 0, which shows the uniqueness.
We remark that in the theory of Volterra equations, the continuity of g and K is not
required. The presented theory is in the spirit of L1 kernels as in Chapter 9.2 of [7].
For a given scale function W (q) and rate function φ, we now consider equations (41)
and (42), which are Volterra equations of the type (43). For both equations, the kernel
is given by
K(x, y) = Ξφ(x)
−1φ(y)W (q)′((x− y)+).
On the other hand for the function g in (43) we use (44) and (45) to obtain the functions
w(q) and z(q) respectively.
Before we determine a majorant ζ(x, y) for the Neumann series K† we require two
preparatory lemmas. The proof of the first is obvious. For the proof of the second, we
refer the reader to Appendix D.
Lemma 23. Assume that f is a non-negative measurable function. Suppose that for
some s0> 0, we have that
∫∞
0
e−s0xf(x) dx <∞. Then, f is finite a.e.
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Lemma 24. Let a > 0. The function
ζ(x) =
∞∑
l=1
al(W (q)′)∗l(x+) (50)
is finite for all x > 0, where (W (q)′)∗l is the l-th convolution power.
Because φ(x) < c = 1/W (q)(0) for all x > 0 in the bounded variation case, and
W (q)(0) = 0 in the unbounded variation case, for any T > 0 we have that
aT := sup
d≤y≤T
∣∣Ξφ(T )−1φ(y)∣∣ <∞. (51)
For clarity, we defer the proof of the following lemma and proposition to Appendix D,
because the arguments are of a technical nature.
Lemma 25. For any T > d, we have
K†(x, y) ≤ ζ(x− y), for any d ≤ y ≤ x ≤ T ,
where
ζ(x) =
∞∑
l=1
alT (W
(q)′)∗l(x+) <∞, x > 0.
The next result proves the existence and uniqueness of solutions to (41) and (42),
and also provides expressions for the functions w(q)(·; d) and z(q) in terms of the scale
function W (q) of the driving Le´vy process X . Because the scale functions are solutions
of the Volterra equation one might try to solve them numerically (see, e.g., Remark
VIII.1.10 of [4]).
Proposition 26. For all T > 0, the following holds.
(i) For all d < x ≤ T , we have that∫ x
d
K†(x, y)Ξφ(x)
−1W (q)′(y − d) dy <∞,
and hence
w(q)′(x; d) = Ξφ(x)
−1W (q)′((x− d)+) +
∫ x
d
K†(x, y)Ξφ(x)
−1W (q)′(y − d) dy (52)
is the unique solution to (41).
(ii) For 0 ≤ x ≤ T , ∫ x
0
K†(x, y)Ξφ(x)
−1qW (q)(y) dy <∞,
and hence
z(q)′(x) = Ξφ(x)
−1qW (q)(x) +
∫ x
0
K†(x, y)Ξφ(x)
−1qW (q)(y) dy
is the unique solution to (42).
Consider now an approximating sequence (φn)n≥1 for φ. Then, by definition we have
that for any x ∈ R the sequence (φn(x))n≥1 is non-decreasing, which implies that the
sequence (Ξφn(x)
−1)n≥1 is also non-decreasing. Therefore, if we define
Kn(x, y) := Ξφn(x)
−1φn(y)W
(q)′((x− y)+), for n ≥ 1 and x > y > d,
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then the sequence (Kn(x, y))n≥1 is non-decreasing for any d < y < x. From Proposition
26 we have that, for each n ≥ 1, the scale functions w
(q)
n (·; d) and z
(q)
n associated with the
level-dependent Le´vy process Un with rate function φn satisfy the following equations:
w(q)′n (x; d) = Ξφn(x)
−1W (q)′((x− d)+) +
∫ x
d
K†n(x, y)Ξφn(x)
−1W (q)′(y − d) dy (53)
and
z(q)′n (x) = Ξφn(x)
−1qW (q)(x) +
∫ x
0
K†n(x, y)Ξφn(x)
−1qW (q)(y) dy,
where, for each d ≤ y ≤ x, K†n(x, y) :=
∑∞
l=1K
(l)
n (x, y).
Theorem 27. For any x > d, we have
lim
n→∞
w(q)′n (x; d) = w
(q)′(x; d) and lim
n→∞
z(q)′n (x) = z
(q)′(x),
where the functions w(q)′(·; d) and z(q)′ are the unique solutions to equations (41) and
(42), respectively.
Proof. We prove the result for the function w(q). The case for the function z(q) can be
treated similarly. We now show by induction that, for l ≥ 1,
lim
n→∞
K(l)n (x, y) = K
(l)(x, y), for d < y < x. (54)
Using the fact that (φn)n≥1 is an approximating sequence for φ, we obtain for any
x > y > d that
lim
n→∞
Kn(x, y) = lim
n→∞
Ξφn(x)
−1φn(y)W
(q)′((x− y)+) = K(x, y).
Hence, the result follows for the case that l = 1. Assuming that the result holds true
for l ≥ 1, we note that
K(l+1)n (x, y) =
∫ x
y
K(l)n (x, z)Ξφn(z)
−1φn(y)W
(q)′(z − y) dz, for d < y < x.
By assumption, we have that
lim
n→∞
K(l)n (x, z)Ξφn(z)
−1φn(y) = K
(l)(x, z)Ξφ(z)
−1φ(y), for d < y < z < x.
On the other hand, by the monotonicity of the sequence (φn)n≥1 we obtain for all n ≥ 1
an := sup
d≤y≤x
Ξφn(x)
−1φn(y) ≤ sup
d≤y≤x
Ξφ(x)
−1φ(y) =: a.
Hence, by identity (92) in the proof of Lemma 25 (see Appendix D) we have that
K(l)n (x, z) ≤ a
l(W (q)′)∗l((x− z)+), for 0 < z < x, n ≥ 1. (55)
Therefore, we can deduce by dominated convergence that
lim
n→∞
K(l+1)n (x, z) = K
(l+1)(x, z), for d < z < x.
Therefore, proceeding by induction we obtain (54).
Now, using (55) and Lemma 25, we can use dominated convergence to conclude that
for any d < x < y,
lim
n→∞
K†n(x, y) = K
†(x, y).
We now observe that for x > d it holds that∫ x
d
K†n(x, y)Ξφn(x)
−1W (q)′(y−d) dy ≤ a
∫ x
d
ζ(x−y)W (q)′(y−d) dy <∞, for every n ≥ 1.
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Hence, by the dominated convergence theorem we obtain
lim
n→∞
∫ x
d
K†n(x, y)Ξφn(x)
−1W (q)′(y−d) dy =
∫ x
d
K†(x, y)Ξφ(x)
−1W (q)′(y−d) dy, for x ≥ d.
Finally, using (53) we obtain for x > d that
lim
n→∞
w(q)′n (x; d) = lim
n→∞
[
Ξφn(x)
−1W (q)′((x− d)+) +
∫ x
d
K†n(x, y)Ξφn(x)
−1W (q)′(y − d) dy
]
= Ξφ(x)
−1W (q)′((x− d)+) +
∫ x
d
K†(x, y)Ξφ(x)
−1W (q)′(y − d) dy = w(q)′(x; d).

The next result will introduce new functions that will be used in the next section.
Consider now the scale function w(q) associated with the level-dependent Le´vy process
U with rate function φ, defined in (52). Notice that for φ = φk we write u = uk.
Lemma 28. For any x ∈ R, if we denote u(q)(x) := limd→−∞
w(q)(x;d)
W (q)(−d)
, then u(q) is the
solution to the following integral equation
u(q)(x) = eΦ(q)x +
∫ x
d′
φ(y)W (q)(x− y)u(q)′(y) dy. (56)
Proof. First, we note by (52) that
w(q)′(x; d)
W (q)(−d)
= Ξφ(x)
−1W
(q)′(x− d)
W (q)(−d)
+
∫ x
d
K†(x, y)Ξφ(x)
−1W
(q)′(y − d)
W (q)(−d)
dy.
Hence, using Exercise 8.5 in [12], the fact that K†(x, y) = 0 for y < d′, and dominated
convergence, we have that
lim
d→−∞
w(q)′(x; d)
W (q)(−d)
= Φ(q)Ξφ(x)
−1eΦ(q)x +
∫ x
d′
Φ(q)Ξφ(x)
−1K†(x, y)eΦ(q)y dy.
The previous identity implies that u(q)′ is the unique solution to
u(q)′(x) = Ξφ(x)
−1Φ(q)eΦ(q)x +
∫ x
d′
Ξφ(x)
−1φ(y)W (q)′(x− y)u(q)′(y) dy, x ∈ R.
Hence by defining u(q)(x) = 1 +
∫ x
d′
u(q)′(y)dy, and proceeding like in Lemma 22 we
obtain that u(q) is the unique solution to
u(q)(x) = eΦ(q)x +
∫ x
d′
φ(y)W (q)(x− y)u(q)′(y) dy, x ∈ R.
On the other hand we have using (40)
lim
d→−∞
w(q)(x; d)
W (q)(−d)
= eΦ(q)x +
∫ x
d′
φ(y)W (q)(x− y)u(q)′(y) dy, x ∈ R.
Hence by the uniqueness of the solution to (56) we have that u(q)(x) = limd→−∞
w(q)(x;d)
W (q)(−d)
.

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3.3. Fluctuation identities for level-dependent Le´vy processes. We recall that
w(q) is a scale function if it fulfills equation (40). That is, if it satisfies
w(q)(x; d) =W (q)(x− d) +
∫ x
d
W (q)(x− y)φ(y)w(q)′(y; d) dy. (57)
A similar definition is given for the scale function z(q), which is the solution of
z(q)(x) = Z(q)(x) +
∫ x
0
W (q)(x− y)φ(y)z(q)′(y) dy. (58)
This definition can be justified as follows. Consider now a level-dependent Le´vy
process U with rate function φ, and an approximating sequence (φn)n≥1 for φ. For each
n ≥ 1, we consider the associated multi-refracted Le´vy process Un with rate function
φn. By Proposition 20, we have the convergence of the sequence (Un)n≥1 to the process
U uniformly on compact time intervals.
On the other hand, we showed in Section 2 that with the use of the w
(q)
n and z
(q)
n scale
functions we can compute important fluctuation identities for the process Un for each
n ≥ 1. Finally, by Theorem 27 we found that the sequences of scale functions (w
(q)
n )n≥0
and (z
(q)
n )n≥0 converge to the corresponding scale functions w
(q) and z(q) of the process
U , respectively.
These facts imply that we can obtain fluctuation identities for the process U as the
limits of the respective identities for the sequence of multi-refracted Le´vy processes
(Un)n≥1, and hence these will be given in terms of the scale functions w
(q) and z(q). We
will first prove a preliminary result, which follows verbatim from [13].
Lemma 29. Let U(t) := sup0≤s≤t U(s). For each given x, a ∈ R, the level-dependent
Le´vy process U with rate function φ satisfies Px(U(t) = a) = 0 for Lebesgue almost
every t > 0.
Let a ∈ R and define the following first-passage stopping times for the level-dependent
process:
κa,− := inf{t > 0: U(t) < a} and κa,+ := inf{t > 0: U(t) ≥ a}.
In the following theorem we derive formulas for resolvents. Notice that (60) for
φ = φk is consistent with (26), however we do not have a more explicit formula for
c(q)(y; d) in a general case.
Theorem 30. (Resolvents)
Fix a Borel set B ⊆ R, then
(i) For q ≥ 0 and d ≤ x ≤ a,
Ex
[∫ κa,+∧κd,−
0
e−qt1{U(t)∈B} dt
]
=
∫
B∩(d,a)
Ξφ(y)
−1
(
w(q)(x; d)
w(q)(a; d)
w(q)(a; y)− w(q)(x; y)
)
dy.
(59)
(ii) For q > 0 and x ≥ 0, there exists c(q)(y; d) > 0 such that w(q)(x; d)c(q)(y; d) −
w(q)(x; y) ≥ 0 and
Ex
[∫ κd,−
0
e−qt1{U(t)∈B}dt
]
=
∫
B∩(0,∞)
Ξφ(y)
−1
(
c(q)(y; d)w(q)(x; d)− w(q)(x; y)
)
dy.
(60)
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(iii) For q ≥ 0 and x ≤ a,
Ex
[∫ κa,+
0
e−qt1{U(t)∈B}dt
]
=
∫
B∩(−∞,a)
Ξφ(y)
−1
(
u(q)(x)
u(q)(a)
w(q)(a; y)− w(q)(x; y)
)
dy,
(61)
where u(q) is given by (56).
Proof. (i) Consider an approximating sequence (φn)n≥1 for the rate function φ of the
level-dependent Le´vy process U . If we denote by (Un)n≥0 the corresponding sequence
of non-increasing multi-refracted Le´vy processes, then by Proposition 20, we know that
the sequence converges uniformly on compact sets to U . Because
|Un(t)− U(t)| ∨ |Un(t)− U(t)| ≤ sup
s∈[0,t]
|Un(s)− U(s)|, t ≥ 0,
we have for t > 0 that
lim
n↑∞
(Un(t), Un(t), Un(t)) = (U(t), U(t), U(t)),
where U(t) = inf0≤s≤t U(s) and Un(t) = inf0≤s≤t Un(s). Now, using the fact that for
each t > 0 the sequence (Un(t))n≥1 is non-increasing, we have for a, y ≥ 0
{U(t) ≥ d} =
⋂
n≥1
{Un(t) ≥ d},
{U(t) ≥ a} =
⋂
n≥1
{Un(t) ≥ a},
{U(t) ≥ y} =
⋂
n≥1
{Un(t) ≥ y}.
This means that for any x ∈ R and t > 0, we have
Px
(
U(t) ≥ y, U(t) ≥ a, U(t) ≥ d
)
= Px
(⋂
n≥1
{Un(t) ≥ y, Un(t) ≥ a, Un(t) ≥ d}
)
= lim
n→∞
Px
(
Un(t) ≥ y, Un(t) ≥ a, Un(t) ≥ d
)
.
By Lemma 29 we have that Px(U(t) = a) = 0 for any x ∈ R and for Lebesgue almost
every t > 0. This in turn implies that
Px
(
U(t) ≥ y, U(t) ≤ a, U(t) ≥ d
)
= Px (U(t) ≥ y, U(t) ≥ d)
− Px
(
U(t) ≥ y, U(t) ≥ a, U(t) ≥ d
)
= lim
n→∞
Px (Un(t) ≥ y, Un(t) ≥ d)
− lim
n→∞
Px
(
Un(t) ≥ y, Un(t) ≥ a, Un(t) ≥ d
)
= lim
n→∞
Px
(
Un(t) ≥ y, Un(t) ≤ a, Un(t) ≥ d
)
.
Thus, we obtain by bounded convergence that
lim
n→∞
Ex
[∫ κa,+n ∧κd,−n
0
e−qt1{Un(t)≥y}dy
]
= lim
n→∞
∫ ∞
0
e−qtPx
(
Un(t) ≥ y, Un(t) ≤ a, Un(t) ≥ d
)
dt
=
∫ ∞
0
e−qtPx
(
U(t) ≥ y, U(t) ≤ a, U(t) ≥ d
)
dt
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= Ex
[∫ κa,+∧κd,−
0
e−qt1{U(t)≥y}dy
]
.
We recall that
Ξφn(y) = 1−W
(q)(0)φn(y).
Hence,
Ex
[∫ κa,+∧κd,−
0
e−qt1{U(t)≥y}dt
]
= lim
n→∞
Ex
[∫ κa,+n ∧κd,−n
0
e−qt1{Un(t)≥y}dt
]
= lim
n→∞
∫ ∞
y
Ξφn(s)
−1
{
w
(q)
n (x; d)
w
(q)
n (a; d)
w(q)n (a; s)− w
(q)
n (x; s)
}
ds
=
∫ ∞
y
Ξφ(s)
−1
{
w(q)(x; d)
w(q)(a; d)
w(q)(a; s)− w(q)(x; s)
}
ds.
(ii) Identity (60) follows by taking a ↑ ∞ in (59). Since the left hand side of (59) is a
measure, we must have
Ξφ(y)
−1
(
w(q)(x; d)
w(q)(a; d)
w(q)(a; y)− w(q)(x; y)
)
≥ 0, for x, y ∈ [d, a],
which yields
w(q)(a; y)
w(q)(a; d)
≥
w(q)(x; y)
w(q)(x; d)
> 0, for x, y ∈ [d, a].
Now, using the above inequality we have that the mapping a 7→ w
(q)(a;y)
w(q)(a;d)
is monotone
increasing, for fixed y > d. Hence it converges and we denote
c(q)(y; d) := lim
a→∞
w(q)(a; y)
w(q)(a; d)
, for y > d.
Now we note using monotone convergence∫ ∞
d
Ξφ(y)
−1
(
c(q)(y; d)w(q)(x; d)− w(q)(x; y)
)
dy = Ex
[∫ κd,−
0
e−qtdt
]
<∞.
This implies that c(q)(y; d) <∞ for y > d Lebesgue a.e. Hence, identity (60) follows by
monotone convergence by taking a ↑ ∞ in (59).
(iii) The result follows by taking the limit d ↓ −∞ in (59) and applying Lemma 28.

Now, we will prove the identities related to the two-sided exit problem for the level-
dependent Le´vy process U .
Theorem 31. (Two-sided exit problem)
(i) For d ≤ x ≤ a and q ≥ 0,
Ex
[
e−qκ
a,+
1{κa,+<κd,−}
]
=
w(q)(x; d)
w(q)(a; d)
. (62)
(ii) For 0 ≤ x ≤ a and q ≥ 0,
Ex
[
e−qκ
0,−
1{κ0,−<κa,+}
]
= z(q)(x)−
z(q)(a)
w(q)(a)
w(q)(x). (63)
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Proof. (i) As for the previous result, we can take a non-increasing sequence of multi-
refracted Le´vy process (Un)n≥0 that converges uniformly on compact sets to the level-
dependent Le´vy process U with the rate function φ. Then, by the proof of Theorems 4
and 5 in [13],
Ex
[
e−qκ
a,+
1{κa,+<κd,−}
]
= q
∫∞
0
e−qtPx(U(t) ∈ R, U(t) ≥ d)dt−
∫∞
0
e−qtPx(U(t) ∈ [0, a], U(t) ≥ d, U(t) ≤ a)dt
1− q
∫∞
0
e−qtPa(U(t) ∈ (−∞, a], U(t) ≤ a)dt
.
On the other hand, by the proof of Theorem 30, it follows that
lim
n→∞
q
∫∞
0
e−qtPx(U
n(t) ∈ R, Un(t) ≥ d))dt−
∫∞
0
e−qtPx(U
n(t) ∈ [0, a], Un(t) ≥ d, Un(t) ≤ a))dt
1− q
∫∞
0
e−qtPa(Un(t) ∈ (−∞, a], Un(t) ≤ a)dt
= q
∫∞
0
e−qtPx(U(t) ∈ R, U(t) ≥ d)dt−
∫∞
0
e−qtPx(U(t) ∈ [0, a], U(t) ≥ d, U(t) ≤ a)dt
1− q
∫∞
0
e−qtPa(U(t) ∈ (−∞, a], U(t) ≤ a)dt
.
Hence, by Theorem 5 (i) and Theorem 27, we obtain
Ex
[
e−qκ
a,+
1{κa,+<κd,−}
]
= lim
n→∞
q
∫∞
0
e−qtPx(U
n(t) ∈ R, Un(t) ≥ d)dt−
∫∞
0
e−qtPx(U
n(t) ∈ [0, a], Un(t) ≥ d, Un(t) ≤ a)dt
1− q
∫∞
0
e−qtPa(Un(t) ∈ (−∞, a], Un(t) ≤ a)dt
= lim
n→∞
w
(q)
n (x; d)
w
(q)
n (a; d)
=
w(q)(x; d)
w(q)(a; d)
.
(ii) By (i) and the proof of Theorems 4 and 5 in [13], we have
Ex
[
e−qκ
0,−
1{κ0,−<κa,+}
]
=1− q
∫ ∞
0
Px(U(t) ∈ R, U(t) ≥ 0)dt−
w(q)(x)
w(q)(a)
(
1− q
∫ ∞
0
Pa(U(t) ∈ R, U(t) ≥ 0)dt
)
.
Then, by the proof Theorem 30, for any x ≥ 0 it holds that
lim
n→∞
(
1− q
∫ ∞
0
Px(U
n(t) ∈ R, Un(t) ≥ 0)dt
)
= 1− q
∫ ∞
0
Px(U(t) ∈ R, U(t) ≥ 0)dt.
Therefore, using Theorems 5 (i) and 27 we obtain that
Ex
[
e−qκ
0,−
1{κ0,−<κa,+}
]
= lim
n→∞
(
1− q
∫ ∞
0
Px(U
n(t) ∈ R, Un(t) ≥ 0)dt
)
− lim
n→∞
w
(q)
n (x)
w
(q)
n (a)
(
1− q
∫ ∞
0
Pa(U
n(t) ∈ R, Un(t) ≥ 0)dt
)
= lim
n→∞
(
z(q)n (x)−
z
(q)
n (a)
w
(q)
n (a)
w(q)n (x)
)
= z(q)(x)−
z(q)(a)
w(q)(a)
w(q)(x).

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By proceeding in a similar fashion to the proof of the previous result, we obtain the
following theorem.
Theorem 32. (One-sided exit problem)
(i) For x ≥ 0 and q > 0,
Ex
[
e−qκ
0,−
1{κ0,−<∞}
]
= z(q)(x)− C(q)w(q)(x), (64)
where C(q) := lima→∞
z(q)(a)
w(q)(a)
.
(ii) For x ≤ a and q ≥ 0,
Ex
[
e−qκ
a,+
1{κa,+<∞}
]
=
u(q)(x)
u(q)(a)
. (65)
Proof. (i) First, we note that from Theorem 31 (ii) the ratio z
(q)(a)
w(q)(a)
is monotone in a,
then taking the limit on both sides in Theorem 31 (ii) we obtain the result.
(ii) The result follows as in the proof of Theorem 31 (i). 
Now, we will compute the ruin probability for the level-dependent Le´vy process U
with rate function φ, under the assumption that E[X(1)] > 0. Following the consider-
ations from Corollary 8, the ruin function is given by
Ψ(x) := Px
(
κ0,− <∞
)
= 1− lim
a→∞
w(x)
w(a)
.
Notice that the result below is consistent with Corollary 8, if φ = φk. For the sake of
brevity we leave simple calculations to the reader.
Proposition 33. Assume that x ≥ 0.
(i) If E[X(1)] ≤ 0, then Ψ(x) = 1 for all x ≥ 0.
(ii) If E[X(1)] > 0 and
∫∞
0
φ(x)w′(x) dx exists, then the ruin function
Ψ(x) = 1−A−1w(x),
where
A =
1 +
∫∞
0
φ(x)w′(x) dx
E[X(1)]
and Ψ satisfies the following Volterra equation:
Ψ(x) = 1− A−1W (x) +
∫ x
0
W (x− y)φ(y)Ψ′(y)dy.
Moreover, when
∫∞
0
φ(x)w′(x) dx =∞ it follows that A =∞, and hence Ψ = 1.
Proof. We recall that w satisfies the following integral equation:
w(x) = W (x) +
∫ x
0
W (x− y)φ(y)w′(y)dy.
Hence, if E[X(1)] ≤ 0 then lima→∞W (a) =∞, which using the fact that w(a) ≥ W (a),
for every a ≥ 0 implies that
lim
x→∞
w(x) =∞.
On the other hand, if E[X(1)] > 0 then lima→∞W (a) = 1/E[X(1)], and hence
lim
a→∞
w(a) =
1
E[X(1)]
(
1 +
∫ ∞
0
φ(y)w′(y)dy
)
. (66)
FLUCTUATION THEORY FOR LEVEL-DEPENDENT LE´VY RISK PROCESSES 29
Finally, we note that
Ψ(x) = 1− A−1w(x) = 1− A−1
(
W (x) +
∫ x
0
W (x− y)φ(y)w′(y)dy
)
= 1− A−1W (x) +
∫ x
0
W (x− y)φ(y)Ψ′(y)dy.

Example 1 (Ornstein-Uhlenbeck type process). For a general spectrally negative Le´vy
process X we consider the particular case when φ(x) = x1{x>0} in SDE (1). We refer
to the process U , given as the unique solution to the following stochastic differential
equation,
U(t) = X(t)−
∫ t
0
U(s)1{U(s)>0}ds, t ≥ 0,
as an Ornstein-Uhlenbeck type process.
Notice that for fluctuation identities with 0 ≤ d < a, U evolves as a standard Le´vy-
driven Ornstein-Uhlenbeck process. Such processes were considered in the literature,
e.g. by Hadjiev [8], Novikov [14] and Patie [15], in which the Laplace transforms of the
first passage times were found.
Following Proposition 26, we have for d ∈ R,
w(q)′(x; d) = Ξφ(x)
−1W (q)′((x− d)+) +
∫ x
d
K†(x, y)Ξφ(x)
−1W (q)′(y − d) dy
z(q)′(x) = Ξφ(x)
−1qW (q)(x) +
∫ x
0
K†(x, y)Ξφ(x)
−1qW (q)(y) dy, (67)
where for d ≤ y < x, Ξφ(x) = 1− xW
(q)(0)1{x>0}, K
†(x, y) =
∑∞
l=1K
(l)(x, y),
K(1)(x, y) = Ξφ(x)
−1y1{y>0}W
(q)′((x− y)+), and,
K(l+1)(x, y) =
∫ x
y
K(l)(x, w)K(w, y) dw for l ≥ 1.
Hence, the scale functions are given by
w(q)(x; d) = W (q)(0) +
∫ x
d
w(q)′(y; d)dy, and z(q)(x) = 1 +
∫ x
0
z(q)′(y)dy.
We remark that the representation of the functions w(q)(·, d) and z(q)(·) given in (67)
using the kernel K†, provides a natural scheme to compute the scale functions numeri-
cally.
Appendix A. Proofs for the bounded variation case
In this appendix, we prove Theorems 5(i) and 7(i) for the case that X has paths
of bounded variation. The proofs for the case of unbounded variation are deferred to
Appendix B.
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A.1. Proof of Theorem 5(i). The proof is inductive. First, it is easy to check that
for k = 1, formula (18) agrees with (17).
Now, we shall assume that equation (18) holds true for k − 1, and show that it also
holds for k. We let p(x; δ1, ..., δk) := Ex
[
e−qκ
a,+
k 1{κa,+
k
<κ
d,−
k
}
]
. We follow the main idea
given in Theorem 16 of [13]. For x ≤ bk, it follows from the strong Markov property
and the assumption that the identity holds for k − 1 that
p(x; δ1, ..., δk) = Ex
[
e−qκ
bk,+
k−1 1
{κ
bk,+
k−1 <κ
d,−
k−1}
]
p(bk; δ1, ..., δk) =
w
(q)
k−1(x; d)
w
(q)
k−1(bk; d)
p(bk; δ1, ..., δk).
(68)
For bk ≤ x ≤ a, by applying the strong Markov property once more and considering
equation (68) and the expectation given in Theorem 23 (iii) of [13], we obtain that
p(x; δ1, ..., δk) = Ex
[
e−qτ
a,+
k 1
{τa,+
k
<τ
bk,−
k
}
]
+ Ex
[
e−qκ
a,+
k 1{κa,+
k
<κ
d,−
k
}1{τa,+
k
>τ
bk,−
k
}
]
=
W
(q)
k (x− bk)
W
(q)
k (a− bk)
+ Ex
[
e−qτ
bk,−
k 1
{τ
bk,−
k
<τ
a,+
k
}
p(Uk(τ
bk ,−
k ); δ1, ..., δk)
]
=
W
(q)
k (x− bk)
W
(q)
k (a− bk)
+
p(bk; δ1, ..., δk)
w
(q)
k−1(bk; d)
Ex
[
e−qτ
bk,−
k 1
{τ
bk,−
k
<τ
a,+
k
}
w
(q)
k−1(Xk(τ
bk ,−
k ); d)
]
=
W
(q)
k (x− bk)
W
(q)
k (a− bk)
+
p(bk; δ1, ..., δk)
w
(q)
k−1(bk; d)
∫ a−bk
0
∫
(y,∞)
w
(q)
k−1(bk + y − θ; d)
×
[
W
(q)
k (x− bk)W
(q)
k (a− bk − y)
W
(q)
k (a− bk)
−W
(q)
k (x− bk − y)
]
Π(dθ)dy. (69)
Now, by setting x = bk in (69) and using the fact that W
(q)
k (0) =
1
c−(δ1+...+δk)
, we
obtain
p(bk; δ1, ..., δk−1, δk) = w
(q)
k−1(bk; d)
{
(c− δ1 − · · · − δk)W
(q)
k (a− bk)w
(q)
k−1(bk; d)
−
∫ a−bk
0
∫
(y,∞)
w
(q)
k−1(bk + y − θ; d)W
(q)
k (a− bk − y)Π(dθ)dy
}−1
. (70)
We shall now simplify this expression.
First, if we take δk = 0, then by the inductive hypothesis we obtain that
p(bk; δ1, ..., δk−1, 0) = Ebk
[
e−qκ
a,+
k−11{κa,+
k−1<κ
d,−
k−1}
]
=
w
(q)
k−1(bk; d)
w
(q)
k−1(a; d)
. (71)
Then, it follows from (70) and (71) and the fact that Wk = Wk−1 when δk = 0 that
∫ a−bk
0
∫
(y,∞)
w
(q)
k−1(bk + y − θ; d)W
(q)
k−1(a− bk − y) Π(dθ) dy
=
(
c−
k−1∑
i=1
δi
)
W
(q)
k−1(a− bk)w
(q)
k−1(bk; d)− w
(q)
k−1(a; d). (72)
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Let λ > ϕk(q). As a ≥ bk is taken arbitrarily, we set a = u and take the Laplace
transforms from bk to ∞ of both sides of (72). By Fubini’s theorem, the Laplace
transform of the left-hand side of (72) becomes
∫ ∞
bk
e−λu
∫ ∞
0
∫
(y,∞)
w
(q)
k−1(bk + y − θ; d)W
(q)
k−1(u− bk − y) Π(dθ) dy du
=
e−λbk
ψk−1(λ)− q
∫ ∞
0
e−λy
∫ ∞
y
w
(q)
k−1(bk + y − θ; d) Π(dθ) dy. (73)
On the other hand, the Laplace transform of the right-hand side of (72) becomes∫ ∞
bk
e−λu
(
(c− δ1 − ...− δk−1)W
(q)
k−1(u− bk)w
(q)
k−1(bk; d)− w
(q)
k−1(u; d)
)
du
=
e−λbk(c− δ1 − ...− δk−1)
ψk−1(λ)− q
w
(q)
k−1(bk; d)−
∫ ∞
bk
e−λuw
(q)
k−1(u; d) du.
Hence, by matching these, we obtain
∫ ∞
0
∫
(y,∞)
e−λyw
(q)
k−1(bk + y − θ; d) Π(dθ) dy
=
(
c−
k−1∑
i=1
δi
)
w
(q)
k−1(bk; d)− (ψk−1(λ)− q) e
λbk
∫ ∞
bk
e−λuw
(q)
k−1(u; d) du. (74)
Now using (73) and (74) and Fubini’s theorem we obtain that
∫ ∞
bk
e−λu
∫ ∞
0
∫
(y,∞)
w
(q)
k−1(bk + y − θ; d)W
(q)
k (u− bk − y) Π(dθ) dy du
=
e−λbk
ψk(λ)− q
(
(c− δ1 − ...− δk−1)w
(q)
k−1(bk; d)
− (ψk−1(λ)− q) e
λbk
∫ ∞
bk
e−λuw
(q)
k−1(u; d) du
)
. (75)
Finally, inversion of the Laplace transform (75) with respect to λ (for details we refer
the reader to p. 34 of [13]) gives that, for all u ≥ bk,∫ ∞
0
∫
(y,∞)
w
(q)
k−1(bk + y − θ; d)W
(q)
k (u− bk − y) Π(dθ) dy
=
(
c−
k−1∑
i=1
δi
)
w
(q)
k−1(bk; d)W
(q)
k (u−bk)−w
(q)
k−1(u; d)−δk
∫ x
bk
W
(q)
k (u−y)w
(q)′
k−1(y; d) dy.
(76)
Then by using the above formula together with (70), we compute that
p(bk; δ1, ..., δk) = w
(q)
k−1(bk; d)
{
w
(q)
k−1(a; d)− δk
∫ a
bk
W
(q)
k (a− y)w
(q)′
k−1(y; d)dy
}−1
. (77)
Finally, putting (77) into (68) and (69) gives the equation (18).

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Remark 34. It is easy to see that from equation (76) we obtain the following identity,
which will be crucial for the remainder of the paper:∫ a−bk
0
∫
(y,∞)
w
(q)
k−1(bk + y − θ; d)
[
W
(q)
k (x− bk)W
(q)
k (a− bk − y)
W
(q)
k (a− bk)
−W
(q)
k (x− bk − y)
]
Π(dθ) dy
= −
W
(q)
k (x− bk)
W
(q)
k (a− bk)
(
w
(q)
k−1(a; d) + δk
∫ a
bk
W
(q)
k (a− y)w
(q)′
k−1(y; d)dy
)
+ w
(q)
k−1(x; d) + δk
∫ x
bk
W
(q)
k (x− y)w
(q)′
k−1(y; d) dy. (78)
A.2. Proof of Theorem 7(i). The proof is inductive. Using equation (31) it is easy
to check for k = 1 that the formula (25) agrees with [13] Theorem 6(i). Now, we assume
that equation (25) holds true for k − 1. By the strong Markov property, we have for
x ≤ bk that
V (q)(x, dy) := Ex
[∫ κa,+
k
∧κd,−
k
0
e−qt1{Uk(t)∈ dy} dt
]
= Ex
[∫ κbk,+
k−1 ∧κ
d,−
k−1
0
e−qt1{Uk−1(t)∈ dy} dt
]
+ Ex
[
e−qκ
bk,+
k−1 1
{κ
bk,+
k−1 <κ
d,−
k−1}
]
V (q)(bk, dy)
=
k−1∑
i=0
w
(q)
k−1(x;d)
w
(q)
k−1(bk;d)
w
(q)
k−1(bk; y)− w
(q)
k−1(x; y)
Ξφi(y)
1{y∈(bi,bi+1]}dy +
w
(q)
k−1(x; d)
w
(q)
k−1(bk; d)
V (q)(bk, dy),
(79)
where the last equality holds by the inductive hypothesis and Theorem 5(i).
For bk ≤ x ≤ a, we have that
V (q)(x, dy)
= Ex
[∫ τbk,−
k
∧τa,+
k
0
e−qt1{Xk(t)∈dy}dt
]
+ Ex
[
e−qτ
bk,−
k 1
{τ
bk,−
k
<τ
a,+
k
}
V (q)
(
Xk(τ
bk ,−
k ), dy
)]
.
The former expectation on the right-hand side is equal to∫ ∞
0
e−qtPx
(
Xk(t) ∈ dy, y ∈ [bk, a], t < τ
bk ,−
k ∧ τ
a,+
k
)
dt
=
{
W
(q)
k (x− bk)
W
(q)
k (a− bk)
W
(q)
k (a− y)−W
(q)
k (x− y)
}
1{y∈(bk ,a]} dy,
while by (79), the latter becomes∫ ∞
0
∫ ∞
z
V (q)(z − θ, dy)
[
W
(q)
k (x− bk)
W
(q)
k (a− bk)
W
(q)
k (a− bk − z)−W
(q)
k (x− bk − z)
]
Π(dθ) dz
=
{∫ ∞
0
∫ ∞
z
k−1∑
i=0
1
Ξφi(y)
(
w
(q)
k−1(z − θ + bk; d)
w
(q)
k−1(bk; d)
w
(q)
k−1(bk; y)− w
(q)
k−1(z − θ + bk; y)
)
1{y∈(bi,bi+1]}
×
[
W
(q)
k (x− bk)
W
(q)
k (a− bk)
W
(q)
k (a− bk − z)−W
(q)
k (x− bk − z)
]
Π(dθ) dz
}
dy
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+
∫ ∞
0
∫ ∞
z
w
(q)
k−1(z − θ + bk; d)
w
(q)
k−1(bk; d)
V (q)(bk, dy)
×
[
W
(q)
k (x− bk)
W
(q)
k (a− bk)
W
(q)
k (a− bk − z)−W
(q)
k (x− bk − z)
]
Π(dθ) dz.
Next, we use Remark 34 to simplify the expression for V (q)(x, dy) for bk ≤ x ≤ a as
follows:
V (q)(x, dy) =
{
W
(q)
k (x− bk)
W
(q)
k (a− b)
W
(q)
k (a− y)−W
(q)
k (x− y)
}
1{y∈(bk ,a]} dy
+
{
k−1∑
i=0
[
w
(q)
k−1(bk; y)
w
(q)
k−1(bk; d)
(
−
W
(q)
k (x− bk)
W
(q)
k (a− bk)
w
(q)
k (a; d) + w
(q)
k (x; d)
)
+
W
(q)
k (x− bk)
W
(q)
k (a− bk)
w
(q)
k (a; y)− w
(q)
k (x; y)
}
1{y∈(bi,bi+1]}
Ξφi(y)
dy
+
V (q)(bk, dy)
w
(q)
k−1(bk)
(
−
W
(q)
k (x− bk)
W
(q)
k (a− bk)
w
(q)
k (a; d) + w
(q)
k (x; d)
)
. (80)
Finally, setting x = bk in (80) and using the fact that w
(q)
k (bk) = w
(q)
k−1(bk) leads us to
an explicit formula for V (q)(bk, dy). Then, putting the expression for V
(q)(bk, dy) into
(80) gives us that
Ex
[∫ κa,+
k
∧κd,−
k
0
e−qt1{Uk(t)∈dy}dt
]
=
k∑
i=0
w
(q)
k
(x;d)
w
(q)
k
(a;d)
w
(q)
k (a; y)− w
(q)
k (x; y)
Ξφi(y)
1{y∈(bi,bi+1]∩(−∞,a)}dy
= Ξφk(y)
−1
{
w
(q)
k (x; d)
w
(q)
k (a; d)
w
(q)
k (a; y)− w
(q)
k (x; y)
}
1{y∈(−∞,a)}dy. 
Appendix B. Proofs for the unbounded variation case
In this appendix, we first show the existence of the multi-refracted Le´vy process Uk
(as in Theorem 1) for the case that X is of unbounded variation. Together with Lemma
2, this implies that Uk is the unique strong solution of the SDE (5). We then prove
Theorems 5(i) and 7(i) for the case of unbounded variation.
B.1. Existence. Now, we will prove that there exists a process Uk that is a solution
to (5) under the assumption that X has unbounded variation paths. To this end, we
will use an approximation method as in [13]. First, recall that it is known (see, e.g.,
Bertoin [5] or Kyprianou and Loeffen [13], Lemma 12) that for any spectrally negative
Le´vy process X of unbounded variation we can find a sequence of bounded variation
Le´vy processes X(n) such that, for each t > 0,
lim
n→∞
sup
s∈[0,t]
|X(n)(s)−X(s)| = 0 a.s.
Let the constants t > 0 and η > 0 be fixed, and let N ∈ N be sufficiently large that for
all n,m ≥ N, sups∈[0,t] |X
(n)(s)−X(m)(s)| ≤ η.
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Now, by U
(n)
k we denote the sequence of k-multi-refracted pathwise solutions associ-
ated with X(n) for n ≥ 1. That is the solutions to the following SDE:
dU
(n)
k (t) = dX
(n)(t)−
k∑
i=1
δi1{U (n)
k
(t)>bi}
dt.
The next step is to prove that
lim
n,m→∞
sup
s∈[0,t]
|U
(n)
k (s)− U
(m)
k (s)| = 0 a.s., (81)
from which we deduce that {U
(n)
k (s)}s∈[0,t] is a Cauchy sequence in the Banach space
consisting of ca´dla´g mappings equipped with the supremum norm. To this end, for any
k ≥ 1, we adopt the reasoning given in the proof of Lemma 12 of [13], because in our
case we have that
A
(n,m)
k (s) := (U
(n)
k (s)− U
(m)
k (s))− (X
(n)(s)−X(m)(s))
=
k∑
i=1
δi
∫ s
0
(
1
{U
(m)
k
(υ)>bi,U
(n)
k
(υ)≤bi}
− 1
{U
(m)
k
(υ)≤bi,U
(n)
k
(υ)>bi}
)
dυ.
Then, taking advantage of the fact that 0 < δ1, ..., δk, we show as in [13] that
sups∈[0,t] |A
(n,m)
k (s)| ≤ η. Thus, we have shown that
lim
n→∞
U
(n)
k (t) = U
(∞)
k (t) a.s.
for a stochastic process U
(∞)
k = {U
(∞)
k (t) : t ≥ 0}. Now, repeating the reasoning
presented in Lemma 21 of [13] (using the fact that the resolvent obtained in Theorem
7 for the bounded variation case has a density), we show that for all driving Le´vy
processes X with paths of unbounded variation when x is fixed we have for 1 ≤ j ≤ k
that
Px(U
(∞)
k (t) = bj) = 0 for almost every t ≥ 0. (82)
Finally, using (82) we obtain that
lim
n→∞
U
(n)
k (t) = lim
n→∞
(
X(n)(t)−
k∑
i=1
δi
∫ t
0
1
{U
(n)
k
(s)>bi}
ds
)
= X(t)−
k∑
i=1
δi
∫ t
0
1
{U
(∞)
k
(s)>bi}
ds a.s.,
which gives us that Uk := U
(∞)
k solves (5), as desired.
B.2. Proof of Theorem 7(i). Following the argument given in the proof of Lemma 1,
we conclude that for any k ∈ N the sequence (U
(n)
k )n≥1 converges uniformly on compact
sets to the process Uk.
Consider now for any k ≥ 1 the sequence of scale functions (w
(q),(n)
k )n≥1 associated
with the sequence of k-multi-refracted Le´vy processes U
(n)
k . In the next step, we will
prove the convergence of (w
(q),(n)
k )n≥1 to the scale function w
(q)
k defined in (19). There-
fore, for the case that k = 1 we have by the proof of Lemma 20 in [13] that, for any
x ≥ d,
lim
n→∞
w
(q),(n)
1 (x; d) = lim
n→∞
W (q),(n)(x− d) + δ1
∫ x
b1
W
(q),(n)
1 (x− y)W
(q),(n)′(y − d) dy
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=W (q)(x− d) + δ1
∫ x
b1
W
(q)
1 (x− y)W
(q)′(y − d) dy = w
(q)
1 (x; d),
(83)
where W (q),(n) (W (q)) and W
(q),(n)
1 (W
(q)
1 ) are the scale functions associated with the
processes (X(n)(t))t≥0 ((X(t))t≥0) and (X
(n)
1 (t) := X
(n)(t)−δ1t)t≥0 ((X1(t))t≥0), respec-
tively.
For each k > 1 and x ≥ d, we define the function w
(q),(n)
k by the following recursion:
w
(q),(n)
k (x; d) := w
(q),(n)
k−1 (x; d) + δk
∫ x
bk
W
(q),(n)
k (x− y)w
(q),(n)′
k−1 (y; d)dy
= w
(q),(n)
k−1 (x; d) + δkW
(q),(n)
k (0)w
(q),(n)
k (x; d)− δkw
(q),(n)
k−1 (bk; d)W
(q)
k (x− bk)
+ δk
∫ x
bk
W
(q),(n)′
k (x− y)w
(q),(n)
k−1 (y; d) dy, (84)
where the last equality follows from integration by parts. Assume now for the inductive
step that for any x ≥ d it holds that
lim
n→∞
w
(q),(n)
k−1 (x; d) = w
(q)
k−1(x; d).
We will prove that the above limit holds for k. To this end, we recall that the scale
function w
(q),(n)
k for the process U
(n)
k satisfies the recurrence relation (84), whereW
(q),(n)
k
is the scale function of the process (X
(n)
k (t) := X
(n)(t)−
∑k
j=1 δjt)t≥0. Now, by the proof
of Lemma 20 in [13] (see also Remark 3.2 of [16]) we have that W
(q),(n)
k and W
(q),(n)′
k
converge to W
(q)
k andW
(q)′
k , respectively. Hence by the dominated convergence theorem
we have for any x ∈ R and x ≥ d that
lim
n→∞
w
(q),(n)
k (x; d) = lim
n→∞
(
w
(q),(n)
k−1 (x; d) + δkW
(q),(n)
k (0)w
(q),(n)
k (x; d)
− δkw
(q),(n)
k−1 (bk; d)W
(q),(n)
k (x− bk) + δk
∫ x
bk
W
(q),(n)′
k (x− y)w
(q),(n)
k−1 (y; d) dy
)
= w
(q)
k−1(x; d)− δkw
(q)
k−1(bk; d)W
(q)
k (x− bk) + δk
∫ x
bk
W
(q)′
k (x− y)w
(q)
k−1(y; d) dy
= w
(q)
k−1(x; d) + δk
∫ x
bk
W
(q)
k (x− y)w
(q)′
k−1(y; d)dy
= w
(q)
k (x; d).
Therefore, we have that for any k ≥ 1 the sequence (w
(q),(n)
k )n≥1 converges pointwise to
w
(q)
k .
If we denote by V
(q),(n)
k the resolvent measure of the process U
(q),(n)
k killed when exiting
the interval [0, a], then for each n ≥ 1 and any open interval B ⊂ [0,∞] we have
V (q),(n)(x,B) :=
∫ ∞
0
e−qtPx
(
U
(n)
k (t) ∈ B, U
(n)
k (t) ≤ a, U
(n)
k (t) ≥ 0
)
dt,
where U
(n)
k (t) := sup0≤s≤t U
(n)
k (s) and U
(n)
k (t) := inf0≤s≤t U
(n)
k (s).
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As in the proof of Theorem 6 in [13], the uniform convergence on compact sets of the
sequence (U
(n)
k )n≥1 to Uk implies that for each t > 0, it holds a.s. that
lim
n↑∞
((U
(n)
k (t), U
(n)
k (t), U
(n)
k (t)) = ((Uk(t), Uk(t), Uk(t)).
Using the ideas in the proof of Theorem 6 in [13], it is not difficult to see that Px(Uk(t) ∈
∂B) = 0.
Hence by using the convergence of the sequence (w
(q),(n)
k )n≥1 we obtain that
V (q)(x,B) : =
∫ ∞
0
e−qtPx
(
Uk(t) ∈ B, Uk(t) ≤ a, Uk(t) ≥ 0
)
dt
= lim
n→∞
∫ ∞
0
e−qtPx
(
U
(n)
k (t) ∈ B, U
(n)
k (t) ≤ a, U
(n)
k (t) ≥ 0
)
dt
= lim
n→∞
∫
B

 k∑
i=0
w
(q),(n)
k
(x)
w
(q),(n)
k
(a)
w
(q),(n)
k (a; y)− w
(q),(n)
k (x; y)∏i
j=1
(
1− δjW
(q),(n)
j−1 (0)
) 1{y∈[bi,bi+1]}

 dy
=
∫
B

 k∑
i=0
w
(q)
k
(x)
w
(q)
k
(a)
w
(q)
k (a; y)− w
(q)
k (x; y)∏i
j=1
(
1− δjW
(q)
j−1(0)
) 1{y∈[bi,bi+1]}

 dy
=
∫
B
Ξ−1φk (y)
(
w
(q)
k (x)
w
(q)
k (a)
w
(q)
k (a; y)− w
(q)
k (x; y)
)
dy,
which proves the identity (25) for the unbounded variation case.

Appendix C. Proofs for the general case
C.1. Proof of Theorem 7(ii)-(iv). We start by providing the proof of identity (26).
To compute the resolvent of the first passage time below 0, we take d = 0 and a→∞
in (25). To this end, we note that from Lemma 15 we get the following:
lim
a→∞
w
(q)
k (a; y)
W
(q)
k+1(a)
= lim
a→∞
(
w
(q)
k−1(a; y)
W
(q)
k (a)
W
(q)
k (a)
W
(q)
k+1(a)
+ δk
∫ a
bk
W
(q)
k (a− z)
W
(q)
k+1(a)
w
(q)′
k−1(z; y)dz
)
= 0.
Therefore,
v
(q)
k (y) : = lim
a→∞
w
(q)
k (a; y)
W
(q)
k (a)
= lim
a→∞
(
w
(q)
k−1(a; y)
W
(q)
k (a)
+ δk
∫ a
bk
W
(q)
k (a− z)
W
(q)
k (a)
w
(q)′
k−1(z; y)dz
)
= δk
∫ ∞
bk
e−ϕk(q)zw
(q)′
k−1(z; y)dz, (85)
where the last equality follows from Lebesgue’s dominated convergence theorem by
noting thatW
(q)
k (a−z)/W
(q)
k (a) ≤ e
−ϕk(q)z and we have from Lemma 15 that
∫∞
bk
e−ϕk(q)y
w
(q)′
k−1(y; d)dy <∞.
Next, we prove identities (27) and (28). To prove (27), we take the limit d → −∞
in (25) and the result follows since
lim
d→−∞
w
(q)
1 (x; d)
W (q)(−d)
= lim
d→−∞
W (q)(x− d) + δ1
∫ x
b1
W
(q)
1 (x− z)W
(q)′(z − d) dz
W (q)(−d)
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= eΦ(q)x + δ1Φ(q)
∫ x
b1
eΦ(q)zW
(q)
1 (x− z)dz = u
(q)
1 (x).
The above limit holds because limd→−∞
W (q)(y−d)
W (q)(−d)
= eΦ(q)y and limd→−∞
W (q)′(y−d)
W (q)(−d)
=
Φ(q)eΦ(q)y. Moreover,
lim
d→−∞
w
(q)′
1 (x; d)
W (q)(−d)
= lim
d→−∞
W (q)′(x− d)
(
1 + δ1W
(q)
1 (0)
)
+ δ1
∫ x
b1
W
(q)′
1 (x− z)W
(q)′(z − d)dz
W (q)(−d)
= Φ(q)eΦ(q)x
(
1 + δ1W
(q)
1 (0)
)
+ δ1Φ(q)
∫ x
b1
eΦ(q)zW
(q)′
1 (x− z)dz = u
(q)′
1 (x).
Thus, proceeding by induction we assume that
lim
d→−∞
w
(q)
k−1(x; d)
W (q)(−d)
= u
(q)
k−1(x) and lim
d→−∞
w
(q)′
k−1(x; d)
W (q)(−d)
= u
(q)′
k−1(x). (86)
Therefore
lim
d→−∞
w
(q)
k (x; d)
W (q)(−d)
= lim
d→−∞
w
(q)
k−1(x; d) + δk
∫ x
bk
W
(q)
k (x− z)w
(q)′
k−1(z; d)dz
W (q)(−d)
= u
(q)
k−1(x) + δk
∫ x
bk
W
(q)
k (x− z)u
(q)′
k−1(z)dz = u
(q)
k (x).
We obtain the equality in (28) by taking the limit a→∞ in (27) and applying Lemma
15. Moreover, using the arguments given in Lemma 15 we obtain that lima→∞
u
(q)
k
(a)
W
(q)
k+1(a)
=
0, and finally
lim
a→∞
u
(q)
k (a)
W
(q)
k−1(a)
= δk
∫ ∞
bk
e−ϕk(q)zu
(q)′
k−1(z) dz. 
C.2. Proof of Theorem 5(i). To obtain the identity (18) for a general spectrally
negative Le´vy process X , it suffices to note that for q > 0, by applying the strong
Markov property, we have that
Ex
[
e−qκ
a,+
k 1{κa,+
k
<κ
0,−
k
}
]
· q
∫ ∞
0
e−qtPa(Uk(t) ∈ R+, t < κ
0,−
k ) dt
= q
∫ ∞
0
e−qtPx(Uk(t) ∈ R+, t < κ
0,−
k ) dt
− q
∫ ∞
0
e−qtPx(Uk(t) ∈ [0, a], t < κ
0,−
k ∧ κ
a,+
k ) dt.
The above probabilities can be obtained directly from the resolvent measures given in
Theorem 7.

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C.3. Proof of Theorem 5(ii). The proof follows by noting that, for x ≤ a,
Ex
[
e−qκ
0,−
k 1{κ0,−
k
<κ
a,+
k
}
]
= Ex
[
e−qκ
0,−
k 1{κ0,−
k
<∞}
]
− Ex
[
e−qκ
a,+
k 1{κa,+
k
<κ
0,−
k
}
]
Ea
[
e−qκ
0,−
k 1{κ0,−
k
<∞}
]
.
Now, we compute the first term of the right-hand side of the above equality as
Ex
[
e−qκ
0,−
k 1{κ0,−
k
<∞}
]
= 1− q
∫ ∞
0
e−qtPx(Uk(t) ∈ R+, t < κ
0,−
k ) dt.
Using (26) we note that
∫ ∞
0
e−qtPx(Uk(t) ∈ R+, t < κ
0,−
k ) dt =
∫ ∞
0
w
(q)
k
(x)
v
(q)
k
(0)
v
(q)
k (y)− w
(q)
k (x; y)
Ξφk(y)
dy
=
∫ ∞
0
k∑
i=0
w
(q)
k
(x)
v
(q)
k
(0)
v
(q)
k (y)− w
(q)
k (x; y)
Ξφi(y)
1{y∈[bi,bi+1]} dy.
Using equalities (14), (31), and (33) we obtain that
1∑
i=0
∫ bi+1
bi
w
(q)
1 (x; y)
Ξφi(y)
dy =
∫ b1
0
w
(q)
1 (x; y) dy +
∫ x
b1
w
(q)
1 (x; y)
Ξφ1(y)
dy
=
∫ x
0
W (q)(x− y) dy + δ1
∫ b1
0
∫ x
b1
W
(q)
1 (x− z)W
(q)′(z − y)dz dy
+
∫ x
b1
W
(q)
1 (x− y)dy −
∫ x
b1
W (q)(x− y) dy
=
∫ x
0
W (q)(y) dy + δ1
∫ x
b1
W
(q)
1 (x− y)
(
W (q)(y)−W (q)(y − b1)
)
dy
+ δ1
∫ x−b1
0
W
(q)
1 (x− (b1 + y))W
(q)(y) dy
=
∫ x
0
W (q)(y) dy + δ1
∫ x
b1
W
(q)
1 (x− y)W
(q)(y) dy.
Hence,
z
(q)
1 (x) := 1 + q
1∑
i=0
∫ bi+1
bi
w
(q)
1 (x; y)
Ξφi(y)
dy = Z(q)(x) + qδ1
∫ x
b1
W
(q)
1 (x− y)W
(q)(y) dy
= Z(q)(x) + δ1
∫ x
b1
W
(q)
1 (x− y)Z
(q)′(y) dy.
Now, assume by induction that
z
(q)
k−1(x) := 1 + q
k−1∑
i=0
∫ bi+1
bi
w
(q)
k (x; y)
Ξφi(y)
dy, where b0 = −∞, bk = x.
Then, by using identities (19), (31), and (33) we have that
z
(q)
k (x) : = 1 + q
k∑
i=0
∫ bi+1
bi
w
(q)
k (x; y)
Ξφi(y)
dy
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= 1 + q
k−1∑
i=0
∫ bi+1
bi
w
(q)
k (x; y)
Ξφi(y)
dy + q
∫ x
bk
W
(q)
k (x− y) dy
= 1 +
k−1∑
i=0
q
∫ bi+1
bi
w
(q)
k−1(x; y)
Ξφi(y)
dy + q
∫ x
bk
w
(q)
k−1(x; y)
Ξφk−1(y)
dy + q
∫ x
bk
W
(q)
k (x− y) dy
− q
∫ x
bk
W
(q)
k−1(x− y) dy + qδk
k−1∑
i=0
∫ bi+1
bi
1
Ξφi(y)
∫ x
bk
W
(q)
k (x− z)w
(q)′
k−1(z; y) dz dy
= 1 + q
k−1∑
i=0
∫ bi+1
bi
1
Ξφi(y)
(
w
(q)
k−1(x; y) + δk
∫ x
bk
W
(q)
k (x− z)w
(q)′
k−1(z; y) dz
)
dy
= z
(q)
k−1(x) + qδk
∫ x
bk
k−1∑
i=0
∫ bi+1
bi
1
Ξφi(y)
W
(q)
k (x− z)w
(q)′
k−1(z; y) dy dz
+ qδk
∫ x
bk
W
(q)
k (x− z)W
(q)
k−1(z − bk) dz
= z
(q)
k−1(x) + qδk
∫ x
bk
W
(q)
k (x− z)
k−1∑
i=0
∫ bi+1
bi
1
Ξφi(y)
w
(q)′
k−1(z; y) dy dz
+ qδk
∫ x
bk
W
(q)
k (x− z)
d
dz
(∫ z
bk
W
(q)
k−1(z − y)dy
)
dz
= z
(q)
k−1(x) + δk
∫ x
bk
W
(q)
k (x− z)z
(q)′
k−1(y) dy.
Hence, we can write
Ex
[
e−qκ
0,−
k 1{κ0,−
k
<∞}
]
= 1− q
k∑
i=0
∫ bi+1
bi
1
Ξφi(y)
{
w
(q)
k (x)
v
(q)
k (0)
v
(q)
k (y)− w
(q)
k (x; y)
}
dy.
Finally, by putting the pieces together we obtain that
Ex
[
e−qκ
0,−
k 1{κ0,−
k
<κ
a,+
k
}
]
= 1− q
k∑
i=0
∫ bi+1
bi
1
Ξφi(y)
{
w
(q)
k (x)
v
(q)
k (0)
v
(q)
k (y)− w
(q)
k (x; y)
}
dy
−
w
(q)
k (x)
w
(q)
k (a)
(
1− q
k∑
i=0
∫ bi+1
bi
1
Ξφi(y)
{
w
(q)
k (a)
v
(q)
k (0)
v
(q)
k (y)− w
(q)
k (a; y)
}
dy
)
= z
(q)
k (x)−
w
(q)
k (x)
w
(q)
k (a)
z
(q)
k (a). 
C.4. Proof of Corollary 6(i)-(ii). To obtain (22), we take the limit a→∞ in (20).
The result follows because from (85) we have
v
(q)
k (0) = lim
a→∞
w
(q)
k (a)
W
(q)
k (a)
= δk
∫ ∞
bk
e−ϕk(q)zw
(q)′
k−1(z)dz.
Then, using Lemma 15 and Remark 16 we get
lim
a→∞
z
(q)
k (a)
W
(q)
k+1(a)
= lim
a→∞
(
z
(q)
k−1(a)
W
(q)
k (a)
W
(q)
k (a)
W
(q)
k+1(a)
+ δk
∫ a
bk
W
(q)
k (a− z)
W
(q)
k+1(a)
z
(q)′
k−1(z) dz
)
= 0.
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Therefore,
lim
a→∞
z
(q)
k (a)
W
(q)
k (a)
= lim
a→∞
(
z
(q)
k−1(a)
W
(q)
k (a)
+ δk
∫ a
bk
W
(q)
k (a− z)
W
(q)
k (a)
z
(q)′
k−1(z) dz
)
= δk
∫ ∞
bk
e−ϕk(q)zz
(q)′
k−1(z) dz.
The identity (23) is immediate by taking the limit d→ −∞ in (18) and using equation
(86).

C.5. Proof of Corollary 8. To obtain the ruin probability, we first take q = 0 in (20)
giving that
Px(κ
0,−
k < κ
a,+
k ) = zk(x)−
wk(x)
wk(a)
. (87)
From the definition of zk given in Theorem 5(ii), and because Z = 1, it follows imme-
diately by induction that zk = 1. Next, we will prove by induction that
lim
a→∞
wk(a) =
1−
∑k
j=1 δjwj−1(bj)
E[X(1)]−
∑k
j=1 δj
, (88)
where w0 = W . Now, for k = 1, using the fact that W (∞) = 1/E[X(1)] (which is well
defined because E[X(1)] > 0 by assumption), we obtain the following:
w1(∞) = lim
a→∞
(
W (a) + δ1
∫ a
b1
W1(a− y)W
′(y)dy
)
=
1
E[X(1)]
+
δ1
E[X(1)]− δ1
∫ ∞
b1
W ′(y)dy
=
1
E[X(1)]
+
δ1
(
1
E[X(1)]
−W (b1)
)
E[X(1)]− δ1
=
1− δ1W (b1)
E[X(1)]− δ1
.
Hence,
Px(κ
0,−
1 < κ
a,+
1 ) = 1−
[
E[X(1)]− δ1
1− δ1W (b1)
]
w1(x),
which agrees with the result in Theorem 5 (ii) in [13].
Now, for the induction step assume that
lim
a→∞
wk−1(a) =
1−
∑k−1
j=1 δjwj−1(bj)
E[X(1)]−
∑k−1
j=1 δj
. (89)
Then, we compute using (89)
wk(∞) = lim
a→∞
(
wk−1(a) + δk
∫ a
bk
Wk(a− y)w
′
k−1(y)dy
)
= wk−1(∞) +
δk (wk−1(∞)− wk−1(bk))
E[X(1)]−
∑k
j=1 δj
=
1−
∑k
j=1 δjwj−1(bj)
E[X(1)]−
∑k
j=1 δj
.
Finally, we obtain (29). Then, applying (88) in (87) gives the result.

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Appendix D. Proofs for Section 3.2
D.1. Proof of Lemma 24. To show that ζ(x) is well defined, we consider its Laplace
transform. Thus, we have that∫ ∞
0
e−sx
∞∑
l=1
al(W (q)′)
∗l
(x) dx =
∞∑
l=1
(
a
∫ ∞
0
e−sxW (q)′(x) dx
)l
.
In order to proof the convergence, we have to verify that for sufficiently large s > 0, it
holds that a
∫∞
0
e−sxW (q)′(x) dx < 1. Indeed, for s > Φ(q)∫ ∞
0
e−sxW (q)′(x) dx = −W (q)(0) + s
∫ ∞
0
e−sxW (q)(x) dx
= −W (q)(0) +
s
ψ(s)− q
. (90)
Now using Proposition I.2 (ii) and Corollary VII.5 (iii) in [5], we have that
lim
s→∞
(
s
ψ(s)− q
−W (q)(0)
)
= 0. (91)
Hence, the Laplace transform given in (90) is less than 1/a for sufficiently large s. The
proof is completed by applying Lemma 23.

D.2. Proof of Lemma 25. We start by noting that K(x, y) ≤ aTW
(q)′((x − y)+).
Now, assume that
K(l)(x, y) ≤ alT (W
(q)′)∗l((x− y)+) (92)
for l ∈ N. Then, for x > y ≥ 0, we have that
K(l+1)(x, y) =
∫ x
y
K(l)(x, z)K(z, y) dz
≤ al+1T
∫ x
y
(W (q)′)∗l(x− z)W (q)′(z − y) dz
= al+1T
∫ x−y
0
(W (q)′)∗l(x− y − z)W (q)′(z) dz
= al+1T (W
(q)′)∗(l+1)((x− y)+).
Hence, by induction we can conclude that (92) holds for every l ∈ N. Therefore,
K†(x, y) ≤
∞∑
l=1
alTW
(q)′∗l((x− y)+) = ζ(x− y).

D.3. Proof of Proposition 26. (i) Considering the discussion in Section 3.2, we only
need to show that ∫ x
d
K†(x, y)Ξφ(x)
−1W (q)′(y − d) dy <∞.
Because φ(x) < 1/W (q)(0) for all x ≥ 0 in the bounded variation case and W (q)(0) = 0
in the unbounded variation case, we have that b := Ξφ(x)
−1 <∞. Therefore,∫ x
d
ζ(x− y)g(y; d) dy ≤ b
∫ x
d
ζ(x− y)W (q)′(y − d) dy = b
∫ x−d
0
ζ(x− y − d)W (q)′(y) dy
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=
b
aT
∞∑
l=2
alT (W
(q)′)∗l((x− d)+),
which is convergent by Lemma 25 for any x ∈ (d, T ].
(ii) In this case, we need only to check that∫ x
0
K†(x, y)Ξφ(x)
−1qW (q)(y) dy <∞.
Then,∫ x
0
ζ(x− y)g(y) dy =
∫ x
0
g(x− y)ζ(y) dy
=
∞∑
l=1
alT
∫ x
0
qW (q)(x− y)(W (q)′)∗l(y) dy
≤ qW (q)(x)
∞∑
l=1
alT
∫ x
0
(W (q)′)∗l(y) dy = qW (q)(x)
∫ x
0
ζ(y) dy.
Furthermore, we have that∫ ∞
0
e−sx
∫ x
0
(W (q)′)∗l(y) dydx =
1
s
∫ ∞
0
e−sy(W (q)′)∗l(y)dy
=
1
s
(∫ ∞
0
e−sxW (q)′(x) dx
)l
=
1
s
(
s
ψ(s)− q
−W (q)(0)
)l
.
Now from (91) we get that ∫ ∞
0
e−sx
∫ x
0
ζ(y) dy dx <∞
for sufficiently large s > 0, which yields the finiteness of
∫ x
0
ζ(y) dy for any x ∈ [0, T ].
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