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Abstract
An algorithm for obtaining the probability distribution of the $rst return time Rn with an overlapping for the initial
n-block is presented and used to test pseudorandom number generators. First, the averages and the standard deviations of
Rn;
√
Rn and logRn are computed theoretically and next their sample values are obtained and $nally, the usual Z-test is
applied. c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
Modern computing requires highly reliable random numbers for the extensive simulations. As
new pseudorandom number generators (PRNGs) are invented, the need for testing the e>ciency of
new algorithms arises. It is essential to develop methods to distinguish really good generators from
barely acceptable ones. In this paper, we introduce a new method of testing PRNGs based on the
$rst return time of the initial block of some $xed length in a randomly generated binary sequence.
The $rst return time is closely related to entropy, which is the central idea in the information the-
ory founded by Shannon [14]. For a binary source, entropy is the limit of −(1=n)∑2ni=1 pi logpi as
n → ∞, where the pi’s are the relative frequencies of 2n blocks of length n in a typical binary
sequence generated by the source. Entropy measures the information content or the amount of ran-
domness. In data compression, the entropy measures the maximum compression rate. If there are
more patterns, that is, less randomness in a given sequence, then it has smaller entropy and can be
compressed more.
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Fig. 1. p.d.f. of Rn for n=10 and 17.
In the following, we brieHy explain the $rst return time in a random binary sequence. For more
technical introduction, see [15]. For each binary sequence x=(x1; x2; : : :); de$ne the $rst return time
by
Rn(x)=min{j¿ n: x1 · · · xn= xj+1 · · · xj+n}:
Wyner and Ziv [16] proved that logRn=n converges to the entropy of the sequence in probability
and Ornstein and Weiss [9] showed that the convergence is pointwise. Later, Wyner [17] discov-
ered that for a stationary aperiodic Markov chain with entropy h the random variable logRn=n
has a normal distribution with mean h. For a sharp estimate of the convergence of the aver-
age of logRn=n, see [1]. As n increases, logRn increases approximately at the rate of entropy.
When we are given a random binary source, i.e., a fair coin tossing, the entropy equals log 2.
Therefore, for su>ciently large n the $rst return time of an initial block of length n
is approximately 2n.
For each individual block, the probability distribution of Rn is obtained using moment generating
functions [3]. Guibas and Odlyzko [4,5] studied the $rst return time and classi$ed the blocks using
the concept of period. We use a new method that enables us to obtain directly the information on the
probability distribution. We $nd the exact probability distribution of Rn in a su>ciently wide range
of values of Rn and compute the expectations and the variations for each n; 26 n6 20. In this
article, the overlapping algorithm is considered. The nonoverlapping algorithm, which is relatively
easier to analyze, has been investigated in [8].
In Section 2, we develop a formula for computing Pr (Rn= i | x1 · · · xn=B) exactly. First, we clas-
sify the blocks with the same distribution of Rn. Next, we use two sequences rk(B) and sk(B); which
have the information on the probability distribution of Rn for x1 · · · xn=B and $nd the recurrence
relation among them to compute Pr (Rn= i) for each i.
In Section 3, we compute the expectation and the standard deviation of the random variable
Rn; 26 n6 20, and do the same for
√
Rn and logRn=n. The reason why we consider
√
Rn and
logRn=n in addition to Rn is that the average of the sample values of Rn obtained in the computer
experiments using some of the currently used PRNGs behave very well within the acceptable range.
To test PRNGs we need a better test method. The probability distributions for
√
Rn and logRn are
approximately bell shaped, and they work better than the original distribution which has a highly
skewed shape, see Figs. 1–3. The averages and the standard deviations of
√
Rn and logRn=n are
computed and the deviation of the experimental data from the theoretical prediction is used to test
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Fig. 2. p.d.f. of
√
Rn for n=10 and 17.
Fig. 3. p.d.f. of logRn=n for n=10 and 17.
PRNGs. For this purpose, we need to calculate Pr (Rn= j) for every integer j¿ n using the formula
in Section 2. The probability distributions may be used in cryptography.
2. The probability distribution of the rst return time
In this section, we develop a formula for calculating Pr(Rn= j) for every integer j¿ n.
A block is a $nite sequence of symbols, and an n-block is a block of length n. For some $nite
blocks, B1; B2; : : : ; Bm with Bi = bi1bi2 · · · bini ; B1B2 · · ·Bm means b11 · · · b1n1b21 · · · b2n2 · · · bm1 · · · bmnm .
For an n-block B= b1b2 · · · bn, we write B[i; j] = bibi+1 · · · bj; 16 i6 j6 n. Throughout the paper, a
symbol is either 0 or 1.
Since the distribution of return time is diMerent from block to block. We now classify the blocks
by ‘repetition pre$x length’ to each set of blocks that have the same return time behavior. Consider
the 6-block ‘111111’. It may be regarded as the repetition of 1-block ‘1’ six times, or the repetition
of the 2-block ‘11’ three times, or the repetition of the 3-blocks ‘111’ twice. To avoid such a
confusion, we need the following de$nition.
Denition 1. Let B be an n-block. Suppose that m satis$es 16m¡n and
(B[1;m]B[1;m] · · ·B[1;m])[1; n] =B;
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Table 1
Classi$cation of 7-blocks
(B) Number of B E[Rn|B] (B) Number of B E[Rn |B]
{1} 2 254 {2} 2 170
{3} 6 146 {4} 8 136
{4; 5; 6} 2 142 {4; 6} 2 138
{5} 16 132 {5; 6} 12 134
{6} 38 130 ∅ 40 128
or equivalently
B= b1 · · · bm b1 · · · bm · · · b1 · · · bm b1 · · · bj
︸ ︷︷ ︸
n
for some 16 j6m. The smallest such m is called the 5rst repetition pre5x length and is denoted
by 1(B), and the next smallest such m which is not a multiple of 1(B) is called the second
repetition pre5x length 2(B), and we de$ne the kth repetition pre$x length k(B) by the smallest
such m which is not a multiple of i(B) for every i¡ k. Let (B)= {1(B); 2(B); : : :} be the set
of repetition pre$x lengths. The block B[1; k (B)] is called the kth repetition pre5x of B. If B has no
such m, then we say that B has no repetition pre5x and write (B)= ∅.
The notion of repetition pre$x length is similar to that of autocorrelation or period in [4,5].
Example 2. For 4-blocks, there are 16 diMerent cases. By symmetry, we consider 8 cases having
‘0’ as the $rst symbol.
• B=0000: (B)= {1} and B[1; 1(B)] = 0.
• B=0101: (B)= {2} and B[1; 1(B)] = 01.
• B=0010; 0100; 0110: (B)= {3} and B[1; 1(B)] = 001; 010; 011; respectively.
• B=0001; 0011; 0111: there exists no repetition pre$x.
For the 5-blocks, B=00100, we have (B)= {3; 4} and B[1; 1(B)] = 001; B[1; 2(B)] = 0010.
Table 1 displays the classi$cation of 7-blocks.
Lemma 3. Let B be an n-block.
(i) If ∈(B) and ¡m¡n; then ∈(B[1;m]).
(ii) B[1;m] =B[n−m+1; n]; for some m; 16m¡n; if and only if n−m∈(B) or n− k is a multiple
of some ∈(B).
(iii) If B=(CB)[1; n] for some m-block C; 16m¡n; then m∈(B) or m is a multiple of some
∈(B).
(iv) If B=B[m+1; n]B[1;m] for some 16m¡n; then there is ∈(B) such that  divides n and m.
(v) If 1(B)6 n=2; then i(B)¿n− 1(B) for every i¿ 2 if i(B) exists.
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Proof. Conditions (i)–(iii) are directly derived from the de$nition of (B).
(iv) Let m′=gcd(m; n) and n= hm′; m= ‘m′. Put Bi =B[(i−1)m′+1; im′]. Then B1 · · ·Bh=
B‘+1 · · ·BhB1 · · ·B‘. So, if i ≡ j + ‘ (mod h); then Bi =Bj. Since ‘ and h are relatively prime,
Bi’s are identical for all i.
(v) Put i = i(B). Take m ≡ 2 (mod 1) such that 16m¡1. By Lemma 3(ii) we have
B[1; n−2] =B[2+1;n] = (B[m+1; 1]B[1; 1] · · ·)[1; n−2]:
If 2¿ n− 1, then
B[1; 1] = (B[1; n−2])[1; 1] = (B[m+1; 1]B[1; 1] · · ·)[1; 1] =B[m+1; 1]B[1;m]:
By (i) we have B[1; 1] =B[1;m′] · · ·B[1;m′] for some 16m′¡1, hence B=(B[1;m′]B[1;m′] · · ·)[1; n],
which is a contradiction since 1 is the smallest element of (B).
Denition 4. (i) For an n-block B and k¿ n; let F(B; k) be the set of all k-blocks C which does
not contain B, in other words,
F(B; k)= {C: C[i; i+n−1] =B for any i¿ 1}:
For 16 k ¡n, let F(B; k) be the set of all k-blocks.
(ii) Let S(B; k) be the set of k-blocks C; k¿ 1, such that CB of length k + n does not contain
B except for the last B, or equivalently
S(B; k)= {C: (CB)[i; i+n−1] =B for any i; 16 i6 k}:
Example 5. Consider the case of B=‘010’ and k =3. The 3-blocks ‘001’ and ‘101’ are not elements
in S(‘010’, 3), but in F(‘010’, 3), since the 6-blocks ‘001 010’, and ‘101 010’ have two ‘010’ blocks
(e.g. ‘001010’, ‘101010’). Hence,
F(‘010’; 3)= {000; 001; 011; 101; 100; 110; 111};
S(‘010’; 3)= {000; 011; 100; 110; 111}:
The following shows the relation between F(B; k) and S(B; k).
Lemma 6. (i) The sets {C∈F(B; k): C[k−+1; k]=B[1; ]} are pairwise disjoint over the index ∈(B).
(ii) S(B; k)=F(B; k) \⋃∈(B){C ∈F(B; k): C[k−+1; k] =B[1; ]}.
(iii) For ∈(B) and ‘=max{j∈N: j¡n} we have
{C ∈F(B; k): C[k−+1; k] =B[1; ]}=
‘⋃
j=1
{CB[1;] · · ·B[1;]︸ ︷︷ ︸
j
: C ∈S(B; k − j)}:
Note that ‘=1 except for = 1(B).
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Proof. (ii) For the notational simplicity, we write i = i(B). Take a k-block C ∈F(B; k). If
(CB)[s; s+n−1] =B for some s, then s¿k − n+ 1 and
B=(CB)[s; s+n−1] =C[s; k]B[1; n−j] =B[1; j]B[1; n−j];
where j= k−s+1. By Lemma 3(iii) j∈(B) or j is a multiple of some (B) and C[k−+1; k] =B[1; ]
for some ∈(B). Hence, we have
S(B; k) = {C: (CB)[i; i+n−1] =B for every i; 16 i6 k}
= {C ∈F(B; k): C[k−+1; k] =B[1; ] for any ∈(B)}
=
⋂
∈(B)
{C ∈F(B; k): C[k−+1; k] =B[1; ]}
=F(B; k)\
⋃
∈(B)
{C ∈F(B; k): C[k−+1; k] =B[1; ]}:
(i) If there exists C ∈F(B; k) such that C[k−+1; k] =B[1; ] and C[k−′+1; k] =B[1; ′] for some
; ′ ∈(B) with ¡′, then B[1; ] =B[′−+1; ′]. Note that Lemma 3(i) implies ∈(B[1; ′]) and
B[+1; ′] =B[1; ′−]. Hence, we have
B[1; ′] =B[1; ]B[+1; ′] =B[′−+1; ′]B[+1; ′] =B[′−+1; ′]B[1; ′−];
which is a contradiction by Lemma 3(iv).
(iii) Assume that ¿ n=2. For C ∈S(B; k − ) we have CB[1; ] ∈F(B; k). Put C ∈F(B; k)
with C[k−+1; k] =B[1; ]. If C[1; k−] ∈ S(B; k − ), then there is ′ with ′ + ¡n such that
C[1; k−−′]B=(C[1; k−]B)[1; k+n−−′] or B=(C[k−−′+1; k−]B)[1; n]. So, ′ ∈(B) or ′ is a multi-
ple of 1(B) by Lemma 3(iii). Since ′¡n − ¡n=2, this contradicts Lemma 3(v). Hence, for
¿ n=2
{C ∈F(B; k): C[k−+1; k] =B[1; ]}= {CB[1; ]: C ∈S(B; k − )}:
Suppose that ¡n=2, i.e., = 1(B). By de$nition for C ∈S(B; k − j) with 16 j6 l we have
CB[1; ] · · ·B[1; ] ∈F(B; k). Let C ∈F(B; k) with C[k−+1; k] =B[1; ]. If C[1; k−j] ∈S(B; k−j) for any
16 j6 ‘, then similarly there is ′ such that B=(C[k−−′+1; k−]B)[1; n]. Since ′ is not a multiple
of = 1(B), we have ′ ∈(B) with ′ + ¡n, which contradicts Lemma 3(v).
Denition 7. Put
rk(B)=Pr(x1 · · · xk ∈F(B; k))
and
sk(B)=Pr(x1 · · · xk ∈S(B; k)):
In other words, rk(B)=Pr(Rn¿k+n|x1 · · · xn=B) and sk(B)=Pr(Rn¿k+n; xk+n−+1 · · · xk+n =B[1; ]
for any ∈(B) | x1 · · · xn=B):
Since F(B; k) ⊃S(B; k), we have rk(B)¿ sk(B). Put r0(B)= 1, s0(B)= 1.
G.H. Choe, D.H. Kim / Journal of Computational and Applied Mathematics 143 (2002) 263–274 269
Let B be an n-block. Note that Lemma 6 implies that if k ¡n then
rk(B)= 1
and
sk(B)= 1−
∑
6k;∈(B)
1
2
:
For the sake of the notational simplicity, write rk = rk(B); sk = sk(B) when there is no danger of
confusion.
Now we $nd the recurrence relations between rk and sk .
Theorem 8. Let B be an n-block. (i) For i¿ 0
Pr(Rn= i + n | x1 · · · xn=B)= 12n si(B):
(ii) Let ‘=max{i : i 1(B)¡n} and m= |(B)|. Then for k¿ n; rk and sk satisfy
rk = rk−1 − 12n sk−n
and
sk = rk −
‘∑
i=1
1
2i1(B)
sk−i1(B) −
m∑
i=2
1
2i(B)
sk−i(B):
If (B)= ∅; then sk = rk and sk = sk−1 − (1=2n)sk−n:
Proof. (i) Take a sequence x such that x1 · · · xn=B. Note that Rn(x)= n + i for i¿ 0 if and only
if xn+1 · · · x2n+i =CB for some C ∈S(B; i). Hence, for i¿ 0
Pr(Rn= i + n | x1 · · · xn=B)
=Pr(xn+1 · · · xn+i ∈S(B; i)) · Pr(xn+i+1 · · · x2n+i =B)
= si(B)
1
2n
:
(ii) From (i) we have
rk(B) = Pr(Rn¿k + n− 1 | x1 · · · xn=B)− Pr(Rn= k + n | x1 · · · xn=B)
= rk−1(B)− sk−n(B) 12n :
If B has no repetition pre$x, then Lemma 6(ii) implies that F(B; k)=S(B; k) and sk = rk . If
(B) = ∅, then Lemma 6(ii) implies that
sk = rk −
∑
∈(B)
Pr(C ∈F(B; k) and C[k−+1; k] =B[1; ]):
Now apply Lemma 6(iii).
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Remark 9. Let B be an n-block. Doob’s Optional Stopping Theorem [13] from Martingale theory
implies that
E[Rn | x1 · · · xn=B] = 2n +
‘∑
i=1
2n−i·1(B) +
m∑
i=2
2n−i(B);
where ‘ and m are de$ned as in Theorem 8(ii). Note that E[Rn|x1 · · · xn=B] is an integer. This is
seen in Table 1, where conditional expectations are obtained using the algorithm from Theorem 8.
Furthermore, it can be shown that
E[Rn] = 2n + n− 1;
which can be observed in the second column in Table 3 obtained by computation based on our
algorithm. It is an indirect proof of the validity of our algorithm.
The computation of sk(B) for every n-block B is necessary for the application in later sections and
it is done recursively on computers. To save time, we use the fact that the blocks with the same
(B) have the same pattern as far as the $rst return time is concerned. Thus, we classify all the
n-blocks using (B) and compute sk for each block B from diMerent classes.
3. Application: test for pseudorandom number generators
In this section, we test the PRNGs in the appendix using the probability distribution obtained in
the previous section.
A good pseudorandom number generator must take the theoretical values within statistical margin
of error. We compare the theoretical distribution and the empirical distribution, where the sample
size for every n and for every generator is 1,240,000 in our experiments. This speci$c sample size is
chosen for the sake of convenience in programming. Since Rn(x1x2 · · ·) and Rn(x2x3 · · ·) are highly
correlated, we reduce the correlation by taking Rn(x1x2 · · ·); Rn(xn+1xn+2 · · ·); Rn(x2n+1x2n+2 · · ·), and
so on. In this case, the experiments show that the correlation is negligible when n is reasonably
large and we may apply the tests in the next section. All the random bits from PRNGs are used to
construct random sequences by juxtaposing binary numbers.
3.1. The Kolmogorov–Smirnov test
Using the probability distribution obtained in the previous section we apply the Kolmogorov–
Smirnov test [2,6].
We numerically calculate Pr(Rn= i) for i; 16 i6M , using the values of Sk(B) from Theorem
8 so that
∑
i¿M Pr(Rn= i)¡ 10
−5. In Fig. 1, the probability distribution for the discrete random
variable Rn is given. We have the empirical distribution by observing Rn(x1x2 · · ·); Rn(xn+1xn+2 · · ·);
Rn(x2n+1x2n+2 · · ·); : : : as explained before. Let
D=sup
x
|F(x)− F0(x)|;
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Table 2
The Kolmogorov–Smirnov test of Rn
n 6 7 8 9 10 11 12 13 14 15 16 17
Randu 5.05 6.07 8.00 5.47 5.54 4.77 5.92 5.22 5.02 4.22 4.75 3.38
ANSI 2.75 3.50 2.65 2.32 3.13 2.96 2.52 2.87 2.20 2.27 2.54 2.39
Microsoft 1.79 2.14 3.39 2.59 2.61 2.73 2.77 2.69 3.42 3.37 2.68 2.66
Fishman 0.88 0.66 0.85 0.99 1.24 0.86 0.97 0.65 0.80 1.03 0.59 0.62
ICG 0.60 0.74 0.90 0.80 0.71 0.68 0.55 0.87 0.65 1.11 0.77 0.47
Ran0 0.98 0.88 0.78 1.06 0.86 0.89 1.14 0.70 0.63 0.97 1.48 0.51
Ran1 0.67 1.13 0.52 0.79 0.66 1.04 0.54 1.08 0.48 0.73 1.42 0.93
Ran2 0.66 1.14 0.94 0.99 1.17 0.83 0.92 1.00 1.33 0.74 0.50 1.10
Ran3 0.79 1.03 1.03 1.01 0.58 0.92 0.62 0.66 1.01 1.19 0.78 1.03
F90 0.95 1.05 0.99 0.91 0.76 0.95 0.62 0.76 0.70 0.66 1.12 1.23
SR 0.96 0.68 0.41 0.28 1.72 0.73 0.72 0.96 0.67 1.09 0.55 0.67
SWB 0.92 0.53 0.85 0.84 0.89 0.79 0.49 1.51 0.72 1.14 0.98 1.29
Table 3
Theoretical values for Rn;
√
Rn and logRn=n
n E[Rn] (Rn) E[
√
Rn] (
√
Rn) E[logRn]=n (logRn)=n
2 5 3.7416574 2.1237193 0.6998688 1.01877886 0.43015714
3 10 8.2462113 2.9709293 1.0833185 0.99128301 0.32073854
4 19 16.673332 4.0472651 1.6185319 0.95587401 0.27237541
5 36 33.105891 5.5055917 2.3850494 0.93262620 0.24495319
6 69 65.375837 7.5447310 3.4752028 0.92062678 0.22584245
7 134 129.59938 10.428424 5.0247372 0.91615563 0.21030779
8 263 257.73242 14.523044 7.2167310 0.91638766 0.19638092
9 520 513.82487 20.338638 10.312120 0.91925568 0.18336912
10 1033 1025.8782 28.591742 14.680337 0.92342024 0.17110317
11 2058 2049.9122 40.291997 20.845982 0.92805680 0.15961137
12 4107 4097.9305 56.865148 29.552579 0.93269631 0.14895956
13 8204 8193.9429 80.326383 41.852983 0.93709588 0.13918913
14 16,397 16,385.950 113.52527 59.236930 0.94114912 0.13030104
15 32,782 32,769.953 160.49178 83.811634 0.94482653 0.12226078
16 65,551 65,537.955 226.92550 118.55724 0.94813866 0.11500980
17 131,088 131,073.96 320.88731 167.68820 0.95111454 0.10847693
18 262,161 262,145.96 453.77747 237.16451 0.95378963 0.10258713
19 524,306 524,289.96 641.71880 335.41464 0.95619967 0.09726734
20 1, 048, 595 1, 048, 578.0 907.51278 474.35804 0.95837778 0.09244980
where F(x) is the empirical distribution function and F0(x) is the theoretical distribution function
from Theorem 8. If D
√
S, where S =1; 240; 000 is the sample size, and is larger than 1:36 and
1:63, then the tested generator fails with the statistical con$dence of 95% and 99%, respectively.
The values D
√
S obtained from test samples are listed in Table 2.
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Table 4
Z-values for sample averages of Rn
n 10 11 12 13 14 15 16 17 18 19 20
Randu 0.77 −2:16 4.10 0.63 2.07 0.58 5.19 −0:75 0.82 −0:11 4.11
ANSI 0.19 1.55 0.28 0.04 −0:05 −0:46 −0:14 −0:37 −0:05 0.23 0.39
Microsoft −1:11 0.82 2.31 −1:17 0.84 1.15 0.13 0.54 −0:74 −1:91 −0:41
Fishman −1:35 1.09 −0:88 −0:27 −0:60 1.36 0.50 0.42 0.57 0.80 −1:13
ICG −0:28 −0:20 −0:47 1.37 0.21 −0:11 0.21 −0:22 −0:24 −0:69 0.22
Ran0 −1:36 1.53 0.90 −1:00 −0:72 −0:31 1.04 −0:64 −1:10 −0:64 −0:19
Ran1 0.11 1.28 −0:18 −0:38 −0:49 −0:20 1.78 0.74 −0:62 0.41 −0:21
Ran2 −1:25 1.12 −0:72 −0:29 2.97 0.79 −0:41 0.84 0.39 −0:91 0.03
Ran3 0.90 −0:58 0.10 −0:97 −1:20 1.32 −0:91 −1:36 −1:09 0.86 1.56
F90 0.34 −0:92 −0:64 −0:56 1.16 0.20 2.09 −1:57 −0:05 −0:95 1.12
SR 2.11 0.38 0.29 0.93 0.71 1.44 0.44 −0:97 0.62 −0:47 1.44
SWB −1:07 −0:05 0.20 1.14 0.54 −0:54 0.57 0.67 1.03 0.49 −0:34
Table 5
Z-values for sample averages of
√
Rn
n 10 11 12 13 14 15 16 17 18 19 20
Randu 4.89 1.94 7.98 4.10 5.09 3.63 6.73 1.51 3.33 2.26 6.27
ANSI 2.51 3.50 2.17 2.09 1.78 1.67 1.88 1.82 2.28 2.14 2.31
Microsoft 1.25 2.77 3.97 1.73 3.31 3.54 2.35 2.46 1.34 0.59 1.69
Fishman −1:53 0.50 −0:97 −0:21 −0:88 1.54 0.40 0.27 0.84 0.58 −1:16
ICG −0:05 −0:07 −0:33 0.72 −0:27 −0:79 0.23 −0:02 −0:07 −0:81 0.30
Ran0 −1:32 1.20 1.06 −0:90 −0:50 0.36 1.52 −0:51 −0:88 −0:38 0.06
Ran1 −0:32 0.75 −0:24 −0:77 −0:36 −0:26 1.48 0.47 −0:40 0.13 −0:51
Ran2 −1:37 0.62 −1:07 −0:81 2.64 0.77 −0:27 0.93 0.30 −1:10 0.09
Ran3 0.62 −0:74 0.47 −0:69 −1:13 1.42 −0:63 −0:95 −1:23 0.67 1.28
F90 0.36 −1:15 −0:85 −0:63 1.01 0.23 1.80 −1:56 0.37 −0:82 1.31
SR 2.48 0.53 0.37 1.06 0.62 1.17 0.37 −0:89 0.96 −0:81 1.58
SWB −0:77 0.18 0.19 1.54 0.57 −0:98 0.31 0.98 0.98 0.23 0.28
3.2. The Z-test for Rn;
√
Rn and logRn
We calculate the expectations and the standard deviations for Rn;
√
Rn and logRn numerically by
computer using the values sk(B) from Theorem 8. The calculated values are given in Table 3. In
Figs. 2 and 3 the probability distribution for
√
Rn and logRn=n are given.
We apply the Z-test. Samples are taken at (x1x2 · · ·); (xn+1xn+2 · · ·); : : : as explained in the begin-
ning of Section 3. The sample size is also 1,240,000. The test results are presented in Tables 4–6.
If the Z-value is larger than 1.96 and 2.57, then the corresponding generator fails the test for the
corresponding n with statistical con$dence of 95% and 99%, respectively.
In the Z-test for Rn; all the generators except Randu pass the test; so, we conclude that the test
using Rn is not strong enough. The method of using
√
Rn or logRn works better than the one using Rn.
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Table 6
Z-values for sample averages of logRn=n
n 10 11 12 13 14 15 16 17 18 19 20
Randu 8.13 6.24 11.44 7.43 7.81 7.02 8.12 4.09 6.47 5.38 8.85
ANSI 4.02 4.59 3.58 3.32 3.03 3.44 3.38 3.36 4.12 3.34 3.93
Microsoft 3.37 4.26 4.68 4.54 4.92 5.37 4.14 3.80 3.23 2.84 3.01
Fishman −1:64 −0:04 −0:94 0.05 −1:35 1.60 0.10 0.46 1.05 0.14 −0:99
ICG 0.41 0.40 −0:04 −0:17 −0:60 −1:72 0.10 0.46 0.06 −1:01 −0:02
Ran0 −1:08 0.50 0.66 −0:63 −0:13 1.18 1.59 −0:35 −0:39 −0:16 0.43
Ran1 −0:73 0.03 −0:44 −0:70 −0:38 0.05 0.42 0.00 −0:10 0.11 −0:98
Ran2 −1:07 −0:14 −1:19 −1:68 1.46 0.61 −0:21 0.67 −0:14 −1:29 −0:01
Ran3 0.10 −1:06 0.84 −0:42 −0:94 1.05 −0:51 −0:61 −0:71 0.61 1.31
F90 0.46 −1:36 −1:12 −0:64 0.61 0.08 1.02 −1:49 1.39 −0:34 1.36
SR 2.57 0.69 0.63 0.94 0.52 0.60 0.30 −0:98 1.34 −1:11 1.80
SWB −0:28 0.34 0.38 1.53 0.63 −1:47 −0:01 1.31 0.96 −0:15 1.09
Table 7
The tested random number generators
Name Generator Period
Randu LCG(231; 65 539; 0; 1) 229
ANSI LCG(231; 1 103 515 245; 12 345; 141 421 356) 231
Microsoft LCG(231; 214 013; 2 531 011; 141 421 356) 231
Fishman LCG(231 − 1; 950 706 376; 0; 3141) 231 − 2
ICG ICG(231 − 1; 1; 1; 0) 231 − 1
Ran0 LCG(231 − 1; 16 807; 0; 3141) 231 − 2
Ran1 Ran0 with shuRe ¿ 231 − 2
Ran2 L’Ecuyer’s algorithm with shuRe ¿ 2:3× 1018
Ran3 xn ≡ xn−55 − xn−24 (mod 231) ¿ 255 − 1
F90 Ran0 combined with shift register ∼ 3:1× 1018
SR xn ≡ xn−1(I + L13)(I + R17)(I + L5)
SWB xn ≡ xn−24 − xn−37 − b (mod 232) ∼ 21178
The Z-test is a weak test compared with the Kolmogorov–Smirnov test in Section 3.1 but it is
easier to apply.
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Appendix
The following is a list of pseudorandom number generators tested in Section 3. We generate binary
sequences using the algorithms listed in Table 7. The linear congruential generator LCG(M; a; b; x0)
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means the algorithm given by xn ≡ axn−1 +b (modM) with the initial seed x0. Randu is an outdated
generator developed by IBM in the sixties. ANSI and Microsoft are the generators used in C libraries
by American National Standard Institute and Microsoft, respectively. For a prime p, the inversive
congruential generator ICG(p; a; b; x0) is that xn ≡ axn−1 + b (modp) with initial point x0, where Sx
is the multiplicative inverse of x modulop. The subtract with borrow generator (SWB) is the form
of xn ≡ xn−s − xn−r − b (modM), where the borrow b is −1 if the previous subtraction is negative
and 0 otherwise. The shift register generator (SR) is the form of xn ≡ xn−1(I + Lr)(I + Rs) or
xn ≡ xn−1(I + Rr)(I + Ls). The operation L (resp. R) is the bitwise left-shift (resp. right-shift) and
the operation + is bitwise plus in Z2 (Exclusive-OR). The generators Ran0, Ran1, Ran2 and Ran3
are from [11]. Ran0 is the linear congruential generator by Park and Miller [10]. Ran1 is Ran0 with
Bays–Durham shuRe. Ran2 is L’Ecuyer’s algorithm [7] with shuRe, where L’Ecuyer’s algorithm is
a combination of two LCGs which have diMerent modulo operation. Ran3 is the subtractive lagged
Fibonacci sequences. F90 is the ‘ran’ generator in [12]. It is Ran0 combined with a shift register.
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