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Abstract
We show that, in analysis, many pathological phenomena occur more often than one could expect, that
is, in a linear or algebraic way. We show this by means of the construction of large algebraic structures
(infinite dimensional vector spaces or infinitely generated algebras) enjoying some special or pathological
properties.
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1. Introduction and notations
Take a function with some special, weird or unbelievably pathological property. For exam-
ple, a differentiable nowhere monotone function. Coming up with a concrete example of such a
function can be difficult. In fact, it may seem so difficult that if you succeed, you think that there
cannot be too many functions of that kind. Probably one cannot find infinite dimensional vector
spaces or infinitely generated algebras of such functions. However, these kind of vector spaces
and algebras do exist. The search for large algebraic structures of functions with pathological
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cal words have been introduced. To the best of the authors’ knowledge, these words were devised
by V.I. Gurariy and will be given below.
Recall that a set M of functions satisfying some pathological property is lineable if M ∪ {0}
contains an infinite dimensional vector space and spaceable if M ∪ {0} contains a closed infinite
dimensional vector space. More specifically, we will say that M is μ-lineable if M ∪{0} contains
a vector space of dimension μ, where μ is a cardinal number. Furthermore, λ(M) will denote
the maximum cardinality (if it exists) of such a vector space. Similarly, we will say that M is
algebrable if M ∪ {0} contains an infinitely generated algebra. More specifically, we will say
that M is (μ, s)-algebrable if M ∪ {0} contains an algebra A such that dim(A) = μ (as a vector
space) and card(S) = s, where μ and s are two cardinal numbers and S is a minimal system of
generators of A. Trivially, s  μ and if M is (μ, s)-algebrable then it is also μ-lineable.
The terminology of lineability and spaceability was first introduced in [5] and later in [1],
while the word algebrability did not appear until recently in [3]. Nevertheless, one of the ear-
liest results of this kind dates back to 1966, when V.I. Gurariy showed in [7] that the set of
nowhere differentiable functions on the interval [0,1] is lineable. He also showed that the set
of everywhere differentiable functions on the interval [0,1] is lineable, but not spaceable. Other
examples of pathological properties that have been studied by various authors are differentiable
nowhere monotone functions, everywhere surjective functions and functions with non-convergent
Fourier series. We refer the reader to [1] and [2] as well as the related references therein for
a more detailed history of lineability and related topics. For a very thorough treatment of the
concept of algebrability and the problem with finding an infinitely generated algebra, we refer
to [3].
This paper is divided into several sections. In each of them we focus on a particular patholog-
ical property and type of function. The aim of the paper is not to be exhaustive on the topic, but
rather to give an interesting contribution. The properties that we study are, in order:
• C∞-functions with constant Taylor expansion.
• Discontinuous linear and R-linear functions.
• Functions with a dense set of points of removable discontinuity.
• Functions having a finite number of points of continuity.
• Functions whose derivative is unbounded on a closed interval.
• Everywhere surjective functions that are almost everywhere zero.
Set theoretical considerations, cardinal theory, matrix theory, abstract algebra and usual func-
tional analysis techniques are used in the construction processes.
All the examples of functions satisfying some special or pathological property in this paper
are highly inspired by the book of B.R. Gelbaum and J.M.H. Olmsted [6].
2. C∞-functions with constant Taylor expansion
In this section we will denote byH a Hamel basis of R. That is, a basis of the real numbers R,
considered as a vector space over the rational numbers Q. Furthermore, without loss of generality,
we may (and will) assume that H only consists of positive real numbers. The cardinality of H is
of course c.
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algebrable and λ(M) = c.
Proof. Let M0 ⊂ M be the set of C∞-functions whose Taylor expansion is identically equal to
zero. Consider the functions fβ , where β ∈ R+, given by
fβ(x) =
{
e−βx−2 if x = 0,
0 if x = 0.
We claim that fβ ∈ M0. Indeed, it is easy to check that f (n)β (0) = 0 for every n ∈ N. Therefore
its Taylor expansion about zero is of the form
∞∑
n=0
f
(n)
β (0)
n! x
n ≡ 0.
Define the following algebra:
A :=A({fγ : γ ∈H}).
We will begin by showing that the family {fγ : γ ∈H} is algebraically independent. So, take any
polynomial
P(fγ1 , . . . , fγk ) :=
m∑
i=1
αi
k∏
j=1
f
nj,i
γj ,
where {αi}mi=1 ⊂ R \ {0}, m, k and all the nj,is are natural numbers and where nj,a = nj,b for all
j ∈ {1, . . . , k} if and only if a = b. A straightforward calculation shows that
P(fγ1 , . . . , fγk ) =
m∑
i=1
αie
−(n1,i γ1+···+nk,iγk)x−2 =:
m∑
i=1
αie
−βix−2 .
Since {γi}ki=1 ⊂H, we get that all the βis are different positive real numbers. Thus,
P(fγ1 , . . . , fγk )(x) =
m∑
i=1
αifβi (x) =: F(x),
where βi = βj if and only if i = j .
Suppose now that F ≡ 0. Then F ′ ≡ 0 and thus,
F ′(x) = 2
x3
m∑
i=1
αiβifβi (x) =:
2
x3
G1(x) = 0 for all x ∈ R.
Therefore G1 ≡ 0 and so we must have G′1 ≡ 0, from which it follows that
G′1(x) =
2
x3
m∑
i=1
αiβ
2
i fβi (x) =:
2
x3
G2(x) = 0 for all x ∈ R.
Continuing in the same manner we obtain that
Gn :=
m∑
αiβ
n
i fβi ≡ 0 for every n ∈ N.i=1
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0 = lim
x→∞Gn(x) =
m∑
i=1
αiβ
n
i for every n ∈ N.
By writing this last equation for n = 0, . . . ,m − 1, we obtain the following linear system of
equations:⎛
⎜⎜⎜⎜⎜⎝
1 1 1 · · · 1
β1 β2 β3 · · · βm
β21 β
2
2 β
2
3 · · · β2m
...
...
...
. . .
...
βm−11 β
m−1
2 β
m−1
3 · · · βm−1m
⎞
⎟⎟⎟⎟⎟⎠ ·
⎛
⎜⎜⎜⎜⎝
α1
α2
α3
...
αm
⎞
⎟⎟⎟⎟⎠=
⎛
⎜⎜⎜⎜⎝
0
0
0
...
0
⎞
⎟⎟⎟⎟⎠ .
This matrix is a Vandermonde-type matrix and therefore non-singular. Hence, α1 = · · · = αk = 0,
which implies that the family {fγ : γ ∈H} is algebraically independent. Thus, A is an algebra
with minimal system of generators of cardinality c. Therefore, dim(A) = c.
We still need to verify that F belongs to M0 to complete the proof. We have
∞∑
n=1
F (n)(0)
n! x
n =
∞∑
n=1
(
m∑
i=1
αif
(n)
βi
(0)
n!
)
xn = 0 for every n ∈ N.
In other words, F ∈ M0. Thus, we have shown that A is (c, c)-algebrable and that λ(M)  c.
However, since the dimension of the space of continuous functions is c and since M is a subset
thereof, we get that λ(M) = c. 
Remark 2.2. If we had worked on some closed interval [a, b] instead of on R, the result in The-
orem 2.1 would be the best possible in the sense that we would know that it is not spaceable (see
the result of V.I. Gurariy in [7] that shows that no subset of differentiable functions is spaceable
(when working on some closed interval)).
3. Discontinuous linear and R-linear functions
Let X and Y be vector spaces over a field K. A function f :X → Y is said to be linear
if f (x + y) = f (x) + f (y) for every x, y ∈ X. Note that this is a more special use of the term
‘linear’ than is often made and that for example the function g :R → R defined by g(x) := ax+b
(here a, b ∈ R) is linear if and only if b = 0. Moreover, we will say that f is K-linear if it is
linear and satisfies f (kx) = kf (x) for every x ∈ X and every k ∈ K. Thus, an R-linear function
coincides with the usual definition of a linear function. One can easily figure out that every linear
function is also Q-linear (that is, assuming that Q ⊆ K of course). Hence, one could falsely think
that all linear functions on R have to be of the form f (x) = ax (where a ∈ R). This is, however,
only true if f is continuous. There are in fact examples of discontinuous linear functions on R
(see [6, p. 33]). A discontinuous linear function on R must be wildly discontinuous. Indeed, its
graph must be everywhere dense in R2 (see [4, pp. 132–136] for more details).
Theorem 3.1. In every real topological vector space, the set of all discontinuous (and real-
valued) linear functions is lineable.
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sion μ := max{c,dim(X)}, every non-zero element of which is a discontinuous linear function
from X to R.
Consider the following sets:
L := {f :X → R: f is linear},
Lc := {f :X → R: f is linear and continuous}.
Clearly, L is a real vector space and Lc is a vector subspace of L. Furthermore, let M be an
algebraic complement of Lc in L. Then λ(L \ Lc) = dim(M). The problem is that we do not
know “how big” M is.
Let V be a basis of X as a real vector space and define
B := {γ v: γ ∈H, v ∈ V },
where H is the Hamel basis from Section 2. Then B is a basis of X as a rational vector space of
cardinality μ. For every b ∈ B we can define the function f˜b :B → Q by
f˜b(ξ) :=
{
1 if ξ = b,
0 if ξ = b.
The function f˜b can then be extended linearly to the whole space X. This extension will be
denoted by fb.
Consider now the vector subspace Ls of L given by
Ls := span{fb: b ∈ B}
and let
F(x) :=
k∑
i=1
αifbi (x),
where k ∈ N, {αi}ki=1 ⊂ R\ {0} and where bi = bj if and only if i = j . Suppose that F ≡ 0. Then
0 =
k∑
i=1
αifbi (bj ) = αj for all j = 1, . . . , k,
and thus, the family {fb: b ∈ B} is linearly independent and dim(Ls) = μ.
Next we will show that F is discontinuous. So, assume that F is continuous. Then the re-
striction of F to the set Rb1, denoted by F |Rb1 , is a continuous linear function. Since F |Rb1 is
also R-linear, we get that F |Rb1 vanishes only at zero. On the other hand, there exists v ∈ V
and γ ∈H such that b1 = γ v and thus, we have that Hv ⊆ Rb1. By considering the infinite set
Hv \ {bi}ki=1 we notice that F |Rb1 vanishes at every element of the set, which is a contradiction.
In other words, F must be discontinuous. Finally, since Ls ⊆ L \ Lc, we have that
μ = dim(Ls) λ(L \ Lc) = dim(M). 
Theorem 3.2. In every infinite dimensional real normed space, the set of all discontinuous (and
real-valued) R-linear functions is lineable.
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linearly independent set, B := {vj }∞j=0, contained in the unit sphere SX of X. For every i ∈ N,
with i  2, we can define a function f˜i :B → R by
f˜i (vj ) := ij .
The function f˜i can then be extended linearly to the whole space X. This extension will be
denoted by fi .
Define the following vector space:
V := span{fi : i ∈ N, i  2}.
Let
F(x) :=
k∑
j=1
αjfij (x),
where k ∈ N, {αj }kj=1 ⊂ R \ {0} and where i1 > · · · > ik  2. Then by evaluating F at
v0, . . . , vk−1, we obtain the following linear system of equations:⎛
⎜⎜⎜⎜⎜⎝
1 1 1 · · · 1
i1 i2 i3 · · · ik
i21 i
2
2 i
2
3 · · · i2k
...
...
...
. . .
...
ik−11 i
k−1
2 i
k−1
3 · · · ik−1k
⎞
⎟⎟⎟⎟⎟⎠ ·
⎛
⎜⎜⎜⎜⎝
α1
α2
α3
...
αk
⎞
⎟⎟⎟⎟⎠=
⎛
⎜⎜⎜⎜⎝
0
0
0
...
0
⎞
⎟⎟⎟⎟⎠ .
The matrix of the previous system is non-singular and therefore we have that, necessarily, α1 =
· · · = αk = 0. Thus, dim(V ) = ℵ0.
Finally, let us see that F is a discontinuous R-linear function. For every non-negative inte-
ger j , we have that∣∣F(vj )∣∣= ∣∣α1ij1 + · · · + αkijk ∣∣ |α1|ij1 − |α2|ij2 − · · · − |αk|ijk
=
( |α1|
k − 1 i
j
1 − |α2|ij2
)
+ · · · +
( |α1|
k − 1 i
j
1 − |αk|ijk
)
.
Since i1 > ih for h = 2, . . . , k, we obtain that( |α1|
k − 1 i
j
1 − |αh|ijh
)
→ ∞ as j → ∞ for every h = 2, . . . , k.
In other words, F does not map bounded sets of X into bounded sets of R and can therefore not
be continuous. 
4. Functions with a dense set of points of removable discontinuity
Theorem 4.1. The set M of functions on R with a dense set of points of removable discontinuity
is (c, c)-algebrable and λ(M) c.
Proof. For every β ∈ R+ we define the function fβ (closely related to the Dirichlet function) by
fβ(x) :=
{
n−β if x ∈ Q,
0 if x ∈ R \ Q,
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where n is defined to be the smallest positive integer such that x = t/n for some t ∈ Z (see
Fig. 1). Clearly, it is discontinuous at every point x ∈ Q and hence, it has a dense set of points of
discontinuity. To see all discontinuities are removable, we just have to notice that for any x0 ∈ Q,
lim
x→x−0
fβ(x) = lim
x→x+0
fβ(x) = 0.
Thus, we can redefine the function as the function identically equal to zero, which of course is
continuous.
Define the following algebra:
A :=A({fγ : γ ∈H}),
whereH is the Hamel basis from Section 2. Again, as in the proof of Theorem 2.1, we will begin
by showing that the family {fγ : γ ∈H} is algebraically independent. So, take any polynomial
P(fγ1 , . . . , fγk ) :=
m∑
i=1
αi
k∏
j=1
f
nj,i
γj ,
where {αi}mi=1 ⊂ R \ {0}, m, k and all the nj,is are natural numbers and where nj,a = nj,b for all
j ∈ {1, . . . , k} if and only if a = b. A straightforward calculation shows that
P(fγ1 , . . . , fγk )(x) =
m∑
i=1
αin
−(n1,i γ1+···+nk,iγk) =:
m∑
i=1
αin
−βi .
Since {γi}ki=1 ⊂H, we get that all the βis are different positive real numbers. Thus,
P(fγ1 , . . . , fγk )(x) =
m∑
i=1
αifβi (x) =: F(x),
where we, without loss of generality, may assume that 0 < β1 < · · · < βm.
Assume that F ≡ 0. Then by evaluating F at
1,
1
2
, . . . ,
1
2m−1
we obtain the following linear system of equations:⎛
⎜⎜⎜⎜⎝
1 1 1 · · · 1
2−β1 2−β2 2−β3 · · · 2−βm
(2−β1)2 (2−β2)2 (2−β3)2 · · · (2−βm)2
...
...
...
. . .
...
−β1 m−1 −β2 m−1 −β3 m−1 −βm m−1
⎞
⎟⎟⎟⎟⎠ ·
⎛
⎜⎜⎜⎜⎝
α1
α2
α3
...
⎞
⎟⎟⎟⎟⎠=
⎛
⎜⎜⎜⎜⎝
0
0
0
...
⎞
⎟⎟⎟⎟⎠ .(2 ) (2 ) (2 ) · · · (2 ) αm 0
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get that it is non-singular. Therefore, α1 = · · · = αm = 0, which is a contradiction.
Finally, from the first part of the proof and the preceding discussion we already know that F
has a dense set of points of removable discontinuity. 
5. Functions having a finite number of points of continuity
Theorem 5.1. The set of all functions on R which have a finite number of points of continuity is
lineable.
Proof. For every i ∈ N we can define a function
fi(x) :=
{
xi if x ∈ Q,
−xi if x ∈ R \ Q,
and then the following vector space:
V := span{fi : i ∈ N}.
Furthermore, let
F(x) :=
k∑
j=1
αjfij (x),
where k ∈ N, {αj }kj=1 ⊂ R \ {0} and where i1 < · · · < ik . Then by evaluating F at 1,2, . . . ,2k−1,
we obtain the following linear system of equations:
⎛
⎜⎜⎜⎜⎝
1 1 1 · · · 1
2i1 2i2 2i3 · · · 2ik
(2i1)2 (2i2)2 (2i3)2 · · · (2ik )2
...
...
...
. . .
...
(2i1)k−1 (2i2)k−1 (2i3)k−1 · · · (2ik )k−1
⎞
⎟⎟⎟⎟⎠ ·
⎛
⎜⎜⎜⎜⎝
α1
α2
α3
...
αk
⎞
⎟⎟⎟⎟⎠=
⎛
⎜⎜⎜⎜⎝
0
0
0
...
0
⎞
⎟⎟⎟⎟⎠ .
This matrix is non-singular. Therefore we have that α1 = · · · = αk = 0 and hence, that
dim(V ) = ℵ0.
We still have to verify that F has a finite number of points of continuity. Clearly, F can be
written as
F(x) =
n∑
i=1
αifi(x),
where n ∈ N (n  k) and {αi}ni=1 ⊂ R. Without loss of generality we may assume that at least
one of the αis is not equal to zero. For any x ∈ R we then have that
F(x) =
{
(α1x + · · · + αnxn) if x ∈ Q,
−(α x + · · · + α xn) if x ∈ R \ Q.1 n
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non-zero points of continuity of F , then we have the following linear system of equations:⎛
⎜⎜⎜⎜⎜⎝
x1 x
2
1 x
3
1 · · · xn1
x2 x
2
2 x
3
2 · · · xn2
x3 x23 x
3
3 · · · xn3
...
...
...
. . .
...
xn x
2
n x
3
n · · · xnn
⎞
⎟⎟⎟⎟⎟⎠ ·
⎛
⎜⎜⎜⎜⎝
α1
α2
α3
...
αn
⎞
⎟⎟⎟⎟⎠=
⎛
⎜⎜⎜⎜⎝
0
0
0
...
0
⎞
⎟⎟⎟⎟⎠ .
This matrix is also non-singular and therefore we get that α1 = · · · = αn = 0, which is a con-
tradiction. As a consequence, the number of points of continuity of F is less than or equal to n
(since F is also continuous at zero). 
6. Functions whose derivative is unbounded on a closed interval
Theorem 6.1. The set of functions on R whose derivative is unbounded on a closed interval is
lineable.
Proof. Let P be the set of all prime numbers and consider the functions fp , where p ∈ P , given
by
fp(x) :=
{
x2 sin 1
px2
if x = 0,
0 if x = 0.
The derivatives of these functions are
f ′p(x) =
{
2x sin 1
px2
− 2
px
cos 1
px2
if x = 0,
0 if x = 0,
which clearly are unbounded on the interval [−1,1] for any p ∈ P (see also Fig. 2).
Define the following vector space:
V := span{fp: p ∈ P }.
We need to show that the fps are linearly independent and that any finite linear combination of
the fps satisfies the desired property. So let
F(x) :=
k∑
i=1
αifpi (x),
Fig. 2. The graphs of the functions f2 and f ′2 on the intervals [−0.7,0.7] and [−0.7,−0.04] ∪ [0.04,0.7], respectively.
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Suppose now that F ≡ 0. Let
xj :=
(
1
p1 · · · · · pj−1 · pj+1 · · · · · pk · π
) 1
2
.
Then for every j = 1, . . . , k we have that
0 = F(xj )
=
k∑
i=1
αix
2
j sin
(
p1 · · · · · pj−1 · pj+1 · · · · · pk
pi
π
)
= αjx2j sin
(
p1 · · · · · pj−1 · pj+1 · · · · · pk
pj
π
)
=: αjx2j sin(qjπ).
Since qj ∈ Q \Z, we conclude that αj = 0 for every j = 1, . . . , k. Thus, the family {fp: p ∈ P }
is linearly independent and dim(V ) = ℵ0.
Analogously one can show that the family{
1
px
cos
1
px2
: p ∈ P
}
is linearly independent as well. Hence, by looking at the expression of the derivative of fp , we
easily see that the derivative of F is unbounded on the interval [−1,1]. 
Remark 6.2. Again, if we had worked on some closed interval [a, b] instead of on R, we would
know that the set of functions whose derivative is unbounded on a closed interval would not be
spaceable (see Remark 2.2).
7. Everywhere surjective functions that are almost everywhere zero
A function f :R → R is said to be everywhere surjective if, for every non-trivial inter-
val (a, b), we have that f ((a, b)) = R. The existence of such a function was first noticed by
H. Lebesgue in [8] (see also [6] for a modern reference). In [1] it was shown that the set of every-
where surjective functions on R is 2c-lineable (recently R.M. Aron and the third author showed
in [3] that the set of everywhere surjective functions on C is algebrable). A function with an addi-
tional pathology can be constructed, namely, a function f :R → R being everywhere surjective
and almost everywhere zero. Some set theoretical considerations about the Cantor set are used in
the construction (see [6, pp. 104–105] for more details).
Theorem 7.1. The set of everywhere surjective functions that are almost everywhere zero is
lineable.
Proof. Let M be the set of everywhere surjective functions that are almost everywhere zero.
Consider the following vector space:
V := span{f 2k+1: k ∈ N},
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set {f k(x): k ∈ N} is a linearly independent family. Thus, dim(V ) = ℵ0. We will now show that
every 0 ≡ F ∈ V belongs to M . So, take 0 ≡ F ∈ V . Then
F(x) =
k∑
i=0
αif
2i+1(x),
where k ∈ N and {αi}ki=1 ⊂ R \ {0}.
We begin by showing that F is everywhere surjective. Fix s ∈ R and consider the equation
k∑
i=0
αix
2i+1 = s.
Since 2k + 1 is odd, there exists at least one real solution for the equation. Let us denote that
solution by γ . On the other hand, since f ∈ M , we have that for any interval (a, b) ⊂ R, there
exists a constant ξ ∈ (a, b) such that f (ξ) = γ . Hence,
F(ξ) =
k∑
i=1
αif
2i+1(ξ) =
k∑
i=1
αiγ
2i+1 = s,
which shows that F is everywhere surjective.
To see that F is also almost everywhere zero, we just have to notice that
{x ∈ R: f (x) = 0} ⊆ {x ∈ R: F(x) = 0}.
Clearly this implies that F is almost everywhere zero. 
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