Existing space-filling designs are based on the assumption that the experimental region is rectangular, while in practice this assumption can be violated. Motivated by a data center thermal management study, a class of probability-based Latin hypercube designs is proposed to accommodate a specific type of irregular regions. A heuristic algorithm is proposed to efficiently search for optimal designs. Unbiased estimators are proposed. Their variances are given and the performances are compared empirically. The proposed method is applied to obtain an optimal sensor placement plan to monitor and study the thermal distribution in a data center. TANG, B. (1998). Selecting Latin hypercubes using correlation criteria. Statistica Sinica 8,965-978.
INTRODUCTION
A data center is an integrated facility housing multiple-unit servers, providing application services or management for data processing (Schmidt et al., 2005) . A challenging design issue arises in the study of data center thermal management. To monitor and study the thermal distribution, sensors are attached to surfaces of facilities to measure the temperatures. An important question is how to allocate the sensors uniformly over the data center to facilitate a more accurate fitting of a thermal model. An obvious approach is to use existing space-filling designs, such as Latin hypercube designs (McKay et al., 1979) . It has limitations because the experimental region in this case is not rectangular while most of the space-filling designs are constructed based on rectangular regions.
In this paper, we propose a new class of space-filling designs for experiments with a specific type of irregular regions, where the desirable range of one factor depends on the level of another factor. For example, the range of the x-axis in Figure 1 depends on the level of the y-axis. Such a region is called a slid-rectangular region. The new designs are motivated by the 3-dimensional sensor location problem but not limited to low dimensional problems. They can be used in de- (Santner et al., 2003; Fang et al., 2006) , when the experimental region is slid-rectangular.
2. PROBABILITY-BASED LATIN HYPERCUBE DESIGNS Suppose the n levels of a factor are denoted by 1, 2, . . . , n, an n-run Latin hypercube design can be generated using a random permutation of {1, 2, . . . , n} for each factor. When the experimental region is slid-rectangular, direct application of Latin hypercube designs can lose some desirable space-filling properties such as the one-dimensional balance. A new class of designs, named probability-based Latin hypercube designs, is proposed to tackle the foregoing problem. The basic idea is to take into account the irregularity in the design construction so that the design can still maintain the one-dimensional balance. To illustrate the construction of such a design, consider the region in Figure 1 but assume that 8 points are to be placed. Denote them by u 1 , . . . , u 8 , where u i = (x i , y i ). A desirable design should have one-dimensional balance on the x-axis. Thus, one has to first divide the x-axis into 8 mutually exclusive intervals. To maintain the one-dimensional balance on the x-axis, x i should equal i, for all i = 1, . . . , 8. For choosing the y values in u i , the first step is to define the corresponding feasible range, C i , on the y-axis for each level of x, i = 1, . . . , 8. In Figure 1 
Next, for each level of x, assign the corresponding feasible y i with equal probability. For example, pr(y 2 = 1) = pr(y 2 = 2) = 1/2, and pr(y 2 = 3) = 0 because y 2 = 3 is not included in the feasible set C 2 . In general, this probability can be written as pr(y i = j) = [ 3 k=1 I(k ∈ C i )] −1 if j ∈ C i ; and 0, otherwise, for i = 1, . . . , 8 and j = 1, 2, 3. The indicator function I(k ∈ C i ) takes value 1 for k ∈ C i and 0 otherwise. Figure 1 shows an example of probability-based Latin hypercube designs generated by this procedure.
A general construction procedure for probability-based Latin hypercube designs is given as follows. Hereafter, assume there are p factors and the first two factors, x 1 and x 2 , form a slidrectangular region. Here, x 2 can be a quantitative or qualitative factor with k predetermined levels and the ranges for x 1 are located irregularly on the interval [A, B]. Specifically, for the jth level of x 2 , the feasible interval for x 1 is denoted by E j = (A j , B j ). Thus, we have A = min{A j } and B = max{B j } for j = 1, . . . , k. The remaining factors follow the standard assumptions that they are quantitative and independent. Assume that we plan for an n-run experiment and each point u i can be represented by u i = (x 1i , . . . , x pi ) , where i = 1, . . . , n and n ≥ k. According to the procedure, the one-dimensional balance on x 1 is achieved by dividing the interval [A, B] into n equally spaced sub-intervals and assigning the n levels of x 1 by the middle of these subintervals, i.e., x 11 = 1, . . . , x 1n = n. Then, for each level of x 1 , the feasible range for x 2 is 3 defined by C i , i = 1, . . . , n, and the level of x 2 is assigned by
where j = 1, . . . , k, and i = 1, . . . , n. For the last p − 2 variables, standard construction procedure for Latin hypercube designs can be applied. Using standard results in probability sampling (Cochran, 1977) , an unbiased estimator of the population mean based on the probability-based Latin hypercube designs can be given as
where g(·) is an arbitrary function, Y ij s are the responses, w ij is an indicator variable with w ij = 1 if Y ij is selected by the design, and w ij = 0 otherwise. It is clear that
In survey sampling, T is the Horvitz-Thompson estimator. Its variance can be written in the Yates-Grundy expression (Cochran, 1977, pp. 260-1) :
where π ij,qt is the joint selection probability of unit (i, j) and unit (q, t). An unbiased variance estimator can be readily obtained by replacing N in (3) by n and the population values Y ij in (3) by the corresponding sample values.
For a given number of runs and factors, probability-based Latin hypercube designs are not unique. Considering all the possible designs, Proposition 1 gives the average number of points with level j of factor x 2 . The proof is straightforward and omitted. PROPOSITION 1. Let n j denote the number of points with x 2 = j. Then
. Take the probability-based Latin hypercube design in Figure 1 as an example. Proposition 1 shows the expected number of points located in each shaded area, i.e., 17/6 (= 4/3 + 1/2 + 1) for the upper shaded area, 17/6 (= 1 + 1/2 + 4/3) for the middle one, and 7/3 (= 1/2 + 4/3 + 1/2) for the lower one.
BALANCED PROBABILITY-BASED LATIN HYPERCUBE DESIGNS
Ideally, the n j values in Proposition 1 should be proportional to the length of the shaded area, which can be written as B j − A j = n i=1 I(j ∈ C i ) and j = 1, . . . , k. This is because the information from each area is assumed to be proportional to its length. According to Proposition 1, this is not necessarily true unless the values, k j=1 I(j ∈ C i ), are the same for all i. Inspired by this observation, a further modification is introduced to incorporate the proportional balance property, where the number of observations is proportional to the length of the interval. We call it balanced probability-based Latin hypercube design, which can be written as a modification of  146  147  148  149  150  151  152  153  154  155  156  157  158  159  160  161  162  163  164  165  166  167  168  169  170  171  172  173  174  175  176  177  178  179  180  181  182  183  184  185  186  187  188  189  190  191  192   4 (1) with the constraints
In practice, the quantities np j are not always integers for given n and p j . In that situation, an approximate balance with |n j − np j | < 1 should be imposed. Balanced probability-based Latin hypercube designs are constrained probability-based Latin hypercube designs in which the proportional allocation property is maintained. Table 1 lists such a design with three factors (p = 3) and 22 runs. For the slid-rectangular region, factor x 2 has five levels and the proportional lengths of x 1 at different levels of x 2 are 3 : 4 : 5 : 6 : 4. Clearly, both the proportional allocation property and the one-dimensional balance property hold for the first two factors.
There are different ways to construct balanced probability-based Latin hypercube designs and the unbiased estimator T in (2) is defined according to their sampling probabilities. An unbiased estimator is given below with the following drawing rule. The units are sequentially selected based on (1) from i = 1 to n. For each j selected by the algorithm, a design point is assigned to the unit only if (4) is not yet achieved. If it is already achieved, discard the current design and restart the selection from i = 1. The algorithm continues until i = n is reached and a design point is assigned. This drawing rule is called rejection sampling in the simulation literature (Robert & Casella, 2005) . Based on the above drawing rule, the sampling probability E(w ij ) can be written as
where a ij is an indicator variable with a ij = 1 if a design point is successfully assigned to cell (i, j) at that stage, and a ij = 0 otherwise. The function pr(a ij = 1 | 1, . . . , i − 1) is the probability of assigning design points to cell (i, j) provided that the first i − 1 points have been successfully assigned. As in §2,
is an unbiased estimator of the population mean based on a balanced probability-based Latin hypercube design if Q ij > 0 for all i and j. The variance of T B can be written in the form of (3) with π ij = Q ij , π ij,it = 0, and
when t ≥ j and q > i. Proofs of (5) and (6) are given in the Appendix. For any given slidrectangular region, the values of Q ij can be calculated explicitly. If Q ij = 0 for one pair of i and j, it would be undesirable to use the balanced design because it would completely miss the Y ij value in its sampling. This does not appear to occur often. When it occurs, the choice should be reverted to the original probability-based Latin hypercube designs whose E(w ij ) values are always positive.
Simulations are conducted to compare T B with T and another unbiased estimator from a simple random sample of the same size, denoted by T SRS . The responses Y , as a function of t ,  195  196  197  198  199  200  201  202  203  204  205  206  207  208  209  210  211  212  213  214  215  216  217  218  219  220  221  222  223  224  225  226  227  228  229  230  231  232  233  234  235  236  237  238  239  240   5   Table 1 . An example of balanced probability-based Latin hypercube design x1  1  2 3  4  5  6  7  8  9 10 11 12 13 14 15 16 17 18 19 20 21 22  x2  1  1 2  2  1  3  4  4  2  3  4  5  5  2  3  4  5  3  3  4  5  4  x3 18 1 8 14 20 4 11 17 7 21  3  15 10 19  5  13 22  9  16  2  12  6 are generated from a normal distribution with variance 1 and mean function, β 1 x 1 + β 2 x 2 + cos(0.5πt). The factors x 1 and x 2 form a slid-rectangular region as shown in Table 1 , where the values of Q ij are positive. The mean function is designed to decrease with t, and β 1 and β 2 are used to control the effect of experimental region on the mean function. Comparisons are based on g[Y (t)] = Y (t) with 100 t values uniformly selected from (0, 1) and two settings of the β i s, β 1 = β 2 = 0.01 and 0.1. The means and standard deviations of the three estimators are computed based on 50 simulations for each t. For both settings of β i , the means of the three estimators are comparable, demonstrating the unbiasedness of these estimators. For the standard deviations, the three estimators perform similarly for small β i s. For large β i s, T B has smaller standard deviations than T , and T SRS has larger standard deviations. This observation has an analogy in survey sampling (Cochran, 1977) , i.e., the estimation variance for simple random sampling is at least as large as that for stratified random sampling, which is in turn at least as large as that for stratified random sampling with proportional allocation.
A SEARCH ALGORITHM
Since not all probability-based Latin hypercube designs or balanced probability-based Latin hypercube designs are equally good, some optimal design criteria are needed for further discrimination. The criteria used for Latin hypercube designs (Iman & Conover, 1982; Johnson et al., 1990; Owen, 1994; Morris & Mitchell, 1995; Tang, 1998) can be easily applied to the designs considered here. For example, the design shown in Table 1 is an optimal balanced probabilitybased Latin hypercube design according to the maximin criterion (Johnson et al., 1990) , where the objective is to maximize the minimum inter-site distance.
A design is called feasible if the points lie in the slid-rectangular region. The widely used search algorithm for optimal Latin hypercube designs cannot be directly applied here because arbitrary exchange of two elements within a column does not always lead to a feasible design. A naive approach is to modify the algorithm by allowing only random exchanges that are capable of producing a feasible solution. Using this procedure, a sequence of feasible designs are generated and examined by the optimality criterion. Because of the combinatorial nature of the problem, finding optimal probability-based Latin hypercube designs can be computationally difficult. A complete search is computationally prohibitive for large problems. Therefore an efficient heuristic algorithm is needed.
To improve the efficiency of the naive search, a new algorithm is introduced. The idea is to broaden the search by preventing visits of neighborhood designs that have been visited before. Neighborhood designs are those that differ from each other by a small number of columnwisepairwise exchanges. Because the neighborhood designs are similar, avoiding them would allow the search to move to other parts of the region with more promising values. To do so, the naive search is modified by keeping track of the previous q feasible settings of x 2 visited, which are called forbidden settings, with q being a tuning parameter. The forbidden setting is also called memory in the tabu search literature (Glover, 1986) . Since a visit of the forbidden settings would lead to a movement toward the neighborhood designs, identification of the forbidden settings/memory can be effectively used to prevent the current design from moving toward 242 243  244  245  246  247  248  249  250  251  252  253  254  255  256  257  258  259  260  261  262  263  264  265  266  267  268  269  270  271  272  273  274  275  276  277  278  279  280  281  282  283  284  285  286  287  288   6 neighborhoods. This makes the search more efficient. In fact the forbidden settings can be defined based on any factor. However, a more desirable choice is x 2 because the verification of feasible exchanges in x 2 is more time-consuming. If the x 2 candidates lie in the forbidden set, they are removed from consideration immediately without verifying their feasibility. Thus, some computation can be saved and the x 2 settings are explored more efficiently. Typically the tuning parameter q should be small in order to maintain a small neighborhood. This algorithm is called a columnwise-pairwise exchange tabu algorithm.
After specifying a design criterion, the proposed algorithm begins with a randomly chosen design X, and proceeds with the examination of a sequence of designs. Each design is generated as follows. First, a column from x 2 to x p is randomly selected. If the selected column is one of the last p − 2 factors, a new design is obtained by exchanging two randomly selected elements within the column. If the column of x 2 is selected, it has to be checked if the exchange of two randomly selected x 2 levels leads to a setting in the forbidden set, i.e., if it is among the last q feasible settings visited. If not, the feasibility has to be checked, i.e., if the resulting design lies in the slid-rectangular region. The exchange is allowed to proceed only if the resulting new setting is non-forbidden and feasible. Otherwise, random exchanges within the x 2 column continue to be examined until a new feasible setting is obtained. Following this procedure, new designs X try are generated. In each iteration, X is replaced by X try if it leads to an improvement with respect to the design criterion. Once values of the design criterion are stabilized, the algorithm is terminated and the resulting X is the optimal design. This algorithm also works for balanced probability-based Latin hypercube designs with carefully constructed initial designs because the proposed procedure maintains the balance property throughout the search if the initial design is balanced.
To assess its performance, the proposed algorithm with q = 7 is applied to the search for the optimal maximin balanced probability-based Latin hypercube design listed in Table 1 . With the use of the forbidden settings, the simulation results show that the new algorithm can obtain on average designs with scores 4.1% smaller than the naive method after 1500 iterations.
DATA CENTER EXAMPLE
The proposed method is applied to a sensor placement problem in a data center located in the IBM T. J. Watson Research Center. The two-dimensional layout of the data center is illustrated in Figure 2 . Four racks with different lengths are located in three rows. Each rack includes an inlet surface and an outlet surface. Clearly, the layout of the racks result in a slid-rectangular region which can be specified by the first two coordinates, x and y, and the sensor locations are represented by the 3-dimensional coordinates, x, y, and z, where the z-axis represents the height.
There are 36 sensors available in this experiment. Because monitoring and controlling the inlet temperature are more important than that for the outlet temperature, more sensors should be placed on the inlet surfaces than the outlet surfaces. Therefore, 24 sensors are assigned to the inlet surfaces and 12 to the outlet surfaces. According to Figure 2 , four levels on the yaxis are predetermined based on the location of the inlet surfaces. Hence, we have k = 4 and n = 24. A 24-run maximin balanced probability-based Latin hypercube design is generated for the inlet sensors. Similarly, design points for the outlet surfaces are generated with k = 4 and n = 12. Since fewer points are located on the outlet surface, the proportional allocation property is relatively difficult to maintain. The sensor placement plan for the outlet surface should employ a 12-run maximin probability-based Latin hypercube design. Optimal designs for inlet and outlet surfaces are generated using the columnwise-pairwise exchange tabu algorithm with q = 7 and q = 5 respectively. 289  290  291  292  293  294  295  296  297  298  299  300  301  302  303  304  305  306  307  308  309  310  311  312  313  314  315  316  317  318  319  320  321  322  323  324  325  326  327  328  329  330  331  332  333  334  335  336   7   5 10 15 20 340  341  342  343  344  345  346  347  348  349  350  351  352  353  354  355  356  357  358  359  360  361  362  363  364  365  366  367  368  369  370  371  372  373  374  375  376  377  378  379  380  381  382  383  384   8 Similarly, for l > i, we have pr(D l | D 1 , . . . , D i−1 , a ij = 1, D i+1 , . . . , D l−1 ) = c −1 l m pr(a lm = 1 | D 1 , . . . , D i−1 , a ij = 1, D i+1 , . . . , D l−1 ) = c −1 l m pr(a lm =1,aij =1|D1,...,Di−1,Di+1,...,D l−1 ) pr(aij=1|D1,...,Di−1,Di+1,...,D l−1 ) .
(A4)
For the probability that one round is discarded, we have pr(one round is discarded) = n h=2 pr(one round is discarded at stage h) = (A5) From (A1)-(A5), E(w ij ) = Q ij holds with the simplified notation pr(a ij = 1 | 1, . . . , i − 1) instead of pr(a ij = 1 | D 1 , . . . , D i−1 ).
Proof of (6) Proof. The joint selection probability π ij,qj can be written as pr(w qj = 1, w ij = 1) = pr(w qj = 1, w ij = 1 in the first round) 1 − pr(one round is discarded) −1 = pr(w qj = 1 in the first round | w ij = 1 in the first round)pr(w ij = 1).
Without loss of generality, assume q > i and t ≥ j. Then, we have π ij,qt = pr(w qt = 1 in the first round | w ij = 1 in the first round)pr(w ij = 1), where pr(w qt = 1 in the first round | w ij = 1 in the first round) = pr(a qt = 1 | w ij = 1 in the first round)pr(d qt = 1 | w ij = 1, a qt = 1 in the first round) = pr(a qt = 1 | D 1 , . . . , D i−1 , D i+1 , . . . , D n , a ij = 1) = pr(aqt=1,aij=1|D1,...,Di−1,Di+1,...,Dn) pr(aij=1|D1,...,Di−1,Di+1,...,Dn) .
Therefore (6) follows.
