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Resumen
En este artı´culo se propone un me´todo para rellenar huecos en objetos 3D. La idea principal es la de utilizar un algoritmo de
restauracio´n de ima´genes para reconstruir las partes que se han de completar. Para ello es necesario hacer una transformacio´n de
los datos de la superﬁcie 3D en datos de imagen 2D. Por tanto, el algoritmo propuesto parte de una etapa inicial de identiﬁcacio´n
de huecos. A continuacio´n se hace la seleccio´n, para cada hueco, de una porcio´n de malla representativa. Seguidamente se calcula
el punto de vista o plano de proyeccio´n adecuado para obtener una imagen de rango de esa porcio´n de malla. A la imagen de rango
obtenida se le aplica el algoritmo de restauracio´n de imagen. Finalmente, se aplica una transformacio´n inversa 2D a 3D y se integra
el resultado con la malla inicial. Se trata de un algoritmo robusto, va´lido para diversos tipos de huecos y diferentes taman˜os de los
mismos.Copyright c© 2012 CEA. Publicado por Elsevier Espan˜a, S.L. Todos los derechos reservados.
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1. Introduccio´n
La creacio´n de modelos tridimensionales es de utilidad para
un amplio rango de aplicaciones industriales y es llevada a cabo
cada vez ma´s habitualmente mediante el empleo de sensores de
rango.
La reconstruccio´n completa de la superﬁcie 3D a partir de la
informacio´n adquirida con un sensor de rango puede dividirse
en cuatro etapas: la adquisicio´n de vistas parciales, el registro
o alineacio´n de esas vistas, la integracio´n de todas las vistas en
una u´nica representacio´n y, por u´ltimo, el procesado de la malla.
Esta u´ltima etapa es muy importante para conseguir un modelo
que presente una correccio´n geome´trica y topolo´gica.
Uno de los tratamientos que se aplica en la etapa de pro-
cesado es el de rellenado de huecos. Con este paso se persi-
gue la obtencio´n de una malla herme´tica, es decir, totalmente
cerrada, que resulta de gran utilidad en multitud de aplicacio-
nes: fabricacio´n con sistemas de prototipado ra´pido, caracte-
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rizacio´n de superﬁcies, reconocimiento de objetos (Salamanca
et al. (2009),Ada´n and Huber (2011)), etc.
A continuacio´n se realizara´ una revisio´n de te´cnicas de re-
llenado de huecos que permita contextualizar nuestro trabajo
entre los trabajos propuestos por otros autores.
1.1. Revisio´n de trabajos previos
En la literatura especializada pueden encontrarse una inﬁni-
dad de te´cnicas de relleno de huecos en mallas. En Pe´rez et al.
(2010) se propone una revisio´n de varias de ellas, que enume-
ramos clasiﬁcadas en dos categorı´as principales:
Me´todos en donde el relleno es un proceso implı´cito en
la creacio´n del modelo 3D.
Me´todos en donde el relleno es un proceso independiente
a la creacio´n del modelo 3D.
De los dos tipos de me´todos el ma´s empleado es el segundo
debido, fundamentalmente, a su versatilidad. El algoritmo de
rellenado de huecos propuesto en este trabajo se engloba en
esta segunda categorı´a, por lo que nos centraremos en comentar
los trabajos ma´s relevantes dentro de esta categorı´a.
Entre ellos se pueden destacar el presentado por Davis et al.
(2001), que es un me´todo representativo de aque´llos que usan
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funciones implı´citas para el rellenado de los huecos. La fun-
cio´n implı´cita, de distancia, se deﬁne en el entorno del hueco a
rellenar y sobre ella se aplica un proceso de difusio´n que extien-
de la superﬁcie a lo largo del volumen y cierra el hueco. E´ste
me´todo presenta muy buenos resultados cuando los huecos son
pequen˜os, independientemente de la curvatura de las superﬁcies
que circundan al hueco. Sin embargo, su coste computacional
lo hace inaplicable cuando los huecos son grandes.
En Sharf et al. (2004) proponen una te´cnica basada en los
me´todos de sı´ntesis de textura que aprovecha la informacio´n del
contexto, entendido por contexto las zonas con similitud super-
ﬁcial a la del entorno del hueco, para acometer el rellenado de
e´stos. La ventaja de este me´todo es que en determinados tipos
de superﬁcies ofrece una visualizacio´n muy realista, aun cuan-
do la superﬁcie inferida en el proceso de rellenado no tiene por
que´ ser ide´ntica a la de la pieza original que se haya modelado.
En Wang and Oliveira (2007) se toma una nube de puntos
como datos de entrada y generan una representacio´n interme-
dia consistente en una malla de caras triangulares sobre la que
se hace una deteccio´n de bordes para determinar los huecos.
Tras ello, a partir del grupo de puntos vecinos a esos bordes,
se realiza una interpolacio´n mediante la te´cnica MLS (Moving
Least Squares) (Lancaster and Salkauskas (1981)). Este me´to-
do interpola el relleno con datos del entorno, produciendo muy
buenos resultados en huecos en zonas relativamente curvadas,
aunque presenta la limitacio´n de que el entorno del hueco ha de
ser suavizado. Adema´s es un me´todo semiautoma´tico que nece-
sita en algunos momentos la intervencio´n del usuario. De forma
similar, en Wu et al. (2008) tambie´n se emplean los ve´rtices del
entorno del borde de hueco como centros de interpolacio´n para
deﬁnir una superﬁcie implı´cita local, que servira´, aplicando las
funciones de base radial, para interpolar el contenido del hue-
co. Los resultados experimentales presentados por los autores
han sido obtenidos sobre mallas muy sencillas y en zonas de no
gran curvatura, por lo que se puede deducir que los resultados
no permiten ser aplicados a mallas y zonas complejas.
El me´todo que se propone en Brunton et al. (2009) realiza
un proceso de despliegue de los bordes de los huecos mediante
un proceso de minimizacio´n de energı´a. Este hueco desplegado
es rellenado mediante una te´cnica simple de triangulacio´n de
Delaunay para, como u´ltimo paso, volver a ser plegado el borde
de hueco y la superﬁcie inferida. Este me´todo presenta varias
desventajas. La primera es que no puede ser usada cuando el
polı´gono que deﬁne el hueco es complejo. La otra es que al no
usar informacio´n del entorno del hueco, y usar so´lo la informa-
cio´n del borde, las superﬁcies que se pueden reconstruir son de
curvatura suave.
El proceso de relleno que se propone en Wei et al. (2010) se
realiza en tres pasos. El primero es una triangulacio´n del hueco
mediante una funcio´n que optimiza los a´ngulos de la triangu-
lacio´n. A continuacio´n, se aplica una subdivisio´n iterativa para
igualar el taman˜o de las caras con las del entorno del hueco,
ﬁnalmente se aplica un ﬁltro laplaciano para suavizar la super-
ﬁcie. Es llamativa la capacidad de resolucio´n de huecos de gran
taman˜o, aunque en superﬁcies sin grandes complejidades.
En Li et al. (2010) se presenta un me´todo que emplea te´cni-
cas de ajuste polinomial, y que tiene como ventaja la preserva-
cio´n de caracterı´sticas de la superﬁcie del entorno del hueco.
Adema´s de trabajar bien en zonas angulosas, no excesivamen-
te abruptas, tambie´n rellena correctamente huecos en formas
organizas, aunque en huecos no muy grandes y siempre con va-
riaciones suaves de curvatura.
Otro me´todo que destaca en la capacidad para reproducir
las caracterı´sticas del entorno del hueco es el propuesto en Hu
et al. (2012), en el que, en primer lugar, se triangula el hueco
mediante un conjunto de nuevos tria´ngulos; a continuacio´n se
reﬁna esa porcio´n creada en funcio´n de la densidad de ve´rtices
del borde de hueco; y ﬁnalmente se aplica un ﬁltro bilateral de
eliminacio´n de ruido a esa porcio´n para mejorar el resultado y
mantener las caracterı´sticas de la superﬁcie en el entorno del
hueco. Ofrece buenos resultados, aunque en zonas angulosas
que presenten un cierto suavizado.
Por u´ltimo, el procedimiento propuesto enWang et al. (2012)
se realiza a partir de la deteccio´n de ve´rtices caracterı´sticos, que
son los pertenecientes a bordes y esquinas. A partir de estos
ve´rtices, clasiﬁcan los tipos de huecos como simples, que son
los que no tienen ve´rtices caracterı´sticos; y complejos, que son
los que sı´ los tienes. Estos u´ltimos huecos son subdivididos en
huecos simples, usando como fronteras entre ellos los ve´rtices
caracterı´sticos. Finalmente, sobre cada hueco simple, se rea-
liza un rellenado plano. Este me´todo permite rellenar huecos
en modelos de piezas con cambios bruscos (piezas industriales,
por ejemplo), pero no objetos de forma libre en la que es muy
difı´cil que existan estos ve´rtices caracterı´sticos.
Tabla 1: Comparacio´n entre las caracterı´sticas de los distintos me´todos referen-
ciados y el me´todo propuesto
Me´todo Taman˜o de los huecos Relleno en zonas an-
gulosas/concavas
Seguimiento
de estructuras
Davis Huecos no muy gran-
des.
Muy limitado / Con li-
mitaciones
Con limitacio-
nes
Sharf Huecos no muy gran-
des
Sı´, si existen zonas si-
milares en la malla / Sı´
Sı´, si existen
zonas simi-
lares en la
malla
W. and
O.
Diferentes taman˜os de
huecos
No / Solo en huecos
simples
Sı´, si existen
zonas sime´tri-
cas
Wu Huecos no muy gran-
des, segu´n tipo de su-
perﬁcie
No / Solo en huecos
simples
No
Brunton Huecos grandes pero
simples
Sı´, en huecos simples
y formas libres / Idem
No
Wei Diferentes taman˜os,
pero simples
No / Limitado a zonas
de poca curvatura
No
Li Huecos no muy gran-
des
Sı´ / Siempre que exis-
tan estructuras linea-
les
Sı´
Hu Huecos no muy gran-
des respecto a estruc-
turas
Sı´ / Limitado Sı´
Wang Huecos no muy gran-
des respecto a estruc-
turas
Siempre que existan
estructuras lineales /
Idem
Sı´
Propuesto Huecos grandes y pe-
quen˜os
Sı´ / Sı´, si existe zona
de curvatura similar
Sı´
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Tabla 2: (Continuacio´n de la tabla 1) Comparacio´n entre las caracterı´sticas de
los distintos me´todos referenciados y el me´todo propuesto
Me´todo Calidad del resultado Otras consideraciones
Davis Muy suavizado Sensible al proceso de adquisicio´n.
Coste computacional muy alto
Sharf Bueno, si existen zonas
similares.
Falla con mallas con ruido. Deben exis-
tir zonas similares a la de relleno. No
siempre captura bien los detalles.
W. and
O.
Suavizado Realiza un remallado completo. El en-
torno de los huecos debe ser suave. So-
lo para huecos simples.
Wu Muy suavizado Modiﬁca el entorno del borde de hue-
co. El entorno de los huecos debe ser
suave. Solo para huecos simples.
Brunton Bueno, en zonas con
poca curvatura
Va´lido para huecos simples y superﬁ-
cies con variaciones suaves de curvatu-
ra
Wei Solo apto en zonas con
poca curvatura y hue-
cos simples
Solo apto en zonas con poca curvatura
y huecos simples. La superﬁcie de re-
lleno puede tener una resolucio´n dife-
rente a la de la malla.
Li Muy bueno en piezas
angulosas. En formas
libres, muy suavizado
Usa para´metros ﬁjados de forma arbi-
traria para cada malla. Produce un lige-
ro suavizado.
Hu Bueno en piezas de in-
genierı´ado. Bueno en
huecos simples de for-
mas libres
Solo apto para huecos simples. Produce
un ligero suavizado.
Wang Bueno en piezas de in-
genierı´a.
Solo apto para piezas de ingenierı´a, en
donde existan estructuras lineales suﬁ-
cientemente marcadas.
Propuesto Bueno, principalmente
en objetos de forma li-
bre
El no de iteraciones no se elige o´ptima-
mente. Produce un ligero suavizado en
zonas angulosas
En el presente artı´culo se propone un me´todo de relleno de
huecos aplicado a mallas de objetos completos. Este me´todo
se encuadrarı´a dentro del segundo tipo de procedimientos ante-
riormente mencionados y en concreto, dentro de los que utilizan
te´cnicas aplicadas tradicionalmente en fotografı´as 2D. La idea
en la que se basa es en la utilizacio´n de te´cnicas de restauracio´n
de imagen 2D (image inpainting), para el relleno de huecos en
3D. Por tanto, el algoritmo requerira´ un proceso de adaptacio´n
entre ambos tipos de datos: 2D y 3D.
Se decidio´ probar esta idea novedosa, inicialmente sobre
vistas parciales y con diversos algoritmos de restauracio´n. Esos
trabajos son los que se presentan en Pe´rez et al. (2008) y Sa-
lamanca et al. (2008), donde se parte de una base de datos de
vistas parciales, a las que se generan huecos artiﬁcialmente. Se
rellenan esos huecos aplicando dos me´todos de restauracio´n di-
ferentes y se compara el resultado con la vista inicial sin hue-
cos (medida del error, o de las distancias entre malla original
y restaurada). El me´todo desarrollado ofrecı´a buenos resulta-
dos en diferentes tipos y taman˜os de huecos. Se determino´ con
que´ algoritmo de restauracio´n funcionaba mejor y adema´s se
asevero´ la bondad del me´todo haciendo una comparacio´n con
un software comercial. A partir de ahı´, una vez validado con
vistas parciales, se decidio´ disen˜ar un me´todo de relleno au-
toma´tico de huecos en objetos completos de forma libre, apli-
cando la misma idea, pero an˜adiendo las diferentes y complejas
situaciones en que pueden aparecer los huecos en los objetos
digitalizados.
En las tablas 1 y 2 se muestra una comparativa de las ca-
racterı´sticas de los distintos me´todos referenciados en compa-
racio´n con el me´todo que se expone en este artı´culo. Sobra decir
que, pesar de la diversidad de te´cnicas, no puede decirse que ha-
ya un me´todo de relleno que sea va´lido para cualquier situacio´n,
dado el amplio abanico de e´stas: taman˜o grande o pequen˜o de
los huecos, huecos planos, huecos con gran curvatura, huecos
situados en esquinas, aristas o zonas angulosas, huecos con islas
interiores, huecos en zonas de superﬁcie con patro´n de repeti-
cio´n,etc. Se trata, por tanto, de plantear un me´todo que ofrezca
robustez y versatilidad con respecto a esas posibles situaciones.
El me´todo propuesto se describira´ segu´n el siguiente esque-
ma: en la seccio´n 2, se describira´ el me´todo de manera gene-
ral, enumerando las distintas etapas que lo componen. Desde la
seccio´n 3 a la 7 se detallara´n cada una de esas etapas. Seguida-
mente, en la seccio´n 8, se presentara´n algunos de los resultados
experimentales obtenidos y ﬁnalmente se expondra´n las conclu-
siones en el apartado 9.
2. Descripcio´n general del me´todo
La idea de base del me´todo que se propone, consiste en apli-
car un algoritmo de restauracio´n de ima´genes, disen˜ado para
datos 2D, a un problema que se presenta en datos 3D, por lo
que, como es lo´gico, habra´ que disen˜ar los mecanismos ade-
cuados para llevar a cabo las diferentes transformaciones entre
los datos. El me´todo que se ha desarrollado puede ser resumido
en los siguientes pasos:
1. Identiﬁcacio´n de los hi (i = 1, ...,m) huecos en la malla
total MT .
2. Seleccio´n de la porcio´n de malla Mυi ⊂ MT , que es la
parte de malla que se encuentra en el entorno del hueco
hi.
3. Transformacio´n 3D a 2D para obtener la imagen de ran-
go Ihi , asociada a la malla Mυi ⊂ MT , correspondiente al
entorno de uno de los m huecos.
4. Aplicacio´n del algoritmo de image inpainting sobre Ihi .
La imagen reconstruida se denotara´ I fi .
5. Transformacio´n 2D a 3D de los datos generados por el
algoritmo de image inpainting. La malla obtenida, que se
denota como Mfi , se fusionara´ con MT para la obtencio´n
de la malla ﬁnal sin huecos M′T .
6. Se repite el proceso desde 2, con otro hueco de la lista de
los m huecos, pero ahora utilizando M′T .
Antes de comenzar a describir cada una de estas etapas, es
necesario recalcar que el me´todo propuesto ha sido desarrollado
para ser aplicado en mallas triangulares. A estas mallas se les
exigen ciertas caracterı´sticas ba´sicas para que el resultado que
se obtenga sea o´ptimo. E´stas son:
La malla ha de ser una variedad bidimensional: cada aris-
ta es compartida como ma´ximo entre dos tria´ngulos.
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Figura 1: Etapa inicial de identiﬁcacio´n de los hi (i = 1, ...,m) huecos en la
malla total MT .
El taman˜o de los tria´ngulos ha de ser aproximadamente
constante para toda la malla.
Ambos requisitos no son restrictivos, ya que, a cualquier
superﬁcie se le puede aplicar un algoritmo de eliminacio´n de
tria´ngulos que no sean una variedad bidimensional y de rema-
llado, antes de iniciar el proceso. Por ello, estas caracterı´sticas
no restringen en ningu´n momento su a´mbito de aplicacio´n ni
restan generalidad al me´todo.
3. Identiﬁcacio´n de los huecos
La primera etapa del me´todo sera´, lo´gicamente, la bu´squeda
de los huecos que han de ser rellenados y, ma´s concretamente,
la determinacio´n de los bordes de esos huecos. Para tal ﬁn, se
tiene en cuenta la siguiente deﬁnicio´n:
Deﬁnicio´n 1. Decimos que la malla triangular MT , de n ve´rti-
ces y m caras triangulares, es una variedad bidimensional ce-
rrada sı´ y so´lo sı´, para todas las aristas de la malla formada por
dos ve´rtices cada una de ellas, {< vi, v j > ∀i, j|i = 1 . . . n, j =
1 . . . n ∧ i  j}, existen dos y solo dos tria´ngulos, tk y tl, de la
malla que comparten dicha arista
A partir de esta deﬁnicio´n es directo la deﬁnicio´n de un hue-
co en una malla triangular:
Deﬁnicio´n 2. Se dice que existe un hueco en una malla trian-
gular MT , de n ve´rtices y m caras triangulares, sı´ y solo sı´ existe
un conjunto de aristas que forman parte de un solo tria´ngu-
lo, deﬁnida cada una de ellas a partir de un par de ve´rtices
< vu, vw >, que forman un ciclo o camino cerrado,
Bi = {〈v1, v2〉 , 〈v2, v3〉 , . . . , 〈vk, vk+1〉 ,
. . . , 〈vP−1, vP〉 , 〈vP, v1〉} (1)
Por tanto, para buscar las aristas que delimitan los huecos
de MT habra´ que determinar aquellos ciclos Bi existentes en la
malla. A partir de los distintos Bi se deﬁne el conjunto de bordes
de huecos de la malla como Bm = ∪iBi. Una vez determinado
este conjunto, se procedera´ al relleno de los huecos, de uno en
uno, de forma iterativa, de tal manera que para acometer el re-
llenado del hueco i, se dispondra´ de la malla con i − 1 huecos
ya rellenados. En la ﬁgura 1 puede observarse un ejemplo de
identiﬁcacio´n de tres huecos en una malla.
4. Seleccio´n de la porcio´n de malla
Como se ha comentado en la seccio´n 3, para proceder al re-
llenado es necesario obtener una imagen de rango de la zona
en donde aparezca el hueco. Sera´ ella la que se emplee como
entrada al algoritmo de reparacio´n de ima´genes. Este algoritmo
usa la informacio´n que circunda al hueco para inferir la infor-
macio´n no existente, por lo que la extensio´n de la zona que se
proyectara´ para generar la imagen tendra´ que ser lo suﬁciente-
mente grande, con respecto al taman˜o del hueco, como para que
la informacio´n que aporte sea suﬁciente.
Para la determinacio´n de la porcio´n de malla a proyectar,
haremos uso del concepto de anillo de una malla triangular.
Deﬁnicio´n 3. Decimos que Rij = {n1, n2, . . . , nk} es el anillo,
con j-e´simo grado de vecindad, de un nodo ni ∈ MT sı´ y so´lo
sı´ ∀nk ∈ Rj, la mı´nima distancia, medida como nu´mero de aris-
tas, para ir desde ni a nk es j.
A partir de esta deﬁnicio´n, la determinacio´n de la zona de la
malla en torno al hueco es fa´cil de hacer aplicando la siguiente
relacio´n:
Mυk =
l∪
i=1
υ∪
j=1
Rij (2)
Donde Mυk son los nodos en tono al hueco Bk, con un grado
de vecindad υ, calculados a partir de los anillos de los nodos de
Bk. Las aristas de esta porcio´n de malla se corresponde con el
subconjunto de aristas de MT en donde sus dos ve´rtices perte-
nezcan a Mυk .Esta porcio´n de malla cuenta con dos bordes, uno
interior que coincide con Bk y otro exterior Beυ.
El valor que se elija del para´metro υ va a depender de las
caracterı´sticas de la malla del objeto. Ası´, si se tiene una ma-
lla con baja resolucio´n (tria´ngulos muy grandes), bastara´ con
un grado de vecindad υ pequen˜o para abarcar una extensio´n
considerable del objeto. Sin embargo, si la resolucio´n es muy
elevada se necesitara´ un valor υ mucho mayor para obtener una
porcio´n representativa de la malla Mυk . Se determino´ una ex-
presio´n empı´rica, mediante experimentacio´n sobre un conjunto
de mallas, de las que se generaron copias de las mismas a dife-
rentes resoluciones. Se busco´ encontrar la relacio´n aproximada
entre el grado de vecindad, la resolucio´n y el a´rea de porcio´n
generada. La expresio´n que se encontro´, y que se probo´ que era
de utilidad en un funcionamiento automa´tico del algoritmo, es
la siguiente:
υ ≈ Ai
dm (0,106 · κ · Ai + 18) (3)
donde Ai representa el a´rea de la proyeccio´n del hueco i sobre el
plano de proyeccio´n, κ es la proporcio´n entre el taman˜o del hue-
co y taman˜o de datos va´lidos en la imagen, que necesita el al-
goritmo de restauracio´n para producir resultados adecuados(κ ≈
0,15), y, ﬁnalmente, dm es la longitud media de las aristas de la
malla.
En la ﬁgura 2 se representan las diferentes porciones de ma-
lla extraı´das para cada uno de los huecos mostrados en la ﬁgura
1.
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(a) (b)
(c)
Figura 2: Seleccio´n de las porciones de malla para cada uno de los huecos que
aparecen en la ﬁgura 1: (a) Hueco 1; (b) Hueco 2; (c) Hueco 3. Se han utilizado
distintos valores de υ en cada caso: υ = 7; υ = 5; υ = 11, respectivamente.
5. Generacio´n de la imagen de rango
En esta etapa se lleva a cabo la transformacio´n de los da-
tos 3D a 2D, mediante la generacio´n de una imagen de rango,
Ihi , de la malla Mυi . La imagen de rango es un me´todo de re-
presentacio´n de superﬁcies en el que en una imagen se codiﬁca
mediante niveles de grises la informacio´n de altura de los pun-
tos 3D respecto a un punto de vista o plano de referencia. No es
va´lido cualquier plano o punto de vista para obtener una ima-
gen de rango adecuada de la superﬁcie ya que tanto su posicio´n
como su orientacio´n con respecto a la superﬁcie 3D son decisi-
vas para que la proyeccio´n resultante sea representativa de una
porcio´n de malla. Por otra parte, el otro para´metro decisivo para
la generacio´n de la imagen de rango es el ancho de cada una de
las celdas (o pı´xeles de la imagen) en que se divide el plano de
referencia. Por tanto, a continuacio´n van a explicarse esos dos
para´metros crı´ticos en el proceso de creacio´n de la imagen de
rango:
1. Plano de proyeccio´n.
2. Resolucio´n de la imagen de rango.
5.1. Plano de proyeccio´n
En este punto lo que se pretende es elegir que´ orientacio´n
y taman˜o debera´ tener el plano de referencia con respecto a la
superﬁcie 3D. Como se ha mencionado, el plano que se elija
tendra´ inﬂuencia en la capacidad de representacio´n que tenga la
imagen con respecto a los datos 3D.
Dado que la regio´n de intere´s es el propio hueco que ha
de ser rellenado, ha de elegirse una orientacio´n segu´n la cual
el hueco sea “visto” de la mejor manera posible. Para ello, se
utilizara´ el criterio de a´rea ma´xima. Segu´n este criterio, la mejor
orientacio´n es aquella en la que la proyeccio´n del borde del
hueco Bk da lugar a un polı´gono en el plano, Pk, cuya a´rea sea
ma´xima (ﬁgura 3).
Para resolver este problema es necesario deﬁnir un nuevo
sistema de referencia Σ′(X′Y ′Z′) ligado al plano de referencia
de la imagen de rango, donde los ejes X′ e Y ′ esta´n contenidos
en el mismo, es decir, sera´n los que deﬁnan el plano sobre el que
se proyectara´; y el eje Z′ es perpendicular a ambos, apuntando
en direccio´n hacia el objeto. En el caso de que la proyeccio´n
del borde del hueco fuese un polı´gono simple, es decir diese lu-
gar a un polı´gono en donde no existiesen cruces entre sus lados,
serı´a suﬁciente con que el plano {X′,Y ′} fuese aquel que mejor
se aproximase a los nodos que deﬁnen el borde del hueco, ya
que es e´ste el que mayor a´rea proporcionarı´a. Sin embargo, las
proyecciones suelen dar lugar a polı´gonos complejos (polı´go-
nos en los que existen cruces entre algunos de sus lados) (ﬁgura
4), y en este caso el plano de proyeccio´n no tiene por que´ coin-
cidir con el plano que se comentaba anteriormente. Es por ello
que la resolucio´n de este problema se plantea como un proble-
ma de maximizacio´n, que buscara´ que Σ′ tenga una orientacio´n
tal, que el a´rea del polı´gono Pk ⊂ X′Y ′ sea ma´xima (ﬁgura 3).
La deﬁnicio´n de la funcional a maximizar es la siguiente:
ma´x[APk (Σ
′)] (4)
sujeto a: ∣∣∣x̂′∣∣∣ = 1∣∣∣ŷ′∣∣∣ = 1(
x̂′ ⊥ ŷ′
)
⊥ ẑ′
donde APk (Σ
′) es el a´rea del polı´gono Pk contenido en el plano
X′Y ′ del sistema de referencia Σ′; y x̂′, ŷ′, ẑ′ son los vecto-
res unitarios de los ejes X′, Y ′ y Z′, respectivamente. Para la
resolucio´n del problema, se emplea el algoritmo de Levenberg-
Marquardt.
Como es bien conocido, la convergencia del algoritmo de-
pende fundamentalmente de que el valor inicial del que se parte
en la resolucio´n del problema sea los ma´s cercano a la solu-
cio´n ﬁnal. Como se ha comentado en el pa´rrafo anterior, en el
caso de que el polı´gono fuese simple, el plano que proporcio-
na la mejor solucio´n es el plano que mejor se aproxima a los
nodos del borde. En el caso de que el polı´gono sea complejo,
no sera´ e´ste, pero sı´ podemos esperar que sea cercano a dicho
plano, por lo que el valor inicial, o plano de proyeccio´n inicial,
que se empleara´ sera´ el plano que mejor se aproxima a los no-
dos del borde del hueco.
Una vez obtenido el Σ′, se aplica una transformacio´n T a
Mυi para obtener sus coordenadas con respecto a dicho sistema
de referencia.
Con respecto al taman˜o del plano de referencia, o lo que es
lo mismo, el taman˜o de la imagen de rango, viene determinado
por el taman˜o de la porcio´n de malla que se ha de proyectar.
A partir de esta nueva representacio´n en Σ′ se determina
el taman˜o de la imagen de rango. Ası´, si la porcio´n de malla
Mυi esta´ formada por C coordenadas, cuyos valores ma´ximos y
mı´nimos en X′ y en Y ′ son xmax, ymax y xmin, ymin, respectiva-
mente, el taman˜o que representa la imagen es w × h, en donde:
w = xma´x − xmı´n (5)
h = yma´x − ymı´n
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Figura 3: Determinacio´n de la orientacio´n de S ′ ligado al plano de referencia
que haga que el a´rea de Pk , Ak , sea ma´xima.
5.2. Resolucio´n de la imagen de rango
Una vez que se ha determinado la orientacio´n y el taman˜o
del plano de proyeccio´n, el siguiente paso es la deﬁnicio´n de la
resolucio´n de la imagen Ihi en pı´xeles.
Las expresiones representadas en (5) deﬁnen un a´rea rec-
tangular que ha de dividirse en una cuadrı´cula o rejilla, cuyas
celdas se corresponden con los pı´xeles de la imagen Ihi .
El nu´mero de celdas de la rejilla de proyeccio´n determina
la resolucio´n y la discretizacio´n de la proyeccio´n Mυi . De esta
manera, si se elige que la anchura de la rejilla es q (mm/pixels),
la resolucio´n de la imagen es 1/q (pixels/mm) y su taman˜o es
(n,m) = (w/q × h/q)(pixels). El pı´xel ( f , k) almacena la infor-
macio´n de profundidad en el nuevo Σ′, o lo que es lo mismo, la
coordenada zi del nodo ni ∈ Mυi cuya coordenada (xi, yi) veriﬁ-
ca:
(k − 1) · q ≤ xi < k · q (6)
( f − 1) · q ≤ yi < f · q
En Pe´rez et al. (2008) y Salamanca et al. (2008) se expo-
ne la metodologı´a que se desarrollo´ para la determinacio´n de la
resolucio´n o´ptima de Ihi . En esas publicaciones se muestra que
el valor o´ptimo es un valor que esta´ relacionado proporcional-
mente con la media de las longitudes de las aristas de Mυi . Para
su determinacio´n se realizo´ una experimentacio´n sobre una ba-
se de datos de vistas parciales, de las que se obtuvieron diversas
ima´genes de rango para diferentes resoluciones.
5.3. Traslacio´n y escalado de la imagen de rango
Un para´metro que au´n no ha sido tratado y que tambie´n ha
de tenerse en cuenta es la posicio´n relativa de la vista parcial
con respecto al plano de proyeccio´n, en concreto, en lo referen-
te a la magnitud de la distancia entre ambos. Aunque la imagen
de rango puede generarse igualmente para cualquier valor de
esa distancia, el algoritmo de restauracio´n sı´ es sensible a ese
valor, o lo que es lo mismo, al rango de valores que almacene la
imagen que tiene que procesar. De esta forma, si la distancia es
alta, los valores almacenados en la imagen de rango son eleva-
dos y se necesitara´n ma´s iteraciones para conseguir un valor ﬁ-
nal adecuado en las zonas de relleno. Por ello interesara´ acercar
lo ma´ximo posible la vista parcial hacia el plano de referencia.
Esto se conseguira´ realizando dos operaciones consecutivas a
la malla: una traslacio´n y un escalado. Para ello, si partimos de
una malla cuyos ve´rtices tienen las coordenadas
(
xi yi zi
)
en
el sistema de referencia Σi, se sabe que la distancia a la que se
encuentra la malla del plano de referencia es:
di = mı´n(zi) (7)
Por tanto, la primera operacio´n que se realizara´ sera´ una trasla-
cio´n en Z de −di unidades. De esta forma, las nuevas coordena-
das de la malla sera´n:
(
x′i y
′
i z
′
i
)
=
(
xi yi zi − di
)
(8)
Por u´ltimo quedara´ aplicar un factor de escala en Z, fesc, para
que el rango de valores en Z disminuya. Con lo cual, las coor-
denadas ﬁnales de la malla sera´n ahora:
(
x′′i y
′′
i z
′′
i
)
=
(
xi yi z′i · fesc
)
(9)
Todas las operaciones han sido explicadas haciendo referencia
a la representacio´n tridimensional de la porcio´n de malla, es
decir, mediante sus coordenadas x, y, z. Pero, como se ha men-
cionado, esas operaciones so´lamente se han aplicado en la coor-
denada Z de los nodos de la malla, que es la que es almacenada
y representada por la imagen de rango de la malla. Por tanto,
bastara´ con aplicar las operaciones sobre la imagen de rango
que se ha calculado, Ih. De tal forma que la imagen de rango
ﬁnal, I′h, sera´:
I′h = (Ih −mı´n(Ih)) · fesc (10)
Lo´gicamente, estan dos operaciones habra´n de ser tenidas en
cuenta, tras la aplicacio´n del algoritmo de image inpainting, en
el paso de transformacio´n 2D a 3D que se indicaba en la seccio´n
2.
5.4. Interpolacio´n de la imagen de rango
Dado que, generalmente, no se tendra´n mallas con un ta-
man˜o de tria´ngulos totalmente uniforme, sera´ inevitable que en
la imagen se produzcan pe´rdidas. Para reducir su efecto en la
informacio´n que la imagen de rango ofrece al algoritmo de res-
tauracio´n, se aplica un proceso de interpolacio´n a la imagen de
rango obtenida, I′h.
Esta interpolacio´n de pequen˜as zonas sin datos se hara´ re-
llenando, mediante un mecanismo de difusio´n hacia el interior,
los valores promedio de los pı´xeles que se encuentran en la ve-
cindad del hueco. Esta interpolacio´n se hara´ iterativamente, de
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(a) (b)
Figura 4: Representacio´n de dos tipos de huecos, en funcio´n de la proyeccio´n de
su borde sobre el plano de referencia: (a) Hueco simple: su proyeccio´n no tiene
autointersecciones; (b) Hueco complejo: su proyeccio´n da lugar a un polı´gono
con autointersecciones.
forma que una vez rellena una zona, esta nueva imagen genera-
da sera´ utilizada en el relleno de la siguiente zona. El criterio de
prioridad para acometer la interpolacio´n del conjunto de zonas
sera´ el nu´mero de pı´xeles que las componen. Ası´, se comen-
zara´ rellenando las zonas con menor nu´mero de pı´xeles para
acabar con las de mayor nu´mero.
5.5. Huecos simples y huecos complejos
En el problema que se esta´ estudiando es necesario esta-
blecer una diferenciacio´n entre dos posibles circunstancias que
pueden producirse por el hecho de llevar a cabo la proyeccio´n
del borde del hueco sobre el plano de referencia. Este hecho ya
se comento´ en la seccio´n 5.1. La primera situacio´n es que esa
proyeccio´n de´ lugar a que el borde de hueco se convierta en un
polı´gono en el plano sin ninguna autointerseccio´n. En ese caso,
se dira´ que el borde de hueco es simple. La segunda situacio´n
que se puede presentar es que la proyeccio´n del borde de hue-
co genere un polı´gono con autointersecciones, ante lo cual se
dira´ que el borde es complejo. En la ﬁgura 4 aparecen sendas
representaciones de las dos situaciones enumeradas.
La aparicio´n de un borde simple o complejo puede condi-
cionar la continuacio´n del proceso de relleno. Concretamente,
si el hueco es complejo habra´ que modiﬁcar el proceso de re-
lleno normal. Esta modiﬁcacio´n va a consistir principalmente
en la divisio´n del relleno del hueco complejo en varios subpro-
cesos de relleno, segu´n el nu´mero de autointersecciones que se
presenten. La forma de proceder puede ser esquematizada en
las siguientes etapas:
Se tiene un borde de hueco BH que se proyecta sobre el
plano de referencia elegido, dando lugar al polı´gono PH .
En la ﬁgura 5 se representa un ejemplo de una malla que
presenta un hueco alargado, que es visible desde las dos
vistas laterales, derecha e izquierda y la vista trasera. Esto
hace intuir que es probable que por su proyeccio´n sobre
un plano, sera´ un hueco complejo.
Se comprueba si los lados del polı´gono intersectan entre
sı´, es decir, si PH tiene autointersecciones. Si no las tie-
ne, el proceso de relleno continu´a normalmente. Si, por
el contrario, se detectan p intersecciones, podra´ dividir-
se PH en p + 1 subpolı´gonos, PS i, cuyos puntos de unio´n
Figura 5: Hueco alargado con un borde que resulta ser complejo con su corres-
pondiente proyeccio´n.
(a)
(b)
Figura 6: (a) Polı´gono que se obtiene tras la proyeccio´n del hueco represen-
tado en la ﬁgura 1. Se determinan las dos autointersecciones; Los puntos de
interseccio´n dividen el polı´gono en tres subpolı´gonos. Se calculan las a´reas y
se determina cu´al es la ma´xima; (b) El nuevo borde de sera´ el subpolı´gono con
a´rea ma´xima, aunque para el cierre se unen los dos ve´rtices del subpolı´gono
anteriores al punto de interseccio´n.
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son los p puntos de interseccio´n. En la ﬁgura 6(a) se com-
prueba que el polı´gono resultante de la proyeccio´n, tiene
dos autointersecciones.
Se calculan las a´reas de los p + 1 subpolı´gonos y se bus-
ca el polı´gono con el a´rea mayor, PSk. Para el hueco del
ejemplo se comprueba que existe uno de los subpolı´go-
nos con un a´rea considerablemente mayor que la de los
otros dos subpolı´gonos, como se muestra en la ﬁgura
6(a).
Se toman todos los ve´rtices de PSk con excepcio´n del o
los puntos de interseccio´n. Ahora se tendra´ un polı´gono
abierto por una o dos partes, que se cerrara´ a continua-
cio´n directamente uniendo los extremos abiertos. En la
ﬁgura 6(b) se representa una ampliacio´n de la zona don-
de aparecen las autointersecciones. Puede observarse en
tal ﬁgura que el nuevo borde de hueco se cierra utilizando
los puntos del subpolı´gono mayor, que se localizan antes
del punto de interseccio´n.
Se toman los ve´rtices de BH correspondientes al polı´gono
que se acaba de construir, y se genera el nuevo borde BH1
con el que continuar el proceso de relleno. Antes de con-
tinuar habra´ que recalcular la orientacio´n del plano de
orientacio´n con el criterio que se estime. El nuevo borde
de hueco no contendra´ autointersecciones.
Como se deduce inmediatamente, esta operacio´n va a con-
seguir que al ﬁnal del proceso so´lo se rellene parte del hueco
correspondiente a BH (ver el resultado para el ejemplo en las
ﬁguras 7(a), 7(b) y 7(c)). Por consiguiente, a continuacio´n se
iniciara´ el proceso de relleno, en el que habra´ un hueco que
no es sino la parte que queda por rellenar. Para ese hueco se
volvera´ a calcular la orientacio´n del plano de proyeccio´n, con
uno de los criterios anteriores. Si tras ﬁjar dicho plano, el hueco
sigue siendo complejo, se procedera´ de igual forma que en el
caso anterior, subdiviendo el hueco. En caso contrario se con-
tinu´a con el proceso. Se observa en la ﬁgura 7(d) el polı´gono
resultante tras la proyeccio´n del nuevo borde de hueco genera-
do, tras la particio´n del hueco. El resultado ﬁnal del relleno del
hueco puede ver en la ﬁgura 7(e).
6. Aplicacio´n de los algoritmos de restauracio´n
En esta etapa se va a aplicar el algoritmo de image inpain-
ting sobre la imagen Ihi obtenida en la etapa anterior. El em-
pleado es algoritmos de Roth y Black (Roth and Black (2005)).
Este algoritmo aplica la idea de codiﬁcacio´n de imagen pa-
ra el aprendizaje de los para´metros de los campos de Markov
(Markov Random ﬁeld, MRF). El me´todo utilizado se deno-
mina Campo de Expertos (Field of Experts, Foe) y modela la
probabilidad de una imagen en te´rminos de un campo aleatorio
con parches sobrepuestos cuyos potenciales son representados
como un Producto de Expertos (Product of Experts, PoE) Hin-
ton (1999).
La objetivo del Producto de Expertos es modelar la probabi-
lidad de distribucio´n de dimensio´n elevada (parches de ima´ge-
nes) mediante el producto de varias distribuciones de expertos,
(a) (b) (c)
(d) (e)
Figura 7: (a), (b) y (c) Diferentes vistas del relleno parcial del hueco de la ﬁgura
1, tras la obtencio´n del nuevo borde de hueco de la ﬁgura 7(d); (d) Proyeccio´n
del borde del nuevo hueco generado; (e) Relleno del nuevo borde de hueco, que
supone el relleno del hueco completo incial.
en donde cada experto trabaja en un subespacio de baja dimen-
sio´n, ma´s fa´cil de modelar. Concretamente, al aplicar un ﬁltro
lineal sobre un parche de imagen se produce un subespacio de
una dimensio´n que hay que modelar. Por tanto, la densidad de
probabilidad de un parche de imagen puede ser deﬁnida como
el producto de las distribuciones que producen los ﬁltros linea-
les.
En general este tipo de algoritmos no hace una seleccio´n
automa´tica de los pı´xeles sobre las que se efectuara´ el relleno.
So´lamente actuara´n sobre los que les vengan marcados a la en-
trada. Por tanto, la aplicacio´n de estos algoritmos sobre la ima-
gen de rango, Ihi , viene limitada por una ma´scara de seleccio´n
de los pı´xeles a rellenar, Qh. Esta ma´scara es una imagen bina-
ria, del mismo taman˜o que la imagen de rango, (n,m) pı´xeles, y
en las que aparecen activos los pı´xeles sobre los que se pretenda
realizar el relleno.se muestra en la ﬁgura 8.
Un para´metro importante del algoritmo de restauracio´n es
el nu´mero de iteraciones, que inﬂuye tanto en la bondad de la
restauracio´n como en el tiempo de ca´lculo global del algorit-
mo. Para la eleccio´n de este nu´mero tienen inﬂuencia diversos
elementos, diﬁcilmente caracterizables: taman˜o de las zonas a
restaurar, complejidad de la imagen, situacio´n del hueco en la
imagen... Este para´metro limita, por tanto, el disen˜o de un al-
goritmo o´ptimo totalmente automa´tico. De cualquier forma, se
ha comprobado que valores ligeramente por encima al millar,
sin signiﬁcar, un incremento excesivo del tiempo de co´mputo,
generan muy buenos resultados. Por tanto, se ﬁjara´ un valor del
para´metro de ese orden, y so´lo en caso, de superﬁcies muy va-
riables, el usuario modiﬁcara´ ese valor.
Por tanto, una vez aplicado el algoritmo de image inpainting
se dispone de una imagen de rango restaurada, en la que a las
zonas correspondientes a los huecos, inicialmente vacı´as, se les
ha sido asignado un valor.
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(a) (b)
(c)
Figura 8: Representacio´n de las ima´genes de rango extraı´das de las porciones
de malla M(υi) (a la izquierda ) y de las ima´genes de rango obtenidas tras la
aplicacio´n del algoritmo de restauracio´n, para los huecos 1, 2 y 3 en (a), (b) y
(c), respectivamente.
7. Integracio´n de los resultados
Para completar la reparacio´n de la malla, es necesario, trans-
formar los datos que se han obtenido en la etapa anterior a 3D.
Solamente habra´ que aplicar esa transformacio´n a los datos nue-
vos que se han generado tras la ejecucio´n del algoritmo de res-
tauracio´n, es decir, sobre los huecos rellenos. La seleccio´n de
estos pı´xeles en la imagen restaurada es inmediata ya que se
obtienen directamente al aplicarle la ma´scara de seleccio´n.
La transformacio´n de 2D a 3D se traduce en la obtencio´n de
la coordenada 3D que se corresponde con esos pı´xeles rellenos.
En el proceso de creacio´n de la imagen de rango se decı´a que
el valor que almacenaba cada pı´xel se correspondı´a a la distan-
cia a que se encontraba el punto 3D cuya proyeccio´n ortogonal
sobre la rejilla de proyeccio´n incidı´a sobre esa celda o pı´xel.
Por tanto, el valor que almacene cada pı´xel relleno ﬁja la dis-
tancia a que se encuentra el punto 3D del plano imagen, y, en la
representacio´n respecto a Σ′ se corresponde con la coordenada
z′. Las coordenadas x′ e y′ vendra´n deﬁnidas por la posicio´n
que tenga ese pı´xel dentro del plano imagen. De esta forma, si
la imagen de rango representaba valores entre una (xmin, ymin)
y una (xmax, ymax), y se eligio´ una resolucio´n de q pı´xeles por
milı´metro, dado un pı´xel ( f , k) que almacena el valor r, la co-
rrespondiente coordenada 3D para ese pı´xel sera´:
(x′, y′, z′) = (xmin + k · q, ymax − f · q, r) (11)
Hay que sen˜alar que en la ecuacio´n anterior se ha conside-
rado que las coordenadas de los pı´xeles vienen deﬁnidas por
la ﬁla f y columna k que ocupan en la matriz imagen. Es por
ello que la coordenada x depende de la segunda coordenada del
plano imagen, k, y la coordenada y de la primera, f .
Una vez calculadas todas las coordenadas se dispone de
una nube de puntos 3D, correspondientes al hueco que ha si-
do rellenado. Esa nube de puntos esta´ expresada en el sistema
de coordenadas Σ′, solidario al plano de referencia, por lo que
hay que aplicarle la transformacio´n inversa T−1 para obtener su
representacio´n en el sistema de referencia inicial Σi. Adema´s
habra´ que realizar las operaciones inversas a la traslacio´n y es-
calado que se aplicaron en la ecuacio´n (10).
(a) (b)
(c) (d)
(e) (f)
(g) (h)
(i) (j)
(k) (l)
Figura 9: Algunos resultados experimentales obtenidos para el relleno de hue-
cos en objetos completos.
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Ahora es el momento de deﬁnir las superﬁcies rellenadas
mediante la triangulacio´n de esas nubes de puntos. A estos no-
dos se le an˜adira´n, para calcular la triangulacio´n, los puntos
que conforman el borde de los huecos, Bh. Aunque estos pun-
tos pertenecen a la malla inicial, MT , sirven como delimitadores
de cada una de las zonas rellenas. A su vez, tendra´n la funcio´n
de servir como eje de unio´n o cosido entre la malla inicial con
huecos, MT , y las mallas de relleno, Hc.
8. Resultados experimentales
El me´todo que se propone fue programado en Matlab y pa-
ra comprobar su funcionamiento se ejecuto´ sobre un equipo PC
Intel Dual Core 3,4 GHz con 2 GB de RAM, aplica´ndolo so-
bre un conjunto de mallas del repositorio AIM@SHAPE Shape
Repository AIM@SHAPE (2007). En este conjunto habı´a ma-
llas completamente cerradas, a las que se les generaron huecos
de forma artiﬁcial y mallas a las que no se le habı´a aplicado
un procesado ﬁnal tras su adquisicio´n y, por tanto, presentaban
huecos. Estos huecos, sobre los que se aplico´ el me´todo, eran
de diversa forma y taman˜o, y se presentaban sobre superﬁcies
de topologı´a variada.
Como se menciono´ en la seccio´n 1, inicialmente se probo´ el
funcionamient del me´todo con una base de datos de vistas par-
ciales, cuyos resultados pueden verse en Pe´rez et al. (2008) y
Salamanca et al. (2008). En estos trabajos se hizo una com-
parativa del error que ofrecı´a el me´todo con respecto al relleno
efectuado mediante un software comercial. El resultado fue que
el me´todo disen˜ado generaba un error menor en el 75% de las
mallas de la base datos. Adema´s, con respecto al a´rea de los
huecos, a medida que e´sta era mayor, nuestro me´todo presenta-
ba un error mucho menor que el software.
De los resultados obtenidos con objetos completos, es des-
tacable, por ejemplo, el relleno del tipo de huecos como el que
se muestra en las ﬁguras 9(a) y 9(b), situado en una zona inte-
rior o hendidura de la malla, topologı´a habitual en la que apa-
recen huecos usualmente en la digitalizacio´n de mallas. Tras un
primer ana´lisis del me´todo de relleno, podrı´a pensarse que, por
basarse en una proyeccio´n del entorno del hueco, una de las li-
mitaciones que presenta es el relleno de huecos cuyo entorno
presenta una gran curvatura, tales como los que aparecen en el
interior de hendiduras. Sin embargo en el ejemplo menciona-
do se demuestra que en tales situaciones el proceso genera una
malla de relleno satisfactoriamente. Un caso parecido, aunque
a la inversa, es el hueco que aparece en las ﬁguras 9(i) y 9(j),
el cual esta´ sobre una superﬁcie cuasi cilı´ndrica y en la cual se
podrı´a pensar que no es posible tampoco aplicar el me´todo.
Otra caracterı´stica a resaltar es la capacidad para mantener
las estructuras lineales en el entorno donde aparece el hueco, tal
y como ocurre en el hueco mostrado con la ceja de la malla de
las ﬁguras 9(c) y 9(d). Otro ejemplo similar es el de las ﬁguras
9(k) y 9(l). Podrı´a mejorarse el me´todo, en ese sentido, an˜an-
die´ndole la capacidad de detecteccio´n de patrones repetidos y
de copia en el interior del relleno de porciones de la malla si-
milares, como la propuesta de Sharf et al. (2004), para, de esta
forma, mejorar el resultado en huecos como el mostrado en las
ﬁguras 9(g) y 9(h).
(a) (b) (c)
(d) (e) (f)
Figura 10: Relleno de la malla de una de las esculturas adquiridas en el Museo
Nacional de Arte Romano de Me´rida.
Otra situacio´n en la que no todos los me´todos de relleno
generan soluciones satisfactorias, es en el relleno de huecos si-
tuados en aristas de una superﬁcie, con cambio brusco de cur-
vatura. En las ﬁguras 9(e) y 9(f), se observa que el resultado
generado con el me´todo propuesto da lugar a que se mantenga
la contuidad en la arista o borde. Hay que reconocer aquı´ que el
me´todo de relleno siempre genera mallas con un cierto suavi-
zado, por lo que no podrı´a reproducir una arista excesivamente
abrupta.
Adema´s, tambie´n se ha aplicado el me´todo sobre diversas
mallas obtenidas tras la digitalizacio´n de esculturas en el Museo
Nacional de Arte Romano de Me´rida, en las que aparecieron
huecos, debido a algunas limitaciones o errores en el proceso
de adquisicio´n. Como ejemplo de este tipo, en la ﬁgura 10 se
muestran los resultados obtenidos para una de las esculturas.
Dado que en las mallas que presentaban huecos reales, no
se tenı´a una malla de referencia sin errores con la que compa-
rar la bondad de los resultados, se calculo´ y comparo´ la va-
riacio´n de la curvatura normal y gaussiana que presentaban,
antes y despue´s de aplicar el me´todo de relleno. En la ﬁgura
11 se muestran las curvaturas calculadas para el objeto que se
muestra en la ﬁgura 1. Como puede verse de forma intuitiva,
la correccio´n del relleno mediante este tipo de representacio´n
se pone de maniﬁesto cuando existe una continuidad en las zo-
nas con colores similares, o lo que es lo mismo, con curvaturas
aproximadamente iguales. En el caso de objetos completos con
huecos reales, producidos durante la fase de adquisicio´n de los
mismos, los huecos son, normalmente, de taman˜o pequen˜o en
relacio´n al del objeto completo. Se presentan principalmente en
hendiduras que son de diﬁcil acceso para su adquisicio´n. En la
ﬁgura 12 se muestra un ejemplo de relleno de una malla con
huecos reales.
(a) (b) (c) (d)
Figura 11: Comparacio´n entre las curvaturas gaussiana y total, antes, en (a) y
(c), y despue´s, en (b) y (d), de aplicar el me´todo de relleno, respectivamente.
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(a) (b) (c)
(d) (e)
(f) (g)
Figura 12: Relleno de la malla bulldog. Los huecos que presenta son debidos a
limitaciones en el proceso de adquisicio´n, por lo que se situ´an principalmente
en hendiduras de la malla.
Tambie´n se recopilo´, para cada una de las mallas, informa-
cio´n del proceso de relleno como son: longitud media de las
aristas de la malla, are´as de los huecos rellenados, tiempos de
cada etapa del proceso y tiempo total de relleno. En las tablas
3, 4 y 5 pueden observarse los datos obtenidos para la malla
mostrada en la ﬁgura 12.
Hay que sen˜alar que en la fase de disen˜o del me´todo de
relleno propuesto no se busco´ una optimizacio´n del tiempo de
ejecucio´n. De hecho, como se ha mencionado, los algoritmos
han sido programados en MATLAB, que, como es bien sabi-
do, no es la opcio´n que consigue precisamente unos tiempos de
ejecucio´n o´ptimos. Aun ası´, como puede observarse en las ta-
blas anteriormente referenciadas, los tiempos totales de relleno,
son del mismo orden que otros me´todos de relleno. Incluso son
similares a los tiempos de relleno obtenidos mediante el soft-
ware comercial que se proponı´a en Pe´rez et al. (2008). Tras un
breve ana´lisis de los datos tabulados, se observa que uno de los
para´metros que inﬂuye, de manera importante, en el tiempo de
relleno es el proceso de inpainting y, en concreto, el nu´mero
de iteraciones que se seleccionen para el algoritmo de restau-
racio´n. En esta fase de disen˜o de nuestro me´todo, ese es un
para´metro que no ha sido optimizado.
9. Conclusiones
En este artı´culo se ha presentado un me´todo original pa-
ra resolver el problema del relleno de huecos, que tiene como
base de funcionamiento el uso de te´cnicas de restauracio´n de
Tabla 3: Detalles generales de los para´metros aplicados para el relleno de la
malla de la ﬁgura 12. Unidades en mm. dm es la longitud media de las aristas.
dm A´rea No Iteraciones No Huecos
0, 614 82755, 214 1000 15
Tabla 4: Detalles de algunos de los resultados obtenidos para la malla de la ﬁgu-
ra 12. Unidades en mm y seg. Tp, Tim, Tinp y TT son los tiempos: de generacio´n
de la porcio´n de malla, de la generacio´n de la imagen de rango, de aplicacio´n
del inpainting y de relleno total de la malla, respectivamente; A(p) y A(h) son
las a´reas de la porcio´n de malla utilizada y del hueco, respectivamente y dm la
longitud media de las aristas.
Hueco 1 2 3 4 ...
dm 0, 528 0, 529 0, 548 0, 531 ...
A(p) 701, 75 541, 125 850, 625 528, 625 ...
A(h) 45, 375 10, 375 38, 375 5, 25 ...
Tp 0, 054 0, 04 0, 067 0, 033 ...
Tim 0, 238 0, 163 0, 376 0, 176 ...
Tinp 0, 068 0, 029 0, 055 0, 025 ...
TT 0, 359 0, 232 0, 499 0, 235 ...
Tabla 5: Resumen de los tiempos totales de duracio´n de cada uno de los sub-
procesos del proceso de relleno de la malla de la ﬁgura 12. Unidades en seg.
Tp, Tim, Tinp y TT son los tiempos: de generacio´n de la porcio´n de malla, de
la generacio´n de la imagen de rango, de aplicacio´n del inpainting y de relleno
total de la malla, respectivamente.
Tp(MT ) Tim(MT ) Tinp(MT ) TT (MT )
1, 026 3, 986 1, 739 6, 751
ima´genes, tradicionalmente aplicadas en fotografı´as. Se ha de-
mostrado que muchas de estas te´cnicas resuelven de forma muy
efectiva el problema de restauracio´n, o, lo que es lo mismo, de
regeneracio´n de informacio´n que se ha perdido o deteriorado en
una ima´gen. Por tanto, se ha decidido adaptar este tipo de te´cni-
cas para la recuperacio´n de informacio´n o relleno de huecos en
objetos 3D.
Dado que se plantea utilizar te´cnicas que, usualmente se
aplican a datos bidimensionales, con los datos de superﬁcie 3D
de objetos, es necesario estudiar co´mo realizar la conversio´n de
un tipo de datos al otro. En ese sentido, se ha desarrollado un
procedimiento para la conversio´n o´ptima de los datos 3D a un
formato de imagen sobre el que se pueda aplicar el algoritmo
de restauracio´n.
Ya se demostro´ en Pe´rez et al. (2008) la robustez que ofrecı´a,
generando buenos resultados para huecos de diversos taman˜os
y en una gran variedad de conﬁguraciones en vistas parciales.
Los resultados para objetos completos conﬁrman de nuevo la
robustez del me´todo de relleno.
Cabe destacar tambie´n la capacidad del me´todo para el re-
lleno de huecos en zonas con esquinas o cambios de curvatura
brusco, aunque, sı´ es cierto, que, en esos casos, podrı´a mejo-
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rarse la respuesta ante esquinas muy marcadas, puesto que el
me´todo propuesto tiende a generar una superﬁcie con variacio-
nes ma´s suaves
En cuanto al seguimiento de estructuras lineales que apa-
rezcan en la superﬁcie, el algoritmo responde correctamente.
Se ha planteado como trabajos futuros, la adaptacio´n del
me´todo para una aplicacio´n concreta: el relleno de huecos en
nubes de puntos procedentes del escaneado de interiores de edi-
ﬁcios.
Adema´s, se plantea tambie´n el estudio ma´s detallado de la
relacio´n entre el nu´mero de iteraciones que necesita el algorit-
mo de restauracio´n y las caracterı´sticas de la malla a rellenar,
ası´ como el taman˜o del hueco y la porcio´n de malla.
English Summary
Filling holes in digitized 3D meshes using image restora-
tion algorithms
Abstract
In this work a method for ﬁlling holes in 3D meshes ba-
sed on a 2D image restoration algorithm is expounded. To do
that, data must be converted to a suitable input format, a 3D
to 2D transformation is executed by projecting the 3D surface
onto a grid. Therefore, the proposed algorithm starts by a ﬁrst
stage of holes identiﬁcation. Then, a meaningful mesh portion
is choosen for each hole. Afterward, the suitable plane of pro-
jection must be computed to get the range image of the mesh
portion. Later, it is applied the restauration image algorithm to
the range image. Finally, an inverse transformation 2D to 3D is
performed and the new produced data are integrated with the
initial mesh. The result is a robust algorithm which works co-
rrectly with several kind of holes and for diﬀerent sizes of them.
Keywords:
computer vision, computer graphics, digital images, range
images, images restoration
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