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1. Introduction 
Periodicities are nonempty strings of the form pmq with m 12 and q a prefix of 
p. The integer m is called the power of the periodicity, “he length of p (written lpi) 
is the period length, and the periodicity length is the total length of pmq. This note 
presents a new algorithm to output a list of occurrences of periodicities within a 
string. The list does not contain all periodicities within the given string, but it is 
guaranteed to contain any periodicity which is leftmost and maximal. Informally, 
a substring of a string is a maximal periodicity provided that it is a periodicity such 
that neither the character which precedes nor the character which follows the sub- 
string can be added without destroying the periodicity. A substring of a string is left- 
most provided that there is no previous occurrence of the substring within the given 
string. For a given string, the list of periodicities produced by the algorihm provides 
immediate answers to problems such as: 
(1) Determine whether string has a periodicity with power 3 (a “cube”) (proposed 
by Crochemore [9, lo]). 
(2) For every power m, find an occurrence of a maximal ength periodicity (or 
determine that there is no periodicity with power m). 
(3) For every power m, find an occurrence of a periodicity with maximal period 
length (or determine that there is no periodicity with power m). 
For a fixed finite alphabet, the worst-case time is linear in the length of the input 
string. For an infinite alphabet, or an alphabet of unknown size, the worst-case time 
is O(lxl log [xl), where x is the input string. This time is optimal [18]. 
Notation. The length of a string x is denoted by 1x1, and the ith character of x is 
denoted by x[i]. The substring starting at character i and ending at character j is 
written x[i] . . x[j]. For a natural number m, the concatenation of m copies of x is 
denoted by xm. 
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2. Background and statement of problem 
The study of periodicities dates from the pioneering work of Thue at the begin- 
ning of this century [6,14,27,28]. Thue constructed an amazing infinite sequence on 
a three-lei,.er alphabet, where no finite subsequence is a periodicity. Perhaps equally 
amazing is the fact that Thue’s results remained relatively unknown, and were in- 
dependently rediscovered over and over during the twentieth century. (See [6,14] for 
a chronicle of these rediscoveries.) More recently, Thue’s results have become well 
known due to a surge of interest in periodicities among researchers in forma1 
language theory. (The interest began in [4,13]; some more recent examples are 
[2,5,1l, 16,22-241.) 
In some of these applications, finding the periodicities which occur as substrings 
of a given string is important. For example, Bean, Ehrenfeucht and McNulty found 
it necessary to demonstrate that four strings (with lengths around 210 each) had no 
such substring [3]. The first algorithm to address this was an 0(1x1 log 1x1) algorithm 
to determine whether a string x contains a periodicity of the form pp (a “square”) 
1171. Later, this algorithm was improved to find all squares in the same asymptotic 
time bound. (In fact, this was done in at least three independent and simple ways 
[ 1,7,8,18] .) These algorithms generally shared data structures and subprocedures 
with other pattern-matching methods such as [12,15,20,25]. 
An algorithm was also presented by Slisenko 1261, finding all periodicities in 
linear time. But, Slisenko’s algorithm was a difficult loo-page presentation, so 
research continued to either simplify Slisenko’s algorithm or find alternative 
methods of detecting periodicities. Most recently, there were two linear algorithms 
to determine whether a string contains a square [9,19]. Both of these papers left 
several open problems, which are addressed by the new algorithm presented here. 
The principal open problem solved here involves leftmost maximal periodicities, 
defined here: Let x be a string. A periodicity (within x) is a substring of the form 
p”q with mr2 and q a prefix of p. The power, period length, and periodicity 
length of a periodicity are defined in the introduction of this paper. If a periodicity 
p”q occurs several times within a string x, then the first time it occurs is called the 
leftmost occurrence. Formally, an occurrence x [i] . . x[j] of a periodicity is leftmost 
provided that whenever x[i] . . x[j] =x[i’] . . x[j’], then is i’. An occurrence of a 
periodicity x[i] . . x[j] with period length k is maximal provided that these condi- 
tions hold: 
(1) i= 1 or x[i- l] . . x[j] is not a periodicity with period length k, and 
(2) j= 1x1 or x[i] . . x[j+ l] is not a periodicity with period length k. 
Here is one useful characterization of a periodicity: Let r be a string with 
Irl =i>2j>O. Th en r is a periodicity with period length j if and only if the first i-j 
characters of r match the last i--i characters of r. 
This paper presents an algorithm to find all leftmost maxima1 periodicities within 
a string x, in time proportional to the length of x, provid$ that the alphabet is of 
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constant finite size. The algorithm may also find other periodicities which are not 
leftmost or not maximal, but these additional periodicities do not hinder the 
a:goriiiau’s ability to solve problems (such as those listed in the introduction) in 
linear time. 
3. Main theorem 
The algorithm uses a decomposition of a string called the s-factorization, also us- 
ed by Crochemore in his most recent algorithm [9]. This is a decomposition of a 
nonempty string x into the concatenation of several strings x= u1 . . . uk, defined in- 
ductively as follows: u1 is always the first character of x. Let h > 1 be an integer, 
and suppose that we have defined ul, . . . , uh_ 1, but that u1 a-- &_r is still a proper 
prefix of x. Then the next substring in the factorization, uh, is defined as follows: 
(1) If the next character Of x (after ur . . . uh_ 1) does not appear in u1 . . . uh_ 1, 
then uh consists of this single character. 
(2) Otherwise, uh is the longest string such that u1 . . . uh is a prefix of x and uh 
has at least two occurrences in ur . . . uh . 
This s-factorization is identical to the one used by Crochemore [9], although he 
defines the factorization in terms of a more basic notion of the separator of two 
strings. 
Example 3.1 [9,p. 681. Let x be the string abcdbabdcadbcbdbabcabcb. The s- 
factorization of x is: 
a, b, c, d, b, ab, d, c’, a, db, c, bd, bab, ca, bcb. 
The first four factors (a, b, c, d) are single characters because these are the first oc- 
currences of these four characters. The next factor (us = b) is the longest string such 
that abcduS is a prefix of x and u5 has at least two occurrences in abcdz+ . Similar- 
ly, the factor &=ab is the longest string such that abcdbu6 is a prefix of x and u6 
has at least two occurrences in abcdbu6. And so on. 
Example 3.2. The two occurrences of the substring uh , required by (2) in the above 
definition, may overlap, as shown by the example x= aaaaa. The s-factorization of 
x is: 
a, aaaa. 
Note that (2) holds for u2 = aaaa, since certainly aaaaa is a prefix of x and there are 
two different (albeit overlapping) occurrences of aaaa within aaaaa. 
Example 3.3. Consider x = abcbcbbcbaba. The s-factorization of x is 
a, b, c, bcb, bcb, ab, a. 
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Fig. 1. 
This example contains many periodicities, and will be used later as an example input 
to the algorithm that finds periodicities. 
The following theorem gives two properties of leftmost periodicities, in terms of 
the s-factorization of a string: 
Theorem 3.4. Let x be a string with s-factorization x= u1 . . . uk and let r be a 
periodicity of x, with the leftmost occurrence of r at x[i] . . x[ j], and with the jth 
position of x within uh. Then 
(1) the ith position of x occurs before uh, and 
(2) k-1 =2bh-1uhie 
Proof. (1) Suppose condition (1) does not hold, so that r is entirely within uh. 
Then uh has at least two characters, and by the definition of the s-factorization, uh 
must have two occurrences in u1 . . . uh. But this means that x[i] . . x[j] is not the 
leftmost occurrence of r. By this contradiction, condition (1) must hold. 
(2) Let r=p”‘q, and suppose condition (2) does not hold. Then at least half of 
x[i] . . x[j] is before the factor z.+-~, and at least some of x[i] . . x[ j] is after the 
middle of r 
x[ll End of x 
Second copy of s -s- 
shifted over by A-S - 
pexiodlength 
Fig. 2. 
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factor z+,_i . So the substring beginning at the first character of uh_r and continu- 
ing until x[j] is a suffix of r. Call this substring s, and note that we have the situa- 
tion that is shown in Fig. 1. Because r is a periodicity, there is a second instance of 
s beginning exactly one period-length before the start of uh_r (see Fig.2.). But, 
since uh_r ends before x[j], this violates the maximality condition in the definition 
of an s-factorization. Therefore, condition (2) must hold. 
4. The algorithm 
Here is the algorithm to find all leftmost maximal periodicities within a string x. 
The algorithm may also find periodicities that are not leftmost or not maximal. 
(1) Compute the s-factorization x= u1 . . . uk of the input string x. 
(2) For each h (2 % h 5 k), let th be the substring of length 21uh_, I+ ] uh 1 which 
immediately precedes uh in x (or to the beginning of x if there are not enough 
characters before uh). 
(3) for h:=2 to kdo 
begin 
(3.1) Find all maximal periodicities in the string thuh , 
which Start in th and end in #h. 
end. 
From Theorem 3.4, any leftmost maximal occurrence of a periodicity r (within 
x) which ends within uh will be found by step (3.1) of the algorithm. 
For a fixed finite alphabet, it is possible to compute the s-factorization of a string 
x in 0(1x/) time, by adapting McCreight’s suffix tree construction 1211. (This same 
adaption is used by Crochemore [9].) Therefore, the first two steps of the algorithm 
require linear time (for a fixed finite alphabet). If the alphabet is infinite or of 
unknown size, then the s-factorization requires 0(1x1 log 1x1) time, and the first two 
steps also require 0(1x1 log 1x1) time. 
Step (3.1) may be computed in time O(l thuh I), using a modification of an 
algorithm which finds all new squares that appear when two strings are con- 
catenated. (This modification is given in the next section.) Since Et=2 Ithuh/ < 
41x1, the total time spent in step (3) is 0(1x1). 
Therefore, the worst-case time of the entire algorithm is linear in the length of 
x (for a fixed finite alphabet) or 0(1x1 log 1x1) for an arbitrary alphabet. 
Example 4.1. Let x be the string from Example 3.3 (x=abcbcbbcbaba). The s- 
factorization computed in step (1) is (a, b, c, bcb, bcb, a&~). The values of t2 
through t7, defined in step (2) are (a, ab, abc, abcbcb, bcbcbbcb, &b). In step (3), 
the loop finds the following .periodicities. In this particular example, all of the 
periodicities found are leftmost and maximal, but this is not always the case. 
- When h = 2: None found. 
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- When h=3: None found. 
- When h = 4: x[2] . . x16] = bcbcb, x[4] . . x19] = bcbbcb. 
-When h=5: x[6]..x[7]=bb. 
- When h =6: None found. 
-When h=7: x[9]..x[12]=baba. 
5. Finding new periodicities 
Let t and u be two strings w&h 1 t 1 = rn and Iu I= n. This section shows how to find 
all new maximal periodicities that are formed in the concatenation tu. (These are 
maximal periodicities with the first character in t and the lastcharacter in u.) The 
algorithm requires O(m+n) time, and is a modification of an earlier algorithm 
which finds new squares [18]. 
The algorithm has two parts. The first part finds all new maximal periodicities 
which have at least one full period in the string u. These are called rightmax 
periodicities. The second part finds all new maximal periodicities which have at least 
one full period in the string t (leftmax periodicities). Here we present only the 
rightmax part, since the leftmax part is symmetric. This part makes use of two func- 
tions LP and LS, defined as follows: 
For 2 I i 5 n + 1: LP(i) is the length of the longest prefix of u which is also a prefix 
of u[i] . . u[n]. (LP[n+ l] is defined as zero.) 
For 1 lion: LS(i) is the length of the longest suffix of t which is also a suffix 
of to, where v is u[l] . . u[i]. 
The following theorem characterizes new periodicities which are formed in the 
concatenation of 124: 
Theorem 5.1. Let j (15 jln) be an integer. Let r be a substring of tu with at least 
one character in t and at least j characters in u, and with Iri ~2j. Then r is a 
periodicity with period length j iff it begins at or after t [m - LS( j) + l] and ends at 
or before u [j + LP( j + l)]. 
Proof. Let i = Irl , let a> 0 be the number of characters of r in t, and let b 2 0 be 
the number of characters of r in u [ j + l] . . u [n] (so that i = a + b +J). For r to be a 
periodicity with period length j, it is necessary and sufficient for the first i-j 
characters of r to match the last i-j characters of r. Equivalently, r[l] . . r[a+ b] 
matches r[l + j] . . r[i]. This can be broken into two separate conditions: 
(A) r[l] . . r[a] matches r[l +j] . . r[a+ j], and 
(B) r[a+ l] . . r[a+ b] matches r[a+ j+ l] . . r[i]. 
Condition (A) is equivalent to requiring r[l+ j] . . r[a+ j] to be a suffix of t. Since 
r[a+ j] occurs at position u[ j], this is equivalent to requiring r to begin at or after 
Detecting leftmost maximal periodicities 151 
t [m - LS(j) + 11. Similarly, Condition (B) is equivalent to requiring r to end at or 
before u [j + LP(j + l)]. Thus, conditions (A) and (B) together are equivalent to the 
requirement stated in Theorem 5.1. Cl 
A consequence of Theorem 5.1 is that there is at most one rightmax periodicity 
with period lengthj in the concatenation of t and u. This is stated in Theorem 5.2. 
Theorem 5.2. Let j (15 j 5 n) be an integer. There exists a rightmax periodicity (in 
tu) with period length j iff LS( j) + LP( j + 1) 2 j. When this inequality holds, there 
is exactly one rightmax periodicity with period length j, and this periodicity occurs 
at t[m-LS(j)+l]..u[j+LP(j+l)]. 
Proof. If the inequality fails, then there can be no substring of length 2j or more 
which meets the beginning and ending requirements of Theorem 5.1, and hence no 
periodicity with period length j occurs with at least one character in t and at least 
j characters in u. This implies there are no rightmax periodicities (in tu) with period 
length j. On the other hand, if the inequality holds, then Theorem 5.1 states that 
every substring (with length 2j or more) which starts in t [m - LS( j) + l] . . t [m] and 
ends in u [ j] . . u[ j + LP( j + l)] is a periodicity with period length j. Moreover, these 
are the only such periodicities which have at least one character in t and at least one 
period length in u. Of these periodicities, only one is maximal-the one that starts 
as far left as possible (t [m - LS(j)+ 11) and continues as far right as possible 
(u[j+LP(j+ 11). Cl 
Example 5.3. Let t = bcbaba nd u = babe, and consider the application of Theorem 
5.2 where the period length is 2. In this case, LS(2) is the length of the longest suffix 
of bcbaba which is also a suffix of bcbababa. Thus LS(2) = / babal = 4. The value 
of LP(3) is the length of the longest prefix of babe which is also a prefix of bc. Thus 
LP(3) = 1 b) = 1. Theorem 5.2 states that there is one rightmax periodicity with period 
length 2 in tu. This is the substring t [3] . . u[3] = bababab. 
Theorem 5.2 is the basis of the following algorithm to find all rightmax 
periodicities in tu: 
(1) Calculate the values of LP(2) through LP(n + l), and the values of LS(1) 
through LS(n). 
(2) forj:==l Wndo 
begin 
if LS( j) + LP( j + 1) 2 j then 
there is a rightmax periodicity (with period j) at 
t[m-LS(j)+l]..u[j+LP(j+l)]. 
end. 
The calculations of LP and LS in step (1) require O(m + n) time, using a variation 
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of the Knuth-Morris-Pratt pattern-matching algorithm [18, Section 21. The body 
of the loop in step (2) requires constant ime for each j, so the entire loop O(n). 
Therefore, the entire algorithm (finding both leftmax and rightmax periodicities) 
takes time proportional to 1 tu I. 
6. Notes 
The algorithm of Section 4 finds every leftmost maximal periodicity within a 
string in linear time (for a fixed finite alphabet). The algorithm may also find some 
nonleftmost or nonmaximal occurrences of periodicities. However, despite the fact 
that the algorithm is not exact in characterizing leftmost maximal periodicities, the 
information provided by the algorithm solves several problems proposed by 
Crochemore [9, lo]. For example, for every power m we can determine whether a 
periodicity p”‘q exists. If such a periodicity exists, we can find one with maximal 
length, and one with maximal period length. (This is possible because very maximal 
length periodicity has a leftmost maximal occurrence, and similarly for maximal 
period length.) 
A further modification may allow the algorithm to find all maximal periodicities 
in a simple manner. This seems possible since the maximal periodicities that are not 
found are entirely within some factor in the s-factorization, and each such factor 
occurs previously in the string. 
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