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Introduction 34 35
It is a well-known fact that the modal properties of two separate mechanical systems change 36 when both systems interact. The coupled arrangement might have significantly different 37 natural frequencies and modes of vibrations, compared to the uncoupled systems [1] . This is 38 also acknowledged in bridge engineering to some extent, when investigating vehicles 39 crossing the structure, i.e. it is understood that natural frequencies of a bridge change when 40 heavy (massive) traffic traverses it. 41
42
As pointed out by Frýba [2] the fundamental frequency of a loaded beam depends not only on 43 5 136
Numerical model 137 138
The coupled vehicle-bridge model was programmed in Matlab [14] and a pictorial 139 representation of the numerical model is shown in Fig. 1 . The truck is simulated as a sprung 140 mass m supported on a spring k, where the spring represents the suspension of the vehicle. 141
The bridge is simulated using a finite element beam model where each beam element has 4 142 degrees of freedom, namely a rotation and a vertical translation at each end of the element. 143
Elemental matrices for this kind of element can be found in the literature, e.g. [15] . The beam 144 is defined by its span L, section area A, modulus of elasticity E, second moment of area I and 145 mass per unit length ρ. The location of the vehicle is defined by the distance from the left 146 support (x) and in the simulations the vehicle can be positioned anywhere on the beam (0≤ x 147 ≤L). The coupling between both systems, i.e. bridge and vehicle, can be written in terms of 148 the beam element shape functions and the relative position of the vehicle within that element 149 [16] . However, defining a sufficiently dense mesh that has a node exactly at the location of 150 the vehicle reduces the complexity of the procedure. In that case the matrices of both systems 151 are assembled diagonally, and the coupling terms are off-diagonal negative stiffness values 152 that link together the appropriate degrees of freedom. As two different bridges will be 153 Fundamentally, the purpose of this model is to allow the vehicle to be moved incrementally 161 across the bridge and to track how the bridge frequency changes with the position of the 162 vehicle. For a given vehicle position, the bridge frequencies and associated modes of 163 vibration can be determined using an eigenvalue analysis. Simulating a multi-axle truck as a 164 6 single degree of freedom sprung mass is a simplification, and for some applications it would 165 be an over simplification. However, it is shown later that for the purpose of this study, where 166 the primary interest is in explaining the evolution of frequency with respect to truck position, 167 the model is effective. Initially values for area (A), second moment of area (I) and mass per 168 unit length (ρ) were determined from the available bridge drawings. For the Young's 169
Modulus (E), standard values for steel and concrete of 2x10 respectively were used. After getting an initial estimate of bridge frequencies from the model, 171 the bridge properties (in the model) are revised so that the fundamental bridge frequency of 172 the model matches the free vibration frequency observed on site, this is further described in 173
Sections 3 and 4. For the vehicle, the spring stiffness (k) is adjusted so that the vehicle 174 frequency in the model matches the vehicle frequency inferred from the acceleration 175 measurements recorded experimentally when the truck was traversing the real bridge. Table 1  176 gives a summary of relevant information about the vehicle and bridge properties used in this 177
paper. It can be seen in Table 1 
Bridge modal analysis 184 185
The Introduction provided an overview of literature dealing with variation in bridge 186 frequency with respect to variation in mass distribution. It was also highlighted that previous 187 studies have not looked at how the mode shapes associated with these frequencies change 188 with respect to variation in mass distribution. To address this limitation this study attempts to 189 experimentally capture the mode shape associated with a particular truck position. This is 190 achieved using output-only modal analysis methods, i.e. no information on the excitation is Ultimately, it is up to the analyst to identify which method best achieves their objective. In 209 this paper, the objective of the time-frequency analysis is to visualise how the bridge 210 frequency changes as a truck traverses the bridge. 211
In essence, the CWT compares the wavelet bases (a wave-form of finite length) to the 212 analysed signal and gives a wavelet coefficient, so that the better the match, the larger the 213 coefficient. This wavelet is then shifted in time to cover the whole length of the signal, 214 resulting in a vector of wavelet coefficients. The wavelet is then scaled (i.e. stretched) and the 215 process is repeated. For each scale used in the analysis a vector of wavelet coefficients 216 results. Scale can be regarded as inversely proportional to frequency and thus can be 217 transformed approximately to frequency, or more specifically pseudo-frequency. The result 218 of CWT analysis is a plot of wavelet coefficients in the time-frequency plane that are 219
proportional to the energy of the signal. For additional information on wavelets and to find a 220 full mathematical description further details are provided by other authors [21, 22] . 221 222 When using the CWT, several wavelet basis functions are available, e.g. Morlet, Gaussian, 223
Mexican hat. The results from the CWT are significantly affected by the wavelet basis used 224 in the analysis so it is paramount to choose an appropriate basis. Knowing which wavelet 225 8 basis will give the best results for a given application is not always obvious, and often there is 226 a degree of trial and error involved. However, [23] showed that the Modified Littlewood-227 Paley (MLP) wavelet basis was effective when analysing the acceleration signals of bridges 228 subject to vehicle loading, and therefore this is the wavelet basis used in this study. 229
230
In addition, this paper proposes a non-conventional normalisation step that proves very 231 effective when analysing bridge signals that contain a mixture of free and forced vibration. 232
Using a conventional CWT to analyse a bridge signal that has both free and forced vibration 233 can be difficult. The forced vibration part of the signal has the largest amplitude, and as a 234 result this will dominate the resulting CWT plot. This makes it very difficult to track the 235 frequency evolution between the free and forced parts of the signal because the frequency 236 from the free vibration part will be practically invisible. The novel procedure adopted here 237 gets around this problem by normalising the wavelet coefficients at each time instant and is 238 presented schematically in Fig. 2 . 239
240
A signal with linearly increasing frequency and linearly decreasing amplitude is analysed 241 with a conventional CWT and the result is shown in Fig. 2(a) . The plot represents a 3D 242 wavelet surface as a 2D 'contour' plot where the magnitude of the wavelet coefficients are 243 conveyed using colour, with darker colours implying large values of wavelet coefficient. The 244 non-stationarity property and decreasing amplitude of this numerically generated signal can 245 clearly be appreciated in the plot. Unfortunately, from the point of view of frequency 246 tracking, the large amplitudes in the early part of the signal are resulting in high wavelet 247 coefficients that are in a sense dominating the plot and making it difficult to see the frequency 248 content in the latter part of the signal. However, if one is prepared to sacrifice information 249 relating to amplitude, which for the purpose of this paper we are not concerned with, then this 250 representation can be improved. The first step is to fit an envelope to the wavelet coefficients 251 for a given scale and to accept this curve as the representative result from the CWT. An 252 example of this curve fitting is shown in Fig. 2 analysing the forced vibration data is presented in Fig. 6 . The analysis procedures used are 332 the same as those used to generate the plots in Fig. 5 . However, there are in this case, some 333 noticeable differences in the results. The SVD analysis in Fig. 6(a) identifies the presence of 334 two distinct peaks at 2.63 Hz and 3.63 Hz respectively, but the fundamental bridge mode at 335 3.5 Hz identified in Fig. 5 is no longer evident. The mode shapes associated with the two 336 frequency peaks are shown in Fig. 6(b) . 337
338
Starting with the mode shape for the 3.63 Hz mode, it is noticeable that it is very similar in 339 shape to the mode shown in Fig. 5(b) , so it is reasonable to assume that this is the same mode. 340
However, the presence of the truck has changed the frequency of the mode slightly. It is 341 interesting to note that the fundamental frequency of the bridge has increased. Intuitively one 342 would expect a slight reduction in the frequency because the truck is adding mass to the deck. and performing an eigenvalue analysis the system matrices of the coupled model system to 386 identify the system frequencies for that vehicle position. Then the vehicle is consecutively 387 moved to the next point on the bridge and the system frequencies for each new position are 388 calculated. As the vehicle-bridge system is coupled, technically these frequencies should be 389 termed the 'first system frequency', 'second system frequency', etc. However, for convention 390 in the following discussion they are also referred to as 'vehicle' and 'bridge' frequencies. 391
392
The evolution of the system frequencies for various vehicle positions is presented in Fig. 7 . 393
The horizontal axis in Fig. 7 To examine if this frequency change is evident, the acceleration response from centre of span 476 3 (sensor C in Fig. 4) is analysed using the wavelet approach described in Section 2.3. 477 Fig. 8(a) shows the acceleration time series recorded at sensor C during a truck passing event. 478
For this crossing event the first axle of the truck enters the bridge at 6 s and the last axle exits 479 the bridge at 26 s. The truck entering and leaving the bridge is indicated in the figure by 480 dotted vertical lines. Thus, the signal between these two lines corresponds to forced vibration 481 data, whereas the acceleration after the truck leaves is the free vibration data. Fig. 8(b) shows 482 the conventional wavelet transform of the complete time series shown in Fig. 8(a) and 483 (Fig. 8(b) ) shows only some high energy 492 concentration within the studied frequency range when the vehicle is traversing the middle 493 span. On the other hand, the processed wavelet coefficients (Fig. 8(c) ) provide a better 494 picture of the relative energy distribution in the time-frequency plane. The frequency 495 evolution is not entirely clear in the CWT plot in Fig. 8(c) . However, it is apparent that 496 during free vibration the bridge is vibrating only at its fundamental frequency (3.5 Hz) as all 497 the energy is concentrated there. On the other hand when the truck is on the bridge (forced 498 vibration) there is also a significant amount of energy near what the authors believe to be the 499 vehicle's first frequency (2.8 Hz). Furthermore, a trend seems to be evident in Fig. 8 Fig. 7 , it is difficult to 509 draw any firm conclusions about the validity of the suggested explanations. This is because 510 the frequencies presented in Fig. 7 are calculated for the vehicle model being situated at a 511 19 series of discrete locations on the beam. Unfortunately, the experimental data in this section 512 is for a moving truck and it could justifiably be argued that it is not correct to apply FDD to a 513 non-stationary process to extract the modal properties. Therefore, it is not possible to reliably 514 extract the modes of the coupled system while the vehicle is moving. This means that the 515 frequency peaks shown in Fig. 6 are likely to be a good approximation of the real frequencies 516 but will not be totally accurate. To overcome these issues a new experiment, where a truck is 517 parked at a series of discrete locations on a bridge, is undertaken and this work is reported in 518 the next section. 519 520 4. Experimental study of Bridge B and stationary truck 521
522
As explained at the end of the previous section the experimental results from Bridge A cannot 523 really be used to check the validity of the concept presented in Fig. 7 . In the previous 524 experiment the truck was moving, but in the numerical model the truck was parked at a series 525 of discrete locations. To resolve this issue a second experimental campaign was undertaken 526 where a truck was actually parked at a number of discrete locations on the bridge and the 527 results are described herein. To make sure that the bridge behaviour observed in Section 3 528 was not specifically related to Bridge A or the test truck shown in Fig. 3(b) , in this next 529 experiment a different bridge and truck are used. It is important to note that when a vehicle is 530 parked on the bridge the system is coupled but stationary, i.e. the modal parameters will 531 remain constant. Therefore, using output-only modal analysis techniques such as FDD to 532 extract the modal properties is appropriate. 533 534
Bridge and instrumentation description 535 536
A photo of the bridge used in this experiment is shown in Fig. 9(a) and a plan view in 537 Fig. 10(a) . The bridge is a half through steel girder bridge, it spans 36 m and the deck is 538 simply supported. The 7.6 m wide, and 200 mm deep concrete deck is supported on a series 539 of 450 mm deep steel beams, which span transversely between the main girders which are 540 approximately 2 m deep. As explained in Section 3.1, for experiments of this type, a high 541 vehicle-bridge mass ratio is desirable, so a light bridge deck is advantageous. The reason for 542 choosing this bridge is that the deck is light compared to other bridges of the same span, i.e. 543 the primary members are steel and the deck is relatively narrow. Again with the objective of 544 having a high (vehicle-bridge) mass ratio, the truck selected for this test had a total weight of 545 20 32 tonnes, which is heavier than the 26 tonnes truck used in the previous test. The test truck 546 used has four axles and is shown in Fig. 9(b) . While the bridge was chosen for its technical 547 advantages described above, logistically the disadvantage of the bridge was that it was in an 548 urban area and frequently trafficked, which made finding a quiet time to carry out the test 549 Fig. 10(a) . The 555 accelerometers used in this test were Honeywell QA750 force balance accelerometers and the 556 scanning frequency used was 128 Hz. Fig. 10(b) shows accelerometer B attached to the 557 underside of the top flange of the main girder via a magnet. The vehicle was parked for short 558 durations at ¼-span, mid-span and ¾-span. A full bridge closure was not permitted so the test 559 was carried out early in the morning when there was little traffic. Ideally, the truck would 560 stay parked at a given location for as long as possible, because the longer the time series the 561 more accurate the subsequent modal analysis is likely to be. However, the fact there was no 562 bridge closure meant that the stops had to be kept relatively short. Only stop durations of 10-563 12 s were feasible. However, signals of this length are sufficiently long to allow the modal 564 properties to be determined accurately. 565 Analysing the ambient vibration data, the fundamental (first bending) frequency of the bridge 572 was identified as 3.13 Hz. Fig. 11(a) shows the time series recorded at accelerometer B for a 573 full set of truck movements, namely; truck coming on to the bridge, parking at ¼-span, 574 moving on and parking at mid-span, then finally moving to ¾-span and parking briefly before 575 exiting the bridge. The different portions of the signal are demarcated using vertical dotted 576 lines and the parts of the signal corresponding to the truck being parked at particular locations 577 on the bridge can be identified using the annotations on the bottom of the figure are repeated in sequence so that the truck can be parked for a short duration at mid-span and 584 ¾-span. When the truck leaves the bridge, the bridge is in free vibration (F). For the data 585 presented in Fig. 11 the only vehicle on the bridge was the test truck, i.e. there was no other 586 traffic crossing the bridge. Much of the bridge vibration evident in the figure is believed to be 587 due to the energy input into the bridge during the four truck movements.. 588
589
To observe how the bridge frequency evolves over the course of the truck movements, the 590 time series in Fig. 11(a) is analysed using CWT, and the results are presented in Fig. 11(b) . 591
