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qui auront su tre`s toˆt me donner le gouˆt de la recherche. Je tiens a` citer la` mon ami
et ancien professeur, Jean-Pierre Marco qui a eu une grande influence sur ma fac¸on
d’aborder les mathe´matiques et qui m’a pousse´ a` me lancer dans cette grande aventure.
Comme une traverse´e en solitaire ne se fait pas sans une bonne e´quipe, elle ne se fait
pas non plus sans ceux qui sont reste´s a` terre et qui vous soutiennent. Parmi mes plus
anciens soutiens, il y a bien suˆr ma famille. Mes parents tout d’abord qui m’ont toujours
pousse´ a` me de´passer et qui n’ont jamais doute´ du succe`s de mon entreprise. Ma Maman
en particulier pour avoir pris le temps d’e´couter mes histoires durant de longues soire´es
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Introduction et motivations
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1.1 Version franc¸aise
Le but de cette the`se est d’e´tudier les proprie´te´s dynamiques et spectrales des
ope´rateurs de Schro¨dinger ale´atoires continus a` valeurs matricielles. Plus pre´cise´ment
nous allons nous inte´resser aux exposants de Lyapounov et a` la densite´ d’e´tats inte´gre´e
de deux ope´rateurs de Schro¨dinger : le premier sera un mode`le dit d’interactions ponc-
tuelles, le second un mode`le de type Anderson.
De´finissons le premier ope´rateur que nous allons e´tudier : soit ω(n) = (ω
(n)
1 , . . . , ω
(n)
N ),
n ∈ Z, une suite i.i.d. de variables ale´atoires sur un espace probabilise´ complet (Ω,B,P),
a` valeurs dans RN et de distribution commune ν sur RN . On suppose de plus que le
support de ν, supp ν ⊂ RN , est borne´ et est ge´ne´rateur au sens ou` le sous-ensemble
{x − y | x, y ∈ supp ν} engendre RN comme espace vectoriel. On de´finit ensuite pour
tout i ∈ {1, . . . , N}, l’ope´rateur Hωi agissant sur L2(R,C) de domaine :
D(Hωi) = {f ∈ L2(R,C) | f, f ′ sont absolument continues sur R \ Z, f ′′ ∈ L2(R,C),
f est continue sur R, f ′(n+) = f ′(n−) + ω(n)i f(n) pour tout n ∈ Z},
Sur ce domaine, l’ope´rateur agit par Hωif = −f ′′. Enfin, on de´finit l’ope´rateur :
HP (ω) =
N⊕
i=1
Hωi + V0 (1.1)
agissant sur L2(R,CN) = L2(R,C) ⊕ . . . ⊕ L2(R,C) ou` V0 de´signe l’ope´rateur de mul-
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tiplication par la matrice a` coefficients constants :
0 1 0
1
. . . . . .
. . . . . . . . .
. . . . . . 1
0 1 0

Un exemple de distribution ν des variables ale´atoires ω(n) est celui ou` les compo-
santes ω
(n)
1 , . . . ω
(n)
N sont des variables ale´atoires re´elles inde´pendantes et dont le support
contient au moins 2 points (par exemple 0 et 1 si ce sont des variables de Bernoulli).
Le second ope´rateur e´tudie´ est un mode`le d’Anderson :
HB(ω) = − d
2
dx2
+ V0 +
∑
n∈Z
ω
(n)
1 χ[0,1](x− n) 0
. . .
0 ω
(n)
N χ[0,1](x− n)
 (1.2)
agissant sur L2(R,CN). Dans cet ope´rateur, χ[0,1] est la fonction caracte´ristique de
l’intervalle [0, 1], V0 est le meˆme ope´rateur de multiplication que ci-dessus. Les (ω
(n)
i )n∈Z
pour i ∈ {1, . . . , N} sont des suites, inde´pendantes les unes des autres, de variables
ale´atoires i.i.d. sur un espace probabilise´ complet (Ω,B,P). On note ν˜ leur loi commune
dont le support supp ν˜ contient {0, 1}.
A` ces deux ope´rateurs on associe les syste`mes diffe´rentiels :
HP (ω)u = Eu, HB(ω)u = Eu, E ∈ R (1.3)
On s’inte´resse au comportement asymptotique des solutions u ∈ CN de (1.3). On
peut rencontrer alors principalement deux cas :
1. Ces solutions ne de´croissent pas exponentiellement vers 0 a` l’infini : on parle alors
de « diffusion ».
2. Ces solutions de´croissent exponentiellement vers 0 a` l’infini : sous certaines hy-
pothe`ses supple´mentaires on parlera alors de « localisation d’Anderson ».
Plus pre´cise´ment on parle de localisation d’Anderson lorsque l’ope´rateur e´tudie´ n’a
que du spectre purement ponctuel et que les fonctions propres ge´ne´ralise´es associe´es a`
ces valeurs spectrales (solutions non triviales de (1.3)) de´croissent exponentiellement
vers 0 a` l’infini. Ce phe´nome`ne de localisation est bien compris pour les mode`les d’An-
derson unidimensionnels ([DSS02a, CKM87, KLS90]). En revanche son e´tude en dimen-
sion supe´rieure reste incomple`te. Par exemple, bien qu’une preuve de la localisation au
bord du bas du spectre pour un mode`le d’Anderson–Bernoulli existe en dimension quel-
conque (voir [BK05]), ce re´sultat ne nous dit pas s’il y a, ou non, localisation pour les
autres e´nergies du spectre. Ainsi, meˆme en dimension 2, il n’existe pas de preuve de
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la localisation a` toutes les e´nergies et pour tous les types d’ale´a et ce, bien que les
physiciens en aient fait la conjecture.
L’absence de diffusion est, comme nous venons de le voir, une condition ne´cessaire a`
la localisation. Pour notre part, nous allons de´montrer qu’il y a absence de diffusion pour
les ope´rateurs HP (ω) et HB(ω) de´finis en (1.1) et (1.2). Pour cela, nous faisons le lien
avec la the´orie spectrale, en utilisant le the´ore`me R.A.G.E. (voir [Ens78, Ens79, AG73]).
Il s’agit alors de prouver que les ope´rateurs e´tudie´s n’ont pas de spectre absolument
continu. Comme HP (ω) et HB(ω) sont des ope´rateurs unidimensionnels, nous pou-
vons utiliser la the´orie de Kotani (voir [KS88]) qui caracte´rise le spectre absolument
continu en termes dynamiques. En effet, dans le cadre des ope´rateurs unidimensionnels,
le spectre absolument continu est exactement le support essentiel de l’ensemble des
e´nergies pour lesquelles les exposants de Lyapounov s’annulent. La the´orie de Kotani
e´tablit donc un lien profond entre un objet spectral, le spectre absolument continu, et
des objets dynamiques, les exposants de Lyapounov.
La de´finition ainsi que les premie`res proprie´te´s des exposants de Lyapounov sont
pre´sente´es dans le chapitre 2 de cette the`se. Ce chapitre de rappels contient e´galement
un premier crite`re de se´paration, donc aussi de non-annulation, des exposants de Lya-
pounov ainsi qu’une pre´sentation rapide de la the´orie de Kotani. Nous y pre´sentons
e´galement le formalisme des matrices de transfert et nous introduisons le sous-groupe
de Fu¨rstenberg associe´ a` une suite de matrices de transfert. Pour savoir si une solu-
tion u de (1.3) de´croˆıt ou non exponentiellement vers 0 a` l’infini il suffit de regarder le
comportement asymptotique de la suite (u(n))n∈N. Il nous faut donc comprendre com-
ment on peut obtenir u(n+ 1) en connaissant u(n), pour tout entier n. Cela conduit a`
introduire la matrice de transfert Aωn(E) de´finie par la relation :(
u(n+ 1)
u′(n+ 1)
)
= Aωn(E)
(
u(n)
u′(n)
)
On en de´duit : (
u(n)
u′(n)
)
= (Aωn−1(E) . . . A
ω
0 (E))
(
u(0)
u′(0)
)
et l’e´tude du comportement asymptotique de u se rame`ne a` l’e´tude du comportement
asymptotique du produit de matrices ale´atoires Aωn−1(E) . . . A
ω
0 (E). Comme on veut
comprendre le comportement asymptotique exponentiel d’un tel produit on est amene´
a` de´finir les exposants de Lyapounov par :
γ1(E) = lim
n→∞
1
n
E(log ||Aωn−1(E) . . . Aω0 (E)||)
et, pour p = 1, . . . , 2N :
p∑
i=1
γi(E) = lim
n→∞
1
n
E(log || ∧p (Aωn−1(E) . . . Aω0 (E))||)
Pour e´tudier ces limites, nous introduisons alors un objet alge´brique qui contient tous
les produits de matrices de transfert, le sous-groupe de Fu¨rstenberg :
G(E) = 〈Aω0 (E) | Aω0 (E) ∈ suppµ〉
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ou` µ est la mesure de´finie sur les bore´liens Γ du groupe symplectique SpN(R) par :
µ(Γ) = ν⊗N({ω ∈ {0, 1}N | Aω0 (E) ∈ Γ}) (1.4)
Le crite`re de se´paration des exposants de Lyapounov que nous pre´sentons au chapitre 2
s’exprime sur ce groupe G(E) (voir corollaire 2.3.8). Ce crite`re e´tant difficile a` appliquer
dans les cas concrets qui nous inte´ressent, l’ide´e est d’utiliser un crite`re duˆ a` Gol’dsheid
et Margulis ([GM89]) qui nous permet de ramener l’e´tude de la se´paration des expo-
sants de Lyapounov et donc l’absence de diffusion, a` une reconstruction alge´brique de
l’adhe´rence de Zariski du groupe G(E) :
Si G(E) est Zariski-dense dans SpN(R), alors γ1(E) > . . . > γN(E) > 0.
Nous pre´sentons ce re´sultat dans le chapitre 3 qui est e´galement un chapitre de rappels.
Aux chapitres 4 et 5 nous prouvons l’absence de diffusion dans les cas N = 2, 3,
pour le mode`le (1.1) et dans le cas N = 2, pour le mode`le (1.2). Donnons les e´nonce´s
pre´cis des the´ore`mes prouve´s dans ces chapitres :
The´ore`me 1. Dans le mode`le (1.1) on fixe N = 2 ou 3. Il existe alors deux sous-
ensembles discrets de R, soit SP,2 et SP,3, tels que :
∀E ∈ R \ SP,2, γ1(E) > γ2(E) > 0, si N = 2,
∀E ∈ R \ SP,3, γ1(E) > γ2(E) > γ3(E) > 0, si N = 3.
Ainsi l’ope´rateur HP (ω) n’a pas de spectre absolument continu.
Ce the´ore`me rassemble les the´ore`mes 4.2.1 et 4.3.1 du chapitre 4. Dans le cas ou`
N = 3, nous montrons de plus a` la section 4.3.4 du chapitre 4 que l’on peut affaiblir l’ale´a
de la de´finition du mode`le (1.1) et se retrouver face a` un phe´nome`ne de propagation de
l’ale´atoire comme dans les travaux de Glaffig (voir [Gla90]).
Au chapitre 5 nous prouvons le the´ore`me suivant ([Bou07b, Bou07a]) :
The´ore`me 2. Dans le mode`le (1.2) on fixe N = 2. Soient γ1(E) et γ2(E) les exposants
de Lyapounov positifs associe´s a` HB(ω). Il existe un ensemble discret SB ⊂ R tel que
pour tout E ∈]2,+∞[\SB :
γ1(E) > γ2(E) > 0
En particulier, HB(ω) n’a pas de spectre absolument continu dans l’intervalle ]2,+∞[.
Le cas N = 2 du the´ore`me 1 ainsi qu’une forme plus faible du the´ore`me 2, qui fait
l’objet de la premie`re partie du chapitre 5 (voir the´ore`me 5.2.1), ont e´te´ obtenus en
collaboration avec Gu¨nter Stolz ([BS07]). Pour obtenir le the´ore`me 2, il nous a fallu
un outil alge´brique supple´mentaire qui nous permette de ve´rifier la Zariski-densite´ de
G(E). Il s’agit d’un crite`re de densite´ de sous-groupes de Lie de groupes de Lie re´els
semi-simples connexes duˆ a` Breuillard et Gelander ([BG03]) :
Si G est un groupe de Lie connexe re´el semi-simple, d’alge`bre de Lie g, alors il existe
un voisinage de l’identite´ O ⊂ G, sur lequel log = exp−1 est un diffe´omorphisme et
tel que g1, . . . , gm ∈ O engendrent un sous-groupe dense dans G si et seulement si
log(g1), . . . , log(gm) engendrent g.
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Ce re´sultat nous guide tout au long de la seconde partie du chapitre 5 en nous dictant
les e´tapes de la preuve du the´ore`me 2 :
1. Recherche d’e´le´ments de G(E) dans O.
Cela repose sur une approximation diophantienne simultane´e.
2. Calcul des logarithmes de ces e´le´ments.
3. Preuve que ces logarithmes engendrent bien l’alge`bre de Lie sp2(R) de Sp2(R).
Les the´ore`mes 1 et 2 s’inscrivent dans la continuite´ des re´sultats de positivite´ et
de se´paration d’exposants de Lyapounov pour des mode`les faisant intervenir des va-
riables de Bernoulli. Dans ce cadre, on peut citer le re´sultat obtenu par Gol’dsheid
et Margulis ([GM89]) qui prouve la se´paration des exposants de Lyapounov pour un
mode`le de Schro¨dinger discret a` valeurs matricielles, agissant sur ℓ2(Z,CN). Dans le
cas d’ope´rateurs continus, le principal re´sultat obtenu est celui de Damanik, Sims et
Stolz dans [DSS02a], dans le cas a` valeurs scalaires (N = 1). Notre e´tude porte quant
a` elle sur les ope´rateur continus a` valeurs matricielles.
Au chapitre 6, nous e´tudions une proprie´te´ de re´gularite´ des exposants de Lyapou-
nov : la Ho¨lder-continuite´ par rapport au parame`tre d’e´nergie E. On note dans la suite
IP = R et IB =]2,+∞[. On obtient les re´sultats suivants pour les ope´rateurs HP (ω) et
HB(ω) :
The´ore`me 3. (a) On conside`re l’ope´rateur HP (ω) pour N = 2. E´tant donne´ un inter-
valle compact I ⊂ IP \ SP,2, il existe un re´el α > 0 et une constante 0 < C < +∞ tels
que, pour p = 1, 2 et pour tous E,E ′ ∈ I, on ait :
|γp(E)− γp(E ′)| ≤ C|E − E ′|α
(b) On conside`re l’ope´rateur HP (ω) pour N = 3. E´tant donne´ un intervalle compact
I ⊂ IP \ SP,3, il existe un re´el α > 0 et une constante 0 < C < +∞ tels que, pour
p = 1, 2, 3 et pour tous E,E ′ ∈ I, on ait :
|γp(E)− γp(E ′)| ≤ C|E − E ′|α
The´ore`me 4. On conside`re l’ope´rateur HB(ω) pour N = 2. E´tant donne´ un intervalle
compact I ⊂ IB \ SB, il existe un re´el α > 0 et une constante 0 < C < +∞ tels que,
pour p = 1, 2 et pour tous E,E ′ ∈ I, on ait :
|γp(E)− γp(E ′)| ≤ C|E − E ′|α
La de´marche adopte´e dans ce chapitre consiste a` adapter les me´thodes de trans-
forme´e de Laplace dans les espaces de Ho¨lder qui existent dans le cas d’ope´rateurs
de Schro¨dinger discrets a` valeurs matricielles (voir [CL90] et [KLS90]) et dans le cas
d’ope´rateurs de Schro¨dinger continus a` valeurs scalaires (voir [DSS02a]). En combi-
nant les preuves existant dans ces deux cas, il nous a e´te´ possible de de´gager un
re´sultat ge´ne´ral assurant la Ho¨lder-continuite´ des exposants de Lyapounov dans le cas
d’ope´rateurs continus a` valeurs matricielles (voir the´ore`me 6.3.16). L’essentiel de la
de´marche adopte´e dans ce chapitre repose sur le fait que les exposants de Lyapounov
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ont une repre´sentation inte´grale faisant intervenir une mesure µ-invariante (voir (1.4)),
ainsi que nous le rappelons au the´ore`me 6.1.6.
Enfin, au chapitre 7 nous e´tudions la densite´ d’e´tats inte´gre´e associe´e aux deux
mode`les (1.1) et (1.2). Cette quantite´ physique donne le nombre moyen par unite´ de
volume des niveaux d’e´nergie propres de l’ope´rateur H∗(ω) infe´rieurs a` une e´nergie
donne´e E. Dans ce dernier chapitre, nous commenc¸ons par prouver l’existence de la
densite´ d’e´tats inte´gre´e pour des ope´rateurs continus a` valeurs matricielles. C’est l’objet
du the´ore`me 7.2.6. Cette preuve d’existence repose sur une formule de Feynman-Kac
pour des ope´rateurs a` valeurs matricielles de´veloppe´e par Boulton et Restuccia dans
[BR05]. On utilise de plus une formule du calcul de la trace d’un ope´rateur a` noyau
inte´gral matriciel, prouve´e au lemme 7.2.2. A` l’aide de ces deux re´sultats interme´diaires,
la preuve d’existence de la densite´ d’e´tats inte´gre´e s’obtient en adaptant la preuve de
[Car86] au cas d’ope´rateurs continus a` valeurs matricielles.
Apre`s cette preuve d’existence, on prouve le re´sultat de re´gularite´ suivant pour les
mode`les (1.1) et (1.2) :
The´ore`me 5. (a) La densite´ d’e´tats inte´gre´e associe´e a` l’ope´rateur HP (ω) pour N = 2
est Ho¨lder-continue sur tout intervalle compact I ⊂ IP \ SP,2.
(b) La densite´ d’e´tats inte´gre´e associe´e a` l’ope´rateur HP (ω) pour N = 3 est Ho¨lder-
continue sur tout intervalle compact I ⊂ IP \ SP,3.
(c) La densite´ d’e´tats inte´gre´e associe´e a` l’ope´rateur HB(ω) pour N = 2 est Ho¨lder-
continue sur tout intervalle compact I ⊂ IP \ SB.
Ce re´sultat se de´duit des the´ore`mes 3 et 4 par le biais d’une formule de Thouless
inspire´e des travaux de Kotani et Simon ([KS88]) :
The´ore`me 6 (Formule de Thouless). On a la formule suivante, pour tout E ∈ R :
(γ1 + . . .+ γN)(E) = −α+
∫
R
log
(∣∣∣∣E ′ − EE ′ − i
∣∣∣∣) dn(E ′)
ou` α ∈ R ne de´pend pas de E et ou` n est la mesure « densite´ d’e´tats ».
Cette formule est obtenue en combinant les techniques de´veloppe´es par Kotani dans
[KS88] et [Kot83].
Ce re´sultat de re´gularite´ de la densite´ d’e´tats inte´gre´e termine la the`se.
Nous terminons ce chapitre introductif par la pre´sentation de certaines questions
qui constitueraient selon nous une suite naturelle a` ce travail de the`se.
Tout d’abord nous souhaiterions aboutir a` une preuve comple`te de la localisation
pour les ope´rateurs (1.1) et (1.2), au moins dans les cas N = 2, 3 et N = 2 de´ja` traite´s.
En suivant la de´marche pre´sente´e dans [Sto01] et applique´e dans [DSS02a, KLS90], nous
ramenons la preuve de la localisation a` la possibilite´ d’appliquer un sche´ma d’analyse
multi-e´chelle. Pour pouvoir utiliser un tel sche´ma, il nous reste a` prouver une estimation
de Wegner et une estimation de longueur de pas initial. De telles estimations sont de´ja`
prouve´es dans [DSS02a, KLS90] pour les cas continu a` valeurs scalaires et discret a`
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valeurs matricielles. Il nous faudrait trouver une preuve dans le cas des ope´rateurs
continus a` valeurs matricielles. Un proble`me est, qu’a` notre connaissance, il n’existe
pas encore de sche´ma d’analyse multi-e´chelle qui prenne explicitement en compte le
cas des ope´rateurs continus a` valeurs matricielles. Il s’agirait donc tout d’abord de
ve´rifier que les sche´mas existant s’adaptent a` ce cadre avant de chercher a` obtenir des
estimations de Wegner et de longueur de pas initial.
Ensuite, dans l’e´tude de l’ope´rateur (1.2) pour N = 2 nous aimerions lever la limita-
tion aux e´nergies E > 2 du re´sultat de se´paration des exposants de Lyapounov prouve´
au the´ore`me 2. En effet, du point de vue physique cette limitation n’a pas de justifica-
tion : le cas E < 2 devrait lui aussi conduire a` un re´sultat analogue au the´ore`me 2.
La ge´ne´ralisation qu’il nous reste a` faire pour e´tudier les ope´rateurs (1.1) et (1.2) est
de comprendre ce qui se passe pourN quelconque. Dans la section 5.4 du chapitre 5 nous
exposons des pistes qui nous semblent possibles pour l’e´tudier. Ce proble`me est crucial
si on veut pouvoir appliquer l’approche par discre´tisation que l’on pre´sente au chapitre
5 pour le mode`le (5.1). Cette ge´ne´ralisation pour N quelconque passe certainement par
une meilleure compre´hension de la varie´te´ V introduite au corollaire 3.2.4, a` la fin du
chapitre 3.
Il nous reste aussi a` comprendre ce qui se passe pre´cise´ment aux e´nergies critiques
que l’on met en e´vidence dans les the´ore`mes 1 et 2. Comme explique´ a` la remarque 2 de
la section 4.3.4, nous pourrions mettre la` a` jour des comportements tre`s inte´ressants du
point de vue des e´nergies critiques et ce pour des mode`les relativement explicites. Une
premie`re approche par analyse nume´rique pourrait peut-eˆtre nous donner des re´sultats
inte´ressants.
Une autre ge´ne´ralisation possible des deux ope´rateurs que nous e´tudions serait de
leur ajouter un potentiel de´terministe pe´riodique. Cela est fait dans [DSS02a] pour les
ope´rateurs continus a` valeurs scalaires. Dans notre cadre, cela conduit a` une difficulte´.
En effet, nos constructions alge´briques des chapitres 4 et 5 de´pendent fortement de
la forme des matrices de transfert. Ajouter un potentiel pe´riodique a` nos ope´rateurs
changerait ces matrices de transfert et nos constructions explicites ne s’adapteraient
pas directement a` ces nouvelles formes.
Enfin, nous pensons que les techniques employe´es ici pourraient servir a` e´tudier
des ope´rateurs ale´atoires de´finis sur des graphes. En effet, il est pre´sente´ dans [Ves05]
une fac¸on d’associer a` un ope´rateur de Schro¨dinger ale´atoire ou` l’ale´a est porte´ par le
potentiel, un laplacien ale´atoire de´fini sur un graphe. Ce domaine, ou` l’on ge´ome´trise
l’e´tude des ope´rateurs de Schro¨dinger ale´atoires, nous semble eˆtre un champ d’applica-
tion inte´ressant pour la suite de nos travaux.
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1.2 English version
In this thesis we aim at studying dynamical and spectral properties of matrix-valued
continuous random Schro¨dinger operators. More precisely, we will focus on Lyapunov
exponents and on the integrated density of states of two Schro¨dinger operators : the
first one will be a point interactions model, the second one will be an Anderson-type
model.
We define the first operator we will study : let ω(n) = (ω
(n)
1 , . . . , ω
(n)
N ), n ∈ Z be an
i.i.d. sequence of RN -valued random variables on a complete probability space (Ω,B,P),
whose common distribution on RN will be denoted by ν. Moreover we assume that the
support of ν, supp ν ⊂ RN , is bounded and not co-linear which means that the subset
{x−y | x, y ∈ supp ν} spans RN as a vector space. We then define for all i ∈ {1, . . . , N},
the operator Hωi acting on L
2(R,C) whose domain is :
D(Hωi) = {f ∈ L2(R,C) | f, f ′ are absolutely continuous on R \ Z, f ′′ ∈ L2(R,C),
f is continuous on R, f ′(n+) = f ′(n−) + ω(n)i f(n) for all n ∈ Z},
On this domain, the operator is acting by Hωif = −f ′′. At last, we define the operator :
HP (ω) =
N⊕
i=1
Hωi + V0 (1.5)
acting on L2(R,CN) = L2(R,C) ⊕ . . . ⊕ L2(R,C) where V0 is the constant-coefficient
multiplication operator by the matrix :
0 1 0
1
. . . . . .
. . . . . . . . .
. . . . . . 1
0 1 0

Such an example of distribution ν of the random variables ω(n) is obtained when the
components ω
(n)
1 , . . . ω
(n)
N are independent real-valued random variables whose support
contains at least 2 different points (for example, 0 and 1 if they are Bernoulli variables).
The second operator we are studying is an Anderson model :
HB(ω) = − d
2
dx2
+ V0 +
∑
n∈Z
 ω
(n)
1 χ[0,1](x− n) 0
. . .
0 ω
(n)
N χ[0,1](x− n)
 (1.6)
acting on L2(R,CN). In this definition, χ[0,1] is the characteristic function of the interval
[0, 1], V0 is the same multiplication operator as before. The (ω
(n)
i )n∈Z for i ∈ {1, . . . , N}
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are independent sequences of i.i.d. real-valued random variables on a complete probabi-
lity space (Ω,B,P). We denote by ν˜ their common law, whose support supp ν˜ contains
{0, 1}.
We associate differential systems to these two operators :
HP (ω)u = Eu, HB(ω)u = Eu, E ∈ R (1.7)
We look at the asymptotic behaviour of the solutions u ∈ CN of (1.7). One can meet
mainly two cases :
1. These solutions do not decay exponentially to 0 at the infinity : thus we talk about
“diffusion”.
2. These solutions decay exponentially to 0 at the infinity : under additional assump-
tions we shall talk about “Anderson localization.”
More precisely, we talk about Anderson localization when the studied operator has
only pure point spectrum and that the generalized eigenfunctions associated to these
spectral values (nontrivial solutions of (1.7)) decay exponentially to 0 at the infinity.
This phenomenon of localization is well understood for one dimensional Anderson mo-
dels ([DSS02a, CKM87, KLS90]), while its study remains incomplete in higher dimen-
sions. For example, although there is in any dimension a proof of localization near the
bottom of the spectrum for an Anderson-Bernoulli model (see [BK05]), this result does
not contain any information about localization for other energies of the spectrum. In
particular, even in dimension 2 there is no proof yet of the physical conjecture that
localization holds at all energies and for arbitrary disorder.
The absence of diffusion is a necessary condition for the localization. In the present
work, we will prove absence of diffusion for the operators HP (ω) and HB(ω) defined at
(1.5) and (1.6). For this purpose, we will use the R.A.G.E. theorem (see [Ens78, Ens79,
AG73]) which links diffusion to spectral theory. So we have to prove that both opera-
tors we are studying have no absolutely continuous spectrum. As HP (ω) and HB(ω) are
one dimensional operators, we can use Kotani’s theory (see [KS88]) which describe the
absolutely continuous spectrum in dynamical terms. Indeed, in the case of one dimen-
sional operators, the absolutely continuous spectrum is exactly the essential support of
the set of energies for which the Lyapunov exponents nullify each other. Kotani’s theory
establishes a deep link between a spectral object, the absolutely continuous spectrum,
and dynamical objects, the Lyapunov exponents.
The definition and the first properties of the Lyapunov exponents are presented
in Chapter 2 of this thesis. This chapter also recalls a first criterion of separability of
Lyapunov exponents, as well as a quick presentation of the theory of Kotani. Besides this
chapter deals with the formalism of transfer matrices and introduces the Fu¨rstenberg
subgroup associated to a sequence of transfer matrices. In order to study the exponential
decaying to 0, at infinity, for a solution u of (1.7) we look at the asymptotic behaviour
of the sequence (u(n))n∈N. Therefore we have to understand how we can get u(n + 1)
from u(n), for any integer n. It leads us to introduce the transfer matrix Aωn(E) defined
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by the relation : (
u(n+ 1)
u′(n+ 1)
)
= Aωn(E)
(
u(n)
u′(n)
)
From this relation we get :(
u(n)
u′(n)
)
= (Aωn−1(E) . . . A
ω
0 (E))
(
u(0)
u′(0)
)
and the study of the asymptotic behaviour of u brings us to the study of the asymp-
totic behaviour of the product of random matrices Aωn−1(E) . . . A
ω
0 (E). As we aim at
understanding the exponential asymptotic behaviour of such a product, we define the
Lyapunov exponents as the following limits :
γ1(E) = lim
n→∞
1
n
E(log ||Aωn−1(E) . . . Aω0 (E)||)
and for all p = 1, . . . , 2N :
p∑
i=1
γi(E) = lim
n→∞
1
n
E(log || ∧p (Aωn−1(E) . . . Aω0 (E))||)
To study these limits, we introduce an algebraic object which contains all products of
transfer matrices, the Fu¨rstenberg subgroup :
G(E) = 〈Aω0 (E) | Aω0 (E) ∈ suppµ〉
where µ is the measure defined on the Borel sets Γ of the symplectic group SpN(R) by :
µ(Γ) = ν⊗N({ω ∈ {0, 1}N | Aω0 (E) ∈ Γ}) (1.8)
The separability criterion we present in Chapter 2 is expressed in terms of properties
of G(E) (see Corollary 2.3.8). This criterion being difficult to check for the explicit
operators we are interested in, the idea is to use a criterion due to Gol’dsheid and
Margulis ([GM89]) which allows us to reduce the proof of separability of the Lyapunov
exponents, and thus the absence of diffusion, to an algebraic reconstruction of the
Zariski closure of the group G(E) :
If G(E) is Zariski-dense in SpN(R), then γ1(E) > . . . > γN(E) > 0.
This result is exposed in Chapter 3.
Throughout Chapters 4 and 5 we prove the absence of diffusion in the casesN = 2, 3,
for the model (1.5), and in the caseN = 2, for the model (1.6). Let’s expose the theorems
proved in these chapters :
Theorem 1. In the model (1.5) we fix N = 2 or 3. Then there exist discrete subsets of
R, SP,2 and SP,3, such that :
∀E ∈ R \ SP,2, γ1(E) > γ2(E) > 0, if N = 2,
∀E ∈ R \ SP,3, γ1(E) > γ2(E) > γ3(E) > 0, if N = 3.
Thus, the operator HP (ω) has no absolutely continuous spectrum.
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This theorem contains Theorems 4.2.1 and 4.3.1 from Chapter 4. In the case N = 3,
we show at in Chapter 4, Section 4.3.4 that one can weaken the assumption on the
randomness in the definition of model (1.5) and reveals a phenomenon of propagation
of randomness like in the work of Glaffig (see [Gla90]).
In Chapter 5 we prove the following theorem ([Bou07b, Bou07a]) :
Theorem 2. In the model (1.6) we fix N = 2. Let γ1(E) and γ2(E) be the first two
Lyapunov exponents associated to HB(ω). There exists a discrete subset SB ⊂ R such
that, for all E ∈]2,+∞[\SB :
γ1(E) > γ2(E) > 0
Thus, HB(ω) has no absolutely continuous spectrum in the interval ]2,+∞[.
The case N = 2 of Theorem 1 and a weaker form of Theorem 2, which is developed in
the first part of Chapter 5 (see Theorem 5.2.1), have been obtained in collaboration with
Gu¨nter Stolz ([BS07]). To get Theorem 2, we had to rely on an additional algebraic tool
which allow us to check the Zariski-density of G(E). This algebraic tool is a criterion
of density of Lie subgroups in real connected semisimple Lie groups due to Breuillard
and Gelander ([BG03]) :
If G is a real connected semisimple Lie group, whose Lie algebra is denoted by g,
then there exists an identity neighborhood O ⊂ G, on which log = exp−1 is a well
defined diffeomorphism and such that g1, . . . , gm ∈ O generate a dense subgroup in
G whenever log(g1), . . . , log(gm) generate g.
This result guides us throughout the second part of Chapter 5 by giving us the stages
of the proof of Theorem 2 :
1. We search elements of G(E) in O.
It relies on simultaneous diophantine approximation.
2. We compute the logarithms of these elements.
3. We prove that these logarithms are generating the Lie algebra sp2(R) of Sp2(R).
Theorems 1 and 2 come within the scope of the results of positivity and separability
of Lyapunov exponents for models involving Bernoulli variables. One can quote the
result of Gol’dsheid and Margulis ([GM89]) on separability of Lyapunov exponents
for a discrete matrix-valued Schro¨dinger operator, acting on ℓ2(Z,CN). In the case of
continuous operators, the main result is the one of Damanik, Sims and Stolz in [DSS02a],
in the scalar-valued case (N = 1). Our study focuses on matrix-valued continuous
operators.
In Chapter 6, we study a regularity property of the Lyapunov exponents : the
Ho¨lder-continuity in the energy parameter E. From then, we introduce IP = R and
IB =]2,+∞[. We have the following results for the operators HP (ω) and HB(ω) :
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Theorem 3. (a) We consider the operator HP (ω) for N = 2. Let I ⊂ IP \ SP,2 be a
compact interval. Then there exist a real number α > 0 and a constant 0 < C < +∞
such that ffor p = 1, 2 and for all E,E ′ ∈ I :
|γp(E)− γp(E ′)| ≤ C|E − E ′|α
(b) We consider the operator HP (ω) for N = 3. Let I ⊂ IP \SP,3 be a compact interval.
Then there exist a real number α > 0 and a constant 0 < C < +∞ such that for
p = 1, 2, 3 and for all E,E ′ ∈ I :
|γp(E)− γp(E ′)| ≤ C|E − E ′|α
Theorem 4. We consider the operator HP (ω) for N = 2. Let I ⊂ IB \SB be a compact
interval. Then there exist a real number α > 0 and a constant 0 < C < +∞ such that
for p = 1, 2 and for all E,E ′ ∈ I :
|γp(E)− γp(E ′)| ≤ C|E − E ′|α
The approach adopted in this chapter consists in adapting Laplace transform me-
thods on Ho¨lder spaces which both exists in the case of matrix-valued discrete Schro¨din-
ger operators (see [CL90, KLS90]) and in the case of scalar-valued continuous Schro¨din-
ger operators (see [DSS02a]). By combining the existing proofs, we have been able to
set a general result ensuring the Ho¨lder-continuity of Lyapunov exponents in the case
of matrix-valued continuous operators (see theorem 6.3.16). Our approach relies on the
fact that the Lyapunov exponents have an integral representation involving a µ-invariant
measure (see (1.8)), as we recall it at theorem 6.1.6.
Finally, in Chapter 7 we study the integrated density of states associated to the
models (1.5) and (1.6). This physical quantity gives us the mean number of energy
levels of the operator H∗(ω) by unit volume situated below a given energy E. In this
last chapter, we start by proving in Theorem 7.2.6 the existence of the integrated
density of states for matrix-valued continuous operators. This existence proof relies on a
Feynman-Kac formula for matrix-valued operators developed by Boulton and Restuccia
in [BR05]. We also use a formula which gives us the trace of an operator with matrix-
valued integral kernel, proved in Lemma 7.2.2. With these two results, the existence
proof of the integrated density of states is obtained by adapting the proof of [Car86] to
the case of matrix-valued continuous operators.
After this proof of existence, we prove the following regularity result for models (1.5)
and (1.6) :
Theorem 5. Let I ⊂ IP \ SP,2 be a compact interval. The integrated density of states
associated to HP (ω), for N = 2, is Ho¨lder-continuous on I.
Similarly, let I ⊂ IP \ SP,3 be a compact interval. The integrated density of states
associated to HP (ω), for N = 3, is Ho¨lder-continuous on I.
Finally, if I ⊂ IB\SB is a compact interval, the integrated density of states associated
to HB(ω), for N = 2, is Ho¨lder-continuous on I.
18
1.2 CHAPITRE 1
We can derive this result from Theorems 3 and 4 by using a Thouless formula,
inspired by results of Kotani and Simon ([KS88]) :
Theorem 6 (Thouless formula). For all E ∈ R,
(γ1 + . . .+ γN)(E) = −α+
∫
R
log
(∣∣∣∣E ′ − EE ′ − i
∣∣∣∣) dn(E ′)
where α ∈ R do not depends on E and n is the measure called density of states.
We obtain this formula by combining the techniques developed by Kotani in [KS88]
and [Kot83].
This regularity result of the integrated density of states closes the thesis.
We end this introduction by a list of open questions we think would make a natural
sequel to this thesis work.
First of all, we would like to achieve a complete proof of the localization for operators
(1.5) and (1.6), at least in the cases N = 2, 3 and N = 2 that have already been studied.
Following the approach presented in [Sto01] and applied in [DSS02a, KLS90], we can
derive the proof of the localization from a multiscale analysis scheme. To use such a
scheme, we still have to prove a Wegner estimate and an initial length scale estimate.
Such estimates are already proved in [DSS02a, KLS90] for scalar-valued continuous
and matrix-valued discrete cases. We would have to find a proof of such estimates for
continuous matrix-valued operators. The trouble is that, up to our knowledge, it does
not already exist a multiscale analysis scheme which can deal with the case of matrix-
valued continuous operators. Therefore we would have to first verify that the existing
schemes can be adapted to this case, before trying to prove a Wegner estimate and an
initial length scale estimate.
Then, in the study of the operator (1.6) for N = 2, we would like to get rid of the
limitation to the energies E > 2 in the result of separability of Lyapunov exponents
proved at theorem 2. Indeed, from a physical point of view, this limitation has no
meaning : the case E < 2 should also lead to an analog result of theorem 2.
We also have to study the generalization to arbitrary N for the operators (1.5) and
(1.6). In Section 5.4 of Chapter 5, we present some ideas which seems to be interesting
to study that question. This question is crucial if we want to apply the discretization
approach we present in Chapter 5 for the model (5.1). For this generalization to arbitrary
N , we will certainly have to develop a better understanding of the manifold V introduced
in Corollary 3.2.4, at the end of Chapter 3.
We also still have to understand what precisely happens at the critical energies
we highlight in Theorems 1 and 2. As explained in Remark 2 of Section 4.3.4, we
could discover interesting behaviors, from the critical energies point of view, for explicit
models. A first numerical analysis approach might lead us to interesting results for this
problem.
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Another possible generalization for both our operators would be to add them a de-
terministic periodic background potential. It is done in [DSS02a] for continuous scalar-
valued operators. But, for continuous matrix-valued operators it leads to a main dif-
ficulty. Actually, our algebraic constructions in Chapters 4 and 5 depend heavily on
the form of transfer matrices. Adding a periodic background to our operators would
change these transfer matrices and our construction could not directly adapt to these
new forms.
Finally, we believe that the techniques developed in the present work could be
applied to the study of random operators on graphs. Indeed, in [Ves05] is presented a
way to associate to a random Schro¨dinger operator, a random laplacian on a graph.
This field, where we geometrize the study of random Schro¨dinger operators, seems to
be an interesting field of application of our work.
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Chapitre 2
Rappels : Matrices ale´atoires dans
le groupe symplectique
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Nous commenc¸ons cette the`se par un premier chapitre de rappels sur la the´orie
des suites de matrices ale´atoires inde´pendantes. En particulier nous nous inte´resserons
aux produits de telles matrices. Cela nous permettra de de´finir la notion d’exposant
de Lyapounov qui, nous le verrons par la suite, de´crit le comportement asymptotique
de tels produits matriciels mais aussi et surtout celui de fonctions propres ge´ne´ralise´es
associe´es a` des ope´rateurs. Nous verrons cela plus en de´tail au chapitre 4.
Nombre de re´sultats que nous allons e´noncer dans ce chapitre sont valables en
toute ge´ne´ralite´ pour des suites de matrices inversibles. A plusieurs reprises nous ne
les e´noncerons que dans le cadre des suites de matrices symplectiques ale´atoires. En
effet, seul ce cas nous inte´ressera dans la suite de notre travail. C’est pourquoi dans
un premier temps nous allons faire quelques rappels sur le groupe symplectique re´el,
principalement afin de poser une se´rie de notations que nous utiliserons constamment
dans toute la suite. Nous pourrons alors nous inte´resser de plus pre`s aux objets qui
permettent de de´crire les proprie´te´s asymptotiques des suites de matrices ale´atoires. En
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particulier, nous introduirons un groupe qui sera notre objet d’e´tude central aux cha-
pitres 4 et 5. Nous de´finirons aussi une proprie´te´ ge´ome´trique et une autre dynamique
de ce groupe qui nous serviront dans une dernie`re section a` e´tudier la question de la
se´paration des exposants de Lyapounov.
L’article fondateur du point de vue que nous pre´sentons ici pour l’e´tude des pro-
duits de matrices ale´atoires est celui de H. Fu¨rstenberg (voir [Fur63]). Il suit l’article
[FK60] qui traitait de´ja` de la question de l’existence des exposants de Lyapounov. Dans
[Fur63], H. Fu¨rstenberg syste´matise et comple`te les travaux initiateurs de R. Bellman
(voir [Bel60]) et pre´sente un premier crite`re de se´paration des exposants de Lyapounov,
ramenant cette question a` des proprie´te´s ge´ome´triques du groupe introduit a` la section
2.2.1. Suivront ensuite les travaux de Guivarc’h, Raugi, Le Page et Oseledets qui pour-
suivront dans cette voie en continuant d’explorer des conditions suffisantes pour obtenir
la se´paration des exposants de Lyapounov. On peut lire [GR89] et [GR85] a` ce sujet,
ou encore [Ose68]. Sur cette question toujours, le tournant se fera dans les anne´es 80
avec l’alge´brisation du proble`me due a` Gol’dsheid et Margulis. Nous pre´senterons leurs
re´sultats au chapitre 3. Enfin en 1985 est publie´ le livre de Bougerol et Lacroix [BL85]
qui rassemble en un ouvrage tre`s complet les re´sultats connus a` l’e´poque. C’est dans
l’esprit de cet ouvrage que nous avons re´dige´ ce chapitre de rappels.
2.1 Le groupe symplectique re´el
2.1.1 De´finition et premie`res proprie´te´s
Nous commenc¸ons par poser la de´finition et les premie`res notations lie´es au groupe
symplectique re´el, vu ici dans sa “forme matricielle” comme sous-groupe de GL2N(R).
De´finition 2.1.1. Le groupe des matrices symplectiques d’ordre 2N est le sous-groupe
de GL2N(R) constitue´ des matrices M ve´rifiant :
tMJM = J
ou` J est la matrice d’ordre 2N de´finie par J =
(
0 −I
I 0
)
. On le note SpN(R). Dans la
de´finition de J , I est la matrice identite´ N ×N .
On peut alors donner des premie`res proprie´te´s qui vont nous eˆtre utiles dans la suite.
Proposition 2.1.2. Si M est une matrice dans SpN(R), on a les proprie´te´s suivantes :
(i) tM est dans SpN(R).
(ii) Si λ est une valeur propre de M , alors 1
λ
est aussi une valeur propre de M .
(iii) Il existe deux matrices orthogonales K et U dans SpN(R) et une matrice diagonale
A = diag(a1, . . . , aN ,
1
a1
, . . . , 1
aN
) avec a1 ≥ . . . ≥ aN ≥ 1 telles que : M = KAU .
(iv) ||M || = ||M−1||.
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De´monstration. Pour le point (i) on ve´rifie directement que si tMJM = J alors en
passant a` l’inverse, M−1J−1(tM)−1 = J−1. Or J−1 = −J et donc M−1J(tM)−1 = J ,
d’ou` J =MJ tM et tM est dans SpN(R).
Pour le point (ii), si λ est une valeur propre de M associe´e au vecteur propre v,
alors :
tMJv =
1
λ
tMJMv =
1
λ
Jv
Ainsi 1
λ
est une valeur propre de tM donc de M .
Pour le point (iii), on renvoie a` la preuve du lemme 3.1, page 88 dans [BL85], ou`
l’on voit que les ai ne sont autres que les racines carre´es positives des valeurs propres
de la matrice syme´trique de´finie positive tMM .
Enfin, pour le point (iv), c’est une conse´quence imme´diate du point (iii) car alors
||M || = ||A|| = ||A−1|| = ||M−1||.
Nous allons maintenant faire des rappels sur les puissances exte´rieures qui nous
serviront plus tard pour de´finir les exposants de Lyapounov.
2.1.2 Puissances exte´rieures
Nous allons de´finir les puissances exte´rieures d’un espace vectoriel E de dimension
finie. Pour fixer les choses et puisque nous serons de toutes fac¸ons dans ce cadre par la
suite, nous allons conside´rer que cet espace vectoriel est RN pour N un entier fixe´.
De´finition 2.1.3. Pour p ∈ {1, . . . , N}, ∧pRN est l’espace vectoriel des formes p-
line´aires alterne´es sur le dual (RN)∗. L’espace vectoriel ∧pRN est appele´ puissance
exte´rieure p-ie`me de l’espace RN .
Pour u1, . . . , up dans RN et f1, . . . , fp dans (RN)∗, on pose :
(u1 ∧ . . . ∧ up)(f1, . . . , fp) = det((fi(uj))i,j)
Tout vecteur de la forme u1∧. . .∧up sera appele´ p-vecteur de´composable. A l’aide de
ces vecteurs p-de´composables, on peut de´finir une base de l’espace ∧pRN de la manie`re
suivante.
Proposition 2.1.4. Soit p ∈ {1, . . . , N}. On a les proprie´te´s suivantes :
(i) Si (u1, . . . , uN) est une base de RN , alors {ui1 ∧ . . . ∧ uip | 1 ≤ i1 < . . . ip ≤ N}
est une base de ∧pRN .
(ii) Pour u1, . . . , up dans RN , u1 ∧ . . . ∧ up est non nul si et seulement si les vecteurs
u1, . . . , up sont inde´pendants.
(iii) (u1, . . . , up) et (v1, . . . , vp) engendrent le meˆme sous-espace si et seulement si il
existe un re´el λ 6= 0 tel que :
u1 ∧ . . . ∧ up = λ(v1 ∧ . . . ∧ vp)
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Cette proposition justifiera que les ope´rations que nous allons de´finir sur ∧pRN le
seront simplement sur l’ensemble des p-vecteurs de´composables.
Nous aurons a` e´tudier dans la suite le comportement asymptotique des normes de
suites de matrices dont on voudra prendre la p-ie`me puissance exte´rieure. Pour l’instant
nous n’avons ni de´fini ce qu’est la puissance exte´rieure d’une matrice, ni la norme sur
une puissance exte´rieure d’espace vectoriel.
Tout d’abord, nous allons de´finir un produit scalaire sur ∧pRN . Pour deux p-uplets
(u1, . . . , up) et (v1, . . . , vp) de vecteurs de RN on de´finit le produit scalaire sur les p-
vecteurs de´composables par :
(u1 ∧ . . . ∧ up, v1 ∧ . . . ∧ vp) = det((〈ui, vj〉)i,j)
ou` 〈., .〉 est le produit scalaire usuel sur RN . On notera || || la norme associe´e.
Il nous reste donc a` de´finir comment un e´le´ment du groupe line´aire GLN(R) agit sur
∧pRN . Si M ∈ GLN(R) on de´finit un automorphisme ∧pM de ∧pRN en le de´finissant
sur les p-vecteurs de´composables par :
(∧pM)(u1 ∧ . . . ∧ up) =Mu1 ∧ . . . ∧Mup
On a alors la proprie´te´ de multiplicativite´ : ∧p(MN) = (∧pM)(∧pN).
Puis, la norme de l’application line´aire ou de la matrice ∧pM est la norme induite
par || || sur ∧pRN :
|| ∧p M || = sup{||(∧pM)v|| | v ∈ ∧pRN , ||v|| = 1}
On la note aussi || || dans la mesure ou` dans la suite de notre propos il n’y aura
pas, a` l’usage, de confusion possible entre la norme sur ∧pRN et la norme d’ope´rateur
qu’elle induit. Par la proprie´te´ de multiplicativite´ de la puissance exte´rieure et la sous-
multiplicativite´ de la norme d’ope´rateur, on a pour M et N dans GLN(R) :
|| ∧p (MN)|| ≤ || ∧p M || || ∧p N ||
On remarque que si K est une matrice orthogonale pour le produit scalaire usuel sur
RN , alors ∧pK est encore orthogonale. Cette remarque nous conduit a` la proposition
suivante :
Proposition 2.1.5. Soient M une matrice dans GLN(R) et a1(M) ≥ . . . ≥ aN(M) > 0
les racines carre´es positives des valeurs propres de tMM . Alors pour tout p ∈ {1, . . . , N},
on a :
|| ∧p M || = a1(M) . . . ap(M)
De´monstration. On e´crit une de´composition polaire de M , M = KAU avec K et U
des matrices orthogonales et A = diag(a1(M), . . . , aN(M)). Comme ∧pK et ∧pU sont
encore orthogonales, on a : || ∧p M || = || ∧p A||.
Or si (e1, . . . , eN) est la base canonique de RN :
(∧pA)(ei1 ∧ . . . ∧ eip) = (ai1 . . . aip)(ei1 ∧ . . . ∧ eip)
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D’ou` :
||(∧pA)|| = sup{ai1 . . . aip | 1 ≤ i1 < . . . < ip ≤ N} = a1(M) . . . ap(M)
Ce qui ache`ve la preuve.
Enfin, on peut aussi estimer le logarithme de la norme de ∧pM .
Proposition 2.1.6. Soit M une matrice dans GLN(R). On pose :
ℓ(M) = max(log+ ||M ||, log+ ||M−1||)
Alors pour tout p ∈ {1, . . . , N}, et pour tout vecteur unitaire w de ∧pRN , on a :
| log(|| ∧p M ||)| ≤ pℓ(M) et | log(||(∧pM)w||)| ≤ pℓ(M)
De´monstration. Cela se de´duit de la proposition pre´ce´dente comme explique´ dans [BL85],
Lemma 5.4, page 62.
Nous terminons cette section en introduisant la sous-varie´te´ p-lagrangienne de R2N .
Cette de´finition s’inscrit dans le cadre symplectique uniquement. Soit (e1, . . . , e2N) la
base canonique de R2N .
De´finition 2.1.7. Pour tout p dans {1, . . . , N}, soit Lp le sous-espace de ∧pR2N en-
gendre´ par {Me1∧. . .∧Mep |M ∈ SpN(R)}. On l’appelle la sous-varie´te´ p-lagrangienne
de R2N .
Remarque 2.1.8. L’espace projectif P(Lp) est l’ensemble des sous-espaces isotropes
de dimension p dans R2N pour la forme biline´aire donne´e par le produit scalaire usuel.
Nous avons pose´ la` toutes les notations dont nous aurons besoin dans la suite pour
de´finir les exposants de Lyapounov et e´tudier leurs proprie´te´s. Nous allons maintenant
voir comment l’e´tude des suites de matrices ale´atoires peut se ramener a` l’e´tude des
proprie´te´s d’un groupe construit a` partir de ces matrices.
2.2 Suites de matrices symplectiques ale´atoires
Nous allons ici, intentionnellement, re´duire la ge´ne´ralite´ de notre propos au cas des
matrices symplectiques qui sera le cadre dans lequel nous e´voluerons dans la suite.
Nous allons pre´senter les techniques de Fu¨rstenberg, mais uniquement dans le cas de
suites de matrices symplectiques ale´atoires dont l’ale´a n’est pas de´fini a priori sur le
groupe symplectique mais pour des parame`tres ale´atoires contenus dans l’expression
des matrices de la suite.
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2.2.1 Le sous-groupe de Fu¨rstenberg d’une suite de matrices
symplectiques ale´atoires
Nous souhaitons e´tudier le comportement asymptotique des produits forme´s a` partir
d’une suite de matrices symplectiques ale´atoires (Aωn)n∈Z. Tout d’abord on fixe un espace
de probabilite´ (Ω,B,P) dans lequel se trouve le parame`tre ale´atoire ω. Dans les mode`les
que nous e´tudierons aux chapitres 4 et 5, il s’agira d’un espace produit d’espaces de
probabilite´s lie´s a` des variables ale´atoires ω1, . . . , ωN inde´pendantes et identiquement
distribue´es (i.i.d.) de loi ν (i.e., P = ⊗Nν).
Tout d’abord nous allons de´duire de P la de´finition d’une mesure sur SpN(R) qui
sera adapte´e a` l’e´tude de la suite de matrices symplectiques (Aωn)n∈Z. En effet, lorsque
l’on conside`re un produit quelconque de matrices de la suite (Aωn)n∈Z, toutes les matrices
de la suite n’apparaissent pas de manie`re e´quiprobable dans le produit. Cela de´pend de
la distribution de la loi P suivie par le parame`tre ω. La mesure que l’on va de´finir doit
donc traduire cette de´pendance a` la loi P.
En tant que partie de M2N(R), SpN(R) est muni de la topologie induite par la
topologie usuelle surM2N(R) et on peut donc conside´rer les bore´liens de SpN(R) pour
cette topologie induite. Si Γ est un bore´lien de SpN(R), on pose :
µ(Γ) = P({ω ∈ Ω | Aω0 ∈ Γ})
C’est la mesure sur SpN(R) adapte´e a` l’e´tude du produit des A
ω
n puisque c’est la mesure
image par Aωn de la probabilite´ P. Cette mesure µ est de´finie seulement a` partir de A
ω
0
puisque les matrices Aωn sont suppose´es i.i.d..
Remarque 2.2.1. Dans [BL85] et de´ja` dans [Fur63], la mesure µ n’e´tait pas de´finie
exactement de cette fac¸on. En effet, dans ces re´fe´rences on se donne a priori une distri-
bution sur la suite (Aωn)n∈Z qui n’est pas induite par une distribution sur certains des
coefficients des matrices Aωn. Dans notre cas, l’ale´a est de´fini par certains coefficients
des matrices qui s’ave`rent eˆtre des variables ale´atoires suivant leur propre loi. Ainsi,
dans notre cadre, on de´finit a priori un espace de probabilite´ dans lequel “vivent” cer-
tains coefficients des matrices Aωn, puis a` partir de leur loi on construit la distribution
des matrices Aωn qui est alors une mesure non plus sur (Ω,B), mais sur SpN(R). On se
rame`ne alors a` la the´orie pre´sente´e dans [BL85] en ve´rifiant que les matrices Aωn sont
bien inde´pendantes et identiquement distribue´es pour cette mesure que l’on a construite.
Ayant muni SpN(R) de cette mesure, nous allons pouvoir de´finir un sous-groupe de
SpN(R) dont l’e´tude sera le cœur de nos preuves dans la suite. En effet, l’objet naturel
qui contient tous les produits significatifs de matrices de la suite (Aωn)n∈Z, significatifs
au sens de la mesure µ, est le groupe suivant :
De´finition 2.2.2. On note Gµ le plus petit sous-groupe ferme´ de SpN(R) contenant le
support de la mesure µ :
Gµ = 〈Aω0 | Aω0 ∈ suppµ〉
On appellera ce groupe le « sous-groupe de Fu¨rstenberg » associe´ a` la suite (Aωn)n∈Z.
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Remarque 2.2.3. Nous ferons dans la suite usage de la notation G au lieu de Gµ
quand il n’y aura pas de confusion possible quant a` la suite de matrices e´tudie´e et donc
quant a` la mesure µ de´finissant Gµ.
Remarque 2.2.4. Le nom de « sous-groupe de Fu¨rstenberg » est un choix personnel. En
effet ce sous-groupe est constamment utilise´ depuis l’article fondateur de Fu¨rstenberg
[Fur63] et nous n’avons jamais trouve´ d’article dans lequel il est ainsi nomme´. Ce choix
a pour seul objet de faciliter la re´fe´rence a` ce groupe dans les preuves qui suivent.
2.2.2 p-contractivite´ et Lp-irre´ductibilite´ forte
Ayant de´fini un sous-groupe de SpN(R) donc d’automorphismes de R
2N , nous allons
nous inte´resser aux proprie´te´s ge´ome´triques de ce sous-groupe de transformations.
2.2.2.1 Lp-irre´ductibilite´ forte
Nous suivons ici les de´finitions donne´es dans [BL85]. Nous commenc¸ons par donner
une de´finition de la notion d’irre´ductibilite´ forte qui vaille pour toue partie de GLN(R).
De´finition 2.2.5 (Irre´ductibilite´ forte). E´tant donne´ une partie S de GLN(R), on dit
que :
(i) S est irre´ductible s’il n’existe pas de sous-espace strict V de RN tel queM(V ) = V
pour tout M ∈ S.
(ii) S est dit fortement irre´ductible s’il n’existe pas de famille finie de sous-espaces
stricts de RN , V1, . . . , Vk telle que :
M(V1 ∪ . . . ∪ VN) = V1 ∪ . . . ∪ VN
pour tout M ∈ S.
Par sous-espace strict on entend sous-espace de RN diffe´rent de RN et de {0}.
Remarque 2.2.6. La proprie´te´ d’irre´ductibilite´ forte s’interpre`te facilement dans le
cas ou` N = 2. Elle signifie ge´ome´triquement qu’il y a suffisamment de transformations
du plan dans l’ensemble S pour faire bouger toutes les droites et les re´unions finies
de droites dans le plan. Bien suˆr cela signifie la meˆme chose en dimension supe´rieure,
l’image est juste plus simple en dimension 2. C’est d’ailleurs cette interpre´tation ge´ome´-
trique simple de l’irre´ductibilite´ forte qui est utilise´e dans les preuves de [DSS02b].
Dans la suite, nous chercherons a` prouver que le sous-groupe de Fu¨rstenberg associe´
a` une certaine suite de matrices ale´atoires a cette proprie´te´ d’irre´ductibilite´ forte. Mal-
heureusement, l’action de SpN(R) sur ∧2R2N n’est pas irre´ductible (donc a fortiori pas
fortement irre´ductible). En effet, l’espace engendre´ par
∑N
i=1 ei ∧ eN+i est invariant par
tout e´le´ment de SpN(R).
La de´finition que nous venons de donner n’est donc pas adapte´e au cadre symplec-
tique. Nous allons donc raffiner cette de´finition pour l’adapter a` nos besoins.
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De´finition 2.2.7 (Lp-irre´ductibilite´ forte). Soient T une partie de SpN(R) et p un entier
dans {1, . . . , N}. On dit que T est Lp-fortement irre´ductible s’il n’existe pas d’union
finie W de sous-espaces stricts de Lp telle que ∧pM(W ) =W pour tout M ∈ T .
La` encore, par sous-espace strict, on entend sous-espace de Lp diffe´rent de Lp et de
{0}. Le fait de se restreindre a` des sous-espaces stricts de Lp permet d’e´viter l’e´cueil
sur lequel butait la premie`re de´finition. Mais cette de´finition est moins intuitive du
point de vue ge´ome´trique que la pre´ce´dente, c’est pourquoi nous ne l’avons pas donne´e
directement.
2.2.2.2 Proprie´te´s de contraction
Nous suivons les de´finitions donne´es dans [BL85]. Nous allons de´finir la notion d’en-
semble contractant dans GLN(R).
De´finition 2.2.8 (Ensemble p-contractant). Soient T une partie de GLN(R) et p un
entier dans {1, . . . , N − 1}. On dit que T est p-contractant s’il existe une suite (Mn)n∈N
dans T telle que la limite suivante existe :
lim
n→∞
∧pMn
|| ∧p Mn|| =M
et soit une matrice de rang 1.
Remarque 2.2.9. On peut voir cette proprie´te´ comme l’analogue de la non-compacite´
dans le cas ou` N = 2. Cela s’interpre`te encore comme le fait que la partie T est assez
“grande” pour que l’on puisse y trouver une suite convergente vers une matrice de rang
1. C’est une condition qui assure l’unicite´ de la mesure limite d’une chaˆıne de Markov
utilise´e dans la preuve du the´ore`me 2.3.7.
Nous donnons ici un moyen simple de s’assurer qu’un sous-ensemble de GLN(R) est
p-contractant pour tout p.
Proposition 2.2.10. Un sous-ensemble T de GLN(R) qui contient une matrice ayant
N valeurs propres de modules distincts est p-contractant pour tout p ∈ {1, . . . , N − 1}.
De´monstration. Soit M une matrice dans T ayant N valeurs propres de modules dis-
tincts, {λ1, . . . , λN}. Alors ∧pM a une valeur propre simple dominante pour tout p
dans {1, . . . , N−1}. En effet si u1, . . . , uN sont les vecteurs propres associe´s aux valeurs
propres de M , alors :
∀p, (∧pM)(u1 ∧ . . . ∧ uN) = λ1 . . . λN(u1 ∧ . . . ∧ uN)
Puis il vient, par la de´composition de Jordan de ∧pM que ∧pM2n||∧pM2n|| converge vers une
matrice de projection d’image ker(M − (λ1 . . . λN)I) de dimension 1. Donc la suite
((∧pM)n)n est p-contractante pour tout p dans {1, . . . , N − 1}.
Bien suˆr ce crite`re n’est pas un crite`re applicable en toute ge´ne´ralite´ pour prouver
qu’un sous-ensemble de GLN(R) est p-contractant pour tout p, mais dans certains cas
simples il peut suffire.
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2.3 Se´paration des exposants de Lyapounov
Nous allons maintenant de´finir la notion d’exposants de Lyapounov et donner un
crite`re leur assurant d’eˆtre tous se´pare´s.
2.3.1 Exposants de Lyapounov
Nous allons commencer par introduire l’exposant de Lyapounov dominant d’une
suite de matrices ale´atoires de GLN(R), soit (Aωn)n∈N. On a la de´finition suivante :
De´finition 2.3.1. On suppose que l’espe´rance E(log+ ||Aω0 ||) est finie. Alors la limite
suivante appartient a` R ∪ {−∞} :
γ = lim
n→∞
1
n
log ||Aωn−1 . . . Aω0 ||
Nous l’appelons l’exposant de Lyapounov dominant associe´ a` la suite (Aωn)n∈N.
Remarque 2.3.2. Sous l’hypothe`se que l’espe´rance E(log+ ||Aω0 ||) est finie, cette limite
existe toujours comme conse´quence de la loi des grands nombres dans le cas ou` elle vaut
−∞ et de la the´orie des cocycles et des mesures invariantes comme pre´sente´e au chapitre
6, a` la section 6.1 pour le cas ou` elle est finie. De plus elle est e´gale a` la limite presque-
suˆre de 1
n
log || ∧p (Aωn−1 . . . Aω0 )|| lorsque n tend vers +∞. Pour la preuve pre´cise de
cette assertion on renvoie a` [BL85], the´ore`me 4.1, page 11.
Cet exposant de´crit le comportement exponentiel asymptotique de la suite (Aωn)n∈N
dans l’espace RN tout entier, en somme, le comportement asymptotique global de cette
suite. Mais a` lui tout seul cet exposant ne permet pas de connaˆıtre le comportement
asymptotique exponentiel sur les sous-espaces propres de la matrice Aωn−1 . . . A
ω
0 et donc
de comprendre re´ellement la dynamique associe´e a` cette suite de matrices ale´atoires.
Pour pallier cette difficulte´, nous allons de´finir d’autres exposants de Lyapounov, in-
terme´diaires en un certain sens, qui permettront d’affiner l’e´tude du comportement
asymptotique de (Aωn)n∈N. L’interpre´tation dynamique pre´cise de ces exposants de Lya-
pounov est donne´e par le the´ore`me d’Oseledets (voir [Ose68]).
De´finition 2.3.3. Soit (Aωn)n∈Z une suite de matrices ale´atoires, i.i.d. dans SpN(R) et
telle que l’espe´rance E(log+ ||Aω0 ||) soit finie. Les exposants de Lyapounov γ1, . . . , γ2N
associe´s a` la suite (Aωn)n∈Z sont de´finis de fac¸on inductive par γ = γ1 (l’exposant de
Lyapounov dominant) et pour p ≥ 2,
p∑
i=1
γi = lim
n→∞
1
n
E(log || ∧p (Aωn−1 . . . Aω0 )||)
On peut voir que les sommes
∑p
i=1 γi sont en fait les exposants de Lyapounov domi-
nants associe´s aux suites (∧p(Aωn))n∈Z lorsque p varie. Ainsi pour la meˆme raison qu’a`
la remarque 2.3.2, ces sommes appartiennent a` R ∪ {−∞}. En fait, plus pre´cise´ment,
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d’apre`s le point (iv) de la proposition 2.1.2, comme on a E(log+ ||Aω0 ||) < +∞ et que
la matrice Aω0 est symplectique, on a aussi E(log
+ ||(Aω0 )−1||) < +∞. Mais alors la
proposition 2.1.6 s’applique et pour tout p :∣∣∣∣∣1p
p∑
i=1
γi
∣∣∣∣∣ ≤ max(E(log+ ||Aω0 ||),E(log+ ||(Aω0 )−1||)) < +∞
Par suite, le cas ou` l’une des sommes vaudrait −∞ e´tant exclu, tous les exposants de
Lyapounov sont finis.
On peut donner une caracte´risation de ces exposants de Lyapounov en fonction de
la suite des valeurs propres des matrices t(Aωn−1 . . . A
ω
0 )(A
ω
n−1 . . . A
ω
0 ).
Proposition 2.3.4. Si a1(n) ≥ . . . ≥ a2N(n) sont les racines carre´es des valeurs
propres de la matrice syme´trique de´finie positive t(Aωn−1 . . . A
ω
0 )(A
ω
n−1 . . . A
ω
0 ), alors, avec
probabilite´ 1 :
γp = lim
n→∞
1
n
E(log ap(n)) = lim
n→∞
1
n
log ap(n)
De´monstration. On renvoie a` [BL85], proposition 5.6, page 63.
On termine ces ge´ne´ralite´s sur les exposants de Lyapounov associe´s a` des suites
i.i.d. de matrices ale´atoires dans SpN(R) par une proprie´te´ essentielle de syme´trie sur
les exposants de Lyapounov.
Proposition 2.3.5. Si γ1 ≥ . . . ≥ γ2N sont les exposants de Lyapounov associe´s a` une
suite i.i.d. de matrices ale´atoires dans SpN(R), alors, pour tout 1 ≤ i ≤ N :
γ2N−i+1 = −γi
De´monstration. C’est une conse´quence directe du point (iii) de la proposition 2.1.2
applique´ a` la matrice symplectique t(Aωn−1 . . . A
ω
0 )(A
ω
n−1 . . . A
ω
0 ), de la proposition 2.3.4
et du fait que log 1
ai(n)
= − log(ai(n)).
Cette proprie´te´ de syme´trie nous dit que les exposants de Lyapounov associe´s a` une
suite i.i.d. de matrices ale´atoires symplectiques peuvent se regrouper par paires et nous
verrons qu’alors pour montrer la se´paration de ceux-ci, il nous suffira d’e´tudier les N
premiers.
2.3.2 Crite`re de se´paration des exposants de Lyapounov
Nous allons maintenant donner un crite`re de se´paration des exposants de Lyapounov,
fonde´ sur les proprie´te´s de Lp-irre´ductibilite´ forte et de p-contractivite´ du sous-groupe
de Fu¨rstenberg associe´ a` une suite de matrices ale´atoires symplectiques. Ce re´sultat est
le point le plus important de ce chapitre.
Tout d’abord un point de vocabulaire.
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De´finition 2.3.6. On dit que les exposants de Lyapounov sont se´pare´s lorsqu’ils sont
distincts :
γ1 > γ2 > . . . > γ2N
On peut alors e´noncer le the´ore`me nous donnant le principal crite`re de se´paration
des exposants de Lyapounov.
The´ore`me 2.3.7. Soit (Aωn)n∈Z une suite i.i.d. de matrices ale´atoires symplectiques
d’ordre 2N et soit p un entier dans {1, . . . , N}. Soit µ la distribution commune des Aωn
comme de´finie a` la section 2.2.1. On suppose que le sous-groupe de Fu¨rstenberg Gµ as-
socie´ a` la suite (Aωn)n∈Z est p-contractant et Lp-fortement irre´ductible et que l’espe´rance
E(log ||Aω0 ||) est finie. On a alors :
(i) γp > γp+1
(ii) Pour tout e´le´ment non nul x de Lp :
lim
n→∞
1
n
log || ∧p (Aωn−1 . . . Aω0 )x|| =
p∑
i=1
γi
(iii) Il existe une unique mesure de probabilite´ νp sur P(Lp), µ-invariante, telle que :
γ1 + . . .+ γp =
∫
SpN (R)×P(Lp)
log
||(∧pg)x||
||x|| dµ(g) dνp(x¯)
De´monstration. On se re´fe`re a` [BL85], proposition 3.4, page 89. Pour la de´finition d’une
mesure invariante, voir la de´finition 6.1.5.
Ce re´sultat va surtout nous inte´resser sous la forme du corollaire suivant :
Corollaire 2.3.8. Soit (Aωn)n∈Z une suite i.i.d. de matrices ale´atoires symplectiques
d’ordre 2N . Soit µ la distribution commune des Aωn comme de´finie a` la section 2.2.1.
On suppose que le sous-groupe de Fu¨rstenberg Gµ associe´ a` la suite (A
ω
n)n∈Z est p-
contractant et Lp-fortement irre´ductible pour tout p ∈ {1, . . . , N} et que l’espe´rance
E(log ||Aω0 ||) est finie.
Alors, les exposants de Lyapounov associe´s a` la suite (Aωn)n∈Z sont se´pare´s, en par-
ticulier :
γ1 > γ2 > . . . > γN > 0
De´monstration. Le fait que γ1 > γ2 > . . . > γN est l’application re´pe´te´e du point
(i) du the´ore`me 2.3.7 ci-dessus, pour chaque p dans {1, . . . , N − 1}. Alors, γN est
strictement positif car d’apre`s la proposition 2.3.5, γN = −γN+1 et d’apre`s le the´ore`me
2.3.7, γN > γN+1 et donc on ne peut pas avoir γN = γN+1 = 0.
Nous constatons donc que le lien est fait entre d’une part une proprie´te´ dyna-
mique associe´e a` une suite i.i.d. de matrices ale´atoires symplectiques, en l’occurrence
la se´paration de ses exposants de Lyapounov, et des proprie´te´s plus ge´ome´triques d’un
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objet alge´brique associe´ a` cette suite, le sous-groupe de Fu¨rstenberg. Cela constitue un
crite`re tre`s puissant en pratique, puisqu’il permet de ne pas avoir a` e´tudier directement
des limites de produits matriciels, mais plus simplement de se ramener a` des produits
finis de telles matrices dans le sous-groupe de Fu¨rstenberg.
Nous pouvons aussi pre´ciser que le the´ore`me 2.3.7 a son analogue pour N = 1. C’est
le the´ore`me de Fu¨rstenberg (voir [Fur63] ou encore [BL85], the´ore`me 4.4, page 32) qui
assure la stricte positivite´ de l’exposant de Lyapounov dominant associe´ a` la suite i.i.d.
de matrices ale´atoires dans SL2(R) = Sp1(R). Dans ce cas, la 1-contractivite´ est rem-
place´e par la non compacite´ du sous-groupe de Fu¨rstenberg et la L1-forte irre´ductibilite´
co¨ıncide avec la notion d’irre´ductibilite´ forte dans GL2(R). Ce the´ore`me de Fu¨rstenberg
est suffisant pour traiter le mode`le e´tudie´ dans [DSS02b].
Nous donnons un dernier re´sultat dans cette section qui de´coule du corollaire 2.3.8.
Proposition 2.3.9. Si Gµ contient un ouvert de SpN(R), alors les exposants de Lya-
pounov sont se´pare´s.
De´monstration. On suit la preuve de la proposition 3.5 page 91 dans [BL85]. Il suffit
de ve´rifier les hypothe`ses du corollaire 2.3.8. Nous devons prouver que pour tout p
dans {1, . . . , N}, Gµ est Lp-fortement irre´ductible et p-contractant. On fixe p dans
{1, . . . , N}.
On commence par prouver que Gµ est Lp-fortement irre´ductible. Par hypothe`se Gµ
contient un ouvert de SpN(R). Or, SpN(R) e´tant connexe, il vient Gµ = SpN(R). Dans
ce cas, nous pouvons appliquer l’exercice 2.9 page 87 dans [BL85]. Nous devons donc
montrer qu’il n’y a pas de sous-espace strict V de Lp tel que (∧pM)(V ) ⊂ V pour tout
M dans SpN(R).
Supposons par l’absurde qu’il existe un tel V . On e´crit M = KAU avec K, A et U
comme au point (iii) de la proposition 2.1.2. Alors si (e1, . . . , e2N) est la base canonique
de R2N , on a :
(∧pA)(e1 ∧ . . . ∧ ep) = a1 . . . ape1 ∧ . . . ∧ ep
Et donc (∧pA)(V ) ⊂ V . Mais si e1 ∧ . . .∧ ep est dans V , alors Me1 ∧ . . .∧Mep est dans
V et donc V = Lp. Ainsi V n’est pas un sous-espace strict de Lp. Donc e1 ∧ . . .∧ ep est
dans W , l’orthogonal de V dans Lp. Alors, si w ∈ W et v ∈ V :
(∧pMw, v) = (w,∧pM∗v) = 0
pour tout M dans SpN(R) (car
tM est aussi dans SpN(R)). Ainsi, Me1 ∧ . . . ∧Mep
est dans W pour tout M et donc W = Lp. Cela contredit encore le fait que V est un
sous-espace strict de Lp. Et donc Gµ est bien Lp-fortement irre´ductible.
Pour la preuve de la p-contractivite´, on renvoie a` [BL85], page 91, proposition 3.5.
Remarque 2.3.10. On a seulement prouve´ la Lp-irre´ductibilite´ forte puisqu’en fait,
ce que l’on vient de prouver est que le groupe symplectique SpN(R) est lui-meˆme Lp-
fortement irre´ductible. Et c’est tout ce dont nous aurons besoin dans la suite pour
justifier l’application de la the´orie de Gol’dsheid et Margulis au chapitre 3.
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Nous terminons cette section sur les crite`res de se´paration d’exposants de Lyapou-
nov par une remarque quant a` l’inte´reˆt de prouver qu’un exposant de Lyapounov est
strictement positif. Lorsqu’un exposant de Lyapounov γi est strictement positif, le com-
portement asymptotique de la suite (||(Aωn−1 . . . Aω0 )w||) pour w dans l’espace associe´ a`
γi par le the´ore`me d’Oseledets (voir [Ose68]) est de type exponentiel. Si γi est nul, on ne
peut rien dire sur le comportement asymptotique de cette meˆme suite de normes, si ce
n’est qu’il n’est pas exponentiel. D’ailleurs, pour pouvoir utiliser le the´ore`me d’Osele-
dets, qui de´crit la dynamique associe´e a` la suite des produits (Aωn−1 . . . A
ω
0 ), on a besoin
d’avoir des exposants de Lyapounov distincts, ce qui donne une premie`re justification
a` cette recherche de se´paration des exposants de Lyapounov
Nous allons maintenant voir un autre inte´reˆt a` prouver que des exposants de Lya-
pounov sont non nuls. En effet dans la prochaine section nous allons voir dans quelle
mesure on peut associer a` un ope´rateur des exposants de Lyapounov et comment ceux-ci
caracte´risent le spectre absolument continu de l’ope´rateur en question.
2.3.3 The´orie de Kotani
La the´orie de S.Kotani est une the´orie centrale dans l’e´tude des ope´rateurs ergo-
diques. Elle permet de caracte´riser le spectre absolument continu en fonction des ex-
posants de Lyapounov. Nous allons donc commencer par pre´senter comment on associe
des exposants de Lyapounov a` un ope´rateur de Schro¨dinger agissant sur L2(R,CN).
On fixe (Ω, ω,P) un espace de probabilite´. On commence par se donner un ope´rateur
de Schro¨dinger agissant sur L2(R,CN) par :
H(ω) = − d
2
dx2
+
∑
n∈Z
V (n)ω (x)
ou` la suite de potentiels (V
(n)
ω )n∈Z est forme´e de fonctions borne´es a` valeurs dans les
matrices syme´triques re´elles. On suppose de plus, que ces potentiels sont inde´pendants
et identiquement distribue´s par rapport au parame`tre ω ∈ Ω. On suppose enfin que
H(ω) ainsi de´fini est R-ergodique (ou Z-ergodique).
Pour E ∈ R on peut conside´rer le syste`me diffe´rentiel d’ordre 2 associe´ a` l’ope´rateur
H(ω) suivant :
−u′′ + Vωu = Eu (2.1)
avec u = (u1, . . . , uN) ∈ CN .
Soit alors Aωn,N(E) la matrice de transfert de n vers n+ 1 de´finie par la relation :
u1(n+ 1)
...
uN(n+ 1)
u′1(n+ 1)
...
u′N(n+ 1)

= Aωn,N(E)

u1(n)
...
uN(n)
u′1(n)
...
u′N(n)

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Elle envoie une solution de (2.1) de sa valeur en n a` sa valeur en n + 1. Puis le
produit Aωn−1,N(E) . . . A
ω
0,N(E) envoie les conditions initiales en 0 d’une telle solution
en la valeur de la solution en n. Ainsi l’e´tude du comportement asymptotique de u se
rame`ne a` l’e´tude du comportement asymptotique du produit Aωn−1,N(E) . . . A
ω
0,N(E).
On peut ve´rifier que la suite de matrices (Aωn,N(E))n∈Z est une suite de matrices
symplectiques ale´atoires, inde´pendantes et identiquement distribue´es. Le fait que ce
soient des matrices symplectiques provient d’un calcul direct lorsque l’on connaˆıt une
expression de Aωn,N(E) en fonction d’une base de solutions de (2.1), le caracte`re i.i.d. de
la suite provient de l’hypothe`se d’inde´pendance faite sur les potentiels V
(n)
ω ainsi que
du fait que les supports compacts des potentiels sont deux a` deux disjoints. La the´orie
de´veloppe´e dans tout ce chapitre peut donc s’appliquer a` la suite (Aωn,N(E))n∈Z et nous
avons donc l’existence de 2N exposants de Lyapounov, γ1(E) ≥ . . . ≥ γ2N(E), associe´s
a` cette suite.
De´finition 2.3.11. Les exposants de Lyapounov γ1(E) ≥ . . . ≥ γ2N(E) associe´s a` la
suite (Aωn,N(E))n∈Z des matrices de transfert pour l’ope´rateur H(ω) sont par de´finition
les exposants de Lyapounov associe´s a` l’ope´rateur H(ω).
Nous pouvons alors e´noncer dans ce cadre les re´sultats de S.Kotani et B.Simon
prouve´s dans [KS88] qui caracte´risent le spectre absolument continu de l’ope´rateur
H(ω). Tout d’abord on rappelle le re´sultat de Ishii et Pastur qui nous dit que l’hypothe`se
d’ergodicite´ surH(ω) assure l’existence d’un spectre presque suˆr Σ ainsi que des spectres
absolument continu presque suˆr Σac, singulier continu presque suˆr Σsc et purement
ponctuel presque suˆr Σpp. On a alors le the´ore`me suivant :
The´ore`me 2.3.12. Soit Sk l’ensemble des valeurs de E ∈ R telles qu’il y ait exactement
2k exposants de Lyapounov γi1(E), . . . , γi2k(E) nuls. Alors Sk est le support essentiel
de Σ2kac , spectre absolument continu de multiplicite´ 2k. De plus pour de tels ope´rateurs
H(ω) il n’y a pas de spectre absolument continu de multiplicite´ impaire.
De´monstration. Dans le cas des ope´rateurs R-ergodiques, ce the´ore`me est exactement
le the´ore`me 7.2 dans [KS88]. Dans le cas Z-ergodique la me´thode de suspension utilise´e
par Kirsch dans [Kir85] et pre´sente´e a` la section 7.1 du pre´sent travail permet de prouver
que le re´sultat reste vrai.
Ce re´sultat est important dans la mesure ou` il prouve que si a contrario les exposants
de Lyapounov sont pour presque toute e´nergie E strictement positifs, alors l’ope´rateur
H(ω) n’a pas de spectre absolument continu. Cela signifie par le the´ore`me R.A.G.E.
(voir [Ens78, Ens79, AG73]) que les valeurs moyennes des fonctions propres de H(ω)
tendent vers 0 a` l’infini a` vitesse exponentielle. Le spectre absolument continu e´tant lie´
par le the´ore`me R.A.G.E. a` la notion de diffusion, il n’y a donc pas de phe´nome`ne de
diffusion dans ce cas.
Les ide´es de Kotani, entre autres dans le cas des ope´rateurs a` valeurs scalaires et
non matricielles, ont un e´ventail d’applications bien plus large. Pour un aperc¸u tre`s
complet de cette the´orie on peut citer l’articlee re´cent de D.Damanik, [Dam06]. Par
exemple la the´orie de Kotani nous assure que l’exposant de Lyapounov dominant pour
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un ope´rateur comme H(ω) est strictement positif pour presque tous les E ∈ R. Mais
elle ne nous dit rien en ge´ne´ral sur les autres exposants de Lyapounov.
Nous avons ainsi mis en place toutes les de´finitions lie´es aux exposants de Lyapounov
dont nous aurons besoin dans la suite, ainsi que les re´sultats principaux, comme le crite`re
de se´paration et la the´orie de Kotani. Dans le chapitre suivant, nous allons montrer
comment on peut ve´rifier les hypothe`ses de p-contractivite´ et de Lp-irre´ductibilite´ forte
a` l’aide d’un crite`re alge´brique et voir le sous-groupe de Fu¨rstenberg sous l’angle de la
the´orie des groupes de Lie.
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Dans ce second chapitre de rappels, nous allons pre´senter les outils alge´briques qui
permettrons d’appliquer les re´sultats e´nonce´s au chapitre 2 de se´paration des exposants
de Lyapounov (Prop. 2.3.7 et Cor. 2.3.8).
Dans un premier temps, nous allons exposer les travaux de Gol’sdheid et Mar-
gulis (voir [GM89]) sur une caracte´risation alge´brique de la p-contractivite´ et de la
Lp-irre´ductibilite´ forte dans les groupes de Lie line´aires semi-simples. Ils prouvent que
ces proprie´te´s sont ve´rifie´es de`s lors que le sous-groupe e´tudie´ est suffisamment “gros”
alge´briquement ce qui va se traduire par le fait qu’il sera dense pour la topologie de
Zariski. Cette caracte´risation sera suffisante pour e´tudier le mode`le d’interactions ponc-
tuelles pre´sente´ au chapitre 4.
Puis dans un second temps, nous pre´senterons un crite`re effectif permettant de
prouver qu’un sous-groupe d’un groupe de Lie semi-simple est dense pour la topologie
usuelle et donc aussi pour la topologie de Zariski. Ce crite`re est prouve´ par Breuillard
et Gelander dans [Bre03] et publie´ dans [BG03]. Il nous permettra d’e´tudier un mode`le
d’Anderson continu a` valeurs matricielles au chapitre 5.
Les deux re´sultats que nous pre´sentons dans ce chapitre supposent des connais-
sances e´le´mentaires sur les groupes de Lie et leurs alge`bres de Lie associe´es. Pour une
pre´sentation des diffe´rentes de´finitions et proprie´te´s sur les groupes et alge`bres de Lie,
il existe quantite´ d’ouvrages ge´ne´raux. Nous renvoyons par exemple a` [Bou68], [DK00]
ou encore a` [Kna02] pour les proprie´te´s ge´ne´rales. Pour les proprie´te´s e´le´mentaires du
groupe symplectique vu comme groupe de Lie, auquel nous appliquerons les re´sultats
du pre´sent chapitre, on peut consulter [MT86].
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3.1 Crite`re de Gol’dsheid et Margulis
3.1.1 Adhe´rence de Zariski
Nous commenc¸ons par rappeler la de´finition de la densite´ au sens de la topologie de
Zariski dans un groupe de Lie line´aire (i.e. un sous-groupe de Lie de GL2N(R)). Nous
garderons en teˆte que nous souhaitons appliquer ces de´finitions et re´sultats au groupe
symplectique. Les rappels de cette partie sont inspire´s des pre´sentations faites dans
[Ben97] et [Per95].
De´finissons tout d’abord la topologie de Zariski sur MN(R). On identifie pour cela
MN(R) a` RN2 . Alors, pour S une partie quelconque de R[X1, . . . , XN2 ], on pose :
V (S) = {x ∈ RN2 | ∀P ∈ S, P (x) = 0}
Ainsi, V (S) est constitue´ des ze´ros communs aux polynoˆmes de S. On appelle ensemble
alge´brique affine de´fini par S l’ensemble V (S). On peut alors prouver qu’une intersection
quelconque d’ensembles alge´briques affines en est encore un, ainsi que pour les re´unions
finies.
Ces ensembles alge´briques affines sont donc les ferme´s d’une topologie sur RN
2
que
l’on appelle topologie de Zariski. La topologie de Zariski est celle pour laquelle les ferme´s
sont les ze´ros communs de familles de polynoˆmes.
Si on regarde la topologie de Zariski sur MN(R), cela revient a` regarder des po-
lynoˆmes en les N2 coefficients matriciels. La topologie de Zariski sur GLN(R) est la
topologie induite par la topologie de Zariski que l’on vient de de´finir. Il en sera de
meˆme pour la topologie de Zariski sur tout sous-groupe de GLN(R), comme par exemple
SpN(R) ou le sous-groupe de Fu¨rstenberg associe´ a` une suite i.i.d. de matrices ale´atoires.
On peut maintenant de´finir l’adhe´rence de Zariski d’un sous-ensemble de GLN(R) :
De´finition 3.1.1. L’adhe´rence de Zariski d’un sous-ensemble G de GLN(R) est le plus
petit ferme´ de GLN(R) pour la topologie de Zariski qui contienne G. On le note ClZ(G).
Un sous-ensemble G′ ⊂ G est alors Zariski-dense dans G lorsque ClZ(G′) = ClZ(G).
En d’autres termes, si G est un sous-ensemble de GLN(R), ClZ(G) est l’ensemble
des ze´ros dans GLN(R) des polynoˆmes nuls sur G. Ainsi G′ est Zariski-dense dans G si
tout polynoˆme nul sur G′ est aussi nul sur G.
Nous donnons maintenant une proprie´te´ importante de l’adhe´rence de Zariski : elle
pre´serve la structure de groupe.
Proposition 3.1.2. Si G est un sous-groupe ferme´ de GLN(R), alors son adhe´rence
de Zariski ClZ(G) est encore un sous-groupe de GLN(R).
Pour la preuve on renvoie par exemple a` [OV90]. Comme de plus l’adhe´rence de
Zariski d’un sous-ensemble est aussi un ferme´ pour la topologie usuelle, on en de´duit
que l’adhe´rence de Zariski d’un sous-groupe de Lie de GLN(R) est encore un groupe de
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Lie. Cela sera essentiel aux chapitres 4 et 5 pour pouvoir conside´rer l’alge`bre de Lie de
l’adhe´rence de Zariski du sous-groupe de Fu¨rstenberg associe´ aux ope´rateurs e´tudie´s.
Nous disposons maintenant des de´finitions e´le´mentaires nous permettant de pre´senter
le crite`re de Gol’dsheid et Margulis.
3.1.2 Sous-groupes Zariski-denses de SpN(R)
Aux chapitres 4 et 5 nous allons e´tudier la se´paration et la stricte positivite´ des
exposants de Lyapounov associe´s a` des ope´rateurs donne´s. Pour cela nous voulons pou-
voir appliquer le re´sultat pre´sente´ au chapitre pre´ce´dent au corollaire 2.3.8. Nous devons
donc prouver que le sous-groupe de Fu¨rstenberg associe´ aux ope´rateurs que nous allons
e´tudier est p-contractant et Lp-fortement irre´ductible pour tout p. Si ces conditions sont
ve´rifiables directement dans le cas des ope´rateurs a` valeurs scalaires correspondant a`
(voir [DSS02b]), dans le cas d’ope´rateurs a` valeurs matricielles, elles peuvent eˆtre parti-
culie`rement difficiles a` ve´rifier. C’est pourquoi nous avons besoin d’un crite`re constructif
permettant de prouver ces proprie´te´s pour tout p. Ce crite`re est obtenu par Gol’dsheid
et Margulis dans [GM89] et constitue une formulation alge´brique de la p-contractivite´
et de la Lp-irre´ductibilite´ forte.
The´ore`me 3.1.3 (Gol’dsheid et Margulis). Soit G un sous-groupe de SpN(R). Si G
est Zariski-dense dans SpN(R), alors G est p-contractant et Lp-fortement irre´ductible
pour tout p ∈ {1, . . . , N}.
De´monstration. D’apre`s [GM89], lemme 6.2 et the´ore`me 6.3, page 57, il suffit de prou-
ver que la composante connexe de l’identite´ de SpN(R) est irre´ductible dans Lp et que
SpN(R) est p-contractant, et ce pour tout p. Pour la p-contractivite´, d’apre`s la propo-
sition 2.2.10, il nous suffit de trouver un e´le´ment de SpN(R) dont les valeurs propres
soient de modules deux a` deux distincts. Par exemple, la matrice suivante est dans
SpN(R) : 
2
3
. . .
N + 1
1
2
1
3
. . .
1
N+1

∈ SpN(R)
et toutes ses valeurs propres sont de modules distincts. Ainsi on a de´ja` prouve´ que
SpN(R) est p-contractant pour tout p.
Pour e´tudier l’irre´ductibilite´ dans Lp de la composante connexe de l’identite´ dans
SpN(R), on commence par rappeler que SpN(R) est connexe. Ainsi la composante
connexe de l’identite´ dans SpN(R) n’est autre que le groupe symplectique SpN(R) lui-
meˆme. Nous sommes donc ramene´ a` prouver que SpN(R) est irre´ductible dans Lp pour
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tout p. C’est exactement ce que nous avons de´ja` prouve´ en prouvant la proposition 2.3.9
au chapitre 2. Ceci ache`ve la preuve du the´ore`me.
Avant de poursuivre, nous pre´cisons tout de meˆme le lemme 6.2 et le the´ore`me 6.3
de [GM89] invoque´ dans la preuve pre´ce´dente. En effet, l’utilisation que l’on en fait ne
correspond pas exactement aux e´nonce´s trouve´s dans [GM89], mais ne´cessite quelques
petites pre´cisions.
Lemme 3.1.4 ([GM89], lemme 6.2). Soit p ∈ {1, . . . , N}. Soient G un sous-groupe
de GL2N(R), X = ClZ(G) son adhe´rence de Zariski et X0 la composante connexe de
l’identite´ de X dans GL2N(R). Alors, la Lp-irre´ductibilite´ forte de G est e´quivalente a`
l’irre´ductibilite´ de X0 dans Lp.
De´monstration. Pour prouver ce re´sultat, il suffit d’adapter a` Lp la preuve de [GM89].
On fixe p ∈ {1, . . . , N}.
Tout d’abord, supposons que la condition de Lp-irre´ductibilite´ forte est satisfaite
par G. On prouve alors que X0 est irre´ductible dans Lp. Supposons par l’absurde que
ce n’est pas le cas et soit alors V un sous-espace stricte de Lp invariant par tout g ∈
X0. Rappelons alors qu’une varie´te´ alge´brique n’a qu’un nombre fini de composantes
connexes (voir [Per95] par exemple). Soit alors X1, . . . , Xk les composantes connexes
de X diffe´rentes de X0. Pour tout i ∈ {1, . . . , k}, on choisit un e´le´ment gi ∈ Xi. On
conside`re alors l’union suivante de sous-espaces stricts de Lp :
k⋃
i=1
giV
E´tant donne´ que X0 est un sous-groupe normal de X, pour tout couple (i, j) il existe
un s ∈ {1, . . . , k} tel que giagj = gsc avec a, c ∈ X0. Or, si g ∈ X on a : g = gja
avec a ∈ X0 pour un certain j ∈ {1, . . . , k}. Alors, si x ∈
⋃k
i=1 giV , x = giv et
gx = ggiv = gjagiv = gscv. Or cv ∈ V car c ∈ X0 et V est invariant par tout e´le´ment
de X0. D’ou` :
gx ∈ gsV ⊂
k⋃
i=1
giV
et cette union est invariante par tout e´le´ment de X et donc en particulier par tout
e´le´ment de G, ce qui contredit la Lp-forte irre´ductibilite´ de G.
Re´ciproquement, supposons que X0 est irre´ductible dans Lp et soit ∪ki=1Vi une union
finie de sous-espaces stricts de Lp qui soit invariante par tout e´le´ment de G. Comme
l’invariance de cette union finie est une condition alge´brique, cette union est aussi
invariante par X. On rappelle alors que l’action des e´le´ments de X sur tout sous-
espace de Lp est continue. Alors, pour g ∈ X0 dans un voisinage suffisamment petit de
l’identite´, gVi = Vi. Il vient, par connexite´, pour tout g ∈ X0, gVi = Vi. Cela contredit
la Lp-irre´ductibilite´ de X0.
Lemme 3.1.5 ([GM89], the´ore`me 6.3). Soit p ∈ {1, . . . , N}. Soit H un sous-groupe
de SpN(R), et soit X = ClZ(H) son adhe´rence de Zariski. Supposons que X est Lp-
fortement irre´ductible et p-contractante. Alors H est aussi p-contractant.
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De´monstration. On peut reprendre point par point la preuve du the´ore`me 6.3 page 58
dans [GM89] en remplac¸ant Rm par Lp.
Nous avons donc a` notre disposition un crite`re puissant, effectif dans certains cas,
permettant de prouver qu’un sous-groupe de SpN(R) est Lp-fortement irre´ductible et
p-contractant pour tout p ∈ {1, . . . , N}. Ce crite`re suffit par exemple a` e´tudier la cas
d’ope´rateurs de Schro¨dinger discrets a` valeurs matricielles comme dans [GM89] a` la
section 7. On peut aussi retrouver en utilisant ce crite`re le re´sultat de [DSS02b] dans le
cas ou` le potentiel a` un site est constant. On va voir aussi que ce crite`re suffit a` e´tudier
un mode`le d’interactions ponctuelles au chapitre 4 et a` prouver l’absence de spectre
absolument continu pour un mode`le d’Anderson matriciel au chapitre 5.
Prouver qu’un sous-groupe de SpN(R) est Zariski-dense dans SpN(R) reste un proble`me
constructif qui peut se re´ve´ler assez difficile a` mettre en œuvre comme nous le verrons
au chapitre 5. De´ja` dans les travaux de Gol’dsheid et Margulis, la construction qui y est
faite pour un ope´rateur de Schro¨dinger discret a` valeurs matricielles est relativement
ardue. Dans un premier temps, pour l’e´tude du mode`le (5.2), nous avons voulu nous
inspirer de cette construction. Nous nous sommes vite heurte´ au fait que nos matrices
de transfert sont plus complique´es que dans le cas discret et la construction de [GM89]
se re´ve´lant peu stable par perturbation, il ne nous a pas e´te´ possible de s’y ramener.
Pour e´tudier le mode`le (5.2) il nous a donc fallu trouver un moyen de prouver qu’un
sous-groupe de SpN(R) est Zariski-dense. Nous avons finalement trouve´ dans les travaux
de Breuillard et Gelander un crite`re plus fort permettant de prouver qu’un sous-groupe
de SpN(R) est dense pour la topologie usuelle dans SpN(R). C’est ce crite`re et ses
conse´quences que nous allons pre´senter dans la section suivante.
3.2 Engendrer des sous-groupes de Lie denses
Nous allons donc pre´senter dans cette section un crite`re permettant de ramener la
question de savoir si un sous-groupe d’un groupe de Lie semi-simple G engendre´ par un
nombre fini d’e´le´ments est dense, a` un proble`me de reconstruction de l’alge`bre de Lie
de G. Ce re´sultat est pre´sente´ initialement dans [Bre03] et repris dans l’article [BG03].
Il est encore pre´cise´ dans [Bre06] ou` sont explore´es certaines conse´quences pre´sente´es
ici.
Initialement, ce re´sultat est vu comme un re´sultat pre´liminaire a` l’existence de sous-
groupes libres denses dans des groupes de Lie semi-simples via l’e´tude d’une alternative
de Tits topologique (voir [Bre06]).
Dans les travaux de Breuillard et Gelander, le re´sultat que nous allons e´noncer est
donne´ dans le cadre des groupes topologiquement parfaits. Commenc¸ons donc par en
donner une de´finition et par voir pourquoi le groupe symplectique re´el SpN(R) l’est.
De´finition 3.2.1. Un groupe de Lie connexe G est dit topologiquement parfait lorsque
son groupe de´rive´ [G,G] est dense dans G.
Dans notre cadre d’e´tude, on rappelle que le groupe symplectique SpN(R) est connexe
et semi-simple. Or un groupe de Lie semi-simple connexe G ve´rifie toujours [G,G] = G,
41
CHAPITRE 3 3.2
il est donc topologiquement parfait. On pourra donc appliquer le the´ore`me suivant avec
G = SpN(R).
The´ore`me 3.2.2 (Breuillard et Gelander). Soit G un groupe de Lie connexe re´el
topologiquement parfait, d’alge`bre de Lie g. Il existe alors un voisinage de l’identite´ O ⊂
G, sur lequel log = exp−1 est un diffe´omorphisme bien de´fini et tel que g1, . . . gm ∈ O
engendre un sous-groupe dense dans G si et seulement si log(g1), . . . , log(gm) engendrent
g.
De´monstration. La preuve de ce re´sultat est difficile et repose principalement sur le fait
qu’il existe ce que l’on appelle un voisinage de Zassenhaus dansG, soit donc un voisinage
de l’identite´ tel que son intersection avec tout sous-groupe discret de G soit contenu
dans un sous-groupe de Lie connexe et nilpotent. Dans un groupe de Lie quelconque,
un tel voisinage existe toujours. Ce re´sultat a tout d’abord e´te´ e´nonce´ par Zassenhaus,
puis prouve´ par Kazhdan et Margulis. Pour une preuve de ce re´sultat on peut voir le
the´ore`me 8.16, page 147 dans [Rag72].
Pour le reste de la preuve on renvoie a` [Bre03], section 6.2, the´ore`me 2.1.
Si on regarde la preuve de ce the´ore`me donne´e par Breuillard dans [Bre03] on se
rend compte qu’en fait elle e´tablit aussi le re´sultat suivant qui lui est e´quivalent :
Proposition 3.2.3. Soit G un groupe de Lie connexe re´el topologiquement parfait,
d’alge`bre de Lie g. Soit A la sous-R-alge`bre de End(g) engendre´e par les Ad(g) lorsque
g parcourt G.
Alors il existe un voisinage de l’identite´ O ⊂ G, sur lequel log = exp−1 est un
diffe´omorphisme bien de´fini et tel que g1, . . . gm ∈ O engendrent un sous-groupe dense
dans G si et seulement si Ad(g1), . . . ,Ad(gm) engendrent A.
De´monstration. La preuve de cette proposition est contenue dans la preuve du the´ore`me
2.1 de la section 6.2 de [Bre03]. Elle est aussi pre´sente´e dans [Bre06]. Pre´cisons que le
voisinage O est alors le meˆme que celui du the´ore`me 3.2.2.
Ces deux re´sultats e´quivalents nous disent que dans un certain voisinage de l’iden-
tite´ (qui par construction ne de´pend que de G), une partie finie est topologiquement
ge´ne´ratrice si et seulement si elle est alge´briquement ge´ne´ratrice de g ou A.
Au chapitre 5 nous utiliserons directement le the´ore`me 3.2.2. Un corollaire important
de ce the´ore`me et de la proposition 3.2.3 me´rite tout de meˆme d’eˆtre e´nonce´, dans la
mesure ou` ce corollaire nous dit que le fait de ne pas engendrer un sous-groupe dense
est une condition qui intervient « tre`s rarement » au sens topologique. On a :
Corollaire 3.2.4. Si G est un groupe de Lie topologiquement parfait et si O est comme
dans la proposition 3.2.3, alors pour tout m ∈ N, les m-uplets de points de O qui
n’engendrent pas un sous-groupe dense de G sont tous contenus dans une sous-varie´te´
analytique ferme´e propre de Gm, note´e Vm.
De´monstration. En effet Vm est de´finie par une famille de conditions de type annulation
d’un de´terminant, car le fait d’engendrer A ou g est une condition alge´brique de ce type.
On renvoie a` [Bre06] pour plus de pre´cisions.
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En particulier on de´duit de ce corollaire que, pour un m-uplet, engendrer un sous-
groupe dense dans G topologiquement parfait est une condition ouverte dans Gm. Mais
ce corollaire pre´cise encore la nature du ferme´ contenant les m-uplets qui n’engendrent
pas un sous-groupe dense dans G. Une varie´te´ analytique ferme´e propre est un objet
topologiquement tre`s « petit », le caracte`re « propre » e´tant proche de la notion de
compacite´ pour une varie´te´.
De cette remarque, on de´duit que dans l’exemple explicite que nous allons e´tudier
au chapitre 5, il est naturel d’envisager que cette proprie´te´ sera ve´rifie´e de`s lors que l’on
saura construire des e´le´ments du sous-groupe de Fu¨rstenberg e´tudie´ dans le voisinage
O. Malgre´ cela, nous verrons que les difficulte´s techniques pour arriver a` un re´sultat
rigoureux, et pas seulement heuristique, ne manquent pas . . .
Nous avons ainsi pre´sente´ dans ce chapitre de rappels tous les re´sultats de nature
alge´brique dans les groupes de Lie que nous utiliserons dans les chapitres 4 et 5. Nous
allons pouvoir maintenant passer au chapitre 4 ou` nous donnons un premier re´sultat de
se´paration d’exposants de Lyapounov.
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Chapitre 4
Positivite´ des exposants de
Lyapounov pour un mode`le
d’interactions ponctuelles
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Dans ce chapitre nous allons pre´senter un premier re´sultat de positivite´ des expo-
sants de Lyapounov et ce pour un mode`le dit d’interactions ponctuelles. On entend par
la` un mode`le de´fini par un ope´rateur du type :
H = −∆+
∑
k∈K
ωkδk( · )
ou` K est un ensemble au plus de´nombrable, δk est la distribution de Dirac en k et
les ωk sont des constantes de couplage, qui peuvent eˆtre ale´atoires ou non en ge´ne´ral.
Une particule e´voluant suivant cet hamiltonien est comme sous l’influence de sources
ponctuelles, d’ou` le nom donne´ a` ce type de mode`les. Ce type de mode`le a e´te´ e´tudie´ en
physique de`s les anne´es 30. Les premiers travaux mathe´matiques rigoureux concernant
ces mode`les datent du de´but des anne´es 60 et sont le fait de Berezin et Faddeev. Pour
un historique complet de´taillant en particulier les aspects physiques du proble`me, on
renvoie a` l’introduction de [AGHKH88].
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L’inte´reˆt des mode`les d’interactions ponctuelles est qu’ils peuvent apparaˆıtre comme
des approximations de mode`les plus complique´s que l’on ne saurait e´tudier explicite-
ment. En effet les mode`les d’interactions ponctuelles ame`nent a` des calculs explicites,
par exemple en ce qui concerne leurs re´solvantes ou comme nous le verrons ici, leurs
matrices de transfert. Pour divers exemples de tels calculs on renvoie a` [AGHKH88].
Pour e´tudier notre mode`le d’interactions ponctuelles a` valeurs matricielles nous
suivrons la voie indique´e par le crite`re de Gol’dsheid et Margulis expose´ au the´ore`me
3.1.3 en prouvant que le sous-groupe de Fu¨rstenberg associe´ a` notre mode`le est Zariski-
dense dans le groupe symplectique. La the´orie de Kotani expose´e a` la section 2.3.3
nous permettra de conclure a` l’absence de spectre absolument continu pour l’ope´rateur
e´tudie´.
Dans une premie`re partie, nous pre´sentons le mode`le e´tudie´ dans le cas ge´ne´ral.
Puis nous donnons les re´sultats que nous avons prouve´s, a` savoir les cas ou` le potentiel
matriciel est de dimension 2 et 3. Ces travaux ont e´te´ re´alise´s en collaboration avec
Gu¨nter Stolz. Le cas N = 2 a fait l’objet d’un article commun [BS07]. Le cas N = 3,
qui constitue la dernie`re partie de ce chapitre, est obtenu par les meˆmes techniques que
celles mises en place pour le cas N = 2, nous ne de´taillerons donc pas autant son e´tude.
4.1 Un mode`le d’interactions ponctuelles
Nous pre´sentons dans cette premie`re partie un mode`le continu d’interactions ponc-
tuelles a` valeurs matricielles. Soit N ≥ 1 un entier. On e´tudie N ope´rateurs de Schro¨din-
ger unidimensionnels continus et de´terministes, couple´s, avec des interactions ponc-
tuelles ale´atoires aux points entiers. De fac¸on formelle, un tel mode`le est repre´sente´ par
l’ope´rateur de Schro¨dinger ale´atoire suivant :
HP (ω) = − d
2
dx2
+ V0 +
∑
n∈Z
 ω
(n)
1 δ0(x− n) 0
. . .
0 ω
(n)
N δ0(x− n)
 (4.1)
agissant sur L2(R,CN). Dans ce mode`le, V0 de´signe l’ope´rateur de multiplication par la
matrice a` coefficients constants :
0 1 0
1
. . . . . .
. . . . . . . . .
. . . . . . 1
0 1 0
 (4.2)
et δ0 est la distribution de Dirac en 0. D’autre part, ω
(n) = (ω
(n)
1 , . . . , ω
(n)
N ), n ∈ Z,
est une suite i.i.d. de variables ale´atoires sur un espace probabilise´ complet (Ω,B,P),
a` valeurs dans RN et de distribution commune ν sur RN . On suppose de plus que
supp ν ⊂ RN est borne´ et est ge´ne´rateur au sens ou` le sous-ensemble {x − y | x, y ∈
supp ν} engendre RN .
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Un tel exemple de distribution de variables ale´atoires est celui ou` les composantes
ω
(n)
1 , . . . ω
(n)
N sont des variables ale´atoires re´elles inde´pendantes et dont le support contient
au moins 2 points (par exemple 0 et 1 si ce sont des variables de Bernoulli). C’est cet
exemple que nous aurons a` l’esprit dans la suite.
L’introduction des distributions de Dirac dans l’ope´rateur 4.1 rend sa de´finition
impre´cise. Plus rigoureusement, nous allons conside´rer l’ope´rateur :
HP (ω) =
N⊕
i=1
Hωi + V0 (4.3)
agissant sur L2(R,CN) = L2(R,C)⊕ . . .⊕ L2(R,C). Pour tout i ∈ {1, . . . , N}, Hωi est
l’ope´rateur agissant sur L2(R,C) de domaine :
D(Hωi) = {f ∈ L2(R,C) | f, f ′ sont absolument continues sur R \ Z, f ′′ ∈ L2(R,C),
f est continue sur R, f ′(n+) = f ′(n−) + ω(n)i f(n) pour tout n ∈ Z}, (4.4)
ou` les de´rive´es a` gauche et a` droite f ′(n−) et f ′(n+) en tout point entier n sont suppose´es
exister. Sur ce domaine, l’ope´rateur agit par Hωif = −f ′′.
Ces ope´rateurs sont auto-adjoints et borne´s infe´rieurement car la mesure ν est a` sup-
port borne´ (voir par exemple [AGHKH88]). De plus l’ope´rateur de multiplication V0 est
borne´ et auto-adjoint car re´el. Donc comme perturbation borne´e d’un ope´rateur auto-
adjoint, l’ope´rateur HP (ω) de´fini par (4.3) est auto-adjoint pour tout ω. Son spectre
presque suˆr est donc inclus dans R.
Remarque 4.1.1. On aurait aussi pu de´finir cet ope´rateur a` l’aide des formes. Pour
cette approche, on peut consulter [KK93]. Pour une discussion sur les diffe´rentes fac¸ons
de de´finir rigoureusement un mode`le d’interactions ponctuelles, on peut renvoyer a`
[Car91].
A ce mode`le nous associerons le syste`me diffe´rentiel HP (ω)u = Eu pour E ∈ R,
le parame`tre d’e´nergie. Puis nous associerons a` ce syste`me diffe´rentiel la suite des ma-
trices de transfert comme a` la section 2.3.3, ce qui nous permettra d’e´tudier le spectre
absolument continu de HP (ω) par la the´orie de Kotani. Pour cela nous e´tudierons les
exposants de Lyapounov associe´s a` la suite des matrices de transfert.
Dans ce mode`le, les parame`tres ale´atoires interviennent ponctuellement en chaque
entier, au travers de conditions d’interface exprime´es sur les de´rive´es des fonctions
propres. Cela explique que l’on parle d’interactions ponctuelles. Ce mode`le s’ave`re tre`s
proche d’un mode`le discret comme celui e´tudie´ dans [GM89] ou [KLS90]. Du point de
vue de l’ale´a, nous allons retrouver la meˆme de´pendance des matrices de transfert que
dans le cas discret, celui-ci n’intervenant qu’aux points entiers. En revanche, le fait de
conside´rer un laplacien continu en dimension 1 au lieu d’un laplacien discret va changer
la de´pendance des matrices de transfert vis-a`-vis du parame`tre d’e´nergie. Cela conduira,
nous le verrons dans les cas N = 2 et N = 3, a` l’existence d’e´nergies critiques ou` les
exposants de Lyapounov pourront s’annuler. Ces e´nergies critiques n’existent pas dans
le cas discret e´tudie´ dans [GM89].
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L’e´tude ge´ne´rale (pour N quelconque) du spectre absolument continu de l’ope´rateur
(4.1) s’ave`re pour l’instant hors de notre porte´e. En collaboration avec Gu¨nter Stolz,
nous sommes parvenus a` e´tudier le cas N = 2. Puis nous avons aussi effectue´ les
calculs ne´cessaires pour e´tudier le cas N = 3. Nous aurions pu ainsi continuer peut-eˆtre
jusqu’aux cas N = 4 ou N = 5 mais cela n’aurait pas de sens aen l’absence d’un sche´ma
ge´ne´ral permettant d’appre´hender le cas ou` N est quelconque. Nous allons pre´senter les
re´sultats obtenus dans les sections suivantes, en commenc¸ant par le cas N = 2.
4.2 Le cas N = 2
Dans cette section nous reprenons l’e´tude faite dans [BS07]. Dans le mode`le 4.1, on
fixe N = 2. On e´tudie donc l’ope´rateur :
HP,2(ω) = − d
2
dx2
I2 + V0 +
∑
n∈Z
(
ω
(n)
1 δ0(x− n) 0
0 ω
(n)
2 δ0(x− n)
)
(4.5)
agissant sur L2(R,C2).
4.2.1 Le re´sultat principal
Afin d’e´tudier les exposants de Lyapounov associe´s a` l’ope´rateur (4.5) on commence
par introduire la suite des matrices de transfert associe´es au syste`me diffe´rentiel :
HP,2(ω)u = Eu, E ∈ R. (4.6)
Nous allons voir comment les parame`tres ale´atoires qui interviennent dans le domaine
(4.4) apparaissent dans les solutions du syste`me (4.6).
Une fonction u = (u1, u2) : R → C2 (non ne´cessairement de carre´ inte´grable) est
appele´e solution du syste`me (4.6) lorsque :
−
(
u1
u2
)′′
+ V0
(
u1
u2
)
= E
(
u1
u2
)
(4.7)
sur R \ Z et u satisfait a` la meˆme condition d’interface que les e´le´ments de D(HP (ω)),
i.e. u est continue sur R et ve´rifie aux points entiers :
u′i(n
+) = u′i(n
−) + ω(n)i ui(n) (4.8)
pour i = 1, 2 et tout n ∈ Z.
Si u = (u1, u2) est une solution du syste`me (4.6), on de´finit la matrice de transfert
Aω(n,n+1](E) de n a` n+ 1 par la relation
u1((n+ 1)
+)
u2((n+ 1)
+)
u′1((n+ 1)
+)
u′2((n+ 1)
+)
 = Aω(n,n+1](E)

u1(n
+)
u2(n
+)
u′1(n
+)
u′2(n
+)
 .
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En faisant ainsi, on y inclut l’effet de l’interaction ponctuelle en n + 1 mais pas en
n, ce qui permet d’assurer la proprie´te´ de multiplicativite´ des matrices de transfert sur
plusieurs intervalles (le fait que pour aller de n a` n+2 il suffit d’aller de n a` n+1 puis
de n+ 1 a` n+ 2 correspond a` multiplier les matrices de transfert). Comme a` la section
2.3.3, cette suite de matrices ale´atoires de´termine les exposants de Lyapounov associe´s
a` l’ope´rateur (4.1) a` l’e´nergie E.
Pour exprimer la matrice Aω(n,n+1](E), on commence par re´soudre le syste`me libre
(4.7) sur (0, 1). Puis en tenant compte de la condition d’interface (4.8) on voit que la
matrice Aω(n,n+1](E) peut s’e´crire comme un produit de deux matrices :
Aω(n,n+1](E) =M(diag(ω
(n)
1 , ω
(n)
2 ))A(0,1)(E), (4.9)
ou` pour toute matrice Q de taille 2× 2, on de´finit la matrice M(Q) de taille 4× 4 par
M(Q) :=
(
I 0
Q I
)
, ou` I est la matrice identite´ 2× 2. Ainsi le premier facteur dans (4.9)
ne de´pend que des parame`tres ale´atoires et pas de l’e´nergie et le second facteur :
A(0,1)(E) = exp

0 0 1 0
0 0 0 1
−E 1 0 0
1 −E 0 0
 (4.10)
ne de´pend que de l’e´nergie E.
De cette forme explicite, on de´duit que les matrices Aω(n,n+1](E) sont symplectiques,
ce qui peut aussi eˆtre de´duit de la the´orie ge´ne´rale de´veloppe´e par exemple dans [KS88].
Comme ces matrices sont i.i.d., on peut noter leur loi commune µE. Elle est donne´e
pour tout bore´lien Γ de Sp2(R) par :
µE(Γ) = ν({ω(0) ∈ R2 | M(diag(ω(0)1 , ω(0)2 ))A(0,1)(E) ∈ Γ}) . (4.11)
comme a` la section 2.2.1. Le sous-groupe de Fu¨rstenberg associe´ a` la suite (Aω(n,n+1](E))n∈Z
est donne´ par :
GµE = 〈M(diag(ω(0)1 , ω(0)2 ))A(0,1)(E) | ω(0) ∈ supp ν〉 . (4.12)
Nous pouvons enfin e´noncer le re´sultat principal de cette partie pour le mode`le
(4.5) :
The´ore`me 4.2.1. Il existe un sous-ensemble discret SP,2 de R, tel que pour tout nombre
re´el E /∈ SP,2, le sous-groupe GµE soit Zariski-dense dans Sp2(R). Ainsi
γ1(E) > γ2(E) > 0
pour tout E ∈ R \ SP,2, et l’ope´rateur HP,2(ω) n’a presque suˆrement pas de spectre
absolument continu.
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Remarque 4.2.2 (Re´duction de la preuve du the´ore`me 4.2.1). Pour prouver ce the´ore`me,
il nous suffit d’en prouver la premie`re assertion. En effet par le the´ore`me 3.1.3 et par le
corollaire 2.3.8, cela impliquera la se´paration et la stricte positivite´ des deux premiers
exposants de Lyapounov. Puis en appliquant le the´ore`me 2.3.12, on obtient l’absence
presque suˆre de spectre absolument continu pour l’ope´rateur HP,2(ω). En effet, par
le the´ore`me 2.3.12, le support essentiel du spectre absolument continu de HP,2(ω) est
contenu dans l’ensemble discret SP,2. En pratique pour pouvoir appliquer le the´ore`me
2.3.12 a` l’ope´rateur HP,2(ω) il faudrait quelque peu adapter les preuves de [KS88] en
faisant jouer a` Hω1 ⊕ Hω2 le roˆle du laplacien et a` V0 le roˆle du potentiel matriciel
syme´trique borne´ que l’on y trouve. La construction et les proprie´te´s des fonctions m
et w ne changent alors gue`re et seront reprises en de´tail au chapitre 7.
Dans les deux prochaines sections nous allons prouver la premie`re assertion du
the´ore`me 4.2.1. Comme l’exponentielle matricielle (4.10) prendra des formes diffe´rentes
suivant que E > 1, −1 < E < 1 ou E < −1, nous e´tudierons chacun de ces cas
se´pare´ment. Nous verrons que dans les cas −1 < E < 1 et E < −1 les calculs sont en
tous points similaires a` ceux effectue´s dans le cas E > 1. C’est pourquoi nous allons
commencer par de´tailler ce cas-la`, puis nous expliquerons les changements a` apporter
pour prouver le the´ore`me 4.2.1 dans les autres cas. On ne regardera pas en de´tail ce qui
se passe pour les e´nergies E = ±1 dans la mesure ou` on peut les inclure dans l’ensemble
discret SP,2.
4.2.2 Preuve du the´ore`me 4.2.1 pour les e´nergies E > 1
Nous commenc¸ons donc par prouver que GµE est Zariski-dense dans Sp2(R) pour
toutes les e´nergies E > 1 en dehors d’un ensemble discret. Pour e´tudier le groupe GµE
on commence par donner une forme explicite des matrices de transfert. Pour cela nous
devons calculer l’exponentielle de matrice qui de´finit A(0,1)(E). On suppose donc E > 1.
On commence par diagonaliser dans une base orthonorme´e la matrice re´elle syme´trique
de´finissant V0 : (
0 1
1 0
)
= U
(
1 0
0 −1
)
U
avec :
U =
1√
2
(
1 1
1 −1
)
qui est a` la fois orthogonale et syme´trique. Alors, en calculant les puissances successives
de 
0 0 1 0
0 0 0 1
−E 1 0 0
1 −E 0 0

et en exprimant chaque bloc dans la base orthonorme´e de´finie par U , on obtient :
A(0,1)(E) =
(
U 0
0 U
)
Rα,β
(
U 0
0 U
)
, (4.13)
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ou` α =
√
E − 1, β = √E + 1, et
Rα,β =

cosα 0 1
α
sinα 0
0 cos β 0 1
β
sin β
−α sinα 0 cosα 0
0 −β sin β 0 cos β

Maintenant que l’on a a` notre disposition une forme explicite des matrices de trans-
fert, expliquons la strate´gie que nous allons suivre pour prouver la Zariski-densite´ de
GµE dans Sp2(R). Comme Sp2(R) est un groupe de Lie connexe, pour prouver la Zariski-
densite´ de GµE , il suffit de prouver que l’alge`bre de Lie du groupe de Lie ClZ(GµE) (voir
3.1.2) est e´gale a` l’alge`bre de Lie de Sp2(R). L’alge`bre de Lie de Sp2(R) est explicitement
donne´e par
sp2(R) =
{(
a b1
b2 −ta
)
, a ∈M2(R), b1 et b2 syme´triques
}
, (4.14)
qui est de dimension 10 (voir [MT86]). Ainsi notre strate´gie consistera a` prouver que
l’alge`bre de Lie de ClZ(GµE), que l’on notera S2(E), est de dimension 10. Pour cela
nous allons construire explicitement 10 e´le´ments line´airement inde´pendants dans cette
alge`bre de Lie. Avant de nous lancer dans cette construction, nous prouvons le lemme
suivant :
Lemme 4.2.3. Pour toute matrice Q d’ordre 2, M(Q) ∈ ClZ(GµE) si et seulement si(
0 0
Q 0
) ∈ S2(E).
De´monstration. Supposons tout d’abord que
(
0 0
Q 0
) ∈ S2(E). Alors :
M(Q) = exp (M(Q)− I) ∈ ClZ(GµE)
car ClZ(GµE) est un groupe de Lie.
Re´ciproquement, siM(Q) ∈ ClZ(GµE), on conside`re le sous-groupeGQ := {M(nQ) =
M(Q)n | n ∈ Z} de ClZ(GµE). Alors M(xQ) ∈ ClZ(GQ) pour tout x ∈ R. Pour prouver
cela, soit p un polynoˆme en 4× 4 variables tel que p(A) = 0 pour toute A ∈ GQ. Alors
le polynoˆme en une variable p˜(x) := p(M(xQ)) s’annule sur tout Z, c’est donc le po-
lynoˆme nul. Donc p(M(xQ)) = 0 pour tout x ∈ R. Alors, par de´finition de l’adhe´rence
de Zariski, ∈ ClZ(GQ) ⊂ ClZ(GµE). Enfin, en e´crivant que, pour tout nombre re´el x :
M(xQ) = I + x
(
0 0
Q 0
)
et en diffe´rentiant au point identite´ du groupe ClZ(GµE) (i.e., en x = 0), on trouve par
de´finition de l’alge`bre de Lie d’un groupe de Lie :(
0 0
Q 0
)
∈ S2(E)
Cela conclut la preuve du lemme.
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Preuve du the´ore`me 4.2.1 pour E > 1. E´tape 1. D’apre`s (4.9), on a :
Aω˜
(0)
(0,1](E)A
ω(0)
(0,1](E)
−1 =M(diag(ω˜(0)1 − ω(0)1 , ω˜(0)2 − ω(0)2 )) ∈ GµE (4.15)
pour tout ω(0), ω˜(0) ∈ supp ν. Comme S2(E) est une alge`bre, le lemme 4.2.3 et le fait que
supp ν soit ge´ne´rateur impliquent que
(
0 0
Q 0
)
∈ S2(E) pour toute matrice diagonale
Q.
E´tape 2. En utilisant l’e´tape 1 et le lemme 4.2.3, on obtient que M(Q) ∈ ClZ(GµE)
pour toute matrice diagonale Q. En particulier on en conclut que :
A(0,1)(E) =M(diag(ω
(0)
1 , ω
(0)
2 ))
−1A(0,1](E) ∈ ClZ(GµE).
E´tape 3. D’apre`s une proprie´te´ ge´ne´rale des groupes de Lie line´aires on sait que :
XMX−1 ∈ S2(E) (4.16)
pour tout M ∈ S2(E) et X ∈ GµE . Alors par les e´tapes 1 et 2,(
U 0
0 U
)
Rlα,β
(
0 0
UQU 0
)
R−lα,β
(
U 0
0 U
)
= A(0,1)(E)
l
(
0 0
Q 0
)
A(0,1)(E)
−l ∈ S2(E),
(4.17)
ou` Q = diag(ω
(0)
1 , ω
(0)
2 ) et l ∈ Z. Mais on a aussi, puisque U est orthogonale et
syme´trique,
S2(E) = sp2(R)⇐⇒ S˜2(E) :=
(
U 0
0 U
)
S2(E)
(
U 0
0 U
)
= sp2(R)
Ainsi on se rame`ne a` prouver que S˜2(E) = sp2(R). On utilisera pour cela que par (4.17)
Rlα,β
(
0 0
UQU 0
)
R−lα,β ∈ S˜2(E) (4.18)
pour tout l ∈ Z et pour toute matrice Q diagonale.
E´tape 4. D’apre`s l’e´tape 3, pour (ω
(0)
1 , ω
(0)
2 ) = (1, 1) et pour tout l ∈ Z,
A1(l) =

1
α
sin(lα) cos(lα) 0 − 1
α2
sin2(lα) 0
0 1
β
sin(lβ) cos(lβ) 0 − 1
β2
sin2(lβ)
cos2(lα) 0 − 1
α
cos(lα) sin(lα) 0
0 cos2(lβ) 0 − 1
β
sin(lβ) cos(lβ)
 ∈ S˜2(E)
On peut aussi choisir (ω
(0)
1 , ω
(0)
2 ) = (1, 0) pour obtenir UQU =
1
2
(
1 1
1 1
)
et par
multiplication par 2 et soustraction de la matrice identite´ on peut choisir UQU =(
0 1
1 0
)
a` l’e´tape 3 pour obtenir :
A2(l) =

0 1
α
sin(lα) cos(lβ) 0 − 1
αβ
sin(lα) sin(lβ)
1
β
sin(lβ) cos(lα) 0 − 1
αβ
sin(lα) sin(lβ) 0
0 cos(lα) cos(lβ) 0 − 1
β
cos(lα) sin(lβ)
cos(lα) cos(lβ) 0 − 1
α
sin(lα) cos(lβ) 0
 ∈ S˜2(E)
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E´tape 5. On remarque que l’espace engendre´ par la famille de matrices (A1(l))l∈Z est
orthogonal a` celui engendre´ par la famille de matrices (A2(l))l∈Z dans sp2(R). On peut
donc travailler inde´pendamment avec chacune de ces deux familles pour trouver suffi-
samment de matrices line´airement inde´pendantes dans S˜2(E) pour engendrer un sous-
espace de dimension 10. On commence par travailler avec la famille (A2(l))l∈Z. On veut
prouver que pour tout E ∈ R en dehors d’un ensemble discret, A2(0), A2(1), A2(2), A2(3)
sont line´airement inde´pendantes. Compte tenu des syme´tries pre´sentes dans les coef-
ficients de ces matrices, leur inde´pendance line´aire est e´quivalente a` l’inde´pendance
line´aire des vecteurs de R4 suivants :
1
0
0
0
 ,

cosα cos β
− 1
αβ
sinα sin β
1
α
sinα cos β
1
β
sin β cosα
 ,

cos(2α) cos(2β)
− 1
αβ
sin(2α) sin(2β)
1
α
sin(2α) cos(2β)
1
β
sin(2β) cos(2α)
 ,

cos(3α) cos(3β)
− 1
αβ
sin(3α) sin(3β)
1
α
sin(3α) cos(3β)
1
β
sin(3β) cos(3α)

On peut alors calculer le de´terminant de ces quatre vecteurs :∣∣∣∣∣∣∣∣∣
1 cosα cos β cos(2α) cos(2β) cos(3α) cos(3β)
0 − 1
αβ
sinα sin β − 1
αβ
sin(2α) sin(2β) − 1
αβ
sin(3α) sin(3β)
0 1
α
sinα cos β 1
α
sin(2α) cos(2β) 1
α
sin(3α) cos(3β)
0 1
β
sin β cosα 1
β
sin(2β) cos(2α) 1
β
sin(3β) cos(3α)
∣∣∣∣∣∣∣∣∣ (4.19)
qui vaut :
4
α2β2
sin2(α) sin2(β)(cos2(α)− cos2(β)) . (4.20)
Cette fonction est analytique re´elle en E > 1, sans accumulation de racines en 1, elle
ne s’annule donc que sur un ensemble discret S1 d’e´nergies E > 1.
E´tape 6. D’apre`s l’e´tape 5, on sait que la famille (A2(0), A2(1), A2(2), A2(3)) engendre
un sous-espace de dimension 4 de S˜2(E) pour E ∈]1,∞[\S1. Ces quatre matrices en-
gendrent donc toutes les matrices de la forme :
0 a 0 d
b 0 d 0
0 c 0 −b
c 0 −a 0
 ,
avec a, b, c, d ∈ R. En particulier pour a = 1, b = c = d = 0,
B0 :=

0 1 0 0
0 0 0 0
0 0 0 0
0 0 −1 0
 ∈ S˜2(E) .
53
CHAPITRE 4 4.2
Alors B := 1
2
[B0, A2(0)] ∈ S˜2(E), ou` [ · , · ] est le crochet de Lie dans sp2(R) correspon-
dant au commutateur classique des matrices. On calcule B :
B =

0 0 0 0
0 0 0 0
0 0 0 0
0 1 0 0
 .
E´tape 7. A` cette e´tape on prouve que A1(0), A1(1), A1(2), A1(3), A1(4) et B sont
line´airement inde´pendantes pour toutes les e´nergies E > 1 sauf celles contenues dans
un ensemble discret. Compte tenu des syme´tries des coefficients et des ze´ros dans les
matrices de la forme A1(l), il suffit de montrer l’inde´pendance line´aire des vecteurs
forme´s par les coefficients (3, 1), (4, 2), (1, 1), (2, 2), (1, 3) et (2, 4) de ces six matrices.
Cela revient a` montrer la non nullite´ du de´terminant :∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 cos2(α) cos2(2α) cos2(3α) cos2(4α) 0
1 cos2(β) cos2(2β) cos2(3β) cos2(4β) 1
0 − 1
α2
sin2(α) − 1
α2
sin2(2α) − 1
α2
sin2(3α) − 1
α2
sin2(4α) 0
0 − 1
β2
sin2(β) − 1
β2
sin2(2β) − 1
β2
sin2(3β) − 1
β2
sin2(4β) 0
0 1
α
sinα cosα 1
α
sin(2α) cos(2α) 1
α
sin(3α) cos(3α) 1
α
sin(4α) cos(4α) 0
0 1
β
sin β cos β 1
β
sin(2β) cos(2β) 1
β
sin(3β) cos(3β) 1
β
sin(4β) cos(4β) 0
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(4.21)
Or ce de´terminant vaut :
64
α3β3
sin3(α) sin3(β) cosα cos β(cos2(α)− cos2(β))2 . (4.22)
Comme a` l’e´tape 5, on prouve que cette fonction re´elle-analytique de E > 1 ne s’an-
nule que pour E dans un ensemble discret S2 ⊂]1,∞[. Ainsi pour E ∈]1,+∞[\S2,
A1(0), A1(1), A1(2), A1(3), A1(4), B sont line´airement inde´pendantes.
E´tape 8. Tout d’abord on remarque que S1 ⊂ S2. E´tant donne´ que les coefficients non
nuls des matrices des familles (A1(l))l∈Z et (A2(l))l∈Z sont a` des places comple´mentaires,
les sous-espaces engendre´s d’une part par A1(0), A1(1), A1(2), A1(3), A1(4), B et d’autre
part par A2(0), A2(1), A2(2), A2(3) sont orthogonaux (pour le produit scalaire usuel
sur les matrices, (A,B) 7→ Tr(tBA)). Si E ∈]1,∞[\S2, ces deux ensembles de ma-
trices forment alors une famille libre de 10 matrices toutes contenues dans S˜2(E).
Ainsi l’alge`bre de Lie S˜2(E) est de dimension au moins 10 et comme elle est incluse
dans sp2(R) qui est de dimension exactement 10, elle lui est e´gale. Comme pre´cise´
pre´ce´demment, la connexite´ du groupe de Lie Sp2(R) permet de conclure que :
Sp2(R) = ClZ(GµE)
Le the´ore`me 4.2.1 est donc prouve´ lorsque E > 1.
Pour prouver comple`tement le the´ore`me 4.2.1, il nous reste a` e´tudier ce qui se passe
lorsque E < 1. Pour cela nous e´tudierons deux cas distincts suivant que −1 < E < 1
ou E < −1.
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4.2.3 Preuve pour les cas −1 < E < 1 et E < −1
Nous expliquons comment adapter la construction que nous venons de faire dans le
cas ou` E < 1. Nous allons commencer par voir ce qui se passe dans le cas ou`−1 < E < 1.
La diffe´rence avec le cas E > 1 se situe dans l’expression de la matrice A(0,1)(E)
qui change quelque peu. En effet, E − 1 est maintenant ne´gatif et donc on est amene´ a`
poser α =
√
1− E et, comme auparavant, β = √E + 1. Par ailleurs, la matrice U qu
ne de´pend pas de E reste inchange´e. En revanche on remplace Rα,β par :
R˜α,β =

cosh(α) 0 1
α
sinh(α) 0
0 cos β 0 1
β
sin β
α sinh(α) 0 cosh(α) 0
0 −β sin β 0 cosβ
 .
Preuve du the´ore`me 4.2.1 pour −1 < E < 1. En fait, on peut suivre la preuve pour
le cas E > 1. Nous ne pre´cisons ici que les changements a` apporter a` celle-ci. Les e´tapes
1 et 2 restent inchange´es. A` l’e´tape 3, on remplace Rα,β par R˜α,β et ainsi a` l’e´tape 4 on
obtient que pour tout l ∈ Z,
A˜1(l) :=

1
α
sinh(lα) cosh(lα) 0 − 1
α2
sinh2(lα) 0
0 1
β
sin(lβ) cos(lβ) 0 − 1
β2
sin2(lβ)
cosh2(lα) 0 − 1
α
cosh(lα) sinh(lα) 0
0 cos2(lβ) 0 − 1
β
sin(lβ) cos(lβ)

est dans S˜2(E), et
A˜2(l) :=

0 1
α
sinh(lα) cos(lβ) 0 − 1
αβ
sinh(lα) sin(lβ)
1
β
sin(lβ) cosh(lα) 0 − 1
αβ
sinh(lα) sin(lβ) 0
0 cosh(lα) cos(lβ) 0 − 1
β
cosh(lα) sin(lβ)
cosh(lα) cos(lβ) 0 − 1
α
sinh(lα) cos(lβ) 0

est dans S˜2(E). A` l’e´tape 5 on obtient encore qu’en dehors d’un ensemble discret
d’e´nergies, A˜2(0), A˜2(1), A˜2(2), A˜2(3) sont line´airement inde´pendantes. Le de´terminant
construit a` partir des coefficients de ces matrices est le suivant :∣∣∣∣∣∣∣∣∣
1 cosh(α) cos β cosh(2α) cos(2β) cosh(3α) cos(3β)
0 − 1
αβ
sinh(α) sin β − 1
αβ
sinh(2α) sin(2β) − 1
αβ
sinh(3α) sin(3β)
0 1
α
sinh(α) cos β 1
α
sinh(2α) cos(2β) 1
α
sinh(3α) cos(3β)
0 1
β
sin β cosh(α) 1
β
sin(2β) cosh(2α) 1
β
sin(3β) cosh(3α)
∣∣∣∣∣∣∣∣∣ (4.23)
et il vaut :
4
α2β2
sinh2(α) sin2(β)(cosh2(α)− cos2(β)) , (4.24)
Cette fonction de E ne s’annule que sur un enemble fini de points S3 dans l’intervalle
]− 1, 1[.
L’e´tape 6 ne change pas, excepte´ le fait que maintenant B ∈ S˜2(E) pour tout
E ∈]−1, 1[\S3. A` l’e´tape 7 on de´finit de la meˆme fac¸on que dans la preuve pre´ce´dente une
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matrice 6× 6 a` partir des coefficients de A˜1(0), . . . , A˜1(4), B, ce qui ame`ne a` conside´rer
le de´terminant :∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 cosh2(α) cosh2(2α) cosh2(3α) cosh2(4α) 0
1 cos2(β) cos2(2β) cos2(3β) cos2(4β) 1
0 − 1
α2
sinh2(α) − 1
α2
sinh2(2α) − 1
α2
sinh2(3α) − 1
α2
sinh2(4α) 0
0 − 1
β2
sin2(β) − 1
β2
sin2(2β) − 1
β2
sin2(3β) − 1
β2
sin2(4β) 0
0 1
α
sinh(α) cosh(α) 1
α
sinh(2α) cosh(2α) 1
α
sinh(3α) cosh(3α) 1
α
sinh(4α) cosh(4α) 0
0 1
β
sinβ cosβ 1
β
sin(2β) cos(2β) 1
β
sin(3β) cos(3β) 1
β
sin(4β) cos(4β) 0
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(4.25)
qui vaut :
64
α3β3
sinh3(α) sin3(β) cosh(α) cos β(cosh2(α)− cos2(β))2 . (4.26)
Les ze´ros de cette fonction analytique en E forment un sous-ensemble fini S4 de ]−1, 1[
qui contient S3. Enfin, on en conclut comme a` l’e´tape 8, que pour toute e´nergie E ∈
]− 1, 1[\S4, on a ClZ(GµE) = Sp2(R).
Nous expliquons brie`vement le cas E < −1. La` encore, la diffe´rence avec le cas
E > 1 se situe dans l’expression de la matrice A(0,1)(E). Comme E − 1 et E + 1 sont
ne´gatifs on pose α =
√
1− E et β = √−E − 1. La matrice U est encore inchange´e et
Rα,β devient :
˜˜Rα,β =

cosh(α) 0 1
α
sinh(α) 0
0 cosh β 0 1
β
sinh β
α sinh(α) 0 cosh(α) 0
0 β sinh β 0 coshβ
 .
Preuve du the´ore`me 4.2.1 pour E < −1. Les e´tapes 1 et 2 restent inchange´es. A
l’e´tape 3, on remplace Rα,β par
˜˜Rα,β et ainsi a` l’e´tape 4 on obtient que pour tout l ∈ Z,
˜˜
A1(l) :=

1
α
sinh(lα) cosh(lα) 0 − 1
α2
sinh2(lα) 0
0 1
β
sinh(lβ) cosh(lβ) 0 − 1
β2
sinh2(lβ)
cosh2(lα) 0 − 1
α
cosh(lα) sinh(lα) 0
0 cosh2(lβ) 0 − 1
β
sinh(lβ) cosh(lβ)

est dans S˜2(E), et
˜˜
A2(l) :=

0 1
α
sinh(lα) cosh(lβ) 0 − 1
αβ
sinh(lα) sinh(lβ)
1
β
sinh(lβ) cosh(lα) 0 − 1
αβ
sinh(lα) sinh(lβ) 0
0 cosh(lα) cosh(lβ) 0 − 1
β
cosh(lα) sinh(lβ)
cosh(lα) cosh(lβ) 0 − 1
α
sinh(lα) cosh(lβ) 0

est dans S˜2(E).
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A` l’e´tape 5 le de´terminant construit a` partir des matrices ˜˜A2(0),
˜˜A2(1),
˜˜A2(2), et
˜˜A2(3) est le suivant :∣∣∣∣∣∣∣∣∣
1 cosh(α) cosh β cosh(2α) cosh(2β) cosh(3α) cosh(3β)
0 − 1
αβ
sinh(α) sinh β − 1
αβ
sinh(2α) sinh(2β) − 1
αβ
sinh(3α) sinh(3β)
0 1
α
sinh(α) cosh β 1
α
sinh(2α) cosh(2β) 1
α
sinh(3α) cosh(3β)
0 1
β
sinh β cosh(α) 1
β
sinh(2β) cosh(2α) 1
β
sinh(3β) cosh(3α)
∣∣∣∣∣∣∣∣∣ (4.27)
et il vaut :
4
α2β2
sinh2(α) sinh2(β)(cosh2(α)− cosh2(β)). (4.28)
Cette fonction de E ne s’annule que sur un sous-ensemble discret S5 inclus dans l’in-
tervalle ]−∞,−1[.
L’e´tape 6 ne change pas, excepte´ le fait que maintenant B ∈ S˜2(E) pour tout
E ∈]−∞,−1[\S5. A l’e´tape 7 on conside`re le de´terminant :∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 cosh2(α) cosh2(2α) cosh2(3α) cosh2(4α) 0
1 cosh2(β) cosh2(2β) cosh2(3β) cosh2(4β) 1
0 − 1
α2
sinh2(α) − 1
α2
sinh2(2α) − 1
α2
sinh2(3α) − 1
α2
sinh2(4α) 0
0 − 1
β2
sinh2(β) − 1
β2
sinh2(2β) − 1
β2
sinh2(3β) − 1
β2
sinh2(4β) 0
0 1
α
sinh(α) cosh(α) 1
α
sinh(2α) cosh(2α) 1
α
sinh(3α) cosh(3α) 1
α
sinh(4α) cosh(4α) 0
0 1
β
sinhβ coshβ 1
β
sinh(2β) cosh(2β) 1
β
sinh(3β) cosh(3β) 1
β
sinh(4β) cosh(4β) 0
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(4.29)
qui vaut :
64
α3β3
sinh3(α) sinh3(β) cosh(α) cosh β(cosh2(α)− cosh2(β))2 . (4.30)
Les ze´ros de cette fonction analytique en E forment un sous-ensemble discret S6 de
] − ∞,−1[ qui contient S5. Enfin, on en conclut comme a` l’e´tape 8 que pour toute
e´nergie E ∈]−∞,−1[\S6, on a ClZ(GµE) = Sp2(R).
Preuve du the´ore`me 4.2.1. La premie`re assertion du the´ore`me 4.2.1 est donc prou-
ve´e si l’on pose SP,2 = S2 ∪ S4 ∪ S6 qui est bien un sous-ensemble discret de R. Cela
suffit pour e´tablir le the´ore`me 4.2.1 tout entier, comme nous l’avons de´ja` observe´ a` la
remarque 4.2.2.
Cela conclut l’e´tude du mode`le (4.5). Nous allons maintenant voir comment les ide´es
de´veloppe´es pour ce mode`le peuvent encore s’appliquer au cas ou` N = 3 dans le mode`le
4.1. C’est l’objet de la prochaine et dernie`re partie de ce chapitre.
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4.3 Le cas N = 3
A` pre´sent, dans le mode`le 4.1, on fixe N = 3. On e´tudie donc l’ope´rateur :
HP,3(ω) = − d
2
dx2
I3+V0+
∑
n∈Z
 ω
(n)
1 δ0(x− n) 0 0
0 ω
(n)
2 δ0(x− n) 0
0 0 ω
(n)
3 δ0(x− n)
 (4.31)
agissant sur L2(R,C3). Nous allons suivre le sche´ma d’e´tude adopte´ pour le cas N = 2.
Nous n’he´siterons pas a` reprendre des notations de´ja` adopte´es pour N = 2 afin de bien
montrer l’analogie entre les cas N = 2 et N = 3.
4.3.1 Le re´sultat principal
On souhaite e´tudier la se´paration des exposants de Lyapounov associe´s a` HP,3(ω).
De meˆme que pour l’e´tude des exposants de Lyapounov associe´s a` l’ope´rateur (4.5)
on commence par introduire la suite des matrices de transfert associe´es au syste`me
diffe´rentiel :
HP,3(ω)u = Eu, E ∈ R. (4.32)
Comme pour (4.7), une fonction u = (u1, u2, u3) : R→ C3 (non ne´cessairement de carre´
inte´grable) est appele´e solution du syste`me (4.32) lorsque :
−
u1u2
u3
′′ + V0
u1u2
u3
 = E
u1u2
u3
 (4.33)
sur R \ Z et u satisfait a` la meˆme condition d’interface que les e´le´ments de D(HP (ω)),
i.e. u est continue sur R et ve´rifie aux points entiers :
u′i(n
+) = u′i(n
−) + ω(n)i ui(n) (4.34)
pour i = 1, 2, 3 et tout n ∈ Z.
Si u = (u1, u2, u3) est une solution du syste`me (4.32), on de´finit la matrice de
transfert Aω(n,n+1](E) de n a` n+ 1 par la relation
u1((n+ 1)
+)
u2((n+ 1)
+)
u3((n+ 1)
+)
u′1((n+ 1)
+)
u′2((n+ 1)
+)
u′3((n+ 1)
+)
 = A
ω
(n,n+1](E)

u1(n
+)
u2(n
+)
u3(n
+)
u′1(n
+)
u′2(n
+)
u′3(n
+)

De meˆme que dans le cas N = 2, on voit que la matrice Aω(n,n+1](E) peut s’e´crire comme
un produit de deux matrices :
Aω(n,n+1](E) =M(diag(ω
(n)
1 , ω
(n)
2 , ω
(n)
3 ))A(0,1)(E) . (4.35)
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ou`, cette fois-ci, pour toute matrice Q de taille 3 × 3, on de´finit la matrice M(Q) de
taille 6 × 6 par M(Q) := ( I 0Q I ), ou` I est la matrice identite´ 3 × 3. Ainsi le premier
facteur dans (4.35) ne de´pend que des parame`tres ale´atoires et pas de l’e´nergie, tandis
que le second facteur :
A(0,1)(E) = exp

0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
−E 1 0 0 0 0
1 −E 1 0 0 0
0 1 −E 0 0 0
 (4.36)
ne de´pend que de l’e´nergie E.
Bien entendu, les matrices Aω(n,n+1](E) sont encore symplectiques. On de´finit leur loi
commune µE et leur sous-groupe de Fu¨rstenberg associe´ comme a` la section 4.2.1. Ce
sous-groupe de Fu¨rstenberg que l’on notera G3,µE est alors un sous-groupe de Sp3(R).
Nous avons alors l’analogue du the´ore`me 4.2.1 pour le mode`le (4.31) :
The´ore`me 4.3.1. Il existe un sous-ensemble discret SP,3 de R tel que, pour tout nombre
re´el E /∈ SP,3, le sous-groupe G3,µE soit Zariski-dense dans Sp3(R). Ainsi,
γ1(E) > γ2(E) > γ3(E) > 0
pour tout E ∈ R \ SP,3, et l’ope´rateur HP,3(ω) n’a presque suˆrement pas de spectre
absolument continu.
Remarque 4.3.2. La remarque 4.2.2 s’applique encore pour le mode`le (4.31). Pour
e´tablir le the´ore`me 4.3.1 il nous suffira donc de prouver que G3,µE est Zariski-dense
dans Sp3(R).
Comme l’exponentielle de matrice de´finissant A(0,1)(E) prend des formes diffe´rentes
suivant les valeurs de E, nous avons de nouveau a` distinguer plusieurs cas.
4.3.2 Preuve du the´ore`me 4.3.1 pour les e´nergies E >
√
2
Nous commenc¸ons par donner la forme explicite de Aω(n,n+1](E), ce qui revient a`
calculer l’exponentielle de matrice A(0,1)(E). Pour cela on commence par diagonaliser
dans une base orthonorme´e la matrice syme´trique re´elle qui de´finit V0. On fixe E >
√
2.
On a :  0 1 01 0 1
0 1 0
 = U
 1 0 00 √2 0
0 0 −√2
U−1
avec :
U =
1
2
 −
√
2 1 1
0
√
2 −√2√
2 1 1

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et :
U−1 = tU =
1
2
 −
√
2 0
√
2
1
√
2 1
1 −√2 1

Alors, en calculant les puissances successives de
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
−E 1 0 0 0 0
1 −E 1 0 0 0
0 1 −E 0 0 0

et en exprimant chaque bloc dans la base orthonorme´e de´finie par U , on obtient :
A(0,1)(E) =
(
U 0
0 U
)
Rα,β,γ
(
U−1 0
0 U−1
)
, (4.37)
ou` α =
√
E − 1, β =
√
E −√2, γ =
√
E +
√
2 et
Rα,β,γ =

cosα 0 0 1
α
sinα 0 0
0 cos β 0 0 1
β
sin β 0
0 0 cos γ 0 0 1
γ
sin γ
−α sinα 0 0 cosα 0 0
0 −β sin β 0 0 cosβ 0
0 0 −γ sin γ 0 0 cos γ
 .
La strate´gie de preuve est la meˆme que pour le cas N = 2, si ce n’est qu’a` pre´sent
il nous faudra construire une famille libre de 21 matrices dans S3(E) l’alge`bre de Lie
de l’adhe´rence de Zariski de G3,µE . En effet, sp3(R), de´finie comme (4.14) mais avec
a ∈M3(R), est maintenant de dimension 21.
Le lemme 4.2.3 est encore valable, cette fois pour Q d’ordre 3 et en remplac¸ant
S2(E) par S3(E). Nous allons donc voir comment s’adapte la preuve du the´ore`me
4.2.1 dans notre cas.
Preuve du the´ore`me 4.3.1 pour E >
√
2. E´tape 1. D’apre`s (4.35), on a :
Aω˜
(0)
(0,1](E)A
ω(0)
(0,1](E)
−1 =M(diag(ω˜(0)1 − ω(0)1 , ω˜(0)2 − ω(0)2 , ω˜(0)3 − ω(0)3 )) ∈ G3,µE (4.38)
pour tout ω(0), ω˜(0) ∈ supp ν. Comme S3(E) est une alge`bre, le lemme 4.2.3 et le fait
que supp ν soit ge´ne´rateur impliquent que
(
0 0
Q 0
) ∈ S3(E) pour toute matrice diagonale
Q d’ordre 3.
E´tape 2. Comme a` l’e´tape 2 de la preuve du the´ore`me 4.2.1 on obtient que M(Q) ∈
ClZ(GµE) pour toute matrice diagonale Q d’ordre 3. Donc, en particulier :
A(0,1)(E) ∈ ClZ(G3,µE).
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E´tape 3. La` encore, comme a` l’e´tape 3 de la preuve du the´ore`me 4.2.1, on a :(
U 0
0 U
)
Rlα,β,γ
(
0 0
U−1QU 0
)
R−lα,β,γ
(
U−1 0
0 U−1
)
= A(0,1)(E)
l
(
0 0
Q 0
)
A(0,1)(E)
−l (4.39)
est dans S3(E), ou` Q = diag(ω
(0)
1 , ω
(0)
2 , ω
(0)
3 ) et l ∈ Z. Or comme U est orthogonale, on
a :
S3(E) = sp3(R)⇐⇒ S˜3(E) :=
(
U 0
0 U
)
S3(E)
(
U−1 0
0 U−1
)
= sp3(R)
Ainsi on se rame`ne a` prouver que S˜3(E) = sp3(R). On utilisera pour cela que par (4.39)
Rlα,β,γ
(
0 0
U−1QU 0
)
R−lα,β,γ ∈ S˜3(E) (4.40)
pour tout l ∈ Z et pour toute matrice diagonale Q d’ordre 3.
E´tape 4. On peut choisir Q = diag(
√
2, 0,−√2) pour obtenir :
U−1QU =
 0 −1 −1−1 0 0
−1 0 0

D’apre`s l’e´tape 3, pour l ∈ Z on obtient que
D1(l) :=
0
BBBBBBBBB@
0
sin(lα) cos(lβ)
α
sin(lα) cos(lγ)
α
0
sin(lα) sin(lβ)
αβ
sin(lα) sin(lγ)
αγ
sin(lβ) cos(lα)
β
0 0
sin(lα) sin(lβ)
αβ
0 0
sin(lγ) cos(lα)
γ
0 0
sin(lα) sin(lγ)
αγ
0 0
0 − cos(lα) cos(lβ) − cos(lα) cos(lγ) 0 − sin(lβ) cos(lα)
β
− sin(lγ) cos(lα)
γ
− cos(lα) cos(lβ) 0 0 − sin(lα) cos(lβ)
α
0 0
− cos(lα) cos(lγ) 0 0 − sin(lα) cos(lγ)
α
0 0
1
CCCCCCCCCA
appartient a` S˜3(E). De meˆme on peut choisir Q = diag(2, 0, 2) pour obtenir :
U−1QU =
2 0 00 1 1
0 1 1

Donc pour l ∈ Z :
D2(l) :
0
BBBBBBBBBB@
2 sin(lα) cos(lα)
α
0 0 − 2 sin2(lα)
α2
0 0
0
sin(lβ) cos(lβ)
β
sin(lβ) cos(lγ)
β
0 − sin2(lβ)
β2
− sin(lβ) sin(lγ)
βγ
0
sin(lγ) cos(lβ)
γ
sin(lγ) cos(lγ)
γ
0 − sin(lβ) sin(lγ)
βγ
− sin2(lγ)
γ2
2 cos2(lα) 0 0 − 2 cos(lα) sin(lα)
α
0 0
0 cos2(lβ) cos(lβ) cos(lγ) 0 − sin(lβ) cos(lβ)
β
− sin(lγ) cos(lβ)
γ
0 cos(lβ) cos(lγ) cos2(lγ) 0 − sin(lβ) cos(lγ)
β
− sin(lγ) cos(lγ)
γ
1
CCCCCCCCCCA
appartient a` S˜3(E).
E´tape 5. De meˆme que dans la preuve du cas N = 2, on commence par prouver que les
matrices D1(0), . . . , D1(7) forment une famille libre pour tous les E hors d’un ensemble
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discret S˜1 ⊂]
√
2,+∞[. En effet, on peut calculer le de´terminant de taille 8 × 8 forme´
des vecteurs colonnes : 
− cos(lα) cos(lβ)
− cos(lα) cos(lγ)
sin(lα) sin(lβ)
αβ
sin(lα) sin(lγ)
αγ
sin(lα) cos(lβ)
α
sin(lα) cos(lγ)
α
sin(lβ) cos(lα)
β
sin(lγ) cos(lα)
γ

, l = 0, . . . , 7.
On obtient alors :
4096 sin4(α) sin2(β) sin2(γ)(cosα− cos β)4(cos2(α)− cos2(β))(cos2(α)− cos2(γ))×
× (− sin2(2α) + cos2(β) + cos2(γ) + 2 cosβ cos γ(1− 2 cos2(α)))2
qui est une fonction analytique re´elle enE non identiquement nulle. Donc ce de´terminant
ne s’annule que pour des valeurs dans un ensemble discret S˜1.
E´tape 6. On prend E ∈]√2,+∞[\S˜1. Alors par ce que l’on vient de montrer a` l’e´tape
5, toutes les matrices de la forme
0 a b 0 g h
c 0 0 g 0 0
d 0 0 h 0 0
0 e f 0 −c −d
e 0 0 −a 0 0
f 0 0 −b 0 0

pour (a, b, c, d, e, f, g, h) ∈ R8 sont dans S˜3(E). En particulier :
B˜0 :=

0 1 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 −1 0 0
0 0 0 0 0 0
 ∈ S˜3(E)
et :
B˜1 :=

0 0 1 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 −1 0 0
 ∈ S˜3(E)
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Donc, comme S˜3(E) est une alge`bre de Lie :
B0 := [B˜0, D1(0)] =

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 2 1 0 0 0
0 1 0 0 0 0
 ∈ S˜3(E)
et
B1 := [B˜1, D1(0)] =

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 1 0 0 0
0 1 2 0 0 0
 ∈ S˜3(E)
E´tape 7. On peut alors prouver que (B0, B1, D2(0), . . . , D2(10)) est une famille libre
de 13 e´le´ments dans S˜3(E). Cela revient a` prouver que le de´terminant de taille 13× 13
suivant est non identiquement nul :∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
0 0 2 2 cos2(α) . . . . . . 2 cos2(10α)
2 0 1 cos2(β) . . . . . . cos2(10β)
0 2 1 cos2(γ) . . . . . . cos2(10γ)
1 1 1 cosβ cos γ . . . . . . cos(10β) cos(10γ)
0 0 0 −2 sin2(α)
α2
. . . . . . −2 sin2(10α)
α2
0 0 0 − sin2(β)
β2
. . . . . . − sin2(10β)
β2
0 0 0 − sin2(γ)
γ2
. . . . . . − sin2(10γ)
γ2
0 0 0 − sin γ sinβ
γβ
. . . . . . − sin(10γ) sin(10β)
γβ
0 0 0 −2 sinα cosα
α
. . . . . . −2 sin(10α) cos(10α)
α
0 0 0 − sinβ cosβ
β
. . . . . . − sin(10β) cos(10β)
β
0 0 0 − sin γ cos γ
γ
. . . . . . − sin(10γ) cos(10γ)
γ
0 0 0 − sinβ cos γ
β
. . . . . . − sin(10β) cos(10γ)
β
0 0 0 − sin γ cosβ
γ
. . . . . . − sin(10γ) cos(10β)
γ
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(4.41)
On peut le ve´rifier a` l’aide d’un syste`me de calcul formel. Par exemple, on peut ve´rifier
nume´riquement que pour E = 1, 6 >
√
2, ce de´terminant vaut environ −3507 6= 0 (on
ve´rifie aussi nume´riquement que E = 1, 6 /∈ S˜1). Ainsi, comme ce de´terminant est une
fonction analytique en E sur ]
√
2,+∞[, il ne s’annule que sur un ensemble discret de va-
leurs deE, soit S˜2. Ainsi, pourE ∈]
√
2,+∞[\S˜2, les matrices (B0, B1, D2(0), . . . , D2(10))
forment une famille line´airement inde´pendante.
E´tape 8. Tout d’abord, on pose S˜3 = S˜1 ∪ S˜2. Soit alors E ∈]
√
2,+∞[\S˜3.
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Comme a` l’e´tape 8 de la preuve du the´ore`me 4.2.1, les familles (D1(0), . . . , D1(7)) et
(B0, B1, D2(0), . . . , D2(10)) engendrent des sous-espaces orthogonaux qui sont respec-
tivement de dimension 8 et 13. Leur somme directe, qui reste contenue dans S˜3(E),
est donc de dimension 21. L’alge`bre de Lie S˜3(E) est alors de dimension au moins 21
et comme sp3(R) est de dimension exactement 21 et contient S˜3(E), on en de´duit que
pour tout E ∈]√2,+∞[\S˜3 :
S˜3(E) = sp3(R),
ce qui ache`ve la preuve de la Zariski-densite´ deG3,µE dans Sp3(R) pourE ∈]
√
2,+∞[\S˜3.
Pour prouver entie`rement le the´ore`me 4.3.1 il nous reste a` e´tudier ce qui se passe
dans le cas ou` E <
√
2.
4.3.3 Preuve pour les e´nergies E <
√
2
Les changements a` apporter a` la preuve que nous avons donne´e pour E >
√
2 sont
du meˆme ordre que ceux effectue´s dans la section 4.2.3 pour le cas N = 2. En effet, la
seule chose qui change est le fait que l’exponentielle de matrice A(0,1)(E) fait apparaˆıtre
des cosinus hyperboliques et des sinus hyperboliques.
Par exemple dans le cas ou` E ∈]1,√2[, on obtient :
A(0,1)(E) =
(
U 0
0 U
)
Rα,β,γ
(
U−1 0
0 U−1
)
,
ou` α =
√
E − 1, β =
√√
2− E, γ =
√
E +
√
2, U est la matrice meˆme que dans (4.37)
et
Rα,β,γ =

cosα 0 0 1
α
sinα 0 0
0 cosh β 0 0 1
β
sinh β 0
0 0 cos γ 0 0 1
γ
sin γ
−α sinα 0 0 cosα 0 0
0 β sinh β 0 0 coshβ 0
0 0 −γ sin γ 0 0 cos γ

Ainsi la preuve du cas E >
√
2 peut se recopier en changeant simplement les sinus
et les cosinus faisant intervenir β en des sinus et cosinus hyperboliques. Cela conduit a`
un ensemble fini S˜4 de valeurs de E ∈]1,
√
2[ en dehors duquel on a S˜3(E) = sp3(R).
De meˆme, lorsque E ∈] − √2, 1[, on pose α = √1− E, β =
√√
2− E et γ =√
E +
√
2 et les cosinus et les sinus faisant intervenir α ou β sont remplace´s par des
sinus et des cosinus hyperboliques dans la preuve du cas E >
√
2. Cela conduit a` un
ensemble fini S˜5 de valeurs de E ∈]−
√
2, 1[ en dehors duquel on a S˜3(E) = sp3(R).
Enfin, lorsque E < −√2, on pose α = √1− E, β =
√√
2− E et γ =
√
−E −√2
et tous les cosinus et les sinus sont remplace´s par des sinus et des cosinus hyperboliques
dans la preuve du cas E >
√
2. Cela conduit a` un ensemble discret S˜6 de valeurs de
E ∈]−∞,−√2[ en dehors duquel on a S˜3(E) = sp3(R).
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On peut enfin prouver le the´ore`me 4.3.1.
Preuve du the´ore`me 4.3.1. On pose SP,3 = S˜3∪S˜4∪S˜5∪S˜6. Alors pour E ∈ R\SP,3,
on vient de prouver que :
S˜3(E) = sp3(R)
Ce re´sultat, associe´ a` la discussion faite a` la remarque 4.2.2, ache`ve de prouver le re´sultat
voulu pour HP,3(ω).
4.3.4 Remarques finales
Premie`re remarque : Si l’on regarde attentivement la preuve du the´ore`me 4.3.1,
on se rend compte que l’on n’utilise a` aucun moment le parame`tre ale´atoire ω
(0)
2 . En
effet, les seules matrices diagonales Q que l’on utilise a` l’e´tape 4 de la preuve sont
diag(
√
2, 0,−√2) et diag(2, 0, 2). Ces deux matrices ne font pas intervenir de second
terme diagonal, celui-ci e´tant nul dans les deux cas. Comme par ailleurs la suite de
variables ale´atoires (ω
(n)
2 ) n’intervient pas a` un autre endroit de la preuve, on aurait
pu ne pas l’inclure dans la de´finition de HP,3 et faire en sorte ainsi que HP,3 agisse de
fac¸on de´terministe sur la seconde copie de L2(R,C) dans la de´composition L2(R,C3) =
L2(R,C)⊕L2(R,C)⊕L2(R,C). Cela nous aurait conduit a` e´tudier le mode`le suivant :
HP,3bis(ω) = − d
2
dx2
+ V0 +
∑
n∈Z
ω(n)1 δ0(x− n) 0 00 cδ0(x− n) 0
0 0 ω
(n)
2 δ0(x− n)
 (4.42)
ou` c ∈ R et ω(n) = (ω(n)1 , ω(n)2 ), n ∈ Z, est une suite i.i.d. de variables ale´atoires a`
valeurs dans R2 de distribution commune ν sur R2 telle que supp ν ⊂ R2 est borne´ et
ve´rifie que {x − y | x, y ∈ supp ν} engendre R2. On a donc prouve´ aussi l’analogue du
the´ore`me 4.3.1 pour l’ope´rateur HP,3bis(ω).
Tout se passe donc comme si le fait de coupler la premie`re et la dernie`re copie de
L2(R,C) a` la seconde par l’interme´diaire de V0 transfe´rait a` cette dernie`re l’ale´a qui
permet de prouver que les exposants de Lyapounov sont bien se´pare´s. En effet, la the´orie
de Kotani (voir [KS88]) dit que l’annulation du plus grand exposant de Lyapounov
sur un ensemble de mesure non nulle implique que le potentiel doit eˆtre de´terministe.
Ainsi, la se´paration des exposants de Lyapounov est bien lie´e a` la pre´sence d’ale´a dans
le mode`le.
A` notre connaissance le seul exemple d’ope´rateur mettant en jeu ce phe´nome`ne de
propagation de l’ale´a se trouve dans [Gla90], dans le cas d’ope´rateurs de Schro¨dinger
discrets a` valeurs matricielles. Rappelons qu’un mode`le a` valeurs matricielles peut eˆtre
vu comme un empilement de mode`les scalaires comme le sugge`re la de´composition
L2(R,CN) = L2(R,C)⊕ . . .⊕L2(R,C). Chacune de ces copies de L2(R,C) peut eˆtre vue
comme une « couche » de l’empilement sur lequel agit l’ope´rateur a` valeurs matricielles.
Pour ne pas eˆtre simplement ramene´ a` l’e´tude de mode`les scalaires inde´pendants, on
suppose qu’il se produit un couplage entre ces couches. Dans notre mode`le, ce couplage
est donne´ par V0. Dans [Gla90], Glaffig e´tudie un ope´rateur de Schro¨dinger discret
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tel que la variable ale´atoire de´finie sur la premie`re couche est tre`s re´gulie`re au sens
ou` la loi de cette variable ale´atoire re´elle est absolument continue par rapport a` la
mesure de Lebesgue sur R et que sa de´rive´e de Radon-Nikodym est dans un espace de
Sobolev. Il suppose aussi que les autres couches sont soumises a` un ale´a mode´lise´ par
des variables ale´atoires de Bernoulli, donc singulie`res. Il obtient alors l’existence d’une
densite´ pour une puissance de convolution de la mesure µ de´finie sur les matrices de
transfert. Intuitivement cela ne devrait pas se produire lorsque les couches infe´rieures
sont soumises a` des variables ale´atoires singulie`res donc sans densite´. On observe donc,
dans les travaux de Glaffig, un phe´nome`ne de propagation de l’ale´a depuis la premie`re
couche tre`s re´gulie`re a` des couches infe´rieures singulie`res. Il obtient de plus le caracte`re
C∞ de la densite´ d’e´tats inte´gre´e associe´e a` l’ope´rateur qu’il e´tudie.
Dans notre exemple, HP,3(ω), nous observons un phe´nome`ne du meˆme type que
celui qui se produit dans le mode`le e´tudie´ par Glaffig, mais nous l’obtenons pour des
variables ale´atoires pouvant toutes eˆtre fortement singulie`res et sans devoir supposer
que les couches ou` doivent se propager l’ale´a sont de´ja` soumises a` un ale´a. En effet,
notre preuve est encore valable si nos variables ale´atoires ω
(0)
1 et ω
(0)
3 suivent des lois
de Bernoulli et, comme on l’a dit, si notre seconde couche est de´terministe. A` notre
connaissance, c’est le premier exemple d’ope´rateur continu a` valeurs matricielles, dont
l’ale´a peut intervenir sous une forme aussi singulie`re que des variables de Bernoulli, et
ou` l’on observe ce phe´nome`ne de « propagation » de l’ale´a a` des couches de´terministes.
Nos hypothe`ses sont donc moins fortes a priori que celles ne´cessaires a` Glaffig, mais
il faut rappeler que le but de Glaffig dans [Gla90] est d’obtenir le caracte`re C∞ de la
densite´ d’e´tats inte´gre´e a` partir de distributions aussi singulie`res que possible, ce que
nous n’obtiendrons pas dans notre chapitre 7 sur l’e´tude de la re´gularite´ de la densite´
d’e´tats inte´gre´e associe´e a` nos mode`les.
Seconde remarque : L’e´tude de la se´paration des exposants de Lyapounov que nous
avons faite pour les mode`les 4.5 et 4.31 est en partie incomple`te. En effet, nous ne
sommes pas parvenu a` e´tudier ce qui se passe pre´cise´ment pour les e´nergies dans SP,2
et SP,3. L’e´tude de ces e´nergies critiques s’ave`re beaucoup plus complique´e que ce qui
se passe dans le cas scalaire. En effet, pour des mode`les a priori plus complique´s mais
scalaires, il est prouve´ dans [DLS06] ou [DSS02b] que les e´nergies critiques conduisent
directement a` l’annulation de l’exposant de Lyapounov, le sous-groupe de Fu¨rstenberg
associe´ e´tant compact donc borne´. Ici rien de tel ne se produit. Il semblerait par exemple
qu’aux e´nergies critiques dans SP,2, le plus grand exposant de Lyapounov soit encore
strictement positif, mais que ce ne soit pas le cas du second exposant. Nous serions
donc dans un cas interme´diaire entre l’annulation de tous les exposants et la stricte
positivite´ de tous les exposants. Il semblerait aussi que le cas ou` les deux exposants
seraient strictement positifs mais e´gaux ne se produise pas.
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Troisie`me remarque : Pour l’instant, nous ne sommes parvenu a` proposer de preuve
comple`te que pour les cas N = 2 et N = 3 dans le mode`le 4.1. Il nous reste donc a`
e´tudier le cas ge´ne´ral ou` N est quelconque. Il semble que nous en soyons encore assez
loin. En effet, l’e´tude des calculs effectue´s pour N = 2, 3 et une premie`re approche du
casN = 4 nous font penser qu’il n’y a pas de sche´ma de calcul clair qui s’en de´tache pour
le cas ge´ne´ral. Par exemple, dans le cas ge´ne´ral, nous ne savons pas combien et quelles
familles de matrices conside´rer a` l’e´tape 4 de nos preuves. Nous ne le savons meˆme
pas encore pre´cise´ment pour N = 4 . . .Notre me´thode, tre`s constructive dans la mesure
ou` nous explicitons une base de SN(R) de dimension celle de SpN(R), semble difficile
a` appliquer pour N ≥ 4. Une approche plus abstraite doit pouvoir eˆtre conside´re´e,
comme nous le verrons au chapitre 5 ou` nous donnerons des pistes pour le cas ge´ne´ral
du mode`le d’Anderson que nous y e´tudions.
Cela cloˆt notre e´tude de mode`les continus a` interactions ponctuelles. Nous allons
voir dans le prochain chapitre ce que les ide´es de´veloppe´es dans ce chapitre 4 permettent
d’obtenir comme re´sultats lorsqu’on tente de les appliquer a` un mode`le continu a` valeurs
matricielles de type Anderson, et aussi ce qu’elles ne permettent pas d’obtenir.
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Positivite´ des exposants de
Lyapounov pour un mode`le
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Dans ce chapitre nous e´tudions la se´paration des exposants de Lyapounov pour un
mode`le continu a` valeurs matricielles de type Anderson. L’ale´a n’agira plus au travers
d’interactions ponctuelles, donc aux points entiers, comme au mode`le (4.1), mais au
travers d’interactions e´tendues. Cela reviendra a` remplacer les distributions de Dirac
par des fonctions caracte´ristiques d’intervalle. L’e´tude d’un tel mode`le est motive´e par
la question de la localisation pour un mode`le d’Anderson dans une bande continue. Plus
pre´cise´ment on s’inte´resse a` l’ope´rateur :
−∆+
∑
n∈Z
ωnf(x− n, y) (5.1)
agissant sur L2(R× [0, 1]) avec des conditions de Dirichlet sur R× {0} et R× {1}. La
fonction f est a` support compact dans [0, 1] × [0, 1] et les variables ale´atoires de cou-
plage ωn sont suppose´es inde´pendantes et identiquement distribue´es. Pour ce syste`me,
on s’attend a` ce qu’il y ait localisation pour toutes les e´nergies hors d’un ensemble
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discret d’e´nergies critiques, comme cela se produit pour les mode`les unidimensionnels
([DSS02a]). Pourtant cette question reste ouverte encore a` ce jour de`s lors que l’on ne
se trouve pas dans le cas d’une fonction f inde´pendante de y, auquel cas le syste`me se
de´couple en deux syste`mes unidimensionnels. La difficulte´ pour e´tudier un tel mode`le
provient du fait que bien que ce syste`me soit physiquement assimilable a` un syste`me
unidimensionnel, il est mathe´matiquement bi-dimensionnel et sa dynamique est de´finie
par une e´quation aux de´rive´es partielles et non pas par une e´quation diffe´rentielle. Ainsi
les outils que l’on peut utiliser dans le cadre des e´quations diffe´rentielles comme par
exemple les exposants de Lyapounov ou la the´orie de Kotani, ne peuvent plus s’ap-
pliquer directement ici. Pour une pre´sentation d’autres techniques utilisables pour les
syste`mes unidimensionnels on renvoie a` [Sto02].
Pour pallier cette difficulte´, l’ide´e est de discre´tiser l’ope´rateur (5.1) dans la direction
y. On peut ainsi espe´rer approcher ce syste`me de bande continue par un empilement
fini de fils unidimensionnels en interactions et tenter de faire tendre ce nombre de
fils vers l’infini. Cette ide´e nous permet de substituer a` l’ope´rateur (5.1) un ope´rateur
unidimensionnel, continu et a` valeurs matricielles, comme celui que nous allons pre´senter
dans ce chapitre.
Plus ge´ne´ralement ce mode`le de bande continue s’inscrit dans l’e´tude de mode`les
d’Anderson a` potentiels surfaciques ou de´finis sur des demi-espaces, en dimension quel-
conque. L’e´tude dans le cas continu de tels ope´rateurs est amorce´e dans [dMSS05]. Il
y est e´tabli, entre autres, des techniques permettant de prouver l’absence de spectre
absolument continu pour de tels mode`les.
Les mode`les d’Anderson ont initialement pour but de mode´liser les phe´nome`nes de
semi-conductivite´ en physique du solide. Le premier mode`le de ce type a e´te´ introduit
par le physicien P.Anderson, en 1958 et correspond a` un mode`le unidimensionnel discret
et ale´atoire de la forme :
−∆disc +
∑
k∈Z
qk(ω)f(x− k)
ou` les qk(ω) sont des variables ale´atoires et f est une fonction donne´e supporte´e par
l’intervalle [0, 1]. On parle de potentiel a` un site du fait que la fonction f ne de´pend pas
de k et est supporte´e par [0, 1]. Dans le cas qui nous inte´ressera, les variables ale´atoires
qk(ω) suivent une loi de Bernoulli. Pour une preuve de la localisation dans ce cas, on
peut renvoyer a` [CKM87]. Dans le cas d’un mode`le discret a` valeurs matricielles, le
premier re´sultat de se´paration des exposants de Lyapounov est le fait de Gol’dsheid et
Margulis dans [GM89] et la preuve de la localisation pour ce meˆme mode`le se trouve
dans [KLS90]. Pour les mode`les continus, le cas a` valeurs scalaires est entie`rement
e´tudie´ dans [DSS02a]. Enfin dans le cas multidimensionnel et a` valeurs scalaires, on
peut renvoyer au re´sultat re´cent de Bourgain et Kenig dans [BK05].
Nous chercherons a` appliquer les me´thodes de´veloppe´es au chapitre 4 a` notre mode`le
d’Anderson. Nous verrons que l’on obtiendra encore l’absence de spectre absolument
continu, mais que l’on n’obtiendra plus la se´paration des exposants de Lyapounov hors
d’un ensemble discret, mais seulement hors d’un ensemble de´nombrable qui pourrait
eˆtre dense. Pour obtenir a` nouveau la se´paration des exposants de Lyapounov hors
d’un ensemble discret d’e´nergies, nous allons devoir raffiner les ide´es de´veloppe´es pour
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les mode`les a` interactions ponctuelles et utiliser les re´sultats de the´orie des groupes de
Breuillard et Gelander que nous avons pre´sente´s au chapitre 3.
Dans une premie`re partie nous pre´senterons en de´tail le mode`le que l’on e´tudie.
Dans une seconde partie nous pre´senterons le re´sultat obtenu en collaboration avec
Gu¨nter Stolz (voir [BS07]) dans le cas N = 2. Puis dans une troisie`me partie nous
montrerons comment ame´liorer ce re´sultat pour obtenir la stricte positivite´ des expo-
sants de Lyapounov non plus en dehors d’un ensemble de´nombrable, mais en dehors
d’un ensemble discret. Enfin dans une quatrie`me et dernie`re partie nous discuterons de
pistes permettant d’aborder le cas ge´ne´ral de N quelconque.
5.1 Un mode`le d’Anderson-Bernoulli
Nous allons e´tudier un mode`le de type Anderson-Bernoulli unidimensionnel, continu
et a` valeurs matricielles. On peut voir un tel mode`le commeN mode`les unidimensionnels
a` valeurs scalaires et inde´pendants comme dans [DSS02b] que l’on couple via l’ope´rateur
de multiplication V0 de´fini au mode`le (4.1). Cela nous ame`ne a` de´finir l’ope´rateur de
Schro¨dinger :
HB(ω) = − d
2
dx2
IN + V0 +
∑
n∈Z
 ω
(n)
1 χ[0,1](x− n) 0
. . .
0 ω
(n)
N χ[0,1](x− n)
 (5.2)
agissant sur L2(R,CN). Dans cet ope´rateur, χ[0,1] est la fonction caracte´ristique de
l’intervalle [0, 1], V0 est l’ope´rateur de multiplication (4.2). Les (ω
(n)
i )n∈Z pour i ∈
{1, . . . , N} sont des suites de variables ale´atoires sur un espace probabilise´ complet
(Ω,B,P), i.i.d. et inde´pendantes les unes des autres, de loi commune ν˜ telle que {0, 1} ⊂
supp ν˜. En particulier le cas ou` ces variables ale´atoires sont des variables de Bernoulli
est couvert par ces hypothe`ses.
Cet ope´rateur est une perturbation borne´e du laplacien (− d2
dx2
) ⊕ . . . ⊕ (− d2
dx2
). Il
est donc autoadjoint sur l’espace de Sobolev H2(R,CN).
En vue des chapitres 6 et 7 nous poserons :
V (n)ω (x) := V0 +
∑
n∈Z
 ω
(n)
1 χ[0,1](x− n) 0
. . .
0 ω
(n)
N χ[0,1](x− n)
 (5.3)
Afin d’e´tudier les exposants de Lyapounov associe´s a` l’ope´rateur (5.2) on commence
par introduire la suite des matrices de transfert associe´es au syste`me diffe´rentiel :
HB(ω)u = Eu, E ∈ R. (5.4)
71
CHAPITRE 5 5.2
Si u = (u1, . . . , uN) est une solution du syste`me (5.4), on de´finit la matrice de
transfert Aωn,N(E) de n a` n+ 1 par la relation :
u1(n+ 1)
...
uN(n+ 1)
u′1(n+ 1)
...
u′N(n+ 1)

= Aωn,N(E)

u1(n)
...
uN(n)
u′1(n)
...
u′N(n)

.
Alors la suite des matrices de transfert (Aωn,N(E))n∈Z est une suite i.i.d. de matrices
symplectiques (voir [MV04] section 2). On de´finit comme a` la section 2.2.1 la loi µ˜E de
ces matrices et le sous-groupe de Fu¨rstenberg Gµ˜E ⊂ SpN(R) associe´ a` cette suite.
En fait on peut e´crire Aωn,N(E) sous forme exponentielle en commenc¸ant par associer
au syste`me (5.4) le syste`me diffe´rentiel d’ordre 1 :
Y ′ =
(
0 IN
V
(0)
ω − E 0
)
Y
avec Y ∈M2N(R). Si Y est la solution ve´rifiant Y (0) = I2N , alors Aωn,N(E) = Y (1). La
re´solution de ce syste`me nous conduit directement a` l’expression (voir [DF79]) :
Aω0,N(E) = exp
(
0 IN∫ 1
0
V
(0)
ω (u) du− E 0
)
(5.5)
Comme dans notre mode`le (5.2), le potentiel V
(0)
ω (x) est constant sur [0, 1], on obtient :
Aω0,N(E) = exp
(
0 IN
V
(0)
ω − E 0
)
:= exp(XN,ω(E)) (5.6)
ou` l’on a pose´ :
XN,ω(E) =
(
0 IN
V
(0)
ω − E 0
)
(5.7)
De cette forme on retrouve bien suˆr le fait que Aω0,N(E) est symplectique.
On notera enfin AN(E) l’alge`bre de Lie de l’adhe´rence de Zariski ClZ(Gµ˜E) du groupe
Gµ˜E .
En appliquant alors la the´orie de Kotani (voir section 2.3.3) on rame`ne l’e´tude du spectre
absolument continu de HB(ω) a` l’e´tude de ses exposants de Lyapounov. Comme pour
l’ope´rateur HP (ω), une preuve comple`te pour le cas ge´ne´ral ou` N est quelconque n’est
pas encore obtenue. En revanche nous allons pre´senter dans les deux prochaines sections
une e´tude des exposants de Lyapounov pour le cas N = 2 qui impliquera l’absence de
spectre absolument continu dans ce cas.
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5.2 Etude dans le cas N = 2 : une premie`re approche
Nous pre´sentons dans cette section un premier re´sultat d’absence de spectre abso-
lument continu pour les e´nergies E > 2 dans le cas ou` N = 2. Ce re´sultat a e´te´ obtenu
en collaboration avec Gu¨nter Stolz (voir [BS07]).
5.2.1 Pre´liminaires
Dans cette section nous fixons donc N = 2 dans le mode`le (5.2) ce qui nous conduit
a` e´tudier l’ope´rateur :
HB,2(ω) = − d
2
dx2
+ V0 +
∑
n∈Z
(
ω
(n)
1 χ[0,1](x− n) 0
0 ω
(n)
2 χ[0,1](x− n)
)
(5.8)
agissant sur L2(R,C2). Comme dans le cas des ope´rateurs HP,2(ω) et HP,3(ω) nous
obtiendrons que les exposants de Lyapounov sont strictement positifs en dehors d’un
ensemble de mesure nulle, en l’occurrence, dans cette premie`re approche, un ensemble
de´nombrable d’e´nergies critiques. Donnons tout de suite le re´sultat pre´cis que nous
allons montrer.
The´ore`me 5.2.1. Soient γ1(E) et γ2(E) les exposants de Lyapounov positifs associe´s
a` HB,2(ω). Il existe un ensemble de´nombrable C tel que, pour tout E > 2, E /∈ C,
γ1(E) > γ2(E) > 0.
Ainsi, HB,2(ω) n’a pas de spectre absolument continu dans l’intervalle ]2,∞[.
Avant de nous lancer dans la preuve de ce the´ore`me, nous allons expliciter en de´tails
les matrices de transfert. Tout d’abord, comme on a suppose´ que {0, 1} ⊂ supp ν˜ on a :
{A(0,0)0,2 (E), A(1,0)0,2 (E), A(0,1)0,2 (E), A(1,1)0,2 (E)} ⊂ Gµ˜E .
On aura note´ ici Aω
(0)
0,2 (E) la matrice de transfert de 0 a` 1, avec ω
(0) = (ω
(0)
1 , ω
(0)
2 ).
Comme les matrices Aωn,2(E) sont i.i.d., Gµ˜E est engendre´ par les A
ω(0)
0,2 (E) lorsque ω
(0)
parcourt supp ν˜. En pratique nous allons nous servir uniquement des ω(0) ∈ {0, 1}2.
Pour donner une description explicite des matrices Aω
(0)
0,2 (E), on calcule l’exponen-
tielle (5.6). Pour cela on pose :
Mω(0) =
(
ω
(0)
1 1
1 ω
(0)
2
)
= Sω(0)
(
λω
(0)
1 0
0 λω
(0)
2
)
S−1
ω(0)
,
ou` les matrices Sω(0) sont orthogonales et les valeurs propres de Mω(0) , λ
ω(0)
1 ≤ λω(0)2 ,
sont re´elles. On peut calculer ces valeurs propres et ces matrices orthogonales pour les
diffe´rentes valeurs de ω(0) ∈ {0, 1}2. On obtient :
S(0,0) =
1√
2
(
1 1
1 −1
)
, λ
(0,0)
1 = 1, λ
(0,0)
2 = −1,
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S(1,1) = S(0,0), λ
(1,1)
1 = 2, λ
(1,1)
2 = 0,
S(1,0) =
 2√10−2√5 2√10+2√5−1+√5√
10−2√5
−1−√5√
10+2
√
5
 , λ(1,0)1 = 1 +√52 , λ(1,0)2 = 1−
√
5
2
,
S(0,1) =
 2√10−2√5 2√10+2√5
1−√5√
10−2√5
1+
√
5√
10+2
√
5
 , λ(0,1)1 = 1 +√52 , λ(0,1)2 = 1−
√
5
2
.
On introduit aussi les matrices de´finies par blocs :
Rω(0) =
(
Sω(0) 0
0 Sω(0)
)
.
Enfin, on suppose que E > 2 pour que E soit strictement supe´rieur a` toutes les
valeurs propres de toutes les matricesMω(0) . En utilisant l’abre´viation ri = ri(E,ω
(0)) :=√
E − λω(0)i , i = 1, 2, on obtient l’expression suivante pour les matrices de transfert :
Aω
(0)
0,2 (E) = Rω(0)

cos(r1) 0
1
r1
sin(r1) 0
0 cos(r2) 0
1
r2
sin(r2)
−r1 sin(r1) 0 cos(r1) 0
0 −r2 sin(r2) 0 cos(r2)
R−1ω(0) . (5.9)
Remarque 5.2.2. Pour E < 2 on peut bien suˆr expliciter aussi les matrices de transfert
comme on vient de le faire. Suivant la position de E par rapport aux valeurs propres
λω
(0)
i , certains sinus et cosinus sont transforme´s en des sinus hyperboliques et des cosinus
hyperboliques. Cela nous conduirait a` e´tudier diffe´rents cas comme pour le mode`le (4.5)
si ce n’est que pour le mode`le (5.8), les ajustements que l’on a pu faire a` la section 4.2.3
ne sont plus possibles ici. Les arguments que l’on utilise ici sont uniquement adapte´s au
cas elliptique (pre´sence uniquement de sinus et cosinus) et non pas au cas hyperbolique
(pre´sence uniquement de cosinus et sinus hyperboliques) ou interme´diaire (pre´sence des
deux types de sinus et cosinus).
Pour ces raisons techniques, nous laissons ici ouverte la question de la se´paration des
exposants de Lyapounov dans les cas ou` E < 2, meˆme si nous pensons qu’un re´sultat
similaire au the´ore`me 5.2.1 est encore vrai dans ces cas.
Nous pouvons maintenant passer a` la preuve du the´ore`me 5.2.1
5.2.2 Preuve du the´ore`me 5.2.1
En utilisant le crite`re de Gol’dsheid et Margulis (the´ore`me 3.1.3) et les re´sultats de
[KS88] (the´ore`me 2.3.3) et [Kir85] (voir section 7.1) comme dans la preuve du the´ore`me
4.2.1, on est ramene´ a` prouver la proposition suivante :
Proposition 5.2.3. Il existe un ensemble de´nombrable C tel que pour tout E ∈]2,+∞[\C,
Gµ˜E est Zariski-dense dans Sp2(R).
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De´monstration. E´tape 1. On fixe E ∈]2,+∞[. Pour ω(0) = (0, 0) on a
A
(0,0)
0,2 (E) = R(0,0)

cos(α1) 0
1
α1
sin(α1) 0
0 cos(α2) 0
1
α2
sin(α2)
−α1 sin(α1) 0 cos(α1) 0
0 −α2 sin(α2) 0 cos(α2)
R−1(0,0) (5.10)
ou` α1 =
√
E − λ(0,0)1 =
√
E − 1 et α2 =
√
E − λ(0,0)2 =
√
E + 1.
Soit C1 l’ensemble des e´nergies telles que 2π, α1 et α2 soient rationnellement de´pen-
dants. On peut ve´rifier que C1 est un ensemble de´nombrable comme union de´nombrable
(indexe´e par l’ensemble de´nombrable Q[X]) d’ensembles finis de ze´ros de polynoˆmes.
On suppose maintenant que E ∈]2,+∞[\C1. L’inde´pendance rationnelle de (2π, α1, α2)
implique qu’il existe une suite (nk) ∈ NN telle que :
(nkα1, nkα2) −−−→
k→∞
(
π
2
, 0)
avec convergence dans R2/(2πZ)2. De meˆme il existe (mk) ∈ NN, telle que :
(mkα1,mkα2) −−−→
k→∞
(0,
π
2
) .
Alors, comme Gµ˜E est ferme´ pour la topologie usuelle, on en conclut que :
(
A
(0,0)
0,2 (E)
)nk −−−→
k→∞
R(0,0)

0 0 1
α1
0
0 1 0 0
−α1 0 0 0
0 0 0 1
R−1(0,0) ∈ Gµ˜E (5.11)
et (
A
(0,0)
0,2 (E)
)mk −−−→
k→∞
R(0,0)

1 0 0 0
0 0 0 1
α2
0 0 1 0
0 −α2 0 0
R−1(0,0) ∈ Gµ˜E . (5.12)
On recommence pour ω(0) = (1, 1). On a :
A
(1,1)
0,2 (E) = R(0,0)

cos(β1) 0
1
β1
sin(β1) 0
0 cos(β2) 0
1
β2
sin(β2)
−β1 sin(β1) 0 cos(β1) 0
0 −β2 sin(β2) 0 cos(β2)
R−1(0,0) , (5.13)
ou` β1 =
√
E − λ(1,1)1 =
√
E − 2 et β2 =
√
E − λ(1,1)2 =
√
E.
De meˆme que pour A
(0,0)
0,2 (E), en regardant les puissances de A
(1,1)
0,2 (E), on voit que
pour les e´nergies E telles que 2π, β1 et β2 soient rationnellement inde´pendants (ce qui
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arrive pour des E hors d’un ensemble de´nombrable C2) :
R(0,0)

0 0 1
β1
0
0 1 0 0
−β1 0 0 0
0 0 0 1
R−1(0,0) ∈ Gµ˜E (5.14)
et
R(0,0)

1 0 0 0
0 0 0 1
β2
0 0 1 0
0 −β2 0 0
R−1(0,0) ∈ Gµ˜E . (5.15)
E´tape 2. En multipliant (5.11) par l’inverse de (5.14) on obtient :
R(0,0)

β1
α1
0 0 0
0 1 0 0
0 0 α1
β1
0
0 0 0 1
R−1(0,0) ∈ Gµ˜E .
Comme α1 > β1 > 0, par un argument similaire a` celui utilise´ dans la preuve du lemme
4.2.3, on prouve que pour tout x > 0 :
C1(x) = R(0,0)

x 0 0 0
0 1 0 0
0 0 1
x
0
0 0 0 1
R−1(0,0) ∈ ClZ(Gµ˜E) .
On remarque que C1(1) = I. Alors en de´rivant en I,
C1 := R(0,0)

1 0 0 0
0 0 0 0
0 0 −1 0
0 0 0 0
R−1(0,0) ∈ A2(E) .
De meˆme, en utilisant cette fois (5.12) et (5.15),
C2 := R(0,0)

0 0 0 0
0 1 0 0
0 0 0 0
0 0 0 −1
R−1(0,0) ∈ A2(E) .
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E´tape 3. On poursuit en conjuguant C1 par A
(0,0)
0,2 (E) pour obtenir :
A
(0,0)
0,2 (E)C1 (A
(0,0)
0,2 (E))
−1 =
R(0,0)

cos2(α1)− sin2(α1) 0 − 2α1 sin(α1) cos(α1) 0
0 0 0 0
−2α1 sin(α1) cos(α1) 0 sin2(α1)− cos2(α1) 0
0 0 0 0
R−1(0,0) ∈ A2(E) (5.16)
d’apre`s (4.16). On peut soustraire a` cette matrice un multiple de C1 ∈ A2(E), soit
(cos2(α1)− sin2(α1))C1, et diviser le re´sultat par 2α1 sin(α1) cos(α1) 6= 0 pour trouver :
C3 := R(0,0)

0 0 1
α1
0
0 0 0 0
α1 0 0 0
0 0 0 0
R−1(0,0) ∈ A2(E) .
En conjuguant C1 par A
(1,1)
0,2 (E) et en re´pe´tant les meˆmes arguments on trouve :
C4 := R(0,0)

0 0 1
β1
0
0 0 0 0
β1 0 0 0
0 0 0 0
R−1(0,0) ∈ A2(E) .
De meˆme conjuguer C2 au lieu de C1 nous donne :
C5 := R(0,0)

0 0 0 0
0 0 0 1
α2
0 0 0 0
0 α2 0 0
R−1(0,0) ∈ A2(E)
et
C6 := R(0,0)

0 0 0 0
0 0 0 1
β2
0 0 0 0
0 β2 0 0
R−1(0,0) ∈ A2(E) .
E´tape 4. Comme |α1| 6= |β1| et |α2| 6= |β2|, il est clair que les matrices C1, . . . , C6 sont
line´airement inde´pendantes. Il s’en suit que :
R(0,0)

a 0 b 0
0 a˜ 0 b˜
c 0 −a 0
0 c˜ 0 −a˜
R−1(0,0) ∈ A2(E) (5.17)
pour tout (a, a˜, b, b˜, c, c˜) ∈ R6.
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E´tape 5. Soit C3 l’ensemble de´nombrable des e´nergies E telles que 2π,
√
E − 1+
√
5
2
et√
E − 1−
√
5
2
soient rationnellement inde´pendants. Alors pour E ∈]2,+∞[\C3, en
utilisant le meˆme argument que pour (5.11) pour les puissances de A
(1,0)
0,2 (E), on a :
M1 := R(1,0)

0 0 1
α
0
0 1 0 0
−α 0 0 0
0 0 0 1
R−1(1,0) ∈ Gµ˜E
ou` α :=
√
E − 1+
√
5
2
.
En plus des six matrices C1, . . . , C6, nous allons construire quatre autres e´le´ments
line´airement inde´pendants de A1(E) en conjuguant des matrices particulie`res de la
forme (5.17) par M1. Soit X une matrice arbitraire de la forme (5.17). Tout d’abord
on remarque que :
R(1,0) = R(0,0)
(
S−1(0,0)S(1,0) 0
0 S−1(0,0)S(1,0)
)
.
Alors un calcul direct nous montre que :
M1XM
−1
1 = R(0,0)
(
B 1
α
A
−αA B
)
a 0 b 0
0 a˜ 0 b˜
c 0 −a 0
0 c˜ 0 −a˜
( B − 1αAαA B
)
R−1(0,0) , (5.18)
ou` A = T−1
(
1 0
0 0
)
T , B = T−1
(
0 0
0 1
)
T et T = S(1,0)S
−1
(0,0).
Pour construire nos quatre e´le´ments manquants nous allons prendre des valeurs
particulie`res pour a, a˜, b, b˜, c, c˜. Notons X1 la matrice X lorsque c = 1, a = 0, a˜ = 0,
b = 0, b˜ = 0, c˜ = 0. On obtient apre`s de longs calculs :
C7 :=M1X1M
−1
1 =
1
4(5−√5)2R(0,0)

∗ −2+2
√
5
α
∗ ∗
−22+10√5
α
∗ −2+2
√
5
α2
∗
∗ 22− 10√5 ∗ ∗
∗ ∗ ∗ ∗
R−1(0,0) ∈ A2(E)
Ici on ne garde trace que des quatre coefficients matriciels qui nous serons
indispensables pour justifier de l’inde´pendance line´aire avec C1, . . . , C6, puisque les
coefficients correspondants dans ces six matrices sont tous nuls.
De fac¸on similaire, on note X2 la matrice telle que c˜ = 1 et tous les autres parame`tres
sont nuls. Cela donne :
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C8 :=M1X2M
−1
1 =
1
4(5−√5)2R(0,0)

∗ 2+2
√
5
α
∗ ∗
22−10√5
α
∗ 22−10
√
5
α2
∗
∗ −2− 2√5 ∗ ∗
∗ ∗ ∗ ∗
R−1(0,0) ∈ A2(E)
Sous l’hypothe`se que 2π,
√
E − 1+
√
5
2
,
√
E − 1−
√
5
2
sont rationnellement inde´pendants,
on peut prouver comme dans (5.12), pour les puissances de A
(1,0)
0,2 (E), que :
M2 := R(1,0)

1 0 0 0
0 0 0 1
β
0 0 1 0
0 −β 0 0
R−1(1,0) ∈ Gµ˜E ,
ou` β :=
√
E − 1−
√
5
2
. Alors comme pre´ce´demment on a :
M2XM
−1
2 = R(0,0)
(
A 1
β
B
−βB A
)
a 0 b 0
0 a˜ 0 b˜
c 0 −a 0
0 c˜ 0 −a˜
( A − 1βBβB A
)
R−1(0,0)
avec les meˆmes matrices A et B que dans (5.18). Soit X3 la matrice de la forme de X
telle que b = 1 et tous les autres parame`tres sont nuls, et soit X4 de´finie de meˆme avec
b˜ = 1 au lieu de b = 1. Cela donne comme auparavant :
C9 :=M2X3M
−1
2 =
1
4(5−√5)2R(0,0)

∗ −β 1+
√
5
8
∗ ∗
β 125−41
√
5
8
∗ 1+
√
5
8
∗
∗ β2 125−41
√
5
8
∗ ∗
∗ ∗ ∗ ∗
R−1(0,0) ∈ A2(E)
et
C10 :=M2X4M
−1
2 =
1
4(5−√5)2R(0,0)

∗ β 95−29
√
5
8
∗ ∗
β 11−5
√
5
8
∗ −11+5
√
5
8
∗
∗ β2 95−29
√
5
8
∗ ∗
∗ ∗ ∗ ∗
R−1(0,0) ∈ A2(E) .
E´tape 6. Comme α 6= β, on peut ve´rifier que pour toutes les e´nergies E hors d’un
ensemble discret de re´els, les quatre vecteurs de R4 construits a` partir des quatre
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coefficients dont on a garde´ trace dans les matrices C7, C8, C9 et C10 sont line´airement
inde´pendants. Plus pre´cise´ment on a :∣∣∣∣∣∣∣∣∣∣
− 1
α
(2 + 2
√
5) 1
α
(2 + 2
√
5) −β 1+
√
5
8
β 95−29
√
5
8
1
α
(−22 + 10√5) 1
α
(22− 10√5) β 125−41
√
5
8
β 11−5
√
5
8
22− 10√5 −2− 2√5 β2 125−41
√
5
8
β2 95−29
√
5
8
− 1
α2
(2 + 2
√
5) 1
α2
(22− 10√5) 1+
√
5
8
−11+5√5
8
∣∣∣∣∣∣∣∣∣∣
=
2β(780− 349√5(α+ β)(121α− 13664√5β − 71805β))
121(4(5−√5)2)4α3
Le membre de droite de l’e´galite´ est une fonction analytique non identiquement nulle
de E pour E > 2 (et ainsi α 6= 0 pour tout E > 2) et donc il ne s’annule qu’en un
ensemble discret que l’on note C4.
Soit C = C1 ∪ C2 ∪ C3 ∪ C4. On fixe E ∈]2,+∞[\C. Alors C1, . . . , C6 sont line´airement
inde´pendantes, ainsi que les matrices C7, . . . , C10. Mais de par la re´partition des
coefficients nuls dans ces deux familles de matrices, l’espace engendre´ par les matrices
C1, . . . , C6 est orthogonal a` l’espace engendre´ par les matrices C7, . . . , C10. Ainsi ces
deux sous-espaces de M4(R) sont supple´mentaires et donc la famille de matrices
(C1, . . . , C10) est line´airement inde´pendante. D’ou` :
10 ≤ dimA2(E) ≤ dimSp2(R) = 10
et donc A2(E) = sp2(R). Alors, par connexite´ de Sp2(R) on a ClZ(Gµ˜E) = Sp2(R). On
a donc prouve´ la proposition.
Ce the´ore`me 5.2.1 est un re´sultat suffisant du point de la the´orie de Kotani et de
l’e´tude du spectre absolument continu. En revanche, en vue de l’e´tude de la re´gularite´
des exposants de Lyapounov et de la Densite´ d’E´tats Inte´gre´e que nous ferons aux cha-
pitres 6 et 7, le fait de n’exclure qu’un ensemble de´nombrable d’e´nergies est insuffisant.
En effet, dans notre construction, rien ne nous dit que cet ensemble de´nombrable C n’est
pas dense dans ]2,+∞[. D’ailleurs au vu des de´finitions de C1, C2 et C3, qui sont des en-
sembles de valeurs de E telles que des « trajectoires » de la forme (n
√
E − α, n√E − β)
s’enroulent de manie`re dense sur le tore R2/Z2, ces ensembles sont denses dans ]2,+∞[.
Or l’e´tude de la re´gularite´ des exposants de Lyapounov et de la Densite´ d’E´tats Inte´gre´e
exige que l’on puisse prouver la se´paration des exposants de Lyapounov sur un intervalle
de valeurs de E. En cela le the´ore`me 5.2.1 est incomplet. Nous allons donc voir comment
raffiner les techniques alge´briques utilise´es dans la preuve de ce the´ore`me pour obtenir
qu’en fait le sous-groupe de Fu¨rstenberg Gµ˜E est dense au sens de la topologie usuelle
dans Sp2(R) cette fois pour des e´nergies dans ]2,+∞[ et hors d’un ensemble discret.
5.3 E´tude dans le cas N = 2 : une seconde approche
Nous allons donc adopter une nouvelle approche dans l’e´tude du sous-groupe de
Fu¨rstenberg associe´ a` HB,2(ω). Nous prouvons le the´ore`me suivant :
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The´ore`me 5.3.1. Soient γ1(E) et γ2(E) les exposants de Lyapounov positifs associe´s
a` HB,2(ω). Il existe un ensemble discret SB ⊂ R tel que, pour tout E ∈]2,+∞[\SB,
γ1(E) > γ2(E) > 0.
En particulier, HB,2(ω) n’a pas de spectre absolument continu dans l’intervalle ]2,+∞[.
Pour prouver ce the´ore`me, il nous suffit de prouver que le sous-groupe de Fu¨rstenberg
Gµ˜E associe´ a` HB,2(ω) est Zariski-dense dans Sp2(R). Nous allons de fait prouver un
re´sultat plus fort en prouvant que Gµ˜E contient un sous-groupe dense pour la topologie
induite par la topologie usuelle sur M2(R). D’ou` GµE sera aussi dense dans Sp2(R).
Comme Gµ˜E est ferme´ pour cette topologie usuelle (par de´finition), il sera donc e´gal
a` tout Sp2(R) et on pourra directement appliquer le corollaire 2.3.8 pour obtenir la
se´paration des exposants de Lyapounov.
Cette discussion faite, pour construire un sous-groupe dense de Gµ˜E , on va appli-
quer le the´ore`me 3.2.2 au groupe semi-simple G = Sp2(R). Ce the´ore`me nous dicte
pre´cise´ment le plan de notre preuve. Dans un premier temps, nous allons prouver l’exis-
tence d’e´le´ments particuliers de Gµ˜E dans le voisinage O de l’identite´ donne´ par le
the´ore`me 3.2.2. Puis nous calculerons leurs logarithmes et nous ve´rifierons que ceux-ci
engendrent bien toute l’alge`bre de Lie sp2(R) de Sp2(R).
5.3.1 Construction d’e´le´ments de Gµ˜E dans O
Pour pouvoir appliquer le the´ore`me 3.2.2, il nous faut travailler avec des e´le´ments du
voisinage O donne´ par ce meˆme the´ore`me. Nous partons des e´le´ments que nous savons
eˆtre dans le groupe Gµ˜E , a` savoir les quatre matrices A
(0,0)
0,2 (E), A
(1,0)
0,2 (E), A
(0,1)
0,2 (E) et
A
(1,1)
0,2 (E). Nous allons prouver qu’en prenant une puissance bien choisie de chacune
de ces matrices on peut construire quatre autres matrices de Gµ˜E qui seront dans un
voisinage arbitrairement petit de l’identite´, donc en particulier dans O.
Pour cela on va utiliser un re´sultat d’approximation diophantienne simultane´e que
nous commenc¸ons par rappeler.
The´ore`me 5.3.2 (Dirichlet). Soient α1, . . . , αN des re´els et M > 1 un entier. Il existe
alors y, x1, . . . , xN dans Z ve´rifiant 1 ≤ y ≤M et tels que, pour tout i = 1, . . . , N :
|αiy − xi| < M− 1N
De´monstration. Ce re´sultat est fonde´ sur le the´ore`me de Minkowski sur le volume d’une
maille e´le´mentaire d’un re´seau. On peut en trouver la preuve dans [Sch80].
Arme´ de ce the´ore`me de Dirichlet, on peut prouver la proposition suivante :
Proposition 5.3.3. Soit E ∈]2,+∞[. Pour tout ω ∈ {0, 1}2, il existe mω(E) ∈ N∗ tel
que :
(Aω0,2(E))
mω(E) ∈ O
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De´monstration. On fixe ω(0) ∈ {0, 1}2. Soit alors M > 1 un entier. On applique le
the´ore`me 5.3.2 avec α1 =
r1
2pi
et α2 =
r2
2pi
. Il existe donc y ∈ Z, 1 ≤ y ≤M et x1, x2 ∈ Z
tels que : ∣∣∣ r1
2π
y − x1
∣∣∣ < M− 12 , ∣∣∣ r2
2π
y − x2
∣∣∣ < M− 12
ce qui peut se re´e´crire sous la forme :
|r1y − 2x1π| < 2πM− 12 , |r2y − 2x2π| < 2πM− 12 (5.19)
On a alors :
(Aω
(0)
0,2 (E))
y = Rω(0)

cos(yr1) 0
0 cos(yr2)
1
r1
sin(yr1) 0
0 1
r2
sin(yr2)
−r1 sin(yr1) 0
0 −r2 sin(yr2)
cos(yr1) 0
0 cos(yr2)
R−1ω(0)
= Rω(0)

cos(yr1 − 2x1pi) 0
0 cos(yr2 − 2x2pi)
1
r1
sin(yr1 − 2x1pi) 0
0 1
r2
sin(yr2 − 2x2pi)
−r1 sin(yr1 − 2x1pi) 0
0 −r2 sin(yr2 − 2x2pi)
cos(yr1 − 2x1pi) 0
0 cos(yr2 − 2x2pi)
R−1ω(0)
par 2π-pe´riodicite´ des fonctions sinus et cosinus.
Puis, soit ε > 0. Alors en prenant M suffisamment grand, M−
1
2 sera suffisamment petit
pour que :
˛˛˛
˛˛˛
˛˛
˛˛˛
˛˛˛
˛˛
0
BB@
cos(yr1 − 2x1pi) 0
0 cos(yr2 − 2x2pi)
1
r1
sin(yr1 − 2x1pi) 0
0 1
r2
sin(yr2(E)− 2x2pi)
−r1 sin(yr1 − 2x1pi) 0
0 −r2 sin(yr2 − 2x2pi)
cos(yr1 − 2x1pi) 0
0 cos(yr2 − 2x2pi)
1
CCA− I4
˛˛˛
˛˛˛
˛˛
˛˛˛
˛˛˛
˛˛ < ε
On rappelle alors que comme les matrices Sω(0) sont orthogonales, il en est de meˆme de
Rω(0) et donc le fait de conjuguer par Rω(0) ne change pas la norme. D’ou` :
||(Aω(0)0,2 (E))y − I4|| < ε
Si l’on suppose ε suffisamment petit pour que B(I4, ε) ⊂ O, ce qui revient a` prendre
M assez grand, il nous suffit de poser y = mω(E) pour avoir trouve´ mω(E) ∈ N∗ tel
que 1 ≤ mω(E) ≤M et :
(Aω
(0)
0,2 (E))
mω(E) ∈ O
Remarque 5.3.4. Il est important de pre´ciser que cette preuve s’appuie principalement
sur le fait que dans le the´ore`me 3.2.2, le voisinage de l’identite´ O ne de´pend que du
groupe semi-simple G. Il est donc ici inde´pendant du choix de E et de ω(0). Il en est
donc de meˆme de l’entier M > 1. Cela sera essentiel dans la suite. Ainsi, bien que
l’entier mω(E) de´pende de E et de ω
(0), on peut toujours le prendre dans un intervalle
d’entiers {1, . . . ,M} qui sera lui inde´pendant de E et ω(0). En fait ce sont alors les
entiers “d’ajustement” x1 et x2 qui de´pendent de E et ω
(0).
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Il nous faut maintenant prouver que l’alge`bre de Lie engendre´e par les logarithmes
des matrices (Aω
(0)
0,2 (E))
mω(E) est bien sp2(R). Il se pose alors une premie`re difficulte´.
Bien que l’on puisse e´crire :
(Aω
(0)
0,2 (E))
mω(E) = exp(mω(E)X2,ω(E))
ou` X2,ω(E) est de´fini en (5.7), cela ne signifie pas que le logarithme de (A
ω(0)
0,2 (E))
mω(E)
soit simplement e´gal a` mω(E)X2,ω(E). En effet, a priori, mω(E)X2,ω(E) /∈ logO. Il va
donc nous falloir calculer ce logarithme.
5.3.2 Calcul du logarithme de (Aω0,2(E))
mω(E)
On commence par fixer ω(0) ∈ {0, 1}2 et on suppose que E > 2. Afin de calculer le
logarithme de (Aω0,2(E))
mω(E), on part de son expression dans la base de´finie par Rω(0) :
(Aω
(0)
0,2 (E))
mω(E) =
Rω(0)

cos(mω(E)r1) 0
1
r1
sin(mω(E)r1) 0
0 cos(mω(E)r2) 0
1
r2
sin(mω(E)r2)
−r1 sin(mω(E)r1) 0 cos(mω(E)r1) 0
0 −r2 sin(mω(E)r2) 0 cos(mω(E)r2)
R−1ω(0) (5.20)
Quitte a` permuter les vecteurs de la base orthonorme´e de´finie par les colonnes de
Rω(0) , on peut e´crire qu’il existe une matrice Pω(0) orthogonale et de permutation telle
que :
(Aω
(0)
0,2 (E))
mω(E) =
Rω(0)Pω(0)

cos(mω(E)r1)
1
r1
sin(mω(E)r1) 0 0
−r1 sin(mω(E)r1) cos(mω(E)r1) 0 0
0 0 cos(mω(E)r2)
1
r2
sin(mω(E)r2)
0 0 −r2 sin(mω(E)r2) cos(mω(E)r2)
P−1ω(0)R−1ω(0)
(5.21)
Rappelons que l’on peut choisir mω(E) de sorte que (A
ω
0,2(E))
mω(E) soit arbitraire-
ment proche de l’identite´ de Sp2(R), en particulier, on peut toujours supposer que :
||(Aω(0)0,2 (E))mω(E) − I4|| < 1 .
Alors on peut e´crire le de´veloppement en se´rie entie`re du logarithme pour obtenir :
log((Aω
(0)
0,2 (E))
mω(E)) =
∑
k≥1
(−1)k+1
k
((Aω
(0)
0,2 (E))
mω(E) − I4)k (5.22)
Le temps du calcul, nous allons exprimer les sinus et cosinus sous forme d’exponentielle
complexe. On commence par poser :
Qω(0) =

− i
r1
i
r1
0 0
1 1 0 0
0 0 − i
r2
i
r2
0 0 1 1
 (5.23)
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et donc :
Q−1
ω(0)
=
1
2

ir1 1 0 0
−ir1 1 0 0
0 0 ir2 1
0 0 −ir2 1
 (5.24)
On a alors :
(Aω
(0)
0,2 (E))
mω(E)− I4 =
Rω(0)Pω(0)Qω(0)

eimω(E)r1 − 1 0 0 0
0 e−imω(E)r1 − 1 0 0
0 0 eimω(E)r2 − 1 0
0 0 0 e−imω(E)r2 − 1
Q−1ω(0)P−1ω(0)R−1ω(0)
D’ou` en utilisant l’expression (5.22) on se rame`ne a` calculer :∑
k≥1
(−1)k+1
k
(e±imω(E)rl − 1)k
Soit Ln la de´termination principale du logarithme complexe de´finie sur C \ R−. On
souhaite pouvoir e´crire :∑
k≥1
(−1)k+1
k
(eimω(E)rl − 1)k = Ln(eimω(E)rl), l = 1, 2 (5.25)
Pour cela il nous faut supposer que rl =
√
E − λω(0)l /∈ (π + 2πZ). Cela nous conduit
a` introduire l’ensemble discret S1 forme´ des E > 2 de la forme E = −λω(0)l + π + 2jπ
pour j ∈ Z, l ∈ {1, 2} et ω(0) ∈ {0, 1}2. On suppose a` partir de maintenant que
E ∈]2,+∞[\S1. On peut donc e´crire :
log((Aω
(0)
0,2 (E))
mω(E)) =
Rω(0)Pω(0)Qω(0)

Ln(eimω(E)r1) 0 0 0
0 Ln(e−imω(E)r1) 0 0
0 0 Ln(eimω(E)r2) 0
0 0 0 Ln(e−imω(E)r2)
Q−1ω(0)P−1ω(0)R−1ω(0)
On est donc ramene´ a` calculer les logarithmes complexes Ln(e±imω(E)rl). On fixe
l = 1, le calcul pour l = 2 sera identique. On a :
Ln(eimω(E)r1) = iArg(eimω(E)r1)
= iArcsin(sin(mω(E)r1)) (5.26)
= i
(
mω(E)r1 − πE
(
mω(E)r1
π
+
1
2
))
(−1)E
“
mω(E)r1
pi
+ 1
2
”
(5.27)
ou` E dans (5.27) de´signe la partie entie`re. On rappelle que d’apre`s (5.19), mω(E)r1
peut eˆtre choisi arbitrairement proche d’un multiple entier de 2π. D’ou` le fait que
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l’on peut supposer que sin(mω(E)r1) 6= ±1 et bien obtenir un Arcsin dans ] − pi2 , pi2 [ a`
l’e´quation (5.26). De (5.19) on en de´duit aussi que mω(E)r1
pi
est arbitrairement proche
d’un entier pair. On peut donc fixer M assez grand (de sorte que 2M−
1
2 < 1
2
) pour que
E
(
mω(E)r1
pi
+ 1
2
)
soit toujours un entier pair et de fait e´gal a` 2x1. Ainsi (5.27) devient :
Ln(eimω(E)r1) = i
(
mω(E)r1 − πE
(
mω(E)r1
π
+
1
2
))
(5.28)
De meˆme on a l’analogue de (5.27) pour le logarithme du conjugue´ :
Ln(e−imω(E)r1) = i
(
−mω(E)r1 − πE
(
−mω(E)r1
π
+
1
2
))
(−1)E
“
−mω(E)r1
pi
+ 1
2
”
(5.29)
Regardons ce qui se passe sur le bloc correspondant a` r1 lorsque l’on revient en e´criture
re´elle donc lorsque l’on applique la conjugaison par Qω(0) . On a :( − i
r1
i
r1
1 1
)
.
(
Ln(eimω(E)r1) 0
0 Ln(e−imω(E)r1)
)
.
1
2
(
ir1 1
−ir1 1
)
=
1
2
(
Ln(eimω(E)r1) + Ln(e−imω(E)r1) − i
r1
(
Ln(eimω(E)r1)− Ln(e−imω(E)r1))
ir1
(
Ln(eimω(E)r1)− Ln(e−imω(E)r1)) Ln(eimω(E)r1) + Ln(e−imω(E)r1)
)
(5.30)
D’apre`s (5.28) et (5.29) on a :
Ln(eimω(E)r1) + Ln(e−imω(E)r1) = −ipi
(
E
(
mω(E)r1
pi
+
1
2
)
+ E
(
−mω(E)r1
pi
+
1
2
))
(5.31)
Or :
∀x ∈ R, E
(
x+
1
2
)
+ E
(
1
2
− x
)
=
{
1 si x = 1
2
+ n, n ∈ Z
0 sinon
(5.32)
Mais, comme dans notre cas, on peut choisirM de sorte que mω(E)rl
pi
soit arbitrairement
proche d’un entier pair, on peut supposer que pour l = 1, 2, mω(E)rl
pi
n’est pas de la
forme 1
2
+ n, n ∈ Z. Donc on a :
Ln(eimω(E)r1) + Ln(e−imω(E)r1) = 0 (5.33)
Toujours en ayant exclu le cas ou` mω(E)r1
pi
= 1
2
+ n, n ∈ Z, on a :
Ln(eimω(E)r1)− Ln(e−imω(E)r1)
= i
(
2mω(E)r1 − π
(
E
(
mω(E)r1
π
− 1
2
)
− E
(
−mω(E)r1
π
+
1
2
)))
= i
(
2mω(E)r1 − 2πE
(
mω(E)r1
π
− 1
2
))
(5.34)
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On notera dans la suite, pour l = 1, 2 :
xl = xl(E,ω) :=
1
2
E
(
mω(E)rl
π
− 1
2
)
(5.35)
En re´injectant les expressions (5.33) et (5.34) dans la matrice obtenue en (5.30), et
en re´pe´tant pour le bloc correspondant a` r2, il vient :
log((Aω
(0)
0,2 (E))
mω(E))
= Rω(0)Pω(0)

0 mω(E)− 2pix1r1 0 0−mω(E)r21 + 2pir1x1 0 0 0
0 0 0 mω(E)− 2pix2r2
0 0 −mω(E)r22 + 2pir2x2 0
P−1ω(0)R−1ω(0)
= Rω(0)

0 0 mω(E)− 2pix1r1 0
0 0 0 mω(E)− 2pix2r2−mω(E)r21 + 2pir1x1 0 0 0
0 −mω(E)r22 + 2pir2x2 0 0
R−1ω(0)
En vue des calculs que nous effectuerons sur ces logarithmes a` la section 5.3.3 nous
introduisons la notation :
LAω(0) := log((A
ω(0)
0,2 (E))
mω(E)) (5.36)
Ainsi dans cette section on a prouve´ que pour E ∈]2,+∞[\S1 :
LAω(0) = Rω(0)

0 0 mω(E)− 2pix1r1 0
0 0 0 mω(E)− 2pix2r2−mω(E)r21 + 2pir1x1 0 0 0
0 −mω(E)r22 + 2pir2x2 0 0
R−1ω(0)
(5.37)
Nous allons maintenant nous servir de cette forme pour prouver que les quatre
matrices LAω(0) , obtenues lorsque ω
(0) parcourt {0, 1}2, engendrent l’alge`bre de Lie
sp2(R).
5.3.3 L’alge`bre de Lie la2(E)
On fixe E ∈]2,+∞[\S1. Nous commenc¸ons par de´finir la2(E) comme e´tant l’alge`bre
de Lie engendre´e par les matrices LAω(0) pour ω
(0) ∈ {0, 1}2. Comme nous l’avons
de´ja` fait dans les preuves des the´ore`mes 4.2.1 et 5.2.1, nous allons prouver que la2(E)
est de dimension au moins 10 en construisant une famille de 10 matrices line´airement
inde´pendantes dans la2(E).
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Nous allons utiliser a` nouveau les expressions des matrices orthogonales Sω(0) et
des valeurs propres λωl que nous avons calcule´es a` la section 5.2.1. Les calculs que nous
allons effectuer dans la suite de cette section donnant lieu a` des expressions relativement
lourdes, il nous faut introduire des notations qui nous permettront de les alle´ger et de
less manipuler plus aise´ment.
5.3.3.1 Notations
On pose :
a1 := x1(E, (0, 0)) = E
(
m(0,0)(E)
√
E − 1
π
+
1
2
)
a2 := x2(E, (0, 0)) = E
(
m(0,0)(E)
√
E + 1
π
+
1
2
)
b1 := x1(E, (1, 0)) = E
m(1,0)(E)
√
E − 1+
√
5
2
π
+
1
2

b2 := x2(E, (1, 0)) = E
m(1,0)(E)
√
E − 1−
√
5
2
π
+
1
2

et
c1 := x1(E, (0, 1)) = E
m(0,1)(E)
√
E − 1+
√
5
2
π
+
1
2

c2 := x2(E, (0, 1)) = E
m(0,1)(E)
√
E − 1−
√
5
2
π
+
1
2

d1 := x1(E, (1, 1)) = E
(
m(1,1)(E)
√
E
π
+
1
2
)
d2 := x2(E, (1, 1)) = E
(
m(1,1)(E)
√
E − 2
π
+
1
2
)
Pour M ∈ M4(R), nous noterons aussi M [i, j] le coefficient de la ligne i et de la
colonne j. On notera pour ω = (ω1, ω2) ∈ {0, 1}2, mω(E) = mω1ω2 . Puis en accord avec
les notations de la section 5.2.1, on pose :
r001 :=
√
E − 1, r002 :=
√
E + 1
r111 :=
√
E − 2, r112 :=
√
E
r101 = r
01
1 :=
√
E − 1 +
√
5
2
, r102 = r
01
2 :=
√
E − 1−
√
5
2
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Enfin on pose :
D1(E) :=
√
E − 1√E + 1
√
E − 1 +
√
5
2
√
E − 1−
√
5
2
D2(E) :=
√
E
√
E − 2
√
E − 1 +
√
5
2
√
E − 1−
√
5
2
La construction d’une famille de 10 matrices line´airement inde´pendantes dans la2(E)
va se faire en plusieurs e´tapes. La premie`re consiste a` voir ce que l’on engendre comme
sous-espace de sp2(R) a` partir des crochets de Lie [LAω(0) , LAω˜(0) ]. Puis en utilisant des
matrices particulie`res dans cet espace et en conside´rant les diffe´rences LAω(0) −LAω˜(0) ,
on construira les matrices manquantes.
5.3.3.2 L’espace V1 engendre´ par les [LAω(0) , LAω˜(0) ]
Un calcul direct nous montre que le crochet [LAω(0) , LAω˜(0) ] est toujours de la forme :(
A 0
0 −tA
)
, A ∈M2(R) (5.38)
On note V1 le sous-espace de M4(R) de dimension 4 forme´ par ces matrices. Nous
allons ve´rifier que hors d’un ensemble discret d’e´nergies E, les quatre crochets
[LA(1,0), LA(0,0)], [LA(1,0), LA(1,1)],
[LA(0,1), LA(0,0)], [LA(0,1), LA(0,0)]
engendrent V1.
Expression de Υ1 = [LA(1,0), LA(0,0)]. Nous donnons les expressions des coefficients de
la matrice obtenue. D’apre`s (5.38) il nous suffit d’expliciter les coefficients correspondant
au premier bloc 2× 2.
Υ1[1, 1] = − 1
4
√
5D1(E)
[
(−π(a1r002 + a2r001 ) + 2m00r001 r002 )(πb1(1 +
√
5)r102
−πb2(1−
√
5)r101 − 2
√
5m10r
10
1 r
10
2 )
]
Υ1[1, 2] =
π2E
2
√
5D1(E)
[
(b1r
10
2 − b2r101 )(a1r002 − a2r001 )
]
Υ1[2, 1] = − π
4
√
5D1(E)
[
π(a2r
00
1 − 5a1r002 + 4m00r001 r002 )(b1r102 + b2r101 )+
(a1r
00
2 − a2r001 )(2
√
5m10r
10
1 r
10
2 + 2πE(b1r
10
2 − b2r101 ))
]
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Υ1[2, 2] =
π2
2
√
5D1(E)
[
(b1r
10
2 − b2r101 )(a1r002 − a2r001 )
]
Expression de Υ2 = [LA(0,1), LA(0,0)]. On a :
Υ2[1, 1] = − 1
20D1(E)
[
(10
√
5πm00r
00
1 r
00
2 −
√
5π2(a2r
00
1 + 3a1r
00
2 ))(c1r
10
2 − c2r101 )
+5(π2(a1r
00
2 − 3a2r001 ) + 2πm00r001 r002 )(c1r102 + c2r101 )
−10(πm01(a1r002 − 3a2r001 ) + 2m00m01r001 r002 )r101 r102
]
Υ2[1, 2] = − 1
2
√
5D1(E)
[
(π2(a1r
00
2 − 3a2r001 ) + π2E(a1r002 − a2r001 )
+(2 + 2
√
5)πm00r
00
1 r
00
2 )(c1r
10
2 − c2r101 )
−
√
5π2(a1r
00
2 + a2r
00
1 )(c1r
10
2 + c2r
10
1 )
+2
√
5(πm01(a1r
00
2 + a2r
00
1 )− 2m00m01r001 r002 )r101 r102
]
Υ2[2, 1] = − 1
20D1(E)
[
(5π2(a1r
00
2 + 3a2r
00
1 )− 20πm00r001 r002 )(c1r102 + c2r101 )
+
√
5π2(2E − 5)(a1r002 − a2r001 )(c1r102 − c2r101 )
−10(πm01(a1r002 + 3a2r001 )− 4m00m01r001 r002 )r101 r102
]
Υ2[2, 2] = − π
10D1(E)
[
5π(a1r
00
2 − a2r001 )(c1r102 + c2r101 )
+2
√
5(π(a1r
00
2 + a2r
00
1 ) + 2m00r
00
1 r
00
2 )(c1r
10
2 − c2r101 )
+10m01(a1r
00
2 + a2r
00
1 )r
10
1 r
10
2
]
Expression de Υ3 = [LA(1,0), LA(1,1)]. On a :
Υ3[1, 1] = − π
10D2(E)
[
2
√
5(2m11r
11
1 r
11
2 − π(d1r112 + d2r111 ))(b1r102 − b2r101 )
+5π(d2r
11
1 − d1r112 )(b1r102 + b2r101 ) + 10m10(d1r112 − d2r111 )r101 r102
]
Υ3[1, 2] =
1
20D2(E)
[√
5π2(d1r
11
2 − d2r111 )(2E − 3)(b1r102 − b2r101 )
+(5π2(d1r
11
2 + 3d2r
11
1 )− 20πm11r111 r112 )(b1r102 + b2r101 )
+(40m11m10r
11
1 r
11
2 − 10πm10(d1r112 + 3d2r111 ))r101 r102
]
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Υ3[2, 1] = − 1
10D2(E)
[
(2π2
√
5(2d2r
11
1 − d1r112 ) + π2
√
5E(d1r
11
2 − d2r111 )
−2π
√
5m11r
11
1 r
11
2 )(b1r
10
2 − b2r101 )
+(10πm11r
11
1 r
11
2 − 5π2(d1r112 + d2r111 ))(b1r102 + b2r101 )
+(10πm10(d1r
11
2 + d2r
11
1 )− 20m11m00r111 r112 )r101 r102
]
Υ3[2, 2] = − 1
20D2(E)
[
(10π
√
5m11r
11
1 r
11
2 − π2
√
5(3d1r
11
2 + 7d2r
11
1 ))(b1r
10
2 − b2r101 )
+(5π2(3d2r
11
1 − d1r112 )− 10πm11r111 r112 )(b1r102 + b2r101 )
+(10πm10(d1r
11
2 − 3d2r111 ) + 20m11m00r111 r112 )r101 r102
]
Expression de Υ4 = [LA(0,1), LA(1,1)]. On a :
Υ4[1, 1] =
π2
2
√
5D2(E)
[
(d1r
11
2 − d2r111 )(c1r102 − c2r101 )
]
Υ4[1, 2] =
π
4
√
5D2(E)
[
(π(d1r
11
2 + 3d2r
11
1 ) + 2πE(d1r
11
2 − d2r111 )
−4m11r111 r112 )(c1r102 − c2r101 )
+
√
5π(d2r
11
1 − d1r112 )(c1r102 + c2r101 )
+2
√
5m01(d1r
11
2 − d2r111 )r101 r102
]
Υ4[2, 1] = − π
2
2
√
5D2(E)
[
(E − 1)(d1r112 − d2r111 )(c1r102 − c2r101 )
]
Υ4[2, 2] = − 1
4
√
5D2(E)
[
(2m11r
11
1 r
11
2 − π(d1r112 + d2r111 ))(2
√
5m01r
10
1 r
10
2
+π(c1r
10
2 − c2r101 )−
√
5π(c1r
10
2 + c2r
10
1 ))
]
On peut alors conside´rer le de´terminant de ces coefficients :∣∣∣∣∣∣∣∣
Υ1[1, 1] Υ2[1, 1] Υ3[1, 1] Υ4[1, 1]
Υ1[1, 2] Υ2[1, 2] Υ3[1, 2] Υ4[1, 2]
Υ1[2, 1] Υ2[2, 1] Υ3[2, 1] Υ4[2, 1]
Υ1[2, 2] Υ2[2, 2] Υ3[2, 2] Υ4[2, 2]
∣∣∣∣∣∣∣∣
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que l’on note
f1(E) = f˜1(a1, a2, b1, b2, c1, c2, d1, d2,m00,m01,m10,m11, E) (5.39)
ou` f˜1(X1, . . . , X12, Y ) est polynomiale en X1, . . . , X12 et analytique en Y . En effet, le
de´terminant pre´ce´dent est une fraction rationnelle en les rjki qui sont elles-meˆmes des
fonctions analytiques en E ne s’annulant pas sur l’intervalle ]2,+∞[ que l’on conside`re
ici, d’ou` l’analyticite´ en Y de cette fonction f˜1.
Il nous faut de pre´ciser que les coefficients a1, . . . , d2 et les entiers m00, . . . ,m11
de´pendent eux aussi de E et ne sont pas analytiques en E. Donc f1 n’est pas analytique
en E. Nous allons voir tout de suite comment contourner cette difficulte´.
On commence par rappeler que inde´pendamment en E et ω, par la preuve de la
proposition 5.3.3, 1 ≤ mω(E) ≤ M . Ici M ne de´pend que du voisinage O au travers
du fait que M doit eˆtre fixe´ assez grand pour que la boule B(I, 2πM−
1
2 ) ⊂ O. Ainsi,
mω(E) ne peut prendre qu’un nombre fini de valeurs dans l’ensemble {1, . . . ,M}.
Puis on conside`re la suite d’intervalles I2 =]2, 3], I3 = [3, 4], et pour tout k ≥ 3,
Ik = [k, k + 1]. Ces intervalles recouvrent tout l’intervalle ouvert ]2,+∞[. On fixe alors
k ≥ 2 et on suppose que E ∈ Ik. Alors les entiers
xωi (E) = E
(
mω(E)
√
E − λωi
π
+
1
2
)
sont tous borne´s par une constante ne de´pendant que de M et de Ik donc de k. En
effet, les valeurs propres λωi sont toutes contenues dans l’intervalle [−2, 2] qui est fixe,
mω(E) prend ses valeurs dans l’ensemble {1, . . . ,M} et E ∈ Ik. Donc ces entiers xωi (E)
ne prennent qu’un nombre fini de valeurs dans un ensemble {0, . . . , Nk}.
Ainsi, pour e´tudier l’annulation du de´terminant (5.39) et donc les ze´ros de la fonction
f1, on est ramene´ a` e´tudier un nombre fini de fonctions analytiques, les fonctions :
f˜1,p,l E 7→ f˜1(p1, . . . , p8, l1, . . . , l4, E)
pour pi ∈ {0, . . . , Nk} et lj ∈ {1, . . .M}. On peut ve´rifier que ces fonctions sont non
identiquement nulles. Le seul cas qui pourrait poser proble`me, au sens ou` la fonction f˜1,p,l
serait nulle, est le cas limite ou` tous les xωi s’annulent. En effet, f˜1(0, . . . , 0, X9, . . . , X12, Y )
est identiquement nulle. Mais si on regarde les valeurs des entiers xωi pour E > 2 et
sachant que mω(E) ≥ 1, on obtient a2 ≥ 1. On peut calculer le terme qui fait intervenir
uniquement a2 et pas les autres x
ω
i dans le de´veloppement du de´terminant. On obtient
pour ce terme :
m210m
2
01m
2
11π
2a22
E + 1
≥ π
2
E + 1
> 0
Par ailleurs, en observant tous les coefficients que nous avons calcule´s et qui apparaissent
dans le de´terminant (5.39), ce terme est le seul faisant intervenir E via E + 1 = (r002 )
2
uniquement au de´nominateur et sans E au nume´rateur. Donc ce terme ne peut eˆtre
annule´ uniforme´ment en E par un autre terme du de´veloppement du de´terminant et ce
quelles que soient les valeurs prises par les entiers a1, b1, . . . , d2 et m00, . . . ,m11. Posons :
J1 = ({0, . . . , Nk} × {1, . . . , Nk} × {0, . . . , Nk}6)× {1, . . .M}4
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Alors, comme (a1, . . . ,m11) ∈ J1 par la discussion que l’on vient de faire, l’ensemble
des ze´ros de f1 dans Ik est inclus dans la re´union finie d’ensembles discrets dans Ik
suivante :
{E ∈ Ik | f1(E) = 0} ⊂
⋃
(p,l)∈J1
{E ∈ Ik | f˜1,p,l(E) = 0}
Cet ensemble est donc aussi discret dans Ik. On en de´duit finalement que :
{E ∈]2,+∞[ | f1(E) = 0} =
⋃
k≥2
{E ∈ Ik | f1(E) = 0}
est discret dans ]2,+∞[. On pose :
S2 = {E ∈]2,+∞[ | f1(E) = 0} (5.40)
Soit E ∈]2,+∞[\(S1 ∪ S2). La non nullite´ du de´terminant (5.39) implique que
les quatre matrices [LA(1,0), LA(0,0)], [LA(1,0), LA(1,1)], [LA(0,1), LA(0,0)], [LA(0,1), LA(0,0)]
forment une famille libre dans l’espace V1 ⊂ sp2(R) de dimension 4. Elles engendrent
donc tout V1. On en de´duit que :
V1 ⊂ la2(E) pour tout E > 2, E /∈ S1 ∪ S2. (5.41)
Remarque 5.3.5. Ce qui nous permet de prouver que S2 est discret sans avoir l’ana-
lyticite´ de f1 est la proprie´te´ de finitude de mω(E) borne´ par M inde´pendant de ω et
de E. Cette proprie´te´ d’uniformite´ vient directement de l’approximation diophantienne
simultane´e que l’on utilise dans la preuve de la proposition 5.3.3. Le fait de devoir
localiser en E en de´coupant ]2,+∞[ en les Ik n’est qu’un argument technique dans la
preuve.
Cela termine cette premie`re partie de l’e´tude de l’alge`bre de Lie la2(E). Il nous
reste a` construire une famille de six matrices line´airement inde´pendantes dans un
supple´mentaire de V1 dans sp2(R).
5.3.3.3 Construction de l’orthogonal de V1 dans sp2(R)
Nous reprenons les notations introduites a` la section 5.3.3.1. Nous allons commencer
par donner les expressions des matrices LA(1,0) − LA(0,0), LA(1,0) − LA(1,1) et LA(0,1) −
LA(0,0). Au vu de la forme de LAω(0) (voir (5.37)) on sait de´ja` que toutes ces diffe´rences
sont de la forme : 
0 0 e g
0 0 g f
a c 0 0
c b 0 0
 , (a, b, c, e, f, g) ∈ R6 (5.42)
On note V2 le sous-espace de dimension 6 de sp2(R) forme´ des matrices de la forme
(5.42). On sait alors que sp2(R) = V1 ⊕ V2. La forme (5.42) nous permet aussi de
n’avoir a` calculer que les coefficients [3, 1], [3, 2], [4, 2], [1, 3],[1, 4] et [2, 4] des matrices
LA(1,0) − LA(0,0), LA(1,0) − LA(1,1) et LA(0,1) − LA(0,0). Nous donnons tout de suite ces
expressions.
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Expression de Θ1 = LA(1,0) − LA(0,0). On a :
Θ1[3, 1] = m10(1−E)+m00E−π
2
(a1r
00
2 +a2r
00
1 )+
π
2
√
5
(b1r
10
2 −b2r101 )+
π
2
(b1r
10
2 +b2r
10
1 )
Θ1[3, 2] = m10−m00+π
2
(a2r
00
1 −a1r002 )+
π√
5
(b1r
10
2 −b2r101 )
Θ1[4, 2] = (m00−m10)E−π
2
(a1r
00
2 +a2r
00
1 )−
π
2
√
5
(b1r
10
2 −b2r101 )+
π
2
(b1r
10
2 +b2r
10
1 )
Θ1[1, 3] = m10−m00+π
2
(
a1
r002
− a2
r001
)
+
π
2
√
5
(
b2
r101
− b1
r102
)
−π
2
(
b1
r102
+
b2
r101
)
Θ1[1, 4] =
π
2
(
a1
r002
− a2
r001
)
+
π√
5
(
b2
r101
− b1
r102
)
Θ1[2, 4] = m10−m00+π
2
(
a1
r002
+
a2
r001
)
+
π
2
√
5
(
b1
r102
− b2
r101
)
−π
2
(
b1
r102
+
b2
r101
)
Expression de Θ2 = LA(1,0) − LA(1,1). On a :
Θ2[3, 1] = m10+(m11−m10)E−π
2
(d1r
11
2 +d2r
11
1 )+
π
2
√
5
(b1r
10
2 −b2r101 )+
π
2
(b1r
10
2 +b2r
10
1 )
Θ2[3, 2] = m10+m11+
π
2
(d2r
11
1 −d1r112 )+
π√
5
(b1r
10
2 −b2r101 )
Θ2[4, 2] = (m11−m10)E−π
2
(d1r
11
2 +d2r
11
1 )−
π
2
√
5
(b1r
10
2 −b2r101 )+
π
2
(b1r
10
2 +b2r
10
1 )
Θ2[1, 3] = m10−m11+π
2
(
d1
r002
+
d2
r001
)
− π
2
√
5
(
b1
r102
− b2
r101
)
−π
2
(
b1
r102
+
b2
r101
)
Θ2[1, 4] =
π
2
(
d1
r002
− d2
r001
)
− π√
5
(
b1
r102
− b2
r101
)
Θ2[2, 4] = m10−m11+π
2
(
d1
r002
+
d2
r001
)
+
π
2
√
5
(
b1
r102
− b2
r101
)
−π
2
(
b1
r102
+
b2
r101
)
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Expression de Θ3 = LA(0,1) − LA(0,0). On a :
Θ3[3, 1] = m01+(m00−m01)E−π
2
(a1r
00
2 +a2r
00
1 )+
π
2
√
5
(c1r
10
2 −c2r101 )+
π
2
(c1r
10
2 +c2r
10
1 )
Θ3[3, 2] = −(m00+m01)+π
2
(a2r
00
1 −a1r002 )+
π√
5
(c2r
10
1 −c1r102 )
Θ3[4, 2] = (m00−m01)E−π
2
(a1r
00
2 +a2r
00
1 )+
π
2
√
5
(c1r
10
2 −c2r101 )−
π
2
(c1r
10
2 +c2r
10
1 )
Θ3[1, 3] = m01−m00+π
2
(
a1
r002
+
a2
r001
)
+
π
2
√
5
(
c2
r101
− c1
r102
)
−π
2
(
c1
r102
+
c2
r101
)
Θ3[1, 4] =
π
2
(
a1
r002
− a2
r001
)
− π√
5
(
c2
r101
− c1
r102
)
Θ3[2, 4] = m01−m00+π
2
(
a1
r002
+
a2
r001
)
− π
2
√
5
(
c2
r101
− c1
r102
)
−π
2
(
c1
r102
+
c2
r101
)
Ces trois matrices sont les trois premie`res matrices de la famille de six matrices
line´airement inde´pendantes que nous cherchons. Il reste a` construire a` partir de ces
trois matrices trois autres matrices dans V2.
Pour cela on commence par fixer E ∈]2,+∞[\(S1 ∪ S2). Alors V1 ⊂ la2(E) et en
particulier les matrices suivantes sont dans la2(E) :
Z1 =

1 0 0 0
0 0 0 0
0 0 −1 0
0 0 0 0
 , Z2 =

0 0 0 0
0 1 0 0
0 0 0 0
0 0 0 −1
 , Z3 =

0 1 0 0
0 0 0 0
0 0 0 0
0 0 −1 0
 (5.43)
Nous allons maintenant conside´rer les trois matrices de la2(E), [LA(1,0)−LA(0,0), Z1],
[LA(1,0)−LA(1,1), Z2] et [LA(0,1)−LA(0,0), Z3]. On peut ve´rifier qu’en ge´ne´ral, le crochet
de Lie d’un e´le´ment de V1 et d’un e´le´ment de V2 est encore dans V2. Ainsi pour expliciter
ces trois matrices supple´mentaires, nous n’aurons qu’a` expliciter six de leurs coefficients.
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Expression de Θ4 = [LA(1,0) − LA(0,0), Z1]. On a :
Θ4[3, 1] = 2m10+2(m00−m10)E−π(a1r002 +a2r001 )+π(b1r102 +b2r101 )+
π√
5
(b1r
10
2 −b2r101 )
Θ4[3, 2] = m10−m00+π(a2r001 −a1r002 )+
π√
5
(b1r
10
2 −b2r101 )
Θ4[4, 2] = 0
Θ4[1, 3] = 2(m00−m10)−π
(
a1
r002
+
a2
r001
)
+π
(
b1
r102
+
b2
r101
)
+
π√
5
(
b1
r102
− b2
r101
)
Θ4[1, 4] =
π
2
(
a2
r001
− a1
r002
)
+
π√
5
(
b1
r102
− b2
r101
)
Θ4[2, 4] = 0
Expression de Θ5 = [LA(1,0) − LA(1,1), Z2]. On a :
Θ5[3, 1] = 0
Θ5[3, 2] = m10+m11+
π
2
(d2r
11
1 −d1r112 )+
π√
5
(b1r
10
2 −b2r101 )
Θ5[4, 2] = 2(m11−m10)E−2m11−π(d1r112 +d2r111 )+π(b1r102 +b2r101 )−
π√
5
(b1r
10
2 −b2r101 )
Θ5[1, 3] = 0
Θ5[1, 4] =
π
2
(
d2
r111
− d1
r112
)
+
π√
5
(
b1
r102
− b2
r101
)
Θ5[2, 4] = 2(m11−m10)−π
(
d1
r112
+
d2
r111
)
+π
(
b1
r102
+
b2
r101
)
− π√
5
(
b1
r102
− b2
r101
)
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Expression de Θ6 = [LA(0,1) − LA(0,0), Z3]. On a :
Θ6[3, 1] = 0
Θ6[3, 2] = m01+(m00−m01)E−π
2
(a1r
00
2 +a2r
00
1 )+
π
2
(c1r
10
2 +c2r
10
1 )+
π
2
√
5
(c1r
10
2 −c2r101 )
Θ6[4, 2] = −2(m00+m01)+π(a2r001 −a1r002 )−
2π√
5
(c1r
10
2 −c2r101 )
Θ6[1, 3] = π
(
a2
r001
− a1
r002
)
− 2π√
5
(
c1
r102
− c2
r101
)
Θ6[1, 4] = m00−m01−π
2
(
a1
r002
+
a2
r001
)
+
π
2
(
c1
r102
+
c2
r101
)
− π
2
√
5
(
c1
r102
− c2
r101
)
Θ6[2, 4] = 0
Il nous reste a` ve´rifier que les six matrices que l’on vient d’expliciter forment bien
une famille libre pour tout E hors d’un ensemble discret de ]2,+∞[. On conside`re pour
cela le de´terminant 6× 6 dont chaque colonne correspond a` l’un des 6 crochets que l’on
vient de calculer et est forme´e des 6 e´le´ments que l’on vient d’expliciter. Ce de´terminant
est alors une fonction f2 de l’e´nergie :
f2(E) = f˜2(a1, a2, b1, b2, c1, c2, d1, d2,m00,m01,m10,m11, E) (5.44)
ou` f˜2(X1, . . . , X12, Y ) est polynomiale en X1, . . . , X12 et analytique en Y . En effet, le
de´terminant pre´ce´dent est une fraction rationnelle en les rjki qui sont elles-meˆmes des
fonctions analytiques en E ne s’annulant pas sur l’intervalle ]2,+∞[ que l’on conside`re
ici, d’ou` l’analyticite´ en Y de cette fonction f˜2.
On peut a` nouveau ve´rifier que les fonctions f˜2,p,l de´finies comme les f˜1,p,l ne sont pas
identiquement nulles. Plus pre´cise´ment regardons le terme en a2 dans le de´veloppement
du de´terminant (5.44). E´crivons le terme qui ne fait intervenir que a2, m10 et m11. Ce
terme vaut :
m10(m11 −m10)pi2a22
4(E + 1)3
h
pia2m11
“
10
√
E + 1E3 − 8 (E + 1)3/2 E3 − 9 (E + 1)7/2 + (E + 1)5/2 + 28√E + 1E2
+14 (E + 1)3/2 E − 2 (E + 1)3/2 E2 − 11 (E + 1)5/2 E + 8 (E + 1)7/2 E + 26√E + 1E + 8 (E + 1)3/2 + 8√E + 1
”
+pia2m10
“
10 (E + 1)5/2 + 2 (E + 1)7/2 + 8 (E + 1)3/2 E3 + 14 (E + 1)5/2 E − 8 (E + 1)7/2 E
−29√E + 1E2 − (E + 1)3/2 E + 10 (E + 1)3/2 E2 − 28√E + 1E − 3 (E + 1)3/2 − 9√E + 1− 10√E + 1E3
”
+m10m11(16E
4 + 32E3 − 16E2 − 64E − 32)˜
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On constate que ce terme est non nul pour a2 ≥ 1, m10 ≥ 1 et m11 ≥ 1 de`s lors que
m10 6= m11. Or on peut toujours supposer que ces deux entiers sont distincts. En effet,
dans la preuve de la proposition 5.3.3, on peut par exemple choisir 2m10 au lieu de m10
quitte a` multiplier aussi par 2 les entiers x101 et x
10
1 (et e´ventuellement quitte a` choisir
M deux fois plus grand si besoin est). On est suˆr que m10 et 2m10 ne peuvent eˆtre
tous les deux e´gaux a` m11. Par ailleurs le terme que l’on vient de calculer est le seul du
de´veloppement du de´terminant (5.44) a` faire intervenir exactement ces puissances de E
et E +1 au nume´rateur et au de´nominateur. Il ne peut donc eˆtre annule´ uniforme´ment
en E par un autre terme du de´veloppement du de´terminant (5.44) et ce quelles que
soient les valeurs des autres parame`tres entiers. Ainsi, encore une fois, les f˜2,p,l sont
toutes non identiquement nulles sur Ik lorsque (p, l) ∈ J2 ⊂ J1 ou` :
J2 = ({0, . . . , Nk}×{1, . . . , Nk}×{0, . . . , Nk}6)× ({1, . . .M}4 \ {(l1, l2, l3, l4) | l3 = l4})
De plus comme on vient de justifier que (a1, . . . ,m11) ∈ J2 :
{E ∈ Ik | f2(E) = 0} ⊂
⋃
(p,l)∈J2
{E ∈ Ik | f˜2,p,l(E) = 0}
On peut donc reprendre exactement la meˆme preuve que pre´ce´demment pour prouver
que les ze´ros de f2 forment un ensemble discret. A` nouveau on peut e´crire que l’ensemble
des ze´ros de f2 est inclus dans une union de´nombrable sur les intervalles Ik d’unions
finies d’ensembles de ze´ros des fonctions analytiques f˜2,p,l. Donc si on pose :
S3 = {E ∈]2,+∞[ | f2(E) = 0} ,
S3 est discret. Puis si E ∈]2,+∞[\S3, f2(E) 6= 0 et donc les matrices LA(1,0) −LA(0,0),
LA(1,0) − LA(1,1), LA(0,1) − LA(0,0), [LA(1,0) − LA(0,0), Z1], [LA(1,0) − LA(1,1), Z2] et
[LA(0,1) − LA(0,0), Z3] forment une famille de six matrices line´airement inde´pendantes
dans V2 qui est de dimension 6. D’ou`,
V2 ⊂ la2(E) pour tout E > 2, E /∈ S1 ∪ S2 ∪ S3.
On pose SB = S1∪S2∪S3. On fixe E ∈]2,+∞[\SB. Tout d’abord V1 ⊂ la2(E), puis
V2 ⊂ la2(E). Comme de plus V1 ⊕ V2 = sp2(R), on obtient finalement :
sp2(R) ⊂ la2(E) pour tout E > 2, E /∈ SB.
Autrement dit, on a bien :
sp2(R) = la2(E) pour tout E > 2, E /∈ SB.
Cela ache`ve notre e´tude de l’alge`bre de Lie la2(E).
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5.3.4 Fin de la preuve du the´ore`me 5.3.1
Avec les notations de la section pre´ce´dente, si E ∈]2,+∞[\SB, le sous-groupe de
Fu¨rstenberg Gµ˜E associe´ a` HB,2(ω) est Zariski dense dans Sp2(R). On en de´duit le
the´ore`me 5.3.1 de la meˆme fac¸on que dans les preuves des the´ore`mes 4.2.1, 4.3.1 et
5.2.1.
Nous verrons aux chapitres 6 et 7 pourquoi il est essentiel que dans le the´ore`me
5.3.1 l’ensemble SB soit discret. En effet cela implique en particulier que ]2,+∞[\SB
soit une union de´nombrable d’intervalles non re´duits a` des singletons. Mais avant de
passer a` ces chapitres, nous allons donner quelques pistes pour essayer d’aborder l’e´tude
de l’ope´rateur (5.2) pour N quelconque.
5.4 Pistes pour l’e´tude du cas ge´ne´ral
Nous cherchons a` prouver l’analogue du the´ore`me 5.3.1 pour l’ope´rateur HB(ω)
de´crit en (5.2). Nous allons pre´senter dans cette partie ce qui reste vrai dans notre
seconde approche dans le cas ge´ne´ral ou` N est quelconque. Puis nous pre´senterons ce
que nous n’avons pas re´ussi a` de´montrer pour l’instant et quelles sont les e´ventuelles
pistes que nous avons pour y parvenir. Nous pensons que la conjecture suivante est
vraie :
Conjecture. Soient γ1(E), . . . , γN(E) les exposants de Lyapounov positifs associe´s a`
HB(ω). Il existe un nombre re´el E0 et un ensemble discret SB ⊂ R tels que, pour tout
E ∈]E0,+∞[\SB,
γ1(E) > . . . > γN(E) > 0.
En particulier, HB(ω) n’a pas de spectre absolument continu dans l’intervalle ]E0,+∞[.
Comme nous l’avons vu a` la partie pre´ce´dente, la preuve du the´ore`me 5.3.1 revient a`
prouver que le sous-groupe de Fu¨rstenbergGµ˜E ⊂ Sp2(R) est Zariski-dense dans Sp2(R).
Ici encore, la preuve de cette conjecture se rame`nerait a` prouver que le sous-groupe de
Fu¨rstenberg Gµ˜E ⊂ SpN(R) associe´ a` HB(ω) est Zariski-dense dans SpN(R). En effet,
les re´sultats pre´sente´s aux chapitres 2 et 3 sont valables pour le groupe symplectique
d’ordre N , SpN(R). Il en est de meˆme de la the´orie de Kotani.
Pour prouver que Gµ˜E est Zariski-dense dans SpN(R), nous voulons suivre a` nouveau
le plan de preuve dicte´ par le the´ore`me 3.2.2. Il s’agit de commencer par construire des
e´le´ments de Gµ˜E qui soient arbitrairement proches de l’identite´ et donc en particulier
dans le voisinage O donne´ par le the´ore`me 3.2.2. Pour cela on part du fait que {0, 1} ⊂
supp ν˜ et qu’ainsi :
{Aω(0)0,N (E) | ω(0) ∈ {0, 1}N} ⊂ Gµ˜E
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ou` Aωn,N(E) = exp(XN,ω(E)) est de´finie a` la section 5.1. Posons :
Mω(0) =

ω
(0)
1 1 0
1
. . . . . .
. . . . . . . . .
. . . . . . 1
0 1 ω
(0)
N

Alors :
XN,ω(E) =
(
0 I
Mω(0) − E 0
)
On est donc ramene´ a` calculer les puissances successives de Mω(0) . Nous allons donc
diagonaliser dans une base orthonorme´e cette matrice syme´trique re´elle. Il existe N
re´els λω1 ≥ . . . ≥ λωN et une matrice orthogonale Sω tels que :
Mω(0) = Sω
 λ
ω
1 0
. . .
0 λωN
S−1ω
Puis on conside`re la matrice orthogonale de´finie par blocs :
Rω =
(
Sω 0
0 Sω
)
On peut alors expliciter la matrice Aω0,N(E) lorsque E > λ
ω
1 . On note : rl = rl(E,ω) :=√
E − λωl . On obtient alors :
Aω0,N(E) = Rω

cos(r1) 0
. . .
0 cos(rN)
1
r1
sin(r1) 0
. . .
0 1
rN
sin(rN)
−r1 sin(r1) 0
. . .
0 −rN sin(rN)
cos(r1) 0
. . .
0 cos(rN)

R−1ω
(5.45)
Remarque 5.4.1. Bien entendu on peut aussi calculer l’expression de Aω0,N(E) pour
les autres valeurs de E en faisant intervenir des cosinus hyperboliques et des sinus
hyperboliques dans l’expression (5.45). Mais la suite de notre propos s’appuyant sur
l’approximation diophantienne simultane´e, nous ne saurons traiter de ces cas.
Au vu de l’expression (5.45) on va pouvoir appliquer l’approximation diophantienne
simultane´e pour prouver l’analogue de la proposition 5.3.3. On pose :
E0 = max
ω∈{0,1}N
max
i=1,...,N
λωi
On a alors :
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Proposition 5.4.2. Soit E ∈]E0,+∞[. Pour tout ω ∈ {0, 1}N , il existe mω(E) ∈ N∗
tel que (Aω0,N(E))
mω(E) ∈ O.
De´monstration. La preuve suit les meˆmes e´tapes que celle de la proposition 5.3.3. Soit
M > 1. En appliquant le the´ore`me 5.3.2 aux re´els αl =
rl(E)
2pi
on obtient l’existence de
y ∈ Z, 1 ≤ y ≤M et x1, . . . , xN ∈ Z tels que :∣∣∣∣r1(E)2π y − x1
∣∣∣∣ < M− 1N , . . . , ∣∣∣∣rN(E)2π y − xN
∣∣∣∣ < M− 1N
ce qui peut se re´e´crire :
|r1(E)y − 2x1π| < 2πM− 1N , . . . , |rN(E)y − 2xNπ| < 2πM− 1N
Alors on a :
Aω0,N (E)
y = Rω
0
BBBBBBBBBB@
cos(yr1) 0
. . .
0 cos(yrN )
1
r1
sin(yr1) 0
. . .
0 1
rN
sin(yrN )
−r1 sin(yr1) 0
. . .
0 −rN sin(yrN )
cos(yr1) 0
. . .
0 cos(yrN )
1
CCCCCCCCCCA
R−1ω
= Rω
0
BBBBBBBBBB@
cos(yr1 − 2x1pi) 0
. . .
0 cos(yrN − 2xNpi)
1
r1
sin(yr1 − 2x1pi) 0
. . .
0 1
rN
sin(yrN − 2xNpi)
−r1 sin(yr1 − 2x1pi) 0
. . .
0 −rN sin(yrN − 2xNpi)
cos(yr1 − 2x1pi) 0
. . .
0 cos(yrN − 2xNpi)
1
CCCCCCCCCCA
R−1ω
Soit ε > 0. Si on prend M assez grand, M−
1
N sera assez petit pour que :
˛˛˛
˛˛˛
˛˛˛
˛˛˛
˛˛˛
˛
˛˛˛
˛˛˛
˛˛˛
˛˛˛
˛˛˛
˛
0
BBBBBBBBBB@
cos(yr1 − 2x1pi) 0
. . .
0 cos(yrN − 2xNpi)
1
r1
sin(yr1 − 2x1pi) 0
. . .
0 1
rN
sin(yrN − 2xNpi)
−r1 sin(yr1 − 2x1pi) 0
. . .
0 −rN sin(yrN − 2xNpi)
cos(yr1 − 2x1pi) 0
. . .
0 cos(yrN − 2xNpi)
1
CCCCCCCCCCA
− I2N
˛˛˛
˛˛˛
˛˛˛
˛˛˛
˛˛˛
˛
˛˛˛
˛˛˛
˛˛˛
˛˛˛
˛˛˛
˛
< ε
Puis, comme Rω est orthogonale :
||(Aω0,N(E))y − I2N || < ε
La preuve s’ache`ve alors comme a` la proposition 5.3.3 en posant mω(E) = y.
A` partir de ce re´sultat, deux voies s’offrent a` nous. La premie`re consiste a` essayer de
suivre ce que l’on a fait pour le cas N = 2. La seconde s’appuie sur le corollaire 3.2.4.
Premie`re voie. Si on suit ce que l’on a de´ja` fait, l’e´tape suivante consiste a` calculer le
logarithme de (Aω0,N(E))
mω(E). Le calcul que l’on a effectue´ a` la section 5.3.2 se faisant
bloc par bloc, on peut l’effectuer aussi bien pour deux blocs que pour N . Comme a`
la section 5.3.2 on introduit l’ensemble discret S1 des E = λωl + π + 2jπ pour j ∈ Z,
l ∈ {1, . . . , N} et ω ∈ {0, 1}N .
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Alors pour E ∈]E0,+∞[\S1, on a :
LAω(0) =
Rω(0)
0
BBBBBBBBBB@
mω(E)− 2pix1r1 0
0
. . .
0 mω(E)− 2pixNrN−mω(E)r2N + 2pir1x1 0
. . . 0
0 −mω(E)r2N + 2pirNxN
1
CCCCCCCCCCA
R−1
ω(0)
(5.46)
ou` on a pose´ :
LAω(0) := log((A
ω(0)
0,N (E))
mω(E))
On veut alors prouver que l’alge`bre de Lie laN(E) engendre´e par les LAω(0) est
toute l’alge`bre de Lie spN(R). On pourrait alors imaginer chercher a` prouver que l’on
peut construire dans laN(E) une famille libre de 2N
2 + N matrices, comme on l’a
fait pour le cas N = 2. Au vu de la complexite´ des expressions obtenues dans le cas
N = 2, cette approche semble illusoire. De plus on ne sait pas si dans le cas ge´ne´ral
on pourrait reconstruire directement les deux sous-espaces V1 et V2 ou s’il faudrait
conside´rer d’autres e´tapes de construction correspondant a` d’autres sous-espaces. On
a de´ja` rencontre´ ce proble`me dans le passage de N = 2 a` N = 3 pour le mode`le (4.1)
e´tudie´ au chapitre 4.
Plus inte´ressante est la constatation suivante obtenue en utilisant l’expression (5.46) :
LAω(0) = mω(E)XN,ω(E)− 2piRω(0)

x1
r1
0
0
. . .
0 xN
rN
−r1x1 0
. . . 0
0 −rNxN

R−1
ω(0)
:= mω(E)XN,ω(E)− 2piBω (5.47)
Or, on peut prouver que les XN,ω(E) engendrent toute l’alge`bre de Lie spN(R) (voir
[CL90], proposition IV.5.12, p.222) et ce pour tout re´el E. Il en est donc de meˆme
des mω(E)XN,ω(E), la` encore pour tout re´el E. On peut donc imaginer qu’en modifiant
cette famille de matrices qui engendre spN(R), on devrait encore obtenir une famille qui
engendre spN(R). Mais cela est loin d’eˆtre e´vident et nos tentatives pour prouver que
les LAω(0) engendrent spN(R) par ce biais se sont re´ve´le´es infructueuses pour l’instant.
Seconde voie. Essayons d’exploiter autrement l’expression (5.47). On peut essayer de
raisonner perturbativement en cherchant a` utiliser le corollaire 3.2.4.
On se donne un re´el t > 0 tel que exp(tmω(E)XN,ω(E)) ∈ O pour tout ω ∈ {0, 1}N ,
ce qui est possible car O ne de´pend pas de E et ω et {0, 1}N est un ensemble fini. Alors
on peut appliquer le the´ore`me 3.2.2 a` ces exp(tmω(E)XN,ω(E)) pour ω ∈ {0, 1}N . On
obtient que le sous-groupe de SpN(R) engendre´ par ces e´le´ments est dense dans SpN(R).
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Puis par le corollaire 3.2.4, on obtient qu’il existe un re´el u(t) > 0 tel que pour tout
0 ≤ u ≤ u(t) :
(exp(tmω(E)XN,ω(E)− 2πuBω), . . . , exp(tmω(E)XN,ω(E)− 2πuBω)) ∈ O2N \ V2N
Si on avait un t > 0 tel que t ≤ u(t), on aurait fini, on pourrait supposer u = t et par
le the´ore`me 3.2.2, l’alge`bre de Lie engendre´e par les t(mω(E)XN,ω(E) − 2πBω) serait
spN(R), donc celle engendre´e par les mω(E)XN,ω(E) − 2πBω aussi. On pourrait alors
appliquer le the´ore`me 3.2.2 puisque maintenant mω(E)XN,ω(E)−2πBω ∈ log(O). Mais
il n’y a aucune raison d’avoir l’existence d’un tel t, ce qui nous empeˆche de conclure
ainsi.
Une dernie`re approche exploitant toujours le corollaire 3.2.4 est possible. En effet,
on peut essayer de regarder l’application E 7→ ((Aω(0)0,N (E))mω(E))ω∈{0,1}N . Cette fonction
doit eˆtre analytique par morceaux, du fait que les mω(E) sont localement constants.
On peut alors imaginer calculer sa de´rive´e et voir si on peut trouver une valeur de E
telle que cette de´rive´e ne soit pas dans l’espace tangent a` la varie´te´ V2N , auquel cas on
aurait une valeur E telle que les matrices (Aω
(0)
0,N (E))
mω(E) pour ω ∈ {0, 1}N seraient
hors de V2N . Dans la mesure ou` la varie´te´ V2N est analytique ferme´e et surtout propre
donc tre`s “petite”, on peut imaginer que cette approche a toutes les chances d’aboutir.
Malheureusement, notre manque d’information sur la structure exacte de la varie´te´ V2N
nous a empeˆche´ jusque la` d’aboutir a` une preuve rigoureuse.
Pre´cisons ici que cette approche perturbative pourrait e´ventuellement aussi s’appli-
quer a` l’e´tude du mode`le (4.1) e´tudie´ au chapitre 4.
Cette discussion cloˆt ce chapitre 5 sur l’e´tude d’un mode`le d’Anderson-Bernoulli
continu et a` valeurs matricielles.
Nous allons maintenant voir comment utiliser les the´ore`mes 4.2.1, 4.3.1 et 5.3.1 pour
e´tudier la re´gularite´ des exposants de Lyapounov lorsque le parame`tre E varie. Cela fait
l’objet du prochain chapitre ou` nous allons montrer que les exposants de Lyapounov
associe´s a` ces mode`les sont des fonctions Ho¨lder-continues.
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Ho¨lder-continuite´ des exposants de
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Dans ce chapitre nous mettons en place un sche´ma de preuve permettant d’e´tudier
la re´gularite´ des exposants de Lyapounov pour des ope´rateurs de Schro¨dinger continus a`
valeurs matricielles. Ce sche´ma est fonde´ sur la positivite´ de ces exposants de Lyapounov
comme prouve´e pour les mode`les (4.1) et (5.2) e´tudie´s aux chapitres 4 et 5. Il s’appuie
encore sur la repre´sentation inte´grale donne´e au point (iii) du the´ore`me 2.3.7 qui est une
conse´quence de ce que nous avons prouve´ aux the´ore`mes 4.2.1, 4.3.1 et 5.3.1. Ce que
nous de´veloppons ici ne de´pendra pas strictement des mode`les que nous avons e´tudie´s
auparavant mais pourra s’appliquer a` un plus large e´ventail de mode`les continus a`
valeurs matricielles pour peu que les matrices de transfert associe´es ve´rifient certaines
estimations.
On notera dans la suite H∗(ω) pour ∗ = P,B. On notera alors par S∗ l’ensemble
discret donne´ respectivement aux the´ore`mes 4.2.1 et 4.3.1 pour HP (ω) et au the´ore`me
5.3.1 pour HB(ω). On notera aussi IP = R et IB =]2,+∞[. Ici on garde a` l’esprit que
les the´ore`mes que l’on vient de citer ne couvrent que les cas N = 2 et N = 3 pour
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HP (ω) et N = 2 pour HB(ω). Mais nous e´crirons tout de meˆme les re´sultats obtenus
pour N quelconque afin d’en de´gager une me´thode ge´ne´rale.
Nous allons prouver dans ce chapitre le the´ore`me suivant :
The´ore`me 6.0.3. On fixe un intervalle compact I ⊂ I∗ \ S∗. Il existe alors un re´el
α > 0 et une constante 0 < C < +∞ tels que :
|γp(E)− γp(E ′)| ≤ C|E − E ′|α pour p = 1, . . . , N, pour tous E,E ′ ∈ I,
et pour N = 2, 3 si ∗ = P et N = 2 si ∗ = B.
Dans un premier temps nous ferons des rappels sur les mesures invariantes, les
cocycles et nous introduirons une ge´ne´ralisation de la transforme´e de Laplace sur les
espaces de Ho¨lder. Dans un second temps nous prouverons que les mode`les e´tudie´s
pre´ce´demment rentrent dans le pre´sent cadre d’e´tude. Enfin dans une dernie`re partie
nous pre´senterons comment utiliser ces notions pour prouver la continuite´, puis la conti-
nuite´ ho¨lde´rienne des exposants de Lyapounov vus comme fonctions du parame`tre E.
6.1 Action de groupe sur les espaces compacts
Dans cette premie`re partie nous pre´sentons certains des outils que nous utiliserons
plus tard pour prouver la re´gularite´ des exposants de Lyapounov. En cela nous suivons
[CL90] et [BL85].
6.1.1 Mesures invariantes
Nous commenc¸ons par donner une de´finition de l’action d’un groupe sur un espace
compact. Dans cette partie, G de´signe un groupe localement compact d’e´le´ment unite´
e et B est un espace topologique.
De´finition 6.1.1. On dit que G agit sur B si on peut associer continuˆment a` chaque
(g, b) ∈ G×B un e´le´ment gb de B tel que :
(i) g1(g2b) = (g1g2)b, ∀g1, g2 ∈ G et ∀b ∈ B.
(ii) eb = b, ∀b ∈ B.
Pour un tel couple (G,B) on peut supposer que l’on se donne une mesure µ sur G et
une mesure ν sur B. On peut alors de´finir la pseudo-convolution de ces deux mesures.
De´finition 6.1.2. La pseudo-convolution d’une mesure µ sur G et d’une mesure ν sur
B est l’unique mesure µ ∗ ν sur B de´finie par :
µ ∗ ν(f) =
∫
G×B
f(gb) dµ(g) dν(b)
pour toute fonction f sur B mesurable et borne´e.
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Remarque 6.1.3. Si B = G, alors cette pseudo-convolution co¨ıncide avec la convolu-
tion ordinaire de deux mesures sur un groupe. On note alors dans ce cas µn la n-ie`me
convolution de µ par elle-meˆme : µ ∗ . . . ∗ µ.
Remarque 6.1.4. Si µ1 et µ2 sont des mesures sur G et si ν est une mesure sur B,
alors on a : (µ1 ∗ µ2) ∗ ν = µ1 ∗ (µ2 ∗ ν).
Nous pouvons maintenant de´finir l’importante notion de mesure invariante sur un espace
topologique sur lequel agit un groupe. Dans la suite, on fixe une mesure de probabilite´
µ sur G.
De´finition 6.1.5. Une mesure ν sur B est dite µ-invariante lorsque : µ ∗ ν = ν.
Nous pouvons, avec ces de´finitions, e´noncer un the´ore`me d’existence de mesure in-
variante adapte´ a` notre contexte. Il s’agit la` simplement de comple´ter le the´ore`me 2.3.7
du chapitre 2 en y faisant apparaˆıtre un parame`tre E repre´sentant l’e´nergie du syste`me
dans nos mode`les.
Pour p un entier, nous rappelons la de´finition de la sous-varie´te´ p-lagrangienne Lp
de R2N : pour tout p dans {1, . . . , N}, Lp est le sous-espace vectoriel de ∧pR2N engendre´
par {Me1 ∧ . . . ∧Mep | M ∈ SpN(R)}.
The´ore`me 6.1.6. Soit (Aωn(E))n∈N une suite de matrices ale´atoires symplectiques d’ordre
2N i.i.d. de´pendant d’un parame`tre re´el E et soit p un entier dans {1, . . . , N}. Soit µE
la distribution commune des Aωn(E). On suppose que le sous-groupe de Fu¨rstenberg
GµE associe´ a` cette suite de matrices symplectiques est p-contractant et Lp-fortement
irre´ductible et que E(log ||Aω0 (E)||) est finie. Alors les assertions suivantes sont vraies :
(i) γp(E) > γp+1(E)
(ii) Pour tout x non nul dans Lp :
lim
n→∞
1
n
log || ∧p (Aωn−1(E) . . . Aω0 (E))x|| =
p∑
i=1
γi(E)
(iii) Il existe une unique distribution de probabilite´ µE-invariante, note´e νp,E, sur P(Lp) =
{x¯ ∈ P(∧pR2N) | x ∈ Lp} telle que :∫
SpN (R)×P(Lp)
log
|| ∧p Mx||
||x|| dµE(M) dνp,E(x¯) =
p∑
i=1
γi(E)
De´monstration. Si on fixe le parame`tre E, la preuve devient la meˆme que celle du
the´ore`me 2.3.7 au chapitre 2. Ici seule la de´pendance en le parame`tre E a e´te´ pre´cise´e
dans l’e´nonce´.
Le fait que l’on ait une repre´sentation inte´grale des exposants de Lyapounov mettant
en jeu la mesure νp,E, implique que pour e´tudier la re´gularite´ en fonction de E de ces
exposants il nous suffira d’e´tudier la re´gularite´ de cette mesure vue comme fonction de
E.
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6.1.2 Cocycles
Dans cette partie nous introduisons des applications sur G × B qui en un sens
ge´ne´ralisent la notion de caracte`re sur le groupe G. Dans toute la suite on fixe une
mesure de probabilite´ µ sur le groupe G.
De´finition 6.1.7. Une application continue σ sur G × B a` valeurs dans R∗+ = (0,∞)
est appele´e un cocycle lorsque :
∀g1, g2 ∈ G, ∀b ∈ B, σ(g1g2, b) = σ(g1, g2b)σ(g2, b)
Remarque 6.1.8. Si B est re´duit a` un singleton, un cocycle est un caracte`re re´el.
Remarque 6.1.9. Si t ∈ R et si σ est un cocycle, alors σt est encore un cocycle. Cette
proprie´te´ e´vidente sera tre`s utile dans toute la suite.
En vue de de´finir la transforme´e de Laplace sur les espaces de Ho¨lder il nous faut
de´finir la notion d’inte´grabilite´ pour un cocycle.
De´finition 6.1.10. Un cocycle σ est dit µ-inte´grable si la fonction σ¯(g) = supb∈B σ(g, b)
est µ-inte´grable.
Nous pouvons alors e´noncer une proposition qui estime ge´ome´triquement le com-
portement d’un cocycle log-ne´gatif.
Proposition 6.1.11. Soit σ un cocycle ve´rifiant :
(i) ∃τ > 0 tel que σt est µ-inte´grable pour |t| ≤ τ .
(ii) ∃N ∈ N tel que : supb∈B
∫
log σ(g, b) dµN(g) < 0
Alors il existe α > 0 tel que pour 0 < t ≤ α, il existe une constante 0 < Ct < +∞
et un re´el ρt < 1 tels que :
∀n ≥ 1, sup
b∈B
∫
log σ(g, b)t dµn(g) ≤ Ctρnt
De´monstration. Tout d’abord on remarque l’ine´galite´ suivante : exp(t| log σ|) ≤ σt+σ−t.
Ainsi, pour tout entier p :
sup
b∈B
∫
exp(t| log σ(g, b)|) dµp(g) < +∞ et sup
b∈B
∫
| log σ(g, b)|p dµp(g) < +∞
Alors pour 0 ≤ t ≤ τ :
∃c ∈ [0, t], σt = et log σ = 1 + t log σ + t
2
2
(log σ)2 exp(c| log σ|)
et donc :
σt ≤ 1 + t log σ + t
2
2
| log σ|2 exp(t| log σ|)
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On introduit la suite de re´els : bn(t) = supb∈B
∫
σt(g, b) dµn(g). Cette suite est sous-
multiplicative. En effet :
bn+m(t) = sup
b∈B
∫
σt(g, b) dµn+m(g)
= sup
b∈B
∫
σt(gngm, b) dµ
n(gn) dµ
m(gm)
= sup
b∈B
∫
σt(gn, gmb)σ
t(gm, b) dµ
n(gn) dµ
m(gm)
= sup
b∈B
∫
σt(gn, gmb) dµ
n(gn)× sup
b∈B
∫
σt(gm, b) dµ
m(gm)
≤ sup
b∈B
∫
σt(gn, b) dµ
n(gn)× bm(t)
≤ bn(t)bm(t)
La suite bn(t) ve´rifie aussi :
∀t ∈ [0, τ ], bN(t) ≤ 1 + t sup
b∈B
∫
log σ(g, b) dµN(g)
+
t2
2
sup
b∈B
∫
| log σ(g, b)|2 exp(t| log σ(g, b)|) dµN(g)
Comme la seconde inte´grale est finie par inte´grabilite´ et que la premie`re est ne´gative
par hypothe`se, et comme t
2
2
≪ t au voisinage de 0, il vient :
∃α > 0, ∀t ∈]0, α], bN(t) < 1
Or, la suite (bn(t)) e´tant sous-multiplicative, la suite (bn(t)
1
n ) converge vers : infn≥1 bn(t)
1
n ≤
bN(t)
1
N < 1. De la` :
∃ρt > 0, ρt < 1, ∃n0, ∀n ≥ n0, bn(t) 1n ≤ ρt
Posons : Ct = max(1,
b1(t)
ρt
, . . . ,
bn0−1(t)
ρ
n0−1
t
). On a finalement :
∀n ≥ 1, bn(t) ≤ Ctρnt
Pour terminer a` propos des ge´ne´ralite´s sur les cocycles nous donnons un exemple
fondamental de cocycle, celui auquel on se rame`nera dans toute la suite.
Exemple 6.1.12. : Soit (B, δ) un espace me´trique compact et G un groupe agissant
sur B. On conside`re l’action induite sur B˜ = B ×B \ {(b, b), b ∈ B} donne´e par :
∀g ∈ G, ∀(a, b) ∈ B˜, g.(a, b) = (ga, gb)
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Sur G× B˜ on de´finit l’application :
σ1(g, (a, b)) =
δ(ga, gb)
δ(a, b)
σ1 G× B˜ → [0,+∞[ est alors un cocycle. En effet :
σ1(gg
′, (a, b)) =
δ(gg′a, gg′b)
δ(a, b)
=
δ(gg′a, gg′b)
δ(g′a, g′b)
δ(g′a, g′b)
δ(a, b)
= σ1(g, g
′.(a, b))σ1(g′, (a, b))
Dans la suite, P(Lp) jouera le roˆle de B muni de la distance projective usuelle :
∀x¯, y¯, δ(x¯, y¯) =
(
1− |(x, y)|
2
||x||2 ||y||2
) 1
2
Nous pouvons maintenant introduire la notion d’espaces de Ho¨lder et de transforme´e
de Laplace sur ces espaces.
6.1.3 Les ope´rateurs de Laplace sur les espaces de Ho¨lder
6.1.3.1 De´finitions
Soit (B, δ) un espace me´trique compact et soit G un groupe muni d’une mesure de
probabilite´ µ . Soit α > 0 un re´el.
De´finition 6.1.13. L’espace des fonctions Ho¨lder-continues d’ordre α sur B, note´
Lα(B) est l’espace des fonctions continues f sur B a` valeurs re´elles ve´rifiant :
mα(f) = sup
(a,b)∈ eB
|f(a)− f(b)|
δα(a, b)
< +∞
On pose || ||α = || ||∞ +mα.
Remarque 6.1.14. (Lα(B), || ||α) est un espace de Banach.
Nous connaissons le comportement de la suite des normes || ||α en fonction de α. Nous
re´sumons cela dans le lemme suivant :
Lemme 6.1.15. Si α ≤ α′ alors Lα′ ⊂ Lα. Plus pre´cise´ment, pour tout f ∈ Lα,
||f ||α ≤ ||f ||α′.
De´monstration. Tout d’abord, on remarque que dans la de´finition de mα on peut sup-
poser que δ(a, b) < 1. En effet si au contraire on a δ(a, b) ≥ 1, comme f est borne´e
comme fonction continue sur le compact B :
|f(a)− f(b)| ≤ 2 sup
b∈B
|f(b)| ≤ 2 sup
b∈B
|f(b)|δ(a, b)α ≤ Cδ(a, b)α
108
6.1 CHAPITRE 6
Et dans ce cas il est clair que mα(f) < C. Mais alors le re´sultat que nous voulons
prouver devient clair : si δ(a, b) ≤ 1 et α ≤ α′, δ(a, b)α ≥ δ(a, b)α′ . Donc mα ≤ mα′ et
il en suit que || ||α ≤ || ||α′ .
De la`, si f ∈ Lα′ , ||f ||α′ < +∞ et donc ||f ||α < +∞ et f ∈ Lα.
On peut a` pre´sent de´finir les ope´rateurs qui vont e´tendre aux groupes la notion de
transforme´e de Laplace-Fourier sur les mesures.
De´finition 6.1.16. Soit σ un cocycle et soit z ∈ C. On de´finit l’ope´rateur Tσ,z agissant
sur l’ensemble B(B) des fonctions mesurables borne´es sur B par :
∀f ∈ B(B), ∀b ∈ B, Tσ,zf(b) =
∫
G
σz(g, b)f(gb) dµ(g)
Au vu de cette de´finition, Tσ,z est un ope´rateur borne´ lorsque |σz| est µ-inte´grable. Plus
pre´cise´ment on a :
∀n ≥ 1, T nσ,zf(b) =
∫
σz(g, b)f(gb) dµn(g)
Pour σ = 1 et z = 1 on pose T := T1,1. Alors :
∀f ∈ B(B), ∀b ∈ B, Tf(b) =
∫
G
f(gb) dµ(g)
Nous allons a` pre´sent voir les liens qui existent entre d’une part cet ope´rateur T et
d’autre part une mesure ν, µ-invariante, donne´e sur G.
6.1.3.2 Relations entre T n et ν
Nous allons prouver qu’en fait la suite des ite´re´s de l’ope´rateur T , (T n), converge
vers la mesure µ-invariante ν. σ1 est le cocycle de´fini a` l’exemple 6.1.12.
Proposition 6.1.17. On suppose que σ1 ve´rifie :
(i) ∃τ > 0, σt1 soit inte´grable pour |t| ≤ τ .
(ii) ∃N ∈ N, sup(a,b)∈ eB
∫
log σ1(g, (a, b)) dµ
N(g) < 0
Alors : ∃α0 > 0, ∀α ∈]0, α0]
(a) T est un ope´rateur borne´ sur Lα(B)
(b) ∃Cα < +∞, ∃ρα < 1 tel que :
∀n ≥ 1, ∀f ∈ Lα(B), ||T nf − ν(f)||α ≤ ||f ||αCαρnα
De´monstration. On commence par prouver le premier point. Soit α un re´el strictement
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positif, f ∈ Lα(B) et (a, b) ∈ B˜. On a :
|Tf(a)− Tf(b)|
δα(a, b)
=
| ∫
G
f(ga) dµ(g)− ∫
G
f(gb) dµ(g)|
δα(a, b)
≤
∫
G
|f(ga)− f(gb)|
δα(a, b)
dµ(g)
=
∫
G
|f(ga)− f(gb)|
δα(ga, gb)
δα(ga, gb)
δα(a, b)
dµ(g)
≤ mα(f)
∫
G
δα(ga, gb)
δα(a, b)
dµ(g)
= mα(f)
∫
G
σα1 (g, (a, b)) dµ(g)
≤ mα(f)
∫
G
σ¯α1 (g) dµ(g)
Or, si α ≤ τ , la premie`re hypothe`se nous donne : ∫
G
σ¯α1 (g) dµ(g) < +∞. D’ou` :
mα(Tf) ≤
(∫
G
σ¯α1 (g) dµ(g)
)
mα(f)
De plus on a :
∀b ∈ B, |Tf(b)| ≤
∫
G
|f(gb)|dµ(g) ≤ ||f ||∞
∫
G
dµ(g) = ||f ||∞
Et donc : ||Tf ||∞ ≤ ||f ||∞. Finalement on obtient :
||Tf ||α ≤ ||f ||∞ +
(∫
G
σ¯α1 (g) dµ(g)
)
mα(f) ≤ C(||f ||∞ +mα(f) = C||f ||α
Et ainsi T est bien borne´ sur Lα(B).
Pour le second point on va utiliser la proposition 6.1.11 sur les cocycles log-ne´gatifs. De
la`, pour α suffisamment petit, disons α ≤ α1, il vient :
∃C˜α > 0, ∃ρα ∈]0, 1[,∀n ≥ 1,
∫
σα1 (g, (a, b)) dµ
n(g) ≤ C˜αρnα
On pose α0 = min(α1, τ). Alors pour α ∈]0, α0], f ∈ Lα(B) et (a, b) ∈ B˜, on a :
|T nf(a)− T nf(b)|
δα(a, b)
=
| ∫ f(ga) dµn(g)− ∫ f(gb) dµn(g)|
δα(a, b)
≤
∫ |f(ga)− f(gb)|
δα(a, b)
dµn(g)
≤ mα(f)
∫
σα1 (g, (a, b)) dµ
n(g)
≤ mα(f)C˜αρnα
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Cela implique que mα(T
nf − ν(f)) ≤ mα(f)C˜αρnα.
ν e´tant µ-invariante, on a l’estimation suivante :
|T nf(a)− ν(f)| = |T nf(a)− µn ∗ ν(f)|
=
∣∣∣∣∫ f(ga) dµn(g)− ∫ f(gb) dµn(g) dν(b)∣∣∣∣
=
∣∣∣∣∫ f(ga) dµn(g) dν(b)− ∫ f(gb) dµn(g) dν(b)∣∣∣∣
≤
∫
|f(ga)− f(gb)| dµn(g) dν(b)
≤ mα(f)C˜αρnα sup
(a,b)∈B×B
δα(a, b)
La dernie`re ine´galite´ vient du calcul pre´ce´dent. Il vient alors :
||T nf − ν(f)||∞ ≤ mα(f)C˜αρnαdiam(B ×B)α
On pose : Cα = 2max(C˜α, C˜αdiam(B × B)α). Puisque mα(f) ≤ ||f ||α, on obtient
finalement :
||T nf − ν(f)||α = ||T nf − ν(f)||∞ +mα(T nf − ν(f))
≤ (C˜α + C˜αdiam(B ×B)α) mα(f)ρnα
≤ Cα||f ||αρnα
Et le second point est prouve´.
De la` on de´duit une de´composition de l’ope´rateur T qui permet de voir T comme
une perturbation de la mesure ν.
Corollaire 6.1.18. Sous les hypothe`ses de la proposition 6.1.17 et pour α suffisamment
petit, l’ope´rateur T agissant sur Lα(B) a pour valeur propre 1 et le reste de son spectre
est contenu dans un disque de rayon strictement plus petit que 1. Plus pre´cise´ment, T
admet la de´composition suivante :
∀f ∈ Lα(B),∀n ≥ 1, T nf = ν(f) +Qn(f)
ou` Q agissant sur Lα(B) est de rayon spectral strictement plus petit que 1.
De´monstration. Si on conside`re l’ope´rateur N de rang 1, agissant sur Lα(B) de´fini par
N(f) = ν(f) alors en norme d’ope´rateur : T n → N . Or T est un ope´rateur borne´ et
donc :
T n+1(f) = T (T n(f))→ TN(f)
et T n+1(f) → N(f). Ainsi : N(f) = TN(f) et 1 est valeur propre de T associe´ au
vecteur propre ν(f).
On de´finit l’ope´rateur Q agissant sur Lα(B) par : Q = T −N . Alors :
Q2 = T 2 − TN −NT +N2 = T 2 − 2N +N2
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De la`, N e´tant de rang 1 il vient :
N2(f) = ν(f)ν(B) = ν(f) = N(f)
D’ou` : Q2 = T 2−N . Le meˆme calcul pour les puissances successives de Q nous conduit
au fait que ∀n ≥ 1, Qn = T n −N . On obtient ainsi la de´composition voulue pour T .
D’apre`s la proposition 6.1.17 :
||Qn|| 1n = ||T n − ν|| 1n ≤ C
1
n
α ρα
D’ou` : lim supn→∞ ||Qn||
1
n ≤ ρα < 1. Ainsi on obtient l’assertion sur le rayon spectral
de Q.
Enfin, le reste du spectre de T est inclus dans le disque D(0, ρα) de rayon ρα < 1.
6.1.3.3 De´pendance en un parame`tre re´el
Dans nos mode`les, le groupe de´fini par la suite des matrices de transfert de´pend
d’un parame`tre re´el E, repre´sentant l’e´nergie du syste`me. Nous aurons donc besoin de
re´sultats sur les cocycles qui conduisent a` des estimations uniformes en ce parame`tre
re´el pour peu que l’on fasse des hypothe`ses uniformes en ce parame`tre.
Soit I ⊂ R un intervalle compact. On suppose que le groupe G = G(E) et la mesure
µ = µE de´pendent d’un parame`tre re´el E ∈ I.
Proposition 6.1.19. Soit σ un cocycle tel que :
(i) ∃τ > 0 tel que supE∈I
∫
G(E)
σ¯t(g) dµE(g) < +∞ for |t| ≤ τ .
(ii) ∃N ∈ N tel que : supE∈I supb∈B
∫
log σ(g, b) dµNE (g) < 0
Alors il existe α > 0 tel que pour 0 < t ≤ α, il existe 0 < Ct < +∞ et ρt < 1 tels que :
∀n ≥ 1, sup
E∈I
sup
b∈B
∫
log σ(g, b)t dµnE(g) ≤ Ctρnt
De´monstration. On reprend ici la preuve de la proposition 6.1.11 en prenant :
bn(t) = sup
E∈I
sup
b∈B
∫
σt(g, b) dµnE(g)
Alors (bn(t)) est encore sous-multiplicative et on a comme pre´ce´demment :
∀t ∈ [0, τ ], bN(t) ≤ 1 + t sup
E∈I
sup
b∈B
∫
log σ(g, b) dµNE (g)
+
t2
2
sup
E∈I
sup
b∈B
∫
| log σ(g, b)|2 exp(t| log σ(g, b)|) dµNE (g)
La fin de la preuve ne change pas.
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Pour E ∈ I on de´finit l’ope´rateur TE par :
∀f ∈ Lα(B), ∀b ∈ B, TEf(b) =
∫
G(E)
f(gb) dµE(g)
On note νE une mesure µE-invariante. On a alors l’adaptation de la proposition 6.1.17 :
Proposition 6.1.20. On fixe E ∈ I. On suppose que σ1, de´fini comme pre´ce´demment
mais sur G(E)× B˜, ve´rifie :
(i) ∃τ > 0, supE∈I
∫
G(E)
σ¯t(g) dµE(g) < +∞ pour |t| ≤ τ .
(ii) ∃N ∈ N, supE∈I sup(a,b)∈ eB
∫
log σ1(g, (a, b)) dµ
N(g) < 0
Alors : ∃α0 > 0, ∀α ∈]0, α0]
(a) TE est un ope´rateur borne´ agissant sur Lα(B)
(b) ∃Cα < +∞, ∃ρα < 1 tel que :
∀n ≥ 1, ∀f ∈ Lα(B), sup
E∈I
||T nEf − νE(f)||α ≤ ||f ||αCαρnα
De´monstration. On peut exactement reprendre la meˆme preuve que celle de la propo-
sition 6.1.17.
Bien suˆr le corollaire de la proposition 6.1.17 s’adapte lui aussi a` ce nouveau cadre :
Corollaire 6.1.21. Sous les hypothe`ses de la proposition 6.1.17 et pour α suffisamment
petit, l’ope´rateur TE agissant sur Lα(B) a pour valeur propre 1 et le reste de son spectre
est contenu dans un disque de rayon strictement plus petit que 1. Plus pre´cise´ment, TE
admet la de´composition suivante :
∀f ∈ Lα(B),∀n ≥ 1, T nEf = νE(f) +QnE(f)
ou` QE agissant sur Lα(B) est de rayon spectral strictement plus petit que 1.
De´monstration. Encore une fois on peut recopier la preuve du corollaire 6.1.18.
Nous avons rassemble´ dans cette section tous les re´sultats sur les cocycles et sur les
ope´rateurs de Laplace sur les espaces de Ho¨lder dont nous aurons besoin a` la section
6.3. Auparavant, dans la prochaine section nous allons prouver une se´rie d’estimations
sur les matrices de transfert associe´es aux mode`les (4.1) et (5.2).
6.2 Estimations a priori pour nos mode`les
Dans cette section nous allons prouver que les matrices de transfert correspondant
aux mode`les (4.1) et (5.2) ve´rifient certaines estimations qui vont nous permettre de
prouver la re´gularite´ des exposants de Lyapounov a` la section 6.3. Nous allons com-
mencer par des estimations a priori sur les solutions d’e´quations de Schro¨dinger. Nous
prouverons ainsi deux estimations tout a` fait ge´ne´rales. Ensuite nous verrons comment
en de´duire des estimations sur les normes des matrices de transfert pour nos deux
mode`les.
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6.2.1 Estimations ge´ne´rales
Lemme 6.2.1. Soit V une fonction a` valeurs matricielles dans L1loc(R,Mn(C)) et soit
u une solution de −u′′ + V u = 0. Alors pour tous x, y ∈ R :
||u(x)||2 + ||u′(x)||2 ≤ (||u(y)||2 + ||u′(y)||2) exp
(∫ max(x,y)
min(x,y)
||V (t) + 1|| dt
)
De´monstration. On pose R(t) = ||u(t)||2 + ||u′(t)||2. Il vient avec cette notation :
R′(t) = < u(t), u′(t) > + < u′(t), u(t) > + < u′′(t), u′(t) > + < u′(t), u′′(t) >
= 2Re(< u(t), u′(t) >) + 2Re(< u′(t), V (t)u(t) >)
= 2Re(< u′(t), (V (t) + 1)u(t) >)
≤ 2Re(||u′(t)|| ||V (t) + 1|| ||u(t)||)
≤ 2||V (t) + 1||
( ||u(t)||2 + ||u′(t)||2
2
)
= ||V (t) + 1||R(t)
Nous avons utilise´ l’ine´galite´ de Cauchy-Schwarz a` la quatrie`me ligne et l’ine´galite´
arithme´tico-ge´ome´trique a` la cinquie`m. Finalement on a l’ine´galite´ :
R′(t) ≤ ||V (t) + 1||R(t)
qui par inte´gration nous donne l’ine´galite´ voulue.
Lemme 6.2.2. Pour i = 1, 2 soit Vi ∈ L1loc(R,Mn(C)) et soit ui une solution de
−u′′ + Viu = 0 telles que :
∃y ∈ R, u1(y) = u2(y) et u′1(y) = u′2(y)
Alors pour tout x ∈ R :(||u1(x)− u2(x)||2 + ||u′1(x)− u′2(x)||2) 12
≤ (||u1(y)||2 + ||u′1(y)||2) 12 exp
(∫ max(x,y)
min(x,y)
||V1(t)||+ ||V2(t)||+ 2dt
)
×
∫ max(x,y)
min(x,y)
||V1(t)− V2(t)||dt
De´monstration. Sans restreindre la ge´ne´ralite´ on peut supposer que y ≤ x. Dans C2N
on a, de par les hypothe`ses faites sur les solutions u1 et u2 :(
u1(x)− u2(x)
u′1(x)− u′2(x)
)
=
∫ y
x
(
0
(V1(t)− V2(t))u1(t)
)
dt+
∫ y
x
(
0 I
V2(t) 0
)(
u1(t)− u2(t)
u′1(t)− u′2(t)
)
dt
Alors, en prenant la norme des deux coˆte´s de l’e´galite´, on obtient l’ine´galite´ suivante :∥∥∥∥( u1(x)− u2(x)u′1(x)− u′2(x)
)∥∥∥∥ ≤ ∫ y
x
||V1(t)−V2(t)|| ||u1(t)||dt+
∫ y
x
(||V2(t)||+1)
∥∥∥∥( u1(t)− u2(t)u′1(t)− u′2(t)
)∥∥∥∥ dt
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Puis par le lemme de Gronwall :∥∥∥∥( u1(x)− u2(x)u′1(x)− u′2(x)
)∥∥∥∥ ≤ (∫ y
x
||V1(t)− V2(t)|| ||u1(t)||dt
)
exp
(∫ y
x
(||V2(t)||+ 1) dt
)
(6.1)
Or, le lemme 6.2.1 nous dit que pour tout t ∈ [y, x] :
||u1(t)||2 ≤ ||u1(t)||2 + ||u′1(t)||2 ≤
(||u1(y)||2 + ||u′1(y)||2) exp(∫ y
x
(||V1(s)||+ 1) ds
)
Ainsi :
||u1(t)|| ≤
(||u1(y)||2 + ||u′1(y)||2) 12 exp(12
∫ y
x
(||V1(s)||+ 1)ds
)
Si l’on re´injecte dans l’ine´galite´ (6.1) il vient :(||u1(x)− u2(x)||2 + ||u′1(x)− u′2(x)||2) 12
≤ (||u1(y)||2 + ||u′1(y)||2) 12 exp
(∫ max(x,y)
min(x,y)
1
2
||V1(t)||+ 1
2
+ ||V2(t)||+ 1dt
)
×
∫ max(x,y)
min(x,y)
||V1(t)−V2(t)||dt
On a ainsi prouve´ l’ine´galite´ voulue car : 1
2
||V1(t)||+ 12 ≤ ||V1(t)||+ 1.
6.2.2 Estimations de la norme des matrices de transfert
6.2.2.1 Estimations pour le mode`le (5.2)
A partir des estimations ge´ne´rales que l’on vient de prouver, on peut obtenir des
estimations pour la norme des matrices de transfert, uniformes en le parame`tre E
lorsque celui-ci varie dans un intervalle compact de R. On fixe un intervalle compact
I ⊂ R. Soit E ∈ I. Tout d’abord, u1, . . . , u2N de´signent les solutions de −u′′+Vωu = Eu
avec les conditions initiales :
u˜1(n,E) =

1
0
0
...
0
 , u˜2(n,E) =

0
1
0
...
0
 , u˜2N(n,E) =

0
0
...
0
1
 (6.2)
ou` u˜l(n,E) = t(ul(n,E) (ul)′(n,E)).
La matrice de transfert associe´e au mode`le (5.2) est la matrice dont les colonnes
sont les vecteurs u˜l(n+ 1, E) :
Aωn,N(E) =

u11(n+ 1, E) u
2
1(n+ 1, E) . . . u
2N
1 (n+ 1, E)
...
...
...
u1N(n+ 1, E) u
2
N(n+ 1, E) . . . u
2N
N (n+ 1, E)
(u11)
′(n+ 1, E) (u21)
′(n+ 1, E) . . . (u2N1 )
′(n+ 1, E)
...
...
...
(u1N)
′(n+ 1, E) (u2N)
′(n+ 1, E) . . . (u2NN )
′(n+ 1, E)

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Avec ces notations nous allons prouver les lemmes suivants :
Lemme 6.2.3. Il existe des constantes C1 > 0 et C2 > 0 inde´pendantes de n, ω,E
telles que :
||Aωn,N(E)||2 ≤ exp(C1 + |E|+ 1) ≤ C2
De´monstration. Soit u˜i(n+ 1, E) la colonne de Aωn,N(E) de norme maximale. Alors :
||Aωn,N(E)||2 = ||u˜i(n+ 1, E)||2 = ||ui(n+ 1, E)||2 + ||(ui)′(n+ 1, E)||2
En appliquant le lemme 6.2.1 avec x = n+ 1 et y = n :
||ui(n+1, E)||2+||(ui)′(n+1, E)||2
≤ (||ui(n,E)||2 + ||(ui)′(n,E)||2) exp(∫ n+1
n
||Vω(t)− E||+ 1dt
)
Or, ||ui(n,E)||2 = 1 et ||(ui)′(n,E)||2 = 0 ou ||ui(n,E)||2 = 0 et ||(ui)′(n,E)||2 = 1.
Dans tous les cas : ||u˜i(n,E)||2 = 1. Et donc :
||Aωn,N(E)||2 ≤ exp
(∫ n+1
n
||Vω(t)− E||+ 1dt
)
Or Vω(x) =
∑
k∈Z V
(n)
ω (x− k) est invariant par la translation par 1. Ainsi :∫ n+1
n
||Vω(t)− E||+ 1dt =
∫ 1
0
||Vω(t)− E||+ 1dt ≤
(
sup
t∈[0,1]
||Vω(t)||
)
+ |E|+ 1
Puis comme dans Vω, les ωi prennent leurs valeurs dans {0, 1}, il existe une constante
C1 > 0 inde´pendante de ω, n,E telle que :(
sup
t∈[0,1]
||Vω(t)||
)
≤ C1
Et alors :
||Aωn,N(E)||2 ≤ exp(C1 + |E|+ 1)
Puis, e´tant donne´ que I est borne´, |E| est aussi borne´e et il existe une constante C2 > 0
inde´pendante de ω, n,E telle que :
exp(C1 + |E|+ 1) ≤ C2
Notre estimation est donc prouve´e.
Remarque 6.2.4. Comme Aωn,N(E) est symplectique, sa norme est la meˆme que celle
de son inverse et ainsi :
||Aωn,N(E)−1||2 ≤ C2
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Nous allons maintenant prouver une estimation nous donnant la variation de la
norme de Aωn,N(E) lorsque E varie dans I.
Lemme 6.2.5. Pour tous E,E ′ ∈ I, il existe une constante C3 > 0 inde´pendante de
n, ω,E telle que :
||Aωn,N(E)− Aωn,N(E ′)|| ≤ C3|E − E ′|
De´monstration. On a :
||Aωn,N(E)− Aωn,N(E ′)|| = ||u˜i(n+ 1, E)− u˜i(n+ 1, E ′)||
Et d’apre`s le lemme 6.2.2 :
||u˜i(n+ 1, E)− u˜i(n+ 1, E ′)||
≤ ||u˜i(n,E)||
(∫ n+1
n
||Vω(t)− E − (Vω(t)− E′)||dt
)
exp
(∫ n+1
n
||Vω(t)− E||+ ||(Vω(t)− E′)||+ 2 dt
)
Ainsi :
||Aωn,N(E)− Aωn,N(E ′)|| ≤ |E − E ′| exp
(∫ 1
0
2||Vω(t)||+ |E|+ |E ′|+ 2 dt
)
Mais, comme dans la preuve du lemme 6.2.3, supt∈[0,1] ||Vω(t)|| ≤ C1 et |E| et |E ′| sont
borne´es car I l’est, disons par une constante M . Alors il existe C3 > 0 inde´pendante de
n, ω,E telle que :
exp
(∫ n+1
n
||Vω(t)− E||+ ||(Vω(t)− E ′)||+ 2 dt
)
≤ exp(2C1 + 2 + 2M) ≤ C3
Notre estimation est prouve´e.
Nous terminons en donnant les estimations qui vont vraiment nous servir dans la
suite, celles portant sur les puissances p-ie`mes exte´rieures des matrices de transfert.
Lemme 6.2.6. Il existe des constantes C ′1 > 0, C
′
2 > 0 et C
′
3 > 0 inde´pendantes de
n, ω,E telles que pour tout entier p ∈ {1, . . . , N} :
|| ∧p Aωn,N(E)||2 ≤ exp(pC ′1 + p|E|+ p) ≤ C ′2
et pour tous E,E ′ ∈ I :
|| ∧p Aωn,N(E)− ∧pAωn,N(E ′)|| ≤ C ′3|E − E ′|
De´monstration. Pour la premie`re ine´galite´ on utilise simplement le fait ge´ne´ral suivant :
si M ∈ GL2N(R) alors : || ∧p M || ≤ ||M ||p. Cela vient de la de´composition polaire de
M . On peut en trouver la preuve dans [BL85] lemmes 5.3 et 5.4, page 62. Ainsi en
appliquant ce re´sultat et le lemme 6.2.3 on obtient :
|| ∧p Aωn,N(E)||2 ≤ (exp(C1 + |E|+ 1))p = exp(pC1 + p|E|+ p) ≤ C ′2
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Pour la seconde ine´galite´, le re´sultat est un peu plus technique. Nous allons prouver
que pour deux matrices inversibles M et N :
|| ∧p M − ∧pN || ≤ ||N −M ||(||N ||p−1 + ||M ||.||N ||p−2 + . . .+ ||M ||p−1)
Pour cela on part de :
∧pM − ∧pN = ∧pM(I − ∧p(M−1N)) = ∧pM(I − ∧p(M−1(N −M) + I))
Ainsi on est ramene´ a` calculer ∧p(M−1(N −M) + I). Pour u1 ∧ . . . ∧ up un vecteur
p-de´composable on a :
∧p(M−1(N−M)+I)(u1∧. . .∧up)
= (u1 +M
−1(N −M)u1) ∧ . . . ∧ (up +M−1(N −M)up)
= u1 ∧ . . . ∧ (up +M−1(N −M)up) +M−1(N −M)u1 ∧ . . . ∧ (up +M−1(N −M)up)
...
= u1 ∧ . . . ∧ up + . . .+ u1 ∧ . . . ∧M−1(N −M)up
Ainsi on trouve l’expression suivante pour ∧pM(I − ∧p(M−1(N −M) + I)) :
∧pM(I−∧p(M−1(N−M)+I))(u1∧. . .∧up)
= −((N −M)u1 ∧Nu2 ∧ . . . ∧Nup +Mu1 ∧ (N −M)u2 ∧ . . . ∧Nup + . . .
. . .+Mu1 ∧ . . . ∧Mup−1 ∧ (N −M)up)
Finalement, en prenant les normes, on obtient l’estimation suivante :
|| ∧p M − ∧pN || ≤ ||N −M ||(||N ||p−1 + ||M ||.||N ||p−2 + . . .+ ||M ||p−1)
A` pre´sent, en appliquant les lemmes 6.2.3 et 6.2.5 et cette estimation avecM = Aωn,N(E)
et N = Aωn,N(E
′), on obtient :
|| ∧p Aωn,N(E)− ∧pAωn,N(E ′)|| ≤ pCp−12 C3|E − E ′|
et C ′3 = pC
p−1
2 C3 est inde´pendante de n, ω et de E,E
′.
6.2.2.2 Estimations pour le mode`le (4.1)
Nous allons voir comment les matrices de transfert associe´es au mode`le (4.1) ve´rifient
les meˆmes estimations que celles associe´es au mode`le (5.2). Commenc¸ons par rappeler
comment s’expriment les matrices de transfert associe´es au mode`le (4.1). Avec les no-
tations introduites au chapitre 4 on a :
Aω(n,n+1],N(E) =M(diag(ω
(n)
1 , . . . , ω
(n)
N )).A(0,1),N(E)
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Les colonnes de A(0,1),N(E) sont forme´es par les solutions de l’e´quation diffe´rentielle
−u′′ + V0u = Eu avec conditions initiales (6.2), la matrice V0 e´tant celle de´finie en
(4.2) au chapitre 4. Ainsi toutes les estimations que l’on a prouve´es pour Aωn,N(E) a` la
section pre´ce´dente sont ve´rifie´es par A(0,1),N(E) car on a bien que V0 e´tant constante,
elle est invariante par translation par 1 tout comme l’e´tait Vω dans le mode`le (5.2).
Seules changent les constantes C1, C2, C3, C
′
1, C
′
2 et C
′
3 car C1 de´pend de la norme de
Vω et cette norme n’est a priori pas e´gale a` celle de V0. Comme les autres constantes
de´pendent de C1 elles sont aussi change´es.
Par ailleurs la norme de la matrice M(diag(ω
(n)
1 , . . . , ω
(n)
N )) est borne´e inde´pendam-
ment de ω et de n car les ω
(n)
i ∈ {0, 1}, et inde´pendamment aussi de E puisqu’elle n’en
de´pend pas ! Soit C4 une constante inde´pendante de ω, n,E telle que :
||M(diag(ω(n)1 , . . . , ω(n)N ))|| ≤ C4
Ainsi on obtient exactement les meˆmes estimations que pour les Aωn,N(E) quitte a`
changer les constantes C1, C2, C3 ,C
′
1 , C
′
2 et C
′
3 pour tenir compte du facteur C4.
Plus pre´cise´ment en recopiant mutatis mutandis les preuves des lemmes 6.2.3, 6.2.5 et
6.2.6 on obtient les lemmes suivant pour le mode`le (4.1) :
Lemme 6.2.7. Il existe des constantes C ′′1 > 0 et C
′′
2 > 0 inde´pendantes de n, ω,E
telles que :
||Aω(n,n+1],N(E)||2 ≤ C24 exp(C ′′1 + |E|+ 1) ≤ C ′′2
Lemme 6.2.8. Pour tous E,E ′ ∈ I, il existe une constante C ′′3 > 0 inde´pendante de
n, ω,E telle que :
||Aω(n,n+1],N(E)− Aω(n,n+1],N(E ′)|| ≤ C4C ′′3 |E − E ′|
Lemme 6.2.9. Il existe des constantes C ′′1 > 0, C
′′′
2 > 0 et C
′′′
3 > 0 inde´pendantes de
n, ω,E telles que pour tout entier p ∈ {1, . . . , N} :
|| ∧p Aω(n,n+1],N(E)||2 ≤ C2p4 exp(pC ′′1 + p|E|+ p) ≤ C ′′′2
et pour tous E,E ′ ∈ I :
|| ∧p Aω(n,n+1],N(E)− ∧pAω(n,n+1],N(E ′)|| ≤ C ′′′3 |E − E ′|
Remarque 6.2.10. Dans le lemme 6.2.9 on a :
C ′′′2 = C
2p
4 C
′′
2 et C
′′′
3 = p(C
′′
2C
2
4)
p−1C4C ′′3
Dans la prochaine partie nous allons montrer comment a` partir des estimations des
lemmes 6.2.6 et 6.2.9 on peut e´tudier la re´gularite´ des exposants de Lyapounov.
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6.3 Re´gularite´ des exposants de Lyapounov
Dans cette section nous allons pre´senter comment a` partir d’estimations a priori sur
les matrices de transfert et leurs puissances exte´rieures on peut en de´duire une certaine
re´gularite´ des exposants de Lyapounov lorsque le parame`tre d’e´nergie E varie. Pour
cela nous nous appuierons sur les re´sultats pre´sente´s dans les sections 6.1 et 6.2.
Nous verrons que la proce´dure mise en place dans ce but ne de´pend pas du mode`le
e´tudie´ mais juste de la possibilite´ d’avoir des estimations du type 6.2.6 et surtout d’avoir
prouve´ la positivite´ des exposants de Lyapounov et l’existence d’une mesure invariante
qui en fournisse une repre´sentation inte´grale.
Nous prouverons tout d’abord la continuite´ des exposants de Lyapounov, puis leur
sous-harmonicite´, qui nous sera utile au chapitre 7, et enfin leur Ho¨lder-continuite´.
6.3.1 Continuite´ des exposants de Lyapounov
On commence par prouver la continuite´ des exposants de Lyapounov en fonction du
parame`tre E. En plus des estimations prouve´es aux lemmes 6.2.6 et 6.2.9 on utilisera
des conside´rations sur la convergence faible des mesures.
On fixe un entier p ∈ {1, . . . , N} et un intervalle compact I ⊂ I∗ \ S∗ . Pour E ∈ I on
pose :
∀x¯ ∈ P(Lp), Φp,E(x¯) = E
(
log
||(∧pAωn,N(E))x||
||x||
)
Dans la proposition suivante nous re´sumons les proprie´te´s de la fonction Φp,E.
Proposition 6.3.1. La fonction Φp,E a les proprie´te´s suivantes :
(i) x¯ 7→ Φp,E(x¯) est continue sur P(Lp).
(ii) ∃C > 0, ∀E,E ′ ∈ I, supx¯∈P(Lp) |Φp,E(x¯)− Φp,E′(x¯)| ≤ C|E − E ′|.
(iii) La fonction
Φ: I × P(Lp) −→ R
(E, x¯) 7−→ Φp,E(x¯)
est continue.
De´monstration. D’apre`s le lemme 6.2.6 on a :
log
||(∧pAωn,N(E))x||
||x|| ≤ log ||(∧
pAωn,N(E))|| ≤ log
√
C ′2
De la`, si x¯l → x¯ dans P(Lp) par le the´ore`me de convergence domine´e de Lebesgue (une
constante est inte´grable sur un espace de probabilite´ !) :
Φp,E(x¯l) = E
(
log
||(∧pAωn,N(E))xl||
||xl||
)
→ E
(
log
||(∧pAωn,N(E))x||
||x||
)
= Φp,E(x¯)
Cela prouve le premier point.
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Pour deux matrices A et B, B e´tant suppose´e inversible : ||Ax|| = ||AB−1Bx|| ≤
||AB−1|| ||Bx||. D’ou` : ||Ax||||Bx|| ≤ ||AB−1||. Il vient alors :
||AB−1|| = ||(A−B +B)B−1|| ≤ ||A−B|| ||B−1||+ ||I|| = ||A−B|| ||B−1||+ 1
En utilisant cette ine´galite´ et en utilisant a` la dernie`re ine´galite´ le lemme 6.2.6, on a :
|Φp,E(x¯)− Φp,E′(x¯)| =
∣∣∣∣∣E
(
log
||(∧pAωn,N(E))x||
||(∧pAωn,N(E ′))x||
)∣∣∣∣∣
≤ E (log ||(∧pAωn,N(E))(∧pAωn,N(E ′))−1||)
≤ E (log(||(∧pAωn,N(E))− (∧pAωn,N(E ′))|| ||(∧pAωn,N(E ′))−1||+ 1))
≤ E (||(∧pAωn,N(E))− (∧pAωn,N(E ′))|| ||(∧pAωn,N(E ′))−1||)
≤ C ′3|E − E ′|
√
C ′2
Cela prouve le point (ii).
Pour prouver le troisie`me point il nous faut juste combiner les points (i) et (ii). Soit
ε > 0 et choisissons (E, x¯) et (E ′, y¯) suffisamment proches pour que :
|Φp,E(x¯)− Φp,E′(y¯)| ≤ |Φp,E(x¯)− Φp,E′(x¯)|+ |Φp,E′(x¯)− Φp,E′(y¯)|
≤ C|E − E ′|+ ε
≤ Cte ε
Cela termine la preuve.
A l’aide de cette proposition nous allons pouvoir prouver la continuite´ des exposants
de Lyapounov.
Proposition 6.3.2. L’application E 7→ (γ1 + . . .+ γp)(E) est continue sur I.
De´monstration. On fixe E ∈ I. Soit El une suite de re´els dans I, convergent vers E. Par
le the´ore`me 6.1.6 il existe une unique mesure νp,E, µE-invariante sur P(Lp) et pour tout
l ∈ N, il existe νp,El , µEl-invariante sur P(Lp). Par le lemme 6.2.6 on a : µEl w−−−→
l→∞
µE.
Par le the´ore`me de Banach-Alaoglu, la suite (νp,El)l∈N contient une sous-suite, disons
(νp,Eli )i∈N, faiblement convergente vers une limite ν˜. Comme la convolution est faible-
ment continue :
νp,Eli = µEli ∗ νp,Eli
w−−−→
i→∞
µE ∗ ν˜
Alors par unicite´ de la limite faible : ν˜ = µE ∗ ν˜. Ainsi ν˜ est une mesure µE-invariante
et par unicite´ dans le the´ore`me 6.1.6 : ν˜ = νp,E. On en de´duit que νp,El
w−−−→
l→∞
νp,E et
donc E 7→ νp,E est faiblement continue.
D’apre`s la repre´sentation inte´grale donne´e par le the´ore`me 6.1.6 on a :
(γ1 + . . .+ γp)(E) = νp,E(Φp,E)
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Alors en utilisant le (ii) de la proposition 6.3.1 et la faible continuite´ que nous venons
juste de prouver il vient :
lim
l→∞
(γ1 + . . .+ γp)(El) = lim
l→∞
νp,El(Φp,El)
= lim
l→∞
(νp,El(Φp,E) + νp,El(Φp,El − Φp,E))
= νp,E(Φp,E)
= (γ1 + . . .+ γp)(E)
Cela prouve bien la continuite´ des sommes d’exposants de Lyapounov.
On a alors le corollaire suivant :
Corollaire 6.3.3. Pour tout entier p ∈ {1, . . . , N}, E 7→ γp(E) est continue.
De´monstration. En effet on peut e´crire :
γp(E) = (γ1 + . . .+ γp)(E)− (γ1 + . . .+ γp−1)(E)
Nous allons maintenant pre´ciser ce re´sultat de continuite´ en prouvant un re´sultat
de convergence uniforme vers les sommes d’exposants de Lyapounov.
Proposition 6.3.4.
1
n
E
(
log
|| ∧p (Aωn,N(E) . . . Aω1,N(E))x||
||x||
)
−−−→
n→∞
(γ1 + . . .+ γp)(E)
uniforme´ment en E ∈ I et x¯ ∈ P(Lp).
De´monstration. De la meˆme fac¸on que nous avons introduit la fonction Φ pour prouver
la continuite´ des exposants de Lyapounov, nous introduisons ici la suite de fonctions
suivante :
hn(E, x¯) =
1
n
E
(
log
|| ∧p (Aωn,N(E) . . . Aω1,N(E))x||
||x||
)
pour (E, x¯) ∈ I × P(Lp). A cette suite de fonctions on associe une suite de mesures
µE-invariantes :
νn,E,x¯ =
1
n
n−1∑
k=0
µkE ∗ δx¯
Cette suite de mesures est associe´e aux hn au sens suivant :
∀n ≥ 1, ∀E ∈ I, ∀x¯ ∈ P(Lp), hn(E, x¯) = νn,E,x¯(Φp,E)
On fixe E ∈ I et x¯ ∈ P(Lp). On conside`re deux suites, x¯n → x¯ dans P(Lp) et En → E
dans I.
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Quitte a en extraire une sous-suite, on suppose que νn,En,x¯n converge faiblement vers ν˜.
On a alors :
µEn ∗ νn,En,x¯n = µEn ∗
(
1
n
n−1∑
k=0
µkEn ∗ δx¯n
)
=
1
n
n−1∑
k=0
µk+1En ∗ δx¯n
=
1
n
(µEn ∗ δx¯n) +
1
n
n−1∑
k=0
µkEn ∗ δx¯n
=
1
n
(µEn ∗ δx¯n) + νn,En,x¯n
w−−−→
n→∞
ν˜
car 1
n
(µEn ∗ δx¯n) w−−−→
n→∞
0. Par faible continuite´ de la convolution on a aussi :
µEn ∗ νn,En,x¯n w−−−→
n→∞
µE ∗ ν˜
Alors par unicite´ de la limite faible : µE ∗ ν˜ = ν˜. Et finalement par unicite´ de la mesure
invariante : ν˜ = νp,E. Comme on peut extraire de (νn,En,x¯n)n∈N une sous-suite faiblement
convergente, on a :
νn,En,x¯n
w−−−→
n→∞
νp,E
De meˆme que dans la preuve de la proposition 6.3.1 nous allons prouver que chaque hn
est continue sur I × P(Lp). Nous allons proce´der en deux e´tapes.
E´tape 1 : Pour E ∈ I fixe´, x¯ 7→ hn(E, x¯) est continue. Soit x¯l → x¯ dans P(Lp).
D’apre`s le lemme 6.2.6 :
1
n
E
(
log
|| ∧p (Aωn,N(E) . . . Aω1,N(E))xl||
||xl||
)
≤ 1
n
(
E(log || ∧p (Aωn,N(E)||) + . . .+ E(log || ∧p (Aω1,N(E)||)
)
≤ 1
n
n log
√
C ′2
= log
√
C ′2
Alors comme dans la preuve du point (i) de la proposition 6.3.1, par le the´ore`me de
convergence domine´e :
hn(E, x¯l)→ hn(E, x¯)
E´tape 2 : Nous allons prouver l’analogue du point (ii) de la proposition 6.3.1. On
fixe x¯ ∈ P(Lp). Soit E,E ′ ∈ I. Pour simplifier les expressions dans la suite, on introduit
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la notation suivante : Aj(E) = ∧pAωj,N(E). Comme dans la preuve du point (ii) de la
proposition 6.3.1 on a :
|hn(E, x¯)− hn(E ′, x¯)| ≤ 1
n
E
(
log ||An(E) . . . A1(E)A1(E ′)−1 . . . An(E ′)−1||
)
Or :
∀j ∈ {1, . . . , n}, Aj(E)Aj(E ′)−1 = (Aj(E)− Aj(E ′))Aj(E ′)−1 + I
Utilisant cette e´galite´ de manie`re inductive on obtient :
An(E) . . . A1(E)A1(E
′)−1 . . . An(E ′)−1
= An(E) . . . A2(E)(A1(E)− A1(E ′))A1(E ′)−1A2(E ′)−1 . . . An(E ′)−1 + . . .
An(E) . . . A3(E)(A2(E)− A2(E ′))A2(E ′)−1A3(E ′)−1 . . . An(E ′)−1 +
. . . + (An(E)− An(E ′))An(E ′)−1 + I
Si on passe a` la norme dans cette expression et si on utilise le lemme 6.2.6 :
||An(E) . . . A1(E)A1(E ′)−1 . . . An(E ′)−1||
≤ ||An(E)|| . . . ||A2(E)|| ||A1(E)− A1(E ′)|| ||A1(E ′)−1|| ||A2(E ′)−1|| . . . ||An(E ′)−1||
+ . . . + ||An(E)− An(E ′)|| ||An(E ′)−1||+ 1
≤ (C ′2)
2n−2
2
√
C ′2C
′
3|E − E ′|+ (C ′2)
2n−4
2
√
C ′2C
′
3|E − E ′|+ . . .+
√
C ′2C
′
3|E − E ′|+ 1
≤ ((C ′2)n−1 + . . .+ 1)√C ′2C ′3|E − E ′|+ 1
On re´injecte cela dans la premie`re expression :
|hn(E, x¯)− hn(E ′, x¯)| ≤ 1
n
E
(
log(1 +
(
(C ′2)
n−1 + . . .+ 1
)√
C ′2C
′
3|E − E ′|)
)
≤ 1
n
(
(C ′2)
n−1 + . . .+ 1
)√
C ′2C
′
3|E − E ′|)
≤ C˜n|E − E ′|
Et finalement :
sup
x¯∈P(Lp)
|hn(E, x¯)− hn(E ′, x¯)| ≤ C˜n|E − E ′|
On en de´duit la continuite´ de hn exactement de la meˆme manie`re que dans la preuve
du point (iii) de la proposition 6.3.1.
A pre´sent, par le the´ore`me de Dini, il suffit de prouver que hn(En, x¯n) converge vers
(γ1+ . . . γp)(E) pour obtenir la convergence uniforme. En effet on a de´ja` prouve´ que la
fonction E 7→ (γ1 + . . . γp)(E) est continue. On a :
lim
n→∞
hn(En, x¯n) = lim
n→∞
νn,En,x¯n(Φp,En)
= lim
n→∞
νn,En,x¯n(Φp,E) + lim
n→∞
νn,En,x¯n(Φp,En − Φp,E)
= νp,E(ΦE)
= (γ1 + . . . γp)(E)
Cela termine la preuve de la proposition.
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Nous avons donc acheve´ l’e´tude de la continuite´ des sommes d’exposants de Lya-
pounov en obtenant meˆme un re´sultat de convergence uniforme vers ces sommes.
Dans la prochaine section nous allons prouver une proprie´te´ de re´gularite´ interme´diaire,
la sous-harmonicite´ des sommes d’exposants de Lyapounov. Cette proprie´te´ va jouer un
roˆle essentiel dans la preuve d’une formule de Thouless au chapitre 7.
6.3.2 Sous-harmonicite´ des sommes d’exposants de Lyapounov
Tout d’abord on remarque que la de´finition des exposants de Lyapounov nous permet
de les de´finir pour des valeurs complexes de l’e´nergie E. En fait la formule :
(γ1 + . . .+ γp)(E) = lim
n→∞
1
n
E
(
log || ∧p (Aωn,N(E) . . . Aω0,N(E))||
)
a aussi un sens pour E ∈ C.
Nous allons maintenant suivre Conway dans [Con97] pour de´finir les fonctions sous-
harmoniques et en donner les premie`res proprie´te´s.
De´finition 6.3.5. Une fonction f C→ [−∞,+∞[ est dite sous-harmonique si :
(i) f est semi-continue supe´rieurement, i.e. : ∀E ∈ C, f(E) ≥ lim supy→E f(y)
(ii) ∀E ∈ C, ∀r > 0, f(E) ≤ 1
2pi
∫ 2pi
0
f(E + reiθ) dθ.
Remarque 6.3.6. Bien suˆr une fonction continue est semi-continue supe´rieurement
et la premie`re hypothe`se de la de´finition est satisfaite par les sommes d’exposants de
Lyapounov comme prouve´ dans la proposition 6.3.2.
Nous allons a` pre´sent prouver une proposition qui donne les principales proprie´te´s de
stabilite´ de l’ensemble des fonctions sous-harmoniques et le principal exemple de fonc-
tion sous-harmonique.
Proposition 6.3.7. (i) Si f et g sont deux fonctions sous-harmoniques e´gales presque
partout au sens de la mesure de Lebesgue de R2, elles sont e´gales partout.
(ii) Si fn est une suite de fonctions sous-harmoniques localement minore´es, alors l’in-
fimum pris point par point de cette suite est une fonction sous-harmonique.
(iii) Si A(z) est une fonction entie`re a` valeurs matricielles, la fonction z 7→ log ||A(z)||
est sous-harmonique.
De´monstration. (i) On fixe E ∈ C. Par le principe du maximum pour les fonctions
sous-harmoniques ( voir [Con97]) on a :
∀r > 0, f(E) ≤ 1
πr2
∫
D(E,r)
f(z)dz
Puis par semi-continuite´ supe´rieure :
f(E) = lim
r→0
1
πr2
∫
D(E,r)
f(z)dz
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De la` si f = g presque suˆrement, il vient :
f(E) = lim
r→0
1
πr2
∫
D(E,r)
f(z)dz = lim
r→0
1
πr2
∫
D(E,r)
g(z)dz = g(E)
Et le premier point est prouve´.
(ii) Une fonction semi-continue supe´rieurement est minore´e sur tout sous-ensemble com-
pact K ⊂ C. On fixe un compact K ⊂ C. On peut alors appliquer localement le
the´ore`me de convergence domine´ de Lebesgue pour obtenir :
∀E ∈ K, inf
n∈N
fn(E) ≤ inf
n∈N
1
2π
∫ 2pi
0
fn(E + re
iθ) dθ =
1
2π
∫ 2pi
0
( inf
n∈N
fn)(E + re
iθ) dθ,
et l’infimum d’une famille de fonctions semi-continues supe´rieurement est encore une
fonction semi-continue supe´rieurement.
(iii) Ce point vient de la formule de Jensen sur le logarithme des fonctions holomorphes
que l’on peut trouver dans [Con97] ou [Rud97].
Nous avons a` pre´sent tout ce qu’il nous faut pour prouver la sous-harmonicite´ des
sommes d’exposant de Lyapounov. On suit ici Craig et Simon dans [CS83].
Proposition 6.3.8. Pour tout p = 1, . . . , N , la fonction E 7→ γ1(E) + . . .+ γp(E) est
sous-harmonique.
De´monstration. Tout d’abord, la fonction E 7→ Aωn,N(E) est entie`re car son expression
met en jeu uniquement des solutions de −u′′ + Vωu = Eu qui sont analytiques en E
(pour le mode`le (4.1), c’est encore plus e´vident que Aω(n,n+1],N(E) est analytique en E
de par son expression...). Puis, comme un produit de fonctions entie`res est une fonction
entie`re, E 7→ ∧p(Aωn,N(E) . . . Aω0,N(E)) est aussi entie`re. Finalement par le point (iii) de
la proposition 6.3.7, E 7→ log || ∧p (Aωn,N(E) . . . Aω0,N(E))|| est encore sous-harmonique.
Par le lemme de Fatou, l’application E 7→ E (log || ∧p (Aωn,N(E) . . . Aω0,N(E))||) est aussi
sous-harmonique. Or la suite ( 1
n
E
(
log || ∧p (Aωn,N(E) . . . Aω0,N(E))||
)
)n∈N est une suite
sous-additive de nombres strictement positifs, sa limite est donc donne´e par un infimum
et le point (ii) de la proposition 6.3.7 s’applique pour donner que γ1(E) + . . . + γp(E)
est sous-harmonique.
Pour terminer cette section nous rappelons sans preuve l’une des proprie´te´s les plus
inte´ressantes des fonctions sous-harmoniques, l’existence de limites non-tangentielles.
Proposition 6.3.9. Pour presque tout E ∈ R, pour tout p = 1, . . . , N , la limite sui-
vante existe et vaut :
lim
ε→0
(γ1 + . . .+ γp)(E + iε) = (γ1 + . . .+ γp)(E)
De´monstration. On utilise le fait que toute fonction sous-harmonique sur C est non-
tangentiellement continue en presque tout point de la droite re´elle au sens de la mesure
de Lebesgue. On peut trouver ce re´sultat dans [Gar81].
Dans la prochaine section nous allons prouver que les exposants de Lyapounov de
nos mode`les ont plus de re´gularite´ que simplement la continuite´ ou la sous-harmonicite´.
Nous allons prouver qu’ils sont ce que l’on appelle « localement Ho¨lder-continus ».
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6.3.3 Ho¨lder-continuite´ des exposants de Lyapounov
Nous allons maintenant utiliser les re´sultats pre´sente´s dans la section 6.1.3.3. Comme
nous l’avons dit au de´but de ce chapitre, notre but est de prouver le the´ore`me 6.0.3.
C’est ce que nous allons faire a` pre´sent. Dans toute la suite, on fixe un intervalle compact
I ⊂ I∗ \ S∗.
On reprend les notations de la section 6.1 et on pose B = P(Lp) muni de la distance
projective usuelle :
∀x¯, y¯ ∈ P(Lp), δ(x¯, y¯) =
(
1− |(x, y)|
2
||x||2 ||y||2
) 1
2
Afin de pouvoir appliquer les re´sultats de la section 6.1.3.3, nous allons devoir prouver
d’une part l’uniforme inte´grabilite´ du cocycle σt1 et d’autre part l’hypothe`se de log-
ne´gativite´. On rappelle que le cocycle σ1 est de´finit sur G(E)× P˜(Lp) (ou` G(E) est le
groupe de´finit aux chapitres 4 et 5) par :
∀E ∈ I, ∀x¯, y¯ ∈ P˜(Lp), ∀g ∈ G(E), σ1(g, (x¯, y¯)) = δ(∧
pg.x¯,∧pg.y¯)
δ(x, y)
Proposition 6.3.10. ∀t ∈ R, supE∈I
∫
G(E)
σ¯1
t(g) dµE(g) < +∞.
De´monstration. On fixe E ∈ I, x¯, y¯ ∈ P˜(Lp) et g ∈ G(E). On a alors :
σ1(g, (x¯, y¯)) =
δ(∧pg.x¯,∧pg.y¯)
δ(x, y)
=
( || ∧p gx||2|| ∧p gy||2 − |(∧pgx,∧pgy)|2
||x||2||y||2 − |(x, y)|2
) 1
2
( ||x|| ||y||
|| ∧p gx|| || ∧p gy||
)
=
( || ∧p gx ∧ ∧pgy||2
||x ∧ y||2
) 1
2
( ||x|| ||y||
|| ∧p gx|| || ∧p gy||
)
=
( ||(∧2 ∧p g)(x ∧ y)||
||x ∧ y||
)( ||x|| ||y||
|| ∧p gx|| || ∧p gy||
)
≤
(
|| ∧2 ∧pg|| ||x ∧ y||||x ∧ y||
)( ||x|| ||y||
|| ∧p gx|| || ∧p gy||
)
= || ∧2 ∧pg||
( ||x|| ||y||
|| ∧p gx|| || ∧p gy||
)
Or : ||x|| = ||(∧pg)−1 ∧p gx|| ≤ ||(∧pg)−1|| || ∧p gx||. Puis comme g est symplectique :
||x||
|| ∧p gx|| ≤ ||(∧
pg)−1|| = || ∧p g||
D’ou` :
σ1(g, (x¯, y¯)) ≤ || ∧p g||2|| ∧2 ∧pg||
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De la` par le lemme 6.2.6 :
σ¯1(g) ≤ || ∧p g||2|| ∧2 ∧pg|| ≤ e 32C+3p|E|
D’ou` : ∀t ∈ R, σ¯t1(g) ≤ e
3
2
tC+3tp|E|. Finalement comme I est borne´ :
∀t ∈ R, sup
E∈I
∫
G(E)
σ¯t1(g) dµE(g) ≤ e
3
2
tC+3tpM < +∞
Avant de prouver l’hypothe`se de log-ne´gativite´ sur σ1 nous allons prouver un lemme
qui se re´ve´lera utile pour cela.
Lemme 6.3.11.
∀x¯ ∈ P(Lp), ∀n ∈ N,
∫
log
||(∧pg)x||
||x|| dµ
n
E(g) = E
(
log
|| ∧p (Aωn,N(E) . . . Aω1,N(E))x||
||x||
)
De´monstration. Nous allons utiliser de manie`re inductive la formule de´finissant l’image
d’une probabilite´. Pour une variable ale´atoire X sur un espace de probabilite´ (Ω,B, P ),
on note PX l’image de la mesure de probabilite´ P par la variable ale´atoire X. Alors :
∀f positive,mesurable, E(f(X)) =
∫
f(X(ω))dP (ω) =
∫
f(x)dPX(x)
On obtient le re´sultat e´nonce´ dans le lemme car µE est l’image de la probabilite´ ν par
Aωn,N(E) pour tout n ∈ N.
Nous pouvons maintenant prouver l’hypothe`se de log-ne´gativite´.
Proposition 6.3.12. Il existe un entier N tel que :
sup
E∈I
sup
(x¯,y¯)∈P(Lp), x¯ 6=y¯
∫
log σ1(g, (x¯, y¯)) dµ
N
E (g) < 0
De´monstration. Pour n ≥ 1, x¯, y¯ ∈ P(Lp) et E ∈ I :
1
n
∫
log σ1(g, (x¯, y¯)) dµ
n
E(g)
≤ 1
n
∫
log
(
|| ∧2 (∧pg)|| ||x|| ||y||||(∧pg)x|| ||(∧pg)y||
)
dµnE(g)
=
1
n
∫
log || ∧2 (∧pg)||dµnE(g)−
1
n
∫
log
||(∧pg)x||
||x|| dµ
n
E(g)−
1
n
∫
log
||(∧pg)y||
||y|| dµ
n
E(g)
=
1
n
E
(
log || ∧2 ∧p(Aωn,N (E) . . . Aω1,N (E))||
)− 1
n
E
(
log
|| ∧p (Aωn,N (E) . . . Aω1,N (E))x||
||x||
)
−
1
n
E
(
log
|| ∧p (Aωn,N (E) . . . Aω1,N (E))x||
||x||
)
−−−−→
n→∞
(γ1 + . . .+ γp + γp+1 + . . .+ γ2p)(E)− (γ1 + . . .+ γp)(E)− (γ1 + . . .+ γp)(E)
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A la troisie`me ligne on a utilise´ le lemme 6.3.11 et pour la convergence uniforme on a
utilise´ la proposition 6.3.4. A la limite on a donc :
(γ1+. . .+γp+γp+1+. . .+γ2p)(E)−(γ1+. . .+γp)(E)−(γ1+. . .+γp)(E)
= (γp+1 + . . .+ γ2p)(E)− (γ1 + . . .+ γp)(E) < 0
d’apre`s le premier point du the´ore`me 6.1.6. En utilisant la continuite´ des exposants de
Lyapounov et la convergence uniforme (propositions 6.3.2 et 6.3.4) :
∃N, ∀E ∈ I, ∀x¯, y¯ ∈ P(Lp), 1
N
∫
log σ1(g, (x¯, y¯)) dµ
N
E (g) < 0
Et on a obtenu l’ine´galite´ voulue.
On a donc prouve´ toutes les hypothe`ses de la proposition 6.1.20 et du corollaire
6.1.21 pour notre cocycle. Re´sumons ce que l’on obtient alors dans la proposition sui-
vante :
Proposition 6.3.13. Il existe α0 > 0 tel que pour tout 0 < α ≤ α0, ∃Cα > 0, ∃ρα < 1 :
(i) TE est un ope´rateur borne´ sur Lα(P(Lp)).
(ii) ∀n ≥ 1,
sup
E∈I
sup
(x¯,y¯)∈P(Lp), x¯6=y¯
E
(
δ(∧p(Aωn,N (E) . . . Aω1,N (E))x,∧p(Aωn,N (E) . . . Aω1,N (E))y)α
δ(x, y)α
)
≤ Cαρnα
(iii)
∀n ≥ 1, ∀f ∈ Lα(P(Lp)), sup
E∈I
||T nEf − νp,Ef ||α ≤ ||f ||αCαρnα
(iv) TE a pour valeur propre 1 et le reste de son spectre est contenu dans un disque de
rayon < 1. Plus pre´cise´ment on a la de´composition suivante :
∀n ≥ 1, ∀f ∈ Lα(P(Lp)), T nEf = νE,pf +QnEf
ou` QE est un ope´rateur de rayon spectral < 1.
De´monstration. Pour (i) et (iii) on retrouve exactement le re´sultat de la proposition
6.1.20. Pour (ii), il nous faut combiner la proposition 6.1.19 et le lemme 6.3.11. Pour le
point (iv), c’est le re´sultat du corollaire 6.1.21.
Ainsi nous avons re´duit notre proble`me d’estimation de νp,E−νp,E′ au fait d’estimer
TE − TE′ . En ge´ne´ral, E 7→ TE de I vers B(Lα(P(Lp))) n’est pas continue. Mais nous
allons prouver une proprie´te´ de re´gularite´ plus faible qui signifie que cette application
est continue si l’on conside`re cette fois TE comme un ope´rateur borne´ de Lα(P(Lp))
dans Lα
2
(P(Lp)).
Proposition 6.3.14. Il existe α1 > 0 tel que pour tout 0 < α ≤ α1, ∃C˜α > 0 tel que :
∀f ∈ Lα(P(Lp)), ∀E,E ′ ∈ I, ||TEf − TE′f ||α ≤ C˜α||f ||α|E − E ′|α2
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De´monstration. Nous allons diviser la preuve en deux e´tapes, correspondant aux esti-
mations respectives des termes || ||∞ et mα de´finissant la norme || ||α.
E´tape 1 : || ||∞. Pour f ∈ Lα(P(Lp)), E,E ′ ∈ I et x¯ ∈ P(Lp) :
|TEf(x¯)− TE′f(x¯)| = |
∫
G(E)
f(∧pgEx¯) dµE(gE)−
∫
G(E′)
f(∧pgE′x¯) dµE′(gE′)|
= |E(f(∧pgEx¯))− E(f(∧pgE′x¯))|
= |E(f(∧pgEx¯)− f(∧pgE′x¯))|
≤ mα(f)E(δ(∧pgEx¯,∧pgE′x¯))α)
La seconde e´galite´ est obtenue comme dans la preuve du lemme 6.3.11 en utilisant
la de´finition de l’image d’une mesure de probabilite´. Pour poursuivre notre estimation,
on utilise l’expression de la distance δ :
δ(∧pgEx¯,∧pgE′x¯))α =
( ||(∧pgEx) ∧ (∧pgE′x)||
|| ∧p gEx|| || ∧p gE′x||
)α
=
( ||((∧pgE − ∧pgE′)x) ∧ (∧pgE′x) + (∧pgE′x) ∧ (∧pgE′x)||
|| ∧p gEx|| || ∧p gE′x||
)α
=
( ||((∧pgE − ∧pgE′)x) ∧ (∧pgE′x)||
|| ∧p gEx|| || ∧p gE′x||
)α
≤
( ||(∧pgE − ∧pgE′)x|| || ∧p gE′x||
|| ∧p gEx|| || ∧p gE′x||
)α
≤ (||(∧pgE − ∧pgE′)x|| || ∧p g−1E x||)α
≤
(√
C ′2C
′
3|E − E ′|
)α
(6.3)
La dernie`re ine´galite´ vient du lemme 6.2.6. Finalement on a prouve´ :
|TEf(x¯)− TE′f(x¯)| ≤ mα(f)
(√
C ′2C
′
3
)α
|E − E ′|α (6.4)
De cette estimation on en de´duit :
||TEf − TE′f ||∞ ≤ mα(f)
(√
C ′2C
′
3
)α
|E − E ′|α
E´tape 2 : mα. Pour f ∈ Lα(P(Lp)), E ∈ I et x¯, y¯ ∈ P(Lp) :
|TEf(x¯)− TEf(y¯)| = |
∫
G(E)
f(∧pgEx¯) dµE(gE)−
∫
G(E)
f(∧pgE y¯) dµE(gE)|
= |E(f(∧pgEx¯))− E(f(∧pgE y¯))|
≤ mα(f)E(δ(∧pgEx¯,∧pgE y¯)α)
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Puis en utilisant des estimations similaires a` celles de la preuve de la proposition 6.3.10 :
δ(∧pgEx¯,∧pgE y¯)) = ||(∧
pgEx) ∧ (∧pgEy)||
|| ∧p gEx|| || ∧p gEy||
≤ || ∧
2 ∧pgE|| ||x ∧ y||
|| ∧p gEx|| || ∧p gEy|| ×
||x|| ||y||
||x|| ||y||
≤ || ∧p gE||2 ||x ∧ y||||x|| ||y|| || ∧
p g−1E || || ∧p g−1E ||
≤ (C ′2)2δ(x¯, y¯)
D’ou` :
|TEf(x¯)− TEf(y¯)| ≤ mα(f) (C ′2)2α δ(x¯, y¯)α (6.5)
On pose : Cα = max(
(√
C ′2C
′
3
)α
, (C ′2)
2α). Alors par (6.4) on obtient :
|(TE − TE′)f(x¯)− (TE − TE′)f(y¯)| ≤ 2Cαmα(f)|E − E ′|α
et par (6.5) on obtient :
|(TE − TE′)f(x¯)− (TE − TE′)f(y¯)| ≤ 2Cαmα(f)δ(x¯, y¯)α
Ainsi :
|(TE − TE′)f(x¯)− (TE − TE′)f(y¯)| ≤ 2Cαmα(f)min(δ(x¯, y¯)α, |E − E ′|α) (6.6)
Mais on a toujours :
min(δ(x¯, y¯)
α
2 , |E − E ′|αδ(x¯, y¯)−α2 ) ≤ |E − E ′|α2
En remplac¸ant dans (6.6) il vient :
mα
2
(TEf − TE′f) ≤ 2Cαmα(f)min
(
δ(x¯, y¯)
α
2 ,
|E − E ′|α
δ(x¯, y¯)
α
2
)
≤ 2Cαmα(f)|E − E ′|α2
Et on a termine´ l’e´tape 2.
Conclusion : || ||α. Avant d’estimer cette norme on re´e´crit l’ine´galite´ (6.4) en y rem-
plac¸ant α par α
2
:
|TEf(x¯)− TE′f(x¯)| ≤ mα
2
(f)
(√
C ′2C
′
3
)α
2 |E − E ′|α2 ≤ ||f ||α
2
(√
C ′2C
′
3
)α
2 |E − E ′|α2
En combinant cette estimation avec celle prouve´e a` l’e´tape 2 il vient :
||TEf − TE′f ||α
2
= mα
2
(TEf − TE′f) + ||TEf − TE′f ||∞
≤ 2Cαmα(f)|E − E ′|α2 + Cα||f ||α
2
|E − E ′|α2 |E − E ′|α2
≤ 3Cα||f ||α|E − E ′|α2
La dernie`re ine´galite´ est obtenue en utilisant le lemme 6.1.15. Finalement en posant
C˜α = 3Cα on termine la preuve :
||TEf − TE′f ||α
2
≤ C˜α||f ||α|E − E ′|α2
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Nous pouvons maintenant voir comment a` partir de cette estimation sur T on peut
e´tablir une estimation de νp,E − νp,E′ .
Proposition 6.3.15. Il existe α2 > 0 tel que pour tout 0 < α ≤ α2, ∃C˜ ′α > 0 tel que :
∀p ∈ {1, . . . , N}, ∀f ∈ Lα(P(Lp)), ∀E,E ′ ∈ I, |νp,E(f)− νp,E′(f)| ≤ C˜ ′α||f ||α|E−E ′|α
De´monstration. On pose : α2 = min(α0, α1) ou` α0 est donne´ par la proposition 6.3.13
et α1 par la proposition 6.3.14. Soit α ∈]0, α2]. On note Γα le cercle de centre z = 1 et
de rayon rα =
1−ρα
2
ou` ρα est donne´ par la proposition 6.3.13.
D’apre`s le point (iv) de la proposition 6.3.13, Γα ∩ σ(TE) = ∅ et Γα ne contient que la
valeur propre 1 ∈ σ(TE) dans son inte´rieur. On e´crit aussi : ∀n ≥ 0, T nE = νp,E + QnE.
On a alors le de´veloppement en se´rie de Laurent de la re´solvante de TE en z ∈ Γα :
RE,z = (TE − zI)−1
=
1
z
(
1
z
TE − I)−1
=
νp,E
z(1− z) +
∑
n≥0
QnE
zn+1
Or par le point (iii) de la proposition 6.3.13 :
∀f ∈ Lα(P(Lp)), ||QnEf ||α ≤ ||f ||αCαρnα
Par abus de notation nous e´crirons cela sous la forme : ||QnE||α ≤ Cαρnα. De meˆme nous
ferons cet abus de notation en notant ||νp,E||α ≤ 1 au lieu de ||νp,Ef ||α ≤ ||f ||α. Par
ailleurs, pour z ∈ Γα : |1− z| = rα = 1−ρα2 et |z| ≥ 1− 1−ρα2 = 1+ρα2 . Donc : 1|z| ≤ 21+ρα .
D’ou` :
||RE,z||α ≤ ||νp,E||α|z| |1− z| +
∑
n≥0
||QnE||α
|z|n+1
≤ 2
1 + ρα
2
1− ρα +
∑
n≥0
Cαρ
n
α2
n+1
(1 + ρα)n+1
=
4
1− ρ2α
+
2Cα
1 + ρα
1
1− 2ρα
1+ρα
=
4
1− ρ2α
+
2Cα
1− ρα
Comme cette borne est inde´pendante de E et de z on obtient finalement :
sup
z∈Γα
sup
E∈I
||RE,z||α ≤ 4
1− ρ2α
+
2Cα
1− ρα
Comme RE,z =
νp,E
z(1−z) +
∑
n≥0
QnE
zn+1
par la formule de Cauchy :
νp,E =
1
2iπ
∫
Γα
RE,zdz
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Et donc :
|νp,Ef − νp,E′f | ≤ 1
2π
ℓ(Γα) sup
z∈Γα
||RE,zf −RE′,zf ||∞
≤ rα sup
z∈Γα
||RE,zf −RE′,zf ||α
≤ rα sup
z∈Γα
||RE,z −RE′,z||α||f ||α
Or par la seconde e´galite´ de la re´solvante :
RE,z −RE′,z = RE′,z(TE′ − TE)RE,z
Et en utilisant la proposition 6.3.14 :
||RE,z −RE′,z||α ≤ ||RE′,z||α ||TE′ − TE||α ||RE,z||α ≤
(
4
1− ρ2α
+
2Cα
1− ρα
)2
C˜α|E −E ′|α2
D’ou` :
|νp,Ef − νp,E′f | ≤ rα
(
4
1− ρ2α
+
2Cα
1− ρα
)2
C˜α||f ||α|E − E ′|α2
Si on pose : C˜ ′α = rα
(
4
1−ρ2α +
2Cα
1−ρα
)2
C˜α on obtient :
|νp,Ef − νp,E′f | ≤ C˜ ′α||f ||α|E − E ′|
α
2
qui est l’ine´galite´ voulue. Cela termine la preuve.
Ayant prouve´ une estimation sur la mesure invariante νp,E et e´tant donne´ que les
exposants de Lyapounov admettent une repre´sentation inte´grale contre cette mesure
d’apre`s le the´ore`me 6.1.6, on peut finalement prouver le the´ore`me 6.0.3.
De´monstration. Preuve du the´ore`me 6.0.3. Tout d’abord comme γp(E) = (γ1 +
. . . + γp)(E) − (γ1 + . . . + γp−1)(E) et que l’ensemble des fonctions Ho¨lder-continues
d’ordre α est un espace vectoriel, prouver le the´ore`me 6.0.3 se re´duit a` prouver que :
∀p ∈ {1, . . . , N}, ∀E,E ′ ∈ I, |(γ1 + . . .+ γp)(E)− (γ1 + . . .+ γp)(E ′)| ≤ C|E − E ′|α
pour un α > 0 et une constante C > 0 convenables.
On fixe p ∈ {1, . . . , N} et E,E ′ ∈ I. On rappelle que : (γ1 + . . .+ γp)(E) = νp,E(Φp,E).
Nous cherchons un α ∈]0, α2] tel que : supE∈I ||Φp,E||α < +∞. Pour x¯ ∈ P(Lp) on a par
le lemme 6.2.6 :
|Φp,E(x¯)| ≤ E(log || ∧p Aωn,N(E)||) ≤ log
√
C ′2
D’ou` :
||Φp,E||∞ ≤ log
√
C ′2
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On se penche surmα(Φp,E). Pour x¯, y¯ ∈ P(Lp) on peut trouver x ∈ x¯ et y ∈ y¯, de normes
1 et tels que l’angle entre x et y soit plus petit que pi
2
. Alors : δ(x¯, y¯) ≥
√
2
2
||x− y||. Soit
R la rotation qui envoie x sur y (R existe car ||x|| = ||y||). Alors :
||R− I|| ≤
√
2δ(x¯, y¯)
De tout cela on en de´duit que :
|Φp,E(y¯)− Φp,E(x¯)| ≤ E
(∣∣∣∣∣log || ∧p Aωn,N(E)Rx|||| ∧p Aωn,N(E)x||
∣∣∣∣∣
)
≤ E(log || ∧p Aωn,N(E) R ∧p Aωn,N(E)−1||)
≤ E(log || ∧p Aωn,N(E)(R− I + I) ∧p Aωn,N(E)−1||)
≤ E(log(1 + || ∧p Aωn,N(E)(R− I) ∧p Aωn,N(E)−1||))
≤ E(log(1 + ||R− I|| || ∧p Aωn,N(E)||2))
≤ E(log(1 +
√
2δ(x¯, y¯)C ′2))
Or pour 0 < α ≤ 1 et t ≥ 0 : ∃Mα > 0, log(1 + t) ≤ Mαtα. On se restreint donc a`
α ∈]0, 1]∩]0, α2]. Alors :
|Φp,E(y¯)− Φp,E(x¯)| ≤ (
√
2C ′2)
αMαδ(x¯, y¯)
α
D’ou` :
mα(Φp,E) ≤ (
√
2C ′2)
αMα
et finalement :
∀α ∈]0, 1]∩]0, α2], sup
E∈I
||Φp,E||α ≤
√
C ′2 + (
√
2C ′2)
αMα < +∞
On peut maintenant terminer la preuve en utilisant la proposition 6.3.15 et le point (ii)
de la proposition 6.3.1 :
|(γ1 + . . .+ γp)(E)− (γ1 + . . .+ γp)(E ′)| = |νp,E(Φp,E)− νp,E′(Φp,E′)|
= |(νp,E − νp,E′)(Φp,E′) + νp,E(Φp,E − Φp,E′)|
≤ |(νp,E − νp,E′)(Φp,E′)|+ ||Φp,E − Φp,E′||∞
≤ C˜ ′α|E − E ′|
α
2 ||Φp,E′||α + C|E − E ′|
= |E − E ′|α2
(
C˜ ′α sup
E∈I
||Φp,E||α + C|E − E ′|1−α2
)
≤
(
C˜ ′α sup
E∈I
||Φp,E||α + Cℓ(I)1−α2
)
|E − E ′|α2
Si on pose “α = α
2
” et “C = C˜ ′α supE∈I ||Φp,E||α+Cℓ(I)1−
α
2 ” on obtient finalement :
|(γ1 + . . .+ γp)(E)− (γ1 + . . .+ γp)(E ′)| ≤ C|E − E ′|α
134
6.3 CHAPITRE 6
Avant de clore ce chapitre et de voir au prochain chapitre comment utiliser le re´sultat
du the´ore`me 6.0.3, nous pouvons re´sumer sous forme d’un re´sultat ge´ne´ral ce que nous
venons de prouver. En effet la me´thode que nous venons de pre´senter ne s’applique
pas que pour les deux mode`les que nous e´tudions, mais pour d’autres mode`les de`s lors
qu’ils ve´rifient les proprie´te´s cle´s que nous avons utilise´es ici, a` savoir l’existence d’une
mesure invariante et de la repre´sentation inte´grale des exposants de Lyapounov qui y
est associe´e comme prouve´e au the´ore`me 6.1.6, ainsi que l’existence d’estimations du
type de celles que l’on a expose´ au lemme 6.2.6.
Nous avons donc obtenu le re´sultat ge´ne´ral suivant :
The´ore`me 6.3.16. Soit (Aωn(E))n∈Z une suite de matrices ale´atoires symplectiques
d’ordre 2N , inde´pendantes et identiquement distribue´es, de´pendant d’un parame`tre re´el
E. Soit µE la distribution commune des A
ω
n(E). On fixe I est un intervalle compact de
R. On suppose que les assertions suivantes sont ve´rifie´es pour E ∈ I :
(i) Le sous-groupe de Fu¨rstenberg GµE associe´ a` la suite (A
ω
n(E))n∈Z est p-contractant
et Lp-fortement irre´ductible pour tout p ∈ {1, . . . , N}.
(ii) E(log ||Aω1 (E)||) est finie.
(iii) Il existe C1 > 0, C2 > 0 inde´pendantes de n, ω,E telles que pour tout entier
p ∈ {1, . . . , N} :
|| ∧p Aωn,N(E)||2 ≤ exp(pC1 + p|E|+ p) ≤ C2
(iv) Il existe C3 > 0 inde´pendante de n, ω,E telle que pour tous E,E
′ ∈ I et tout
entier p ∈ {1, . . . , N} :
|| ∧p Aωn,N(E)− ∧pAωn,N(E ′)|| ≤ C3|E − E ′|
Alors il existe un re´el α > 0 et une constante 0 < C < +∞ tels que :
∀p ∈ {1, . . . N}, ∀E,E ′ ∈ I, |γp(E)− γp(E ′)| ≤ C|E − E ′|α
Les me´thodes pour prouver ce the´ore`me se trouvent au de´part dans [CL90] et
[KLS90]. Nous nous sommes attache´ ici a` les e´crire en de´tail, particulie`rement en ce
qui concerne le roˆle des puissances exte´rieures, qui n’est aborde´ dans [CL90] que pour
le cas des ope´rateurs discrets a` valeurs matricielles. Il nous a donc fallu adapter les
preuves a` notre cadre. Pour la pre´sentation des re´sultats nous nous sommes aussi ins-
pire´ de [DSS02a], en particulier pour les lemmes de la section 6.2.
Les sections 6.1 et 6.3 de ce chapitre prouvent ce the´ore`me. Dans la section 6.2, on
prouve que nos deux mode`les ve´rifient les points (iii) et (iv) de ce the´ore`me, les points
(i) et (ii) ayant e´te´ ve´rifie´s aux chapitres 4 et 5. Les preuves de la section 6.2 sont
inspire´es de celles trouve´es dans [DSS02a] et ont e´te´ e´tendues au cas des puissances
exte´rieures pour les ope´rateurs continus a` valeurs matricielles.
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Ho¨lder-continuite´ de la Densite´
d’E´tats Inte´gre´e
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Dans ce chapitre nous allons e´tudier la notion de Densite´ d’E´tats Inte´gre´e. Pour un
syste`me donne´, on veut pouvoir compter le nombre d’e´tats propres d’e´nergie plus petit
qu’un niveau d’e´nergie de re´fe´rence E. Bien suˆr, pour les syste`mes que l’on e´tudie ce
nombre sera a priori infini, dans la mesure ou` les spectres des ope´rateurs correspondant
sont, soit continus, soit denses. Pourtant cette quantite´, peut dans certains cas eˆtre
mesure´e expe´rimentalement et conduit a` des valeurs donne´es, non infinies. Cela alors
meˆme que pour les mode`les mathe´matiques correspondant, le de´compte “na¨ıf” des
e´tats propres d’e´nergie aboutirait a` une valeur infinie. Cela signifie que cette quantite´ ne
correspond pas a` la bonne notion physique. En fait, dans les mode`les mathe´matiques, les
ope´rateurs que l’on e´tudie agissent sur tout l’espace, non borne´, tandis que les syste`mes
re´els correspondent a` des sous-parties borne´es de l’espace. Cette remarque physique nous
conduit a` de´finir la notion de Densite´ d’E´tats Inte´gre´e dans un premier temps sur des
sous-parties borne´es de l’espace puis a` conside´rer une limite dite “thermodynamique”
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ou` l’on fait tendre vers l’infini le diame`tre de ces sous-parties borne´es. Le nombre d’e´tats
propres d’e´nergie infe´rieurs a` E de l’ope´rateur restreint a` une telle sous-partie borne´e est
fini, e´gal au nombre de valeurs propres plus petites que E compte´es avec multiplicite´.
Ce nombre correspond au nombre maximum d’e´lectrons d’e´nergie plus petite que E
dans le syste`me dans la mesure ou` deux de ces e´lectrons ne peuvent occuper le meˆme
e´tat propre d’e´nergie du syste`me. C’est le principe d’exclusion de Pauli.
Pour obtenir une quantite´ finie a` la limite, nous sommes amene´s a` conside´rer une
densite´ des niveaux d’e´nergies, soit donc diviser le nombre de niveaux d’e´nergies plus
petit que le niveau de re´fe´rence par le volume de la sous-partie borne´e de l’espace
conside´re´e. La Densite´ d’E´tats Inte´gre´e donne donc le nombre moyen de niveaux d’e´nergie
par unite´ de volume situe´s en-dessous d’une e´nergie donne´e E.
Dans un premier temps nous allons de´finir proprement la notion de Densite´ d’E´tats
Inte´gre´e pour des ope´rateurs de Schro¨dinger unidimensionnels continus a` potentiel ma-
triciel borne´. Puis, nous prouverons une formule de Thouless adapte´e a` ces ope´rateurs
qui reliera la somme des exposants de Lyapounov a` la Densite´ d’E´tats Inte´gre´e. Nous
de´duirons alors des re´sultats de re´gularite´ des exposants de Lyapounov prouve´s au cha-
pitre 6 un re´sultat de re´gularite´ analogue pour la Densite´ d’E´tats Inte´gre´e et cela en
“inversant” la formule de Thouless a` l’aide de la transforme´e de Hilbert. Avant tout cela
nous allons pre´senter dans une premie`re section, le me´thode de suspension de Kirsch,
de´veloppe´e dans [Kir85], qui nous permettra d’utiliser tout ce que l’on sait pour les
ope´rateurs R-ergodiques dans notre cadre ou` les ope´rateurs sont Z-ergodiques.
7.1 Me´thode de suspension
Nous reprenons ici la pre´sentation de´taille´e de la section 2 de l’article de Kirsch
[Kir85].
Soit (Ω,B,P) un espace de probabilite´ complet et {Ti}i∈Z un groupe de transforma-
tions mesurables et pre´servant la mesure P. Un ensemble A ∈ B est dit invariant sous
l’action de {Ti} lorsque T−1i A = A pour tout i ∈ Z. Alors {Ti} est dit ergodique si tout
ensemble invariant est de mesure nulle ou e´gale a` 1. Enfin si {Ti} est ergodique, on dit
que x 7→ Vω(x) ∈ MN(C) pour x ∈ R et ω ∈ Ω est Z-transitif (par rapport a` {Ti})
lorsque :
∀i ∈ Z, ∀x ∈ R, VTiω(x) = Vω(x− i)
De meˆme, si {Ty}y∈R est un groupe de transformations mesurables et pre´servant la
mesure P, on dit que Vω(x) est R-transitif (par rapport a` {Ty}y∈R) lorsque :
∀y ∈ R, ∀x ∈ R, VTyω(x) = Vω(x− y)
Avec ces de´finitions on peut commencer a` pre´senter la proce´dure proprement dite.
On se donne {Ti}i∈Z un groupe de transformations mesurables et pre´servant la mesure
P sur l’espace (Ω,B,P). Soit alors (Ω˜, B˜, P˜) l’espace produit de (Ω,B,P) par l’espace
(R/Z,B(R/Z), µH) ou` B(R/Z) est la tribu bore´lienne sur le tore R/Z et µH la mesure
138
7.1 CHAPITRE 7
de Haar sur ce meˆme tore :
(Ω˜, B˜, P˜) = (Ω,B,P)⊗ (R/Z,B(R/Z), µH)
On rappelle qu’a` toute classe κ¯ ∈ R/Z on peut associer un unique repre´sentant κ ∈ [0, 1[.
D’autre part, tout re´el x se de´compose de manie`re unique en x = x¯ + x˙ avec x¯ ∈ Z et
x˙ ∈ [0, 1[. Alors pour x ∈ R, ω ∈ Ω et κ¯ ∈ R/Z, on pose :
T˜x(ω, κ¯) = (Tx+κω, (x+ κ)
.)
Remarque 7.1.1. On peut plonger Ω dans Ω˜ par l’application ω 7→ (ω, 0) et ainsi on
“plonge” Ti dans T˜x au sens ou` Ti ∼= T˜i|Ω×{0}
On a alors la proposition suivante qui fait le lien entre cette construction et la notion
d’ergodicite´ :
Proposition 7.1.2. Avec les notations introduites on a :
(i) {T˜x}x∈R est un groupe de transformations mesurables et pre´servant la mesure P˜.
(ii) Si {Ti}i∈Z est ergodique alors {T˜x}x∈R l’est aussi.
De´monstration. On se re´fe`re a` la preuve de Kirsch dans [Kir85], proposition 1 a` la
section 2.
Pour (x, ω) 7→ Vω(x) donne´, on de´finit :
V˜(ω,κ¯) = Vω(x− κ)
On a alors :
Proposition 7.1.3. On suppose que {Ti}i∈Z est ergodique. Si Vω est Z-transitif par
rapport a` {Ti}i∈Z alors V˜ω˜ est R-transitif par rapport a` {T˜x}x∈R.
De´monstration. Comme pour la proposition 7.1.2, on se re´fe`re a` la preuve de Kirsch
dans [Kir85], proposition 2 a` la section 2.
Voyons enfin comment cette proce´dure s’applique a` la de´finition d’ope´rateurs er-
godiques. Soit H(ω) un ope´rateur ale´atoire sur L2(R,CN). On dit que H(ω) est Z-
ergodique lorsqu’il existe une famille d’ope´rateurs unitaires Uy de´finie par Uyφ(x) =
φ(x− y) telle que :
∀i ∈ Z, ∀ω ∈ Ω, H(Tiω) = UiH(ω)U∗i
Alors en posant H˜((ω, κ)) = UκH(ω)Uκ on de´finit un ope´rateur ale´atoire sur l’espace
de probabilite´ Ω˜. Cet ope´rateur satisfait a` la relation :
∀x ∈ R, ∀ω˜ ∈ Ω˜, H˜(T˜xω˜) = UxH˜(ω˜)U∗x
Ainsi, H˜(ω˜) est R-ergodique.
Dans la suite, notre strate´gie sera la suivante. A partir des ope´rateurs Z-ergodiques
HP (ω) et HB(ω) e´tudie´s aux chapitres 4 et 5, nous conside´rerons les ope´rateurs R-
ergodiques H˜P (ω˜) et H˜B(ω˜) de´finis comme ci-dessus. Puis nous appliquerons a` ces
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deux ope´rateurs les techniques de´veloppe´es d’une part dans [CL90] et [Car86] pour
prouver l’existence de la densite´ d’e´tat associe´e a` ces deux ope´rateurs, d’autre part
dans [KS88] pour obtenir une formule de Thouless adapte´e a` notre cadre d’e´tude. Que
ce soit dans [CL90], [Car86] ou [KS88], le cadre d’e´tude est toujours celui des ope´rateurs
R-ergodiques. Ensuite, nous en de´duirons l’existence de la Densite´ d’E´tats Inte´gre´e et
une formule de Thouless pour nos ope´rateurs initiaux, HP (ω) et HB(ω), en utilisant les
meˆmes arguments que Kirsch dans [Kir85] a` la section 3 de son article.
7.2 Densite´ d’E´tats Inte´gre´e : de´finition et existence
Nous voulons pre´ciser la notion de Densite´ d’E´tats Inte´gre´e. Apre`s avoir aborde´ l’as-
pect physique de cette notion dans l’introduction du chapitre, nous allons maintenant
en donner une de´finition mathe´matique. Dans toute cette partie, nous allons adapter
la preuve d’existence par les inte´grales de chemin donne´e dans le cas a` valeur scalaire
dans [CL90] au chapitre 6, section 1.2. Cette approche est bien mieux de´taille´e dans
[Car86] au chapitre V , qui est ici la re´fe´rence que nous allons suivre.
Comme nous l’avons de´ja` fait au chapitre 6, nous noterons par H∗(ω) (∗ = P,B)
pour se re´fe´rer indistinctement aux ope´rateurs HP (ω) et HB(ω) e´tudie´s aux chapitres
4 et 5. Nous reprenons les notations lie´es a` ces mode`les, en particulier (Ω,B,P) sera
un espace de probabilite´ complet. Nous savons de´ja` que les ope´rateurs H∗(ω) sont
autoadjoints et Z-ergodiques. Toute la the´orie de´veloppe´e dans [Car86] (tout comme
celle de´veloppe´e dans [KS88] que nous utiliserons a` la section 7.3) est valable pour des
ope´rateurs R-ergodiques et non pas Z-ergodiques. Mais nous venons de voir comment
utiliser la proce´dure de suspension de W. Kirsch (voir [Kir85]) pour se ramener au cas
R-ergodique.
Dans toute la suite, nous allons donc faire l’abus de notation H∗(ω) = H˜∗(ω˜) afin
de travailler avec des ope´rateurs R-ergodiques.
En se re´fe´rant aux notations de [Car86], on commence par ve´rifier que notre potentiel
x 7→ Vω(x) est dans K1,loc pour tout ω dans Ω. En effet comme Vω est borne´ et 1-
pe´riodique on a clairement :
sup
x∈R
∫
|x−y|≤1
||Vω(y)|| dy < +∞
Le fait que Vω soit borne´ uniforme´ment pour tout x et tout ω sera une condition tre`s
forte ici qui simplifiera certaines parties de preuve par rapport a` la version pre´sente´e
dans [Car86] ou` les hypothe`ses faites sur le potentiel scalaire q sont bien plus ge´ne´rales.
Ces remarques pre´liminaires faites, nous pouvons commencer la construction de la
Densite´ d’E´tats Inte´gre´e. Soit L un re´el strictement positif et D = [−L,L] ⊂ R. On
de´finit alors l’ope´rateur :
H(D)∗ (ω) = −
(
d2
dx2
)(D)
+ Vω
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agissant sur L2(D,CN) avec conditions de Dirichlet au bord de D.
Nous allons commencer par e´tudier l’ope´rateur H
(D)
∗ (ω) et plus pre´cise´ment montrer
que son spectre est discret, forme´ d’une suite de valeurs propres borne´e infe´rieurement
et croissant vers +∞. Pour cela nous allons commencer par e´tudier le sous-groupe a` 1
parame`tre associe´ a` l’ope´rateur auto-adjoint H
(D)
∗ (ω), soit l’ope´rateur e−tH
(D)
∗ (ω) pour
tout t > 0, et montrer qu’il est a` noyau inte´gral L2, donc Hilbert-Schmidt. Nous allons
utiliser une formule de Feynman-Kac que nous allons tout de suite de´tailler.
7.2.1 Une formule de Feynman-Kac a` valeurs matricielles
Tout d’abord pre´cisons que dans sa version matricielle, nous reprenons ici la formule
de Feynman-Kac prouve´e par L.Boulton et A.Restuccia dans [BR05].
Nous allons commencer par poser diverses notations relatives a` l’inte´grale de chemin
dans sa version stochastique, faisant intervenir des mesures de Wiener conditionnelles.
Pour une pre´sentation exhaustive et tre`s claire de l’inte´grale de chemin et de sa formu-
lation stochastique, nous nous re´fe´rons ici au livre de G.Roepstorff, [Roe94].
Soit W = C(R+,R) l’espace des applications continues de R+ dans R. Pour tout
t ≥ 0 on conside`re la fonction coordonne´e :
Xt : W −→ R
w 7−→ Xt(w) = w(t)
Soit alors W la plus petite σ-alge`bre sur W sur laquelle toutes les applications Xt
sont mesurables. Puis pour chaque s ≥ 0 et x ∈ R, on note Ws,x la mesure de Wiener,
sur l’espace mesurable (W,W), du mouvement Brownien partant de x au temps s. On
notera Es,x l’espe´rance associe´e a` cette mesure de WienerWs,x. On peut aussi conside´rer
les mesures de Wiener conditionnelles ou` l’on fixe l’arrive´e du mouvement Brownien a` y
au temps t > s. On note alorsWs,x,t,y la mesure de Wiener conditionnelle du mouvement
Brownien partant de x au temps s et arrivant en y au temps t. De meˆme qu’auparavant,
on note Es,x,t,y l’espe´rance associe´e a` cette mesure.
On veut a` pre´sent donner une expression du noyau inte´gral de l’ope´rateur e−tH∗(ω).
Ce noyau inte´gral va faire intervenir les mesures de Wiener que nous venons d’introduire.
Tout d’abord par la formule de Lie-Trotter (voir [Roe94] ou [GJ87]) qui n’est autre
qu’une re´e´criture au premier ordre de la formule de Campbell-Hausdorff qui donne eAeB
pour A et B des ope´rateurs ne commutant pas a priori :
∀f ∈ L2(R,CN), e−tH∗(ω)f = lim
n→+∞
(
e−(−
d2
dx2
⊗I) t
n e−Vω
t
n
)n
f (7.1)
ou` la limite est prise au sens de la norme L2. On a en fait plus fort, la formule de
Lie-Trotter nous assure une convergence en norme d’ope´rateur d’ou` l’on de´duit (7.1).
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Dans (7.1) on peut fixer n ∈ N dans la limite du membre de droite. Alors, d’apre`s
le corollaire 3.1.2, page 47 dans [GJ87], le noyau inte´gral de(
e−(−
d2
dx2
⊗I) t
n e−Vω
t
n
)n
est donne´ par l’inte´grale de chemin :∫ n∏
j=1
e−(
jt
n
).Vω(w(
jt
n
)) dW0,x,t,y(w)
Mais, lorsque l’on fait tendre n vers l’infini, on retrouve la de´finition de l’exponentielle
ordonne´e issue de la the´orie de l’inte´grale produit de Dyson (voir [DF79]) :
lim
n→+∞
n∏
j=1
e−(
jt
n
).Vω(w(
jt
n
)) = expord
(
−
∫ t
0
Vω(w(s)) ds
)
(7.2)
De la`, en notant Kt(x, y) le noyau inte´gral de e
−tH∗(ω), on a par le the´ore`me de conver-
gence domine´e de Lebesgue :
∀f ∈ L2(R,CN), ∀x ∈ R, e−tH∗(ω)f(x) =
∫
R
Kt(x, y)f(y) dx (7.3)
avec :
∀x, y ∈ R, ∀t > 0, Kt(x, y) =
∫
expord
(
−
∫ t
0
Vω(w(s)) ds
)
dW0,x,t,y(w) (7.4)
On vient donc d’obtenir l’expression du noyau inte´gral de l’ope´rateur e−tH∗(ω).
Voyons comment on peut en de´duire l’expression du noyau inte´gral de l’ope´rateur
e−tH
(D)
∗ (ω). Tout d’abord on introduit le re´el TD(w), temps de premie`re sortie de D
du chemin w :
TD(w) = inf{t > 0, Xt(w) /∈ D} (7.5)
On obtient alors, en utilisant les re´sultats de [Kni81] sur les mouvements browniens
tue´s : ∀f ∈ L2(R,CN), ∀x ∈ R,
e−tH
(D)
∗ (ω)f(x) =
1√
2pit
∫
R
∫
χ{t<T (D)(w)}(w) expord
(
−
∫ t
0
Vω(Xs(w)) ds
)
dW0,x,t,y(w) e
−
|x−y|2
2t f(y) dy
(7.6)
ou` l’on a utilise´ la de´finition Xs(w) = w(s). Ainsi on vient de prouver que l’ope´rateur
e−tH
(D)
∗ (ω) posse`de le noyau inte´gral suivant : ∀x, y ∈ R, ∀t > 0,
K
(D)
t (x, y) =
1√
2pit
(∫
χ{t<T (D)(w)}(w) expord
(
−
∫ t
0
Vω(Xs(w)) ds
)
dW0,x,t,y(w) e
−
|x−y|2
2t
)
(7.7)
Le domaine D est borne´ et ce noyau est continu en (x, y) pour t > 0 fixe´. De plus t est
borne´ par TD(w) dans cette expression. Donc, K
(D)
t (x, y) est dans L
2(D2,MN(C)) pour
tout t > 0. Mais alors on en de´duit que pour tout t > 0, l’ope´rateur e−tH
(D)
∗ (ω) e´tant a`
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noyau de carre´ inte´grable, il est Hilbert-Schmidt sur L2(D,CN). Ainsi son spectre est
de la forme :
{e−tλ(D)j (ω), j ≥ 0}
avec (λ
(D)
j (ω))j≥0 une suite de re´els croissante vers +∞ et borne´e infe´rieurement. Cette
suite n’est autre que le spectre de H
(D)
∗ (ω). Le fait que ce spectre soit discret et borne´
infe´rieurement va eˆtre essentiel pour de´finir la Densite´ d’E´tats dans la section suivante.
7.2.2 Existence de la Densite´ d’E´tats Inte´gre´e
On rappelle que l’on veut de´finir une quantite´ qui exprime le nombre moyen de
niveaux d’e´nergies de H∗(ω) par unite´ de volume. Essayer directement de compter les
niveaux d’e´nergies pourH∗(ω) n’a aucun sens dans la mesure ou` le nombre obtenu serait
infini. On restreint donc H∗(ω) a` D et on de´finit H
(D)
∗ (ω) comme pre´cise´ auparavant,
puis on conside`re la limite thermodynamique associe´e a` la mesure de comptage des
niveaux d’e´nergies de H
(D)
∗ (ω) infe´rieurs a` un niveau donne´ E.
On vient de voir H
(D)
∗ (ω) a un spectre discret borne´ infe´rieurement et tendant vers
+∞ :
−∞ < λ(D)0 (ω) ≤ . . . ≤ λ(D)j (ω) ≤ . . .
On de´finit alors la mesure de comptage associe´e a` ces valeurs propres :
nD,ω =
1
2L
∑
j≥0
δ
λ
(D)
j (ω)
(7.8)
ou` 1
2L
n’est autre que le “volume” de D.
La fonction de re´partition associe´e a` cette mesure est donne´e par :
∀E ∈ R, ND,ω(E) = 1
2L
card{valeurs propres de H(D)∗ (ω) ≤ E} (7.9)
On cherche a` montrer que cette fonction de re´partition posse`de une limite lorsque
“D → R”, i.e. L → +∞. Cette limite e´ventuelle, note´e N(E), est la Densite´ d’E´tats
Inte´gre´e associe´e a` l’ope´rateur H∗(ω). Par ergodicite´ de H∗(ω) cette limite ne de´pendra
pas de ω et nous verrons aussi que cette limite ne de´pend pas du choix des conditions aux
bords fait au moment de de´finir l’ope´rateurH
(D)
∗ (ω). En fin de section nous repre´ciserons
tout cela.
Pour prouver l’existence de cette limite a` la suite de fonctions de re´partition des
mesures nD,ω, il suffit de prouver la convergence vague de la suite des mesures nD,ω
vers une mesure limite n, que l’on appelle la Distribution d’E´tats. Pour prouver cette
convergence vague, nous allons prouver que la transforme´e de Laplace de nD,ω converge
vers une certaine quantite´ qui ne sera autre que la transforme´e de Laplace d’une mesure
que nous noterons n et que nous appellerons la Densite´ d’E´tats. La Densite´ d’E´tats
Inte´gre´e sera la fonction de re´partition de la Densite´ d’E´tats, d’ou` l’usage de l’adjectif
“Inte´gre´e”. Plus pre´cise´ment nous allons prouver le re´sultat suivant :
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The´ore`me 7.2.1. La suite de mesures (nD,ω) converge vaguement vers une mesure n
inde´pendante de ω lorsque D → R (i.e., L→ +∞) pour P-presque tout ω ∈ Ω. De plus
la transforme´e de Laplace de cette mesure limite n est donne´e par :
L(n)(t) =
1√
2πt
∫ ∫
Ω
TrCN expord
(
−
∫ t
0
Vω(Xs(w)) ds
)
dω dW0,0,t,0(w) (7.10)
Dans la preuve de cette proposition, nous allons avoir besoin du lemme technique
suivant qui donne l’expression de la trace d’un ope´rateur a` noyau inte´gral matriciel. Pour
l’obtenir nous avons adapte´ la preuve du the´ore`me 3.9, page 35 du livre de B.Simon,
[Sim05]. B.Simon prouve la` une formule de trace pour des ope´rateurs a` noyaux inte´graux
a` valeurs scalaires.
Lemme 7.2.2. Si H est un ope´rateur autoadjoint agissant sur L2(D,CN) et si l’ope´rateur
e−tH est de noyau inte´gral matriciel Kt(x, y) et de classe trace, alors :
Tr(e−tH) =
∫
D
TrCNKt(x, x) dx
De´monstration. Soit n ∈ N. Soit alors m ∈ {0, . . . , 2n} et k ∈ {1, . . . , N}. Pour ces
indices on introduit la fonction :
φn,m,k(x) =
{
t(0, . . . , 0, 2
n
2 , 0, . . . , 0) si −L.m−1
2n
≤ x < L.m
2n
t(0, . . . , 0) sinon
ou` le 2
n
2 est a` la k-ie`me place. Alors la famille {φn,m,k}n∈N,m∈{0,...,2n},k∈{1,...,N} est une
base hilbertienne de L2(D,CN). Soit Pn la projection sur l’espace engendre´ par les 2nN
fonctions, φn,m,k pour n fixe´ et m ∈ {0, . . . , 2n}, k ∈ {1, . . . , N}. On peut construire
une base hilbertienne (ψ1, ψ2, . . .) de L
2(D,CN) telle que :
∀n ∈ N, ψ1, . . . , ψ2nN ∈ Im Pn
Il vient par inde´pendance de la trace par rapport au choix de la base hilbertienne (voir
Th 3.1, page 31 dans [Sim05]) :
Tr(e−tH) = lim
n→+∞
Tr(Pne
−tHPn)
Mais : ∀n ∈ N, Tr(Pne−tHPn) =
∑N
k=1
∑2n
m=1(φn,m,k, e
−tHφn,m,k)
=
N∑
k=1
2n∑
m=1
∫
D
∫
D
tφn,m,k(x)Kt(x, y)φn,m,k(y) dxdy
=
2n∑
m=1
∫ ∫
−L.m−1
2n
≤x,y<L. m
2n
2
n
2 .2
n
2
(
N∑
k=1
(0, . . . , 1, . . . , 0)Kt(x, y)
t(0, . . . , 1, . . . , 0)
)
︸ ︷︷ ︸
Tr
CN
(Kt(x,y))
dxdy
= 2n
2n∑
m=1
∫ ∫
−L.m−1
2n
≤x,y<L. m
2n
TrCN (Kt(x, y)) dxdy
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Alors, par uniforme continuite´ de Kt continu sur le compact D × D, cette quantite´
admet la limite suivante :
lim
n→+∞
2n
2n∑
m=1
∫ ∫
−L.m−1
2n
≤x,y<L. m
2n
TrCN (Kt(x, y)) dxdy =
∫
D
TrCN (Kt(x, x)) dx (7.11)
Ceci ache`ve la preuve de ce lemme.
Nous allons maintenant prouver la proposition 7.2.1 et nous servir du lemme 7.2.2
pour exprimer la transforme´e de Laplace de nD,ω.
Preuve du the´ore`me 7.2.1. On commence par exprimer la transforme´e de Laplace
de la mesure nD,ω a` l’aide du noyau inte´gral (7.7) calcule´ a` la section 7.2.1 et du lemme
7.2.2 que nous venons de prouver. On fixe t > 0. On a alors :
L(nD,ω)(t) =
∫
R
e−EtnD,ω(E)
=
1
|D|
∑
j≥0
e−λ
(D)
j (ω)t
=
1
|D|Tr(e
−tH(D)∗ (ω))
=
1
|D|
∫
D
TrCN (Kt(x, x)) dx
=
1
|D|
1√
2pit
∫
D
∫
χt<TD(w)(w)TrCN expord
(
−
∫ t
0
Vω(Xs(w)) ds
)
dW0,x,t,x(w) dx
Posons :
AD =
1
|D|
1√
2πt
∫
D
∫
TrCN expord
(
−
∫ t
0
Vω(Xs(w)) ds
)
dW0,x,t,x(w) dx (7.12)
et :
BD =
1
|D|
1√
2πt
∫
D
∫
χt≥TD(w)(w)TrCN expord
(
−
∫ t
0
Vω(Xs(w)) ds
)
dW0,x,t,x(w) dx
(7.13)
Alors, en faisant tendre D vers R, i.e. L → +∞, dans (7.12) on obtient par le
the´ore`me ergodique de Birkhoff :
lim
L→+∞
AD =
1√
2πt
∫ ∫
Ω
TrCN expord
(
−
∫ t
0
Vω(Xs(w)) ds
)
dω dW0,0,t,0(w) (7.14)
Soit alors n la mesure sur R telle que :
L(n)(t) =
1√
2πt
∫ ∫
Ω
TrCN expord
(
−
∫ t
0
Vω(Xs(w)) ds
)
dω dW0,0,t,0(w) (7.15)
Pour prouver que nD,ω converge vaguement vers n il nous reste a` prouver que BD → 0
et, plus technique, que l’on peut rendre ces deux convergences vraies sur un ensemble
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Ω1 de mesure pleine inde´pendant de t (pour obtenir l’inde´pendance presque suˆre de n
vis-a`-vis de ω). Pour cela on se re´fe`re a` la preuve de R.Carmona dans [Car86], the´ore`me
V 1, pages 66 − 67. En effet comme Vω est de fait inde´pendant de s car constant dans
nos deux mode`les (4.1) et (5.2), il est bien entendu borne´ sur R tout entier. Mais alors
la fonction :
Ω×W → C
(ω,w) → TrCN expord
(
− ∫ t
0
Vω(Xs(w))
)
(7.16)
est dans tout Lr(Ω ×W,P ⊗W0,0) pour tout r > 1 et tout t > 0 fixe´. En particulier
il existe un r > 2 tel qu’elle soit dans Lr(Ω ×W,P ⊗W0,0) pour tout t > 0 fixe´. Mais
alors cette fonction a` les meˆmes proprie´te´s que les hypothe`ses faites sur :
Ω×W → C
(ω,w) → exp
(
− ∫ t
0
q−(Xs(w), ω)
)
(7.17)
dans [Car86], the´ore`me V 1. Et la fonction (7.16) joue le meˆme roˆle dans notre preuve
que celui joue´ par (7.17) dans la preuve du the´ore`me V 1 de [Car86]. On peut tre`s
pre´cise´ment recopier la preuve de Carmona dans [Car86] pour terminer la preuve de
notre proposition. Nous en donnons juste ici les grandes lignes.
Les ingre´dients de cette preuve sont tout d’abord l’ine´galite´ de Ho¨lder, puis un
lemme ergodique maximal assurant qu’un certain sup sur D est bien inte´grable ce qui
associe´ a` une nouvelle utilisation du the´ore`me de Birkhoff nous assure la nullite´ de la
limite de BD. Ensuite pour l’uniformite´ par rapport a` t > 0 de ces limites, on montre
que la famille de fonctions {L(nD,ω)(.)}D est e´quicontinue ce qui provient de l’existence
d’un processus croissant {a(E,ω), E ∈ R} tel que :
∀E ∈ R, sup
D
nD,ω(E) ≤ a(E,ω) (7.18)
et :
∀t > 0, ∀ω ∈ Ω,
∫
R
e−Eta(E,ω)dE < +∞ (7.19)
En fait dans [Car86], page 68 on prouve qu’en posant a(E,ω) = supD nD,ω(E), la
condition (7.19) est aussi satisfaite. Cela re´sulte encore du lemme ergodique maximal
pre´cite´ et d’une estimation sur les mesures de Wiener conditionnelles.
Remarque 7.2.3. La preuve que l’on vient de pre´senter aurait tout aussi bien pu
s’adapter directement a` l’ope´rateur Z-ergodique initial H∗(ω) sans avoir besoin de faire
appel a` la proce´dure de suspension pre´sente´e a` la section 7.1. Les seules modifications a`
faire auraient e´te´ de remplacer le domaine D par son intersection avec Z et les inte´grales
surD par des sommes discre`tes surD∩Z. Mais dans la section suivante nous ne pourrons
plus nous permettre d’aussi simples modifications pour passer du cas R-ergodique au
cas Z-ergodique et la me´thode de suspension prendra tout son sens.
Remarque 7.2.4. Dans cette preuve il reste une ve´rification que nous ne ferons pas.
Cela consiste en l’inde´pendance de la limite n vis-a`-vis du choix des conditions aux
bords de Dirichlet. Ce choix se refle`te dans le fait de “tuer” le mouvement Brownien
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de`s sa sortie de D en introduisant la fonction caracte´ristique χ{t<T (D)(w)} de l’ensemble
{t < T (D)(w)} dans l’expression (7.6). Si on avait impose´ des conditions de Neumann
aux bords de D, on aurait duˆ changer cette partie de l’expression (7.6) avec une autre
fonction indicatrice correspondant a` ce qu’on appelle un Brownien re´fle´chi. Tout cela
est explique´ dans le chapitre 4 de [Kni81].
Nous allons maintenant relier la mesure n que l’on vient de construire a` la mesure
spectrale de H∗(ω), soit EH∗(ω)(.).
Proposition 7.2.5. Pour toute fonction f continue a` support compact sur R, positive
et telle que ||f ||L2(R) = 1, on note Mf l’ope´rateur maximal de multiplication par f .
Alors pour tout bore´lien borne´ A de R, l’ope´rateur MfEH∗(ω)(A)Mf est de classe trace
P-presque suˆrement en ω. De plus on a :
n(A) = E(Tr(MfEH∗(ω)(A)Mf )) (7.20)
ou` E est l’espe´rance associe´e a` la mesure P.
De´monstration. Tout d’abord on rappelle que le potentiel Vω e´tant borne´ en norme
d’ope´rateur, les ope´rateurs e−tH∗(ω) sont borne´s et a` noyau inte´gral donne´s par la formule
(7.4). Ils sont de plus, de classe trace. Soit alors {fk}k≥1 une base hilbertienne de
L2(R,CN). Si on se donne un bore´lien borne´ A de R, il existe des constantes strictement
positives C et t telles que : ∀x ∈ R, χA(x) ≤ Ce−tx. Il vient alors pour f comme dans
l’e´nonce´ :
E
(∑
k≥1
< (MfEH∗(ω)(A)Mf )fk, fk >
)
≤ CE
(∑
k≥1
< e−tH∗(ω)(ffk), (ffk) >
)
(7.21)
par le the´ore`me spectral applique´ a` χA(x) et l’ine´galite´ pre´cite´e, ainsi que par le fait
que Mf est auto-adjoint puisque f est re´elle. Or la somme dans le membre de droite de
cette ine´galite´ n’est autre que la trace de l’ope´rateur Mfe
−tH∗(ω)Mf et donc :
CE
(∑
k≥1
< e−tH∗(ω)(ffk), (ffk) >
)
= CE
(
Tr(Mfe
−tH∗(ω)Mf )
)
Mais alors en utilisant la preuve du lemme 7.2.2 il vient, puisque l’inte´gration sur R
revient a` une inte´gration sur un D pour L assez large de sorte que D contiennent le
support de f :
CE
(
Tr(Mfe
−tH∗(ω)Mf )
)
= CE
(∫
R
f(x)2TrCNKt(x, x) dx
)
avec Kt le noyau donne´ par (7.6) dans le cas ou` D = R, i.e. TD = +∞. On a alors en
utilisant la R-ergodicite´ de l’ope´rateur H∗(ω) a` la troisie`me ligne :
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CE
(∫
R
f(x)2TrCNKt(x, x) dx
)
= C
1√
2πt
E
(∫
R
f(x)2
∫
TrCN expord
(
−
∫ t
0
Vω(w(s)) ds
)
dW0,x,t,x(w) dx
)
= C
1√
2πt
E
(∫
R
f(x)2
∫
TrCN expord
(
−
∫ t
0
Vω(x+ w(s)) ds
)
dW0,0,t,0(w) dx
)
= C
1√
2πt
E
(∫
R
f(x)2
∫
TrCN expord
(
−
∫ t
0
Vω(w(s)) ds
)
dW0,0,t,0(w) dx
)
= C
1√
2πt
E
(∫
TrCN expord
(
−
∫ t
0
Vω(w(s)) ds
)
dW0,0,t,0(w)
)
Et cette dernie`re quantite´ est finie par le re´sultat du the´ore`me 7.2.1. Ainsi on vient de
montrer que :
E
(∑
k≥1
< (MfEH∗(ω)(A)Mf )fk, fk >
)
≤ C 1√
2πt
E
(∫
TrCN expord
(
−
∫ t
0
Vω(w(s)) ds
)
dW0,0,t,0(w)
)
< +∞ (7.22)
Donc l’ope´rateur MfEH∗(ω)(A)Mf est de classe trace pour P-presque tout ω ∈ Ω.
Mais cela prouve aussi que le membre de droite dans la formule (7.20) de´finit une
mesure de Radon positive sur R. On peut alors calculer la transforme´e de Laplace de
cette mesure pour obtenir par le the´ore`me spectral :
L(E(Tr(MfEH∗(ω)(.)Mf )))(t) = E(Tr(Mfe
−tH∗(ω)Mf )) (7.23)
ceci pour tout f continue a` support compact dans R, positive et de norme L2(R) e´gale
a` 1. Or le calcul que l’on vient de faire prouve que E(Tr(Mfe−tH∗(ω)Mf )) n’est autre
que la transforme´e de Laplace n d’apre`s (7.10) donne´ au the´ore`me 7.2.1. Ainsi on vient
de prouver que :
L(E(Tr(MfEH∗(ω)(.)Mf )))(t) = L(n)(t)
Et donc ces deux mesures sont e´gales :
n(A) = E(Tr(MfEH∗(ω)(A)Mf ))
pour tout bore´lien borne´ A de R et toute fonction f continue, a` support compact dans
R, positive et de norme L2(R) e´gale a` 1, ce qui est l’assertion voulue.
Nous avons donc prouve´ dans cette partie l’existence de la Densite´ d’E´tats Inte´gre´e
pour nos mode`les (4.1) et (5.2) ainsi qu’une expression reliant la Densite´ d’E´tats a` la
mesure spectrale des ope´rateurs e´tudie´s. Nous pouvons re´sumer nos re´sultats dans le
the´ore`me suivant :
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The´ore`me 7.2.6. On conside`re les deux ope´rateurs H∗(ω) pour ∗ = P,B. Si D est
l’intervalle [−L,L] alors la limite :
lim
L→+∞
1
2L
card{valeurs propres de H(D)∗ (ω) ≤ E} = N∗(E)
existe pour tout E ∈ R. Elle est inde´pendante de ω P-presque suˆrement, ainsi que
des conditions aux bords choisies pour de´finir l’ope´rateur restreint H
(D)
∗ (ω). La Den-
site´ d’E´tats Inte´gre´e N∗(E) est la fonction de re´partition d’une mesure n(E) dont la
transforme´e de Laplace est donne´e par :
L(n)(t) =
1√
2πt
∫ ∫
Ω
TrCN expord
(
−
∫ t
0
Vω(Xs(w)) ds
)
dω dW0,0,t,0(w)
De plus cette mesure ve´rifie :
n(A) = E(Tr(MfEH∗(ω)(A)Mf ))
pour tout bore´lien borne´ A de R et toute fonction f continue, a` support compact dans
R, positive et de norme L2(R) e´gale a` 1. EH∗(ω)(.) de´signe la mesure spectrale associe´e
a` H∗(ω).
Remarque 7.2.7. La fonction N e´tant une fonction de re´partition associe´e a` une
mesure, elle est croissante. De plus on peut alors la supposer continue a` droite dans la
mesure ou` elle admet en tout point une limite a` gauche et une limite a` droite et qu’en
tant que fonction croissante de R dans R elle admet un ensemble au plus de´nombrable
de discontinuite´s. On peut montrer plus pre´cise´ment (voir [Car86] proposition V.2, la
preuve est identique dans notre cadre) que le support de la Densite´ d’E´tats est e´gale
au spectre presque suˆr de H∗(ω).
Remarque 7.2.8. Dans le cas des ope´rateurs H˜∗(ω), R-ergodiques construit a` partir
des ope´rateurs H∗(ω), Z-ergodiques, ce the´ore`me provient des re´sultats prouve´s au
the´ore`me 7.2.1 et a` la proposition 7.2.5. Nous rappelons que tout au long de cette
partie nous avons fait l’abus de notations : H˜∗(ω˜) = H∗(ω). Cela est pleinement justifie´
dans la mesure ou` les techniques de W.Kirsch dans [Kir85] s’appliquent ici pour montrer
que la Densite´ d’E´tats Inte´gre´e associe´e a` H˜∗(ω) est e´gale a` celle associe´e a` H∗(ω). De
meˆme nous utiliserons a` la section suivante le fait que les exposants de Lyapounov
associe´s H˜∗(ω˜) sont e´gaux a` ceux associe´s a` H∗(ω).
Remarque 7.2.9. Les re´sultats sur une formule de Feynman-Kac a` valeurs matricielles
donne´s dans [BR05] sont valables dans le cadre d’ope´rateurs agissant sur L2(Rd,CN).
D’autre part la preuve d’existence de la Densite´ d’E´tats Inte´gre´e donne´e dans [Car86]
est valable pour des ope´rateurs agissant sur L2(Rd,C). Dans le cas ou` d = 1 nous
avons combine´ les re´sultats de ces deux re´fe´rences pour obtenir le the´ore`me 7.2.6. Nous
aurions donc tout aussi bien pu e´crire nos re´sultats dans le cas d’ope´rateurs agissant
sur L2(Rd,CN) dont le potentiel matriciel serait borne´ comme dans le cas des potentiels
Vω des H∗(ω). Les preuves auraient e´te´ identiques. La me´thode de suspension de´crite
dans [Kir85] est aussi valable pour des ope´rateurs Zd-ergodiques.
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Maintenant que nous avons de´fini et pre´cise´ la notion de Densite´ d’E´tats Inte´gre´e et
prouve´ son existence pour les ope´rateurs H∗(ω), nous allons chercher a` faire le lien entre
cette quantite´ et les exposants de Lyapounov associe´s a` ces ope´rateurs. C’est l’objet de
la prochaine section.
7.3 Une formule de Thouless
Dans cette section nous allons prouver une formule reliant les exposants de Lya-
pounov a` la Densite´ d’E´tats Inte´gre´e. De telles formules existent de´ja` dans plusieurs
cadres et sont appele´es formules de Thouless en re´fe´rence au physicien David Thou-
less qui le premier a` e´nonce´ une telle relation. Pour l’article original de Thouless on
peut consulter [Tho72] qui traite du cas unidimensionnel discret. Pour une version
adapte´e aux ope´rateurs de Schro¨dinger continus a` valeurs scalaires, on peut regarder
[AS83] ; pour une version adapte´e aux cas discrets a` valeurs matricielles une bonne
re´fe´rence est [KS88]. Cette dernie`re re´fe´rence contient en substance tout ce qu’il faut
pour prouver une formule de Thouless dans le cas continu a` valeurs matricielles. Nous
suivrons d’ailleurs principalement cet article ([KS88]) et nous le comple´terons par des
arguments d’analyse harmonique issus de [Kot85b] de´veloppe´s au de´part dans le cas
continu a` valeurs scalaires. L’article de Kotani [Kot85b] est ante´rieur a` [KS88] et a`
notre connaissance l’utilisation conjointe des re´sultats de ces deux articles n’avait pas
encore e´te´ faite.
Nous allons donc commencer par suivre [KS88] en re´digeant les preuves en de´tails,
puis nous verrons comment comple´ter cela en utilisant [Kot85b] pour obtenir une for-
mule de Thouless adapte´e a` nos besoins dans la section 7.4.
Dans la suite, Vω de´signe V0 pour HP (ω) et Vω pour HB(ω).
7.3.1 Fonctions m de Weyl-Titchmarsh dans le cadre continu
et matriciel
Notre premier re´sultat sera de prouver l’existence de solutions du syste`me diffe´rentiel
H∗(ω)u = Eu qui soient L2 en +∞ ou −∞. On note C+ le demi-plan supe´rieur {z ∈
C, Imz > 0} et C− le demi-plan {z ∈ C, Imz < 0}. On fixe ω ∈ Ω. Alors pour
E ∈ C+ ∪ C− on de´finit :
J+(H∗(ω), E) = {f localement dans D(− d
2
dx2
) | H∗(ω)f = Ef et
∫ ∞
0
|f(x)|2dx <∞}
et
J−(H∗(ω), E) = {f localement dans D(− d
2
dx2
) | H∗(ω)f = Ef et
∫ 0
−∞
|f(x)|2dx <∞}
Avec ces notations on a :
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Proposition 7.3.1. (i) dim J+ = N .
(ii) Si f 6= 0 est dans J+ alors : ∀x ∈ R, f(x) 6= 0, et f ′(x) 6= 0.
(iii) ∀x ∈ R, les applications :
J+ → CN
f 7→ f(x)
et :
J+ → CN
f 7→ f ′(x)
sont des bijections.
De´monstration. On suit la preuve du the´ore`me 2.1 page 405 dans [KS88]. On note
DP = C
∞
0 (]0,+∞[) ∩ (D(Hω1) ⊕ D(Hω2)) et DB = C∞0 (]0,+∞[). Pour le premier
point, posons Aω = H∗(ω)|D∗ vu comme un ope´rateur syme´trique sur L2(]0,+∞[).
Alors comme H∗(ω) est autoadjoint, J+ est exactement le noyau ker(A∗ω −E). Et donc
dimker(A∗ω − E) est l’indice de de´ficience de A∗ω. E´tant donne´ que Vω est borne´, si
A0,ω = − d2dx2 |D∗, alors :
dim ker(A∗ω − E) = dimker(A∗0,ω − E) = N
car f ∈ ker(A∗0,ω−E) est e´quivalent a` −f ′′−Ef = 0 et en re´solvant explicitement cette
e´quation on obtient une base de N solutions. Finalement dim J+ = N .
(ii) Pour E,E ′ ∈ C+, soient u, v re´solvant respectivement H∗(ω)u = Eu et H∗(ω)v =
E ′v. Alors un simple calcul conduit a` :
d
dx
(< u′(x), v(x) > − < u(x), v′(x) >) = (E ′ − E¯) < u(x), v(x) >
et par inte´gration :
< u′(y), v(y) > − < u(y), v′(y) > −(< u′(x), v(x) > − < u(x), v′(x) >) = (E′−E¯)
∫ y
x
< u(t), v(t) > dt
(7.24)
Comme Vω est re´el, si H∗(ω)u = Eu alors H∗(ω)u¯ = E¯u¯ et cela ame`ne au fait que le
wronskien est constant :
< u¯′(x), v(x) > − < u¯(x), v′(x) > est constant
Or si u ∈ J+ alors u′′ = (Vω − E)u ∈ L2 en +∞. Ainsi u′ ∈ L2 et (|u′|2)′ ∈ L1. On en
de´duit que u′ → 0 en +∞. De fac¸on similaire u→ 0 en +∞, et donc en prenant v = u
et y → +∞ dans (7.24), on a :
2Im < u(x), u′(x) >= 2ImE
∫ ∞
x
< u(t), u(t) > dt (7.25)
Donc si u(x) = 0 ou u′(x) = 0 alors u = 0 sur [x,+∞[ et donc sur tout R par Cauchy-
Lipschitz. Ainsi nous avons prouve´ le point (ii).
(iii) D’apre`s (ii), les deux applications sont injectives et comme par le point (i), dim J+ =
N = dimCN , ce sont des bijections (line´aires).
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Cette proposition nous permet de de´finir des applications a` valeurs matricielles qui
re´solvent le syste`me H∗(ω)u = Eu.
Corollaire 7.3.2. Il existe une unique fonction a` valeur dans MN(C) , soit x 7→
F+(x,E) (respectivement x 7→ F−(x,E)), ve´rifiant :
−F ′′+ + VωF+ = EF+, F+(0, E) = I, et
∫ ∞
0
||F+(x,E)||2dx < +∞
et respectivement :
−F ′′− + VωF− = EF−, F−(0, E) = I, et
∫ 0
−∞
||F−(x,E)||2dx < +∞
De´monstration. Soit e1, . . . , eN la base canonique de CN . D’apre`s la proposition 7.3.1
le syste`me diffe´rentiel −f ′′ + Vωf = Ef posse`de une unique solution fi,+ telle que
fi,+(0) = ei et
∫∞
0
|fi,+(x)|2dx < +∞. Alors F+ei = fi,+ de´termine F+.
On fait de meˆme pour de´finir F−.
Remarque 7.3.3. D’apre`s le point (iii) de la proposition 7.3.1 , pour tout x, les matrices
F±(x,E) sont inversibles.
De´finition 7.3.4. Pour E ∈ C+ ∪ C− on de´finit les fonctions m de Weyl-Titchmarsh,
note´e M+ et M−, par :
M+(E) =
d
dx
F+(x,E)|x=0 et M−(E) = − d
dx
F−(x,E)|x=0
Remarque 7.3.5. M+(E) est entie`rement de´termine´e par la relation b = M+(E)a, a
donne´, ou` b ∈ CN est l’unique vecteur tel qu’il existe une solution u ∈ J+ avec u(0) = a
et u′(0) = b.
Notation : On de´finit le translate´ de Vω par x, soit TxVω, par : ∀y ∈ R, TxVω(y) =
Vω(x+ y).
Quand il sera ne´cessaire d’expliciter la de´pendance de F± et M± en Vω nous utiliserons
les notations F±(x,E, Vω) et M±(E, Vω).
Dans la proposition suivante, nous allons expliciter les premie`res proprie´te´s de ces
fonctions m.
Proposition 7.3.6. Pour E ∈ C+ ∪ C− on a :
(i) (ImE)−1ImM+(E) =
∫ +∞
0
F+(x,E)
∗F+(x,E)dx.
(ii) F+(x,E, TyVω)F+(y, E, Vω) = F+(x+ y, E, Vω).
(iii) F ′+(x,E, Vω) =M+(E, TxVω)F+(x,E, Vω).
(iv) ± d
dx
M±(E, TxVω) = Vω(x)− E −M±(E, TxVω)2.
(v) M± est syme´trique, i.e. : ∀a, b ∈ CN , < b¯,M±a >=< M±b, a >.
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(vi) M±(E¯, Vω) =M±(E, Vω)
De´monstration. (i) On e´crit la relation (7.25) pour u = F+a avec a ∈ CN :
2Im < F+(x,E)a, (F+(x,E)a)
′ >= 2ImE
∫ ∞
0
||F+(t, E)a||2 dt
i.e. :
(ImE)−1Im < a, F+(x,E)∗F+(x,E)′a >=
∫ ∞
0
< a, F+(t, E)
∗F+(t, E)a > dt
Si on prend x = 0 on obtient :
∀a ∈ CN , < a, (ImE)−1Im(I∗M+(E)a) >=
∫ ∞
0
< a, F+(t, E)
∗F+(t, E)a > dt
Et le point (i) est prouve´.
(ii) Pour a ∈ CN , F±(x,E, Vω)a est l’e´le´ment u ∈ J± tel que u(0) = a et F±(x −
y, E, TyVω)a est l’e´le´ment u de J± tel u(y) = a. Par unicite´ de u, on obtient (ii).
(iii) D’apre`s (ii) on a :(
d
dy
F+(y, E, TxVω)
)
F+(x,E, Vω) =
d
dy
F+(y + x,E, Vω)
D’ou` :
M+(E, TxVω)F+(x,E, Vω) =
d
dy
F+(y + x,E, Vω)|y=0 = F ′+(x,E, Vω)
Et la meˆme preuve s’applique pour F− et M− en remplac¸ant ddy par − ddy .
(iv) Par (iii) on peut e´crire :
M+(E, TxVω) = F
′
+(x,E, Vω)(F+(x,E, Vω))
−1
Et donc :
d
dx
M+(E, TxVω) = F
′′
+(x,E, Vω)(F+(x,E, Vω))
−1 + F ′+(x,E, Vω)(F+(x,E, Vω)
−1)′
= Vω(x)− E − F ′+(x,E, Vω)(F+(x,E, Vω))−1F ′+(x,E, Vω)(F+(x,E, Vω))−1
= Vω(x)− E −M+(E, TxVω)2
Et on a la meˆme e´quation pour M− avec un signe moins.
(v) Soient a, b ∈ CN . Posons u(x) = F+(x,E)b et v(x) = F+(x,E)a. Le wronskien de u
et v est constant, et lorsque x → ∞ on peut montrer comme dans la preuve de (7.25)
qu’il tend vers 0. Il est donc nul. Or, pour x = 0 ce meˆme wronskien est e´gal a` :
< u¯′(0), v(0) > − < u¯(0), v′(0) >=< M+b, a > − < b¯,M+a >= 0
(vi) E´tant donne´ que Vω est syme´trique re´elle, F±(x, E¯, Vω) = F±(x,E, Vω) et on en
de´duit la relation (vi).
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Ce sont les principales proprie´te´s des fonctions m que nous utiliserons dans la suite.
E´tudie´es en de´tails dans l’article de Kotani et Simon [KS88], ces fonctions se re´ve`lent
avoir d’autres proprie´te´s tre`s inte´ressantes. Une des plus importantes est que ces fonc-
tions caracte´risent le potentiel Vω. En effet on peut trouver dans [KS88] le the´ore`me
suivant (Theorem 4.1) :
The´ore`me 7.3.7. Pour un ope´rateur H = − d2
dx2
+ V ou` V est syme´trique re´el et
borne´, M+(E) de´termine le potentiel {V (x)}x≥0 au sens ou` si V1 et V2 sont deux poten-
tiels syme´triques re´els et borne´s et que M1,+(E) = M2,+(E), alors V1(x) = V2(x) pour
presque tout x ≥ 0. De meˆme, M−(E) de´termine le potentiel {V (x)}x≤0.
Cela constitue un re´sultat inte´ressant de proble`me inverse. Les solutions de Hu =
Eu au travers des fonctions M+ et M− caracte´risent le potentiel V . C’est a` notre
connaissance l’un des premiers re´sultats de proble`me inverse pour des ope´rateurs a`
potentiel matriciel. Depuis, ces questions de proble`me inverse pour des ope´rateurs a`
valeurs matricielles ont e´te´ e´tudie´es tre`s pre´cise´ment par S.Clark, F.Gesztesy, H.Holden
et B.Levitan dans [CGHL00]. Dans le cas des matrices de Jacobi ces meˆmes questions
ont e´te´ e´tudie´es dans [CGR05]. Sur le meˆme sujet on peut se re´fe´rer aussi a` [GKM02]
et a` [GT00] pour des pre´cisions sur la notion de potentiels sans re´flexion et sur les
the´ore`mes de Borg associe´s. Enfin, tous ces travaux utilisent des techniques explique´es
dans l’article tre`s de´taille´ de F. Gesztesy et E. Tsekanovskii, [GT00], sur les fonctions
de Herglotz a` valeurs matricielles.
L’importance de ces re´sultats se retrouve encore si l’on regarde ce qui a e´te´ fait pour
prouver la positivite´ de l’exposant de Lyapounov associe´ a` un ope´rateur d’Anderson-
Bernoulli dans [DSS02b]. Les techniques employe´es dans cet article reposent en partie
sur un the´ore`me de Borg dans le cas scalaire que l’on peut trouver initialement dans
[Bor46] et pre´cise´ dans [DT79]. Une piste possible au de´part pour prouver la se´paration
des exposants de Lyapounov aurait pu eˆtre d’utiliser les extensions de ces re´sultats
que l’on trouve dans [CGHL00] et [BGMS03] et d’essayer d’adapter les techniques de
[DSS02b]. La de´marche adopte´e aux chapitres 4 et 5 se basant sur une approche plus
alge´brique s’est re´ve´le´e finalement plus fructueuse.
Ces fonctions m de Weyl-Titchmarsh sont aussi a` la base de la preuve du re´sultat
cle´ de Kotani et Simon dans [KS88] de caracte´risation du spectre absolument continu
par les exposants de Lyapounov dans le cas des ope´rateurs a` valeurs matricielles (Th.
7.2 dans [KS88]). Ce re´sultat nous a permis de de´duire l’absence de spectre absolument
continu pour les ope´rateurs e´tudie´s aux chapitres 4 et 5 comme pre´cise´ aux the´ore`mes
4.2.1, 4.3.1 et 5.3.1.
Nous allons maintenant utiliser ces fonctions m ainsi que les autres fonctions intro-
duites dans cette section pour obtenir une expression du noyau de Green de la re´solvante
de l’ope´rateur H∗(ω).
7.3.2 Noyau de Green de la re´solvante de H∗(ω)
Tout d’abord, en comple´ment des solutions F± re´gulie`res en ±∞, nous allons intro-
duire des solutions a` H∗(ω)u = Eu avec conditions initiales a` l’origine, les meˆmes que
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dans la de´finition des matrices de transfert.
Notation : Pour E ∈ C soit U1(x,E, Vω) et U2(x,E, Vω) les solutions du syste`me
diffe´rentiel H∗(ω)u = Eu ve´rifiant les conditions initiales :
U1(0, E, Vω) = I U
′
1(0, E, Vω) = 0
U2(0, E, Vω) = 0 U
′
2(0, E, Vω) = I
Et soit U la matrice 2N × 2N de´finie par :
U =
(
U1 U2
U ′1 U
′
2
)
La premie`re proprie´te´ de U est que c’est une matrice symplectique :
tUJU = J avec J =
(
0 −I
I 0
)
(7.26)
D’autre part, pour E ∈ C+ ∪ C− les coefficients de U ve´rifient :
F±(x,E) = U1(x,E)± U2(x,E) (7.27)
Ce qui nous donne une relation liant U , F± et M±(E).
On peut alors transcrire bloc par bloc les deux e´quations (7.26) et (7.27).
Proposition 7.3.8. (i) U1(x)
tU2(x) = U2(x)
tU1(x)
(ii) U ′1(x)
tU2(x)− U ′2(x) tU1(x) = −I
(iii) U2(x)
tF+(x) = F+(x)
tU2(x)
(iv) U ′2(x)
tF+(x)− F ′+(x) tU2(x) = I
(v) F−(x)(M+ +M−)−1 tF+(x) = F+(x)(M+ +M−)−1 tF−(x)
(vi) −F ′−(x)(M+ +M−)−1 tF+(x) + F ′+(x)(M+ +M−)−1 tF−(x) = I
De´monstration. (i) et (ii) sont juste les relations induites blocs par blocs par la relation
(7.26). Pour (iii) et (iv) on utilise (7.27) et le point (v) de la proposition 7.3.6 : tM± =
M±. D’ou` : tF+ =t U1 +M+ tU2. Alors en utilisant (i) :
U2
tF+ − F+ tU2 = U2 tU1 + U2M+ tU2 − (U1 tU2 + U2M+ tU2)
= U2
tU1 − U1 tU2
= 0
Et en utilisant (ii) :
U ′2
tF+ − F ′+ tU2 = U ′2 tU1 + U ′2M+ tU2 − U ′1 tU2 − U ′2M+ tU2
= U ′2
tU1 − U ′1 tU2
= I
Pour (v) et (vi), on note tout d’abord que :
(M+ +M−)−1 = (M+(I +M+M−))
−1
= (I +M+M−)−1M−1+
= M−1− (M
−1
− +M
−1
+ )
−1M−1+
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D’ou` :
M−(M− +M+)−1M+ = (M−1− +M
−1
+ )
−1 =M+(M− +M+)−1M− (7.28)
Et clairement :
(M− +M+)−1(M+ − (−M−)) = I = −((−M−)−M+)(M+ +M−)−1 (7.29)
Alors, en utilisant (7.27) on a :
F−(M+ +M−)−1 tF+ = (U1 − U2M−)(M+ +M−)−1( tU1 +M+ tU2)
= U1(M+ +M−)−1 tU1 − U2M−(M+ +M−)−1 tU1 +
. . .+ U1(M+ +M−)−1M+ tU2 − U2M−(M+ +M−)−1M+ tU2
et :
F+(M+ +M−)−1 tF− = U1(M+ +M−)−1 tU1 + U2M+(M+ +M−)−1 tU1 −
. . .− U1(M+ +M−)−1M− tU2 − U2M+(M+ +M−)−1M− tU2
Alors d’apre`s (7.28) et (7.29) :
F−(M++M−)−1 tF+−F+(M++M−)−1 tF−
= −U2M−(M+ +M−)−1 tU1 + U1(M+ +M−)−1M+ tU2 −
. . .− U2M+(M+ +M−)−1 tU1 + U1(M+ +M−)−1M− tU2
= U2(−M−(M+ +M−)−1 −M+(M+ +M−)−1) tU1 +
. . .+ U1((M+ +M−)−1((M+ +M−)) tU2
= −U2 tU1 + U1 tU2
= 0
par (i). Et pour (vi) on peut effectuer le meˆme calcul en utilisant (ii) au lieu de (i) a` la
fin.
A l’aide de cette proposition, on peut maintenant e´noncer le principal re´sultat de
cette section en donnant une expression du noyau de Green de la re´solvante de H∗(ω)
qui ne fait intervenir que F± et M±.
Proposition 7.3.9. Soit E ∈ C+∪C−. Alors (H∗(ω)−E)−1 posse`de un noyau inte´gral
continu, GE(x, y, ω), donne´ par :
GE(x, y, ω) =
{ −F−(x)(M+ +M−)−1 tF+(y) si x ≤ y
−F+(x)(M+ +M−)−1 tF−(y) si y ≤ x
De´monstration. On pose :
G˜E(x, y, ω) =
{ −F−(x)(M+ +M−)−1 tF+(y) si x ≤ y
−F+(x)(M+ +M−)−1 tF−(y) si y ≤ x
D’apre`s la proposition 7.3.8, (v), pour y fixe´, x 7→ G˜E(x, y, ω) est continue. Elle est
aussi de classe C1 en dehors de la diagonale x = y et en utilisant le point (vi) de la
proposition 7.3.8 il vient :
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∂
∂x
G˜E(x, y, ω)|x=y+0− ∂
∂x
G˜E(x, y, ω)|x=y−0
=
∂
∂x
(−F+(x)(M+ +M−)−1 tF−(y))− ∂
∂x
(−F−(x)(M+ +M−)−1 tF+(y))
= −F ′+(x)(M+ +M−)−1 tF−(y) + F ′−(x)(M+ +M−)−1 tF+(y)
= −I
De plus, e´tant donne´ que les F± sont L2 en ±∞, pour tout f ∈ C∞0 (R), la fonction g
de´finie par :
g(x) =
∫
R
G˜E(x, y, ω)f(y)dy
est dans L2(R). Or, d’apre`s le calcul pre´ce´dent, la fonction g ve´rifie :
(H∗(ω)− E)g = f
Comme E ∈ C+∪C−, H∗(ω)−E est inversible car H∗(ω) e´tant autoadjoint, son spectre
est inclus dans R. Il s’en suit que G˜E est le noyau inte´gral recherche´ :
g(x) = (H∗(ω)− E)−1f(x) =
∫
R
G˜E(x, y, ω)f(y)dy
Nous allons utiliser cette expression du noyau de Green de la re´solvante de H∗(ω)
pour exprimer des proprie´te´s d’une fonction fondamentale que nous allons e´tudier dans
la section suivante, la fonction w de Kotani.
7.3.3 Fonction w de Kotani
La fonction w est introduite par Kotani dans ses travaux sur la caracte´risation du
spectre absolument continu en fonction des exposants de Lyapounov. Pour le cas des
ope´rateurs de Schro¨dinger continus et discrets a` valeurs scalaires on peut se re´fe´rer a`
ses premiers travaux ou` la fonction w intervient, soit [Kot83], [Kot85c] et [Kot85a]. Son
article de re´fe´rence sur le sujet auquel nous nous re´fe´rerons constamment, est [Kot85b].
Tous les re´sultats sur la fonction w dans le cas scalaire y sont pre´sente´s en de´tails
dans un cadre cohe´rent. Puis S.Kotani a de´veloppe´ dans [KS88] une the´orie analogue
pour le cas qui nous inte´resse ici, a` savoir celui d’ope´rateurs de Schro¨dinger a` valeurs
matricielles. Nous allons voir qu’en substance, la fonction w de Kotani contient toute
l’information qui permet de faire le lien entre la Densite´ d’E´tats Inte´gre´e et les exposants
de Lyapounov. Cela vient du fait que l’on va prouver que cette fonction scalaire contient
dans sa partie re´elle la somme des exposants de Lyapounov et dans sa partie imaginaire
la Densite´ d’E´tats Inte´gre´e. La formule de Thouless ne sera alors qu’une application de
re´sultats plus ge´ne´raux d’analyse harmonique pre´sente´s dans [Kot85b].
Nous allons tout de suite de´finir cette fonction w de Kotani et explorer ses proprie´te´s.
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De´finition 7.3.10. Pour E ∈ C \ R on de´finit :
w(E) =
1
2
E(Tr(M+(E) +M−(E)))
On rappelle que la formule :
(γ1 + . . .+ γN)(E) = lim
n→∞
1
n
E
(
log || ∧N (Aωn,N(E) . . . Aω0,N(E))||
)
a un sens pour toute valeur E ∈ C.
Alors la fonction w ve´rifie les proprie´te´s suivantes :
Proposition 7.3.11. Pour E ∈ C \ R :
(i) w(E) = E(Tr(M+(E))) = E(Tr(M−(E)))
(ii) d
dE
w(E) = E(Tr(GE(0, 0, ω)))
(iii) −Re w(E) = (γ1 + . . .+ γN)(E)
(iv) E (Tr(Im M±(E,ω)−1)) = −2Re w(E)ImE = 2(γ1+...+γN )(E)ImE
De´monstration. On suit la preuve du the´ore`me 6.2C dans [KS88], en de´taillant un peu
plus les arguments quand cela s’ave`re ne´cessaire. On poseM±(x) =M±(E, TxVω). Pour
diffe´rencier dans les notations la de´rivation par rapport a` x et celle par rapport a` E,
on utilisera les notations suivantes : ′ = d
dx
et ˙= d
dE
.
On commence par prouver (i). D’apre`s le point (iv) de la proposition 7.3.6 on a :
(M+ +M−)′ = Vω(x)− E −M2+ − Vω(x) + E +M2−
= M2− −M2+
= M−(M+ +M−)− (M+ +M−)M+
Alors :
Tr((M+ +M−)′) = Tr(M−(M+ +M−))− Tr((M+ +M−)M+)
et :
Tr((M+ +M−)′(M+ +M−)−1) = Tr((M−)− Tr((M+)
Finalement :
d
dx
Tr log(M+ +M−) = Tr((M−)− Tr((M+)
De la` en prenant l’espe´rance sur Ω on obtient :
E
(
d
dx
Tr log(M+ +M−)
)
= E(Tr((M−))− E(Tr((M+))
D’autre part, par une loi des grands nombres pour des processus stochastiques continus
trouve´e dans [Doo40] au the´ore`me 3, on a :
E
(
d
dx
Tr log(M+ +M−)
)
158
7.3 CHAPITRE 7
= lim
T→∞
1
T
∫ T
0
d
dx
[Tr log(M+(E, TxVω) +M−(E, TxVω))] dx
= lim
T→∞
1
T
[Tr log(M+(E, TTVω) +M−(E, TTVω))− Tr log(M+(E, Vω) +M−(E, Vω))]
= 0
car la fonction Tr(log(M+ +M−)) est borne´e sur [0,+∞[ d’apre`s la proposition 7.3.6,
(iii) et car F± est dans L2([0,+∞[) (resp. L2(]−∞, 0])). Il vient :
E(Tr((M−))− E(Tr((M+)) = 0
et on a prouve´ le point (i).
Pour le point (ii) on commence par utiliser la proposition 7.3.6, (iv), pour calculer :
M˙ ′+ − M˙ ′− =
d
dE
(
Vω(x)− E −M2+ + Vω(x)− E −M2−
)
= −2− d
dE
(M2+ +M
2
−)
= −2−M+M˙+ − M˙+M+ − M˙−M− −M−M˙−
Puis on a :(
Tr((M+ +M−)
−1(M˙+ − M˙−))
)′
= Tr
[
((M+ +M−)
−1)′(M˙+ − M˙−) + (M+ +M−)−1(M˙ ′+ − M˙ ′−)
]
= Tr
h
−(M+ +M−)−1(M+ +M−)′(M+ +M−)−1(M˙+ − M˙−) + (M+ +M−)−1(−2−M+M˙+ − M˙+M+−
. . .− M˙−M− −M−M˙−
i
= Tr
h
−(M+ +M−)−1(M−(M+ +M−)− (M+ +M−)M+)(M+ +M−)−1(M˙+ − M˙−)− (M+ +M−)−1(M+M˙++
. . .+ M˙+M+ + M˙−M− +M−M˙−)
i
− 2Tr(M+ +M−)−1
= Tr
h
(−(M+ +M−)−1M− −M+(M+ +M−)−1)(M˙+ − M˙−)− (M+ +M−)−1(M+M˙+ + M˙+M+ + M˙−M− +M−M˙−)
i
−2Tr(M+ +M−)−1
= Tr
h
−(M+ +M−)−1M−M˙+ + (M+ +M−)−1M−M˙− + (M+ +M−)−1M˙+M+ − (M+ +M−)−1M˙−M+−
. . .− (M+ +M−)−1(M+M˙+ + M˙+M+ + M˙−M− +M−M˙−)
i
− 2tr(M+ +M−)−1
= Tr
h
−(M+ +M−)−1(M−M˙+ + M˙−M+ +M+M˙+ + M˙−M−)
i
− 2Tr(M+ +M−)−1
= Tr
h
−(M+ +M−)−1((M+ +M−)M˙+ + M˙−(M+ +M−))
i
− 2Tr(M+ +M−)−1
= −Tr(M˙+ + M˙−)− 2Tr(M+ +M−)−1
Si on en prend l’espe´rance, il vient :
E
(
d
dx
Tr((M+ +M−)−1(M˙+ − M˙−))
)
= −2E (Tr(M+ +M−)−1)− d
dE
E (Tr((M+ +M−))
Alors, comme dans la preuve du point (i), par la loi des grands nombres :
E
(
d
dx
Tr((M+ +M−)−1(M˙+ − M˙−))
)
= 0
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Et par de´finition de w :
− d
dE
E (Tr((M+ +M−)) = −2dw
dE
(E)
Puis par la proposition 7.3.9, avec F−(0) = F+(0) = I :
−2E (Tr(M+ +M−)−1) = 2E (TrGE(0, 0, ω))
Finalement, en combinant ces deux e´galite´s :
dw
dE
(E) = E (TrGE(0, 0, ω))
Nous pouvons alors prouver le point (iii). D’apre`s la proposition 7.3.6 (iii), on a :
F ′+F
−1
+ =M+
D’ou` :
Tr(Re M+) = Tr Re(F
′
+F
−1
+ )
= Tr Re(logF+)
′
= (log | detF+|)′
d’apre`s la relation usuelle : det eA = etrA. Or on sait que :
1
x
log | detF+(x,E)| −−−→
x→∞
−(γ1 + . . .+ γN)(E)
d’apre`s la de´finition de γ1 + . . .+ γN et la proprie´te´ :
|| ∧N Aωn,N(E)|| = | detF+(n,E)|
On peut encore une fois utiliser la loi des grands nombres apre`s avoir pris l’espe´rance
pour obtenir :
E (Tr(Re M+(E))) = lim
T→∞
1
T
∫ T
0
(log | detF+(x,E)|)′dx
= lim
T→∞
1
T
(log | detF+(T,E)|)
= −(γ1 + . . .+ γN)(E)
Et par le point (i) :
E (Tr(Re M+(E))) = Re (E(Tr M+(E))) = Re w(E)
On a ainsi :
−Re w(E) = (γ1 + . . .+ γN)(E)
et on a prouve´ le point (iii).
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Nous terminons la preuve de la proposition en prouvant le point (iv). Pour cela on
se´pare la partie re´elle et la partie imaginaire de M+. On pose : M+ = X + iY avec X
et Y re´elles strictement positives. Alors en prenant la partie imaginaire dans la relation
iv de la proposition 7.3.6 on obtient :
Y ′ = −ImE −XY − Y X
Alors en multipliant par Y −1 a` droite :
Y ′Y −1 = (−ImE)Y −1 −X − Y XY −1
D’ou` en prenant la trace :
Tr(Y ′Y −1) = −ImE Tr(Y −1)− Tr(X)− Tr(X)
= −ImE Tr(Y −1)− 2Tr(X)
Or, on a :
Tr(Y ′Y −1) = (Tr(log Y ))′
Alors, comme au point (i), en prenant l’espe´rance et en appliquant la loi des grands
nombres :
(Tr(log Y ))′ = 0
Et donc :
−ImE Tr(Y −1)− 2Tr(X) = 0
D’ou` on en de´duit :
E
(
Tr(Im M±(E,ω)−1)
)
= − 1
ImE
.E(Tr(Re M+)) = −2Re w(E)
ImE
par le point (i). La deuxie`me e´galite´ est juste l’application du point (iii).
Nous allons utiliser cette proposition pour montrer que w appartient a` un espace
fonctionnel introduit par Kotani dans [Kot85b]. On commence par de´finir cet espace
fonctionnel. Tout d’abord, soit :
H = {h | h est holomorphe sur C+ et h C+ → C+}
l’espace des fonctions de Herglotz. Puis on de´finit le sous-espace de H sur lequel nous
pourrons faire l’analyse harmonique voulue :
W = {w ∈ H | w, w′, −iw ∈ H}
Alors la fonction w de Kotani appartient a` cet espace W .
Proposition 7.3.12. On a : w ∈ W.
161
CHAPITRE 7 7.3
De´monstration. On commence par ve´rifier que w ∈ H. Tout d’abord comme H∗(ω) est
auto-adjoint, son spectre est contenu dans R et donc M+(E) est holomorphe sur C \R,
ainsi que Tr(M+(E)). De plus d’apre`s la proposition 7.3.6, point (i), on a :
Im M+(E) = (ImE)
∫ +∞
0
F+(x,E)
∗F+(x,E)
Donc si ImE > 0, Tr(Im M+(E)) > 0. Ainsi, Tr(M+(E)) ∈ H. Dans ce cas on a aussi
E(Tr(Im M+(E))) ∈ H. Et donc w ∈ H.
La deuxie`me e´tape consiste a` ve´rifier que w′ ∈ H. On part du point (ii) de la proposition
7.3.11 :
w′(E) = E(Tr(GE(0, 0, ω))
Or, GE(0, 0, ω) est holomorphe hors du spectre de H∗(ω), donc en particulier sur C+
et donc Tr(GE(0, 0, ω)) l’est aussi. Or, si ImE > 0, alors Im (H∗(ω) − E)−1 > 0 (en
tant qu’ope´rateur strictement positif) et donc Im Tr(GE(0, 0, ω)) > 0. Cette positivite´
ne change pas en passant a` l’espe´rance sur ω donc :
Im w′(E) = Im E(Tr(GE(0, 0, ω)) > 0
Et donc w′ ∈ H.
On montre enfin que −iw ∈ H. Tout d’abord, il est clair que −iw est holomorphe sur
C+ car w l’est. Puis si E ∈ C+ on a :
Im(−iw(E)) = Im(Im w(E)− iRe w(E))
= −Re w(E)
= (ImE)E(Tr(Im M+(E,ω)
−1))
par le point (iv) de la proposition 7.3.11. Or comme ImE > 0, Tr(Im M+(E,ω)
−1) > 0
et donc :
Im(−iw(E)) > 0
Ainsi −iw ∈ H.
On a donc prouve´ que w,w′ et −iw sont dans H. Donc w ∈ W.
Nous allons maintenant voir comment s’articulent les re´sultats de cette section sur
la fonction w de Kotani pour obtenir une formule de Thouless adapte´e a` notre cadre
d’e´tude a` savoir des ope´rateurs agissant sur L2(R,CN). Cela va consister simplement
a` voir comment se comporte la fonction w lorsque le complexe E se rapproche de la
droite re´elle et donc du spectre de H∗(ω).
7.3.4 Preuve d’une formule de Thouless
Dans cette section nous allons combiner les re´sultats de la section pre´ce´dente et de
la proposition 7.2.5 prouve´e pre´ce´demment.
On commence par e´noncer une proposition qui fait le lien entre la proposition 7.2.5
et le noyau de Green de la re´solvante de H∗(ω).
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Proposition 7.3.13. Pour tout E ∈ C \ R :
E(Tr GE(0, 0, ω)) =
∫
R
dn(E ′)
E ′ − E
De´monstration. On commence par se donner une fonction f continue a` support compact
sur R, positive et telle que ||f ||L2(R) = 1. On se donne aussi A un bore´lien borne´ de R.
Alors, on a :∫
R
dn(E ′)
E ′ − E =
∫
R
1
E ′ − EdE
(
Tr(MfEH∗(ω)(]−∞, E ′] ∩ A)Mf )
)
d’apre`s la proposition 7.2.5. Mais alors, comme la distribution de Dirac en 0, δ0, est
limite au sens des distributions de fonctions continues a` support compact, positives et
de normes L2(R) e´gales a` 1, on a :∫
R
dn(E ′)
E ′ − E =
∫
R
1
E ′ − EdE
(
Tr(< δ0, EH∗(ω)(]−∞, E ′] ∩ A)δ0 >)
)
pour tout bore´lien borne´ A. La` encore en approchant R par une suite de bore´liens
borne´s, on prouve par approximation que :∫
R
dn(E ′)
E ′ − E =
∫
R
1
E ′ − EdE
(
Tr(< δ0, EH∗(ω)(]−∞, E ′])δ0 >)
)
Mais alors en utilisant le the´ore`me spectral a` la fin :∫
R
dn(E ′)
E ′ − E = E
(
Tr(
∫
R
1
E ′ − Ed < δ0, EH∗(ω)(]−∞, E
′])δ0 >)
)
= E
(
Tr(< δ0,
(∫
R
1
E ′ − EdEH∗(ω)(]−∞, E
′])
)
δ0 >)
)
= E
(
Tr(< δ0, (H∗(ω)− E)−1δ0 >)
)
= E (Tr(GE(0, 0, ω)))
Cette relation va nous permettre d’exprimer la partie imaginaire de la fonction w
de Kotani en fonction de la Densite´ d’E´tats Inte´gre´e. On a la proprie´te´ suivante :
Proposition 7.3.14. La fonction w ∈ W de Kotani ve´rifie :
∀E ∈ R, lim
a→0+
Im w(E + ia) = πN(E)
De´monstration. Tout d’abord on peut trouver dans [Gar81] ou dans [Con97] que toute
fonction de Herglotz admet une limite non-tangentielle en tout point de la droite re´elle
R. Donc la limite lima→0+ Im w(E + ia) existe pour presque tout E ∈ R. Mais avant
tout, on va de´duire des propositions 7.3.11 point (ii) et 7.3.13 une expression pour
Im w(E + ia).
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Tout d’abord d’apre`s la proposition 7.3.11 point (ii) :
∀z ∈ C \ R, w′(z) = E(Tr(Gz(0, 0, ω)))
On se restreint a` z ∈ C+. Puis d’apre`s la proposition 7.3.13 :
∀z ∈ C \ R, w′(z) =
∫
R
dn(E ′)
E ′ − z
=
∫
R
N(E ′)
(E ′ − z)2 dE
′
par inte´gration par parties. Alors, par inte´gration, il existe une constante c ∈ C telle
que :
w(z) = c+
∫
R
1 + E ′z
(E ′ − z)(1 + E ′2)N(E
′)dE ′ (7.30)
Or, si z est re´el n’appartenant pas au spectre presque suˆr de H∗(ω), alors w(z) ∈ R (voir
[Car86], page 84, preuve du lemme 5.10). Donc on doit avoir : c ∈ R. De la` en prenant
la partie imaginaire dans l’expression (7.30) et en posant z = E + ia avec E ∈ R et
a > 0 :
Im w(E + ia) = a
∫
R
N(E ′)
(E ′ − E)2 + a2 dE
′
=
∫
R
N(E + au)
1 + u2
du
par le changement de variable u = E
′−E
a
. Alors en faisant tendre a vers 0 on obtient :
Im w(E + i0) = N(E)
∫
R
1
1 + u2
du = πN(E)
On rappelle que N(E) est continue a` droite (voir remarque 7.2.7) ce qui justifie le
passage a` la limite : lima→0+ N(E + au) = N(E) pour tout E ∈ R.
On obtient ainsi le re´sultat voulu.
De manie`re analogue, on peut exprimer la valeur de la partie re´elle de w(E + i0)
pour E ∈ R.
Proposition 7.3.15. La fonction w ∈ W de Kotani ve´rifie :
∀E ∈ R, lim
a→0+
Re w(E + ia) = −(γ1 + . . .+ γN)(E)
De´monstration. Tout d’abord, d’apre`s le point (iii) de la proposition 7.3.11 on a :
∀z ∈ C \ R, Re w(z) = −(γ1 + . . .+ γN)(z) (7.31)
Or, la fonction w est dans W donc elle est de Herglotz. Elle admet donc une limite
non-tangentielle en tout point E de la droite re´elle comme pre´cise´ en de´but de preuve
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de la proposition 7.3.14. Par ailleurs d’apre`s la proposition 6.3.9 de la section 6.3.2,
pour presque tout E ∈ R, la limite suivante existe et vaut :
lim
a→0
(γ1 + . . .+ γp)(E + ia) = (γ1 + . . .+ γp)(E)
Alors en posant z = E + ia avec E ∈ R tel que la limite pre´ce´dente existe et a > 0 un
re´el on obtient :
lim
a→0+
Re w(E + ia) = −(γ1 + . . .+ γN)(E)
Alors, par continuite´ des exposants de Lyapounov, cette relation s’e´tend a` tous les
nombres re´els E.
Nous avons mis en place tous les pre´requis ne´cessaires pour prouver le principal
re´sultat de cette partie, a` savoir une formule de Thouless adapte´e au cadre d’e´tude des
ope´rateurs continus a` valeurs matricielles H∗(ω).
The´ore`me 7.3.16 (Formule de Thouless). Pour tout E ∈ R, on a la formule sui-
vante
(γ1 + . . .+ γN)(E) = −α+
∫
R
log
(∣∣∣∣E ′ − EE ′ − i
∣∣∣∣) dn(E ′)
ou` α ∈ R est inde´pendant de E.
De´monstration. Comme la fonction w de Kotani est dans l’espace W , on peut lui ap-
pliquer le lemme 7.7 page 240 dans [Kot85b]. En particulier, le point (7.11), (a) nous
donne la repre´sentation inte´grale suivante pour la fonction w :
∀z ∈ C \ R, w(z) = w(i) +
∫
R
log
(
E ′ − i
E ′ − z
)
dn(E ′) (7.32)
en utilisant le point (7.9) du meˆme lemme et le re´sultat de la proposition 7.3.14 pour
pouvoir e´crire que l’on inte`gre contre la mesure n. On peut alors prendre la partie re´elle
dans (7.32) et obtenir :
Re w(z) = Re w(i) +
∫
R
log
(∣∣∣∣E ′ − iE ′ − z
∣∣∣∣) dn(E ′) (7.33)
Soit alors E ∈ R. En faisant tendre z vers E non-tangentiellement dans (7.33) et en
utilisant la proposition 7.3.15 on obtient :
−(γ1 + . . .+ γN)(E) = Re w(i) +
∫
R
log
(∣∣∣∣ E ′ − iE ′ − E
∣∣∣∣) dn(E ′) (7.34)
Enfin en posant α = Re w(i) et en faisant passer le signe − de l’autre coˆte´ de l’e´galite´
on obtient la formule voulue :
(γ1 + . . .+ γN)(E) = −α+
∫
R
log
(∣∣∣∣E ′ − EE ′ − i
∣∣∣∣) dn(E ′)
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Remarque 7.3.17. Une dernie`re remarque pour rappeler que tout au long de cette
partie 7.3 nous avons travaille´ dans le cadre d’ope´rateurs R-ergodiques en faisant l’abus
de notation H˜∗(ω˜) = H∗(ω). Mais comme pre´cise´ a` la remarque 7.2.8, l’usage de la
proce´dure de suspension par Kirsch dans [Kir85] justifie cet abus de notation dans la
mesure ou` il montre que la Densite´ d’E´tats Inte´gre´e associe´e a` H˜∗(ω˜) est e´gale a` celle
associe´e a` H∗(ω) et que les exposants de Lyapounov associe´s H˜∗(ω) sont e´gaux a` ceux
associe´s a` H∗(ω). Ainsi la formule de Thouless que l’on vient de de´montrer reste valable
pour les ope´rateurs Z-ergodiques H∗(ω).
Cette formule de Thouless fait donc le pont entre les notions d’exposants de Lya-
pounov et de Densite´ d’E´tats Inte´gre´e. Depuis les travaux de Kotani et l’introduction
de sa fonction w, on comprend mieux le pourquoi d’une telle relation. En effet la the´orie
de Kotani donne un cadre naturel ou` mettre en relation ces deux quantite´s, l’une dyna-
mique, les exposants de Lyapounov, apparaissant comme la partie re´elle d’une fonction
de Herglotz et l’autre spectrale, la Densite´ d’E´tats Inte´gre´e, apparaissant comme sa par-
tie imaginaire a` un facteur π pre`s. L’analyse harmonique sur le sous-espace W permet
alors de relier ces parties re´elles et imaginaires via une relation inte´grale.
Ce type de relations apparaissent aussi dans le cadre d’ope´rateurs de´terministes
comme par exemple les ope´rateurs quasi-pe´riodiques. Le roˆle de la Densite´ d’E´tats
Inte´gre´e est alors joue´ par le nombre de rotation α(E) associe´ a` l’ope´rateur. Pour plus
de pre´cisions sur ce nombre de rotation, on peut se re´fe´rer a` [PF92] ou` encore a` l’article
de Johnson et Moser [JM82] dans le cas des ope´rateurs presque-pe´riodiques. On y prouve
comment ce nombre de rotation caracte´rise le spectre de l’ope´rateur, comme c’est le cas
pour la Densite´ d’E´tats Inte´gre´e. De la` on peut l’utiliser pour de´terminer que le spectre
d’ope´rateurs quasi-pe´riodiques est un ensemble de Cantor (voir [FJP02]). Dans [PF92]
on peut d’ailleurs trouver la relation directe entre une “Densite´ d’E´tats Inte´gre´e” pour
les ope´rateurs presque-pe´riodiques et le nombre de rotation : α(E) = πN(E).
Nous allons maintenant utiliser cette formule de Thouless pour de´duire du re´sultat
de re´gularite´ des exposants de Lyapounov prouve´ au chapitre 6 (the´ore`me 6.0.3) un
re´sultat de re´gularite´ analogue pour la Densite´ d’E´tats Inte´gre´e.
7.4 Ho¨lder-continuite´ de la Densite´ d’E´tats Inte´gre´e
Nous allons commencer par voir comment prouver que la Densite´ d’E´tats Inte´gre´e
a la meˆme re´gularite´ que les sommes d’exposants de Lyapounov. On vient de montrer
une formule de Thouless (the´ore`me 7.3.16) qui fait le lien entre ces deux quantite´s
en exprimant les exposants de Lyapounov en fonction de la Densite´ d’E´tats Inte´gre´e.
Il nous faut maintenant “inverser” cette relation inte´grale pour exprimer la Densite´
d’E´tats Inte´gre´e en fonction de la somme des exposants de Lyapounov. Pour re´aliser une
telle inversion nous allons utiliser la transforme´e de Hilbert. Nous allons donc consacrer
la prochaine section a` pre´senter cet outil issu de l’e´tude des inte´grales inde´finies.
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7.4.1 La transforme´e de Hilbert
Dans cette section on suit la pre´sentation faite par U. Neri dans [Ner71] au chapitre
3.
De´finition 7.4.1. Si ψ est une fonction de L2(R), sa transforme´e de Hilbert est donne´e
par :
(Tψ)(x) = vp
1
π
∫
R
ψ(t)
x− t dt = limε→0+
1
π
∫
|x−t|>ε
ψ(t)
x− t dt
Notations : Pour ε > 0 on de´finit :
(Tεψ)(x) =
1
π
∫
|x−t|>ε
ψ(t)
x− t dt
Et pour 0 < ε < δ <∞ :
(Tε,δψ)(x) =
1
π
∫
ε<|x−t|<δ
ψ(t)
x− t dt
Avec ces notations, on a les proprie´te´s suivantes de la transforme´e de Hilbert.
Proposition 7.4.2. Soit ψ ∈ L2(R). Alors :
(i) Tψ ∈ L2(R) et ||Tε,δψ − Tψ||2 → 0 lorsque ε → 0 et δ → ∞ simultane´ment ou
successivement.
(ii) ||Tψ||2 = ||ψ||2.
(iii) T 2ψ = −ψ presque partout au sens de la mesure de Lebesgue.
(iv) (Tψ)(x) = limε→0(Tεψ)(x) presque partout au sens de la mesure de Lebesgue.
De´monstration. Pour cette longue preuve on se re´fe`re au the´ore`me 1, chapitre 3, page
56 dans [Ner71].
Remarque 7.4.3. D’apre`s le point (i) de cette proposition, l’application T est un
ope´rateur line´aire agissant sur L2(R) et a` valeur dans L2(R).
On peut aussi re´sumer la discussion faite par U. Neri aux pages 55−56 dans [Ner71]
dans la proposition suivante :
Proposition 7.4.4. Si ψ est Ho¨lder-continue sur un intervalle [−a, a] alors Tψ est
Ho¨lder-continue sur l’intervalle [−a
2
, a
2
]. De plus en notant ψx0(x) = ψ(x − x0), on a
Tψx0 = (Tψ)x0 et donc si ψ est Ho¨lder-continue sur un intervalle [x0 − a, x0 + a] alors
Tψ est Ho¨lder-continue sur l’intervalle [x0 − a2 , x0 + a2 ].
Le point (iii) de la proposition 7.4.2 et la proposition 7.4.4 constituent les principales
proprie´te´s de la transforme´e de Hilbert dont nous allons avoir besoin pour prouver la
Ho¨lder-continuite´ locale de la Densite´ d’E´tats Inte´gre´e associe´e a` H∗(ω).
167
CHAPITRE 7 7.4
7.4.2 Ho¨lder-continuite´ locale de la Densite´ d’E´tats Inte´gre´e
Dans cette dernie`re section on suit Carmona et Lacroix dans [CL90], chapitre 6, page
332 ainsi que Damanik, Sims et Stolz dans [DSS02b], page 80. On prouve ici la continuite´
Ho¨lde´rienne locale de la Densite´ d’E´tats Inte´gre´e, i.e. la continuite´ Ho¨lde´rienne de cette
fonction sur tout intervalle compact. On commence par e´noncer le principal the´ore`me
de cette section, qui constitue le but de ce chapitre.
The´ore`me 7.4.5. Soit I ⊂ I∗ \ S∗ un intervalle compact. La Densite´ d’E´tats Inte´gre´e
associe´e a` H∗(ω), pour N = 2, 3 si ∗ = P et N = 2 si ∗ = B, est Ho¨lder-continue sur I.
De´monstration. Tout d’abord, l’application E ′ 7→ log (∣∣E′−E
E′−i
∣∣) est n-inte´grable sur R.
Le terme de renormalisation E ′ − i au de´nominateur dans le logarithme permet de
compenser le fait que le support de n n’est pas compact. Alors cette n-inte´grabilite´
implique :
∀E ∈ R, lim
ε→0+
∫ E+ε
E−ε
∣∣∣∣log(∣∣∣∣E ′ − EE ′ − i
∣∣∣∣)∣∣∣∣ dn(E ′) = 0 (7.35)
On en de´duit alors :
∀E ∈ R, lim
ε→0+
| log(ε)|(N(E + ε)−N(E − ε)) = 0 (7.36)
Cette limite implique alors la continuite´ de l’application E 7→ N(E) sur R. (en fait cette
limite implique meˆme la log-Ho¨lder continuite´ de cette application, mais nous n’aurons
pas besoin de tant dans la suite...).
Soit E0 ∈ I une e´nergie fixe´e et a > 0 tel que [E0 − 4a,E0 + 4a] ⊂ I∗ \ S∗. Alors, pour
E ∈]E0 − 4a,E0 + 4a[, en utilisant le the´ore`me 7.3.16 :
(γ1+ . . .+γN )(E)+α−
∫
|E′−E0|>4a
log
(∣∣∣∣E′ − EE′ − i
∣∣∣∣) dn(E′) = ∫ E0+4a
E0−4a
log
(∣∣∣∣E′ − EE′ − i
∣∣∣∣) dn(E′)
On estime alors le second membre de cette e´galite´ :∫ E0+4a
E0−4a
log
(∣∣∣∣E ′ − EE ′ − i
∣∣∣∣) dn(E ′)
= lim
ε→0+
(∫ E−ε
E0−4a
log |E′ − E| dn(E′) +
∫ E0+4a
E+ε
log |E′ − E| dn(E′)
)
− 1
2
∫ E0+4a
E0−4a
log(1+(E′)2) dn(E′)
On pose :
I(E0) = 1
2
∫ E0+4a
E0−4a
log(1 + (E ′)2) dn(E ′)
Alors, en utilisant une inte´gration par parties pour les deux premie`res inte´grales on
obtient :
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∫ E0+4a
E0−4a
log
(∣∣∣∣E ′ − EE ′ − i
∣∣∣∣) dn(E ′)
= lim
ε→0+
[
[N(E′) log |E′ − E|]E−εE0−4a −
∫ E−ε
E0−4a
N(E′)
E − E′dE
′ + [N(E′) log |E′ − E|]E0+4aE+ε
−
∫ E0+4a
E+ε
N(E′)
E′ − EdE
′
]
− I(E0)
On pose ψ(E) = N(E)χ{|E−E0|≤4a}. Par de´finition de la transforme´e de Hilbert, il
vient :∫ E0+4a
E0−4a
log |E ′−E| dn(E ′)
= pi(Tψ)(E) + lim
ε→0+
[(N(E − ε)−N(E + ε)) log ε+N(E0 + 4a) log |E0 − E + 4a|
−N(E0 − 4a) log |E0 − E − 4a|]− I(E0)
= pi(Tψ)(E) +N(E0 + 4a) log |E0 − E + 4a| −N(E0 − 4a) log |E0 − E − 4a| − I(E0)
d’apre`s la limite (7.36). Finalement on obtient l’expression :
pi(Tψ)(E) = (γ1 + . . .+ γN )(E) + α−
∫
|E′−E0|>4a
log
(∣∣∣∣E′ − EE′ − i
∣∣∣∣) dn(E′)−
. . .−N(E0 + 4a) log |E0 − E + 4a|+N(E0 − 4a) log |E0 − E − 4a|+ I(E0)
= (γ1 + . . .+ γN )(E) + α−
∫
|E′−E0|≥4a
log
(∣∣∣∣E′ − EE′ − i
∣∣∣∣) dn(E′) + I(E0)
Or, comme [E0− 4a,E0+4a] ⊂ I ⊂ I∗ \S∗, on peut appliquer le the´ore`me 6, qui nous
dit que γ1 + . . .+ γN est Ho¨lder-continue sur [E0 − 4a,E0 + 4a].
D’autre part on peut ve´rifier directement que E 7→ ∫|E′−E0|≥4a log (∣∣E′−EE′−i ∣∣) dn(E ′)
est Ho¨lder-continue d’ordre 1 sur ]E0−4a,E0+4a[, puisqu’alors la variable d’inte´gration
E ′ ne s’approche jamais de E.
Ainsi, Tψ est Ho¨lder-continue sur tout intervalle compact inclus dans ]E0−4a,E0+
4a[, en particulier, Tψ est Ho¨lder-continue sur l’intervalle [E0− 2a,E0+2a]. Alors T 2ψ
est Ho¨lder-continue sur [E0 − a,E0 + a] d’apre`s la proposition 7.4.4. Comme N est
continue d’apre`s (7.36), on obtient en appliquant le point (iii) de la proposition 7.4.2 :
∀E ∈ [E0 − a,E0 + a], (T 2ψ)(E) = −N(E)
Alors, N est Ho¨lder-continue sur [E0 − a,E0 + a]. Or, l’intervalle I e´tant compact, on
peut le recouvrir par une union finie d’intervalles ]E0 − a,E0 + a[, E0 ∈ I. Donc N est
en fait Ho¨lder-continue sur I tout entier. Ceci ache`ve la preuve.
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Nous pouvons, comme on l’a fait a` la fin du chapitre 6, donner un re´sultat ge´ne´ralisant
les me´thodes pre´sente´es dans ce chapitre a` des ope´rateurs semblables aux ope´rateurs
H∗(ω). En effet, les re´sultats contenus dans ce chapitre ne de´pendent pas directement
de la forme particulie`re des ope´rateurs H∗(ω) que nous avons e´tudie´s aux chapitres 4
et 5. Ils ne de´pendent principalement que du caracte`re borne´ des coefficients matriciels
du potentiel Vω et de la Z-ergodicite´ de l’ope´rateur, en ce qui concerne l’existence de la
Densite´ d’E´tats Inte´gre´e, puis des hypothe`ses conduisant a` la se´paration des exposants
de Lyapounov de l’ope´rateur, pour ce qui est de la re´gularite´ de cette meˆme Densite´
d’E´tats Inte´gre´e. Nous pouvons re´sumer tout cela dans le the´ore`me suivant :
The´ore`me 7.4.6. Soit H(ω) = − d2
dx2
+Vω(x) un ope´rateur agissant sur L
2(R,CN) avec
x 7→ Vω(x) ∈ MN(C) une fonction borne´e inde´pendamment de x et de ω et telle que
l’ope´rateur H(ω) soit Z-ergodique (ou R-ergodique), la matrice Vω(x) e´tant syme´trique
pour tout x et ω. Alors la Densite´ d’E´tats Inte´gre´e N(E) associe´e a` H(ω) existe et
ve´rifie les meˆmes proprie´te´s qu’au the´ore`me 7.2.6.
On conside`re alors la suite (Aωn,N(E))n∈Z des matrices de transfert associe´es au
syste`me diffe´rentiel H(ω)u = Eu. Soit µE la distribution commune de ces matrices de
transfert et p un entier dans {1, . . . , N}. On fixe aussi un intervalle compact I de R.
On suppose alors que pour tout E ∈ I, le sous-groupe de Fu¨rstenberg GµE associe´ a`
(Aωn,N(E))n∈Z est p-contractant et Lp-fortement irre´ductible.
Alors, la fonction E 7→ N(E) est Ho¨lder-continue sur I et elle est relie´e aux expo-
sants de Lyapounov associe´s a` (Aωn,N(E))n∈Z par la formule de Thouless suivante valable
pour tout E ∈ R :
∃α ∈ R, (γ1 + . . .+ γN)(E) = −α+
∫
R
log
(∣∣∣∣E ′ − EE ′ − i
∣∣∣∣) dn(E ′)
De´monstration. Pour l’assertion d’existence de la Densite´ d’E´tats Inte´gre´e, on constate
que la preuve du the´ore`me 7.2.6 ne de´pend pas de la forme explicite du potentiel Vω
mais juste du fait qu’il ve´rifie les hypothe`ses cite´es ici. Le fait de pouvoir supposer
inde´pendamment la Z-ergodicite´ ou la R-ergodicite´ de l’ope´rateur H(ω) vient de la
proce´dure de suspension et des re´sultats de W.Kirsch qui en de´coulent.
La formule de Thouless prouve´e au the´ore`me 7.3.16 ne de´pend pas, la` encore, de la
forme explicite du potentiel matriciel, la the´orie de Kotani sur les fonctions m et sur
la fonction w e´tant ge´ne´rale pour des ope´rateurs R-ergodiques a` potentiels matriciels
syme´triques.
Les hypothe`ses faites ici sur le potentiel Vω suffisent pour ve´rifier les estimations
sur les matrices de transfert faites a` la section 6.2, en particulier celles du lemme 6.2.6.
De la` on peut appliquer le the´ore`me 6.3.16 pour avoir la locale Ho¨lder-continuite´ des
exposants de Lyapounov. Alors la proce´dure mise en place a` la section 7.4 s’applique
pour que l’on obtienne la locale Ho¨lder-continuite´ de N(E).
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Remarque 7.4.7. En pratique on remarque que le point cle´ ne´cessitant une connais-
sance pre´cise du potentiel Vω est dans la possibilite´ de ve´rifier que pour un intervalle
d’e´nergies donne´, le sous-groupe de Fu¨rstenberg GµE associe´ a` (A
ω
n,N(E))n∈Z est p-
contractant et Lp-fortement irre´ductible pour tout p dans {1, . . . , N}. On peut affirmer
que ce point est sans conteste le plus de´licat a` ve´rifier en pratique et comme nous l’avons
vu aux chapitres 4 et 5, il ne´cessite des ide´es nouvelles pour chaque mode`le rencontre´.
Ce chapitre cloˆt ce travail de the`se.
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