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Abstract
We report on the implementation and experimental analysis of an incremental multi-pass tableau-based
procedure a` la Wolper for testing satisﬁability in the linear time temporal logic LTL, based on a breadth-
ﬁrst search strategy. We describe the implementation and discuss the performance of the tool on several
series of pattern formulae, as well as on some random test sets, and compare its performance with an
implementation of Schwendimann’s one-pass tableaux by Widmann and Gore´ on several representative
series of pattern formulae, including eventualities and safety patterns. Our experiments have established that
Schwendimann’s algorithm consistently, and sometimes dramatically, outperforms the incremental tableaux,
despite the fact that the theoretical worst-case upper-bound of Schwendimann’s algorithm, 2EXPTIME,
is worse than that of Wolper’s algorithm, which is EXPTIME. This shows, once again, that theoretically
established worst-case complexity results do not always reﬂect truly the practical eﬃciency, at least when
comparing decision procedures.
Keywords: LTL, satisﬁability checking, incremental tableaux, implementation, one-pass tableaux.
1 Introduction
The multiple-pass incremental tableau-based decision procedure for the proposi-
tional linear-time logic LTL was ﬁrst presented in print in [17]; the procedure
builds on the ideas originally developed by Pratt for the propositional dynamic
logic PDL in [11]. An analogous procedure was developed, at about the same time,
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for the branching-time temporal logic UB by Ben-Ari, Manna, and Pnueli [2]. Sub-
sequently, a number of other decision procedures based on the incremental tableau
technology were developed, including our recent work [5,8] on the multi-agent epis-
temic logics with common and distributed knowledge, on temporal-epistemic logics
[6,7], and the logics of strategic ability [4].
The one-pass tableau procedure was ﬁrst developed for LTL by Schwendimann
in [13,14] and recently applied to CTL by Abate, Gore´, and Widmann in [1].
It is well-known that the worst-case complexity for LTL is PSPACE [16]. Unless
applying on-the-ﬂy pruning, however, the incremental tableau works in EXPTIME,
while the worst-case complexity of Schwendimann’s method is 2EXPTIME.
In this paper we report on the implementation and preliminary experimental
analysis of an incremental tableau-based procedure a` la Wolper for LTL. The im-
plementation is available online at http://msit.wits.ac.za/ltltableau. We de-
scribe the implementation and discuss the performance of the tool on several series
of pattern formulae, as well as on some random test sets, and compare its perfor-
mance with the implementation of Schwendimann’s one-pass tableau by Widmann
and Gore´ on several typical series of pattern formulae. Our experiments have shown
that Schwendimann’s algorithm consistently, and sometimes dramatically, outper-
forms the multiple-pass incremental algorithm, despite the theoretical advantage
of the latter. Schwendimann’s algorithm even succeeds on some apparently diﬃ-
cult cases, on which reportedly (see [15], p.9-10) most automata-based tools fail
to produce corresponding automata in a reasonable time and our multiple-pass
tableaux-based tool fails to establish non-validity, too. We note that neither of the
two implementations compared herein is aided by any special optimization tech-
niques; thus, we essentially compare the two algorithms in their “pure” form. In
particular, our tool implements a standard version of the algorithm from [17], based
on a breadth-ﬁrst search strategy, thus constructing the entire tableau before check-
ing for existence of an open branch in it. Also, it should be taken into account that
our tool was coded up in the Python programming language, while R. Gore´ and F.
Widmann’s tool was coded up in the OCaml language, which is known to be up to
100 faster than Python, and that should be taken into account when comparing the
runtimes of the two implementations.
It is known, e.g., from research on description logics, that sometimes algorithms
for theoretically computationally hard problems can solve most of the practically
signiﬁcant problems eﬃciently, especially when augmented with optimization tech-
niques. Apparently, we face a similar phenomenon in the case of LTL as well,
conﬁrming that theoretical worst-case complexity results should be taken with a
grain of salt when determining the practical utility of algorithms.
This paper, being a system description, only reports on the experimental perfor-
mance comparison between the two tableau methods mentioned above. An in-depth
theoretical analysis of the results will be presented in a follow-up work.
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2 Preliminaries on the incremental multiple-pass
tableaux for LTL
In this section, we brieﬂy sketch out the incremental tableau procedure for LTL
whose implementation is reported in this paper. We assume that the reader is
familiar with the syntax and semantics of LTL (otherwise, see e.g., [17] or [3]).
In a nutshell, the incremental tableau procedure for testing an LTL-formula
θ for satisﬁability attempts to construct a graph T θ, called a tableau, representing
suﬃciently many Hintikka structures for θ in the sense that if any Hintikka structure
satisﬁes θ, then there is at least one represented by T θ that satisﬁes that formula.
A Hintikka structure for θ is, essentially, a ﬁnite partial representation of a model
for θ. It is not hard to prove that an LTL formula is satisﬁable in a model iﬀ it is
satisﬁable in a Hintikka structure (for details see, e.g., [6]). Thus, an LTL-formula
θ is satisﬁable iﬀ the procedure for θ succeeds.
The tableau procedure consists of two major phases: construction, and elimina-
tion, the latter, in turn, consisting of pre-state elimination, and state elimination.
During the construction phase, a directed graph Pθ—referred to as the pretableau
for θ—is produced. Its set of nodes properly contains the set of nodes of the
tableau T θ that the procedure is ultimately trying to build. Nodes of Pθ are
sets of LTL-formulae, some of which—referred to as states— represent states of
a Hintikka structure (and, therefore, states of a model), while others—referred to
as pre-states—fulﬁll a technical role, in particular of helping to keep Pθ ﬁnite.
During the pre-state elimination phase, a smaller graph T θ0 is created out of
Pθ—referred to as the initial tableau for θ—by eliminating all the pre-states from
Pθ, as they have already fulﬁlled their role, and redirecting the edges.
Lastly, during the state elimination phase, all, if any, states of T θ0 are removed
that cannot be satisﬁed in a Hintikka structure, for one of the following reasons:
either they are patently inconsistent, i.e., contain a complementary pair of formulae
ψ,¬ψ, or contain unrealizable eventualities (i.e., formulae of the form ϕUψ such that
no state containing ψ can be reached along the states containing ϕ from the state
in question), or do not have any successors (which is against the LTL-semantics),
e.g, because all their successors may have been eliminated earlier.
Note, that the removal of “bad” states may have to be repeated many times
until a stable conﬁguration is reached, hence the term “multiple-pass” tableau.
The result of the overall procedure is a (possibly empty) subgraph T θ of T θ0 ,
referred to as the ﬁnal tableau for θ. Then, if there is some state Δ in T θ containing
θ, the procedure pronounces θ satisﬁable; otherwise, θ is declared unsatisﬁable.
The completeness proof shows how to build a Hintikka structure, and thus, a
model, out of a non-empty ﬁnal tableau, while the soundness proof shows that the
ﬁnal tableau for any unsatisﬁable formula will always be empty.
We will describe brieﬂy the three stages mentioned above in the next section,
while describing the implementation. Before that, we need to introduce some stan-
dard terminology and notation that will be used later on.
The tables below list the types of LTL formulae classiﬁed as α’s (conjunctions)
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and β’s (disjunctions), together with their respective conjuncts and disjuncts.
α α1 α2 β β1 β2
¬¬ϕ ϕ ϕ ¬(ϕ ∧ ψ) ¬ϕ ¬ψ
ϕ ∧ ψ ϕ ψ ϕ ∨ ψ ϕ ψ
¬(ϕ ∨ ψ) ¬ϕ ¬ψ (ϕUψ) ψ ϕ ∧ X (ϕUψ)
¬Xϕ X¬ϕ X¬ϕ ¬(ϕUψ) ¬ψ ∧ ¬ϕ ¬ψ ∧ ¬X (ϕUψ)
Gϕ ϕ XGϕ ¬Gϕ ¬ϕ ¬XGϕ
All the other formulae (propositional parameters and constants, as well as the
formulae of the form Xϕ) are called primitive. Unlike the case of α- and β-formulae,
their truth at a state of a model cannot be reduced to the truth of simpler formulae
at the same state. A set of LTL-formulae Σ is said to be downwards-saturated if,
ﬁrst, α ∈ Σ implies that both α1 ∈ Σ and α2 ∈ Σ, and second, if β ∈ Σ implies
that either β1 ∈ Σ or β2 ∈ Σ. A set of formulae Δ is a maximal downward saturated
extension of the set Γ if, ﬁrst, Δ is downward-saturated, and second, there is no
downward-saturated Δ′ such that Γ ⊆ Δ′ ⊂ Δ.
3 Description of the implementation
3.1 Syntax
The algorithm takes as input the formula to be tested (represented by a string),
and returns the string ’satisfiable’ if the formula is found to be satisﬁable or,
otherwise, ’not satisfiable’. The implementation supports all the usual Boolean
and temporal connectives. These are A for ∧, O for ∨, I for →, N for ¬, U for ‘Until’,
F for ‘Sometime in the future’, G for ‘Always in the future’, and X for ‘Nexttime’.
The formulae are inductively deﬁned as follows:
(i) Every propositional variable, encoded here by lower-case Latin letter followed
by a decimal, such as a12, is a formula.
(ii) If ϕ is a formula then Nϕ, Xϕ, Fϕ and Gϕ are formulae.
(iii) If ϕ and ψ are formulae then (ϕ A ψ), (ϕ O ψ), (ϕ I ψ) and (ϕ U ψ)
are formulae.
3.2 Data Structures
The tableau is a directed graph, made up of states and pre-states. The generic term
node will be used to refer to either states or pre-states when it is not important to
distinguish between the two. The graph is implemented as a list of nodes. Each
node is a record that contains the following ﬁelds:
id: A unique integer identiﬁer for the node.
parents: A list of integers containing the ids of the parents of the node.
children: A list of integers containing the ids of the children of the node.
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type: A string that speciﬁes what type the node is. Possible values are pre, proto
and state.
formulae: A list of strings containing all formulae that are true at the given node.
marked: A Boolean ﬂag used for checking eventualities.
succMarked: A Boolean ﬂag showing whether successor nodes are marked.
3.2.1 Construction Phase
As already explained, the construction phase produces a graph containing two kinds
of node , states and pre-states. Technically, states, unlike pre-states, are required to
be downward-saturated (see above). The graph also contains two kinds of edge. One
kind of edge connects pre-states to states, and is denoted here by the double arrow
⇒. The other kind of edge connects states to pre-states, and is denoted here by
the single arrow −→ (proto-states mentioned above are part of the implementation,
but do not feature in a high-level description of the procedure; essentially, they
are “states in the making”). The construction procedure for a formula θ begins
with creating a single pre-state {θ}. Afterwards, the procedure alternates between
creating states from pre-states using rule SR stated below, and pre-states from
states using rule PR stated below, until we reach saturation.
SR Given a pre-state Γ to which SR has not been applied yet, do the following:
(i) add all maximal downward-saturated extensions of Γ that are not patently
inconsistent to the pretableau as states;
(ii) for each of the newly added states Δ, if Δ does not contain formulae of the
form Xϕ, add X	 to it; call the result Δ′;
(iii) for each so created Δ′, put Γ⇒ Δ′;
(iv) if, however, the part of the pretableau constructed so far already contains Δ′,
do not create a new copy of Δ′, but simply put Γ⇒ Δ′.
PR Given a state Δ to which PR has not been applied yet, do the following:
(i) add to the pretableau the set of the form Γ = {ϕ | Xϕ ∈ Δ} as pre-state,
provided it is not patently inconsistent;
(ii) for each so created Γ, put Δ −→ Γ;
(iii) if, however, the pretableau already contains Γ, do not create a new copy of Γ,
but simply put Δ −→ Γ.
In the implementation, the construction algorithm starts oﬀ by creating the
initial node of the tableau. This is the pre-state labelled with the input formula.
The two construction rules are then applied continuously until no new nodes are
added. The two construction methods, corresponding to the rules described above,
are called alphaBetaRules and nextTimeRule. The alphaBetaRules method creates
states from pre-states (the intermediate results are called proto-states) by a process
of downward saturation and the nextTime method creates pre-states from states.
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3.2.2 Elimination Phase
The elimination phase begins by removing all the pre-states and all the ⇒ edges
from the pre-tableau, and accordingly redirecting −→ edges. The result is called
the initial tableau. After that, we start eliminating “bad” states. Recall that these
are states that are inconsistent, states that contain unfulﬁlled eventualities, and
states that have no successors. The removal of prestates and inconsistent states
is trivial. A naive way of checking whether eventualities have been fulﬁlled may
cause the algorithm to run for extremely long time, so a more eﬃcient ranking
procedure, called removeEventualities is used to detect unfulﬁlled eventualities. It
begins by ﬁnding all eventualities in the tableau and storing them in a list. For
each eventuality in the list the algorithm does the following:
(i) For every state, set marked to false.
(ii) Find all states that fulﬁll that eventuality and set for them marked to true.
(iii) Mark all states whose successors are marked.
(iv) Repeat step (iii) until no more states can be marked.
(v) Remove all states that contain the eventuality and have not been marked.
The removeNonSuccessors procedure looks for states with no successors and
removes them. The removeEventualities and removeNonSuccessors procedures are
applied repeatedly until no more states can be removed from the tableau. The result
is the ﬁnal tableau structure.
The last step is to check if the ﬁnal tableau is open or closed. To do this we
check if the tableau contains any of its initial states. These are states that contain
the input formula. If the tableau is found to be open then the algorithm returns
‘satisfiable’ otherwise it returns ‘not satisfiable’.
3.3 The Tableau Algorithm
The main tableau algorithm, as described above, is shown in ﬁgure 1 below.
4 Testing and analysis
4.1 Correctness testing
A large set of random formulae was generated for the empirical testing of the cor-
rectness of the implementation. These were tested on our as well as other available
tools, in particular, on R. Gore´ and F. Widmann’s implementation of Schwendi-
mann’s one-pass tableau, also chosen for the performance comparison. After re-
moving bugs in earlier versions, both tools returned consistent results on all tests.
A comparison of the running times is presented in the rest of the paper. All tests
were conducted on an Intel Xeon 8-core architecture with 8 GB RAM and the Mac
OS X v10.5 operating system. Our tool was coded up in the Python programming
language, while R. Gore´ and F. Widmann’s tool was coded up in the Ocaml lan-
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Test(formula) {
tableau = constructPretableau(formula)
tableau = removepre-states(tableau)
tableau = removeInconsistent(tableau)
while(True) {
current = tableau;
tableau = removeEventualities(tableau)
tableau = removeNonSuccessors(tableau)
if(current == tableau){
break
}
}
return isOpen(tableau)
}
Fig. 1. The incremental tableau algorithm for testing satisﬁability of LTL formulae
guage. 4 . Memory usage by both tools was carefully monitored during all tests
to ensure that it does not run out. That would cause the computer to start using
virtual memory and greatly increase the running times. Virtual memory was not
used in any of the tests reported below.
Another way to test the correctness of the implementation was to generate and
test large sets of formulae that we knew to be satisﬁable, and formulae we knew to
be not satisﬁable. In particular, we have used sets of such formulae generated by M.
Montali [10], and one of them detected a bug in an earlier version of the program.
4.2 Pattern Series
The ﬁrst set of tests conducted were on pattern series. The patterns we used were
taken from the paper of Rozier and Vardi [12], used there to test the performance
of automata based tools for testing satisﬁability of LTL formulae.
The diagrams in this section present the running times of the two tableau tools
on the diﬀerent patterns, to which we will refer hereafter as ‘Wolper’s tableau’ and
‘Schwendimann’s tableau’, because both implementations faithfully represent the
respective algorithms, without any special features that may slow down or speed
up the performance in speciﬁc cases.
For running times of automata-based tools on the patterns presented below,
the reader is referred to Rozier and Vardi [12]. Later on, we brieﬂy discuss the
performance comparisons between the automata-based tools and the tableau tool
presented here.
The ﬁrst pattern is the E-formulae pattern, being a conjunction of eventualities,
4 A precise ratio between the performance speeds of the two languages is impossible to determine, as such
a ratio depends on a particular computational task, but it is known that Ocaml can be up to 100 faster than
Python, and that should be taken into account when comparing the runtimes of the two implementations.
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of the form Fp1 ∧ Fp2 ∧ . . . ∧ Fpn. The pattern was tested on input sizes varying
from n = 1 to n = 10. The running times are given on the graph in ﬁgure 2.
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Fig. 2. Running time of E formulae
Wolper’s tableau is not able to verify E formulae of more than 10 conjuncts
within a reasonable time. As the input grows beyond n = 7, we see an exponentially
sharp increase in running time. This increase is caused by the procedure that checks
whether eventualities are realized. For example when n = 10 the program generates
over 120 000 nodes in the tableau and 10 eventualities have to be checked. On the
other hand, the running time of Schwendimann’s tableau grows linearly because
there is no separate procedure for checking eventualities.
The next pattern tested was the S-formulae pattern, of the form of Gp1∧Gp2∧
. . . ∧ Gpn. There are no eventualities in this formula pattern, so we should expect
much better results, compared to the E-formulae patter. Indeed, the graph in ﬁgure
3 conﬁrms this expectation.
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Fig. 3. Running time of S formulae
Both algorithms perform on this pattern series in a quadratic time, because these
formulae involve no branching and no eventualities. The running time of Wolper’s
tableau is dominated by the procedure of removing pre-states, which is a costly
procedure especially in highly connected graphs. However, the diﬀerence between
the running times of the two algorithms is only a constant factor.
The next two patterns involve nested Until operators. The ﬁrst of them, the
U1-formulae pattern, is nesting in the ﬁrst argument: (((p1 U p2) U p3) U . . . pn).
The running times of both algorithms are shown in ﬁgure 4.
Again, Wolper’s tableau only manages to verify formulae with a very low n value.
That is because, for a formula of size n, there are n eventualities to be checked.
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Also for n = 7 the program generates over 68 000 nodes. Again, Schwendimann’s
tableaux show vastly better behaviour here.
The U2-formulae pattern has nesting on the second argument of Until, of the
form (p1 U (p2 U (p3 U . . . pn)). Formulae of this pattern contain n eventualities,
too, but Wolper’s tableau generates very few states compared to the U1-formulae
pattern. That is why the algorithm manages to verify much larger input formulae.
The running times are shown in ﬁgure 5. Schwendimann’s tableaux perform better
again, but as can be seen from the graph, its running time curve grows at a similar
rate to that for Wolper’s algorithm.
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Fig. 5. Running time of U2 formulae
The last pattern sets are the so called C-formulae patterns. They are made up of
subformulae of the form GFpi. The pattern C1 is a disjunction of such subformulae,
and C2 is a conjunction of such subformulae. The running times of the algorithms
on C1-formulae are shown in ﬁgure 6.
Wolper’s tableau succeeds to verify reasonably-sized formulae of the C1-formulae
pattern because very few nodes are generated. The small number of states allows
the procedure to check all n eventualities in a reasonable time. The running time
of Schwendimann’s tableau grows at a similar rate but again with a much lower
constant factor.
The C2 pattern is a conjunction of the form GFp1 ∧ GFp2 ∧ . . . ∧ GFpn. The
running time of the algorithm on C2 formulae is shown in ﬁgure 7.
The running time of Wolper’s tableau increases sharply after n = 7 because the
program begins to generate exponentially many nodes. The need to check whether
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a lot of eventualities are fulﬁlled, together with the high number of states, results
in poor performance. Schwendimann’s tableaux, where there is no elimination pro-
cedure, run in linear time for this formula pattern, too.
Other pattern series used to compare Wolper’s tableau to Schwendimann’s
tableau were generated by M. Montalli [10]. These patterns use two parameters
n, d, shown on the abscissa of the graphs on Fig. 8 and 9, where the running times
for both tools are plotted. The ﬁrst parameter is the number of propositional vari-
ables and the second is the nesting depth of temporal patterns. For instance, in one
of the series the formula F(a1 ∧ XF(a1 ∧ XFa1)) has parameters (1, 2), meaning
that it contains 1 variable and the pattern XF has a nesting depth 2.
For a description of the other patterns and further details on them, see [9].
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4.3 Random formulae
A random formula generator was used to generate random test formulae of diﬀerent
sizes. The parameters used were: n – the number of propositional variables, and
d – the nesting depth for operators. Wolper’s tableau manages to verify formulae
with low nesting depth in a very reasonable time. When the depth is increased to
5 and beyond, the algorithm begins to struggle. As we can see from the graph in
ﬁgure 10, which shows random formulae of two variables and nesting depth of 5,
certain formulae go well beyond the 0.5 second mark. These are all the spikes in
the graph, some of which reach times of over 100 seconds. For random formulae of
more than 6 propositional variables and nesting depth over 5, Wolper’s tableau has
running times of over 1000 seconds while Schwendimann’s tool is consistently fast.
4.4 Performance comparisons with automata-based tools
In their paper, Rozier and Vardi tested both explicit and symbolic automata-based
tools for LTL satisﬁability checking. The implementation of Wolper’s tableau com-
pares well with the explicit tools, but is not as eﬃcient as the symbolic ones. On
the other hand, Schwendimann’s tableaux have proved to be much more eﬃcient on
some formulae patterns.
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4.5 Summary of results
The purpose of doing the experimental analysis reported in this paper was to verify
the correctness of the implementation, to test the performance, and to compare it
with the performance of Schwendimann’s tableaux. The results of the performance
testing can be used to determine the suitability of this tool for industrial use, at
least for speciﬁc formulae patterns.
The correctness was successfully veriﬁed with practical certainty, as the last
version of the implementation of Wolper’s tableau returned correct answers for all
the formulae that were tested on it. Also the individual sub-procedures of the
tableau were tested independently to ensure their correctness.
As for performance, for formula patterns with no eventualities to be checked,
the running times of Wolper’s tableau and Schwendimann’s tableaux grow at the
same rate, typically the growth of the running time of Schwendimann’s tableau
having much lower constant factors. However, for the formula patterns described
above that cause generation of many nodes and there are many eventualities, the
running time of Wolper’s tableau grows exponentially on the input size, whereas
Schwendimann’s remains linear.
5 Concluding remarks and future work
In future work, we intend to analyze and compare theoretically the incremental
multiple-pass, and the one-pass tableau methods and to provide a theoretical ex-
planation of the superior performance of the latter, while identifying the scope of
that superior performance and indicating the cases where the multi-pass tableaux
perform better. We are also planning to investigate optimization techniques of both
methods. In particular, we intend to implement a modiﬁed version of Wolper’s al-
gorithms based on a depth-ﬁrst, as opposed to breadth-ﬁrst, search strategy, which
will not create all oﬀspring states of a given prestate, but only as many as necessary
to realize all eventualities passed from the predecessor states. The ultimate goal of
studying such optimization techniques is to design a “hybrid” procedure using the
most optimal features of the both tableau procedures considered in this paper as
well as optimization techniques.
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