Onboard the Chinese GaoFen-5 (GF5) satellite, the Environmental trace gases Monitoring Instrument (EMI) is a nadir-viewing wide-field spectrometer that was launched on May 9, 2018. EMI measures the back-scattered earthshine solar radiance in the ultraviolet and visible spectral range. By using the differential optical absorption spectrometry (DOAS) method and the EMI measurements in the VIS1 band (405-465 nm), we performed retrievals of NO 2 . Some first retrieval results of NO 2 from EMI and a comparison with OMI and TROPOMI products are presented in this paper. The monthly mean total vertical column densities (VCD) of NO 2 show similar spatial distributions to OMI and TROPOMI (r > 0.88) and their difference is less than 27%. A comparison of the daily total VCD shows that EMI could detect the NO 2 patterns in good agreement with OMI (r = 0.93) and TROPOMI (r = 0.95). However, the slant column density (SCD) uncertainty (0.79 × 10 15 molec cm −2 ) of the current EMI algorithm is relatively larger than OMI. The daily variation pattern of NO 2 from EMI in Beijing in January 2019 is consistent with TROPOMI (r = 0.96). The spatial distribution correlation of the tropospheric NO 2 VCD of EMI with OMI and TROPOMI is 0.88 and 0.89, respectively, but shows an overestimate compared to OMI (15%) and TROPOMI (23%), respectively. This study demonstrates the capability of using EMI for global NO 2 monitoring. located in the stratosphere over remote regions. In contrast, up to 90% of the total NO 2 column may be located in the troposphere over polluted regions [6] . For instance, it has been shown that there was a continuous increasing pattern for NO 2 from 2005 to 2012 over China [7] . Thereafter, it showed a decreasing trend in China due to regulations [8] [9] [10] . Over less polluted regions, natural emissions from microbiological processes in soils, wildfires, and lightning processes also influence the ambient NOx concentration and contribute to the vertical distribution of NOx. Besides, NOx is also a precursor to secondary aerosol (nitrate) through gas-to-particle conversion [11] .
Introduction
Nitrogen oxides (NOx=NO+NO 2 ) play a key role in both stratospheric and tropospheric chemistry. In the stratosphere, they lead to ozone destruction by direct reactions with atomic oxygen and through being in the reaction cycles of halogen compounds [1] . In the lower troposphere, NOx is a critical precursor to surface ozone [2] and the titration effect of NOx also consumes O 3 [3] . Both NOx and volatile organic compounds (VOCs) impact the ozone photochemically [4] . Secondary organic aerosol (SOA) formation from aromatic hydrocarbon photooxidation is highly sensitive to the NO concentration [5] . Nitrogen dioxide (NO 2 ) is more stable than NO in the atmosphere, which is primarily output [27, 31] . Recently, stratospheric NO 2 column estimation was improved by the STRatospheric Estimation Algorithm from the Mainz (STREAM) method, which is a flexible and robust algorithm and requires no auxiliary data from chemical transport models. It directly determined the stratospheric NO 2 concentration based on the total column measurements by assigning a high weighting factor for mid-altitude cloudy pixels and a low weighting factor for potentially polluted pixels. It has been successfully applied to estimate the stratospheric NO 2 from GOME, SCIAMACHY, GOME-2, and OMI instruments [32] .
Tropospheric AMF is the largest uncertainty source of tropospheric NO 2 retrievals, especially for polluted regions [33] . It is calculated by a radiative transfer model (RTM) and is affected by many factors, e.g., surface pressure, surface albedo, viewing geometry, and a priori profiles. Previous studies have put forward many improvements in AMF calculation to consider these factors more realistically. For instance, Lin et al. (2014 Lin et al. ( , 2015 adjusted the surface pressure information from GOES CTM by the GMTED2010 surface elevation dataset [34, 35] . Besides, the higher-resolution a priori NO 2 profiles from TM5-MP CTM have been used in several studies to derive AMFs [28, 29, 36] .
Inspired by the development of sensors and algorithms and to fulfill the EMI's potential application in air quality monitoring, in this study, a total and tropospheric NO 2 retrieval algorithm based on EMI measurements is presented, which also includes the three key steps introduced above. A brief description of the EMI instrument and data used in this study are given in Section 2. The NO 2 retrieval algorithm for EMI is presented in Section 3, and some preliminary results and comparisons with OMI and TROPOMI NO 2 products are presented in Section 4. Section 5 gives a summary and the path forward for this work.
Data
As part of the China high-resolution earth observation system (CHEOS) project [37] , GF5 is flying in a sun-synchronous polar orbit, with an orbital altitude of 705 km and the ascending equator crossing time of 13:30 [22] . EMI has two ultraviolet bands-UV1 (240-315 nm) and UV2 (311-403 nm)-and two visible bands-VIS1 (401-550 nm) and VIS2 (545-710 nm). Each band adopts an Offner imaging spectrometer and a two-dimensional charge-coupled device (CCD) with the spectral resolutioñ 0.3-0.5 nm. As shown in Figure 1 , the swath width of the VIS1 band is approximately 2600 km, which enables it to obtain a daily global coverage. The CCD in the VIS1 band has 111 row detectors and 1286 spectral detectors, and with the binning factor of 4, the nadir spatial resolution is 12 km (across-track direction) × 13 km (along-track direction). The designed SNR for the VIS1 band is better than 1300 [22] and enables it to meet the requirements of NO 2 retrieval. With similarly designed specifications as OMI, EMI has a slightly higher spatial resolution than OMI (13 km × 24 km), and the local solar time at the ascending node (LTAN) of EMI is 10 minutes earlier than OMI (13:40) . TROPOMI has a better spatial resolution (5.5 km × 3.5 km), and the LTAN (13:30) is nearly the same as EMI. Since these three instruments are similar, the OMI and TROPOMI NO2 products are ideal data for the evaluation of EMI results. To evaluate the first EMI NO 2 results, NO 2 products from OMI and TROPOMI were used in this study for intercomparison. OMI is the Dutch-Finnish UV-Vis spectrometer aboard the EOS-Aura satellite that was launched on 15 July, 2004, with a local overpass time of 13:40 (ascending node). It has two ultraviolet bands-UV-1 (270-310 nm) and UV-2 (310-365 nm)-and one visible band (VIS, 365-500 nm). Each band is a two-dimensional CCD that simultaneously observes the direct and atmospheric backscattered sunlight for 60 individual rows [15] . With a spectral resolution of 0.63 nm and a nadir spatial resolution of 13 km × 24 km, measurements from the OMI VIS band could be used for NO 2 retrieval.
TROPOMI is a single payload developed by The Netherlands and European Space Agency (ESA) onboard the S5P satellite, which was launched on 13 October, 2017. It is flying in a sun-synchronous orbit with an ascendant overpass time of 13:30 [19] . It has four spectrometers that cover the UV-VIS-NIR-SWIR with seven bands, wherein the spectral range of the fourth band is 405-500 nm, which can be used for NO 2 monitoring. The spectral resolution and spatial resolution of band 4 are 0.55 nm and 5.5 km × 3.5 km, respectively.
With similarly designed specifications as OMI, EMI has a slightly higher spatial resolution than OMI (13 km × 24 km), and the local solar time at the ascending node (LTAN) of EMI is 10 minutes earlier than OMI (13:40) . TROPOMI has a better spatial resolution (5.5 km × 3.5 km), and the LTAN (13:30) is nearly the same as EMI. Since these three instruments are similar, the OMI and TROPOMI NO 2 products are ideal data for the evaluation of EMI results.
The OMI NO 2 product used in this study is the latest version (SPv3) obtained from the NASA website (https://disc.gsfc.nasa.gov/datasets). The OMI NO 2 SCD fitting adopts the method presented by Marchenko et al. (2015) , with a bias of 1.2 × 10 15 molec cm −2 and noise of 0.9 ± 0.3 × 10 15 molec cm −2 . The a priori NO 2 profiles used in the AMF calculations are from the GMI, which is a three-dimensional CTM, with 72 atmospheric vertical levels from the surface to 0.01 hPa. The stratosphere-troposphere separation (STS) adopted in the current NASA algorithm is the modified reference sector method (MRSM) proposed by Bucsela et al. (2013) . This STS method determines the "unpolluted" observation pixels based on the monthly mean NO 2 profile rather than a fixed "regional mask", which has the advantage that it reserves more observation in the continental area in cases of cloud shielding, thus reducing the interpolation error.
The TROPOMI NO 2 product (offline v.101) is available from https://s5phub.copernicus.eu/. The SCD fitting method for the TROPOMI algorithm follows Boersma et al. (2011) and Van Geffen et al. (2015) , with a fitting error of about 0.5-0.6 × 10 15 molec cm −2 . The a priori NO 2 profiles used in the AMF calculation are derived from the TM5-MP model, which includes the troposphere and stratosphere, separated by the tropopause index. The baseline STS method for TROPOMI includes the data assimilation of slant columns in the TM5-MP CTM, which provides an estimate of the stratospheric contribution to the NO 2 slant columns.
EMI NO 2 Retrieval Algorithm

Spectral Fitting
Based on the Beer-Lambert law, the DOAS method is widely used to retrieve trace gases such as O 3 , NO 2 , SO 2 , and HCHO in the UV-VIS spectral range. The spectral fitting in this study is based on optical density fitting [38] :
where, τ(λ) represents the optical density, I the measured radiance, I 0 the measured irradiance, ∆(λ) the wavelength shift of radiance, o f f set(λ) the intensity offset, σ i (λ) the absorption cross-section (ACS), SCD i the fitted SCD, a p the polynomial coefficient and p the order of polynomial. Table 1 lists the fitting parameters used in the EMI NO 2 spectral fitting, and for comparison, the corresponding settings of OMI-NASA (SPv3) and TROPOMI NO 2 . The single irradiance data measured on June 12, 2018, was used as the reference spectrum during the spectral fitting. The NO 2 SCDs represent fitting in the wavelength interval of 405-465 nm using a fifth polynomial. The ACS of NO 2 [39] [220 K], O 3 [40] [223 K], H 2 O vapor [41, 42] , H 2 O liquid [43] , and O 4 [44] are all degraded to the EMI spectral resolution, and then used in the fitting process. These were made by convolving the cross sections with the slit functions for different cross-track positions. Besides, the Ring effect was also taken into account by including an additional pseudo ACS, which was calculated by convolving the solar spectrum with the Raman cross sections. Intensity offset correction was also applied to the radiance spectrum. In this study, the spectral fitting step was implemented by using QDOAS software developed at the Belgian Institute for Space Aeronomy (BIRA-IASB) [45] . It should be noted that only pixels with small solar zenith angles (<80) and small cloud fractions (<0.2) were taken into consideration. 
Wavelength Calibration
The DOAS algorithm is very sensitive to a wavelength shift. Even a very small wavelength shift (~0.002 nm) will introduce large uncertainties into the SCD fitting results of NO 2 [46] . For EMI irradiance and radiance data, the original wavelength grid can be obtained by a third-degree polynomial:
where, λ(i) is the wavelength and i is the wavelength index from 0 to 1285 for VIS1 band. The coefficients a 0 , a 1 and a 2 are different for each CCD row and can be read from the level1 data file. The wavelength shift for the radiance spectrum is obtained by solving Equation (1). For irradiance spectrum, the wavelength calibration is achieved by using a highly accurate solar atlas as the reference [48] , and minimizing the cost function, which describes the discrepancy between the measured solar spectrum and reference solar spectrum. Two parameters are defined during the Remote Sens. 2019, 11, 3017 6 of 18 calibration: the wavelength shift that represents a wavelength increment with the unit of nm and wavelength squeeze, which is a dimensionless variable representing a correction to the width of the spectral pixel. The wavelength grid can be updated by adjusting the two parameters:
where α is shift, β is squeeze. Then, the cost function can be described as the following equation:
where L is the slit function, G(i) is the measured solar spectrum, S * (i, α, β) is the reference solar spectrum that interpolated to the updated wavelength grid. The factor 1/(N − 2) represents the degrees of freedom and the symbol ⊗ represents convolution.
Slit Function Treatment
One of the key parameters which are related to the spectral fitting is the slit function of each detector. The slit function can not only be used to convolve with high-resolution solar spectra during the wavelength calibration procedure, but also to convolve with high-resolution absorption cross sections during the spectral fitting procedure [49] . The slit function can be fitted during the irradiance calibration procedure. Figure 2 shows the slit function of the EMI VIS1 band before and after the launch. The change of slit function is obvious, with a mean value of 13.6%. The largest change appeared on the 73rd row with a value of 31.4% and the smallest change appeared on the 23 rd row with a value of 0.1%. Furthermore, the viewing angle dependency is also obvious, which means that different slit functions should be used, according to the different rows.
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De-Stripe Correction
The fitted NO2 SCD from EMI exhibits non-physical "stripes" (Figure 3a ) like OMI [26, 31] , which could result from the calibration error in the irradiance data [24] . These biases, which appeared in the initial SCD results, need to be removed by spatial filtering before subsequent procedures. The destriping method used in this study is based on the method proposed by Boersma et al. (2007) for the early phase of OMI data. Some adjustments are as follows: Firstly, owing to the presence of cloud pixels, the variance for the whole window cannot be calculated. Therefore, variances of pixels in the along-track direction of each row were calculated to find a window with the least total variance. Secondly, only the first Fourier term was considered as the low frequency to be removed.
Taking the data of a swath overpass China region on November 3, 2018 as an example ( Figure  3 ), the steps of de-stripe correction are as follows: 
The fitted NO 2 SCD from EMI exhibits non-physical "stripes" (Figure 3a ) like OMI [26, 31] , which could result from the calibration error in the irradiance data [24] . These biases, which appeared in the initial SCD results, need to be removed by spatial filtering before subsequent procedures. The de-striping method used in this study is based on the method proposed by Boersma et al. (2007) for the early phase of OMI data. Some adjustments are as follows: Firstly, owing to the presence of cloud pixels, the variance for the whole window cannot be calculated. Therefore, variances of pixels in the along-track direction of each row were calculated to find a window with the least total variance. Secondly, only the first Fourier term was considered as the low frequency to be removed.
first term with the lowest frequency, and then convert the remaining frequencies into 111 correction values (red line in Figure 3c ) by an inverse Fourier transform.
The selected window of this case has the minimum variance summation of 6.35 × 10 15 molec cm −2 , representing the minimum SCD variation in the along-track direction. The total SCD after de-stripe correction is shown in Figure 3b , and the averaged value of each row in the selected window is 5.86 × 10 15 molec cm −2 (yellow line in Figure 3c ). 
Stratosphere-Troposphere Separation (STS)
The STREAM STS method directly estimates the stratospheric concentration based on the satellite measurements over remote regions and under cloudy conditions where tropospheric contribution is considered to be negligible [32] , which provides a good reference for STS on EMI. The STREAM method defined three weighting factors: Taking the data of a swath overpass China region on November 3, 2018 as an example (Figure 3 ), the steps of de-stripe correction are as follows:
(1) Find the potential windows with the size of 111 across-track pixels by 100 along-track pixels in the whole orbit with SZA < 80 • , and then compute the total variance of the 111 rows in each potential window and pick the window with the smallest total variance (red window in Figure 3a );
(2) For the selected window, use the pixels in the along-track direction to obtain 111 values of the averaged SCD (blue line in Figure 3c );
(3) Convert the 111 mean values into the frequency domain by Fourier analysis and remove the first term with the lowest frequency, and then convert the remaining frequencies into 111 correction values (red line in Figure 3c ) by an inverse Fourier transform.
The STREAM STS method directly estimates the stratospheric concentration based on the satellite measurements over remote regions and under cloudy conditions where tropospheric contribution is considered to be negligible [32] , which provides a good reference for STS on EMI. The STREAM method defined three weighting factors:
(1) Pollution weight, which was calculated using the multi-year monthly averaged climatological tropospheric NO 2 column to provide lower weights for the measurements over polluted regions;
(2) Cloud weight, which was calculated based on the cloud radiation fraction and cloud pressure to provide higher weights for cloudy measurements;
(3) Tropospheric residue weight, which was calculated during the iteration process to adjust the total weight.
The total weight was obtained on the basis of the weighting factors above. Then, two convolution kernels defined for the polar and equatorial regions, respectively, were used for the weighted convolution of the initial total column with total weight on a 1 • × 1 • grid to get the stratospheric NO 2 field. The initial total column used in the convolution was "latitudinally corrected" by subtracting the corresponding mean column over clean regions for each latitude band. Figure 4 show the stratospheric VCD results derived from the STREAM algorithm for OMI orbit 75,102 and EMI orbit 1629, respectively. The spatial distribution of stratospheric VCD from EMI agrees quite well with the OMI results, and the latitudinal dependencies are clearly visible in the stratospheric VCD for both OMI and EMI. The stratospheric VCD results from EMI in the mid-high northern hemisphere are a little higher than those from OMI, which could be attributed to the relatively higher total VCD in these regions. The tropospheric residue results of EMI and OMI are, overall, in the same order of magnitude, and the mean tropospheric residue over the Pacific region for EMI (OMI) is 12 (9) × 10 13 molec cm −2 , which is within reasonable limits. (1) Pollution weight, which was calculated using the multi-year monthly averaged climatological tropospheric NO2 column to provide lower weights for the measurements over polluted regions;
The total weight was obtained on the basis of the weighting factors above. Then, two convolution kernels defined for the polar and equatorial regions, respectively, were used for the weighted convolution of the initial total column with total weight on a 1° × 1° grid to get the stratospheric NO2 field. The initial total column used in the convolution was "latitudinally corrected" by subtracting the corresponding mean column over clean regions for each latitude band. Figure 4 show the stratospheric VCD results derived from the STREAM algorithm for OMI orbit 75,102 and EMI orbit 1629, respectively. The spatial distribution of stratospheric VCD from EMI agrees quite well with the OMI results, and the latitudinal dependencies are clearly visible in the stratospheric VCD for both OMI and EMI. The stratospheric VCD results from EMI in the mid-high northern hemisphere are a little higher than those from OMI, which could be attributed to the relatively higher total VCD in these regions. The tropospheric residue results of EMI and OMI are, overall, in the same order of magnitude, and the mean tropospheric residue over the Pacific region for EMI (OMI) is 12 (9) × 10 13 molec cm −2 , which is within reasonable limits. 
AMF Calculation
Tropospheric NO2 SCD is obtained after the STS procedure. Then, we need to convert the tropospheric SCD to tropospheric VCD, which is the main output of the EMI NO2 retrieval algorithm, 
Tropospheric NO 2 SCD is obtained after the STS procedure. Then, we need to convert the tropospheric SCD to tropospheric VCD, which is the main output of the EMI NO 2 retrieval algorithm, by means of the tropospheric AMF. The method for tropospheric AMF (M) calculation is adopted from Boersma et al. (2004) :
where m l is the scattering weight AMF (box-AMF), x a,l is the NO 2 sub-column in layer l, c l is the temperature correction factor applied to correct the absorption cross section spectrum according to the effective temperature T(p) at a specific layer p, and T 0 (220K) is the temperature of the NO 2 absorption cross section used in the DOAS fitting. The independent pixel approximation (IPA) allows the calculation of AMF for a partly cloudy scene as a linear combination of cloudy (M cl ) and clear (M cr ) components:
where ω represents the effective cloud fraction, and is obtained from the TROPOMI cloud products.
With an assumption of Lambertian equivalent surface reflectance (LER) for both the ground and clouds, the AMF was determined by pre-calculated scattering weight look-up tables (LUTs) and 437.5 nm was selected as an effective wavelength for scattering weight calculation [28] . The Unified Linearized Vector Radiative Transfer Model (UNL-VRTM) was used to calculate the scattering weight in this study. It comprises the Vector-linearized discrete ordinate radiative transfer (VLIDORT [50] ) for radiative transfer simulation that meets the requirements for the scattering weight calculation [51] . The LUT is created as a function of the solar zenith angle (SZA), viewing zenith angle (VZA), relative azimuth angle (RAA), surface albedo, and elevation-dependent surface pressure. The mid-latitude summer atmospheric type with 49 fixed layers was used. Table 2 lists the nodes of these parameters in the LUTs. Given the influence of cloud on trace gas retrieval, it is necessary to determine whether the pixel is affected by cloud or not before NO 2 retrieval. As the spectra range of EMI does not cover the absorption characteristics of the O 2 -A band near 760 nm, the cloud retrieval algorithm based on the O 2 -A channel, as used by the TROPOMI algorithm, cannot be used for EMI. Although the cloud retrieval algorithm developed for OMI, for example, OMI/Aura Cloud Pressure and Fraction Raman Scattering [52] and OMI/Aura Cloud Pressure and Fraction O 2 -O 2 Absorption [53] , could be adopted for EMI, such a cloud retrieval algorithm for EMI is excluded in this paper. For simplification, other external cloud parameter products, i.e., the cloud fraction, cloud pressure, and cloud radiation fraction information from TROPOMI cloud products, are used for the AMF calculation of cloudy pixels.
The a priori NO 2 profile and surface pressure used in this study for AMF calculations were obtained from TM5-MP CTM [54] . The model provides global coverage information of 34 atmospheric layers with a 1 • × 1 • grid resolution and 30 min temporal frequency. The model outputs include the NO 2 profile (n l ) of the volume mixing ratio, temperature profile (T l ) in the unit of K, hybrid pressure level in the unit of Pa, and the tropopause layer index (l tp ) is also provided to separate the stratosphere and troposphere.
For each individual pixel, the surface albedo is obtained from the climatological monthly Lambertian equivalent reflector (OMLER) data at 440 nm [55] . The surface elevation is obtained from the GMTED2010 data, which have a uniform spatial resolution of 30 arc seconds. During the AMF calculation, the scattering weight is interpolated according to the observation condition and the pressure grid of the a priori profile. Figure 5 shows the cloud fraction and tropospheric AMF for OMI, EMI, and TROPOMI, respectively. The pattern of the tropospheric AMF spatial distribution from EMI is consistent with OMI and TROPOMI. The area averaged tropospheric AMF of EMI (Figure 5e ) is 1.20, while the corresponding value of OMI ( Figure 5d ) and TROPOMI (Figure 5f ) is 1.25 and 1.33, respectively. For cloud-free pixels, the area averaged AMF of EMI is 1.48% higher than OMI and 6.1% lower than TROPOMI. These discrepancies could mainly result from discrepancies in the a priori NO 2 profiles. Figure 5 shows the cloud fraction and tropospheric AMF for OMI, EMI, and TROPOMI, respectively. The pattern of the tropospheric AMF spatial distribution from EMI is consistent with OMI and TROPOMI. The area averaged tropospheric AMF of EMI (Figure 5e ) is 1.20, while the corresponding value of OMI ( Figure 5d ) and TROPOMI (Figure 5f ) is 1.25 and 1.33, respectively. For cloud-free pixels, the area averaged AMF of EMI is 1.48% higher than OMI and 6.1% lower than TROPOMI. These discrepancies could mainly result from discrepancies in the a priori NO2 profiles. Figure 6 displays the global monthly averaged NO2 column density from OMI, EMI, and TROPOMI in August 2018 and January 2019, respectively. Overall, the spatial patterns are similar, particularly the low values in the tropics in January/August and high values in the northern latitudes in August, the enhanced zone in the mid-high latitudes of the northern hemisphere in August relative to January, and the huge pollution cluster in the North China Plain region in January. The spatial correlation between them is very good, with the correlation coefficient between EMI and OMI (TROPOMI) being 0.92 (0.93) in August and 0.89 (0.91) in January. However, the stripes are faintly visible in EMI, which could be due to imperfect de-striping correction. In addition, some noisy spots scattered in the ocean area are visible, which may have been caused by incomplete cloud screening. Figure 6 displays the global monthly averaged NO 2 column density from OMI, EMI, and TROPOMI in August 2018 and January 2019, respectively. Overall, the spatial patterns are similar, particularly the low values in the tropics in January/August and high values in the northern latitudes in August, the enhanced zone in the mid-high latitudes of the northern hemisphere in August relative to January, and the huge pollution cluster in the North China Plain region in January. The spatial correlation between them is very good, with the correlation coefficient between EMI and OMI (TROPOMI) being 0.92 (0.93) in August and 0.89 (0.91) in January. However, the stripes are faintly visible in EMI, which could be due to imperfect de-striping correction. In addition, some noisy spots scattered in the ocean area are visible, which may have been caused by incomplete cloud screening. Overall, like OMI and TROPOMI, EMI can detect the spatial distribution of NO2 and is capable of NO2 pollution monitoring. A detailed comparison of EMI with OMI and TROPOMI was made by selecting five regions, i.e., Pacific, North China, South Africa, Middle East, and India, as marked in Figure 6 . Figure 7 shows the statistical values of the five regions.
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Total VCD
Results
Total VCD
The mean value of EMI in the Pacific region is consistent with TROPOMI in both August and January, but is lower than OMI by 10% in August and 7.5% in January, indicating that EMI can accurately reflect the background concentration in clean regions. In the other polluted regions, the mean value of EMI is, generally, higher than TROPOMI, but lower than OMI in August, and in January, EMI is higher than both OMI and TROPOMI. This is particularly evident in the North China region in January. On average, the discrepancies between EMI and OMI are within 10.5% (27.3%) in August (January), with the corresponding value between EMI and TROPOMI being 9.3% (17.2%). Overall, like OMI and TROPOMI, EMI can detect the spatial distribution of NO 2 and is capable of NO 2 pollution monitoring. A detailed comparison of EMI with OMI and TROPOMI was made by selecting five regions, i.e., Pacific, North China, South Africa, Middle East, and India, as marked in Figure 6 . Figure 7 shows the statistical values of the five regions. Figure 8 shows a map of the NO2 total VCD over the North China Plain region from EMI, OMI, and TROPOMI, respectively, using data from 22 January, 2019. The selection of this date is due to the severe NO2 pollution on this day, and it is clear, so there are few pixels contaminated by cloud and few OMI pixels affected by "row anomaly". The EMI results (Figure 8a ) are consistent with OMI ( Figure 8b ) and TROPOMI (Figure 8c ) in terms of the spatial distribution, particularly over regions where high values of NO2 are clearly visible in the EMI results. EMI gives finer NO2 column The mean value of EMI in the Pacific region is consistent with TROPOMI in both August and January, but is lower than OMI by 10% in August and 7.5% in January, indicating that EMI can accurately reflect the background concentration in clean regions. In the other polluted regions, the mean value of EMI is, generally, higher than TROPOMI, but lower than OMI in August, and in January, EMI is higher than both OMI and TROPOMI. This is particularly evident in the North China region in January. On average, the discrepancies between EMI and OMI are within 10.5% (27.3%) in August (January), with the corresponding value between EMI and TROPOMI being 9.3% (17.2%). Figure 8 shows a map of the NO 2 total VCD over the North China Plain region from EMI, OMI, and TROPOMI, respectively, using data from 22 January, 2019. The selection of this date is due to the severe NO 2 pollution on this day, and it is clear, so there are few pixels contaminated by cloud and few OMI pixels affected by "row anomaly". The EMI results (Figure 8a ) are consistent with OMI ( Figure 8b ) and TROPOMI (Figure 8c ) in terms of the spatial distribution, particularly over regions where high values of NO 2 are clearly visible in the EMI results. EMI gives finer NO 2 column information over polluted regions than OMI due to its relatively higher spatial resolution, e.g., the hot-spots in northern areas of Shanxi province (113 • E, 37-40 • N). Generally, as a supplement of OMI who has passed its designed mission lifetime, EMI can provide better spatial coverage than OMI, and, as a new sensor, it plays an important role in NO 2 monitoring. In order to further examine the consistency in spatial distribution, this region was divided into 100 boxes with a 1° × 1° size. The mean values in each box are compared in Figure 9 . As expected, there is a good correlation between them, with a correlation coefficient of 0.93 (0.95) between EMI and OMI (TROPOMI). The regional averaged total VCD values of OMI and TROPOMI are 6.34 × 10 15 and 6.59 × 10 15 molec cm −2 , respectively. The corresponding value of EMI is 24.5% (19.9%) higher than OMI (TROPOMI), and these discrepancies can be attributed to the different SCD fitting parameters (Table 1) , as well as the de-stripe method, used in this study. In order to further examine the consistency in spatial distribution, this region was divided into 100 boxes with a 1 • × 1 • size. The mean values in each box are compared in Figure 9 . As expected, there is a good correlation between them, with a correlation coefficient of 0.93 (0.95) between EMI and OMI (TROPOMI). The regional averaged total VCD values of OMI and TROPOMI are 6.34 × 10 15 and 6.59 × 10 15 molec cm −2 , respectively. The corresponding value of EMI is 24.5% (19.9%) higher than OMI (TROPOMI), and these discrepancies can be attributed to the different SCD fitting parameters (Table 1) , as well as the de-stripe method, used in this study.
In order to evaluate the uncertainty in the retrieved SCD, we divided the Pacific clean region (60 • S-60 • N; 160 • E-180 • E) into 2 • × 2 • boxes. Theoretically, the AMF of pixels within a box has little variability, and the VCD of the pixels within a box should have little difference, so the variability in the retrieved total VCD results from the error of SCD. The uncertainty of SCD can be estimated by statistically analyzing the SCD deviation between each valid EMI pixel in a box and the box mean [27] . Figure 10 shows the histograms of the absolute differences of all valid pixels in August 2018. The distribution of SCD deviation basically follows a Gaussian distribution, which demonstrated that the variability within boxes is random error. The corresponding width of the Gaussian distribution is 0.79 × 10 15 molec cm −2 , which was interpreted as the SCD error of all valid pixels in August 2018. In order to evaluate the uncertainty in the retrieved SCD, we divided the Pacific clean region (60°S-60°N; 160°E-180°E) into 2° × 2° boxes. Theoretically, the AMF of pixels within a box has little variability, and the VCD of the pixels within a box should have little difference, so the variability in the retrieved total VCD results from the error of SCD. The uncertainty of SCD can be estimated by statistically analyzing the SCD deviation between each valid EMI pixel in a box and the box mean [27] . Figure 10 shows the histograms of the absolute differences of all valid pixels in August 2018. The distribution of SCD deviation basically follows a Gaussian distribution, which demonstrated that the variability within boxes is random error. The corresponding width of the Gaussian distribution is 0.79 × 10 15 molec cm −2 , which was interpreted as the SCD error of all valid pixels in August 2018.
The SCD uncertainty of the current EMI NO2 algorithm is 17.9% larger than that of OMI (the near real-time algorithm) after its launch of more than two years [24] , and also higher than the OMI algorithms presented by Zara et al. (2018) . The relatively large SCD uncertainty may mainly result from the residual cloud pixels caused by the rough cloud screen method. Figure 11 shows the tropospheric NO2 VCD of OMI, EMI, and TROPOMI, respectively. On average, the tropospheric VCD of EMI (1.32 × 10 16 molec cm −2 ) is 15% and 23% higher than that of OMI (1.14 × 10 16 molec cm −2 ) and TROPOMI (1.07 × 10 16 molec cm −2 ), respectively. These discrepancies could mainly result from the tropospheric AMF. The spatial distribution of EMI is in good agreement with OMI (r = 0.88) and TROPOMI (r = 0.89), which can be seen from the scatter plot of VCD from EMI vs. OMI and TROPOMI in the bottom panel of Figure 11 . The SCD uncertainty of the current EMI NO 2 algorithm is 17.9% larger than that of OMI (the near real-time algorithm) after its launch of more than two years [24] , and also higher than the OMI algorithms presented by Zara et al. (2018) . The relatively large SCD uncertainty may mainly result from the residual cloud pixels caused by the rough cloud screen method. Figure 11 shows the tropospheric NO 2 VCD of OMI, EMI, and TROPOMI, respectively. On average, the tropospheric VCD of EMI (1.32 × 10 16 molec cm −2 ) is 15% and 23% higher than that of OMI (1.14 × 10 16 molec cm −2 ) and TROPOMI (1.07 × 10 16 molec cm −2 ), respectively. These discrepancies could mainly result from the tropospheric AMF. The spatial distribution of EMI is in good agreement with OMI (r = 0.88) and TROPOMI (r = 0.89), which can be seen from the scatter plot of VCD from EMI vs. OMI and TROPOMI in the bottom panel of Figure 11 . 
Tropospheric VCD
Application Case
Furthermore, a comparison of NO2 VCD from EMI and TROPOMI was made by processing roughly one month data over the Beijing area. Figure 12 shows the daily variation of the mean NO2 VCD in Beijing in January 2019. OMI data is not included in this comparison due to the serious influence of "row anomaly". There are four NO2 pollution events in January that were caught by both EMI and TROPOMI with a correlation coefficient of 0.96, as shown in the shaded areas. Overall, the variation of EMI NO2 VCD is larger than TROPOMI, and on the heavily polluted days, EMI NO2 VCD is mostly higher than TROPOMI, and the largest discrepancy is up to 3.27 × 10 15 molec cm −2 on 14 January. On the contrary, EMI NO2 VCD is lower than TROPOMI on days with little NO2 pollution, and the smallest discrepancy is 8 × 10 12 molec cm −2 on 15 January. The difference between EMI NO2 VCD and TROPOMI ranges from 0.2% to 44%. 
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Summary and Conclusions
EMI onboard the GF5 satellite was designed for trace gas monitoring in the troposphere and stratosphere. The measured earth radiance and solar irradiance in the spectral range of 401-550 nm (VIS1 band) were used for NO2 retrieval in this study. The EMI NO2 retrieval algorithm, as well as 
EMI onboard the GF5 satellite was designed for trace gas monitoring in the troposphere and stratosphere. The measured earth radiance and solar irradiance in the spectral range of 401-550 nm (VIS1 band) were used for NO 2 retrieval in this study. The EMI NO 2 retrieval algorithm, as well as some results and their comparison with OMI and TROPOMI, were presented in this paper.
The comparison of the global distribution of the monthly averaged NO 2 column density shows that OMI, EMI, and TROPOMI agree with each other with r > 0.88; however, the discrepancy of the regional average between EMI and OMI (and TROPOMI) is within 27.3%. Using one day data over the North China Plain on 22 January, 2019, the correlation coefficient between EMI and OMI (TROPOMI) is 0.93 (0.95), but the region's averaged value of EMI is 24.5% and 19.9% higher than that of OMI and TROPOMI, respectively. The SCD uncertainty of EMI is about 0.79 × 10 15 molec cm −2 . The spatial distribution of tropospheric AMF and VCD of EMI also agree well with OMI and TROPOMI. The comparison of the daily variation using one month data also shows a very good agreement between EMI and TROPOMI in Beijing (r = 0.96). The good agreement of EMI products with OMI and TROPOMI makes us confident that EMI can be used to retrieve tropospheric NO 2 and provide the daily NO 2 global distribution.
It should be noted that the results presented in this study are preliminary, and many more works related to the EMI NO 2 retrieval algorithm require further study to improve the result. For example, the cloud information is currently obtained from TROPOMI cloud products; however, due to the difference in the satellite pass time and spatial resolution, the external cloud information cannot meet the requirements of near real-time NO 2 retrieval. Cloud parameters with a sufficient precision and consistency need to be updated in the future. In addition, because of the insufficient solar irradiance measurements, the reference spectra used in this study are individual measurements from June 12, 2018. The SCD uncertainty caused by the use of single irradiance needs to be further analyzed. It is expected that, at least, weekly-to-monthly averaged reference spectra should be used in the future to reduce the retrieval uncertainty. Besides, there is an urgent need for more irradiance data, not only for trace gas retrieval, but also for the monitoring of EMI degradation. In spite of the existing shortcomings, this study may serve as a reference for the design of subsequent satellite payloads, i.e., EMI-02 and EMI-03.
