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Abstract
It is increasingly common for applications to require that data read from and written to a
shared storage system be delivered within a specified amount of time (usually milliseconds),
called a latency requirement, or be delivered at a specified rate (measured in megabytes per
second), called a throughput requirement. Given an input/output (I/O) workload, which
consists of the streams of I/O requests of a set of applications, the storage system, via its
I/O scheduler, is expected to simultaneously meet the workload’s latency and throughput
requirements. In addition, it is expected to provide performance guarantees, i.e., guarantees
that it will meet a workload’s latency and throughput requirements. Of course, these
guarantees are provided under certain conditions associated with the storage system and
the streams in the workload.
While providing throughput guarantees is a well-studied topic, providing latency guarantees requires further study. The vast majority of the existing schedulers that provide
latency guarantees are “reactive” schedulers, which adjust request scheduling parameters
based on stream performance. That is, when the latency requirement of a stream is not
being met, a reactive scheduler adjusts its scheduling parameters, which may include increasing the service allocated to the stream, to meet the stream’s latency requirement. The
reactive nature of these schedulers makes it difficult, if not impossible, for them to meet
latency requirements at high percentiles, e.g., for 99% of requests, to meet the latency
requirement, for streams with bursty access characteristics.
This dissertation introduces 2 TL, an I/O scheduler for RAID storage systems that simultaneously provides latency guarantees at high percentiles as well as throughput guarantees.
2

TL was designed and implemented to continuously monitor the access characteristics of the

latency-bound streams in a given workload and proactively adjust its scheduling parameters
to meet their latency requirements. To the best of our knowledge, 2 TL is only the second
scheduler in the literature that employs proactive scheduling to meet latency requirements

iii

- Courier was introduced first. 2 TL differentiates itself from Courier in two significant ways:
(1) 2 TL meets I/O stream latency requirements at high percentiles, and (2) it takes into
consideration disk queuing, which is a technique that is employed in consolidated storage
systems.
The effectiveness of 2 TL was evaluated through simulation using a set of synthetic and
real workloads that cover a wide range of storage system access characteristics. The simulations are used to demonstrate essential properties of 2 TL and to compare its effectiveness
with a reactive scheduler that functionally resembles 2 TL. When a set of conditions, which
apply to schedulers that provide latency guarantees in general, are met, 2 TL’s proactive
scheduling of the requests of latency-bound streams, i.e., streams with latency requirements,
allows 2 TL to meet the latency requirements of streams with bursty access characteristics
that the reactive scheduler cannot meet. Most importantly, the simulations demonstrate
that the more bursty the latency-bound streams are, the more pronounced the performance advantage of 2 TL. In contrast, when the latency-bound streams of a workload are
not bursty or when all the streams in a workload have throughput requirements, 2 TL has
similar performance to that of the reactive scheduler.

iv
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Chapter 1
Introduction
This dissertation introduces a new I/O scheduler for RAID storage systems, called 2 TL,
which simultaneously provides latency guarantees at high percentiles as well as throughput guarantees. Such guarantees are essential for emerging applications with latency and
throughput requirements that share a consolidated storage system and work in concert.
In such an environment the I/O scheduler must simultaneously accommodate the needs
of both of these types of applications, since failures in meeting their performance requirements, especially meeting their latency requirements at high percentiles, may lead to user
dissatisfaction. To better understand the importance of this contribution to the state of
the art, this chapter motivates our interest in the research problem that was addressed by
this dissertation (Section 1.1.1), and provides the background (Section 1.1.2), including an
overview of related work (Section 1.2), to understand the problem and the gap that is filled
by 2 TL. In addition, in this chapter, we formally state the research problem and hypothesis
(Section 1.3), and then briefly present 2 TL, the experimental methodology (Section 1.4.2)
that was used to quantify and evaluate the effectiveness of 2 TL, and our experimental results (Section 1.4.3)). Finally Sections 1.5 and 1.6 describe the contributions made by this
research to the state of the art and how the dissertation is organized, respectively.

1.1

Motivation and Background

Section 1.1.1 first motivates the need for simultaneously providing latency and throughput
guarantees on storage systems that are concurrently accessed by the I/O streams of multiple
applications. Since 2 TL is designed for RAID storage systems, Section 1.1.2 describes the

1

basic design and operation of these systems.

1.1.1

Motivation

It is increasingly common for applications to require that data read from and written to a
shared storage system be delivered within a specified amount of time (usually milliseconds),
called a latency requirement, or be delivered at a specified rate (measured in megabytes
per second), called a throughput requirement. Applications that have latency requirements
(latency-bound applications), e.g., online-transaction processing and rich web applications,
are usually front-end, user-interacting applications. Applications that have throughput
requirements (throughput-bound applications), e.g., data mining and business analytics,
are usually back-end, data-intensive applications. Latency requirements need to be met at
high percentiles, i.e., for a high percentage of requests, to ensure user satisfaction [20, 34];
some critical applications even have latency-requirements at above the 99th percentile [40].
Throughput-bound applications acquire massive amounts of data as input for processing
and analysis. Therefore, they have throughput requirements. Since they often run in the
background, their I/O performance is latency-agnostic.
Storage consolidation for latency-bound and throughput-bound applications is increasingly common for the following reasons. First, the growing popularity of storage consolidation inadvertently increases the chances that a storage system accommodates both latencybound and throughput-bound applications. Second, latency- and throughput-bound applications are designed to work in concert in some realistic I/O environments. For example, in
the data center of Facebook, front-end, user-interacting applications handle user activities,
while the back-end of Facebook Insights analyzes user activities to help businesses and
bloggers understand how people interact with their content [6].
A possible storage solution is to provide two storage systems, one for front-end applications and the other for back-end applications. This solution is relatively simple to configure
and optimize for performance because each storage system accommodates only applications
with similar I/O access characteristics and performance requirements. However, it requires
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user-activity data in their analyses to be copied back-and-forth between the two storage
systems. User-activity data are periodically copied from the front-end to the back-end storage system for analysis, while analysis results are copied from the back-end to the front-end
storage system for users to access. As a result, when analytical results are available, they
are often out-of-date due to dynamic user activities, data-analysis processing time, and
data transfer overhead. Facebook concludes that user-activity data analyses conducted in
any offline, periodic fashion yield poor user experiences [6].
In contrast, a consolidated storage solution that facilitates online, continuous analyses
of user-activity data may potentially produce up-to-date analysis results. The analysis
applications run in the background and continuously include the latest user-activity data
into their analyses. Up-to-date analysis results are accessible to users immediately once
available. And, of course, this solution eliminates the transfer overhead of user-activity
data and analysis results. Depending on the scale of a data center, this overhead can
be substantial (for instance, the Facebook data center supports at least a million user
activities per second [6]). Such an I/O environment is a perfect example of one where, to
produce up-to-date analysis results while maintaining the responsiveness of user-interacting
applications, it is necessary for a storage system to simultaneously provide both latency
and throughput guarantees to meet the I/O requirements of applications. Of course, such
guarantees are subject to conditions associated with the storage system.
Accordingly, there are three reasons why it is essential to simultaneously meet the performance requirements of applications in terms of high-percentile latency and throughput
that share and concurrently access a storage system:
1. Consolidated storage systems that simultaneously accommodate both latency-bound
and throughput-bound applications are becoming increasingly popular.
2. Many latency-bound and throughput-bound applications are designed to work in
concert.
3. Failures in meeting latency requirements at high percentiles may lead to user dissat3

isfaction.
Thus, it is essential to simultaneously meet the performance requirements of latency-bound
and throughput-bound applications that share and concurrently access a storage system.
To accomplish this, given an input/output (I/O) workload, which consists of the streams of
I/O requests of a set of applications, the storage system, via its I/O scheduler, is expected to
simultaneously meet the workload’s latency and throughput requirements. In addition, it is
expected to provide performance guarantees, i.e., guarantees that it will meet a workload’s
latency and throughput requirements. (Of course, these guarantees are provided under
certain conditions.)

1.1.2

Background

A hard drive is a common non-volatile storage technology [36] that exists in many computers
today. In medium- and large-scale storage systems, multiple hard drives are often organized
as one or more RAIDs [31], where RAID stands for Redundant Array of Inexpensive Disks.
Hard drives in a RAID are connected by a communication medium and a RAID controller.
They are presented to I/O streams as a single, logical unit to enhance performance and/or
data reliability.
There are different types of RAID configurations, known as RAID levels. RAID levels
are designed to meet different objectives of storage systems in terms of performance, reliability, and capacity. Depending on the RAID level, data of an application may be striped
and/or replicated across the disks of a RAID. Thus, to service an I/O request, which may
read or write a variable amount of data, multiple disks may need to be accessed. Fortunately, they can be accessed in parallel, i.e., concurrently.
In such an environment, I/O performance can be measured by one of two metrics:
latency and throughput. The latency performance of an application I/O stream is measured
as the time (usually measured in milliseconds) it takes to service its requests after they
are issued by the application. The throughput performance of a stream is measured as
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the amount of its data the storage system services in a fixed unit of time. Throughput
is usually measured in megabytes of data per second, i.e., MB/s. As mentioned earlier,
because of the diverse performance requirements of I/O streams that concurrently access
a storage system and the ubiquity of RAID storage systems [12], it is desirable that the
I/O scheduler simultaneously meet the performance requirements of the I/O streams in a
workload that concurrently access a RAID storage system.

1.2

Related Work

In the literature, providing throughput guarantees is a well-studied topic [45, 29, 46], while
providing latency-guarantees requires further study. There are three categories of latency
QoS (quality-of-service) schedulers. The first category achieves latency requirements by
controlling the number of pending requests in the storage system [28, 24, 44, 40]. The
second schedules requests in the earliest-deadline-first (EDF) order [30] according to their
deadlines [28, 18, 44, 21, 45]. Finally, the third controls application latency performance
by adjusting service allocations [40, 29, 41].
Schedulers in the first category exploit the trade-off between the latency and throughput
performance of storage systems. These schedulers continuously monitor the performance
of latency-bound streams and control the number of latency-bound requests in the storage
system through a feedback mechanism. When the latency requirements of a workload are
being met, these schedulers increase the number of pending latency-bound requests in the
storage system for throughput performance. A large number of pending latency-bound
requests in a storage system enhances throughput performance at the cost of latency performance, due to longer queuing delays. In contrast, when the latency requirements of the
workload are not being met, they reduce the number of pending requests to optimize for
latency performance. Except for Cake [40], these schedulers do not provide throughput
guarantees. Also, although streams in a workload may have different latency requirements,
Facade [28], Triage [24], and SARC+AVATAR [44] do not differentiate the latency require-
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ments and strive to achieve a system-wide latency performance in order to meet all latency
requirements in a workload. As a result, these schedulers may overly meet the latency requirements of some streams. Cake [40] provides performance guarantee to only one stream
in a workload, be it latency-bound or throughput-bound.
Schedulers in the second category provide latency guarantees through EDF scheduling.
These schedulers dynamically determine the deadlines of pending requests and schedule
them in EDF order. A common disadvantage of these schedulers is that they do not
provide latency guarantees at percentiles, which is necessary in practical environments.
Schedulers in the third category meet latency requirements by adjusting the storage
service allocated to the I/O streams in a given workload. These schedulers continuously
monitor the performance of each stream in the workload. If some streams are exceeding
their performance requirements, while some are not meeting their performance requirements, these schedulers reduce the service allocated to the former for the benefit of the
latter. When not all performance requirements in a workload are being met, some of these
schedulers give priority to the servicing of some streams in a workload over the others.
As explained below, in some scenarios it is difficult for these schedulers to meet latency
requirements at high percentiles.
As discussed in Chapter 2, among the existing schedulers that provide latency guarantees, Cake [40], Courier [45], Fahrrad [32], Frosting [41], Maestro [29], and Stonehenge [21]
provide throughput guarantees as well. Except for Courier, the rest of these schedulers are
reactive in nature. They dynamically adjust their scheduling parameters based on stream
performance. The reactive nature of these schedulers makes it difficult for them to meet
latency requirements at high percentiles, especially for streams that issue request bursts.
When the latency requirement of a stream is not being met, a reactive scheduler adjusts its
scheduling parameters, which may include increasing the service allocated to the stream,
in an attempt to meet its latency requirement. However, meeting a latency requirement
at a high percentile means that very few requests can miss the stream’s latency target.
And, due to the reactive nature of these schedulers, by the time the scheduler notices that
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the latency requirement of a stream is not being met, the number of requests that have
already missed the stream’s latency target may have exceeded the number allowed by the
latency requirement (e.g., 99% of the requests), i.e., percentile rank of the stream’s latency
requirement (e.g., 99th percentile).
While we were developing our proactive scheduler, named 2 TL, to meet latency requirements at high percentiles, a similar scheduler, Courier [45], was published. Like 2 TL,
Courier dynamically adjusts its scheduling parameters to avoid latency requirement violations. However, Courier has two significant disadvantages when compared with 2 TL.
First, it does not provide percentile latency guarantees; instead it provides average latency
guarantees. Therefore, Courier does not meet the needs of applications that have latency
requirements at high percentiles. And, as mentioned earlier, recent research suggests that
providing latency guarantees at high percentiles (i.e., at least at the 95th percentile) is
crucial to many user-interacting applications [40, 41, 20]. Second, Courier does not take
into consideration disk queuing. And, as indicated in the literature [43], disk queuing is
ubiquitous and it is necessary to consider disk queuing because it enhances disk performance.

1.3

Research Problem and Hypothesis

The goal of this dissertation is to solve the following research problem.
Given a set of latency-bound and throughput-bound streams that concurrently
access a RAID storage system with disk queues, how can latency guarantees at
high percentiles be provided, while also providing throughput guarantees with best
effort?
In order to answer this research question, we need to answer the following research questions.
1. Can latency guarantees at high percentiles be provided on a storage system with disk
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queues through proactive scheduling?
2. What is the dynamic information required for a proactive scheduling method to meet
latency requirements at high percentiles?
3. What is needed by a proactive scheduling method to meet throughput requirements
with best effort, while not overly meeting latency requirements?
To answer these research questions, we developed a hypothesis: Given a set of latencybound and throughput-bound streams that concurrently access a RAID storage system with
disk queues, a scheduler can provide latency guarantees at high percentiles through proactive scheduling and throughput guarantees with best effort by taking into consideration the
following dynamic information of each I/O stream in a workload: request storage latencies,
request arrival rates, and request scheduling rates.

1.4

2

TL: Algorithm and Evaluation

This section provides an overview of 2 TL (Section 1.4.1), the experimental methodology
that was employed to evaluate the effectiveness of 2 TL (Section 1.4.2), and the experimental
results that demonstrate the properties of 2 TL, quantify the performance of 2 TL, and
compare its performance with the reactive schedulers mentioned previously (Section 1.4.3).
However, before proceeding in this fashion, we briefly discuss other contributions made
by this research, i.e., in addition to those presented in Section 1.5. We do this with the
help of Figure 1.1, which illustrates the process that was followed in the development of
this dissertation, from the design, development, and implementation of the 2 TL and SLAC
scheduling algorithms to the collection of experimental results that provide evidence of 2 TL
contributions to the state of the art. In the figure the process is divided into two stages:
the Development Stage and the Experimental Stage. To highlight the aforementioned
contributions, we focus mainly on the Development Stage. As shown in the top left part
of the figure, during the Development Stage, we designed the 2 TL and SLAC scheduling
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Figure 1.1: Experimental Methodology.
algorithms. Then, we implemented them in DiskSim 4.0. To use DiskSim 4.0 as our
experimental platform, we had to enhance its capabilities (discussed further below and
in Chapter 4). As shown in the top right part of the figure, this included modifying
its synthetic workload generators to generate workloads comprised of I/O streams with
request bursts, and designing and implementing a method to generate I/O streams of
real applications. In addition, as depicted in the Experimental Stage, we developed a
methodology to assign performance requirements to the I/O streams of a workload that
demonstrate specific properties of 2 TL or that clearly exhibit 2 TL’s superiority over reactive
schedulers. Finally, as described in Section 5.1, we introduce the metric Meet Rate, which
is used to measure the performance of latency-bound streams.
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1.4.1

2

TL Scheduling Algorithm

As discussed in Chapter 3, 2 TL provides performance guarantees subject to certain conditions, which apply universally to I/O schedulers that provide latency guarantees [28, 24, 44,
40, 30, 18, 21, 45, 29, 41] and throughput guarantees [45, 46, 29]. 2 TL provides performance
guarantees to the latency-bound streams in a given workload if the following conditions are
simultaneously met. And, when they are, in this dissertation we say that it is possible to
provide latency guarantees.
1. The request arrival rate (in IOPS) of each latency-bound stream in the workload
never exceeds the rate at which the storage system services the stream’s requests,
i.e., the stream’s request service rate. Otherwise, the stream’s number of pending
requests in the I/O hierarchy (i.e., the Shim and storage system combined) will keep
increasing, as will the end-to-end latencies of the stream’s requests.
2. The number of pending requests in the I/O hierarchy of each latency-bound stream
in the workload is never so large that the end-to-end latencies of the stream’s requests
exceed its latency target.
2

TL provides performance guarantees to each throughput-bound stream, Streami , in a

workload if the following conditions are simultaneously met. And, when they are met
for each Streami , in the dissertation we say that it is possible to provide throughput
guarantees.
1. Streami issues requests at a throughput (MB/s) that is high enough to consume the
throughput service it requires.
2. The storage system services the requests of Streami at a throughput (MB/s) at least
as large as the throughput requirement of Streami .
The request service rate (in IOPS for latency-bound streams) and the request service
throughput (in MB/s for throughput-bound streams) are subject to the performance capacity of the storage system, which is defined as how fast the storage system processes requests
10

issued by the streams in a workload. Thus, the performance capacity of the storage system
is a limiting factor of the performance, for both latency and throughput, achievable by the
streams in a workload on a storage system.
2

TL meets a stream’s latency requirements at high percentiles by controlling the number

of the stream’s requests that expire in the storage system before being serviced. There are
two challenges in providing latency guarantees: (1) varying request latencies in the storage system, and (2) the access characteristics of bursts of requests.

2

TL addresses these

challenges by dynamically adjusting its scheduling parameters to: (1) reactively adapt to
request latency variations in the storage system, and (2) proactively allocates the storage
service to a latency-bound stream when it issues a request burst. To meet throughput
requirements, 2 TL allocates storage service to throughput-bound streams in a workload
proportional to their throughput requirements. To strive to simultaneously meet both
the latency and throughput requirements of a workload, 2 TL is comprised of two scheduling components: a proactive scheduling component and a proportional service allocation
component. When no latency-bound stream in a workload has requests that need to be
scheduled immediately, the proportional service allocation component is used to meet the
workload’s throughput requirements. Otherwise, the proactive scheduling component is
used to meet the workload’s latency requirements. More details about 2 TL are provided in
Chapter 3.

1.4.2

Experimental Methodology

As shown in Figure 1.1 and discussed in Chapter 4, the performance of 2 TL is assessed using
simulations conducted on an enhanced version of DiskSim 4.0 [8]. We enhanced DiskSim
4.0 in three ways, i.e., we added: (1) a mechanism to tag each request with the ID of its
stream; (2) a new I/O component, called Shim, where 2 TL and SLAC are implemented;
and (3) a new feature of the synthetic workload generator that generates request bursts.
As pictured at the top right of the figure, the synthetic workload generators in DiskSim are
parameterized to generate synthetic I/O request streams with the characteristics specified
11

by the parameters. Thus, the third enhancement that we made to DiskSim allows the
generation of I/O streams with bursts of requests, i.e., request bursts - such streams are
called bursty streams. As shown in the top right part of the figure, to generate a synthetic
workload that contains a bursty stream, we input the stream’s burst parameters, along
with other parameters, to one of DiskSim’s enhanced synthetic workload generators - the
output, which is dynamic, i.e., generated during the execution of DiskSim, is the I/O
request stream of the bursty stream. Another way to drive a DiskSim simulation is with
a real workload. As shown in the top right part of the figure, to use a real workload for
an experiment, we first, a priori generate the I/O trace of each of the workload’s streams
of I/O requests. This is done by executing a parallel application on multiple computers
that share a storage system. We capture the I/O requests of each stream at the storage
system and export them in a trace. Finally we assemble a workload to drive a simulation.
The workload consists of either a set of dynamically-generated I/O streams or a set of I/O
traces. Finally, we assemble a workload to drive the simulations.
As shown in the Experimental Stage of the figure, given a workload to drive a simulation/experiment, using the methodology described in Section 4.4 of the dissertation,
we next assign a performance requirement, either a latency requirement or a throughput
requirement, to each stream of the workload (see middle right part of the figure). The
performance requirements are assigned to create a specific scenario, for example, a scenario
where the performance capacity of the storage system can or cannot meet the performance
requirements of all of the streams in the workload. Next, we assign a unique priority,
where Priority 1 is the highest, to each latency-bound stream in the workload. Finally, our
enhanced version of DiskSim 4.0, given three inputs: (1) a workload in which each stream
has a performance requirement: each latency-bound stream has a latency requirement and
each throughput-bound stream has a throughput requirement, (2) a storage system configuration, and (3) an I/O request scheduler (2 TL, SLAC, or FCFS), simulates the scheduling
of the I/O requests of the workload and outputs performance data. That data is used to
analyze the performance of the specified scheduler in the created scenario.
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To thoroughly evaluate the efficacy of 2 TL, we conducted experiments /simulations
driven by workloads that are comprised of only latency-bound I/O streams, only throughputbound streams, or a mix of both. Some workloads contain streams that issue request bursts,
while others do not. The performance requirements of the streams of the different workloads are varied so that the experiments present different scenarios: when the performance
requirements of none of the streams of a workload can be met, when only some of the performance requirements of the streams of a workload can be met, and when the performance
requirements of all of the streams of a workload can be met. In this way we evaluate the
performance of 2 TL in a wide range of scenarios.
Ideally, we would compare 2 TL with an existing scheduler in the literature. However,
limitations of those schedulers, discussed in Section 4.3 in detail, do not allow such comparisons. Therefore, we designed and implemented the Storage Latency Adaptive Control
(SLAC) scheduler, which does not have those limitations but embodies the reactive characteristics of many of the existing schedulers that we want to compare with 2 TL.

1.4.3

Experimental Results

As mentioned above, the efficacy of 2 TL was evaluated in simulations/experiments driven by
synthetic and real workloads over a wide range of experimental settings. The experiments
are organized into six sets, each of which demonstrates different properties of 2 TL. As
discussed in Chapter 5, together these experiments provide evidence of the following five
properties of 2 TL:
P1. Given a storage system with sufficient performance capacity to meet the performance
requirements of all of the streams in a given workload, 2 TL will simultaneously meet
the performance requirements of all of the streams, be they only latency-bound
streams with or without request bursts, only throughput-bound streams, or a mix
of both, providing that for each latency-bound stream (1) its request arrival rates
(IOPS) does not exceed its request service rates, and (2) its number of pending re-
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quests not large that request latencies are longer than the latency target, and for each
throughput-bound stream (1) its request arrival throughput (MB/S) is higher than
its throughput targets.
P2. Given a storage system with insufficient performance capacity to meet the performance
requirements of all of the streams in a given workload, if the workload contains both
latency-bound and throughput-bound streams, 2 TL will prioritize latency requirements over throughput requirements.
P3. Given a storage system with insufficient performance capacity to meet the performance
requirements of all of the streams in a given workload, if the performance capacity is
insufficient to meet the performance requirements of all of the latency-bound streams,
2

TL endeavors to meet the latency requirements of the streams based on the priorities

that were assigned to the streams.
P4. Regardless of the performance capacity of the storage system, 2 TL allocates service to
the throughput-bound streams in a given workload proportional to their throughput
requirements.
P5. 2 TL’s proactive scheduling of requests of the latency-bound streams in a given workload provides better performance, as compared to SLAC’s reactive scheduling, when
there exist one or more latency-bound streams in the workload that issue request
bursts. As the burstiness of the latency-bound stream(s) increases, so does the comparative performance of 2 TL.

1.5

Contributions

The main research contribution of this dissertation is the design, development, implementation, and evaluation of 2 TL, a new I/O scheduler for RAID storage systems. 2 TL simultaneously provides latency guarantees at high percentiles as well as throughput guarantees,
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which are essential for emerging applications with latency and throughput requirements
that share a consolidated storage system and work in concert. In such an environment,
the I/O scheduler must simultaneously accommodate the needs of both of these types of
applications, since failures in meeting their performance requirements, especially meeting
their latency requirements at high percentiles, may lead to user dissatisfaction.
The effectiveness of 2 TL was thoroughly evaluated through simulation with a set of synthetic and real workloads and was compared with the effectiveness of the Storage Latency
Adaptive Control (SLAC) scheduler, which embodies the reactive characteristics of competitive reactive schedulers. This evaluation demonstrates the five properties of 2 TL listed
above and shows that when certain conditions are met, 2 TL provides: (1) latency guarantees at high percentiles through proactive scheduling on a storage system with disk queues,
and (2) throughput guarantees with best effort. In particular, this evaluation shows that
2

TL’s proactive scheduling of requests of the latency-bound streams in a given workload

provides better performance, as compared to SLAC’s reactive scheduling, when there exist
one or more latency-bound streams in the workload that issue request bursts. And, as the
burstiness of the latency-bound stream(s) increases, so does the comparative performance
of 2 TL. These experimental results show that 2 TL’s performance is essential for emerging
applications with latency and throughput requirements that share a consolidated storage
system and work in concert.

1.6

Organization

This dissertation is comprised of six chapters. Chapter 2 discusses related work, comparing
it with the contribution of this dissertation. In Chapter 3 we present the details of the
2

TL scheduling algorithm. The experimental methodology is explained in Chapter 4, while

Chapter 5 presents and analyzes our experimental results. Finally, Chapter 6 concludes
this dissertation and presents future work.
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Chapter 2
Related Work
In the literature, I/O schedulers that provide Quality-of-Service (QoS) guarantees to a
set of applications concurrently accessing a storage system can be partitioned into three
categories: (1) schedulers that provide performance insulation, (2) schedulers that provide latency guarantees, and (3) schedulers that provide throughput guarantees. The first
category, described in Section 2.1, strives to provide each application with a fraction of
the storage service that it would receive if it had exclusive access to the storage system.
The other two categories, discussed in Sections 2.2 and 2.3, respectively, strive to meet
application-specific I/O performance requirements. In this chapter, we first summarize
these schedulers and then in Section 2.4 we compare them with 2 TL.

2.1

Performance Insulation Schedulers

When applications share a storage system, they cannot utilize storage service as efficiently
as when they have exclusive access to the system. To share storage service effectively among
a set of applications, a scheduler has to mitigate, as much as is possible, the degradation of
storage system performance that is due to sharing. This is known as performance insulation.
Argon [39] and Fahrrad [32] provide performance insulation.
Argon addresses the performance degradation of the storage system caused by (inmemory) I/O cache sharing and excessive seeks at the disk level. To address performance
degradation caused by I/O buffer sharing, Argon (a) uses an application’s access patterns
to deduce its prefetch or write-back size in the (in-memory) I/O cache, and (b) reserves for
each application a partition of the I/O cache to prevent cache block evictions caused by
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other applications. To reduce seeks caused by sharing the storage system, Argon time-slices
I/O accesses among applications by exclusively allocating storage service to one application
during each time slice or quantum. This reduces interference due to sharing. However,
quantum-based scheduling can inadvertently increase worst-case request latency and, thus,
Argon is not suitable for storage systems that service latency-bound applications.
Fahrrad reserves a target fraction of the storage service provided by a single-disk storage
system, in terms of time, to each application. Each application is associated with two
pieces of information: its target fraction of storage service and its period, which defines the
frequency with which it must receive its service share. Unlike Argon, it does not time-slice
accesses to the storage system. The scheduler ensures that, over time, each application
receives an amount of service that is commensurate with its target fraction. To minimize
the degradation of storage system performance due to sharing, Fahrrad avoids excessive
disk seeks by buffering and re-ordering scheduled requests to minimize disk seeks.
The advantage of performance-insulation schedulers is that they reduce the performance degradation of the storage system due to sharing. This is achieved by minimizing
interference caused by I/O accesses of different applications. However, a disadvantage of
these schedulers is that it is not straight-forward to use them to meet application I/O
performance requirements in terms of throughput and latency. In particular, performanceinsulation schedulers must: (1) profile the I/O performance of an application when it has
exclusive access to the storage system, which is not always possible, and then (2) deduce
the target fraction of service, in terms of disk time, for each application. In addition, meeting the throughput performance requirement of an application with Argon requires that it
determines the fraction of the throughput performance that the application achieves when
it has exclusive access to the storage system, i.e., within its time slices. To meet the latency performance requirement of an application with Fahrrad, it also requires that both
the target fraction and period of the application be deduced, which is not trivial.
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2.2

Latency QoS Schedulers

There are three categories of latency QoS schedulers. The first category achieves latency
requirements by controlling the number of pending requests in the storage system [28,
24, 44, 40]. The second category schedules requests in the earliest-deadline-first (EDF)
order [30] according to their deadlines [28, 18, 44, 21, 45]. The third category controls
application latency performance by adjusting service allocations [40, 29, 41].
Schedulers in the first category exploit the tradeoff between latency and throughput
performance of storage systems; a large number of pending requests in a storage system
enhances throughput performance at the cost of latency performance, due to larger queuing
delays. Facade [28] strives to simultaneously meet application latency requirements by
periodically adjusting the number of pending requests in the storage system. When all
latency requirements are met, Facade increases the number of pending requests to enhance
storage throughput performance. Otherwise, it reduces the number of pending requests
until all latency requirements are met.
Triage [24] achieves latency targets while proportionally allocating storage throughput service to applications; the proportionality is specific to individual ranges of storage
throughput. Triage does not explicitly limit the number of pending requests in the storage
system. Rather, it periodically controls the request scheduling rates of the application I/O
streams, in terms of IOPS, into the storage system. At the beginning of each period, Triage
decides the request scheduling rate to use with a second-order system model, where the
inputs are the streams’ request latencies and scheduling rates of previous periods. SARCAVATAR [44] achieves latency guarantees through two-level scheduling. The service-level
agreement (SLA) of each application specifies its request arrival rate and latency requirement. The upper-level scheduler, SARC, isolates application performance by preventing
each application from issuing requests into the low level at a rate higher than the rate
specified in its SLA. Once scheduled by SARC, requests are stored in an EDF queue. The
lower-level scheduler, AVATAR, uses a queuing theory-based controller to decide the num-
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ber of pending requests in the storage system that maximizes storage system throughput,
while satisfying application latency requirements. Unlike Facade, AVATAR does not make
the decision solely based on application latency performance but also considers the rate at
which requests enter into EDF queue. If it detects that request arrives at a rate higher than
the request service rate of the storage system, it increases the number of pending requests
in the storage system so to increase the request service rate. Doing so allows that storage
system to promptly return to the state where all latency requirements in the workload are
met.
The second category of schedulers provides latency guarantees through EDF scheduling.
pClock [18] is designed to provide latency guarantees to applications with defined burst
characteristics. In its Service Level Agreement (SLA), each application specifies its required
average request issue rate (in terms of IOPS), maximum burst size (in terms of number
of I/O operations), and latency requirement. pClock’s analytical model determines the
throughput performance requirement (in terms of IOPS) of the storage system based on
the application’s SLA. The authors analytically proved that a storage system that meets
the throughput performance requirement will never miss request deadlines as long as the
applications do not violate their SLAs. pClock uses request arrival curves to detect SLA
violations. An application’s request arrival curve is constructed based on its average request
arrival rate and maximum burst size. It determines the maximum number of requests an
application may have issued at any given point of time based on its SLA. pClock assigns
deadlines upon request arrivals, and schedules requests in EDF order. If an application
abides by its SLA, the deadlines of its requests are assigned based on their actual issue times
and the latency requirement of the application. Otherwise, if an application is violating
its SLA, pClock assigns later deadlines (i.e., deadlines that are later than the sum of
actual issue times and the latency requirement) to the application’s requests. pClock has
two main limitations. First, it does not consider request latency in the storage system.
Rather, it assumes that, once scheduled, requests are serviced within a small amount of
time. However, because of the tradeoff between the latency and throughput performance
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of a storage system, achieving short storage latency may cause throughput performance
to suffer [28]. Second, pClock does not support percentile latency guarantees; it strives
to service all requests before their deadlines. As a result, pClock may overly meet the
percentile latency requirements of applications.
Stonehenge [21] is another EDF-based scheduler. Its goal is to virtualize a shared storage
system into virtual disks, where each virtual disk meets a set of requirements in terms of
space, latency, and throughput. Latency guarantees are achieved by translating the latency
requirement of a virtual disk into a throughput requirement. The terminal throughput
requirement of a virtual disk is the larger of its throughput requirement and its throughput
requirement based on its latency requirement. Deadlines of requests are assigned based on
the associated disk’s terminal throughput requirement so that, if requests are serviced by
their deadlines, the virtual disk will meet its terminal throughput requirement. Instead
of addressing percentile latency requirements, Stonehenge strives to service all requests
before their deadlines. Therefore, like pClock, Stonehenge may overly meet percentile
latency performance requirements.
Courier [45] provides latency and absolute throughput guarantees to each application
that simultaneously shares a storage system, where each application has a latency requirement and a throughput requirement. Section 2.3.2 discusses how Courier provides absolute
throughput guarantees to applications. To provide latency guarantees, Courier considers varying storage system performance and request arrival rates. Courier continuously
monitors the request service rate of each application and uses this information to estimate request service time and identify requests that may miss their deadlines. To provide
both latency and throughput guarantees, Courier has two scheduling modes: the latencyconstrained scheduling mode (similar to 2 TL’s proactive scheduling component) and the
throughput-allocation mode (similar to 2 TL’s proportional service allocation component).
In the latency-constrained scheduling mode, expired requests and requests that may miss
their deadlines are scheduled into the storage system. Afterward, Courier switches to the
throughput-allocation mode, which is discussed in Section 2.3.2. By default, Courier oper-
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ates in the throughput-scheduling mode, it switches to the latency-constrained scheduling
mode in one of the following two cases. First, every time when the scheduler attempts
to schedule a request, it checks if any application has expired requests or requests that
may miss their deadlines. If so, it switches to the latency-constrained scheduling mode
to schedule those requests. Second, to avoid latency requirement violations due to bursty
access characteristics, when an application issues a request, based on the estimated service
time, if Courier expects that the new request will miss its deadline, Courier switches to the
latency-constrained scheduling mode and schedules all of the pending requests of that application. However, like Maestro, Courier is designed to provide average latency guarantees,
but not percentile latency guarantees. Therefore, it does not address the needs of applications that have I/O latency requirements at percentiles. Also, like pClock, Courier does not
consider request latencies in the storage system since it assumes that the storage system
does not have request queueing. 2 TL is more functionally advanced than Courier in two
ways. First, 2 TL provides percentile latency guarantees at high percentiles, while Courier
does not. Latency guarantees at high percentiles are essential to many user-interacting
applications, such as rich web applications [40, 41]. Second, while Courier assumes no disk
queueing in the disk array, 2 TL considers disk queueing and its effect on latencies when
scheduling requests. Given the enhancement to disk performance [43], it is essential for an
I/O scheduler to take disk queueing into consideration.
The last category of schedulers meet latency requirements by adjusting storage service
allocation to applications. In SLEDS [9] each application’s SLA specifies its request arrival rate and latency requirement. SLEDS assumes that the storage system is sufficiently
provisioned to simultaneously meet the latency requirements of all applications. It periodically samples application I/O performance. If an application’s latency requirement cannot
be met, SLEDS throttles the request scheduling of applications that have exceeded their
performance requirements. SLEDS considers each application that shares a storage system
to have a latency requirement but not a throughput requirement. Therefore, it is not applicable on modern, large-scale storage systems where some applications have only latency
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requirements, while others have only throughput requirements [41].
Maestro [29] simultaneously provides performance guarantees, either in terms of latency
or throughput, to all applications. It continuously monitors application I/O performance
and periodically adjusts the service allocation to each application to meet its performance
requirement. In the case when the storage system is unable to simultaneously meet the
performance requirements of all the I/O streams in a workload, Maestro degrades the
performance of each stream, where the degree of degradation is inversely proportional to
the application’s priority. Although Maestro is designed for large-scale storage systems that
are shared by both applications that have latency requirements and applications that have
throughput requirements, published evaluations examine its effectiveness only in terms of
meeting average latency requirements, not in terms of meeting latency requirements at high
percentiles.
Frosting [41] provides either a latency or a throughput guarantee to each application
that shares a storage system with a deep software/hardware stack. These performance
requirements are high-level requirements expressed in terms of, for example, response time
for each get/put operation (latency) or the number of scan operations per second (throughput). Frosting continuously monitors application I/O performance, compares it to application performance requirements, and adjusts application request admission rates into the
storage system as is necessary. When the storage system is unable to simultaneously meet
all of a workload’s performance requirements, like Maestro, Frosting degrades the performance of each application, where the degree of degradation is inversely proportional to
the application’s priority. Experiments conducted on an HBase distributed storage system show that Frosting is able to provide to each application either a latency performance
guarantee at the 99th percentile or a throughput performance guarantee, both expressed in
the aforementioned high-level I/O operations. Frosting assumes applications that share a
storage system use a common storage API; HBase is the common API in the experiments.
Therefore, Frosting is not applicable on storage systems where sharing applications use
different storage API, such as MapReduce or POSIX.
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Cake [40] also provides performance guarantees in terms of latency and throughput on
storage systems with deep software/hardware stacks. It coordinates resource scheduling
on various layers of a deep storage hierarchy through two levels of scheduling. There is a
first-level scheduler on each selected software layer. It (1) controls resource sharing among
applications on that layer, (2) splits large requests into small chunks to allow more controllable service allocations, and (3) limits the number of pending requests at lower levels to
balance between latency and throughput performance. The second-level scheduler deduces
scheduling parameters for the first-level schedulers and coordinates their activities in order
to achieve the specified high-level performance requirements. Coordinated scheduling on
multiple levels allows Cake to effectively handle “multicast” effects, where a single request
to a layer generates multiple requests to lower layers. However, among a set of applications
that simultaneously access a storage system, Cake may provide performance guarantees
to only one of the applications. Therefore, Cake is not suitable for storage environments
where multiple applications require performance guarantees.
Except for Stonehenge [21], Maestro [29], Frosting [41], Courier [45], and Cake [40],
the other afore-mentioned latency QoS schedulers are not designed to meet application
throughput requirements. Although some latency schedulers, such as SARC+AVATAR [44]
and pClock [18], consider the request arrival rates of applications, it is not clear how these
schedulers can be applied to meet throughput targets of latency-agnostic applications, such
as data-mining. Therefore, they are not applicable in storage systems that are concurrently
accessed by latency-bound and throughput-bound applications. For Maestro, Frosting, and
Cake, an application is the granularity of performance guarantees. That is, either a latency
or a throughput guarantee is provided to each application. In contrast, for Stonehenge, a
virtual disk is the granularity, where a virtual disk may be shared by a set of applications.
The assignment of applications to virtual disks requires the consideration of several factors
including application performance requirements, virtual disk performance specifications,
and the combination of applications that share each virtual disk. If these factors are not
considered, either application performance requirements cannot be met or the utilization
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of the storage system will be low. Despite the complications, virtual disks are suitable for
virtual machine environments where each virtual machine hosts a guest operating system
that has its own I/O scheduler to allocate storage service to each applications running on
the virtual machine.

2.3

Throughput QoS Schedulers

Throughput schedulers can further be categorized in subcategories of relative-throughput
and absolute-throughput QoS schedulers. Each subcategory is discussed below.

2.3.1

Relative-Throughput QoS Schedulers

Given a set of applications that simultaneously access a storage system, a relative-throughput
scheduler [7, 22, 42, 4, 37] proportionally distributes storage system throughput among the
applications. Proportional throughput sharing is usually enforced through weighted fair
queuing [15], in which each application receives throughput performance in proportion to
its weight. Weights are usually assigned by system administrators.
The majority of relative-throughput QoS schedulers allocate throughput performance
to applications, either in terms of I/O operations per second (IOPS) or number of bytes
per second (bytes/second). However, [35] shows the difficulties of isolating application performance based on these throughput metrics in single-disk systems, let alone multiple-disk
storage systems. In addition, it is challenging to regulate disk usage via throughput shares
because I/O requests are not preemptable and the time required to service them is partially non-deterministic and can vary by orders of magnitude [23]. In contrast, compared
to bytes/second or IOPS, the use of disk time can produce greater control, more efficient
use of disk resources, and better workload insulation [23]. Both FAIRIO [4] and QBox [37]
proportionally share I/O services of a RAID storage system in terms of disk time among
applications. FAIRIO assumes a feedback mechanism through which per-request disk-time
usage is reported to the scheduler at the I/O driver, while QBox proposes a model to esti24

mate per-application disk-time usage. Although these schedulers are able to proportionally
share storage service in terms of disk time among applications at high accuracies, proportional disk-time sharing does not necessarily lead to proportional throughput sharing at
the same ratio if applications have different access characteristics.
To meet application throughput requirements using relative-throughput QoS schedulers,
it is necessary to assign application weights. Since the throughput of each application is partially dependent on other applications’ weights, application weights need to be re-assigned
when the set of applications changes. In practice, the set of applications sharing a large
storage array changes considerably over time. Therefore, relative-throughput schedulers
cannot be practically applied in meeting application throughput requirements [29].

2.3.2

Absolute-Throughput QoS Schedulers

Absolute-throughput QoS schedulers strive to individually meet each application’s throughput requirement. Examples of these schedulers are Courier [45], U-Shape [46], and Maestro [29]. As mentioned earlier, both Frosting and Maestro simultaneously provide latency
and throughput guarantees to applications. When the storage system is overloaded, they
degrade application I/O performance according to application priorities. This requires
comparing application I/O performance in terms of two different metrics, latency and
throughput. To do so, both scheduling algorithms represent application I/O performance
and deduce target performance degradation in terms of a unified performance metric.
Unlike other absolute-throughput schedulers, U-Shape requires users to specify application execution-time requirements, but not I/O throughput requirements. Using a machinelearning model, it dynamically deduces the instantaneous I/O throughput requirement
of each application in order to meet its execution-time requirement. U-Shape meets the
instantaneous I/O throughput requirements of applications by time-slicing I/O accesses
among applications and dedicating each slice to either one application or a set of applications. The size of each slice corresponds to the instantaneous throughput requirement(s) of
the application(s) to which the slice is assigned. Since time-slicing inadvertently increases
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request latency, like Argon, U-Shape is unable to provide latency guarantees.
When Courier is in its throughput-allocation mode, it operates on a period basis, where
the period length is an input parameter. At the beginning of each period, it assigns credits
to each application. For each request that an application schedules, it consumes a credit.
The amount of credits for each application is calculated based on the period length and
its throughput requirement. Each application takes a turn at exclusively accessing the
storage system until it runs out of credits or Courier switches to its latency-constrained
scheduling mode. Since an application may consume throughput service that exceeds its
throughput requirement, during its latency-constrained scheduling mode Courier keeps
track of the throughput service consumed by each application and when necessary reduces
the credits assigned to an application for the next period. In the long run, this prevents an
application from degrading another application’s throughput performance. Courier assumes
that throughput requirements are specified in I/O operations per second (IOPS). However,
some applications, such as scientific applications, demonstrate phases of execution [25]
that differ in terms of request sizes. Because storage systems usually take more time to
service large requests than small requests [35], using MB/s, rather than IOPS, as the unit of
throughput requirement better reflects an application’s actual storage service consumption.

2.4
2

How is 2TL Different?

TL differentiates itself from the schedulers discussed above in the six main ways:
1. Like Cake [40], Fahrrad [32], Frosting [41], Maestro [29], Courier [45], and Stonehenge [21], 2 TL provides both latency and absolute throughput guarantees. In contrast, most other schedulers in the literature provide either latency guarantees, such
as Façade [28], pClock [18], SARC+AVATAR [44], and SLEDS [9], or throughput
guarantees, such as FAIRIO [4], SFQ(D) [22], U-Shape [46], and YFQ [7].
2. The primary objective of performance-insulation schedulers is to minimize storage
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system performance degradation due to sharing. In addition, as is exemplified by
Argon [39] and Fahrrad [32], performance-insulation schedulers can be used to provide
performance guarantees. In contrast, 2 TL does not provide performance guarantees
through performance insulation, but if it did, this would require on-line evaluation of
an application’s I/O performance when it has exclusive access to the storage system,
which is not always possible. For example, deploying a new application into a storage
system would first require reserving the entire storage system for the new application
in order to measure its performance when it is the only application accessing the
storage system.
3. 2 TL provides percentile latency guarantees. Depending on an application’s performance requirement (e.g., the response time of a web application to browser requests),
application users may assign I/O latency requirements at various percentiles and, in
this case, providing average latency guarantees [28, 24, 29, 45] may not meet latency
requirements at high percentiles. On the other hand, providing latency guarantees at
the 100th percentile [21, 18] (i.e., ensuring that all requests are serviced before their
deadlines) is unnecessary and can be expensive.
4. To the best of our knowledge, 2 TL and Courier are the only I/O schedulers in the
literature that employ proactive scheduling to meet latency requirements. Existing latency-guarantee schedulers strive to meet latency requirements by reacting to
application latency performance. Some latency-bound applications, such as OLTP,
issue requests in bursts [29], which makes it difficult to meet their latency requirements at high percentiles through scheduling [40]. To address this challenge, 2 TL
and Courier avoid latency requirement violations by continuously adjusting scheduling parameters to adapt to dynamic application access characteristics and storage
system status. However, 2 TL, unlike Courier, is designed to meet latency requirements at high percentiles and takes disk queueing into consideration. In contrast,
Courier’s effectiveness in meeting latency requirements is measured using the average
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latencies experienced by the requests of latency-bound streams in a workload.
5. 2 TL provides overload priority, i.e., unlike other schedulers [18, 44, 21], it does not
assume a sufficiently provisioned storage system. When the performance capacity of
the storage system cannot simultaneously meet all of the performance requirements
of a workload (the storage system is overloaded), 2 TL gives priority to the highestpriority streams(s), with latency-bound streams being prioritized over throughputbound streams. Latency-bound streams are given priority since they interact with
end users [40, 13] and the satisfaction of latency requirements is crucial for user
satisfaction and, thus, enterprise revenue [20]. Although storage provisioning is a
well-studied area [1, 27, 33, 2, 3, 19, 38, 16], it is difficult to avoid overloading unless
application access characteristics are thoroughly understood or the storage system is
substantially over-provisioned. This is because storage system performance is highly
dependent on application access characteristics [40].
6. 2 TL considers request latency in the storage system, while some existing schedulers,
such as Courier [45], and pClock [18], do not.
Table 2.1 summarizes and compares the properties of the schedulers mentioned above.
As can be seen, 2 TL has the same properties as only two of the other schedulers, i.e.,
Frosting and Maestro. However, in contrast to Frosting and Maestro, 2 TL is designed to
provide latency guarantees at high percentiles, while providing throughput guarantees to
throughput-bound applications. In particular, 2 TL is able to do this when latency-bound
applications generate bursts of I/O requests and when the latencies experienced by the
requests vary over time.
First, consider 2 TL’s ability to provide latency guarantees to applications that generate
bursts of I/O requests. Any latency-bound application, such as a decision-support system
(DSS), online-transaction processing (OLTP), and mail hosting, has bursty access characteristics [17]. Failing to meet its latency requirement may lead to the loss of important
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information, such as transaction data. Unfortunately, meeting the performance requirements of latency- bound applications through I/O scheduling is known to be difficult [40].
Second, consider 2 TL’s ability to provide latency guarantees at high percentiles, e.g.,
from the 95th percentile to the 99th percentile. It is common for web applications to
demonstrate a “request fan-out” pattern [40], where a user request for the rendering of a
single page might spawn multiple, parallel I/O requests into the storage system. The overall
turnaround time of the user request is decided by the completion time of the I/O request
serviced last. Similarly, a database query may require multiple, parallel I/O accesses to
complete [11]. The turnaround time of a database query is decided by the completion time
of the I/O request serviced last. Because of the request fan-out pattern, a slight degradation
in the 99th percentile latency performance can dramatically increase the overall turnaround
time of the original user request [13, 40] (e.g., a web-service request or a database query)
and, in turn, may lead to user dissatisfaction [20, 34].
Unlike Maestro, which provides average latency guarantees, 2 TL is designed to meet
latency requirements at high percentiles. While Maestro and Cake strive to meet latency requirements by reacting to application latency requirement, 2 TL proactively adjusts
scheduling parameters to avoid violating the latency requirements of applications that have
bursty access characteristics. Due to the growing popularity of consolidated storage systems, it is common for a shared storage system to simultaneously service requests generated
by latency-bound and throughput-bound applications. Because the latency performance
of latency-bound applications is usually critical [20], while many throughput-bound applications are batch applications that run in the background [40], in cases when a storage
system cannot meet the performance requirements of all of the applications in a workload,
it gives priority to latency-bound applications over the throughput-bound applications.
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Table 2.1: Summary of I/O Schedulers
I/O Scheduler

2

TL

Throughput

Latency

Performance

Overload

Guarantee

Guarantee

Insulation

Priority

absolute

per-app latency

Argon

Y
Y

Cake

absolute

per-app latency

Courier

absolute

per-app latency

Facade

global latency

Fahrrad

absolute

per-app latency

FAIRIO

relative

Frosting

absolute

per-app latency

Y

Maestro

absolute

per-app latency

Y

pClock

per-app latency

SARC+AVATAR

per-app latency

SFQ(D)

Y

relative

SLEDS

per-app latency

Stonehenge

absolute

per-app latency

Triage

relative

per-app latency

U-Shape

absolute

YFQ

relative

Y
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Chapter 3
2TL I/O Scheduler
This chapter presents the 2 TL I/O scheduler, which provides latency guarantees and
throughput guarantees to I/O streams concurrently sharing a RAID storage system. As
mentioned in Chapter 1, an I/O stream is the granularity at which performance guarantees
are enforced by 2 TL. And, in this context, an I/O stream is defined as a sequence of I/O
requests issued by a process, a group of related processes, a virtual machine, or virtual
machines running on the same physical host. An I/O stream has either a throughput or a
latency requirement and, accordingly, is defined to be either throughput-bound or latencybound, respectively. The requests of a latency-bound stream are known as latency-bound
requests. Similarly, the requests of a throughput-bound stream are known as throughputbound requests. The methodology used by 2 TL to provide performance guarantees to
latency- and throughput-bound I/O streams is described in the sections of this chapter
as follows. Section 3.1 describes the convention used to specify the performance requirements of I/O streams. A general description of 2 TL is provided in Section 3.2, while the
algorithms employed by 2 TL to provide throughput and latency guarantees are described
in Sections 3.3 and 3.4, respectively. To aid in the reading of this dissertation, Table 3.2
summarizes the terminology introduced in this chapter.

3.1

I/O Performance Requirement Specifications

For schedulers that provide performance guarantees, the convention used to specify I/O
stream performance requirements needs to be stated clearly since there can be subtle differences in how this is done. For example, (a) throughput requirements are assumed to
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be specified in terms of I/O operations per second (IOPS) in Triage [24] and in terms of
MB/s in Maestro [29], and (b) latency requirements are assumed to be specified in terms
of average latency in Maestro [29] and in terms of percentile latency in Cake [40]. This
section presents 2 TL’s convention and the terminology used to specify the throughput or
latency requirement of an I/O stream.
In the context of 2 TL, a storage system that serves a given set of I/O streams is considered to be overloaded if it does not have the performance capacity to simultaneously meet
the performance requirements of all of the I/O streams; otherwise, the system is defined as
non-overloaded. To distinguish between different I/O streams each, I/O stream is denoted
by Streamx , where x is an alphanumeric character that is distinct for each I/O stream.
The throughput requirement of Streami , which is called the target throughput of Streami ,
is denoted by T putT argeti , and is specified in MB/s. Considering an I/O workload comprised of just throughput-bound I/O streams, 2 TL provides guaranteed throughput to an
I/O stream only during certain time intervals described in Section 3.3.3 and for such a time
interval, the average throughput is guaranteed to be at least as large as the I/O stream’s
target throughput if the storage system is non-overloaded. In an overloaded storage system
the throughput achieved by an I/O stream is proportional to its target throughput.
Next consider a workload comprised of latency-bound I/O streams. The latency requirement of Streamj is described by the tuple: < LatencyT argetj , P ercentileRankj >, where
LatencyT argetj is its end-to-end latency target in milliseconds (ms) and P ercentileRankj
is the percentage of requests of the stream that is required to have an end-to-end latency
less than or equal to LatencyT argetj , i.e., P ercentileRankj is the percentile rank of the
I/O stream’s latency target. For example, an I/O stream with a latency requirement of
< 10ms, 90% > requires at least 90% of its requests to be serviced with end-to-end latencies
less than or equal to 10ms. A request’s end-to-end latency is measured as the time when
the request arrives at the I/O driver to the time when it is serviced by the storage system
and, therefore, is the sum of the latencies at the I/O driver and in the storage system. In
a non-overloaded storage system with 2 TL each latency-bound I/O stream receives service
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such that a percentage of its requests equal to its specified percentile is serviced in time
less than or equal to its target latency. In contrast, in an overloaded storage system, there
are no guarantees of any kind.
Now consider an I/O workload comprised of both throughput-bound and latency-bound
I/O streams. When the storage system is non-overloaded every throughput-bound I/O
stream is guaranteed its target throughput and each latency-bound I/O stream is guaranteed to meet its specified latency requirement. In an overloaded storage system, latencybound I/O streams are prioritized over throughput-bound I/O streams and, therefore, 2 TL
attempts to satisfy the performance requirements of latency-bound I/O streams first and
the residual service is distributed among the throughput-bound I/O streams in proportion
to their target throughput. However, if the storage system is overloaded to the extent
that even the latency requirements of the latency-bound I/O streams cannot be met then
no storage service will be allocated to throughput-bound I/O streams. This is justified
by the fact that many latency-bound I/O streams are associated with interactive applications where the satisfaction of latency requirements is crucial for enterprise revenue [20]
and in contrast, many applications that comprise throughput-bound I/O streams are background tasks that are less performance-critical [40]. Table 3.1 provides a summary of the
performance guarantee provided by 2 TL.

3.2

2

TL I/O Scheduling Algorithm: Overview and Ter-

minology
Before we examine how 2 TL schedules requests, we need to understand the term scheduling
opportunity, which is defined as the occurrence of an event from a predefined set of events
that triggers the scheduling of one or more requests from the I/O driver into the storage
system. While 2 TL defines the order in which requests are scheduled into the storage system, the events that comprise a scheduling opportunity are defined by the I/O component
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where 2 TL is implemented. This dissertation assumes that 2 TL is implemented in an I/O
component, named Shim. The description of Shim can be found in Section 4.1.2. For
example, in Façade [28], pClock[18], and SARC+AVATAR [44] the occurrence of one of
the following two types of events is considered a scheduling opportunity: the arrival of a
request at the I/O driver and the completion of the servicing of a request by the storage
system. 2 TL scheduling opportunities are defined in the next paragraph. When there is a
scheduling opportunity, 2 TL schedules a request into the storage system. Also note that
while in some operating systems, I/O streams share a unified queue, in the implementation
of 2 TL, each I/O stream has its own FCFS-scheduled queue.
Assuming that the storage system is non-overloaded, 2 TL simultaneously provides latency guarantees and throughput guarantees to latency-bound and throughput-bound I/O
streams, respectively. Figure 3.1 shows a schematic diagram of 2 TL with two I/O streams,
Stream0 and Stream1 , each with its own FCFS-scheduled queue. When a request arrives
at the I/O driver, it is placed in the FCFS-scheduled queue of its I/O stream. A request
from one of these FCFS-scheduled queues is scheduled by 2 TL into the storage system
at every scheduling opportunity, which is defined as the fulfillment of the following two
conditions:
(a) A request receives the requested service at the storage system or a request arrives at
the I/O driver, and
(b) the number of requests in the storage system is less than its queue capacity, denoted
by QLength.
To control request scheduling and provide performance guarantees 2 TL uses three types of
data described below:
1. I/O stream performance requirements, which are the throughput requirement or the
latency requirement of each I/O stream: These are depicted as solid lines in Figure 3.1.
2. Monitored data comprised of: (a) the storage latency experienced by each request
of each latency-bound I/O stream and the stream’s access characteristics, i.e., its
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average request size and its average arrival rate; and (b) the occurrence of events
defined as scheduling opportunities, which as mentioned before are request arrival
and request completion: These are depicted as dash-dotted lines in Figure 3.1.
3. Derived data computed by 2 TL: These data are comprised of: (a) an estimated value
of the storage latency experienced by the requests of each latency-bound I/O stream,
which is updated every time a request from the I/O stream is serviced; (b) for each a
throughput-bound stream, the scheduling deadline of each request, which is computed
when the request arrives at the head of the stream’s FCFS-scheduled queue; and (c)
for each latency-bound stream, the scheduling deadline of each request, which is
updated every time a request of the stream is serviced at the storage system. These
derived data are depicted as dotted lines in Figure 3.1.
The crux of the 2 TL scheduling algorithm is in how it computes and uses the derived
data and these details are presented in Sections 3.3 and 3.4. The algorithm, itself, is
not presented until Section 3.4.5 because it would be difficult to understand without the
context provided by the preceding sections. Again, Table 3.2 summarizes the terminology
introduced in this chapter.

3.3

Throughput Guarantees

In this section we consider I/O workloads comprised of only throughput-bound I/O streams
with throughput targets, in MB/s, that are provided to 2 TL as input parameters. Requests
of I/O streams arrive at the I/O driver where they are placed in their respective queues
before being scheduled into the storage system by 2 TL. To meet throughput requirements,
2

TL allocates storage service to the streams proportional to their throughput requirements.

Proportional service allocation is achieved by dynamically deducing scheduling deadlines
and scheduling requests in the Earliest-deadline-first (EDF) order. Therefore, in this section, we call the queue of each throughput-bound stream an EDF queue. In Section 3.3.2,
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Figure 3.1: 2 TL Scheduling Algorithm
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we present three necessary conditions for the I/O stream throughput guarantees. The three
conditions specify requirements on the request arrival rate, the rate at which requests are
scheduled into the storage system, and the throughput realized, respectively. 2 TL controls
the scheduling of requests into the storage system; that mechanism is described in Section 3.3.3. Finally, a discussion of the factors influencing I/O throughput guarantees is
presented in Section 3.3.4.

3.3.1

Terminology

Several terms need to be defined to enable the description, analysis, and theoretical or
empirical demonstration of the effectiveness of 2 TL and that is what we do next. Most
2

TL I/O stream-specific metrics are assumed to be measured during one-second inter-

vals. For an I/O stream, Streami , the metrics ArrivalRate(t)i , ScheduledT put(t)i , and
RealizedT put(t)i are the volume of requests that arrived at the EDF queue, the volume
of requests scheduled into the storage system, and the volume of requests serviced, respectively, during the tth second. All three of them have the unit MB/s. As shown below,
these metrics are used to compute measurements over specified time intervals and in this
dissertation we use the notation < t0, t0 + T > to specify a time interval between t0 and
(t0 + T ) seconds. For example, consider the metric ArrivalRate(t)i that is measured every
second. We use it below to derive the aggregate arrival volume (of Streami ’s requests) and
the average arrival rate (of Streami ’s requests) for a given interval < t0, t0 + T > denoted
AggArrivalV ol(t0, t0 + T )i and AvgArrivalRate(t0, t0 + T )i , respectively.

(t=T )

AggArrivalV ol(t0, t0 + T )i =

X

i ArrivalRate(t0

+ t)

(t=1)

AvgArrivalRate(t0, t0 + T )i =

AggArrivalV ol(t0, t0 + T )i
T

The metrics AggScheduledV ol(t0, t0+T )i , AvgScheduledT put(t0, t0+T )i , AggRealizedV ol(t0, t0+
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T )i , and AvgRealizedT put(t0, t0+T )i , which correspond to ScheduledT put(t)i and RealizedT put(t)i
are derived similar to the way that the ArrivalRate metrics are derived above. In addition,
for ArrivalRate(t)i and ScheduledT put(t)i we define metrics for their minimum sustained
average value over a given interval < t0, t0 + T > as follows,
M inSusAvgArrivalRate(t0, t0 + T )i = min (i AvgArrivalRate(t0, t0 + T 1))
1≤T 1≤T

(3.1)
M inSusAvgScheduledT put(t0, t0 + T )i = min (AvgScheduledT put(t0, t0 + T 1)i )
1≤T 1≤T

(3.2)
Note that the unit of all aggregate metrics is MB and for all other metrics it is MB/s.
Several metrics quantifying time are crucial for the analysis and theoretical proofs related to 2 TL scheduling and are introduced next. The wall clock time is referred to as true
wall clock time and is denoted by truewall−clock . The time at which 2 TL was invoked is a
reference for all times related to 2 TL and we call it the reference time denoted tref erence .
The 2 TL wall clock time denoted by 2 tlwall−clock is time relative to the reference time and is
given by 2 tlwall−clock = truewall−clock − tref erence . At any given moment, the scheduler time,
tscheduler , refers to the 2 TL-assigned scheduling deadline of the latest scheduled request
and all deadlines are specified with respect to tref erence . For example, in Figure 3.2 the
scheduling deadline of the request at the head of the EDF queue of Stream0 is 10ms; this
means that its scheduling deadline is 10ms after 2 TL is invoked. In the situation depicted
in Figure 3.2, Stream0 ’s head request will be selected to be scheduled next since the head
request of Stream1 has a scheduling deadline of 11ms; accordingly, after that point in time
until the next request is scheduled, tscheduler = 10ms, which is the scheduling deadline of
Stream0 ’s head request. tscheduler might not be the same as the wall-clock time, twall−clock .
In an overloaded storage system, the scheduler is unable to always schedule requests prior
to their respective scheduling deadlines and, thus, tscheduler is less than 2 tlwall−clock . On the
other hand, in a non-overloaded storage system the scheduler can be expected to schedule
requests before or at their respective scheduling deadlines and, thus, tscheduler is greater
38

Queue of
Stream0

SchedulingDeadline0,head
= 10

being
scheduled

Queue of
Stream1

vs

EDF
Scheduling

SchedulingDeadline1,head
= 11

tscheduler=10

Figure 3.2: Scheduler Time.
than or equal to 2 tlwall−clock .
The remainder of this chapter describes how 2 TL computes and uses scheduling deadlines to schedule requests into the storage system with the goal of satisfying the performance
requirements of all I/O streams.

3.3.2

Conditions for I/O Stream Throughput

The throughput achieved by a throughput-bound I/O stream depends on three conditions
labeled C1, C2, and C3 described in this section.
We first present an intuitive explanation of condition C1 and the definition of an I/O
duration. To achieve the target throughput of an I/O stream during any time interval
< t0, t0 + T >, it is obvious that the stream needs to have a request arrival rate at least
as large as the throughput target. However, it is not necessary for the arrival rate to be as
large as the throughput target during every second of this time interval. An arrival rate
during a one-second sub interval in this time interval can be smaller than the throughput
target as long as other arrival rates at earlier one-second sub intervals in < t0, t0+T > make
up for the deficiency. For example, consider an illustrative 40-second duration < 10, 50 >.
Let the arrival rate of Streami in MB/s at time t be denoted by ArrivalRate(t)i . If the
arrival rate during every second in < 10, 23 > is larger than or equal to T putT argeti
and the arrival rate at the 24th second, i ArrivalRate(24), is less than T putT argeti , then
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Figure 3.3: Conditions for 2 TL’s Throughput Guarantees during a Time Interval < t0, t0+
T >
if AggArrivalV ol(10, 24)i ≥ ((24 − 10) ∗ T putT argeti ) then there is a sufficient volume
of requests in the EDF queue for 2 TL to schedule and possibly meet the application’s
throughput target. Such a time interval is called an I/O duration. However, in the above
example we did not take into consideration the requests that could potentially be in the
storage system at the beginning of the time interval t = 10 seconds (secs) and that is
captured in the following definition of an I/O duration. A time interval < t0, t0 + T 1 > is
called an I/O duration of Streami if
AggArrivalV ol(t0, t0 + T 1)i ≥ ((T 1 ∗ T putT argeti ) − (QLength ∗ M axReqSize)),
where QLength and M axReqSize are respectively the queue length or queue capacity of
the storage system and the maximum request size. Note that the definition of an I/O
duration uses the I/O stream’s throughput target and, therefore, the concept of an I/O
duration holds only for throughput-bound streams and not for latency-bound streams.
Finally, the three conditions for an I/O stream’s throughput guarantee during a time
interval < t0, t0+T > are expressed in terms of values of the metrics AggArrivalV ol(t0, t0+
T )i , AggScheduledV ol(t0, t0 + T )i , AggRealizedV ol(t0, t0 + T )i , and T putT argeti . The
conditions are depicted in Figure 3.3.
C1: < t0, t0 + T > is an I/O duration of Streami , i.e., AggArrivalV ol(t0, t0 + T )i ≥
((T ∗ T putT argeti ) − (QLength ∗ M axReqSize)).
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C2: During < t0, t0+T >, the I/O driver must schedule Streami ’s requests at a throughput
that is high enough to consume sufficient storage throughput capacity. Otherwise, the I/O
driver will become a performance bottleneck. More specifically, the aggregate scheduled
volume during the I/O duration along with the volume of requests that could potentially
already be in the storage system must be at least as large as the product of T , the length
of the time interval, and the throughput target, i.e.,
AggScheduledV ol(t0, t0 + T )i ≥ ((T ∗ T putT argeti ) − (QLength ∗ M axReqSize))
C3: During < t0, t0 + T >, the storage system must service Streami ’s requests at a
throughput at least as large as the sum of Streami ’s average scheduled throughput and
(QLength ∗ M axReqSize)/T ., i.e.,
AggRealizedV ol(t0, t0 + T )i ≥ AggScheduledV ol(t0, t0 + T )i + (QLength ∗ M axReqSize).
Although, C1 and C2 are each a necessary condition when C1 and C2 are combined
with C3, the three together, become a sufficient condition for an I/O stream’s throughput
guarantee. Whether or not a given time interval is an I/O duration and therefore condition
C1 is satisfied is determined solely by the request arrival rate. However, given that a
time interval < t0, t0 + T > is an I/O duration and that the storage system is sufficiently
provisioned, 2 TL is designed to ensure that condition C2 is satisfied via computing and
scheduling according to appropriate scheduling deadlines. This is described in Section 3.3.3.

Table 3.2: 2 TL Terminology
I/O streams
T putT argeti

Throughput target (in MB/s) of Streami

ArrivalRate(t)i

The volume (in MB) of requests arrived at
the I/O driver during the tth second
Continued on next page
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Table 3.2 – continued from previous page
AggArrivalV ol(t0, t0 + T )i

Aggregate size (in MB) of all requests of
Streami that arrived at the I/O driver during the interval < t0, t0 + T >

AvgArrivalRate(t0, t0 + T )i

Request arrival rate (in MB/s) during the
time interval < t0, t0 + T > averaged over
T , the length of the interval

M inSusAvgArrivalRate(t0, t0 + T )i

Minimum sustained arrival rate (in MB/s) of
Streami during the time interval < t0, t0 +
T > defined by Equation (3.1)

ScheduledT put(t)i

The volume (in MB) of requests scheduled
into the storage system during the tth second

AggScheduledV ol(t0, t0 + T )i

Aggregate size (in MB) of all requests of
Streami scheduled into the storage system
during the interval < t0, t0 + T >

AvgScheduledT put(t0, t0 + T )i

Request scheduled throughput (in MB/s)
during the time interval < t0, t0 + T > averaged over T , the length of the interval

M inSusAvgScheduledT put(t0, t0 +

Minimum sustained scheduled throughput

T )i

(in MB/s) of Streami during the time interval < t0, t0 + T > defined by Equation
(3.2)

RealizedT put(t)i

The volume (in MB) of requests serviced by
the storage system during the tth second

AggRealizedV ol(t0, t0 + T )i

Aggregate size (in MB) of all requests of
Streami serviced by the storage system during the interval < t0, t0 + T >
Continued on next page
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Table 3.2 – continued from previous page
AvgRealizedT put(t0, t0 + T )i

Request service throughput (in MB/s) during the time interval < t0, t0+T > averaged
over T , the length of the interval

LatencyT argeti

Latency target (in ms) of Streami . It is measured as the time when a request arrives at
the I/O driver to the time when it is serviced
by the storage system

P ercentileRanki

Percentile rank of the latency target of
Streami

StorLatT hresholdi

Storage latency threshold of Streami

i I/O

Length of an I/O duration of Streami

durationk

Requests
Sizei,α

The size of Requesti,α

P osition(Requesti,α )

The position of Requesti,α in its EDF queue

SchedulingDeadlinei,α

2

TL scheduling deadline of Requesti,α when

it is at the head of a EDF queue
2
2

tlwall−clock

tscheduler

TL Scheduler
Elapsed time since 2 TL is invoked
2

TL-assigned scheduling deadline of the lat-

est scheduled request
truewall−clock

True wall-clock time

tref erence

The time at which 2 TL was invoked. It is a
reference for all times related to 2 TL.
Storage System

QLength

Queue length or queue capacity of the storage system
Continued on next page
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Table 3.2 – continued from previous page
M axReqSize

3.3.3
2

Maximum request size of the storage system

Providing Sufficient Scheduled Throughput

TL controls scheduled throughput via computing and scheduling requests based on appro-

priate scheduling deadlines. There are two types of events that trigger the assignment of
deadlines by 2 TL: (1) the arrival of a request into an empty queue and (2) the scheduling
of a request from a queue, if the scheduled request was not the only request in the queue.
Both these events place a new request at the head of the queue and 2 TL computes the
scheduling deadline of that request. As shown below, 2 TL computes the scheduling deadline based on the I/O Stream’s throughput target and the size of the request. If at time t,
a request, Requesti,α , of a throughput-bound stream, Streami , becomes the head request.
2

TL computes its deadline, based on Equation (3.3).
SchedulingDeadlinei,α = t +

Sizei,α
T putT argeti

(3.3)

where Sizei,α is the size of Requesti,α . Observe that the scheduling deadline of a request
is computed in a memory-less and load-unaware fashion. It is memory less in the sense
that in computing the scheduling deadline of a request 2 TL does not use any information
acquired by direct monitoring or deduced from historic performance data of the requests
of the I/O stream. It is load-unaware in the sense that in computing the deadline of a
request 2 TL does not consider the number of requests pending in the EDF queue. In contrast, as described in Section 3.4, the process of computing 2 TL scheduling deadlines for
requests of a latency-bound I/O stream is load-aware and not memory less. Assuming
that the request is scheduled at its scheduling deadline, SchedulingDeadlinei,α , Equation (3.4) gives the average scheduled throughput of Streami during the time interval
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Figure 3.4: Minimum Sustained Arrival Rate.
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20+T1

< t, SchedulingDeadlinei,α > during which Requesti,α was at the head of the EDF queue.
AvgScheduledT put(t, SchedulingDeadlinei,α )i =

Sizei,α
SchedulingDeadlinei,α − t

(3.4)

From Equation (3.3), it is clear that the smaller the difference between SchedulingDeadlinei,α
and t (i.e., the sooner the scheduling deadline of the request), the larger the average
scheduled throughput. In Equation (3.4) substituting for RecmSchDeadlinei,α from Equation (3.3), we get AvgScheduledT put(t, SchedulingDeadlinei,α ) = T putT argeti . If during < t0, t0 + T > the head request is always scheduled at the scheduling deadline then
AvgScheduledT put(t0, t0+T )i will be equal to the stream’s throughput target, T putT argeti .
Thus, if all requests of Streami are scheduled at or before (after) their scheduling deadlines,
then Streami ’s average scheduled throughput will be larger (smaller) than its throughput
target.

3.3.4

Factors Affecting I/O Stream Throughput

The throughput achieved by an I/O stream is determined by the following three factors:
rate and pattern in which the requests of the I/O stream arrive at the I/O driver, scheduling
of requests into the storage system, the amount of service received at the storage system,
which translates to the realized throughput of the I/O stream. Note that 2 TL has control
over request scheduling, which is only one of the above mentioned three factors and therefore, in reality, there is always a degree of uncertainty about the final outcome, which is
the throughput achieved by the I/O stream. In this subsection we discuss aspects of the
three factors that influence the throughput performance of the I/O stream and enumerate
factors that favor I/O stream throughput guarantee.
Arrival Rate
The arrival rate and pattern of requests of an I/O stream may vary over time. Examples
of such I/O streams are those that are comprised of requests from a scientific application
whose I/O activity depends on the phases of the application execution [46]. For a given
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I/O stream, the length of I/O durations and the time interval between them are dependent
on the nature of the applications and their dynamic execution.

2

TL does not make any

assumptions about the length of I/O durations and the time that separates them. Note
that although condition C1 presents a lower bound on the volume of requests in the EDF
queue during the I/O duration it does not state anything about how these request arrivals
need to be distributed over the time interval. Consider a scenario in which for a given I/O
stream during an I/O duration < t0, t0 + T > the entire volume of requests stipulated by
condition C1 arrives all at once during the last second of < t0, t0 + T >. Although, in
this scenario, the necessary condition C1 is satisfied, it is highly improbable, that the I/O
stream will achieve the target throughput during this I/O duration. In this scenario, since
the EDF queue of the I/O stream is empty during < t0, t0 + T − 1 > 2 TL does not have
any requests to schedule. At t0 + T second the stipulated volume of requests arrive all at
once and whether the requests can all be scheduled into the storage system and whether
they can all be serviced by the storage system within that second depends on the storage
latency and the load being offered by the other I/O streams. The uncertainty associated
with such situations can be eliminated if the request arrival pattern for I/O streams is
such 2 TL is able to schedule requests at a pace that is evenly spread out over the I/O
duration < t0, t0 + T >. This is possible if for each I/O stream Streami , for every I/O
duration < t0, t0 + T >, M inSusAvgArrivalRate(t0, t0 + T )i ≥ T putT argeti . Let’s call
this Condition C4. Although, C4 is neither a necessary condition nor a sufficient condition
for fulfillment of Streami ’s throughput guarantee, intuitively it is more likely that the
throughput guarantee of the stream is met if condition C4 is satisfied by all I/O durations
of all streams and the storage system is non-overloaded. To understand how this works
we need to explore the idea of M inSusAvgArrivalRate(t0, t0 + T )i defined as follows in
Section 3.2.
M inSusAvgArrivalRate(t0, t0 + T )i = min (AvgArrivalRate(t0, t0 + T 1)i )
1≤T 1≤T

47

Since M inSusAvgArrivalRate(t0, t0+T )i is the minimum of AvgArrivalRate(t0, t0+T 1)i
for all T 1 such that (1 ≤ T 1 ≤ T ), it gives us the uniform rate at which the EDF queue
can be drained such that the queue will never be empty during < t0, t0 + T − 1 >. If
M inSusAvgArrivalRate(t0, t0 + T )i is larger than or equal to T putT argeti it means that
during < t0, t0 + T > 2 TL can schedule requests of the stream into the storage system at
the rate T putT argeti and be assured that the request arrival is such that the EDF queue
will not be empty during < t0, t0 + T − 1 >.
Figure 3.4 presents an example scenario of two time intervals of the same length during
which the same volume of requests arrive at the EDF queue but due to differences in
the timing of the request arrivals the minimum sustained average arrival rates of the two
intervals are different. The figure illustrates the average request arrival rate for two sets of
four one-Mbyte requests of a stream arriving at the I/O driver during two time intervals of
the same duration T 1= 5 secs, < 10, 10+T 1 > and < 20, 20+T 1 >. The volume of requests
that arrive during each of these intervals are the same, 4 MB, and given that the throughput
target of Streami is 0.5 MB/s , AggArrivalV ol(10, 10+T 1)i = AggArrivalV ol(20, 20+T 1)i
= 4 MB, which is larger than 5*0.5 = 2.5 MB and therefore both < 10, 10 + T 1 > and
< 20, 20 + T 1 > are I/O durations. However, the minimum sustained average arrival rates
in the two intervals differ due to the way the request arrivals are distributed over time.
During < 10, 10 + T 1 > most requests arrive at the first half of the time interval and the
minimum sustained arrival rate is 0.6 MB/s. On the other hand, during < 20, 20 + T 1 >
most requests arrive at the second half of the time interval and the minimum sustained
arrival rate is 0.33 MB/s. Thus, M inSusAvgArrivalRate(10, 10 + T 1)i is larger than or
equal to T putT argeti whereas M inSusAvgArrivalRate(20, 20 + T 1)i is not.
Scheduled Throughput
In a non-overloaded storage system, during an I/O duration of Streami , as explained in
Section 3.3 2 TL is designed to satisfy Condition C2 by dynamically deducing and using
appropriate request deadlines. Similar to Condition C4 for arrival rates of I/O streams we
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can define Condition C5 for scheduling throughputs as follows: If each I/O stream Streami
has M inSusAvgScheduledT put(t0, t0 + T )i ≥ T putT argeti then Condition C5 is said to
be satisfied during the time interval < t0, t0 + T >. Using the same explanation that was
used to describe the utility of Condition C4, given that Condition C4 is satisfied in the time
interval and that the storage system is non-overloaded, it is more likely that the throughput
requirement of every I/O stream will be met if Condition C5 is met rather than when just
Condition C2 is satisfied for each I/O stream. This new condition implies that, to avoid the
I/O driver from becoming the bottleneck of throughput guarantees, the scheduler should
not delay the scheduling of requests but should strive to schedule them in a timely fashion.
Note that, as is the case with Condition C4, C5 is neither a necessary condition nor a
sufficient condition for throughput guarantee of streams of the I/O workload.
Achieved Throughput
For a given I/O stream, Streami , and a time interval < t0, t0 + T > even when Conditions
C1 and C2 are satisfied, Condition C3 may not be met because there is non-determinism
in the working of storage system and in that sense it is a ’gray box’. Although, we have
some information about how the storage system might perform we certainly do not have
a complete understanding or control of the processes in the storage system. The storage
system has a queue with an upper bound on the length given by QLength, into which
the scheduled requests are placed before they are serviced. In particular when requests
from different I/O streams are scheduled into the storage system during a given interval
< t0, t0+T >, it is not possible to control which of these get serviced and which ones don’t.
The maximum number of requests that can remain in the storage system at any time is
bounded by QLength and thus the volume of requests pending in the storage system is
bounded by (QLength ∗ M axReqSize), where M axReqSize is the upper bound on the
request size. This is a reasonable assumption because RAID storage systems have limits
on queue capacity and request size [8]. For an I/O stream, Streami , assuming that every
request of the stream is scheduled by 2 TL at its scheduling deadline, consider the bounds
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on the volume, AggRealizedV ol(t0, t0 + T )i , of requests serviced during an I/O duration
< t0, t0 + T >. The largest value that AggRealizedV ol(t0, t0 + T )i can potentially have is
(T ∗ T putT argeti + (QLength ∗ M axReqSize)) and this happens if (a) At the beginning
of the I/O duration < t0, t0 + T >, i.e., at time t0, every requests in the storage system
belongs to Streami and has a size equal to M axReqSize. (b) At the end of the I/O
duration < t0, t0 + T >, i.e., at time t0 + T , there are no requests of Streami in the storage
system. Likewise, the smallest value that AggRealizedV ol(t0, t0 + T )i can potentially have
is (T ∗ T putT argeti − (QLength ∗ M axReqSize)) and this happens if (a) At the beginning
of the I/O duration < t0, t0 + T >, i.e., at time t0, there are no requests of Streami in the
storage system. (b) At the end of the I/O duration < t0, t0+T >, i.e., at time t0+T , every
requests in the storage system belongs to Streami and is of size equal to M axReqSize.
Thus,
(T ∗ T putT argeti − (QLength ∗ M axReqSize))
≤ AggRealizedV ol(t0, t0 + T )i
≤ (T ∗ T putT argeti + (QLength ∗ M axReqSize))

(3.5)

From (3.5) one can deduce that,
(a) The smaller the QLength and M axReqSize the tighter are the bounds for the throughput realized during the I/O duration. This increases the likelihood of the realized
throughput being equal to the target throughput. For large-scale storage systems that
have large queue capacities, QLength, this could be a problem. For example, the queue
capacity of a RAID controller can range from 1 to 256 [10]. Small QLength could also
lead to performance problems because in a disk that uses SSF algorithm the throughput performance can be maximized by having a queue with a large capacity. These
facts need to be factored into the analysis to determine the optimum queue length.
(b) Larger the length of the I/O duration, T , the smaller will be the relative contribution
of the uncertainty due to the pending requests.
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Thus, having a limited queue capacity in the RAID system, having a long I/O duration,
and having limited request sizes favor the I/O stream’s throughput guarantee.

3.4

Latency Guarantees

This section explains how 2 TL meets the performance requirements of the latency-bound
streams in a workload and presents the 2 TL scheduling algorithm. The performance requirement of each latency-bound stream, Streami , is expressed as < LatencyT argeti , P ercentileRanki >,
where LatencyT argeti and P ercentileRanki are the latency target of Streami and a percentile rank, respectively. To meet the latency requirement of Streami , the percentage of
Streami requests with end-to-end latencies that do not exceed the LatencyT argeti must
be at least P ercentileRanki . As shown in Figure 3.5, the end-to-end latency of a request
is the sum of its latency in the Shim, Shim Latency, and its latency in the storage system,
Request Storage Latency. 2 TL provides a latency guarantee for an I/O stream by attempting to control the Shim Latencies of its requests so that for a majority of them (where
the magnitude of “majority” is specified by the percentile rank), the sum of a request’s
Shim Latency and its stream’s estimated Request Storage Latency is not larger than the
stream’s target latency. As a result, the efficacy of 2 TL in doing so depends on the effectiveness of controlling the Shim Latencies and the accuracy of the estimated Request
Storage Latencies.
This section is comprised of five parts. Section 3.4.1 describes the two conditions that
are necessary in order for 2 TL to provide latency guarantees. The basic algorithm employed
by 2 TL for providing latency guarantees is presented in Section 3.4.2. Section 3.4.3 discusses
the challenges of providing latency guarantees, namely Request Storage Latency variations
and bursty access characteristics, while Sections 3.4.4 and 3.4.5 describe how 2 TL addresses
these two challenges, respectively. Given the necessary information to understand the
2

TL scheduling algorithm, which was presented in the first four sections of this chapter,

Section 4.5 present the algorithm, itself.
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Figure 3.5: End-to-end Request Latency: Sum of Latencies in the Shim and Storage System.

3.4.1
2

Conditions for I/O Stream Latency Guarantees

TL can provide performance guarantees to the latency-bound streams in a workload if the

following conditions on the behavior of the streams are simultaneously met. And, when
they are, in this dissertation, we say that it is possible to provide latency guarantees.
1. The request arrival rate (in IOPS) of each latency-bound stream does not exceed the
rate at which the storage system services its requests, i.e., the request service rate.
Otherwise, the number of the stream’s pending requests in the I/O hierarchy (i.e.,
the Shim and storage system combined) will keep increasing, as will the end-to-end
latencies of the requests.
2. The number of pending requests in the I/O hierarchy of each latency-bound stream
is not so large that the end-to-end latencies of its requests exceed its latency target.
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3.4.2

Basic Algorithm

To meet the percentile latency requirements of a workload, 2 TL endeavors to limit the
percentage of each latency-bound stream’s requests that expire in the storage system. A
request of a stream expires when it is not serviced before the stream’s latency target.
To meet a stream’s percentile latency requirement, the percentage of its requests that may
expire is equal to 100% minus its percentile latency requirement. For example, if a stream’s
percentile latency requirement is 98%, 2 TL endeavors to limit the percentage of its requests
that expire in the storage system to 2%.
To accomplish this, for each latency-bound I/O stream, 2 TL monitors and records
the storage latency of a user-defined number of recently-serviced requests and constructs
the cumulative distribution function (CDF) of the stream’s Request Storage Latencies.
Figure 3.6 shows an example of such a CDF. If the percentile rank of the stream is x, then its
RequestStorageLatencyT hreshold is the value of the Request Storage Latency at the xth
percentile in the CDF. To ensure that x% of requests are serviced before they expire, when
scheduling requests, 2 TL strives to ensure that the slack of each request (i.e., the remaining
time before it expires) is at least as long as its Request Storage Latency Threshold. 2 TL
does this by computing the SchedulingDeadline of each request of Streami , Requesti,α ,
as shown in Equation 3.6, where SchedulingDeadlinei,α and ServiceDeadlinei,α are the
scheduling and service deadlines of Requesti,α , respectively, and StorLatT hresholdi is the
Request Storage Latency Threshold of Streami .

SchedulingDeadlinei,α = ServiceDeadlinei,α − StorLatT hresholdi,α

(3.6)

If the scheduling deadlines of Streami ’s requests are met, i.e., by scheduling them at or
before their scheduling deadlines, when scheduled, the remaining time before they expire is at least as long as Streami ’s Request Storage Latency Threshold. 2 TL’s objective
is to have the percentage of Streami ’s requests that meet its latency target be at least
P ercentileRanki . In this case, the latency requirement of Streami is met. Note that, the
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Figure 3.6: Estimating an I/O Stream’s Request Storage Latency Threshold.
CDF of each latency-bound stream is updated every time a request of the stream is serviced
at the storage system. When the CDF of a stream changes, its Request Storage Latency
Threshold and the scheduling deadlines of its requests are updated accordingly.

3.4.3

Challenges

There are two challenges in meeting latency requirements, namely (1) Request Storage
Latency fluctuation and (2) burst access characteristics. The request storage latencies of
a stream vary widely over time on shared storage systems due to resource contention [14].
Variations in request storage latencies may cause 2 TL to be unable to meet the latency
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requirement of a stream. For example, some latency-bound I/O streams have bursty access
characteristics, such as OLTP [29], which make it difficult for an I/O scheduler to meet
their latency requirements. When a stream issues a burst of requests, its number of requests
in the Shim increases, as does their Shim Latencies. Sections 3.4.4 and 3.4.5 discuss how
we address these challenges, respectively.

3.4.4

Reactive Adaptive Scheduling to Address Request Storage
Latency Variations

To overcome variations in the latencies of the requests of a stream, 2 TL dynamically adjusts
their scheduling deadlines. As the storage latencies of the requests of Streami increase, 2 TL
strives to schedule them earlier to overcome prolonged request storage latencies. Figure 3.7
presents an example of this situation. CDF-0 is the original cumulative distribution function
(CDF) of Streami ’s request storage latencies. As the storage latencies of its requests
increase, Streami ’s CDF-0 shifts right and becomes CDF-1. As a result, the Request
Storage Latency Threshold of Streami increases. Accordingly, as shown by Equation 3.6,
2

TL decreases the scheduling deadlines of the pending requests of Streami . To meet these

earlier scheduling deadlines, 2 TL increases the scheduling rate of Streami ’s requests.

3.4.5

Proactive Adaptive Scheduling to Address Request Bursts

To avoid violating latency requirements due to request bursts, when Streami issues a
request burst (the requests of which become pending requests in Streami ’s queue), 2 TL
proactively speeds up the scheduling of Streami ’s requests to meet the scheduling deadlines
of the requests in the burst. As shown in Figure 3.8, in order to meet the scheduling
deadlines of such requests, 2 TL’s scheduling rate must increase to a rate that is relatively
high in comparison to the rate it was scheduling latency-bound requests prior to the arrival
of the request burst. This is accomplished by using every scheduling opportunity to schedule
a request of Streami or any other latency-bound stream that includes pending requests of
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Figure 3.7: Request Storage Latency Threshold Increases with Request Storage Latencies.
bursts that may be in danger missing stream latency requirements. However, if the storage
system is unable to service Streami ’s requests fast enough, 2 TL will not be able to meet
the scheduling deadlines of Streami ’s requests that arrive in bursts. (Recall that the Shim
limits the number of pending requests in the storage system (see Section 4.1.2) and, thus,
the request scheduling rate in the Shim is limited by the request service rate in the storage
system.)
As depicted in Figure 3.8, to prevent such a situation from happening, which in turn
could cause possible violations of stream latency requirements, 2 TL attempts to push more
requests into the storage system before the burst(s) must be scheduled. This is done
by scheduling the leading requests in Streami ’s queue, i.e., the head request and those
between the head request and the requests of the burst, prior to their scheduling deadlines.
This increases the time by which the requests in the burst (the trailing requests) must be
scheduled and, thus, can prevent violations of stream latency requirements.
Next we discuss how 2 TL determines if it is necessary to schedule requests prior to their
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Figure 3.8: Schedule Leading Requests Early to Meet All Scheduling Deadlines.
scheduling deadlines and, if so, when. At every scheduling opportunity (i.e., when there
is room in the storage system and there is at least one pending request in the Shim), 2 TL
schedules a request into the storage system following the following general algorithm:
1. If the head request of the queue of a latency-bound stream will miss its Scheduling
Deadline if not scheduled immediately, then schedule that request. If there is more
than one queue in this situation, then schedule the head request of the queue of the
stream with the highest priority.
2. Else, if there is a request pending (not the head request) in the queue of a latencybound stream that will miss its Scheduling Deadline if scheduling of its stream’s
requests is not accelerated, then schedule the head request of that queue. If there is
more than one queue in this situation, then schedule the head request of the queue of
the stream with the highest priority. We refer to such streams as those that require
immediate scheduling. And, below, we describe how 2 TL knows that a stream requires
immediate scheduling.
3. Else, if there are pending requests in the queues of throughput-bound streams, sched57

ule the one with the earliest deadline.
4. Else, if there are pending requests in the queues of latency-bound streams, schedule
the one with the earliest Scheduling Deadline. If there is more than one head request
with the earliest Scheduling Deadline, schedule the one in the queue of the stream
with the highest priority.
5. Else, no request is scheduled.
It is important to note that in step 1 of this algorithm that 2 TL is looking for “any” pending
request that is in danger of missing its Scheduling Deadline. This is because 2 TL takes a
proactive, yet procrastinating, approach to request scheduling in order to meet the scheduling deadlines of requests in a burst. It proactively schedules requests of a latency-bound
stream prior to their scheduling deadlines in order to be able to schedule the requests of a
burst by their scheduling deadlines and, thus, avoid missing the stream’s latency requirement. Yet, it procrastinates scheduling the head request of a stream unless this request
may miss its Scheduling Deadline. For example, when Streami issues a request burst, assume that these pending requests are located in Streami ’s queue behind a number of other
previously issued requests (the leading requests in the queue, which includes the head request). In this case, if 2 TL does not schedule the head request of Streami immediately, but
rather at the next scheduling opportunity, the head request may still meet its Scheduling
Deadline; however, the requests in the burst may not. If the latter is true, 2 TL proactively
schedules the head request immediately.
At successive scheduling opportunities, one might assume that 2 TL would continue to
service this stream until it scheduled the burst. However, at each scheduling opportunity,
2

TL must reevaluate the situation for three reasons: (1) the scheduling of some of the

leading requests in the stream’s queue may have alleviated “the pressure”, i.e., now the
requests in the burst are not in danger of expiring in the Shim; (2) now a higher-priority
latency-bound stream may also require immediate scheduling and, thus, its head request
must be scheduled at the next scheduling opportunity; or (3) the scheduling of some of the
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leading requests in the queues of all of the latency-bound streams that required immediate
scheduling may have alleviated “the pressure” on the requests in the bursts pending in the
streams’ queues, i.e., now the requests in the burst(s) are not in danger of expiring in the
Shim.
If the first case is true, then as long as there is only one stream that requires immediate
scheduling, there is no danger associated with scheduling a throughput-bound request. But,
note that, right after scheduling it, the queue may require immediate scheduling again. If
the second case is true, 2 TL may “bounce” from one stream to another, scheduling requests
in a set of latency-bound streams that require immediate scheduling. And, if the third
case is true, as mentioned when discussing the first case, at this point there is no danger
associated with scheduling a throughput-bound request; however, right after scheduling it,
the queue may require immediate scheduling again.
When 2 TL is able to service a throughput-bound request, i.e., if there are no latencybound requests that must be scheduled during a scheduling opportunity, then it schedules
the one with the earliest deadline. But, if there are no throughput-bound requests pending
in the Shim, then 2 TL schedules the head request from a latency-bound stream with pending
requests’ if there is more than one, then it services the stream with the highest priority.
When 2 TL services one or more latency-bound streams that require immediate scheduling, without servicing any throughput-bound streams, the rate at which it is scheduling
latency-bound requests is called the Exclusive Scheduling Rate of Latency-bound Requests.
The faster this scheduling rate, the earlier the latency-bound requests in the streams that
require immediate scheduling are scheduled.
Next, we describe how 2 TL determines when each latency-bound stream requires immediate scheduling. For this purpose, 2 TL estimates and assigns to each pending request
in every latency-bound stream a Scheduling Timestamp. If the Scheduling Timestamp of
any pending request in a stream is larger than the request’s Scheduling Deadline, then the
head request of the stream’s queue requires immediate scheduling, i.e., at the next possible
scheduling opportunity.
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As we explain below, to estimate a request’s Scheduling Timestamp, 2 TL must estimate
the Exclusive Scheduling Rate of Latency-bound Requests since this scheduling rate is not
a parameter within the control of 2 TL. As 2 TL increases the rate at which it is scheduling
latency-bound requests, that rate may be throttled, at least temporarily, if it is larger
than the rate at which the storage system can service the requests. As mentioned earlier,
this is because the number of pending requests in the storage system is limited and the
scheduling rate of the Shim is limited by the request service rate in the storage system.
The remainder of this section discusses (1) how 2 TL estimates the scheduling timestamps
of latency- bound streams and (2) how 2 TL estimates the Exclusive Scheduling Rate of
Latency-bound Requests.
Estimation of Scheduling Timestamps
To determine if a latency-bound stream requires immediate scheduling, 2 TL estimates
the scheduling timestamps of each stream’s pending requests using Equation 3.7. Assume that Streami is such a stream and the timestamp of Requesti,α is denoted by
SchedulingStampi,α . Using Equation 3.7, SchedulingStampi,α is estimated based on the
number of pending requests in front of Requesti,α in Streami ’s FIFO queue in the Shim,
denoted by P endingi,α , and the estimated scheduling rate (IOPS) of Streami ’requests when
the scheduler next exclusively schedules Streami ’s requests, denoted by EstSchedulingRatei .
SchedulingStampi,α = tnext−opport +

shim P endingi,α

EstSchedulingRatei

(3.7)

Next we explain how 2 TL computes tnext−opport , which is the time at which the next
scheduling opportunity occurs, and EstSchedulingRatei . The timestamp of the next
scheduling opportunity, tnext−opport , is calculated using Equation 3.8, where twall−clock and
shim SchedulingRate

are the wall-clock time and the current total scheduling rate (IOPS)

of all queues in the Shim.
tnext−opport = twall−clock +
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1
shim SchedulingRate

(3.8)

To estimate EstSchedulingRatei , we assume that the latency-bound streams equally share
the request scheduling rate when 2 TL next exclusively schedules latency-bound requests.
Although this results in a rough estimate, it is a conservative estimate since it assumes
that all latency-bound streams will require immediate scheduling. A conservative estimate
is desirable as an over-estimated scheduling rate may lead to latency requirement violations. The estimated scheduling rate of Streami ’s requests is calculated using Equation 3.9.
latency EstSchedulingRate

is the estimated scheduling rate (in IOPS) when the scheduler

next exclusively schedules latency-bound requests from different streams.

nr LatencyBound

is the number of latency-bound streams in the workload.
EstSchedulingRatei =
Next, we describe how we estimate

latency EstSchedulingRate
nr LatencyBound

latency EstSchedulingRate,

(3.9)

i.e., how 2 TL estimates the

scheduling rate when it next exclusively schedules latency-bound requests from one or more
streams.
Estimation of Exclusive Scheduling Rate of Latency-Bound Requests
To determine if there are one or more latency-bound streams in a workload that require
immediate scheduling, 2 TL must predict the scheduling rate (in IOPS) of each latencybound stream in the workload when it next will exclusively schedule latency-bound requests.
2

TL uses one of two prediction strategies for this purpose, which is selected by a 2 TL

parameter. The first assumes a simple strategy, i.e., that the scheduling rate does not
change when 2 TL switches to exclusively schedule latency-bound streams; while the second,
which assumes that it does change, employs a prediction model to estimate the exclusive
scheduling rate.
Strategy 1 : Using this simple strategy, 2 TL sets the Exclusive Scheduling Rate of
Latency-bound Requests to the current scheduling rate, i.e., the one it has been using
to schedule the requests of all the streams in the workload during a number of recent onesecond intervals, where the number of intervals is a user-specified parameter. Analogously,
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a stream’s current scheduling rate is the scheduling rate it has been using to schedule its
requests during the same number of recent one-second intervals. Since 2 TL does not schedule latency-bound requests until there are some that may, otherwise, miss their scheduling
deadlines, latency-bound requests are often scheduled in groups of multiple requests, or
in bursts. When switching to exclusively schedule a group of latency-bound requests of
a stream, 2 TL may schedule the requests of the stream at a rate that is lower than the
stream’s current scheduling rate. This is because latency-bound streams usually have poor
spatial locality of reference [12], which may lead to a lower request service rate. In addition, since the Shim limits the number of pending requests in the storage system, the
request scheduling rate may be throttled due to it being limited by the request service rate.
Accordingly, using this strategy may cause 2 TL to over-estimate the Exclusive Scheduling
Rate of Latency-bound Requests and fail to fulfill latency requirements.
Strategy 2 : This strategy, which is more complex, is based on the scheduling rate history. The prediction is made based on the observation that whenever 2 TL schedules bursts
of latency-bound requests, i.e., groups of requests of any number, the burst scheduling rates
are similar. Given this observation, we use the scheduling rates of recent bursts to estimate
the scheduling rate of the next burst. There are two parameters that are needed to make
such a prediction: history size and the estimation model. History size indicates the scheduling rates of a specified number of the most recent bursts that will be used to estimate the
Exclusive Scheduling Rate of Latency-Bound Requests. Note that for simplicity, the strategy does not consider burst size. In terms of the estimation model, we use a rudimentary
moving-percentile model that takes a user-specified percentile of the scheduling rate history
to obtain the estimate. This history size and percentile of the moving percentile model are
used in the evaluation of 2 TL; they are presented in Section 4.5. Although we could use a
more sophisticated estimation model, which is left for future work, our experimental results
show that using our moving-percentile model does not hinder the ability of 2 TL to provide
latency guarantees.
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Table 3.1: Summary of 2 TL Performance Guarantee
Constituent of I/O Workload
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Chapter 4
Experimental Methodology
The performance of 2 TL is assessed using simulations conducted on an enhanced version
of DiskSim 4.0 [8]. In this chapter we describe the enhancements that we implemented in
Section 4.1 and the simulated I/O subsystem that is used in our experiments in Section 4.2.
Ideally, we would compare 2 TL with an existing scheduler in the literature. However,
limitations of those schedulers, discussed in Section 4.3 in detail, do not allow such comparisons. Therefore, we designed and implemented the Storage Latency Adaptive Control
(SLAC) scheduler, which does not have those limitations but embodies the characteristics
of many of the existing schedulers that we want to compare with 2 TL. Section 4.3 presents
SLAC, as well as the reasons why its performance, which is also assessed using simulations,
is compared with that of 2 TL.
Another scheduler that is used in this dissertation is First-Come-First-Serve (FCFS).
Its performance is used as a baseline for comparison. Because its scheduling methodology
is rather straight-forward, the performance results of our experiments with FCFS are used
to show that the performance requirements of the workloads that drive the experiments
cannot be met trivially, i.e., without a more sophisticated scheduling methodology. The
performance results of the experiments with FCFS also are used in the methodology that we
use to assign performance requirements to the streams of a workload, which is described
in Section 4.4. To evaluate the efficacy of 2 TL, we assign performance requirements to
the streams of a workload to create a range of desired scenarios. For example, these
performance requirements might translate to a storage system with a performance capacity
that is sufficient to meet the requirements of all of the streams of the workload. Or, they
may translate to a storage system that has the performance capacity to meet only a subset
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of the performance requirements of the workload.
Finally, the two methodologies we used in 2 TL to predict scheduling rates are discussed
in Section 4.5. Recall that 2 TL’s efficacy in providing latency guarantees relies on the
accurate prediction of scheduling rates.

4.1

Enhancements to DiskSim

We enhanced DiskSim 4.0 in four ways. First, as described in Section 4.1.1, we implemented
request streams, or simply streams, into the simulator. That is, we made it possible to identify requests of the same stream and individually quantify the performance of each stream.
Second, as discussed in Section 4.1.2, we introduced a new I/O component to DiskSim
4.0, called “Shim”, which is where the schedulers, i.e., 2 TL, SLAC, and FCFS, are implemented. Third, as mentioned in Section 4.1.3, we implemented the 2 TL, SLAC, and FCFS
scheduling algorithms within DiskSim. And, finally, as outlined in Section 4.1.4, we enhanced DiskSim’s synthetic workload generator to generate bursts of I/O requests (request
bursts). We use the default DiskSim parameters to conduct our experiments. While there
are over 200 parameters in Disksim [8], Table 4.1 lists some that could substantially affect
the experimental results.

4.1.1

Tagging of Request Streams

The I/O requests that comprise an I/O stream, or request stream, in a DiskSim simulation
emanate from one of two sources: (1) an externally generated I/O trace, or (2) a DiskSim
synthetic workload generator. Although DiskSim allows multiple synthetic workload generators to independently generate I/O streams during a simulation, the performance results
it provides do not distinguish between requests generated by different generators, i.e., associated with different I/O streams. This limitation prevents the analysis of the performance
of individual I/O streams. To overcome this limitation, we introduced and implemented
within DiskSim the concept of request streams, or simply streams. This was done by
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adding: (1) a new request attribute, stream ID, to DiskSim’s synthetic workload generator,
which associates a unique numeric ID with each I/O stream and each of its requests; (2)
a new field to DiskSim’s ASCII request trace record format, which stores the new request
attribute, stream ID; and (3) a new field to the description of each synthetic workload generator in the simulation configuration file, which defines the unique numeric ID assigned
to each I/O stream. Given these additions to DiskSim, DiskSim’s synthetic workload generator code was modified to cause each instantiation of a generator to read its stream ID
from the simulation configuration file and include it in each request trace record that it
generates. Given the stream ID of each serviced request, we are able to assess the individual
performance of each stream.

4.1.2

Implementation of Schedulers in the Shim, a New I/O
Component

DiskSim simulates an I/O driver as a striping device driver that has a queue associated with
each disk in the disk array; this is provided in most operating systems. When a request
arrives at the I/O driver, it is striped into multiple sub-requests according to the disk array
organization. Then each sub-request is independently queued on its destination disk’s I/O
driver queue and scheduled into the storage controller.
If 2 TL were the scheduler in the I/O driver, we would have to implement an instance
of 2 TL for each I/O driver queue, and these instances would have to coordinate their
activities to meet a set of performance requirements. In order to avoid this complication in
the implementation of 2 TL in DiskSim and the associated communication overhead between
the 2 TL instances, we implemented 2 TL in the “Shim”, a new component of the simulated
I/O subsystem.
The Shim serves as a layer of abstraction between the I/O streams, which are the input
to the simulation (along with DiskSim input parameters), and the I/O driver. As such,
the Shim hides the disk array organization from the implementation of the scheduler, in
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our case, 2 TL, SLAC, and FCFS. Since the Shim is not a striping device driver, it does not
require multiple instances of 2 TL. In this dissertation, all levels of the storage hierarchy
below the Shim, which include the I/O driver, the storage controller, and the disk array, are
collectively represented as the storage system. More details about the Shim are discussed
in Section 4.2.

4.1.3

Implementation of 2 TL, SLAC, and FCFS Schedulers

In order to compare the performance of 2 TL with that of SLAC and FCFS, simulation
experiments were conducted using all three schedulers. Thus, each had to be implemented
within DiskSim 4.0. The implementation of 2 TL is true to the description of the algorithm
presented in Chapter 4. Similarly, the implementation of SLAC is true to its description in
Section 4.3. In terms of FCFS, the implementation follows the description of the algorithm
in Silbertchatz’s operating system textbook [36].

4.1.4

Generation of Request Bursts

Streams with bursty behaviors switch back-and-forth between a higher request issue rate
and a lower request issue rate. To cause the synthetic workload generators in DiskSim
4.0 to generate such bursty behavior, we view the time during which a burst of requests
is generated as a sequence of one-second intervals. The length of this sequence, i.e., the
number of seconds it encompasses, is defined by a new parameter called Burst Interval.
Each interval is divided in half, the first half being associated with a higher request issue
rate - a request burst - and the second half being associated with a lower rate. As described
in the paper that introduces Maestro [29] and described briefly below, this vision is realized
by controlling the number of pending requests a stream has in the I/O hierarchy.
To control the number of pending I/O requests a stream has in the I/O hierarchy,
two additional new DiskSim parameters are introduced: Base Pending Requests and Burst
Size. Base Pending Requests defines the smallest number of pending requests of a stream
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has in the I/O hierarchy. As shown in Figure 4.1a, DiskSim maintains this number of
pending requests during the second half of each Burst Interval. Burst Size defines the size
of a request burst, which increases the number of the stream’s pending requests to Base
Pending Requests + Burst Size. As shown in Figure 4.1a, DiskSim maintains this higher
number of pending requests during the first half of each Burst Interval. Note that the
three new parameters discussed above are new fields in the description of each synthetic
workload generator in the simulation configuration file.
Figure 4.1a illustrates the variation in the number of pending requests a bursty stream
has in the I/O hierarchy over time. If the stream’s Burst Interval is x seconds, the number
of its pending requests in the I/O hierarchy rises from the lower level to the higher level
every x seconds. The number of its pending requests remains at the higher level for x/2
seconds before returning to the lower level for x/2 seconds.
Each synthetic workload generator continuously monitors the number of its pending
requests (i.e., the number of a stream’s pending requests) in the I/O hierarchy, which
includes the Shim and the storage system. When generating a request burst, when the
number of its pending requests reaches the specified level, the synthetic workload generator
does not issue new requests; and, when the number of its pending requests is below the
specified level, it issues requests at the highest rate possible until the number of its pending
requests is at the specified level. Figure 4.1b illustrates a stream’s bursty behavior when its
Base Pending Requests is 10, its Burst Size is 80, and its Burst Interval is 10 seconds. At
the beginning of a Burst Interval, the synthetic workload generator issues requests at the
highest rate possible until the number of its pending requests reaches the high level, i.e.,
90. After 5 seconds (1/2 the Burst Interval), it pauses issuing requests until the number of
its pending requests drops to the low level, 10 (Base Pending Requests).
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(b) Example with Burst Interval = 10 seconds, Burst Size= 80, Base Pending Requests= 10.

Figure 4.1: Bursty Stream Behavior.
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4.2

Simulated I/O Hierarchy

The simulated I/O system is depicted in Figure 4.2. At the bottom level of the I/O system
is a RAID-0 disk array made up of 8 Maxtor disk drives. Each disk drive has an Shortest
Positioning Time First (SPTF)-scheduled queue that can hold up to eight requests. Above
the disk array is the storage controller, which does not queue up requests for scheduling;
rather, it simply passes requests scheduled from the I/O driver to the disk array. As
mentioned in Section 4.1.2, the I/O driver is a striping device driver. For each disk in the
disk array, there is an FCFS-scheduled I/O driver queue of unlimited capacity. When the
disk queue of a disk is not full, the I/O driver schedules a request, if one is available, from
the disk’s I/O driver queue to the storage controller and, from there, to the disk.
Each stream has either a latency or throughput requirement. Between the streams and
the I/O driver is the Shim, which has an FCFS-scheduled queue of unlimited capacity for
each stream. The Shim’s scheduler, i.e., FCFS, SLAC (Section 4.3), or 2 TL, determines
the order in which requests in these queues are dispatched to the I/O driver. The Shim
(upper-) bounds the number of pending requests in the storage system. For performance
reasons, the disk queues of the disk array should be fully occupied. For each request that
enters into the storage system, the I/O driver stripes it into at most eight sub-requests and
dispatches each sub-request to the I/O driver queue of the destination disk. Thus, we set
the upper-bound of the number of pending requests (before being striped) in the storage
system (I/O driver, storage controller, and disk array combined) to 16, which is larger than
the capacity of a disk queue (8) to ensure that all disk queues are fully occupied as long as
the streams issue requests fast enough to occupy the disk queues.

4.3

Storage Latency Adaptive Control (SLAC)

To evaluate the effectiveness of 2 TL, it is desirable to compare 2 TL’s performance with
that of existing, competitive schedulers. In the literature, Frosting [41], Cake [40], Stone-
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henge [21], Courier [45], Maestro [29], and Fahrrad [32] are those schedulers, i.e., the only
schedulers that simultaneously provide both latency and throughput guarantees. Among
these schedulers, only Courier encompasses proactive scheduling of latency-bound requests
and, to the best of our knowledge, Courier is the only existing I/O scheduler that includes
proactive scheduling of this kind. Like 2 TL, it continuously monitors latency-bound stream
request arrival rates, and dynamically adjusts request scheduling in order to avoid latency
requirement violations. Courier has two scheduling mode: latency-constrained scheduling
mode and throughput-allocation mode. But default, Courier operates in the throughputallocation mode to meet throughput requirements of concurrent streams. Based on the
request arrival rate and request service rate of each stream, Courier identifies requests
that may miss their deadlines in the throughput-allocation mode. Once identified, Courier
switches to the latency-constrained mode and schedules those requests. Unlike 2 TL, when
identifying requests that may miss their deadlines, Courier assumes that requests will get
serviced by the disks immediately once scheduled. Also, since Courier strives to meet the
average latency requirements, it is unable to confine the amount of requests that miss
their deadlines to small percentages. Failing to do so makes it unable to meet latency
requirements at high percentiles. More details about these two difference with 2 TL is to be
discussed below.
Unfortunately, we are unable to directly compare, via simulations, the performance of
2

TL with that of Courier for two reasons. First, while 2 TL assumes that the latency re-

quirement of a stream consists of a latency target and a percentile rank, Courier assumes
that the latency requirement of a stream is only a latency target – Courier does not provide percentile latency guarantees. Note that in the experiments that compared Courier
with WFQ [5] and SARV+AVATAR [44], average latency is the performance metric. In
addition, given a percentile latency requirement in 2 TL, it is not known how to translate
it into an equivalent average latency requirement in Courier. Vice versa, given an average
latency requirement in Courier, it is not known how to translate it into a percentile latency
requirement for 2 TL. Note that, because of the request latency distribution, an average
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latency requirement may not be equivalent to a 50th percentile latency requirement.
Second, Courier assumes no disk queuing, while 2 TL does consider disk queuing as
well as its effect on latencies when scheduling requests. Not only do these two differences
between 2 TL and Courier prevent us from directly comparing them, they also indicate
that 2 TL is functionally more advanced than Courier. Since Courier does not provide
percentile latency guarantees, it is unlikely to meet the stringent latency requirements
of user-interacting applications [20, 40, 41]. For example, recent research suggests that
providing latency guarantees at high percentiles (i.e., at least at the 95th percentile) is
crucial to many user-interacting applications [40, 41, 20]. Also, Courier’s exclusion of disk
queuing in the disk array is an unrealistic assumption. As indicated in the literature,
disk queuing is ubiquitous and, as indicated in [43], it is necessary to consider disk queuing
because it enhances disk performance. In contrast, 2 TL assumes disk queuing and considers
its effect on latencies when scheduling requests.
Since we cannot directly compare the performance of 2 TL and Courier via simulations,
to demonstrate the advantage of 2 TL’s proactive scheduling component, we could compare it with the reactive schedulers mentioned above, i.e., Frosting [41], Cake [40], Stonehenge [21], Maestro [29], and Fahrrad [32]. Among them, Frosting and Cake are the latest.
However, we did not compare 2 TL with Frosting and Cake because they are designed for
HBase clusters where performance requirements are expressed in terms of application-level
operations such as get, put, and scan. 2 TL and almost all other schedulers in the literature
do not support these operations, but rather block-level operations. Thus, remaining on the
list are Stonehenge, Maestro, and Fahrrad. Like Courier, these schedulers do not provide
percentile latency guarantees. Among them, Maestro is the most appropriate to compare
against 2 TL because (1) it is the latest scheduler among the three, and (2) it assumes disk
queuing and considers its effect on latencies when scheduling requests. However, we cannot fairly compare 2 TL and Maestro because Maestro does not provide percentile latency
guarantees.
Accordingly, in order to evaluate 2 TL’s performance, we designed a reactive scheduling
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algorithm called Storage Latency Adaptive Control (SLAC) that is comparable in many
ways to Maestro and the other reactive I/O schedulers that have goals similar to those of
2

TL. SLAC is similar to 2 TL and Maestro in the following three ways. First, SLAC dy-

namically deduces the scheduling deadlines of the requests of latency-bound streams based
on the stream’s request storage latency threshold and strives to meet them. As mentioned
in Chapter 3, a stream’s request storage latency threshold is the percentile latency in the
storage system of its recently serviced requests at its percentile rank. By default, SLAC
schedules requests, latency-bound and throughput-bound, according to their scheduling
deadlines in the EDF order. To meet a stream’s latency requirement, it exclusively schedules latency-bound streams that have missed their scheduling deadlines, if there is any.
Second, SLAC prioritizes the performance requirements of the latency-bound streams of a
workload over those of its throughput streams. Third, SLAC endeavors to fulfill throughput requirements and fulfills throughput guarantees through proportional sharing. However, due to its reactive nature, unlike 2 TL, SLAC does not proactively increase service
allocation to a latency-bound stream when a request burst arrives.
SLAC is designed to be Maestro but with the capability to meet latency requirements
at percentiles. It resembles Maestro functionally and embodies the following characteristics of Maestro. First, SLAC is a reactive scheduler. Second, when scheduling requests,
SLAC considers latencies due to disk queuing. By comparing the performance of 2 TL
with that of SLAC, we are able to evaluate the benefit of 2 TL’s proactive scheduling component with respect to over the reactive scheduling on which both SLAC and Maestro
are based. Chapter 5 presents the results of experiments that are used to conduct this
evaluation/comparison.
To describe the details of SLAC, we use the decision tree depicted in Figure 4.3. At
each scheduling opportunity, SLAC uses this decision tree to decide whether to schedule a
request from a latency-bound stream or a throughput-bound stream. If a request from a
latency-bound stream is available for scheduling, i.e., is pending in the Shim, then if there
is one that has missed its scheduling deadline, SLAC schedules it. However, if there are

74

Exist a
latencybound
request?

y

n

Exist a
latencybound
request
missing
scheduling
deadline?

Exist a
throughput
-bound
request?

y

y

n

Schedule a latencybound request
missing scheduling
deadline

Schedule the
request w./
the earliest
scheduling
deadline

n

do not
schedule
any
request

Figure 4.3: SLAC’s Decision Tree.
multiple requests of latency-bound streams at the head of the streams’ queues that have
missed their scheduling deadlines, SLAC schedules the head request of the stream with
the highest priority. On the other hand, if there is no requests of a latency-bound stream
available for scheduling or if there are but they has not missed their scheduling deadlines,
then SLAC schedules the request in the Shim with the earliest deadline - it can be from
a latency-bound or a throughput-bound stream. Table 4.2 summarizes the parameters of
SLAC used in our experiments.
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Scenario 1.1:
None-met
Type 1:
All-latency

Scenario 1.2:
Some-met
Scenario 1.3:
All-met

Type 2:
All-throughput

Scenario 2.1:
None-met
Scenario 2.2:
All-met

Scenario 3.1:
None-met
Scenario 3.2:
Some-latency-met

Type 3:
Latency+throughput

Scenario 3.3:
All-latency-met
Scenario 3.4:
All-met
Figure 4.4: Possible Scenarios for each Type of Workload.

4.4

Performance Requirements

We evaluated the effectiveness of 2 TL with the experiments presented in Chapter 5. The
experiments cover a wide range of scenarios and demonstrate the various aspects of 2 TL.
In this context, a scenario is a workload and a storage system. The workloads in the
experiments differ in terms of their composition (number and types of streams in the workload) and the performance requirements of their streams. Although the storage system is
the same for each experiment, the performance requirements of the streams in a workload
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dictate whether or not the storage system can meet all, some, or none of them. The performance requirements of the streams in the workloads that drive the experiments presented
in Chapter 5 are set to create the scenarios pictured in Figure 4.4, which is discussed next.
The methodology for determining what performance requirements to assign to the streams
of a workload to create a particular scenario is described in the next section.
Figure 4.4 presents the three major types of workloads in our experiments and the
scenarios created with each type. A workload of Type 1 consists of only latency-bound
streams, while a workload of Type 2 consists of only throughput-bound streams and a Type
3 workload consists of a mix of latency- and throughput-bound streams. As shown in the
figure, three scenarios were created with Type 1 workloads: (1.1) none of the performance
requirements of the workload (all latency requirements) can be met (insufficient storage
system performance capacity); (1.2) only some of them can be met (partially sufficient
performance capacity); and (1.3) all of them can be met (sufficient performance capacity).
Because SLAC and 2 TL proportionally share the storage service among the throughputbound streams of a workload, only two scenarios were created with Type 2 workloads:
(2.1) none of the performance requirements of the workload (all throughput requirements)
can be met; and (2.2) all of them can be met. Four scenarios were created with Type 3
workloads: (3.1) none of the performance requirements of the workload can be met; (3.2)
only some of the latency requirements can be met; (3.3) only the latency requirements can
be met; and (3.4) all of the performance requirements of the workload can be met.
An overview of how we assign performance requirements to the streams of a workload
in order to create a specific scenario is provided in Section 4.4.1. Sections 4.4.2, 4.4.3, and
4.4.4 discuss the specifics in terms of how we assign them given a Type 1, Type 2, and
Type 3 workload, respectively.

4.4.1

Performance Requirement Assignment

As mentioned in Chapter 3, the performance capacity of a storage system is defined as how
fast the storage system can process requests issued by the streams in a workload. This is a
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Figure 4.5: Latency Domain Demarcated into Regions L1, L2 and L3 by Latency Profiles
LP1 and LP2. Table 4.3 indicates the set of streams used to obtain each Latency Profile.
limiting factor for both the latency and throughput performance achievable by the streams
in the workload and, thus, for whether or not the storage system can meet their performance
requirements. Thus, calculated assignment of performance requirements to the streams of
a given workload determine whether or not the storage system’s performance capacity is
sufficient to meet them and, thus, creates a specific scenario. Next, given a workload
and the desired scenario, we describe the general method that we use to determine the
performance requirements to assign to the streams of a given workload and use in the
related experiment.
For any scenario/experiment, the latency domain, which is a two-dimensional space
with simulation time (in seconds) as the x-axis and measured request latencies (in ms)
as the y-axis, is divided into three regions. These regions, called Regions L1, L2, and
L3, are separated by smaller regions that are defined by the shortest and longest request
latencies experienced by a set of streams of the given workload simulated with FCFS.
The sets of streams of the workload used to demarcate Regions L1 and L2, and those
used to demarcate Regions L2 and L3 depend on the type of the given workload and
the specified scenario. As shown in Table 4.3 and Figure 4.5, Regions L1 and L2 are
separated by LP1, the latency profile of the following set of streams in the workload (set
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LP1) during their concurrent (isolated) access of the storage system with FCFS: (1) the
highest-priority latency-bound stream if the specified scenario is Scenario 1.1 or 3.1; (2) the
higher-priority latency-bound streams in the workload, i.e., those streams that are meant to
have a performance requirement met by 2 TL, if the specified scenario is Scenario 1.2, 1.3, or
3.2; and (3) all of the latency-bound streams in the workload if the scenario is Scenario 3.3
or 3.4. Similarly, as shown in Table 4.3 and Figure 4.5, for all scenarios but 3.2, Regions L2
and L3 are separated by LP2, the latency profile of all of the latency-bound streams in the
workload (set LP2) during their concurrent (shared) access of the storage system with the
throughput-bound streams (if any) in the workload with FCFS. In contrast, for scenario
3.2, Regions L2 and L3 are separated by the latency profile of all of the latency-bound
streams in the workload during their concurrent (isolated) access of the storage system
with FCFS, i.e., the throughput-bound streams are not included in this simulation. As
will be described below, to create Scenario 1.3, an additional simulation is required, i.e., a
simulation with 2 TL.
FCFS does not distinguish between the requests of different streams and, thus, gives no
preference to latency-bound or throughput-bound streams, and does not support stream
priorities. It follows a straight-forward algorithm, which is described in Silbertchatz’s
operating system textbook [39]. Thus, when an I/O workload is scheduled (via DiskSim)
with FCFS, the streams in the workload equally share access to the storage system.
Accordingly, the LP1 latency profile defines the performance capacity of the storage
system. Thus, if the streams in set LP1 had performance requirements less than the
shortest request latency in the LP1 latency profile, i.e., in Region 1, then the storage system
would not have sufficient performance capacity to fulfill them with 2 TL. Analogously, if the
streams in set LP1 had performance requirements equal to or greater than the longest
request latency in the LP1 latency profile (with FCFS), i.e., in Region 2 or Region 3, then
the storage system would have sufficient performance capacity to fulfill them with 2 TL
assuming that two conditions are true. First, the request arrival rate (in IOPS) of each
latency-bound stream in the workload never exceeds the rate at which the storage system
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services the stream’s requests, i.e., the stream’s request service rate. Second, the number
of pending requests in the I/O hierarchy of each latency-bound stream in the workload
is never so large that the end-to-end latencies of the stream’s requests exceed its latency
target.
Since we desire scenarios in which the performance requirements of the streams can only
be met with sophisticated scheduling, Region 2 is the region from which the performance
requirements are selected. This is because the latencies in the LP2 latency profile indicate
that if the streams in set LP2 had performance requirements equal to the longest request
latency in the LP2 latency profile, i.e., in Region 3, then they could be met by FCFS, as
well as 2 TL.
When a workload contains throughput-bound streams, we need to work with the throughput domain as well (or solely if the workload contains only throughput-bound streams) to
determine the performance requirements to assign to the throughput-bound streams of the
workload. The throughput domain is also a two-dimensional space but with simulation
time (in seconds) as the x-axis and measured throughput (in MB/s) as the y-axis. For the
purpose of determining the performance requirements to assign to the streams, as shown
in Figure 4.6, the throughput domain is divided into only two regions, Regions T1 and T2.
These two regions are separated by a smaller region that is defined by the Throughput
Profile (TP1), i.e., the shortest and longest throughput achieved by the throughput-bound
streams in the workload during their concurrent (isolated) access (with no other streams)
of the storage system simulated with FCFS. The reason only two regions are needed to
determine throughput targets for the throughput-bound streams of a workload is because
SLAC and 2 TL proportionally share storage service among these streams according to their
throughput requirements. Thus, if the scheduler is not able to fulfill the throughput requirement of one of the throughput-bound streams of a workload, it is not able to fulfill
any of the throughput requirements of the throughput-bound streams of the workload.
Accordingly, the general algorithm that we follow to assign performance requirements
to the streams of a given workload and, thus, create a specific scenario follows. Note that,
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as mentioned above, to create Scenario 1.3, an additional simulation is required, i.e., a
simulation with 2 TL. Also, note that the assumptions that are listed after the algorithm
must be taken into consideration when assigning performance requirements to the streams.
1. If the workload contains latency-bound streams,
a. Run the simulations with FCFS that are required to collect the Latency Profiles
LP1 and LP2 (the workloads for these simulations are specified in Table 4.3).
b. Divide the latency domain into three regions, Regions L1, L2, and L3, using the
Latency Profiles (LP1 and LP2).
c. Using latency targets in Region L2, assign latency requirements to the streams in
set LP1 with consideration of the assumptions mentioned below.
d. Using latency targets in Region L2 or LP2, assign latency requirements to the
streams in set LP2 with consideration of the assumptions mentioned below.
2. If the workload contains throughput-bound streams,
a. Run a simulation with FCFS with a workload that contains only the throughputbound streams in the workload in order to collect the Throughput Profile (TP1).
b. Divide the throughput domain into two regions, Regions T1 and T2, using the
TP1.
c. Using throughput targets in Region T2, assign latency requirements to the throughputbound streams with consideration of the assumptions mentioned below.
When assigning performance requirements to the streams of a workload, the following
assumptions must be taken into consideration:
1. Given a Type 3 workload, i.e., one that contains both latency- and throughputbound streams, service to latency-bound streams is prioritized over that provided to
throughput-bound streams.
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2. Given a Type 1 workload (one that contains all latency-bound streams) or a Type 3
workload that has latency-bound streams, each latency-bound stream has a distinct
priority. The highest-priority latency-bound stream has Priority 1.
3. Given a workload that has throughput-bound streams (Type 2 or Type 3), throughputbound streams have the same priority.
4. Given a workload that has latency-bound streams (Type 1 or Type 3), if the performance requirements of only some of the latency-bound streams are met, these must
have higher priorities than the other latency-bound streams in the workload.
Below we describe how after steps 1a and 1b, and if applicable, 2a and 2b, of the general
algorithm, performance requirements are assigned to the streams in the workloads that
drive the experiments presented in Chapter 5, with consideration of the above-mentioned
assumptions. In Chapter 5, for each experiment we present the latency profiles (LP1 and
LP2) and provide the reasoning for the performance requirements assigned to the streams
in the workload that drives the experiment.

4.4.2

Type 1: All Streams are Latency-bound

For Type 1 workloads, three scenarios are possible: none of the performance (latency)
requirements of the streams in the given workload is met (Scenario 1.1: None-met); some
are met (Scenario 1.2: Some-met); and all are met (Scenario 1.3: All-met). The assignment
of performance requirements to the streams of the workload for these three scenarios are
discussed below.
Scenario 1.1 None-met: In this scenario, where none of the performance (latency)
requirements of the workload is to be met, first we assign a latency target in Region L1
to the highest-priority latency-bound stream because in this region there is insufficient
performance capacity to fulfill it. Since the latency requirement of the highest-priority
stream in the workload cannot be met by 2 TL, the latency requirements of the rest of
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the streams in the workload cannot be met by 2 TL either. In fact, they will receive no
service. Thus, it does not matter what performance requirements we assign to the rest of
the streams. Nonetheless, we assign to each a latency target in LP2.
Scenario 1.2 Some-met: In this scenario, where only the performance (latency) requirements of some of the streams in the workload are to be met, we divide the streams into
two groups according to their priorities: the high-priority and low-priority streams.
In order to make it possible for 2 TL to fulfill the latency requirements of the high-priority
streams, we assign them latency targets in Region L2, where there is sufficient performance
capacity to meet their latency requirements but only with careful scheduling. Since we do
not want it to be possible for 2 TL to fulfill the latency requirements of the low-priority
streams and since to meet the latency requirements of the high-priority streams, 2 TL will
allocate less service to the low-priority streams than will FCFS, we assign latency targets
in LP2.
Scenario 1.3 All-met: In this scenario, where the performance (latency) requirements
of all of the streams in the workload are to be met, we take this opportunity to demonstrate the effectiveness of 2 TL in simultaneously meeting the performance requirements
of streams with different latency targets. Again, we divide the streams into two groups,
according to their priorities: the high-priority and low-priority streams. After running the
simulations (one with the high-priority streams to obtain LP1 and one with all the streams
to obtain LP2) with FCFS, in this case, a test simulation with 2 TL is required to finalize
the assignment of the latency requirements to the low-priority streams. This is because the
simulations with FCFS do not reveal the performance capacity available to the low-priority
streams after 2 TL meets the performance requirements of the high-priority streams. Without this information, we are unable to assign performance requirements to the low-priority
streams that can be met by 2 TL. In this test simulation, as we did above in Scenario 1.2,
we assign latency targets in Region L2 to the high-priority streams and latency targets
in LP2 to the low-priority streams. However, note that the latency requirements of the
low-priority streams will be changed as a result of this test simulation. The performance
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capacity is sufficient for 2 TL to meet the latency requirements of the high-priority streams
(in Region L2), but only with careful scheduling. But to meet them, 2 TL will allocate less
service to the low-priority streams than will FCFS. This is why the low-priority streams
will achieve longer latencies with 2 TL (test simulation) than they will with FCFS, and their
originally assigned latency requirements in LP2 will not be met by 2 TL. Based on the latencies achieved by the low-priority streams in the test simulation (with 2 TL), we assign them
performance requirements for the experiments/simulations with SLAC and 2 TL. For each
low-priority stream, we set its latency target above its longest achieve latency during the
test simulation (with 2 TL). The latency requirements of the high-priority streams assigned
for the test simulation do not change. This ensures that, in the experiments, after meeting
the performance requirements of the high-priority streams, there is sufficient performance
capacity to meet the performance requirements of the low-priority streams. As a result,
the performance capacity is sufficient to simultaneously meet all latency requirements.

4.4.3

Type 2: All Streams are Throughput-bound

Because both SLAC and 2 TL allocate service to throughput-bound streams proportional to
their throughput targets, either all performance requirements in a Type 2 workload are met
(Scenario 2.2) or none is met (Scenario 2.1). The assignment of performance requirements
to the streams of the workload for these four scenarios are discussed below.
Scenario 2.1 None-met: In this scenario, the performance (throughput) requirements
of all of the streams in the workload are not to be met. Thus, we assign throughput targets
to the streams such that their sum is larger than TP1. Since we know that FCFS was
able to provide aggregate throughput service to these streams that is in the range of TP1,
if the target aggregate throughput service is larger than this, i.e., in Region T2, then the
storage system, 2 TL will not be able to meet the aggregate throughput requirement. And,
therefore, the individual stream throughput requirements of the workload will not be met
by 2 TL.
Scenario 2.2 All-met: In this scenario, the performance (throughput) requirements of
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Figure 4.6: Throughput Domain Divided into Regions T1 and T2 by the Latency Profile
of All of the Throughput-bound Streams Simulated in Isolation with FCFS.
all of the streams in the workload are to be met. Thus, we assign throughput targets to
the streams such that their sum is smaller than TP1, i.e., in Region T1. Since we know
that FCFS was able to provide aggregate throughput service to these streams that is in
the range of TP1, if the target aggregate throughput service is smaller than this, i.e., in
Region T1, then the storage system, 2 TL will be able to meet the aggregate throughput
requirement. Therefore, the individual stream throughput requirements of the workload
will be met.

4.4.4

Type 3: Mix of Latency- and Throughput-bound Streams

For Type 3 workloads, four scenarios are possible: none of the performance requirements
of the streams in the given workload is met (Scenario 3.1: None-met); some are met,
in particular the performance requirements of the higher-priority latency streams in the
workload (Scenario 3.2: Some-latency-met); some are met, in particular the performance
requirements of all the latency streams in the workload (Scenario 3.3: All-latency-met);
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and all are met (Scenario 3.4: All-met). The assignment of performance requirements to
the streams of the workload for these four scenarios are discussed below.
Scenario 3.1 None-met: In this scenario, where none of the performance requirements
of workload is to be met, we first assign a latency target in Region L1 to the highestpriority latency-bound stream. Then we assign to the other latency-bound streams in the
workload latency targets in LP2 (latencies during shared access by all the streams in the
workload with FCFS). Since the performance requirement of the highest-priority latencybound stream cannot be met if it is in Region L1, the other streams (both latency- and
throughput-bound) will not receive any service from 2 TL and, therefore, their performance
requirements cannot be met as well.
Scenario 3.2 Some-latency-met: In this scenario, only the performance requirements of
the specified set of higher-priority latency-bound streams are to be met. Thus, we assign
latency targets in Region L2 to the higher-priority latency-bound streams and latency
targets in LP2 to the other latency-bound streams in the workload. In order to meet the
performance requirements of the higher-priority latency-bound streams, SLAC and 2 TL
will allocate less service to the lower-priority latency-bound streams than will FCFS. Thus,
assigning the lower-priority streams latency requirements in LP2, will result in 2 TL not
being able to meet them. Since not all latency requirements are met, the throughput-bound
streams will not receive any service from 2 TL and, therefore, their throughput requirements
will not be met. Thus, we inadvertently assign the throughput-bound streams throughput
targets in TP1.
Scenario 3.3 All-latency-met: In this scenario, only the performance requirements of
all of latency-bound streams are to be met. As in Scenario 3.2 (and for the same reasons)
we assign the throughput-bound streams throughput targets in TP1. Also as in Scenario
3.2 (and for the same reasons but now for all the latency-bound streams, rather than just
for the higher-priority latency-bound streams), we assign to each latency-bound stream a
latency target in Region L2. The performance capacity is sufficient to simultaneously meet
latency requirements in Region L2 only if careful scheduling is employed, i.e., not with

86

FCFS.
Scenario 3.4 All-met: In this scenario, all performance requirements (latency- and
throughput-bound) of the workload are to be met. To create such a scenario, as in Scenario 3.3, we assign latency targets in Region L2 to the latency-bound streams that can all
be simultaneously met by 2 TL. Note that the simulations with FCFC for obtaining LP1,
LP2, and TP1 do not reveal the performance capacity available to the throughput-bound
streams after 2 TL meets the performance requirements of the latency-bound streams. It
only indicates that the total performance of the throughput-bound streams with SLAC
or 2 TL must be below TP1. Without this information, we are unable to assign performance requirements to the throughput-bound streams that can be met by 2 TL. To assign
throughput targets that can be met, we conservatively estimate the performance capacity
available to throughput-bound streams, which is significantly below TP1. Then, we divide
it among the throughput-bound streams according to the ratio of the throughput targets
specified for the experiment. If the experiment with 2 TL does not result in the performance
requirements of all of the streams being met, this indicates that we over-estimated the performance capacity available to the throughput-bound streams. In this case, we lower the
estimate of the performance capacity available to the throughput-bound streams and re-run
the experiment, iterating until we have assigned appropriate throughput requirements to
the throughput-bound streams of the workload.
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Table 4.1: Default DiskSim Parameters.
Simulation Parameters
Seed used during random number generator initializa-

42

tion
Seed used after random number generator initialization

42

Synthetic Workload Generator
Blocking factor (all generated request starting addresses

8

and sizes are multiple of this value)
Probability of sequential access

0%

Request Size

Exponential Distribution
with base=0 and mean=8
I/O Driver

Using queuing in subsystem

True

Scheduling algorithm

FCFS
RAID

RAID Level

1

Stripe unit

1

No. of disks

8

Disk type

Maxtor Atlas 10K5
Disk

Max. queue length

8

Scheduling algorithm

SPTF

No. of buffer segments

33

Max. no. of write segments

11

Segment size

1200 blocks
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Table 4.2: SLAC Parameters.
Deduction of Request Storage Latency Threshold
No. of recently serviced requests in history

200

Scheduling
Scheduling criteria used when multiple head requests

Stream priority

has missed scheduling deadlines
Scheduling algorithm used when no request has missed

EDF

scheduling deadlines

Table 4.3: Set of Streams used to Obtain Latency Profile LP1 and LP2 in each Scenario.
Stream Set
LP1

LP2

1.1

1.2

1.3

3.1

3.2

3.3

3.4

Highest-

High-

High-

Highest-

High-

All

All

priority

priority

priority

priority

priority

latency-

latency-

bound

bound

All

All

All

All

All

All

All
latencybound
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4.5

Exclusive Scheduling Rate of Latency-bound Requests

As mentioned in Chapter 3, in order to meet a stream’s latency requirement, 2 TL must
meet the scheduling deadlines of the stream’s requests. Meanwhile, 2 TL has to avoid overly
meeting latency requirements in order to meet throughput requirements. Therefore, 2 TL
does not schedule latency-bound requests until they will, otherwise, miss their scheduling deadlines. When 2 TL schedules latency-bound requests, it exclusively schedules the
requests in all the latency-bound streams in the workload that need to be scheduled to
avoid missing their scheduling deadlines. As mentioned in Chapter 3, the rate at which
2

TL schedules these requests is called the Exclusive Scheduling Rate of Latency-bound

Requests.
2

TL predicts this scheduling rate (in IOPS), used for each latency-bound stream in

a workload, to use the next time it exclusively schedules latency-bound requests. We
experimented with two prediction strategies discussed in Section 3.4.5. For Strategy 1, 2 TL
sets the next Exclusive Scheduling Rate of Latency-bound Requests to the scheduling rate
it was using to schedule the requests of all the streams in the workload in the recent past. In
our experiments, the recent past is the last one-second interval, i.e., 2 TL uses the scheduling
rate that was employed since the beginning of the last one-second interval. For Strategy
2, 2 TL uses a moving-percentile model to estimate the next Exclusive Scheduling Rate of
Latency-bound Requests based on recent exclusive scheduling rates. The performance of
2

TL relies on the appropriate selection of parameters, namely the number of recent exclusive

scheduling rates (i.e., history size) and the percentile of the moving-percentile model. In
general, we recommend using low percentiles (e.g., the 10th percentile) to estimate the
next Exclusive Scheduling Rate of Latency-bound Requests. A low percentile leads to
a conservative estimate and, therefore, avoids over-estimating the scheduling rate and,
thus, 2 TL missing request scheduling deadlines. If one or more latency-bound streams in
a workload have fluctuating scheduling rates, the moving-percentile model may need to
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estimate the next Exclusive Scheduling Rate of Latency-bound Requests based on more
recent exclusive scheduling rates. Therefore, a large history size (e.g., 500 to 1,000) may
be necessary. Otherwise, a small history size (e.g., 10) is sufficient. If a set of parameters
for Strategy 2 does not lead to satisfactory results, parameter tuning may be necessary.
In Chapter 5, the parameter values used in each experiment that employed Strategy 2 are
presented.
We used both strategies for predicting a stream’s exclusive scheduling rate in the experiments presented in Chapter 5. For the experiments driven by synthetic workloads,
except one (Experiment 6c), the choice of prediction strategy does not lead to noticeable
changes in the results. However, the history-based prediction strategy was required for
both Experiment 6c and Experiment 5a, which is driven by a real workload. Although
the history-based prediction strategy may work well for any workload, we hesitate to recommend it in general because its performance depends on the values of the model’s input
parameters and, thus, parameter tuning may be necessary. Future work will attempt to
provide heuristics for setting the model’s parameters appropriately.
In Chapter 5, for the experiments driven by synthetic workloads, except Experiment
6c, we present the results of simulations that use the simple prediction strategy, while
for Experiment 5a and 6c, we present the results of simulations that use the historybased prediction strategy. However, given the above results concerning the strategies for
predicting a streams exclusive scheduling rate, it is clear that the history-based prediction
strategy should be employed and that future work should explore more sophisticated means
of prediction. Table 4.4 summarizes the parameters of 2 TL used in our experiments.
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Table 4.4: 2 TL Parameters.
Exclusive Scheduling Rate Prediction: Strategy 1
No. of past intervals used for calculating current

1

scheduling rate
Exclusive Scheduling Rate Prediction: Strategy 2

No. of recent exclusive scheduling rates used for

Experiment 5a

Experiment 6c

10

1000

10th

50th (Stream0 )

prediction
Percentile used for prediction

1st (Stream1 )
Deduction of Request Storage Latency Threshold
No. of recently serviced requests in history
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Chapter 5
Experimental Results
The efficacy of 2 TL was evaluated in experiments driven by synthetic and real workloads.
Section 5.1 introduces the performance metrics used for the evaluation. The experiments,
discussed in Section 5.2, are organized into six sets, each of which demonstrates different
properties of 2 TL. Section 5.3 briefly describes the synthetic and real workloads used in
the experiments, while Section 5.4 presents the details of each set of experiments, including
the properties of 2 TL that are demonstrated, a detailed description of the workloads that
drive the experiments in the set, the experimental results, and analyses of the results.
We evaluated the efficacy of 2 TL over a range of experimental settings. The experiments are driven by workloads that are comprised of only latency-bound I/O streams, only
throughput-bound streams, or a mix of both. Some workloads contain streams that issue
request bursts, while the others do not. The performance requirements of the streams of
the different workloads are varied so that the experiments present different scenarios: when
the performance requirements of none of the streams of a workload can be met, when only
some of the performance requirements of the streams of a workload can be met, and when
the performance requirements of all of the streams of a workload can be met. Together
these experiments provide evidence of the following five properties of 2 TL:
P1. Given a storage system with sufficient performance capacity to meet the performance
requirements of all of the streams in a given workload, 2 TL will simultaneously meet
the performance requirements of all of the streams, be they only latency-bound
streams with or without request bursts, only throughput-bound streams, or a mix
of both. (Recall that, in Chapter 3, the performance capacity of a storage system is
defined as its sustainable performance in handling I/O requests.)
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P2. Given a storage system with insufficient performance capacity to meet the performance
requirements of all of the streams in a given workload, if the workload contains both
latency-bound and throughput-bound streams, 2 TL will prioritize latency requirements over throughput requirements.
P3. Given a storage system with insufficient performance capacity to meet the performance
requirements of all of the streams in a given workload, if the performance capacity is
insufficient to meet the performance requirements of all of the latency-bound streams,
2

TL endeavors to meet the latency requirements based on the priorities that were

assigned to the streams.
P4. Regardless of the performance capacity of the storage system, 2 TL allocates service to
the throughput-bound streams in a given workload proportional to their throughput
requirements.
P5. 2 TL’s proactive scheduling of requests of the latency-bound streams in a given workload provides better performance, as compared to SLAC’s reactive scheduling, when
there exist one or more latency-bound streams in the workload that issue request
bursts. As the burstiness of the latency-bound stream(s) increases, so does the comparative performance of 2 TL.

5.1

Performance Metrics

This section presents the metrics that we use to evaluate if the performance delivered
to I/O streams in a workload by a particular scheduler fulfills the streams’ performance
requirements. As explained in Section 3.1, the performance requirements of an I/O stream
are specified in terms of either latency or throughput. In an experiment, the delivered
performance is evaluated at the end of each one-second interval. Thus, for a latency-bound
stream, we compute the percentile latency performance (specified by the percentile rank
of the stream’s latency requirement) of the end-to-end latencies (in the Shim and storage
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system combined) of all requests serviced during each one-second interval. If this number
does not exceed the stream’s latency target, its latency requirement is met during the
interval.
While percentile latency is a well-accepted latency metric in the literature [41, 40, 44],
it has a shortcoming when it comes to analysis. When the performance delivered to a
stream during an interval does not meet the stream’s latency requirement, its percentile latency does not reveal the percentage of its requests that met the latency target. Therefore,
we introduce another latency metric, which we call the meet rate, denoted by M eetRatei
for Streami . It is defined as the percentage of Streami ’s serviced requests that met its
latency target during a time interval. If M eetRatei is at least as large as Streami ’s percentile rank, its latency requirement is met. When the latency requirement of a stream
is not met during an interval, using its meet rate as a performance metric enables us to
determine the scheduler that comes closest to meeting the stream’s latency requirement.
Note that, to the best of our knowledge, this dissertation is the first publication in the
literature to adopt meet rate as a performance metric to evaluate latency guarantees. To
determine if Streami ’s latency requirement is met during a period comprised of a number
of consecutive time intervals, we compute its average meet rate, denoted by AvgM eetRatei ,
which is the average of Streami ’s interval meet rates over the specified period of time. If
AvgM eetRatei is at least as large as Streami ’s percentile rank, Streami ’s latency requirement is met during the period. Another use AvgM eetRatei is to determine if 2 TL has
overly prioritized the latency requirements of a workload over its throughput requirements.
When the performance capacity of the storage system is insufficient to simultaneously meet
the performance requirements of all of the streams in a workload, 2 TL gives preference to
the workload’s latency requirements (if any) over its throughput requirements (if any). If
2

TL meets the workload’s latency requirements, it allocates as much of the remaining per-

formance capacity as is possible to the workload’s throughput-bound streams. Therefore,
if AvgM eetRatei exceeds Streami ’s percentile rank, 2 TL has overly prioritized and overly
met Streami ’s latency requirement.
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Similar to latency performance, during each one-second time interval we calculate a
stream’s throughput (in MB/s), denoted by T hroughputi for Streami , based on the volume (in MB) of Streami ’s requests serviced during the interval. If, during an interval,
a stream’s throughput is at least as large as its target throughput, then its throughput
requirement is met during the interval. Similar to the average meet rate for latencybound streams, to determine if a stream’s throughput requirement is met during a period
comprised of a number of consecutive time intervals, we compute its average throughput,
denoted by AvgT hroughputi for Streami , which is the average of its interval throughputs
over the time period. Streami ’s throughput requirement is met if its average throughput
is at least as large as its target throughput. Otherwise, we calculate Streami ’s throughput deficiency, denoted by Def iciencyi , which is defined in terms of T hroughputT argeti ,
Streami ’s throughput target, and AvgT hroughputi , its average throughput as follows:
T hroughputDef iciencyi =

T hroughputT argeti − AvgT hroughputi
∗ 100%. (5.1)
T hroughputT argeti

When computing a stream’s average meet rate and average throughput for an experimental run, its meet rate and throughput in the first interval are excluded. This is because
at the beginning of an experimental run SLAC and 2 TL do not have sufficient history data
to accurately estimate their parameter values, i.e., the request storage latency threshold
(for both SLAC and 2 TL) and the exclusive scheduling rate for latency-bound requests (for
2

TL only).
As mentioned in Chapter 3, 2 TL provides throughput guarantees by proportionally

allocating storage service to throughput-bound streams based on their throughput requirements. When the performance capacity of the storage system available to the throughputbound streams is sufficient, proportional service allocation leads to throughput guarantees.
Therefore, if there are multiple throughput-bound streams in the workload driving an experiment, we calculate the error in proportional throughput sharing for each stream, i.e.,
Errori for Streami . As shown in Equation 5.2, Errori , i ∈ {1, ..., n}, where n is the number of streams, is defined in terms of AvgT hroughputi , the average throughput of Streami ,
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and T hroughputT argeti , its throughput target as follows:
Errori = (ActualRatioi − IdealRatioi ) ∗ 100%, where
T hroughputT argeti
and
IdealRatioi = P
i (T hroughputT argeti )
AvgT hroughputi
ActualRatioi = P
.
i (AvgT hroughputi )

(5.2)

Note that in this dissertation the I/O duration of each throughput-bound stream spans the
entire experiment. That is, a throughput-bound stream issues requests fast enough to consume its allocated storage service in order to meet its throughput requirement, providing
that the storage system’s performance capacity is sufficient. This is because, in experiments
driven by synthetic workloads, the synthetic workload generator maintains a constant number of pending requests for each throughput-bound stream in the I/O hierarchy, i.e., the
Shim, I/O driver, and storage system. This guarantees that each throughput-bound stream
always has sufficient pending requests to consume the throughput service requested. In
Experiment Set 5, in which a workload comprised of two real I/O traces drives the experiment, the throughput-bound stream issues requests at a throughput consistently above its
throughput target.

5.2

Overview of Experiments

Given a storage system with sufficient performance capacity to meet the performance requirements of a set of I/O streams concurrently accessing a storage system, 2 TL guarantees
that it will meet all of the streams’ performance requirements, i.e., 2 TL provides performance guarantees. Each of the streams has either a latency requirement or a throughput requirement.

2

TL meets latency requirements by dynamically adjusting the request

scheduling rate of each latency-bound stream based on its experienced request storage
latencies and its request arrival rate. To meet the latency requirement of a stream at
a high percentile, upon the arrival of a burst of requests, 2 TL proactively increases the
stream’s request scheduling rate. 2 TL meets throughput requirements by allocating service
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to throughput-bound streams proportional to their throughput targets. 2 TL can provide
a workload with throughput guarantees as long as it (1) meets the performance requirements of all of the throughput-bound streams in the workload; (2) does not overly meet
the latency requirements of the workload, and (3) proportionally allocates service to the
throughput-bound streams.
When the storage system does not have sufficient performance capacity to meet the
performance requirements of all of the streams in a workload, 2 TL cannot provide performance guarantees. This also can happen when a bursty stream’s request arrival rate
(in IOPS) is higher than the storage system’s request service rate or when it has a large
number of pending requests that cause a long queuing delay. Nonetheless, since 2 TL gives
preference to the scheduling of the requests of the latency-bound streams in a workload,
several scenarios can result:
a. If the latency-bound streams in the workload consume all of the storage system’s performance capacity, then the throughput-bound streams (if any) receive none. If the
performance capacity is sufficient to meet the performance requirements of all of the
latency-bound streams, then their latency requirements are met. If not, then either
some (the ones with the higher priorities) are met and some are not (the ones with
the lower priorities), or none are met. Of course, the throughput requirements of the
throughput-bound streams (if any) are not met. This is demonstrated by Experiment
3b.
b. If the latency-bound streams in the workload do not consume all of the performance
capacity, then the throughput-bound streams’ performance requirements are not met.
However, they do receive service and that service is proportionately shared according to
their throughput requirements. In this case, the performance requirements of all of the
latency-bound streams may be met (as stated in ”a.” above). This is demonstrated by
Experiments 1b and 2a.
c. If the workload is comprised of only throughput-bound streams, then the throughput
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requirements of all of the streams will not be met. This is because 2 TL allocates service to throughput-bound streams proportional to their throughput requirements. As
demonstrated by Experiment 6e, given a workload comprised of only throughput-bound
streams and sufficient performance capacity, all of the throughput requirements are met.
As indicated by the three scenarios described above, 2 TL focuses on providing latency
guarantees. More specifically, it is designed to meet the latency requirements of streams
that issue request bursts.

2

TL’s proactive scheduling component, which gives priority to

the scheduling of the requests of the latency-bound streams in a workload, is particularly
beneficial when latency-bound streams issue request bursts, which is the case in most of the
experiments that we conducted to demonstrate the efficacy of 2 TL. When the latency-bound
streams in a workload do not issue request bursts (Experiment Set 1) or when all of the
streams in a workload are throughput-bound (Experiment 6e), 2 TL’s proactive scheduling
component does not provide an advantage over SLAC’s reactive scheduling.
The efficacy of 2 TL’s proactive scheduling in meeting latency requirements is subject
to the storage system’s performance capacity in two ways. First, as demonstrated by
Experiment Set 5, a stream’s latency requirement may not be met if its request arrival rate
(in IOPS) is higher than the storage system’s request service rate (also, in IOPS). Second,
as demonstrated by Experiment 1a, a stream’s latency requirement may not be met if it
has a large number of pending requests that cause a queuing delay that is longer than
its request latency target. However, it is important to note that it is possible for 2 TL to
provide a latency guarantee to each latency-bound stream in a workload when the streams’
total request arrival rate does not exceed the storage system’s request service rate, and the
number of pending requests of each stream does not cause long queuing delays. Otherwise,
2

TL cannot provide a latency guarantee to the streams.
To provide evidence of the five properties of 2 TL (P1-P5) listed in the introduction to

this chapter and to demonstrate the various scenarios described above, we conducted six
sets of experiments, each of which is simulated with the three different I/O schedulers used
in this dissertation, i.e., FCFS, SLAC and 2 TL:
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• Experiment Set 1: Non-bursty Access Characteristics (Section 5.4.1),
• Experiment Set 2: Bursty Access Characteristics (Section 5.4.2),
• Experiment Set 3: Latency-bound Streams with Different Burst Intervals (Section 5.4.3),
• Experiment Set 4: Scalability (Section 5.4.4),
• Experiment Set 5: Real Workload (Section 5.4.5), and
• Experiment Set 6: Homogeneous Performance Requirements (Section 5.4.6).
Section 5.3 briefly describes the synthetic and real workloads used in the experiments, while
Section 5.4 presents the details of each set of experiments. For each experiment we identify
the properties of 2 TL that it demonstrates as well as the scenarios that it presents. Referring
to the properties of 2 TL as P1, P2, P3, P4, and P5, Table 5.1 relates the experiments to
the demonstration of the properties. In addition, for each experiment we provide a detailed
description of the workload that drives it, the experimental results, and analysis of the
results.

5.3

Workloads

Synthetic workloads drive all of the experiments except for Experiment 5 in which a real
(application) workload is used. Synthetic workloads are generated dynamically (during a
simulation) by DiskSim’s synthetic workload generators. For our experiments, each synthetic workload generator was parameterized to generate one stream of random-access
requests, 66% of which are read requests. Thus, if n streams drive an experiment, n synthetic workload generators are used. Using all random-access requests, rather than all
sequential-access requests or a mix of both, lowers the storage system’s performance capacity. A lower performance capacity allows us to more easily assign stream performance
requirements that produce different scenarios, for example, where the performance capacity
is sufficient to simultaneously meet the performance requirements of all of the streams in a
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workload or where it is sufficient to simultaneously meet the performance requirements of
a subset of the streams in a workload. In each experiment driven by a synthetic workload,
the simulation time is 60 seconds. Request sizes (in blocks) follow an exponential distribution with 0 as the base and 8 as the mean. As mentioned in Section 4.1.2, we enhanced
DiskSim’s synthetic workload generators to generate streams that issue request bursts. To
generate a stream that does not issue bursts of requests, the synthetic workload generator
maintains the number of pending requests in the stream’s Shim queue at 50. As described
in Section 4.1.4, to generate a stream that issues request bursts, the synthetic workload
generator controls the number of the stream’s pending requests. (Recall that the bursty
request behavior of a stream is defined by three parameters: Burst Interval, Burst Size, and
Base Pending Requests.) Section 5.4.5 discusses the real I/O traces used in Experiment 5.

5.4

Experiments

This section discusses the six sets of experiments that we conducted to evaluate the efficacy
of 2 TL. The commonality among the experiments in a set is the type of workload, i.e., the
number of latency- and throughput-bound streams, that drives the experiments. Table 5.2
summarizes the workload that was used in each set of experiments to evaluate the efficacy
of 2 TL. As indicated in the table associated with each set of experiments, the experiments
in a set may differ in terms of stream characteristics, e.g., their performance requirements
or burstiness characteristics. As mentioned earlier in this chapter, for each experiment
we identify the properties of 2 TL that it demonstrates as well as the scenarios that it
demonstrates. And, we provide a detailed description of the workload that drives the
experiment, including how the performance requirements of each stream were determined,
the experimental results, and analysis of the results. Again, each experiment is run first
with FCFS, and then with SLAC and with 2 TL. We present each stream’s performance with
FCFS for two reasons. First, it shows that the streams’ performance cannot be met trivially
without careful scheduling. This ensures that the performance requirements we assigned
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to the streams of a workload stress the schedulers’ capabilities. Second, as mentioned in
Section 4.4, the performance requirement assigned to a stream is based on its performance
with FCFS.

5.4.1

Experiment Set 1: Non-bursty Access Characteristics

Table 5.3 provides a high-level description of the three 60-second simulations/experiments,
called 1a, 1b, and 1c. As indicated by the table, each of the three experiments is driven
by a synthetic workload comprised of one latency-bound stream (Stream0 ) that does not
generate request bursts and two throughput-bound streams (Stream1 and Stream2 ).
Objectives
This set of experiments has three objectives:
1. Compare the effectiveness of SLAC and 2 TL in meeting the performance requirements of a latency-bound stream in a workload: The results of all three experiments,
Experiments 1a, 1b, and 1c, demonstrate that when there are no request bursts generated by the latency-bound stream in these workloads, 2 TL’s proactive scheduling
component does not provide any advantage over SLAC’s reactive scheduling.
2. Compare the effectiveness of SLAC and 2 TL in allocating service to the throughputbound streams in a workload proportional to their throughput targets: The results
of Experiments 1b and 1c demonstrate that SLAC and 2 TL are similarly effective in
allocating service to the two throughput-bound streams in the workload proportional
to their throughput targets. Given sufficient performance capacity, both SLAC and
2

TL are able to provide throughput guarantees via proportional service allocation.

This is demonstrated by Experiment 1c.
3. Demonstrate 2 TL’s efficacy in prioritizing a workload’s latency requirements over its
throughput requirements: The results of Experiments 1a and 1b demonstrate that
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when the performance capacity is insufficient to simultaneously meet the performance
requirements of all of the streams in a workload, 2 TL prioritizes the workload’s latency
requirements over its throughput requirements. Nonetheless, while prioritizing the
latency requirements, 2 TL strives to meet the workload’s throughput requirements
with best effort. The results of Experiment 1b also show that 2 TL does not excessively
meet the latency requirement of Stream0 and does not overly discount the service
allocated to the two throughput-bound streams.
Workloads
As mentioned above, the workload that drove this set of experiments consists of one latencybound stream, Stream0 , and two throughput-bound streams, Stream1 and Stream2 . Since
the streams do not generate request bursts, the synthetic workload generator maintained
a fixed level of 50 pending requests in the I/O hierarchy, i.e., the Shim and the storage
system.
As shown in Table 5.3, the performance requirements of the two throughput-bound
streams are the same in all three experiments, i.e., 1.02 MB/s and 0.51 MB/s, respectively. In contrast, the latency requirement of Stream0 is different in each experiment,
i.e., in Experiment 1a it is < 100ms, 99% >, which represents a high demand; in 1b it is
< 350ms, 99% >, representing a medium demand; and in 1c it is < 500ms, 99% >, representing a low demand. These three different latency requirements translate to three different scenarios with respect to the storage system’s performance capacity. In Experiment
1a, the storage system has insufficient performance capacity to meet Stream0 ’s latency
requirement and, thus, the throughput requirements of Stream1 and Stream2 ; in 1b, the
system has partially sufficient capacity, i.e., its capacity is sufficient to meet Stream0 ’s latency requirement but not sufficient to concurrently meet the throughput requirements of
Stream1 and Stream2 ; and in 1c, the performance capacity is sufficient to simultaneously
meet the performance requirements of all three streams.
To determine Stream0 ’s latency requirements for these experiments, we used the results
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Figure 5.1: Experiment Set 1: Stream0 Latencies with FCFS during Isolated and Shared
Access.
obtained by running this experiment with FCFS. We used Stream0 ’s request latencies with
FCFS during (1) isolated access (i.e., when it was not sharing the storage system with the
throughput-bound streams), and (2) shared access (i.e., when it was sharing the storage
system with the throughput-bound streams). Figure 5.1 shows Stream0 ’s latencies in
these two cases. As shown in the figure, to assign latency requirements that cannot be met
trivially, i.e., without careful scheduling of requests (with FCFS), the latency targets for
the three experiments must be shorter than Stream0 ’s latencies with FCFS during shared
access, i.e., about 550ms. Since Experiment 1a is meant to quantify scheduler performance
when there is insufficient performance capacity to meet Stream0 ’s latency requirement, we
set the latency target to 100ms (high demand), which is impossible for the storage system
to achieve even when Stream0 is the only stream that accesses the storage system (isolated
access). (Stream0 ’s latencies with FCFS during isolated access to the storage system are
between 200ms and 275ms.) In Experiments 1b and 1c, the performance capacity of the
storage system is sufficient to meet Stream0 ’s latency requirement, either with (1c) or
without (1b) meeting the throughput requirements of Stream1 and Stream2 . Thus, we
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set the latency targets for Stream0 to 500ms (low demand) for Experiment 1c (sufficient
performance capacity) and 350ms (medium demand) for Experiment 1b (partially sufficient
capacity), respectively. These latency targets are shorter than what Stream0 achieves
trivially with FCFS during shared access (i.e., with throughput-bound streams) but longer
than what the storage system cannot deliver during isolated access by Stream0 .
Experiment 1c presents a scenario where the performance requirements of all the streams
in a workload can be met simultaneously. In this case, the sum of the throughput targets
of Stream1 and Stream2 must not exceed the performance capacity of the storage system
available to the throughput-bound streams after meeting Stream0 ’s latency requirement.
Referring to Figure 5.2a, since Stream0 ’s latency target (500ms) is very close to its latencies
with FCFS (about 550ms), the performance capacity available to the throughput-bound
streams should be similar to the total average throughput of Stream1 and Stream2 with
FCFS, i.e., 1.53 MB/s. Accordingly, we conservatively estimated that the performance capacity available to Stream1 and Stream2 with SLAC and with 2 TL after meeting Stream0 ’s
latency requirement is 1.20 MB/s. Then, we divided this estimate in a 2:1 ratio between
Stream1 and Stream2 , setting their throughput targets to 0.8 MB/s and 0.4 MB/s, respectively.
Results
The results of Experiment Set 1 are organized in three parts, those that relate to: (1) the
latency requirement of Stream0 , (2) the throughput requirements of Stream1 and Stream2 ,
and (3) latency requirement prioritization.
Latency Requirement: Table 5.4 presents Stream0 ’s latency performance in the three
experiments of Experiment Set 1 with the three schedulers. FCFS failed to meet Stream0 ’s
latency requirement in all three experiments with an average meet rate of 0%, which is below Stream0 ’s percentile rank of 99%. This shows that Stream0 ’s latency requirement
cannot be met without careful scheduling. As was expected, in Experiment 1a (insufficient
performance capacity) with all three schedulers, Stream0 ’s high-demand latency require105
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Figure 5.3: Experiment Set 1: Stream
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ment is not met and its average meet rate is 0%. In Experiment 1b (partially sufficient
performance capacity), Stream0 ’s average meet rate with SLAC and 2 TL is 98% and 99%,
respectively. Thus, Stream0 ’s latency requirement is met by 2 TL but not by SLAC, although SLAC misses it by only 1%. In Experiment 1c (sufficient performance capacity),
Stream0 ’s average meet rate with both SLAC and 2 TL is 99%, i.e., both schedulers are
able to meet Stream0 ’s latency requirement. In summary, this set of experiments show
that given a latency-bound stream without bursts and two throughput-bound streams, the
performance of SLAC and 2 TL are similar in terms of meeting Stream0 ’s latency requirement. Given sufficient performance capacity, both SLAC and 2 TL meet Stream0 ’s latency
requirement. Given partially sufficient or insufficient performance capacity, 2 TL’s proactive scheduling component does not demonstrate significant advantage over SLAC’s reactive
scheduling when the latency-bound stream does not generate bursts of requests.
Throughput Requirements: Table 5.5 presents the throughput performance of Stream1
and Stream2 in the experiments of Experiment Set 1 with FCFS, SLAC and 2 TL. In all
of the three experiments with FCFS, Stream0 ’s latency requirement was not met, while
Stream1 ’s throughput requirement (1.02 MB/s in 1a and 1b, 0.80 MB/s in 1c) was not
met and Stream2 ’s throughput requirement (0.51 MB/s in 1a and 1b, 0.40 MB/s in 1c)
was met. In all of the three experiments, storage service was equally allocated to Stream1
and Stream2 (0.75 MB/s each) rather than being proportionally allocated based on their
throughput targets; the error in proportional sharing was 17%.
In terms of SLAC and 2 TL, in Experiment 1a (insufficient performance capacity), since
both schedulers prioritize latency requirements over throughput requirements, the latencybound Stream0 consumed all the performance capacity, and Stream1 and Stream2 received
no service allocation. Thus, the workload’s throughput requirements were not met.
In Experiments 1b (partially sufficient performance capacity) and 1c (sufficient performance capacity), after meeting (1b for 2 TL and 1c for both) or almost meeting (1b for
SLAC) the latency requirement of Stream0 , the remaining available performance capacity
was allocated to Stream1 and Stream2 proportional to their throughput targets with neg-
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ligible errors (not larger than 3%). In Experiment 1b, the performance capacity available
to the throughput-bound streams was not sufficient to simultaneously meet the throughput
requirements of both Stream1 and Stream2 , thus, neither throughput requirement (1.02
and 0.51 MB/s, respectively) was met. In contrast, in Experiment 1c, where the performance requirements of the three streams could be met by the performance capacity of the
storage system, both SLAC and 2 TL met the performance requirements of Stream1 and
Stream2 (0.80 and 0.40 MB/s, respectively), along with the latency requirement of Stream0
(< 400ms, 99% >). Based on the results of Experiments 1b and 1c, we conclude that the
effectiveness of SLAC and 2 TL is similar in allocating storage service to throughput-bound
streams proportional to their throughput targets. Given sufficient performance capacity
available to the throughput-bound streams, both schedulers are able to simultaneously meet
the throughput-bound streams’ performance requirements through proportional sharing.
Latency Requirement Prioritization: With FCFS, Stream0 ’s latency requirements were
not met in the three experiments. This is because FCFS is unable to discount service
allocated to the throughput-bound streams, Stream1 and Stream2 , in order to meet the
latency requirement of Stream0 . In Experiment 1a (insufficient performance capacity),
2

TL gave priority to Stream0 ’s latency requirement over the throughput requirements

of Stream1 and Stream2 . Therefore, Stream0 consumed all of the storage service. In
Experiment 1b (partially sufficient performance capacity), 2 TL gave priority to Stream0 ’s
latency requirement, and it allocated sufficient storage service to Stream0 , while allocating
the remaining storage service to Stream1 and Stream2 . Accordingly, Stream0 ’s average
meet rate was 99%, which is the same as its percentile rank, i.e., 2 TL met Stream0 ’s latency
requirement. In addition, 2 TL accomplished this without excessive allocation of service to
Stream0 and provided Stream1 and Stream2 with as much service as was possible. In
summary, based on the results of these experiments, when the performance capacity is
insufficient to simultaneously meet the performance requirements of all of the streams in a
workload, 2 TL is able to appropriately prioritize the workload’s latency requirements, while
striving to meet its throughput requirements with best effort.
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5.4.2

Experiment Set 2: Bursty Access Characteristics

Table 5.6 provides a high-level description of the six 60-second simulations/experiments,
in this set, called 2a, 2b, 2c, 2d, 2e, and 2f. As indicated, all six experiments are driven
by a synthetic workload comprised of one latency-bound stream (Stream0 ) that generates
request bursts and one throughput-bound stream (Stream1 ).
Objectives
This set of experiments has three objectives:
1. Demonstrate 2 TL’s efficacy in meeting the performance requirement of the latencybound stream in a workload that issues request bursts: The results of this set of
experiments, which employ a range of burst parameters (see Table 5.6) demonstrate
that FCFS and SLAC cannot meet the latency requirement of Stream0 . This is
because (1) the latency requirement cannot be met without careful scheduling, i.e.,
with FCFS; and (2) SLAC’s reactive scheduling fails to meet the latency requirement
when bursts arrive. In addition, these experiments demonstrate that, because of its
proactive scheduling component, 2 TL is able to meet Stream0 ’s latency requirement
regardless of its bursty behavior.
2. Demonstrate that 2 TL is able to prioritize a workload’s latency requirements over its
throughput requirements when necessary, even when the latency-bound stream in the
workload issues request bursts: 2 TL dynamically decides when to prioritize Stream0 ’s
latency requirement over Stream1 ’s throughput requirement. When Stream0 is issuing a request burst, if the storage system’s performance capacity is insufficient to
simultaneously meet Stream0 ’s latency requirement and Stream1 ’s throughput requirement, 2 TL discounts service allocated to Stream1 and allocates extra service to
Stream0 . Otherwise, 2 TL does not prioritize Stream0 ’s latency requirement.
3. Demonstrate that, given sufficient performance capacity, 2 TL is able to simultaneously meet both the latency and throughput requirements of the streams in a work110
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Figure 5.4: Experiment 2b, 2c, 2d: Stream0 Latencies with FCFS during Isolated and
Shared Access (Burst interval= 6s)
load:

2

TL prioritizes the latency requirement of Stream0 over the throughput re-

quirement of Stream1 . After meeting Stream0 ’s latency requirement, it allocates the
remaining storage service to Stream1 . When there is sufficient performance capacity
2

TL meets the latency and throughput requirements of both streams.

Workload
As mentioned above, the workload of all five experiments in this set is comprised of one
latency-bound stream, Stream0 , and one throughput-bound stream, Stream1 . To demonstrate the benefit of 2 TL’s proactive scheduling component over a range of burst parameters,
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Figure 5.5: Experiment Set 2: Stream1 Throughput with FCFS during Isolated Access.
(Stream1 does not issue bursts and has 50 pending requires in the I/O hierarchy in all of
the simulations in Experiment Set 2.)
the five experiments use different sets of burst parameters (Burst Interval, Burst Size, and
Base Pending Requests) to describe Stream0 ’s bursty behavior in each experiment. (These
parameters were introduced in Section 4.1.4. Burst Interval and Burst Size translate to
the burstiness and burst intensity of the stream.) As shown in Table 5.6, when Stream0 ’s
number of Base Pending Requests is at the ”lower” level, it is at 10 (Experiment 2d), 40
(2b), or 30 (2a, 2c, 2e, and 2f). Since the throughput-bound Stream1 does not issue request
bursts, it maintains a constant number of pending requests in the I/O hierarchy (the Shim
and storage system combined), i.e., 50.
The performance requirements of the two streams that drive the six experiments in this
set are based on the guideline presented in Section 4.4. Because 2 TL prioritizes latency
requirements, Stream0 ’s latency requirement is deduced before Stream1 ’s throughput requirement. To evaluate 2 TL’s efficacy, the latency requirement of Stream0 needs to be
short enough that it cannot be met with FCFS, but it must be longer than Stream0 ’s
latencies during isolated access. Figure 5.4 presents Stream0 ’s latencies with FCFS during
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Figure 5.6: Experiment 2d: Stream1 Throughput with 2 TL. Performance Requirements of
Stream0 and Stream1 : < 400ms, 99% >, and 2.5 MB/s.
isolated and shared access. Among the three values of Burst Size used in this set of experiments, i.e., 20, 40, and 80, Stream0 has the longest latencies (approximately 400ms) during
isolated access when Burst Size is 80. Therefore, we set Stream0 ’s latency requirement to
< 400ms, 99% > in the five experiments. This is the shortest latency requirement that
is potentially achievable by the storage system with the three burst sizes. As shown in
Figure 5.4, with the three different values of Burst Size, Stream0 ’s request latencies during
shared access with FCFS are mostly longer than 400ms. Stream0 ’s average meet rates
during shared access with the three values of Burst Size, i.e., 20, 40, and 80, are 95%, 82%,
and 47%, respectively, which are all below Stream0 ’s percentile rank (99%). This shows
that Stream0 ’s latency requirement cannot be met with FCFS, i.e., without careful request
scheduling.
In order to assign Stream1 ’s throughput requirement, we first need to quantify the
amount of performance capacity available to Stream1 after meeting Stream0 ’s latency requirement. Once we obtain the performance capacity, we can assign Stream1 ’s throughput
requirement based on the scenarios of the experiments (e.g. insufficient performance capac-
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ity to meet throughput requirements). Figure 5.5 shows that Stream1 ’s average throughput
with FCFS during isolated access to the storage system does not exceed 2.5 MB/s, which
is the highest Stream1 throughput achievable on the storage system. To obtain the performance capacity available to Stream1 after meeting Stream0 ’s latency requirement, we ran
the six experiments described in Table 5.6 with 2 TL with < 400ms, 99% > and 2.5 MB/s
as the performance requirements of Stream0 ’s and Stream1 , respectively. Figure 5.6 shows
that, in the burst parameters in Experiment 2d, after meeting Stream0 ’s latency requirement, the performance capacity available to Stream1 is approximately 1.00 MB/s. Note
that the performance capacity available to Stream1 in the other five experiments is also approximately 1.00 MB/s. Thus, in order to demonstrate that 2 TL is able to prioritize latency
guarantees when the performance capacity is insufficient in Experiments 2a to 2e, we set
Stream1 ’s throughput requirement in the five experiments to 1.28 MB/s (2.5 blocks/ms),
which exceeds the performance capacity available to Stream1 , after Stream0 ’s latency requirement has been met (if it can be). In contrast, in order to demonstrate that, given
sufficient performance capacity, 2 TL is able to simultaneously meet the latency requirement
of the bursty stream and the performance requirement of the throughput-bound stream in
Experiment 2f, we set Stream1 ’s throughput requirement 0.90 MB/s (1.76 blocks/ms),
which is below the performance capacity available to Stream1 , after Stream0 ’s latency
requirement has been met (if it can be).
Results
The results of Experiment Set 2 are organized in three parts, those that relate to: (1) the latency requirement of Stream0 , (2) latency requirement prioritization, and (3) performance
guarantees with sufficient performance capacity.
Latency Guarantee: Table 5.7 presents the average meet rate of Stream0 in the Experiments 2a to 2e. As shown, Stream0 ’s latency requirement was never met with FCFS;
its meet rate ranges from 46% to 95%, all of which are below Stream0 ’s percentile rank
of 99%. This shows that Stream0 ’s latency requirement cannot be met without careful
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scheduling.
In each of Experiments 2a to 2e with SLAC, Stream0 ’s average meet rate is smaller
than its percentile rank (99%), with 98% being the closest. In contrast, in each experiment
with 2 TL, Stream0 ’s average meet rate is equal to its latency requirement’s percentile
rank. Therefore, 2 TL is able to meet Stream0 ’s latency requirement, while SLAC cannot.
These experiments demonstrate that the benefit of 2 TL’s proactive scheduling component
in meeting latency requirements is more pronounced as the Burst Size increases (larger
bursts) and as the Burst Interval decreases (more frequent bursts). For example, for the
largest (smallest) Burst Size, i.e., 80 (20), Stream0 has a meet rate of only 46% (95%) with
FCFS, while with SLAC it is 95% (98%), and with 2 TL it is 99%. Figure 5.7 compares
Stream0 ’s meet rates with SLAC and 2 TL in Experiment 2d, where Burst Interval was 6
seconds, Burst Size was 80, and Base Pending Requests was 20. As shown in the figure,
with SLAC, when a request burst arrives, the meet rates drop sharply. In contrast, with
2

TL the meet rates are perturbed only slightly. With SLAC and 2 TL, up to 26.44% and

5.05% of Stream0 requests miss the latency target, respectively. 2 TL is more effective in
meeting Stream0 ’s latency requirement because 2 TL proactively increases service allocation
to Stream0 when a request burst arrives in order to avoid latency requirement violations.
In summary, because of 2 TL’s proactive scheduling component, given a workload consisting
of a latency-bound stream that issues request bursts and a throughput-bound stream, 2 TL
is more effective than SLAC in meeting the performance requirement of the latency-bound
stream.
Latency Guarantee Prioritization: Table 5.8 presents the average throughput achieved
by Stream1 in Experiments 2a to 2e. Stream1 ’s throughput requirement (1.28 MB/s)
was not met in any of the experiments with any of the schedulers. This is because the
performance capacity is insufficient to simultaneously meet the performance requirements
of both streams in the workload. Both SLAC and 2 TL prioritize Stream0 to first meet
its latency requirement, and then allocate the remainder of the performance capacity to
Stream1 . In all of the five experiments, Stream1 ’s maximum throughput deficiency with
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Figure 5.9: Experiment 2d: 2 TL Dynamically Gave Priority to Latency-bound Streams,
i.e., It gave priority to Stream0 over Stream1 . Throughput Requirements of Stream1 : 1.28
MB/s
SLAC and 2 TL is 20% and 24%, respectively. Stream1 ’s throughput performance in all
the five experiments is lower with 2 TL than it is with FCFS or SLAC because 2 TL is
more prompt in prioritizing the scheduling of the requests of Stream0 to avoid latency
requirement violations. In addition, Stream0 ’s average meet rates in the experiments with
2

TL do not exceed its percentile rank of 99%. This implies that 2 TL is able to appropriately

prioritize the scheduling of the requests of Stream0 and allocate as much storage service as
is possible to Stream1 . Figure 5.9 presents Stream0 ’s number of pending requests (blue)
and Stream1 ’s throughput in Experiment 2d. This figure shows that 2 TL intentionally
discounted service allocated to Stream1 , while prioritizing service to Stream0 only when
Stream0 ’s pending request level was high. Otherwise, 2 TL allocated sufficient service to
Stream1 to meet its throughput requirement (grey). This demonstrates that 2 TL is able
to dynamically determine when to prioritize a latency-bound stream in a workload. In
summary, given a workload consisting of a latency-bound stream that issues request bursts
and a throughput-bound stream, 2 TL is able to appropriately prioritize service to the latencybound stream, while striving to meet the performance requirement of the throughput-bound
stream with best effort.
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Performance Guarantees with Sufficient Performance Capacity: In Experiments 2a to
2e, the performance requirements were set to exceed the storage system’s performance
capacity. The purpose of doing this was to demonstrate that 2 TL is able to prioritize a
workload’s latency requirements over its throughput requirements when the storage system
does not have sufficient performance capacity to simultaneously meet both. Here we present
the results of Experiment 2f, where the performance capacity is sufficient to simultaneously
meet the performance requirements of the latency-bound stream and the throughput-bound
stream in a workload. The purpose of this experiment is to demonstrate that, given sufficient performance capacity, 2 TL is able to simultaneously meet the latency requirement of
the bursty stream and the performance requirement of the throughput-bound stream.
In this experiment, Stream0 has the same latency requirement, < 400ms, 99% >, as
in the five other experiments. However, we set Stream1 ’s throughput requirement to 0.90
MB/s so that there is sufficient performance capacity to meet the performance requirements
of both streams in the workload. As mentioned previously, the performance capacity available to Stream1 after meeting Stream0 ’s latency requirement is approximately 1 MB/s,
which is sufficient to meet Stream1 ’s throughput requirement. As in Experiment 2d, for
Stream0 Burst Interval is 6 seconds, Burst Size is 80, and Base Pending Requests is 10.
Figure 5.8 presents the streams’ performance. Given sufficient performance capacity, both
streams’ performance requirements were simultaneously met by 2 TL. Stream0 ’s average
meet rate with 2 TL was 99%, matching its percentile rank (99%), while Stream1 ’s average
throughput was 0.97 MB/s, which is above its throughput target (0.90 MB/s). In summary, given a workload consisting of a latency-bound stream that issues request bursts and
a throughput-bound stream, and a storage system with sufficient performance capacity, 2 TL
is able to simultaneously meet the performance requirements of both streams. In addition,
in this case, 2 TL does not overly meet Stream0 ’s latency requirement; its average meet rate
is 99%, which is the same as its percentile rank.

2

TL is able to meet Stream0 ’s latency

requirement, while allocating as much storage service as possible to Stream1 to meet its
throughput requirement.
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Table 5.1: Five Properties of 2 TL Demonstrated by Experiments.
2

Experiment
P1

TL Properties
P2

1a

X

1b

X

1c

P3

P4

P5

X

X

X

2a

X

X

2b

X

X

2c

X

X

2d

X

X

2e

X

X

2f

X

3a

X

3b

X

4a

X

5a

X

6b
6e

X
X

X

X
X

X
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Table 5.2: High-Level Description of Experiments.
Workload
Experiment

Type

Set

No. of
Streams

Description
No.

of Latency-bound

No.

Streams

bound Streams

1

synthetic

3

1 w./o bursts

2

2

synthetic

2

1 w./ bursts

1

3

synthetic

4

2 w./ bursts with different

2

burst intervals
4

synthetic

8

of Throughput-

4 w./ bursts with different

4

burst parameters
5

real

2

1 w./ bursts

1

6

synthetic

2

2: 1 w./ burst, 1 w./o burst

0 (6b)

(6b)
0 (6e)

120

2 (6e)

Table 5.3: Experiment Set 1: Three 60-second Simulations driven by a Synthetic Workload
of 3 Streams : 1 Latency-bound without Bursts and 2 Throughput-bound.
Performance Requirements
Experiment

1a

Performance

Latency-bound

Capacity

Stream0

Insufficient to

< 100ms, 99% >

Throughput-bound
Stream1

Stream2

1.02 MB/s (2

0.51 MB/s (1

blocks/ms)

block/ms)

0.80 MB/s

0.40 MB/s

to meet all

(1.56

(0.78

performance

blocks/ms)

blocks/ms)

meet the latency requirement
1b

Sufficient

< 350ms, 99% >

to meet the
latency

re-

quirement
but

not

all

performance
requirements
1c

Sufficient

< 500ms, 99% >

requirements
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Table 5.4: Experiment Set 1: Stream0 ’s Average Meet Rates.
Experiment

1a

Scheduler

AvgMeetRate0

Requirement (99% meet rate) Met?

FCFS

0%

No

SLAC

0%

No

TL

0%

No

FCFS

0%

No

SLAC

98%

No

TL

99%

Yes

FCFS

0%

No

SLAC

99%

Yes

99%

Yes

2

1b

2

1c

2

TL

Table 5.5: Experiment Set 1: Throughput Performance of Stream1 and Stream2 .
Experiment

Scheduler

AvgThroughputi

ActualRatioi

Errori

(MB/s)

1a

Stream1

Stream2

Stream1

Stream2

Stream1

Stream2

FCFS

0.75

0.75

0.5

0.5

-17%

17%

SLAC

0

0

N/A

N/A

N/A

N/A

0

0

N/A

N/A

N/A

N/A

FCFS

0.75

0.75

0.5

0.5

-17%

17%

SLAC

0.56

0.31

0.64

0.36

-3%

3%

TL

0.52

0.29

0.64

0.36

-3%

3%

FCFS

0.75

0.75

0.5

0.5

-17%

17%

SLAC

0.91

0.42

0.64

0.36

-3%

3%

0.89

0.46

0.65

0.35

-2%

2%

2

1b

2

1c

(%)

2

TL

TL
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Table 5.6: Experiment Set 2: Six 60-second Simulations driven by a Synthetic Workload
of 2 Streams: 1 Latency-bound with Bursts and 1 Throughput-bound.
Exper.

Performance

Performance Requirements

Burst Parameters

Capacity
Latency-

Throughput-

Burst

Burst

Base

bound

bound

Interval

Size

Pending

(s)
Stream0
2a
2b
2c
2d

Stream1

Sufficient
to

meet

only

< 400ms, 99% >

1.28 MB/s

latency

requirement

2e
2f

Sufficient
meet
of

to

0.90 MB/s

both
the

tency

Requests

laand

throughput
requirements
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2

40

30

6

20

40

6

40

30

6

80

10

10

40

30

6

80

10

Table 5.7: Experiment 2a to 2e: Stream0 ’s Average Meet Rates. Numbers in Red Indicate
that Stream0 Latency Requirement Not Met.
Burst Size
20
FCFS
Burst

2s

Interval

6s

95%

SLAC

98%

40
2

TL

80
2

FCFS

SLAC

82%

95%

99%

82%

97%

99%

84%

98%

99%

99%

10s

TL

FCFS

SLAC

46%

95%

2

TL

99%

Table 5.8: Experiments 2a to 2e: Stream1 ’s Average Throughput (MB/s). Throughput
Deficiencies of Stream1 are Highlighted in Red.
Burst Size
20
FCFS

SLAC

40
2

TL

2s

6s

80
2

FCFS

SLAC

TL

1.11

1.05

0.98

13%

18%

23%

FCFS

SLAC

2

TL

1.13

1.06

1.04

1.15

1.04

1.02

1.21

1.02

0.97

12%

17%

19%

10%

19%

20%

5%

20%

24%

1.15

1.04

1.02

10%

19%

20%

Burst Interval
10s
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5.4.3

Experiment Set 3: Prioritization of Latency-Bound Streams

Table 5.9 provides a high-level description of the two 60-second simulations/experiments, in
this set, called 3a and 3b. As indicated in the table, the two experiments were driven by a
synthetic workload comprised of two latency-bound streams that generated request bursts
(Stream0 and Stream1 , where the former had the higher priority) and two throughputbound streams (Stream2 and Stream3 ).
Table 5.9: Experiment Set 3: Two 60-second Simulations driven by a Synthetic Workload
of 4 Streams: 2 Latency-bound with Bursts and 2 Throughput-bound.
Performance Requirements
Experiment

Performance

Latency-bound

Capacity

3a

Sufficient

to

Stream0

Stream1

Priority 1

Priority

(highest)

2

Throughput-bound
Stream2

Stream3

< 750ms, 99% >

1.02 MB/s

0.51 MB/s

< 550ms, 99% >

(2 blk/ms)

(1 blk/ms)

meet only the
latency requirements
3b

Sufficient
meet

only

to
1

latency requirement

Burst Interval (s)

2

4

Burst Size

50

Base Pending

25

Requests

125

N/A

Objectives
This set of experiments has three objectives.
1. Demonstrate 2 TL’s efficacy in meeting the performance requirements of the latencybound streams in a workload, both of which issue request bursts - show this when there
are two latency-bound streams in a workload: The results of this set of experiments
demonstrate that FCFS and SLAC cannot meet the performance requirements of
the latency-bound streams, Stream0 and Stream1 . This is because: (1) the latency
requirements cannot be met without careful scheduling, i.e., with FCFS; and (2)
SLAC’s reactive scheduling fails to meet the latency requirements when bursts arrive.
In contrast, these experiments provide evidence that 2 TL is able to meet the latency
requirements of Stream0 and Stream1 . This is because of its proactive scheduling of
the requests of the latency-bound streams in a workload.
2. Compare the effectiveness of SLAC and 2 TL in prioritizing the scheduling of the
requests of latency-bound streams over those of throughput-bound streams: The
results of Experiments 3a and 3b demonstrate that, when the storage system does
not have sufficient performance capacity to simultaneously meet the performance
requirements of all of the streams in a workload, 2 TL prioritizes latency requirements
over throughput requirements. Because of 2 TL’s proactive scheduling of the requests
of latency-bound streams, it is able do this more promptly than SLAC does. In
addition, 2 TL does not overly prioritize latency requirements and strives to meet
throughput requirements with best effort.
3. Compare the effectiveness of SLAC and 2 TL in prioritizing the servicing of latencybound streams with different priorities: The results of Experiment 3b demonstrate
that, when the storage system does not have sufficient performance capacity to simultaneously meet the performance requirements of the two latency-bound streams
in a workload, 2 TL is more effective in prioritizing the scheduling of the requests
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of the latency-bound stream with the higher priority. In addition, when prioritizing
these requests, 2 TL does not overly discount service allocated to the lower-priority
latency-bound stream, but rather strives to meet its latency requirement with best
effort.
4. Compare the effectiveness of SLAC and 2 TL in allocating service to throughput-bound
streams proportional to their throughput targets: The results of both experiments
demonstrate that SLAC and 2 TL are similarly effective in allocating service to the
two throughput-bound streams proportional to their throughput targets.
Workload
As mentioned above, the workload of the two experiments in the set is comprised of
two latency-bound streams, Stream0 and Stream1 , and two throughput-bound streams,
Stream2 and Stream3 . To further demonstrate the benefit of 2 TL’s proactive scheduling
of the requests of latency-bound streams, the latency-bound streams issue request bursts
with two different size burst intervals. As shown in Table 5.9, in both experiments Stream0
and Stream1 have the same number of base pending requests (25) and the same burst size
(50), while Stream0 ’s burst interval is 2 seconds and Stream1 ’s is 4 seconds. Since the
throughput-bound streams, Stream2 and Stream3 , do not issue request bursts, DiskSim
maintains a constant number of pending requests in the I/O hierarchy, which includes the
Shim and the storage system, for each, i.e., 50.
The performance requirements of the four streams that drove these two experiments
were determined using the guidelines presented in Section 4.4. Because 2 TL prioritizes
latency requirements over throughput requirements, the latency requirements of Stream0
and Stream1 were deduced before the throughput requirements of Stream2 and Stream3 .
In Experiment 3a, to evaluate 2 TL’s efficacy in providing latency guarantees, the latency
requirements of Stream0 and Stream1 need to be short enough that they cannot be met by
FCFS, but they must be longer than the request latencies the streams experienced during
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Figure 5.10: Experiment Set 3: Latency-Bound Stream Latencies with FCFS.
isolated access (i.e., Stream2 and Stream3 only) with FCFS. Figure 5.10 presents the
latencies experienced by Stream0 and Stream1 in Experiments 3a and 3b with FCFS during
both isolated and shared (i.e., 4 streams) access to the storage system. Given this data,
we set the latency requirement of each to < 750ms, 99% >, in Experiment 3a. The latency
target, 750ms, is shorter than the latencies of either stream during shared access (i.e.,
with throughput-bound streams, Stream2 and Stream3 ) with FCFS, but longer than the
latencies of either during isolated access. The average meet rates of Stream0 and Stream1
during shared access with FCFS in Experiment 3a were 60% and 65%, respectively, which
are below the streams’ percentile rank of 99%. This shows that the latency requirements of
Stream0 and Stream1 cannot be met with FCFS, i.e., without careful request scheduling.
Experiment 3a is meant to present a scenario where the performance capacity is sufficient to meet the workload’s latency requirements but not its throughput requirements.
Therefore, to determine the throughput requirements of Stream2 and Stream3 , we first
estimate the upper bound of the performance capacity available to these two throughputbound streams after 2 TL meets the workload’s latency requirements and then divide this
among the two streams. During shared access (by the four streams) with FCFS, the total
average throughput of Stream2 and Stream3 is about 1.07 MB/s (2.09 blocks/ms). Since
with SLAC and 2 TL less service is allocated to the throughput-bound streams, in order to
provide latency guarantees, the performance capacity available to Stream2 and Stream3
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after meeting the latency requirements must be less than 1.07 MB/s (2.09 blocks/ms). Now,
based on the ratio of the streams’ throughput targets (2-to-1), we divide this performance
capacity proportionally between the two streams, obtaining their throughput targets. Since
it is not feasible to divide 2.09 blocks/ms between two streams, we set the total throughput
target to 3.51 MB/s (3 blocks/ms). Since we want to evaluate the schedulers’ efficacies
in allocating service to the throughput-bound streams proportional to their throughput
targets, we impose a 2-to-1 ratio to the throughput targets and, thus, the throughput
requirements of Stream2 and Stream3 are 1.02 MB/s (2 blocks/ms) and 0.51 MB/s (1
block/ms), respectively.
Experiment 3b is meant to present a scenario where the performance capacity is insufficient to simultaneously meet the latency requirements of both Stream0 and Stream1 . If
we assume that these two streams have the same latency requirement, the latency target
must be short enough that the storage system cannot simultaneously meet this requirement for both streams. However, the latency target cannot be so short that the storage
system cannot meet even one of the two latency requirements. Figure 5.10 shows that,
during isolated access (i.e., without throughput-bound streams) with FCFS, the latencies
of Stream0 and Stream1 are not shorter than 360ms. It implies that the storage system
does not have sufficient performance capacity to simultaneously meet the latency requirements of Stream0 and Stream1 if their latency targets are shorter than 360ms. Therefore,
to create the scenario in this experiment, we set both the latency requirements of Stream0
and Stream1 to < 350ms, 99% > to ensure that they cannot be met simultaneously. But,
as shown on Figure 5.10, the latency target (350ms) is longer than the latency of Stream0
when it has isolated access (i.e., without another stream) to the storage system. Therefore,
the storage system has sufficient performance capacity to meet the latency requirement
of Stream0 . Since the performance capacity is supposed to be insufficient to simultaneously meet both latency requirements, and both SLAC and 2 TL prioritize a workload’s
latency requirements over its throughput requirements, no service will be allocated to the
throughput-bound streams. Therefore, the throughput requirements do not matter and we

129

2TL
120

100

100

Percentage (%)

Percentage (%)

SLAC
120

80
60
40
20

80
60
40
20

0

0

1

4

7 10 13 16 19 22 25 28 31 34 37 40 43 46 49 52 55 58

1

4

7 10 13 16 19 22 25 28 31 34 37 40 43 46 49 52 55 58

Time (s)
MeetRate0

MeetRate1

Time (s)
Target

MeetRate0

MeetRate1

Target

(b) 2 TL.

(a) SLAC.

Figure 5.11: Experiment 3a: Average Meet Rates of Stream0 and Stream1 . Performance
Requirements of Stream0 and Stream1 : < 750ms, 99% >
choose the same throughput requirements used in Experiment 3a.
Results
The results of Experiment Set 3 are organized in four parts, those that relate to: (1) latency
guarantees, (2) latency requirement prioritization, (3) individual stream prioritization, and
(4) proportional sharing.
Table 5.10: Experiment 3a: Average Meet Rates of Stream0 and Stream1 with FCFS,
SLAC and 2 TL.
Scheduler

Stream0 (prioritized)

Stream1

FCFS

60%

65%

SLAC

95%

81%

2

99%

99%

4%

18%

TL

Difference
(2 TL benefit)
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Latency Guarantees: Table 5.10 presents the average meet rates achieved by Stream0
and Stream1 in Experiment 3a, i.e., 60% and 65%, respectively, which are below their
percentile ranks (both 99%). Thus, their latency requirements (both < 750ms, 99% >)
were not met with FCFS, showing that they cannot be met without careful scheduling. In
contrast, with SLAC, the average meet rates of Stream0 and Stream1 are 95% and 81%,
respectively, which also are below the streams’ percentile ranks (both 99%). However, with
2

TL, the average meet rates of Stream0 and Stream1 both are equal to their percentile

ranks and, thus, 2 TL is able to meet their latency requirements, while SLAC cannot.
Accordingly, this experiment demonstrates the benefit of 2 TL’s proactive scheduling of the
requests of latency-bound streams when there are two latency-bound streams in a workload
both issuing request bursts with different burst intervals. Figure 5.11 compares the latencybound streams’ meet rates with SLAC and 2 TL in Experiment 3a. As shown in the figure,
with SLAC, when a request burst arrives, the meet rates drop sharply. In contrast, with
2

TL the meet rates are perturbed only slightly. For the higher-priority Stream0 , with

SLAC and 2 TL, up to 22% and 4% of requests miss the latency target, respectively. For
the lower-priority Stream1 , the difference is even bigger, i.e., with SLAC and 2 TL up to
68% and 6% of requests miss the latency target, respectively. This shows that 2 TL is more
effective in meeting latency requirements. This is because 2 TL proactively increases the
service allocation to each latency-bound stream when it issues a request burst in order to
avoid latency requirement violations. Thus, we conclude that, given a workload consisting
of two throughput-bound streams and two latency-bound streams issuing request bursts with
different burst intervals, 2 TL is more effective than SLAC in meeting the performance
requirements of the latency-bound streams. This is because of 2 TL’s proactive scheduling of
the requests of latency-bound streams.
Latency Requirement Prioritization: Table 5.11 presents the average throughput achieved
by Stream2 and Stream3 in Experiment 3a. As shown by the data in the table, the throughput requirements of Stream2 and Stream3 (1.02 and 0.51 MB/s, respectively) were not
simultaneously met with any scheduler. This is because in this experiment the performance
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Table 5.11: Experiment 3a: Throughput Performance.
Scheduler

AvgThroughputi

Deficiencyi

(MB/s)

(%)

Stream

Stream

2

3

ActualRatioi

Errori

Stream

Stream

2

3

2

3

2

3

FCFS

0.53

0.53

48%

N/A

0.50

0.50

-17%

17%

SLAC

0.67

0.34

34%

33%

0.66

0.34

-1%

1%

2

0.63

0.34

38%

33%

0.65

0.35

-2%

2%

TL

capacity is insufficient to simultaneously meet the performance requirements of both the
latency-bound and throughput-bound streams in the workload. Both SLAC and 2 TL prioritize the scheduling of the requests of Stream0 and Stream1 to first meet their latency
requirements and then allocate the remainder of the performance capacity to Stream2 and
Stream3 . Stream2 ’s throughput deficiency with SLAC and 2 TL is 34% and 38%, respectively; and Stream3 ’s throughput deficiency is 33% with both schedulers. Less performance
capacity is available to the throughput-bound streams because 2 TL is more prompt in prioritizing the scheduling of the requests of Stream0 and Stream1 to avoid latency requirement
violations. In addition, the average meet rates of Stream0 and Stream1 in this experiment
do not exceed its percentile rank (99%). This implies that 2 TL is able to appropriately
prioritize the scheduling of the requests of Stream0 and Stream1 and allocate as much storage service to Stream2 and Stream3 as is possible. Accordingly, we conclude that given a
workload consisting of two throughput-bound streams and two latency-bound streams issuing request bursts with different burst intervals, 2 TL is able to appropriately prioritize the
workload’s latency requirements, while striving to meet its throughput requirements with the
best effort.
Individual Stream Prioritization: In Experiment 3b, the performance capacity is insufficient to simultaneously meet the latency requirements of Stream0 and Stream1 . Table 5.12
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Table 5.12: Experiment 3b: Average Meet Rates of Stream0 and Stream1 with FCFS,
SLAC and 2 TL.
Scheduler

Stream0 (prioritized)

Stream1

FCFS

1%

1%

SLAC

93%

28%

2

99%

26%

6%

-2%

TL

Difference
(2 TL benefit)

Table 5.13: Experiment 3b: Throughput Performance.
AvgThroughputi (MB/s)
Stream2

Stream3

SLAC

0.07

0.05

2

0.08

0.05

TL

presents the average meet rates of these streams in the experiment. As shown in the table, with FCFS the streams’ latency requirements (both < 550ms, 99% >) were not met
and the scheduling of the requests of the higher-priority Stream0 was not prioritized over
those of the lower-priority Stream1 . With FCFS, the average meet rates of Stream0 and
Stream1 are 1% and 1%, respectively, which are below their percentile ranks (both 99%).
This shows that prioritization of latency requirements is not supported by FCFS. With
SLAC, the average meet rates of Stream0 and Stream1 are 93% and 28%, respectively,
and thus neither latency requirement is met. In contrast, with 2 TL, the average meet rates
of Stream0 and Stream1 are 99% and 26%, respectively; Stream0 ’s latency requirement is
met but not Stream1 ’s. Note that Stream1 ’s average meet rate is lower with 2 TL than it
is with SLAC. This is because 2 TL, unlike SLAC, discounts service allocated to Stream1
in order to give priority to Stream0 . Because of its proactive scheduling of requests of
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latency-bound streams, when Stream0 issues request bursts, 2 TL prioritizes the scheduling
of Stream0 ’s requests more promptly than does SLAC to meet its latency requirement.
In addition, Stream0 ’s average meet rate does not exceed its percentile rank (99%). This
implies that 2 TL is able to appropriately prioritize the scheduling of Stream0 requests,
while scheduling as many requests of Stream1 as is possible.
Table 5.13 presents the throughput delivered to Stream2 and Stream3 with SLAC and
2

TL in Experiment 3b. As shown, both streams received negligible storage service and,

therefore, the average throughput of each is almost 0. This is because the storage system’s
performance capacity is insufficient to simultaneously meet both latency requirements and
both schedulers prioritize latency requirements. Recall, however, that only 2 TL meets
Stream0 ’s latency requirement – SLAC does not. This is because 2 TL is more effective
in prioritizing the scheduling of the requests of Stream0 . Similarly, in Experiment 3a,
with SLAC, although Stream0 ’s latency requirement is not met, Stream1 still receives
service. This is because, when Stream0 issues request bursts, SLAC is unable to promptly
prioritize the scheduling of Stream0 ’s requests. Accordingly, we conclude that given a
workload consisting of two throughput-bound streams and two latency-bound streams that
issue request bursts with different burst intervals, when the storage system is unable to
simultaneously meet both latency requirements, 2 TL is able to appropriately prioritize the
scheduling of the requests of the higher-priority latency-bound stream over the other, while
striving to meet the latency requirement of the lower-priority latency-bound stream with the
best effort.
Proportional Sharing: Table 5.11 presents the average throughput delivered to Stream2
and Stream3 in Experiment 3a with FCFS, SLAC and 2 TL. Since in Experiment 3b the
average throughputs of Stream2 and Stream3 are negligible, they are not used in the
discussion of proportional sharing. As shown in the table, with FCFS storage service
was equally allocated to Stream2 and Stream3 , i.e., each achieved 0.53 MB/s, rather
than being proportionally allocated based on their throughput targets, i.e., 1.02 MB/s and
0.51 MB/s, respectively. Thus, errors in proportional sharing were -17% for Stream2 and
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17% for Stream3 . This shows that storage service cannot be proportionally allocated to
throughput-bound streams without careful scheduling.
In contrast, with SLAC and 2 TL, the errors in proportional sharing in terms of Stream2
and Stream3 are 1% and 2%, respectively, which are negligible. Both SLAC and 2 TL
proportionally allocate storage service to the throughput-bound streams based on their
throughput targets. However, because of the insufficient performance capacity, proportional
service allocation does not lead to meeting their throughput requirements. With SLAC and
2

TL, the average throughput of Stream2 and Stream3 is below their throughput targets.

With SLAC, Stream2 achieves 0.67 MB/s (vs. the target of 1.02 MB/s), while Stream3
achieves 0.34 MB/s (vs. the target of 0.51 MB/s). With 2 TL, Stream2 achieves 0.64
MB/s and Stream3 achieves 0.34 MB/s. Accordingly, we conclude that SLAC and 2 TL are
similarly effective in proportionally allocating storage service to throughput-bound streams
based on their throughput targets.
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Figure 5.12: Experiment 4a: Number of Pending Requests for Latency-Bound Streams.

5.4.4

Experiment Set 4: Scalability

There is only one experiment in this set, Experiment 4a. Table 5.14 provides a highlevel description of the 60-second simulation/experiment. As indicated by the table, the
experiment is driven by a synthetic workload comprised of four latency-bound streams
(Stream0 , Stream1 , Stream2 , and Stream3 , with a descending order of priorities) that
generate request bursts and four throughput-bound streams (Stream4 , Stream5 , Stream6 ,
and Stream7 ). The purpose of this experiment is to evaluate the scalability of 2 TL. To
stress the scheduling algorithm, the streams have diverse performance requirements and
burst characteristics, in terms of Burst Interval, Burst Size, and Base Pending Requests.
Objectives
This experiment has three objectives.
1. Demonstrate 2 TL’s efficacy in meeting the latency requirements of four latency-bound
streams in a workload, each of which issues request bursts and has different burst characteristics: The results of this experiment demonstrate that FCFS and SLAC cannot
meet the performance requirements of any of the latency-bound streams, Stream0
through Stream3 . This is because (1) the latency requirements cannot be met triv-

136

FCFS
1600
1400

Latency (ms)

Latency (ms)

FCFS
1800
1600
1400
1200
1000
800
600
400
200
0

1200
1000
800
600
400
200
0

1

4

7 10 13 16 19 22 25 28 31 34 37 40 43 46 49 52 55 58

1

4

7 10 13 16 19 22 25 28 31 34 37 40 43 46 49 52 55 58

Time (s)
Latency0

Latency1

Time (s)

Latency2

Latency3

Latency0

(a) Shared Access (i.e., 8 Streams) - Latency.

Latency1

Latency2

Latency3

(b) Isolated Access (i.e., Latency-bound Streams) - Latency.
FCFS

Throughput (MB/s)

0.4
0.35

0.3
0.25
0.2
0.15
0.1
0.05
0

1

4

7 10 13 16 19 22 25 28 31 34 37 40 43 46 49 52 55 58

Time (s)
Throughput4

Throughput5

Throughput6

Throughput7

(c) Shared Access (i.e., 8 Streams) - Throughput.

Figure 5.13: Experiment 4a: Stream Performance with FCFS. Performance Requirements:
< 1000ms, 99% > (Stream0 and Stream1 ), < 1250ms, 99% > (Stream2 and Stream3 ),
0.51 MB/s (Stream4 ), 1.02 MB/s (Stream5 ), 1.54 MB/s (Stream6 ), and 2.05 MB/s
(Stream7 ).
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Table 5.14: Experiment 4a: One 60-second Simulation driven by a Synthetic Workload
of 8 Streams: 4 Latency-bound with Bursts and 4 Throughput-bound (Si =Streami and
Pi =P riorityi ).
Performance Requirements
Performance

Latency-bound

Throughput-bound

Capacity

(MB/s (blocks/ms))

Sufficient

S 0 P1

to

(high-

only

meet
latency

S1 P2

S2 P3

S 3 P4

S4

S5

S6

S7

0.51

1.02

1.54

2.05

(1)

(2)

(3)

(4)

est)

requirements
< 1000ms, 99% >

Burst Inter-

< 1250ms, 99% >

2

4

6

8

Burst Size

10

20

30

40

Base Pend-

45

40

35

30

val (s)

ing

N/A

Re-

quests
ially, i.e., with FCFS; and (2) SLAC’s reactive scheduling is unable to meet the latency
requirements when request bursts arrive. In addition, this experiment demonstrates
that, because of its proactive scheduling component, 2 TL is able to meet all of the
latency requirements of the workload even though the four latency-bound streams
have different burst characteristics.
2. Compare the effectiveness of SLAC and 2 TL in prioritizing the performance requirements of the latency-bound streams in the workload over those of the throughputbound streams in the workload: The results demonstrate that, when the storage
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system’s performance capacity is insufficient to simultaneously meet the performance
requirements of all of the streams in the workload, 2 TL, employing its proactive
scheduling component, gives priority to the workload’s four latency requirements over
its four throughput requirements more promptly than does SLAC. In addition, 2 TL
does not overly prioritize latency requirements and strives to meet the throughput
requirements with best effort.
3. Compare the effectiveness of SLAC and 2 TL in allocating service to the four throughputbound streams in the workload proportional to their throughput targets: The results
of the experiment demonstrate that SLAC and 2 TL are similarly effective in allocating service to the four throughput-bound streams in the workload proportional to
their throughput targets.
Workload
As mentioned above, the workload that drives Experiment 4a consists of four latency-bound
streams, Stream0 through Stream3 , and four throughput-bound streams, Stream4 through
Stream7 . To compose a complicated workload with performance requirements that are
hard to meet through careful scheduling, the latency-bound streams in the workload have
completely different burst characteristics. Table 5.14 presents the latency-bound streams’
burst parameters. Burst Interval is set to 2, 4, 6, and 8 seconds for Stream0 through
Stream3 , respectively, and Burst Size is set to 10, 20, 30, and 40, respectively. Stream0
issues bursts most frequently, yet its Burst Size (i.e., its burst intensity) is the smallest.
Base Pending Requests is set to 45, 40, 35, and 30 for Stream0 through Stream3 , resulting
in the average of each stream’s “higher” and “lower” levels of pending requests being
50. Figure 5.12 presents each stream’s number of pending requests over time. Since the
throughput-bound streams, Stream4 through Stream7 , do not issue request bursts, they
maintain a constant number of pending requests, i.e., 50.
The performance requirements of the eight streams in the workload that drives Exper-
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iment 4a are based on the guidelines presented in Section 4.4. Because 2 TL gives priority
to latency requirements, the performance requirements of Stream0 through Stream3 are
deduced before those of the throughput-bound streams, Stream4 through Stream7 . To
evaluate 2 TL’s efficacy in prioritizing a workload’s latency requirements over its throughput requirements, the performance requirements are assigned so that after 2 TL meets all of
the latency requirements of the workload, the performance capacity of the storage system
is insufficient to simultaneously meet all of the workload’s throughput requirements. To
evaluate 2 TL efficacy in providing latency guarantees, the latency requirements of Stream0
through Stream3 need to be short enough that they cannot be met with FCFS (i.e., without careful scheduling), but they must be longer than their latencies during isolated access
(i.e., without throughput-bound streams) to the storage system. Otherwise, the storage
system would not have enough performance capacity to be able to simultaneously meet all
of the latency requirements of the workload. As a result, we would not be able to evaluate
the efficacy of the schedulers in fulfilling latency requirements. Figures 5.13a and 5.13b
present the request latencies of the four latency-bound streams with FCFS during shared
and isolated access to the storage system. During isolated access, the latencies do not
exceed 1,000ms, while during shared access, the latencies are not shorter than 1,250ms.
To evaluate the effectiveness of the schedulers in fulfilling the performance requirements
of latency-bound streams in a workload with different latency requirements, we select two
latency targets in the range between 1,000ms to 1,250ms to assign to the four streams.
We assign < 1, 000ms, 99% > as the latency requirement of Stream0 and Stream1 , and
< 1, 250ms, 99% > as the latency requirement of Stream2 and Stream3 . The average
meet rates of Stream0 through Stream3 during shared access (with all eight streams in
the workload) with FCFS are 0%, 0%, 8% and 9%, respectively, which are well below the
streams’ percentile ranks, each of which is 99%. This shows that the latency requirements
of the workload cannot be met with FCFS, i.e., without careful request scheduling.
In order to assign the throughput requirements of the workload, we first quantify the performance capacity available to the throughput-bound streams after meeting the workload’s
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latency requirements. Then, we assign the throughput requirements based on the scenario
required for the experiment, in this case, a storage system with performance capacity that
is sufficient to meet all of the workload’s latency requirements but none of its throughput
requirements. Figure 5.13c presents the throughput achieved by each throughput-bound
stream during shared access with FCFS. The sum of the average throughputs of the four
streams is 0.92 MB/s (1.84 blocks/ms). To meet the latency requirements of the workload, a scheduler must allocate more service to the latency-bound streams than FCFS does
and, therefore, less service to the throughput-bound streams. As a result, if the sum of
throughput requirements is at least 0.92 MB/s (1.84 blocks/ms), the storage system will
not be able to simultaneously meet all of the throughput requirements. Therefore, we
set the throughput targets of Stream4 through Stream7 to be 0.51 MB/s (1 block/ms),
1.02 MB/s (2 blocks/ms), 1.53 MB/s (3 blocks/ms), and 2.04 MB/s (4 block/ms). The
sum of these targets is 5.12 MB/s (10 blocks/ms), which exceeds the upper bound of the
performance capacity available to the throughput-bound streams, i.e., 0.92 MB/s (1.84
blocks/ms). Thus, the 1:2:3:4 ratio allows us to evaluate the effectiveness of the schedulers
in proportionally allocating service to the throughput-bound streams.
Results
The results of Experiment 4a are organized in three parts, those that relate to: (1) latency
guarantees, (2) latency requirement prioritization, and (3) proportional service allocation.
Note that the results during the first 2,000ms are presented in the figures but are not used
in the calculation of the performance measurements. This is because, given the latency
targets of Stream2 and Stream3 (1,250ms), 2 TL does not start scheduling their requests
until the latter part of the second 1,000ms interval.
Latency Guarantees: Table 5.15 presents the average meet rates of the latency-bound
streams in the workload that drove Experiment 4a. As shown in the table, their latency requirements were never met with FCFS; the average meet rates of Stream0 through Stream3
are 0%, 0%, 8%, and 9%, respectively, which are far below the streams’ percentile ranks
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Table 5.15: Experiment 4a: Latency-bound Streams’ Average Meet Rates with FCFS,
SLAC and 2 TL.
Scheduler

Stream0

Stream1

Stream2

Stream3

FCFS

0%

0%

8%

9%

SLAC

97%

95%

93%

82%

2

99%

99%

99%

99%

2%

4%

6%

17%

TL

Difference
(2 TL benefit)

Table 5.16: Experiment 4a: Latency-bound Streams’ Minimum Meet Rates with SLAC
and 2 TL.
Scheduler

Stream0

Stream1

Stream2

Stream3

SLAC

88%

52%

68%

17%

2

97%

96%

96%

88%

11%

44%

28%

71%

TL

Difference
(2 TL benefit)

(each of which is 99%). This shows that the latency requirements of the workload cannot
be met without careful scheduling.
With SLAC, the average meet rates of Stream0 through Stream3 are 97%, 95%, 93%,
and 82%, respectively, which are also below the streams’ percentile ranks. In contrast, with
2

TL, the average meet rates of Stream0 through Stream3 are equal to streams’ percentile

rank. Therefore, 2 TL met the latency requirements, while SLAC did not. These experiments demonstrate the benefit of 2 TL’s proactive scheduling component in a complicated
workload that consists of four latency-bound streams that issue request bursts and have
different burst characteristics, and four throughput-bound streams. Figure 5.14 compares
the latency-bound streams’ meet rates with SLAC and with 2 TL in Experiment 4a. As

142

2TL
120

100

100

Percentage (%)

Percentage (%)

SLAC
120

80
60
40
20

80
60
40
20

0

0

1

4

7 10 13 16 19 22 25 28 31 34 37 40 43 46 49 52 55 58

1

4

7 10 13 16 19 22 25 28 31 34 37 40 43 46 49 52 55 58

Time (s)
MeetRate0

MeetRate1

MeetRate2

Time (s)
MeetRate3

MeetRate0

MeetRate1

MeetRate2

MeetRate3

(b) 2 TL.

(a) SLAC.

Figure 5.14: Experiment 4a: Latency Performance with SLAC and 2 TL. Performance
Requirements: < 1000ms, 99% > (Stream0 and Stream1 ) and < 1250ms, 99% > (Stream2
and Stream3 )
shown in Figure 5.14a, with SLAC, when a request burst arrived, the meet rates decreased
sharply. In contrast, as shown in Figure 5.14b, with 2 TL, the meet rates remained fairly
constant. Table 5.16 presents the minimum meet rates of the latency-bound streams. With
SLAC, the minimum meet rates of Stream0 through Stream3 are 88%, 52%, 68%, and 17%,
respectively. This translates to up to 12%, 48%, 32%, and 83% of the four streams’ requests
missing their latency targets during a one-second interval. In contrast, with 2 TL, the minimum meet rates of Stream0 through Stream3 are 97%, 96%, 96%, and 88%, respectively.
This translates to up to only 3%, 4%, 4%, and 12% of the four streams’ requests missing
their latency targets during a one-second interval. The results show that many more requests met their latency targets with 2 TL than with SLAC. Note that, with 2 TL, up to
12% of Stream3 requests missed their latency target during a one-second interval, which is
significantly more than for requests of Stream0 (3%), Stream1 (4%), and Stream2 (4%).
This may be the result of 2 TL delaying the start of its exclusive scheduling of the requests of
latency-bound streams (see Chapter 3) because of an over-estimation of the latency-bound
streams’ scheduling rates. Since Stream3 has the lowest priority of the four latency-bound
streams, its requests would be affected the most by this delay. When compared with SLAC,
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2

TL is more effective in meeting the latency requirements of the workload because in or-

der to avoid latency requirements violations, it proactively increases the service allocated
to a latency-bound stream when it issues a request burst. In summary, because of 2 TL’s
proactive scheduling component, given a workload consisting of four latency-bound streams
that have different burst characteristics and four throughput-bound streams, 2 TL is more
effective than SLAC in meeting the performance requirements of the latency-bound streams.
Table 5.17: Experiment 4a: Throughput-bound Streams’ Performance (MB/s).
Scheduler

Stream4

Stream5

Stream6

Stream7

FCFS

0.23

0.24

0.23

0.24

SLAC

0.13

0.16

0.17

0.18

(2 TL benefit)

0.13

0.15

0.16

0.17

Latency Requirement Prioritization: Table 5.17 presents the average throughput achieved
by the throughput-bound streams in the workload that drove Experiment 4a. None of the
throughput requirements of Stream4 , Stream5 , Stream6 , and Stream7 (0.51, 1.02, 1.53,
and 2.04 MB/s, respectively) was met with any scheduler. This is because the performance
capacity of the storage system is sufficient to meet only the latency-requirements of the
workload. Both SLAC and 2 TL gave priority to the latency-bound streams, endeavoring to
first meet their latency requirements before allocating the remainder of the storage service
to the throughput-bound streams.
The average throughput of three of the four throughput-bound streams is slightly higher
with SLAC; Stream4 has the same average throughput with SLAC and 2 TL. This is because, when request bursts arrived, 2 TL’s proactive scheduling component promptly discounted the service allocated to the throughput-bound streams in order to provide the
latency-bound streams with sufficient service to meet their performance requirements. In
addition, as shown in Table 5.15, the latency-bound streams’ average meet rates achieved in
the experiment do not exceed their percentile ranks (99% for each). This demonstrates that
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2

TL was able to appropriately prioritize latency-bound streams and allocated as much stor-

age service as possible to throughput-bound streams in the workload. In summary, given
a workload consisting of four latency-bound streams with different burst characteristics and
four throughput-bound streams, 2 TL is able to appropriately prioritize the scheduling of
the requests of the latency-bound streams, while striving to meet the workload’s throughput
requirements with best effort.
Table 5.18: Experiment 4a: Proportional Service Allocation to Throughput-bound Streams.
ActualRatioi
Scheduler

Errori

Stream4

Stream5

Stream6

Stream7

Stream4

Stream5

Stream6

Stream7

FCFS

0.25

0.25

0.25

0.25

15%

5%

-5%

-15%

SLAC

0.20

0.25

0.27

0.28

10%

5%

-3%

-12%

2

0.21

0.25

0.27

0.27

11%

5%

-3%

-13%

TL

Proportional Service Allocation: Table 5.18 presents the throughput-bound streams’
ratios of throughput service and the errors in proportional service allocation delivered by
FCFS, SLAC and 2 TL in Experiment 4a. With FCFS, each of the throughput-bound
streams, i.e., Stream4 , Stream5 , Stream6 , and Stream7 , received a quarter of the storage
service available to them. Storage service was equally allocated to the throughput-bound
streams rather than being proportionally allocated based on the ratio of their throughput
targets (1:2:3:4); the associated errors in proportional sharing are bounded by 15%. This
illustrates that FCFS does not proportionally allocate storage service to throughput-bound
streams, and that this cannot be done without careful scheduling.
In contrast, with SLAC and 2 TL, the errors in proportional sharing of the storage service
among the four streams are bounded by 12% and 13%, respectively. These errors are larger
than those experienced in Experiment 3a (up to only 2%). This is because the workload in
this experiment (four latency-bound streams and four throughput-bound streams) is larger
than the workload in Experiment 3a (two latency-bound streams and two throughput-
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bound streams), and the ratios of the throughput targets in this experiment (1:2:3:4) is
much wider than that of Experiment 3a (1:2). Therefore, we view 2 TL’s performance to be
acceptable in this case – both SLAC and 2 TL were able to proportionally allocate storage
service to the throughput-bound streams based on their throughput targets. However, because of insufficient performance capacity, proportional service allocation did not lead to
fulfillment of their throughput requirements. With SLAC and 2 TL, the average throughput of each of Stream4 , Stream5 , Stream6 , and Stream7 is below its throughput target
(0.51, 1.02, 1.53, and 2.04 MB/s, respectively). In summary, SLAC and 2 TL are similar
effective in proportionally allocating storage service to throughput-bound streams based on
their throughput targets.
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5.4.5

Experiment Set 5: Real Workload

There is only one experiment in this set, Experiment 5a. Table 5.19 provides a high-level
description of this 10-minute simulation/experiment. As indicated in the table, Experiment
4a is driven by a real workload comprised of one latency-bound stream (Stream0 ) that
generates request bursts and one throughput-bound stream (Stream1 ). In this experiment,
Strategy 2 for estimating the Exclusive Scheduling Rate of Latency-bound Requests, which
is based on a moving-percentile model, was used. This is because Strategy 1 did not lead
to satisfactory results.
Objectives
This experiment has two objectives:
1. Demonstrate 2 TL’s efficacy in meeting the latency requirement of a latency-bound
stream, when the requests are generated by a real application: The results of this
experiment demonstrate that FCFS and SLAC cannot meet the latency requirement
of Stream0 . This is because (1) the latency requirement cannot be met without
careful scheduling, i.e., with FCFS; and (2) SLAC’s reactive scheduling fails to meet
the latency requirement when bursts arrive.
2. Demonstrate that 2 TL is able to prioritize the performance requirement of the latencybound stream in a real workload over the performance requirement of the throughputbound stream in the workload when necessary: 2 TL dynamically determines when to
give priority to Stream0 ’s latency requirement over Stream1 ’s throughput requirement. When the storage system’s performance capacity is insufficient to simultaneously meet the performance requirements of both streams, 2 TL discounts the service
allocated to Stream1 and allocates extra service to Stream0 . Otherwise, 2 TL does
not give priority to Stream0 ’s latency requirement.
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Table 5.19: Experiment Set 5: One 10-minute Simulation driven by a Real Workload of 2
Streams: 1 Latency-bound with Bursts and 1 Throughput-bound.
Performance Requirements
Performance Capacity

Sufficient to meet only the latency requirement

Latency-bound

Throughput-bound

Stream0 (OLTP)

Stream1 (varmail)

< 550ms, 99% >

10 MB/s

Workload
As mentioned above and indicated in Table 5.19, the workload of Experiment 4a is comprised of a latency-bound stream, Stream0 , and a throughput-bound stream, Stream1 .
The requests in the two streams are input to DiskSim as I/O traces. The trace of the
latency-bound stream captured the requests generated by an Online Transaction Processing (OLTP) application running in a large financial institution [26]. To keep our simulations
manageable, we truncated the trace after the first 40 minutes of activity. In order to increase the burstiness of the trace and make the latency requirement harder to meet, we
compressed the trace to 10 minutes, thus, quadrupling its request arrival rate. Note that
this is an acceptable approach that has been used in the literature [40]. The trace of the
throughput-bound stream is the varmail trace [4], which captured the requests generated
by four mail servers concurrently accessing a storage system for 10 minutes.
As shown in Table 5.19, the performance requirement of the latency-bound stream,
Stream0 , is < 550ms, 99% > and that of the throughput-bound stream, Stream1 , is 10
MB/s. Next we explain how we used the guidelines presented in Section 4.4 to determine
these performance requirements. Because 2 TL prioritizes latency requirements, Stream0 ’s
latency requirement is deduced before Stream1 ’s throughput requirement. To evaluate
2

TL’s efficacy in fulfilling latency requirements, Stream0 ’s latency requirement must be

short enough so that it cannot be met with FCFS, but it must be longer than its request
latencies during isolated access to the storage system with FCFS. Figures 5.15 and 5.16a
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Figure 5.15: Experiment 5a: Stream0 ’s End-to-end Latency during Isolated Access.
Stream0 Latency Requirement: < 550ms, 99% >.
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Figure 5.16: Experiment 5a: Stream Performance during Shared Access with FCFS. Performance Requirements of Stream0 and Stream1 : < 550ms, 99% > and 10 MB/s.

149

present Stream0 ’s request latencies with FCFS during isolated access and shared access, respectively. As shown in Figure 5.16a, during shared access with FCFS, Stream0 ’s latencies
exceed 550ms almost immediately after the simulation begins. Therefore, a latency target
of 550ms, 99% cannot be met with FCFS. As shown in Figure 5.15, the 550ms latency
target is nearly always longer than Stream0 ’s end-to-end latencies in the I/O hierarchy
(the Shim and storage system, combined) during isolated access with FCFS. Therefore,
the storage system does have sufficient performance capacity to meet Stream0 ’s latency
requirement if we set it to < 550ms, 99% >.
To obtain Stream1 ’s throughput requirement, we measured Stream1 ’s throughput during shared access (with Stream0 ) to the storage system with FCFS. As shown in Figure 5.16b, Stream1 ’s average throughput in this situation is 7.93 MB/s. Stream1 achieves
its best throughput from interval 350 to interval 450, during which its average throughput is about 10.00 MB/s. As shown in Table 5.19, Experiment 5a is supposed to present
a scenario when the storage system is able to meet only the latency requirement of the
workload. This allows us to evaluate 2 TL’s efficacy in prioritizing the latency requirements
of a workload over its throughput requirements. To create such a scenario, i.e., where
Stream1 ’s throughput requirement cannot be met with SLAC and 2 TL, after they meet
the latency requirement of Stream0 , Stream1 ’s throughput target must be higher than the
average throughput it achieved during shared access with FCFS (7.93 MB/s). Thus, we
set Stream1 ’s throughput requirement to 10.00 MB/s.
In this experiment, 2 TL uses Strategy 2, which is based on a moving-percentile model,
to estimate the next Exclusive Scheduling Rate of Latency-bound Requests based on recent
exclusive scheduling rates. The moving-percentile model takes the 10th percentile of the
10 most recent Exclusive Scheduling Rates of Latency-bound Requests (i.e., history size=
10) to be the next Exclusive Scheduling Rate of Latency-bound Requests.
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Figure 5.17: Experiment 5a: Stream0 ’s Meet Rates with SLAC and 2 TL. Stream0 Latency
Requirement: < 550ms, 99% >.
Results
The results of Experiment 5a are organized in two parts, those related to: (1) latency
guarantees and (2) latency requirement prioritization.
Table 5.20:

Experiment 5a:

Stream0 ’s Average Meet Rates with SLAC and

2

TL.

(Stream0 ’s Percentile Rank is 99%).
Scheduler

Intervals
1-600

1-255

256-600

SLAC

93%

87%

97%

2

98%

97%

99%

TL

Latency Guarantees: Table 5.20 presents Stream0’s average meet rates with SLAC and
2

TL during different sets of intervals of the simulation. As shown, during the entire exper-

iment (Intervals 1-600), Stream0 ’s latency requirement was not met by either scheduler.
Stream0 ’s meet rates are 93% and 98% with SLAC and 2 TL, respectively, which are smaller
than its percentile rank (99%). Figure 5.17 presents Stream0 ’s meet rates with SLAC and
2

TL. As shown in the figure, during the first 255 one-second intervals, Stream0 ’s meet rates
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Figure 5.18: Experiment 5a: Stream0 ’s Request Storage Latency during Shared (with 2 TL)
and Isolated Access (with FCFS). Stream0 Latency Requirement: < 550ms, 99% >.
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Table 5.21:

Experiment 5a:

Stream1 ’s Average Throughput with SLAC and

2

TL.

(Stream1 ’s throughput target is 10.00 MB/s.)
Stream1 Average Throughput (MB/s).
Scheduler

Intervals
1-600

250-390

6.48

9.94

6.39

10.03

SLAC
2

TL
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Figure 5.20: Experiment 5a: Stream0 ’s Request Arrival Rate.
dropped significantly in many intervals - more intervals with SLAC than with 2 TL. After
the largest sequence of these drops, for the most part Stream0 ’s meet rates were close to
(SLAC) if not at (2 TL) its percentile rank.
Because Stream0 ’s latency performance is worse during the first 255 intervals, we analyzed its performance with 2 TL during the two periods separately. As shown in Table 5.20,
during the first 255 intervals, Stream0 ’s latency requirement was not met by either scheduler. Stream0 ’s average meet rates with SLAC and 2 TL for this period are 87% and 97%,
respectively. Although Stream0 ’s latency requirement for this period was not met by 2 TL,
its average meet rate with 2 TL is 10% higher than with SLAC. And, its average meet rate
with 2 TL is only 2% less than its percentile rank. Also shown in Table 5.20 is Stream0 ’s
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meet rates for intervals 256 to 600; during this period 2 TL met Stream0 ’s latency requirement but SLAC did not. Stream0 ’s average meet rates during this period with SLAC and
2

TL are higher, i.e., 97% and 99%, respectively. For both Stream0 ’s average meet rates

are higher with 2 TL than with SLAC. This is because, when Stream0 issued a request
burst, 2 TL promptly increased service allocation to Stream0 to avoid latency requirement
violations. This demonstrates the benefit of 2 TL’s proactive scheduling component in meeting the latency requirement of this real workload. Nonetheless, 2 TL was unable to meet
Stream0 ’s latency requirement during the first 255 intervals for two reasons: (1) Stream0
experienced prolonged request storage latencies during shared access, and (2) Stream0 ’s
request arrival rate (IOPS) exceeded the storage system’s request service rate (IOPS). Figure 5.18 compares Stream0 ’s request storage latencies during isolated access (blue) and
shared access (yellow) with 2 TL. During shared access, Stream0 ’s request storage latencies
are much higher than during isolated access. In fact, in some intervals, Stream0 ’s request
storage latencies either exceed or are very close to its request latency target (550ms). In this
case, even if 2 TL scheduled Stream0 requests into the storage system before their service
deadlines, many of them would not have met the latency target because of the long request
storage latency. Accordingly, during those intervals, although 2 TL exclusively scheduled
Stream0 requests, Stream0 ’s latency requirement was not met.
Figure 5.19 presents Stream0 ’s request arrival rates (yellow) and meet rates (blue) with
2

TL. Stream0 ’s meet rate dropped sharply when it issued request bursts. Stream0 issued

some of the bursts at request arrival rates higher than the storage system’s request service rate, i.e., its performance capacity. Therefore, the storage system was unable to meet
Stream0 ’s latency requirement during those intervals. Although Stream0 issued some of
the bursts at rates lower than the storage system’s performance capacity, because of the long
request storage latency mentioned above, Stream0 ’s latency requirement was not met during these intervals as well. When Stream0 issued request bursts, 2 TL promptly increased
service allocation to Stream0 . When necessary, it exclusively scheduled Stream0 requests
and strived to meet its latency requirement. In this experiment, Stream0 ’s latency require-
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ment during the entire simulation (Intervals 1-600) was not met. This is not because 2 TL
is incapable of doing so but because of the long request storage latency and the insufficient performance capacity of the storage system. In summary, because of 2 TL’s proactive
scheduling component, given a real workload consisting of a latency-bound stream and a
throughput-bound stream, 2 TL is more effective than SLAC in meeting the workload’s latency requirement.
Latency Requirement Prioritization: Table 5.21 presents Stream1 ’s average throughputs
with SLAC and 2 TL during Experiment 5a (Intervals 1-600). As shown in the table,
Stream1 ’s throughput requirement (10.00 MB/s) was not met by either scheduler. This
is because the performance capacity of the storage system is insufficient to simultaneously
meet both the latency and throughput requirements of the workload. Both SLAC and 2 TL
gave priority to servicing Stream0 to first meet its latency requirements, before allocating
the remainder of the performance capacity to Stream1 . Stream1 ’s average throughput
is higher with SLAC (6.48 MB/s) than with 2 TL (6.39 MB/s) because 2 TL, in order to
avoid latency requirement violations, was more prompt in prioritizing Stream0 ’s latency
requirement over Stream1 ’s throughput requirement. In addition, as shown in Table 5.20,
during Intervals 256-600 Stream0 ’s average meet rate does not exceed its percentile rank
(99%). This implies that 2 TL was able to appropriately prioritize service to Stream0 and
allocate as much storage service as was possible to Stream1 . As shown in Figure 5.20,
Stream0 ’s request arrival rates were relatively low during Intervals 250-390 and, thus,
during this period the performance capacity was sufficient to simultaneously meet both
performance requirements of the workload. Accordingly, during this period Stream0 ’s
average meet rate with 2 TL was 99%, which equals its percentile rank (99%), and, as shown
in Table 5.21, Stream1 ’s average throughput (10.03 MB/s) is larger than its throughput
target. Note that 2 TL did not prioritize service to Stream0 during this period. If it
had, Stream0 ’s latency requirement would have been overmet. In summary, given a real
workload consisting of a latency-bound stream and a throughput-bound stream that issues
request bursts, 2 TL is able to dynamically determine when to give priority to the scheduling
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of requests of the latency-bound streams. And, when it does, 2 TL appropriately gives priority
to the latency requirement, while striving to meet the throughput requirement with best effort.
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5.4.6

Experiment Set 6: Homogeneous Performance Requirements

Tables 5.22 and 5.23 provide high-level descriptions of the five simulations/experiments in
this set, called 6a, 6b, 6c, 6d, and 6e. As indicated in the tables, each experiment is driven
by a synthetic workload comprised of two streams (Stream0 and Stream1 ). In Experiments
6a, 6b, and 6c both streams are latency-bound and Stream0 has the higher priority. Also,
Stream0 generates request bursts, while Stream1 does not. Note that, in Experiment
6c, Strategy 2 (based on a moving-percentile model) is used to estimate the Exclusive
Scheduling Rate of Latency-bound Requests. This is because using Strategy 1 did not lead
to satisfactory results. In Experiments 6d and 6e both streams are throughput-bound.
Objectives
This set of experiments has three objectives.
1. Compare the effectiveness of SLAC and 2 TL in meeting the performance requirements of all of the latency-bound streams in a workload: The results of Experiment 6c demonstrate that given sufficient performance capacity, both SLAC and 2 TL
have comparable performance in meeting the performance requirements of all of the
latency-bound streams in the workload. In this specific experiment, because there is
sufficient performance capacity to meet the performance requirements of all of the
latency-bound streams in the workload, 2 TL’s proactive scheduling component does
not provide any advantage over SLAC’s reactive component.
2. Compare the effectiveness of SLAC and 2 TL in prioritizing the scheduling of the
requests of the highest-priority latency-bound stream in a workload: The results of
Experiments 6a and 6b demonstrate that, when the storage system does not have sufficient performance capacity to simultaneously meet the performance requirements
of the two latency-bound streams in the workload, 2 TL, via its proactive scheduling component, is more effective than SLAC in giving priority to the servicing of
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the higher-priority latency-bound stream, Stream0 , over the lower-priority stream,
Stream1 , to meet Stream0 ’s latency requirement.
3. Compare the effectiveness of SLAC and 2 TL in allocating storage service to the
throughput-bound streams in a workload proportional to their throughput targets:
The results of Experiments 6d and 6e demonstrate that SLAC and 2 TL are similarly
effective in allocating service to the two throughput-bound streams in the workload
proportional to their throughput targets. And, when the performance capacity is
sufficient to simultaneously meet the streams’ throughput requirements (Experiment
6e), proportional service allocation makes it possible to provide throughput guarantees.
Workload
As mentioned above, the workload of each experiment is comprised of two streams, Stream0
and Stream1 . In Experiments 6a, 6b, and 6c, both streams are latency-bound. Stream0 ,
the higher-priority stream, issues request bursts, while Stream1 does not. As shown in
Table 5.22, Stream0 issues a request burst every 2 seconds with a burst size of 60 and
its “lower” level of pending requests is 20. Since Stream1 does not issue request bursts,
it maintains a constant number of pending requests in the Shim, i.e., 50. As shown in
Table 5.23, in Experiments 6d and 6e, both streams are throughput-bound and do not
issue request bursts. For these streams, DiskSim maintains 50 pending requests in the
Shim.
The performance requirements of the workloads that drive the five experiments in this
set are assigned based on the guidelines presented in Section 4.4. Below we first discuss
how we select the performance requirements of the streams that drive Experiments 6a, 6b,
and 6c, before discussing how we select them for the streams that drive Experiments 6d
and 6e.
To determine Stream0 ’s latency requirements for Experiment 6a, 6b, and 6c, we used
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Figure 5.21: Experiment 6a, 6b and 6c: Stream0 ’s Latencies with FCFS during Isolated and
Shared Access. Latency Requirements of Stream0 : < 200ms, 99% > (6a), < 400ms, 99% >
(6b and 6c).
the latencies experienced by Stream0 during two experiments with FCFS: (1) Stream0 only,
i.e., during isolated access (without Stream1 ) to the storage system, and (2) Stream0 and
Stream1 , i.e., during shared access (with Stream1 ). Figure 5.21 shows Stream0 ’s latencies
during these two experiments. As shown in the figure, to assign latency requirements
that cannot be met trivially, i.e., without careful scheduling of requests (with FCFS), the
latency targets for the three experiments must be shorter than Stream0 ’s latencies with
FCFS during shared access, i.e., about 550ms. Since Experiment 6a is meant to quantify
scheduler performance when there is insufficient performance capacity to meet Stream0 ’s
latency requirement, we set its latency target to 200ms (high demand), which is impossible
for the storage system to achieve even when Stream0 is the only stream that accesses the
storage system (isolated access). (Stream0 ’s latencies with FCFS during isolated access
to the storage system are between 273ms and 378ms.) In Experiments 6b and 6c, the
performance capacity of the storage system is supposed to be sufficient to meet Stream0 ’s
latency requirement, either with (6c) or without (6b) meeting the latency requirement of
Stream1 . Thus, for both experiments, we set the latency target for Stream0 to 400ms.
This latency target is shorter than what Stream0 achieves with FCFS during shared access
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Figure 5.22: Experiment 6c: Stream Latencies with 2 TL during Test Simulation. Stream0
Latency Requirement: < 400ms, 99% >.
(i.e., with Stream1 ) but longer than what the storage system can deliver with FCFS during
isolated access by Stream0 . Accordingly, this latency requirement can be fulfilled by the
performance capacity of the storage system.
Given that for Experiment 6a, we assigned a latency requirement to Stream0 that the
performance capacity of the storage system cannot fulfill, we can choose any latency requirement for Stream1 . This is because, in this scenario, it will be allocated no service by SLAC
or 2 TL. Thus, we arbitrarily set the latency requirement of Stream1 to < 500ms, 99% >,
which is approximately its average latency during shared access with FCFS, as shown in
Figure 5.21.
For Experiment 6b, Stream0 was assigned a latency requirement that could be fulfilled by the performance capacity of the storage system. Since for this experiment the
performance capacity is supposed to be sufficient to only fulfill the latency requirement of
Stream0 , we also set the latency requirement of Stream1 to < 400ms, 99% >. Setting the
latency target of both streams to 400ms makes it possible for the performance capacity
of the storage system to fulfill Stream0 ’s latency requirement but not Stream1 ’s. This is
because Stream0 has the higher priority and in the experiment with FCFS driven by both
streams, the delivered latencies (with shared access) were between 450ms and 575ms.

160

Experiment 6c presents a scenario where the latency requirements of all of the streams
in the workload can be met. As described in Section 4.4.2, in this case, a test simulation
with 2 TL is required to finalize the assignment of the latency requirement of Stream1 (with
the lowest priority). In the test simulation with 2 TL the latency requirement assigned to
Stream0 is that which it was assigned for Experiment 6c, i.e., < 400ms, 99% >. Via
the test simulation, we obtain the latency performance of Stream1 and use it to assign a
latency requirement to Stream1 for Experiment 6c. Since Stream0 has the same latency
requirement in Experiment 6b as it would in the test simulation, we consider Experiment
6b to be the test simulation and use the latency performance of Stream1 in this experiment
to select a latency requirement for Stream1 in Experiment 6c. As shown in Figure 5.22,
the latencies experienced by Stream1 in Experiment 6b are shorter than 1,600ms. Thus,
to create a scenario where there is sufficient performance capacity to meet the latency
requirement of Stream1 after meeting that of Stream0 , we set the latency target of Stream1
to 1,600s. In Experiment 6c, 2 TL uses Strategy 2, which is based on a moving-percentile
model, to estimate the next Exclusive Scheduling Rate of Latency-bound Requests. As
mentioned in Section 4.5, when Strategy 2 is used, the performance of 2 TL relies on the
appropriate selection of parameters. The parameters used in Experiment 5a (i.e., percentile
= 10th and history size = 10) did not lead to satisfactory results in this experiment. Among
different sets of parameters that we examined, the following parameters produce the best
results: history size = 1,000, percentile of Stream0 = 50th, and percentile of Stream1 =
1st, respectively. The reasons for selecting this set of parameters are presented with the
results of this experiment.
As shown in Table 5.23, Experiments 6d and 6e present two different scenarios. For
Experiment 6d, the storage system’s performance capacity is supposed to be insufficient to
simultaneously meet the performance requirements of both throughput-bound streams in
the workload. In contrast, in Experiment 6e, the storage system’s performance capacity
is supposed to be sufficient to simultaneously meet the performance requirements of both
throughput-bound streams in the workload. To determine the throughput requirements
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Figure 5.23: Experiments 6d and 6e: Throughput-bound Stream Throughput with FCFS.
Throughput Requirements of Stream0 and Stream1 : 1.02, and 0.51 MB/s.
of Stream0 and Stream1 for these experiments, we first obtain the performance capacity available to the throughput-bound streams by running the experiment with FCFS. As
shown in Figure 5.23, the streams achieved similar throughput. The average throughput
achieved by Stream0 and Stream1 is 0.98 and 1.12 MB/s, respectively. This implies that
the performance capacity available to the throughput-bound streams is approximately 2.10
MB/s (4.10 blocks/ms). To evaluate the effectiveness of SLAC and 2 TL in proportionally
allocating throughput service, the throughput targets of Stream0 and Stream1 are selected
so that they have the ratio of 2:1. That is, the throughput targets of Stream0 and Stream1
are respectively set to 1.54 MB/s (3 blocks/ms) and 0.77 MB/s (1.5 block/ms) in Experiment 6d, and 1.02 MB/s (2 blocks/ms) and 0.51 MB/s (1 block/ms) in Experiment 6e. In
Experiment 6d, the sum of the throughput targets (2.31 MB/s) exceeds the performance
capacity available to the throughput-bound streams (2.10 MB/s), which translates to neither throughput requirement being met because of proportional allocation of throughput
service by SLAC and 2 TL. In contrast, in Experiment 6e, the sum of the throughput targets (1.53 MB/s) does not exceed the performance capacity and, thus, both throughput
requirements can be met.
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Figure 5.24: Experiment 6b: Stream0 ’s Meet Rates with SLAC and 2 TL. Stream0 Latency
Requirement: < 400ms, 99% >.
Results
The results of Experiment Set 6 are organized in three parts, those that relate to: (1)
individual stream prioritization, (2) the latency requirements of Stream0 and Stream1 ,
and (3) proportional sharing.
Individual Stream Prioritization: Tables 5.24 and 5.25 summarize the average meet
rates of Stream0 in Experiments 6a and 6b. As shown, for both experiments, the latency requirement of Stream0 was not met with FCFS, and the scheduler did not give
priority to Stream0 ’s performance requirement over Stream1 ’s. In Experiments 6a and
6b, Stream0 ’s average meet rates are 0% and 51%, respectively, which are below its percentile rank (99%). This shows that FCFS did not give priority to Stream0 ’s latency
requirement over Stream1 ’s; this cannot be done without careful scheduling. In Experiment 6a (insufficient performance capacity), 2 TL gave priority to Stream0 ’s performance
requirement. Therefore, Stream0 consumed all of the storage service. However, because
the performance capacity of the storage system is insufficient to meet Stream0 ’s latency
requirement, the average meet rate of Stream0 is only 46%, which is below its percentile
rank (99%). Therefore, the latency requirement of Stream0 was not met by 2 TL. Similarly,
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SLAC gave priority to the latency requirement of Stream0 . However, with SLAC, Stream1
received some service and the average meet rate of Stream0 is less than with 2 TL. This is
because 2 TL, due to its proactive scheduling component, is more effective than SLAC in
giving priority to Stream0 .
Experiment 6b is used to illustrate how 2 TL’s proactive scheduling component prioritizes
Stream0 ’s latency requirement more effectively than does SLAC. In Experiment 6b, the
performance capacity is sufficient to meet only the latency requirement of Stream0 . With
SLAC, the average meet rates of Stream0 and Stream1 are 96% and 56%, respectively,
i.e., neither latency requirement was met with SLAC. In contrast, with 2 TL, the average
meet rates of Stream0 and Stream1 are 100% and 58%, respectively, i.e., Stream0 ’s latency requirement was met by 2 TL, but Stream1 ’s was not. Figure 5.24 presents Stream0 ’s
meet rates with SLAC and 2 TL. With SLAC, when a request burst arrived, the meet rate
dropped below the percentile rank (99%). In contrast, with 2 TL the arrivals of request
bursts did not perturb Stream0 ’s meet rates. Stream0 ’s minimum meet rate with SLAC
and 2 TL is 81.86% and 98.55%, respectively. This translates to the fact that during a
one-second interval up to 18.14% and 1.45% of Stream0 requests missed the latency target
with SLAC and 2 TL, respectively; that is, many more Stream0 requests met the latency
target with 2 TL. Because of its proactive scheduling component, 2 TL is more effective than
SLAC in prioritizing service to Stream0 in order to meet its latency requirement. When
Stream0 issued a request burst, 2 TL promptly increased the service allocation to Stream0
to avoid violating its latency requirement. This was done by discounting service allocation
to Stream1 . Note that Stream0 ’s average meet rate (100%) exceeds its percentile rank
(99%). This implies that, in this case, 2 TL overly prioritized Stream0 over Stream1 . A
plausible explanation for this is that 2 TL under-estimated the scheduling rate when it exclusively scheduled Stream0 ’s requests. As future work (Chapter 6), we will conduct a
parameter sensitivity study to understand how the selection of parameter values effect the
performance of 2 TL. The results of this study may provide insights on how to develop a
heuristic to guide the selection of parameter values. Although 2 TL overly met the latency
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requirement of Stream0 , it performs better than SLAC in meeting the performance requirements in the workload that drives this experiment. Given the importance of latency
guarantees [34, 41, 40, 20], one would rather slightly exceed the latency requirement of
Stream0 by 1% with 2 TL than miss it by 3% (with SLAC). Furthermore, even though
2

TL overly prioritized service to Stream0 , in this case, Stream1 ’s average meet rate with

2

TL (58%) is not worse than with SLAC (56%). In summary, based on the results of this

experiment, given a workload consisting of two latency-bound streams, when the storage
system is unable to simultaneously meet both latency requirements, 2 TL is more effective
than SLAC in giving priority to the higher-priority latency-bound stream in order to meet
its latency requirement.
Latency Guarantee: Tables 5.24, 5.25, and 5.26 present the average meet rates of
Stream0 and Stream1 in Experiments 6a, 6b, and 6c, respectively. With FCFS, the latency requirement of Stream0 was not met in any of these three experiments. Stream0 ’s
average meet rate is 0%, 51%, and 50%, respectively. The latency requirement of Stream1
was met in Experiments 6a and 6c; its average meet rate is 99% and 100%, respectively,
both of which is at least as high as its percentile rank (99%). This is because the latency
target of Stream1 was set to be at or above its latencies with FCFS during shared access.
In Experiment 6b, the latency requirement of Stream1 was not met; its average meet rate
is 61%. This is because, in this experiment, we assigned the same latency target to the two
streams, which is below their latencies with FCFS during shared access. Since FCFS does
not differentiate storage service to the streams in a workload, the streams achieve similar
performance results (i.e., similar average meet rates). The results of FCFS show that, even
when the performance capacity is sufficient to meet the performance requirements of some
or all of the streams in a workload (Stream0 in Experiment 6b, Stream0 and Stream1 in
Experiment 6c), their performance requirements cannot be met without careful scheduling.
As shown in Table 5.25, in Experiment 6b, given sufficient performance capacity to meet
the latency requirement of Stream0 , 2 TL does meet it, while SLAC does not. As mentioned
previously, this is because 2 TL is more effective than SLAC in prioritizing the performance
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requirement of Stream0 over that of Stream1 . As shown in Table 5.26, in Experiment
6c both 2 TL and SLAC met the latency requirement of Stream0 and did not meet that
of Stream1 . The average meet rate of Stream0 is 100% with both schedulers, which is
larger than the percentile rank (99%) of Stream0 ; the latency requirement of Stream0 was
overly met. However, the latency requirement of Stream1 was not met by either scheduler.
Stream1 ’s average meet rates with both schedulers is 96%, which is below the percentile
rank (99%) of Stream1 .
As mentioned in Section 4.5, when Strategy 2 is used, if the set of parameters of the
moving percentile model, namely the percentile and history size, do not lead to satisfactory
results, parameter tuning is necessary. We demonstrate this by comparing the experimental
results of Experiment 6c presented above, which uses percentiles = 50th (Stream0 ) and
1st (Stream1 ), and history size = 1,000, with the results obtained using the parameters
employed in Experiment 5a, i.e., percentile = 10th (for both Stream0 and Stream1 ) and
history size = 10). Using the model parameters of Experiment 5a, Experiment 6c results
in the average meet rates of Stream0 and Stream1 being 100% and 85%, respectively. In
this case, using Strategy 2 results in the latency performance of Stream1 being even worse
than that experienced with the original set of model parameters used in Experiment 6c, i.e.,
96%. There are two possible reasons for this. First, with the parameters used in Experiment
5a, 2 TL under-estimates the scheduling rates of Stream0 , which causes 2 TL to schedule
Stream0 requests earlier than necessary to meet all of their scheduling deadlines. Since
the request scheduling rate in the Shim is limited by the request service rate in the storage
system (Section 4.1.2) and Stream0 has a higher priority, the scheduling rate of Stream1
requests may not be high enough to meet the scheduling deadlines of its requests. Second,
the methodology we used to obtain Stream0 ’s Request Storage Latency Threshold in this
experiment may have over-estimated the thresholds for both SLAC and 2 TL. Given an
overly estimated Request Storage Latency Threshold, the scheduling deadlines of requests
are set earlier than is necessary, resulting in higher scheduling rates. Since both schedulers
prioritize the performance requirement of Stream0 over that of Stream1 , when they are
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unable to simultaneously meet the scheduling deadlines of both streams, they first meet
the scheduling deadlines of the requests of Stream0 before those of Stream1 . Therefore,
Stream0 ’s latency requirement was overly met. To validate the first reason, in Experiment
6c we set the percentiles of Stream0 and Stream1 to the 50th and the 1st, respectively. The
percentile of Stream0 does not lead to conservative estimations and, thus, avoids underestimating the scheduling rates of Stream0 ’s requests. The very low percentile of Stream1
leads to very conservative estimations to ensure that 2 TL schedules Stream1 ’s requests as
fast as possible, after meeting the scheduling deadlines of Stream0 ’s requests. Because of
the fluctuation of the scheduling rates of Stream1 requests, we set the history size to 1,000
(compared to 10 in Experiment 5a) to ensure that the percentile of Stream1 indeed leads
to conservative estimations. In this case, the average meet rate of Stream1 increases to
96%. Although the latency requirement of Stream1 was still not met (its percentile rank
is 99%), its average meet rate increased from 85% to 96%.
This shows that when the parameters in Experiment 5a were used, the under-estimated
scheduling rate of Stream0 is indeed a reason for the overly met Stream0 latency requirement. (Note that with the percentiles of the streams set at the 10th percentile, the
history sizes of 10 and 1,000 produced similar results.) While the results in this experiment are subject to further investigation, the only remaining plausible explanation is that
the methodology we used to obtain Stream0 ’s Request Storage Latency Threshold in this
experiment overly estimated the thresholds for both SLAC and 2 TL. Nonetheless, since
both schedulers overly met the latency requirement of Stream0 , the problem is not related to proactive scheduling of latency-bound requests. In summary, given a workload of
two latency-bound streams, where the highest-priority stream issues bursts but the lowestpriority does not, with sufficient performance capacity of the storage system, 2 TL delivers
performance comparable to that of SLAC in meeting the performance requirements of all
of the streams. In this case, 2 TL’s proactive scheduling component does not provide any
advantage over SLAC’s reactive scheduling. Otherwise, i.e., if the performance capacity of
the storage system is insufficient to simultaneously meet all of the latency requirements in
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the workload, as demonstrated in Experiments 6a and 6b, 2 TL is more effective than SLAC
in meeting the latency requirement of the highest-priority stream because of its proactive
scheduling of latency-bound requests.
Proportional Service Allocation: Tables 5.27 and 5.28 present the throughput performance of Stream0 and Stream1 in Experiments 6d and 6e, respectively, with FCFS, SLAC
and 2 TL. With FCFS, Stream0 ’s throughput requirement in Experiments 6d (1.54 MB/s)
and 6e (1.02 MB/s) was not met. In contrast, Stream1 ’s throughput requirement in Experiments 6d (0.77 MB/s) and 6e (0.51 MB/s) was met. In both experiments, with FCFS
storage service was almost equally allocated to Stream0 and Stream1 (with actual ratios
of 0.47 and 0.53, respectively) rather than being proportionally allocated based on their
throughput targets; the error in proportional sharing was 19%. In contrast, with SLAC
and 2 TL, the storage service was allocated to Stream0 and Stream1 proportional to their
throughput targets with small errors (1% and 6% in Experiments 6d and 6e, respectively).
In Experiment 6d, because the storage system’s performance capacity is insufficient to simultaneously meet the two throughput requirements of the workload, proportional service
allocation does not lead to meeting throughput guarantees. In contrast, in Experiment
6e, because the storage system’s performance capacity is sufficient to simultaneously meet
the two throughput requirements of the workload, proportional service allocation leads to
meeting throughput requirements and the ability to provide throughput guarantees. In
summary, based on the results of Experiment 6e, the effectiveness of SLAC and 2 TL is
similar in allocating storage service to a workload comprised of only throughput-bound
streams that is proportional to their throughput targets. Given sufficient performance
capacity available to the throughput-bound streams of a workload, both schedulers are able
to simultaneously meet the throughput-bound streams’ throughput requirements via proportional sharing.
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Table 5.22: Experiment 6a-6c: Three Simulations driven by Synthetic Workloads of 2
Latency-bound Streams.
Experiment

Duration

Performance
Capacity

Performance Requirements
Stream0

Stream1

Priority 1

Priority 2

(highest)
6a

60s

Insufficient to meet
Stream0

< 200ms, 99% >

< 500ms, 99% >

latency

requirement
6b

60s

Sufficient to meet

< 400ms, 99% >

only one latency requirement
6c

300s

Sufficient to meet

< 400ms, 99% >

< 1600ms, 99% >

all latency requirements
Burst

Interval

2

(s)
Burst Size

60

Base

20

Pending

Requests
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N/A

Table 5.23: Experiment 6d-6e: Two Simulations driven by Synthetic Workloads of 2
Throughput-bound Streams.
Experiment

6d

Duration

60s

Performance
Capacity

Stream0

Insufficient to meet

1.54 MB/s

0.77 MB/s

(3

(1.5

requirements

blocks/ms)

blocks/ms)

Sufficient to meet

1.02 MB/s

0.51 MB/s

(2

(1

blocks/ms)

block/ms)

both

6e

60s

Performance Requirements

both

throughput

throughput

requirements

Stream1

Table 5.24: Experiment 6a: Average Meet Rates of Stream0 and Stream1 with FCFS,
SLAC and 2 TL.
Scheduler

Stream0

Stream1

FCFS

0%

99%

SLAC

43%

9%

2

46%

0%

TL

Table 5.25: Experiment 6b: Average Meet Rates of Stream0 and Stream1 with FCFS,
SLAC and 2 TL.
Scheduler

Stream0

Stream1

FCFS

51%

61%

SLAC

96%

56%

100%

58%

2

TL
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Table 5.26: Experiment 6c: Average Meet Rates of Stream0 and Stream1 with FCFS,
SLAC and 2 TL.
Scheduler

Stream0

Stream1

FCFS

50%

100%

SLAC

100%

96%

2

100%

96%

TL

Table 5.27: Experiment 6d: Stream Throughput Performance with FCFS, SLAC and 2 TL.
AvgThroughputi

ActualRatioi

Errori

(MB/s)
Scheduler

Stream0

Stream1

Stream0

Stream1

Stream0

Stream1

FCFS

0.98

1.12

0.47

0.53

-19%

19%

SLAC

1.34

0.69

0.66

0.34

-1%

1%

2

1.34

0.67

0.66

0.34

-1%

1%

TL

Table 5.28: Experiment 6e: Stream Throughput Performance with FCFS, SLAC and 2 TL.
AvgThroughputi

ActualRatioi

Errori

(MB/s)
Scheduler

Stream0

Stream1

Stream0

Stream1

Stream0

Stream1

FCFS

0.98

1.12

0.47

0.53

-19%

19%

SLAC

1.44

0.56

0.72

0.28

6%

-6%

2

1.44

0.56

0.72

0.28

6%

-6%

TL
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Chapter 6
Conclusions and Future Work
It is increasingly common for applications with I/O latency requirements and applications
with I/O throughput requirements to simultaneously access a shared storage system. Given
an I/O workload, which consists of the streams of I/O requests of a set of applications, the
storage system, via its I/O scheduler, is expected to simultaneously meet the workload’s
latency and throughput requirements. In addition, it is expected to provide performance
guarantees, i.e., guarantees that it will meet a workload’s latency and throughput requirements. (Of course, these guarantees are provided under certain conditions.) It is difficult
for most I/O schedulers to meet latency requirements with high percentiles, especially for
streams that issue request bursts. This is because of the reactive nature of most schedulers.
This dissertation introduced our I/O scheduler, 2 TL, which is comprised of a proactive
scheduling component and a proportional allocation component. Together these components allow 2 TL to provide both latency guarantees at high percentiles as well as throughput
guarantees. During the development of 2 TL, another scheduler with a proactive scheduling
component, named Courier, was introduced in the literature. Both schedulers continuously monitor the access characteristics of latency-bound streams and proactively adjust
scheduling parameters to avoid latency requirement violations. However, 2 TL is different
from Courier in two significant ways. First, 2 TL is designed to meet percentile latency
requirements that are needed by today’s critical applications. And, second, 2 TL takes into
consideration disk queuing and its effect on the latency of requests.
2

TL is designed to simultaneously provide percentile latency guarantees through proac-

tive scheduling and throughput guarantees (subject to certain conditions) on RAID storage
systems with disk queues. In order to achieve this goal, we answered the three research
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questions enumerated in Section 1.3. The three questions are enumerated, again, below
together with their answers.
1. Can latency guarantees at high percentiles be provided on a storage system with disk
queues through proactive scheduling?
Answer: Yes. 2 TL considers request latencies due to disk queuing and proactively
adjusts its scheduling parameters to ensure that at least a percentage of requests,
specified by the percentile rank, meet the latency target of each latency-bound
stream in a workload.
2. What is the dynamic information required for a proactive scheduling method to meet
latency requirements at high percentiles?
Answer: 2 TL’s proactive scheduling of latency-bound requests is driven by the information of request storage latencies, request arrival rates, and request scheduling
rates.
3. What is needed by the proactive scheduling method to meet throughput requirements
with best effort, while not overly meeting latency requirements?
Answer: 2 TL needs to be able to correctly estimate scheduling rates of latencybound streams in a workload. If it under-estimates the scheduling rates, it may
overly meet latency requirements and, therefore, unable to meet throughput
requirements with best effort. Similarly, if it over-estimates the scheduling rates,
it may not be able to meet the latency requirements.
2

TL adapts to variations in request storage latencies, proactively increasing the service

allocated to the latency-bound streams in order to avoid latency requirement violations
due to request bursts. To meet throughput requirements, it allocates storage service to
throughput-bound streams proportional to their throughput requirements.
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We evaluated the effectiveness of 2 TL through simulations on an enhanced version of
DiskSim 4.0. Because of the functional limitations of existing schedulers, we are unable
to directly compare 2 TL with them. Instead, we compared 2 TL with SLAC, a scheduler
that we designed to functionally resemble 2 TL and embody the reactive characteristics of
existing schedulers to which we want to compare 2 TL with. These properties of SLAC
facilitate relatively fair performance comparisons with 2 TL that allow us to evaluate the
benefits of 2 TL’s proactive scheduling of latency-bound requests.
Experimental results show that the effectiveness of 2 TL in simultaneously providing
latency and throughput guarantees is subject to the performance capacity of the storage
system in three ways. For latency guarantees, first, the request arrival rate of a stream
must not exceed its request service rate. Second, the number of the stream’s pending
requests cannot be too large that the end-to-end latencies of its requests exceed its latency
target. For throughput guarantees, the storage system must service the requests of each
throughput-bound stream at a rate at least as large as the stream’s throughput requirement.
Note that these conditions are not specific to 2 TL; they apply to all schedulers that provide
performance guarantees. When all three conditions are met, 2 TL simultaneously meets the
performance requirements of all of the streams in a workload, be they only latency-bound
streams with or without request bursts, only throughput-bound streams, or a mix of both.
Otherwise, if not all three conditions are met, results show that 2 TL is able to appropriately
prioritize high-priority streams, be they all latency-bound streams or the latency-bound
streams with higher priorities.

2

TL is able to prioritize higher-priority streams without

overly meeting their latency requirements and allocate the remainder of the storage service
to lower-priority streams to meet their performance requirements with best effort.
2

TL’s proactive scheduling of requests of the latency-bound streams in a given work-

load provides better performance, as compared to SLAC’s reactive scheduling, when there
exist one or more latency-bound streams in the workload that issue request bursts. As the
burstiness of the latency-bound stream(s) increases, so does the comparative performance
of 2 TL. In an experiment that was driven by a synthetic workload of a latency-bound stream
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that issues request bursts and a throughput-bound stream, 2 TL was able to meet the latency requirements of the workload, while SLAC did not; 99% and 95% of the requests met
the stream’s latency target, respectively. With an experiment using a workload of eight
streams, we demonstrated that the advantage 2 TL’s proactive scheduling over SLAC’s reactive scheduling is scalable. Finally, with a real workload, we demonstrated that 2 TL is
able to effectively meet the latency requirement of a stream generated by a real application. However, 2 TL’s proactive scheduling of latency-bound requests does not demonstrate
any advantage over reactive scheduling when latency-bound streams in a workload do not
issue bursts. Also, 2 TL and SLAC have similar effectiveness in allocating storage service
to throughput-bound streams proportional to their throughput targets. When the performance capacity available to a workload that is comprised of only throughput-bound streams
is sufficient, both schedulers simultaneously meet all the throughput requirements of the
workload.
The effectiveness of 2 TL in meeting latency requirements relies on the accurate estimation of the Exclusive Scheduling Rate of Latency-bound Requests. In Section 4.5, we
proposed two strategies that 2 TL may use to estimate this scheduling rate: a simple strategy (Strategy 1) and a history-based strategy (Strategy 2). For the experiments driven by
synthetic workloads, except Experiment 6c, the choice of prediction strategy does not lead
to noticeable changes in the results. However, the history-based prediction strategy was
required for both Experiments 5a, which is driven by a real workload, and 6c. Although the
history-based prediction strategy may work well for any workload, we hesitate to recommend it in general because its performance depends on the values of the input parameters
to the moving-percentile model and, thus, parameter tuning may be necessary.
In the future, we plan to continue this research on the following paths.
1. Parameter Sensitivity Study: We will investigate how the choices of 2 TL parameters
affect its performance. The result of this investigation may provide insights that can
be used to develop heuristics for setting the parameters appropriately. As shown on
Table 4.4, these parameters are:
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(1) the number of recently serviced requests used to deduce the Request Storage
Latency Threshold; and
(2) the parameters that are used for estimating the Exclusive Scheduling Rate of
Latency-bound Requests. For the simple strategy, there is only one parameter,
i.e., the number of past intervals used for calculating the current scheduling rate.
For the history-based strategy, the parameters are the number of recent exclusive
scheduling rates and the percentile used in the moving-percentile model.
2. Real Workload : We will evaluate 2 TL with more real workloads generated with a
wider set of real applications. For latency-bound applications, we plan to obtain I/O
traces generated by user-interacting applications since these applications usually have
latency requirements at high percentiles. For throughput-bound applications, we will
use scientific applications and data-mining applications since they require high I/O
throughput to sustain a high computation rate.
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