Abstract. This paper presents a new metric to compute similarities between textual documents, based on the Fisher information kernel as proposed by T. Hofmann. By considering a new point-of-view on the embedding vector space and proposing a more appropriate way of handling the Fisher information matrix, we derive a new form of the kernel that yields significant improvements on an information retrieval task. We apply our approach to two different models: Naive Bayes and PLSI.
Introduction
This paper presents a new way of computing similarities between textual documents based on Fisher kernels and inspired from the method introduced by Hofmann for Probabilistic Latent Semantic Indexing (plsi) [1] . Fisher kernels define similarities between probabilistic models, based on information-geometry considerations [2] . When applied to documents, they allow the underlying semantics of the documents being compared to be taken into account. They can furthermore be used in both supervised and unsupervised learning contexts.
The next section of this paper introduces the Fisher kernel and the probabilistic models we consider for documents. We then propose two improvements: one arising from considerations about the underlying vector spaces in Sect. 3, and one from the Fisher information matrix approximation in Sect. 4 . Finally, the new formulas we derive are evaluated on several Information Retrieval (ir) test collections in Sect. 5.
Fisher Kernels for Document Models
Let D be a collection of N documents: D = {d 1 , ..., d N }. Each document consists of a bag-of-words taken from a finite vocabulary W of M words: W = {w 1 , ..., w M }. Latent class models rely on unobserved "semantic classes", represented by some unobserved class variables out of Z = {z 1 , ..., z K }. A class represents a set of words describing the same (or a few related) concept(s) or topic(s). We here focus on two latent class models: Naive Bayes (also called "mixture of unigrams") [3, 4] and plsi [5, 1] , but our method can directly be applied to other latent class models, and more generally to mixture models, for textual documents.
In the Naive Bayes model, each document is generated from a mixture of multinomials:
, where n(d, w) is the number of occurrences of word w in document d. The parameters of this model are θ nb = p(z k ), p(w j |z k ) , for k = 1...K and j = 1...M .
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In the plsi model, a collection of documents is modelled as a bag of cooccurring (document, word) pairs, the log-likelihood of the collection being l plsi d (θ) = d∈D w∈W n(d, w) log p(d, w). In this model, documents and words are assumed to be independent conditionally on latent classes, thus:
An important difference between Naive Bayes and plsi lies in the fact that the latter is not, strictly speaking, a generative model: Its reliance on the parameters p(d i |z k ) prevents the generation of new documents (for which no d i exist). Yet, this model has proved useful in many practical situations, and has been successfully used in different fields [7, 8] .
The Fisher kernel, first introduced by Jaakkola and Haussler [2] , constitutes a similarity function between data points, derived from a probabilistic model of the data. It measures to which extent two data points "stretch" the model in the same direction:
is the log-likelihood of the parameters θ for document d, and G(θ) is the "Fisher information matrix", defined as the covariance matrix of the Fisher score.
The Fisher information matrix plays an important role in the above definition as it makes the kernel independent of the chosen parameterization (for equivalent parameterizations, i.e. related through diffeomorphisms). As the Fisher information matrix is difficult to compute, and as its form changes according to the parameterization adopted, it is natural to use a parameterization in which the information matrix can be approximated by the identity matrix. For both Naive Bayes and plsi, the "square-root re-parameterization" has been deemed to play this role [2, 1] . We also use this parameterization here.
For Naive Bayes, l
, and the associated Fisher kernel is 4 :
For plsi, l d (θ) amounts to: 
Note that the above assumption differs slightly from the one made in [1] :
As the parameters of plsi are obtained by maximizing the log-likelihood l
, they also minimize the KLdivergence between p(d, w) and p(d, w). PLSI thus aims at finding estimates p(d, w) that approximate p(d, w), which naturally lead us to replace the approximation in [1] by the above one.
The former forms of the Fisher kernels suffer from the fact that the word counts, n(d, w) or p(d, w), are not normalized by the document length, so that documents are compared on the basis of raw counts instead of frequencies, as results from the ir community suggest (e.g. [10] ). In order to get to normalized versions, researchers have considered different pseudo-likelihood functions, either a normalized expected log-likelihood for Naive Bayes [9] , or a likelihood normalized by the document length for plsi [1] . There is however no real theoretical justification for deriving Fisher kernels from the former two pseudo-likelihood functions.
Underlying Vector Spaces
Both (1) and (2) exhibit two distinct contributions: one from the class probabilities p(z), and the other from the conditional word probabilities p(w|z). The associated kernels implement a dot product in a feature space, the dimensions of which correspond to the former sets of parameters. There are fundamentally two different types of vector spaces involved in this computation: First, a class-related K-dimensional subspace, the dimensions of which correspond to the class-probabilities, then K M -dimensional word-related subspaces, the dimensions of which correspond to the vocabulary words.
In the class-related vector space, documents d,
are compared on the basis of the latent topics they contain.
In each of the K word-related subspaces, vectors of word counts [n(d, w j )] or [ p(d, w j )], j ≤ M , weighted with the word and document contributions to the current class z k (p(w j |z k ) and p(z k |d) or p(z k |d, w j )), are compared. The representations of a document d in these K different subspaces only differ on the weighting of its standard bag-of-words representation, (n(d, w 1 ), · · · , n(d, w M )), here based on raw counts. Note that neither this representation nor the weighting used in each subspace makes use of any document length normalization, so that longer documents (i.e. containing more words) tend to yield higher similarities with other documents. To compensate this effect, the ir community rather relies on word frequency vectors, leading to the basic document representation ( p(w 1 |d), · · · , p(w M |d)), which can then be reweighted in different ways (e.g. with an idf coefficient, the role of which is here played by the factors p(w j |z k )) [10] .
The above considerations lead us to revisit the original kernels (1) and (2), and introduce a normalization by the document length only in the K wordrelated vector spaces. This leads to:
. (4) Interestingly, the form we arrive at for the Naive Bayes model is equivalent to the one derived in [9] , but originates from the actual Fisher kernel. For plsi, the form we obtain resembles the one obtained in [1] , but involves a joint, rather than a conditional, (document, topic) distribution in the class-related vector space (first term).
Impact of the Fisher Information matrix
As already noticed, most authors approximate the Fisher information matrix G(θ) by the identity matrix. However, theoretical and experimental considerations show that this approximation is not entirely founded for the models here considered, all the more so that the final form we consider integrates normalization by the document length. The complete computation of the Fisher information matrix however remains too complex to be achieved efficiently in practice. We thus resort to an intermediate form, and assume that the Fisher information matrix could be approximated by a diagonal matrix, which corresponds to the diagonal of the actual Fisher information matrix.
In the case of i.i.d. variables, the Fisher information matrix can be approximated, at a maximum likelihood point, by the following quantity (e.g. [11] ):
). The diagonal of this matrix can be efficiently computed as it amounts, for each coefficient, to sum the square of the Fisher scores of the individual documents:
(ii) . Using this approximation in the above-defined kernels lead for plsi to:
and to a similar formula for the Naive Bayes model, where the first term is
instead (conditionnal instead of joint).
Experimental Results

Single kernel
As done in [1] , we have tested our approach on four standard ir benchmark collections [12] : cisi (1460 doc.), cran (1400 doc.), med (1033 doc.) and cacm (3204 doc.). For all the tests, documents have been lemmatized and stemmed.
As a baseline, we use a standard tf-idf kernel, which roughly corresponds to the kernels we have defined (eq. (3) and (4)) for K = 1. In order to validate the different developments presented in the former sections, we have tested the different forms of the Naive Bayes and plsi kernels for different values of K. The obtained results are shown in Table 1 .
5 . The first conclusion we can draw from these results is that the normalization based on the underlying vector spaces (vs), significantly improves the performance of the kernel, and leads to results on par with (cacm & med) and significantly better than (cisi & cran) the standard tf-idf approach. The second conclusion is that taking into account the diagonal Fisher information matrix, as presented in Sect. 4, further improves the Naive Bayes kernel. However, for plsi, the use of the diagonal Fisher information matrix does not yield further improvements 6 . This difference is possibly due to the fact that Naive Bayes yields "harder" assignments of documents to classes (one class only for each document) and is thus expected to have less correlations between its parameters. The diagonal of the Fisher information matrix should thus capture most of the information in this case, which does not seem to be true for plsi.
Combination of Kernels
One of the major issues with the use of kernels derived from latent class models is the determination of the number of classes. Two main strategies can address this problem: either resort to model selection techniques to find the optimal value of K, or combine kernels obtained with different values of K. The results presented below follow the latter approach. They are based on a simple linear combination
, where r refers to different values for K.
The weights α r are determined so as to maximize the r-precision of the complete kernel K full d, d . In order to keep the computation reasonable, we considered only three kernels: K 1 , K 16 and K 64 . The value K = 1 was chosen
. Table 1 . Comparison of the r-precision for different kernels for both Naive Bayes and plsi: vs refers to the normalization associated with the different underlying vector spaces, dfim refers to the use of the diagonal Fisher information matrix. Numbers in bold correspond to the best results, significantly better than the original kernels, as measured with a Wilcoxon test at 1%. Table 2 . R-Precision for the combination K full = α1 K 1 + α16 K 16 + α64 K 64 , with the corresponding weight values, for the original Hoffman's and dfim formulations of the plsi model.
since it yields a kernel similar to a simple tf-idf kernel, the good behavior of which is exemplified in Table 1 , and was also retained in previously reported experiments [5] . As the combination we rely on should not decrease the results of any of the individual kernels (the weights for the others could be set to 0), we expected that considering additional kernels would improve the results of the tf-idf kernel. To assess this, we arbitrarily chose the values K = 16 and K = 64 for the additional two kernels. We then first normalized the kernels, to have similarities in [0.. Fig. 1 ). We tested this approach on plsi, as this model yields the best individual kernel performance. Table 2 summarizes the results obtained. The first conclusion that can be drawn from these results is that the combination, especially when it is coupled with the dfim version, has a positive effect on the results, as the r-precision has improved for almost all collections. The only collection on which it is not the case is cisi, which is not so surprising as cisi is known to be a "difficult case" for content-only approaches, with only a few common words between queries and documents (leading to usually low precision) [12, pp 91-94] .
The second conclusion concerns the role of the kernel with K = 1, which is predominant in the original Hofmann's version, but somewhat minor in our dfim version. In order to visualize the impact of each kernel on the combination, we plotted the r-precision on a 2−dimensional space corresponding to the different values for α 1 (x-Axis, 0 ≤ α 1 ≤ 1) and α 16 (y-Axis, 0 ≤ α 16 ≤ 1). The results obtained are displayed in Fig. 1 .
Interestingly, it can be seen from these results that our approach is more robust and homogeneous than the original (Hofmann's) formulation. Indeed, most of the performance of the original formulation is obtained on the α 64 = 0 line (top-left to bottom-right line) and α 1 1 area (bottom-left part), which shows the predominance of the baseline K = 1 system. The peek performance of the dfim model is, however, obtained in the "average area" (α 1 α 16 α 64 1 3 ). Moreover, the area on which the performance is high (dark area) is significantly larger with the dfim model, which shows that this model is more robust to the values α r of the combination.
Note however that we did not optimize the combination weights on an independent validation set, but on the entire collection, as, for two of the four collections (med, 30 queries, and cacm, 52 queries), we did not have enough queries to constitute distinct sets of reasonable size. The robustness of the dfim model however suggests that the obtained results should be largely independent of the training/validation/test split retained.
Starting from the original theory of Fisher kernels and including specific considerations on the underlying vector space for models of documents, we derived new kernel versions for both the Naive Bayes and plsi models, which we validated experimentally in ir tasks. In these experiments, the new versions outperform the versions previously proposed. The investigation we made on the underlying vector spaces in which kernels are computed, and the different normalizations we introduced in these spaces, yield a general method to adapt Fisher kernels to different situations and tasks. These considerations also allowed us to justify the form of the Fisher kernel for Naive Bayes used in previous works. We also proposed a new approximation to the inverse Fisher information matrix, based on the diagonal of the empirical Fisher information matrix. Although this new approximation does not improve the Fisher kernel for plsi, it significantly improves the one for Naive Bayes. In the future, we plan to investigate whether the same approach can be applied to other tasks (as document clustering or categorization) and other "generative" kernels.
