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Abstract
We propose a semi-parametric least-squares estimator for a censored-selection (type 3 tobit)
model under the mean independence of the outcome equation error u from the regressors given
the selection indicator and its error term e: This assumption is relatively weak in comparison to
alternative estimators for this model and allows certain unknown forms of heteroskedasticity,
an asymmetric error distribution, and an arbitrary relationship between the u and e: The
estimator requires only one-dimensional smoothing on the estimate of e: We generalize the
estimator to allow for an endogenous regressor whose equation contains an error o related to
u and discuss how this latter procedure can be adapted to two-wave panel censored-selection
models with double selection indicators. In general, each additional endogeneity problem can
be controlled for with an extra dimensional smoothing on the residual for the ‘‘endogeneity-
origin’’ error term. Our proposed estimators are
ﬃﬃﬃﬃ
N
p
-consistent and asymptotically normal.
An empirical example based on estimating a wage equation for Australian female youth is
provided to illustrate our approach.
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1. Introduction
Consider the ‘(binary) selection’ model:
dni ¼ a1 þ x0iax þ ei; di ¼ 1½dni40,
yi ¼ b1 þ x0ibþ ui; i ¼ 1; . . . ;N; ðx0i; di; diyiÞ0 is observed; iid across i,
where 1½A ¼ 1 if A holds and 0 otherwise, xi is a regressor vector without unity,
a  ða1; a0xÞ0 and ðb1;b0Þ0 are parameter vectors for the ‘selection’ and ‘outcome’
equations, and ei and ui are correlated zero-mean error terms; ðx0i; diÞ0 is always
observed but yi is observed only when di ¼ 1: The correlation between ei and ui
causes inconsistency of the least-squares estimator (LSE) for b over the sub-sample
di ¼ 1:1 Although the binary selection model is frequently employed in empirical
work, in many instances the underlying values of the dependent variable in the
selection equation are at least partially observed. The leading case is the following
‘type 3 tobit’, or ‘censored selection’ model:
si ¼ maxð0; ð1;x0iÞaþ eiÞ; di ¼ 1½si40, ð1:1Þ
yi ¼ b1 þ x0ibþ ui; i ¼ 1; . . . ;N, ð1:2Þ
ðx0i; si; diyiÞ0 is observed; iid across i. ð1:3Þ
The objectives of this paper are: (i) Propose a semiparametric two-stage Robinson
(1988) type estimator for b under the mean independence assumption Eðuje; x; dÞ ¼
Eðuje; dÞ; (ii) Generalize the estimator to allow for endogenous regressors in the
outcome equation; and (iii) Adapt the estimator in (ii) to multiple selection models
and panel-data censored selection models.
Parametric estimators for the censored selection model have been proposed in Lee
et al. (1980), Amemiya (1985), and Vella (1993), and semi-parametric procedures in
Lee (1994), Honore´ et al. (1997), and Chen (1997). The above mean independence
assumption is weaker than those employed by existing estimators with the exception
of an estimator in Honore´ et al. (1997) that allows an arbitrary form of
heteroskedasticity but assumes symmetry. Our procedure restricts the form of
heteroskedasticity but does not require symmetry.
Our approach is to purge the outcome equation of the component related to the
selection equation error. That is, we perform LSE of y Eðyje; d ¼ 1Þ on x
Eðxje; d ¼ 1Þ: The inclusion of e in the conditioning set eliminates the source of the
selection problem and ensures the outcome equation error u Eðuje; d ¼ 1Þ is
orthogonal to e: Since Eðuje; x; dÞ ¼ Eðuje; dÞ; u Eðuje; d ¼ 1Þ is orthogonal to x,
this allows the LSE.2
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2This estimator, and its asymptotic properties, originally appeared in Lee and Vella (1997) and was
employed in Vella (1998). This paper is a retitled and extended version of our earlier paper. As we note
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We note that this estimator was independently suggested in Li and Wooldridge
(LW) (2002) who considered semi-parametric estimation of partially linear
models for serially dependent data with generated regressors. However, there
are important differences between this paper and LW. First, we extend the
estimator to models with endogenous regressors and multiple selection rules
and discuss applications to panel data. Second, although LW relax our
assumption of independent observations, this entails some strengthening of other
conditions. Third, although LW seem to use mean-independence in their assumption
C1(ii), LW (p. 632) explicitly make the stronger assumption of independence of e and
u from x for the censored selection model. Finally, while we restrict our attention to
variants on the type 3 tobit model, LW also discuss the estimation method in other
settings.
Prior to discussing the estimators it is valuable to consider an advantage of
exploiting the variation in the selection equation dependent variable. Although the
binary selection model typically requires an exclusion restriction that at least one
explanator in the selection equation does not appear in the outcome equation
(‘strong exclusion’), this is not assumed in (1.2). Rather, we assume that x in (1.2)
does not include s (‘weak exclusion’). To illustrate that the weak exclusion is
adequate, take Eðje;x; d ¼ 1Þ on (1.2) to get:
Eðyje; x; d ¼ 1Þ ¼ b1 þ x0bþ Eðuje; d ¼ 1Þ
under Eðuje;x; d ¼ 1Þ ¼ Eðuje; d ¼ 1Þ
() Eðyjs;x; d ¼ 1Þ ¼ x0bþ fb1 þ Eðujs a1  x0a; d ¼ 1Þg.
Clearly the presence of s in fg; combined with its absence in x0b; identiﬁes b:
A valuable extension of this model is the inclusion of an endogenous
regressor in the outcome equation. Let z denote the endogenous regressor in x
and suppose:
zi ¼ r1 þ x0zirx þ rqqi þ oi ¼ m0irþ oi; mi  ð1; x0zi; qiÞ0; r  ðr1;r0x; rqÞ0,
(1.4)
where q is a regressor excluded from the outcome equation, r is a parameter
vector, xz consists of elements of x other than z, and o is an error term related
to u. The excluded variable q may or may not be in the selection equation. As in
the usual linear models, allowing for an endogenous regressor requires a
strong exclusion. Since zi is part of xi; it also appears in the selection equation.
As zi is likely to be endogenous to the selection process this creates an endogenous
regressor problem also for (1.1). To overcome this, substitute the z equation into
the selection equation to obtain the following ‘‘semi- reduced form’’ selection
equation:
si ¼ maxð0; a1 þ x0iax þ aqqi þ eiÞ ¼ maxð0;X 0iaþ eiÞ; di ¼ 1½si40, (1.5)
where
Xi  ð1;x0i; qiÞ0; a  ða1; a0x; aqÞ0,
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noting that we use the same notation a1; ax; and ei to avoid the introduction of
excessive notation. However, these parameters will generally differ from those for
(1.1). Written this way, the exclusion restriction for the endogenous regressor in (1.4)
becomes a strong exclusion restriction for the selection equation as qi appears only in
the selection equation. Note that there is no identiﬁcation problem in (1.5) because
our interest is generally on b and not a: That is, the selection equation is needed only
to estimate e: One can allow for nonlinear relationships in (1.1)–(1.5).
The endogenous regressor extension can be useful for empirical work and
we illustrate this below. The cost is the extra dimensional conditioning for o:
However, this approach also suggests that this extra dimension of conditioning
can be extended to other models of interest and we discuss some examples of interest
below.
Section 2 examines our main ideas in detail. Section 3 presents our estimators and
their asymptotic distributions. Section 4 provides an empirical example based on
estimating a wage equation for Australian female youth. Section 5 concludes and
discusses some extensions.
2. The estimator and generalizations
For the model in (1.1)–(1.3) our main assumption for the relationship between e
and x is
Eðuje;x; dÞ ð¼ Eðuje; xÞÞ ¼ Eðuje; dÞ. (2.1)
This states that uje may be ‘mean-dependent’ on x but only through d: For example,
suppose u ¼ mðe; dÞ þ sðxÞn where the functional forms of mð:Þ and sð:Þ are unknown,
n is independent of e and x, and EðnÞ ¼ 0 ¼ Eðmðe; dÞÞ: There are no assumptions
made about e: Then Eðuje;xÞ ¼ mðe; dÞ ¼ Eðuje; dÞ and (2.1) holds. An important
special case is a random coefﬁcient model yi ¼ x0iðbþ niÞ þ mðei; diÞ: If u ¼
yðxÞmðe; dÞ þ sðxÞn where yðxÞ40 is an unknown ‘scale’ function, then (2.1) does
not hold, because
Eðuje;xÞ ¼ yðxÞ  mðe; dÞaEðyðxÞje; dÞ  mðe; dÞ ¼ Eðuje; dÞ in general.
Equation u ¼ mðe; dÞ þ sðxÞn does allow, however, for a multiplicative version of this
speciﬁc additive form; i.e., u ¼ fyðxÞmðe; dÞgsðxÞn: Thus (2.1) allows the errors to have
asymmetric distributions, certain unknown forms of heteroskedasticity including
those from random coefﬁcient models, and an arbitrary relationship between e and u:
Now, deﬁne a ‘‘re-centered error’’ v as
v  u Eðuje;xÞ ¼ u Eðuje; dÞ¼)EðdvxÞ ¼ 0, (2.2)
dv has zero mean and is uncorrelated with x and e by construction.
Caution is warranted when writing Eðje;x; d ¼ 1Þ; which is not deﬁned if d ¼ 0 for
the given value of e and x. The expression Eðje;x; d ¼ 1Þ can be used, however, if d is
attached:
dEðje;x; dÞ ¼ dEðje; x; d ¼ 1Þ
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as this holds for both d ¼ 0 and 1. To save space we now employ the following
notation. For random vectors l and z:
mljz  Eðljz; d ¼ 1Þ and xe  x mxje; ye  y myje; ue ¼ u muje.
Although v and ue are slightly different, we have dv ¼ due:
Assumption (2.1) implies:
Eðd  xeueÞ ¼ EðdxueÞ  EðdmxjeueÞ ¼ 0, (2.3)
because the ﬁrst term in (2.3) is EðdxvÞ ¼ 0 and the second term is also zero. With
this moment condition, LSE can be applied to
dye ¼ dx0ebþ due, (2.4)
where ye and xe are replaced by consistent estimates and the intercept b1 is not
identiﬁed.
To avoid a random denominator with values close to zero, we use a density-
weighted moment condition Efdgðe; d ¼ 1Þ2xeueg ¼ 0 where gðe; d ¼ 1Þ ¼ gðejd ¼
1Þ Prðd ¼ 1Þ and gðejd ¼ 1Þ ¼ gejd¼1ðeÞ is density function for ejd ¼ 1: We will
frequently denote gðe; d ¼ 1Þ as gðe; 1Þ: LSE is now applied to:
dgðe; d ¼ 1Þye ¼ dgðe; d ¼ 1Þx0ebþ dgðe; d ¼ 1Þue. (2.5)
LSE for (2.5) or (2.4) is our estimator. It is a two-stage procedure with e estimated in
the ﬁrst stage. We will not specify the requisite assumptions for the ﬁrst stage semi-
parametric estimator as there are many appropriate choices (see Lee, 1996).
Now consider the model with an endogenous regressor shown in (1.2)–(1.5).
Replace Assumption (2.1) with:
Eðuje;o; q; x; dÞ ¼ Eðuje;o; dÞ. (2.6)
due;o has zero mean and is uncorrelated with x and ðe;oÞ while Eq. (2.6) implies
Eðdxe;oue;oÞ ¼ 0: Thus LSE can be applied to dye;o ¼ dx0e;obþ due;o or its density-
weighted version with the density gðe;o; d ¼ 1Þ ¼ gðe;ojd ¼ 1Þ Prðd ¼ 1Þ; which may
be abbreviated as gðe;o; 1Þ: This illustrates that the extra source of endogeneity can
be handled by including the appropriate additional residual in the conditioning set.
While the extension to the endogenous regressor case is straightforward it does
illustrate how the procedure can be easily adapted to other models with multiple
forms of endogeneity. We brieﬂy consider several which have immediate value in
empirical work. First consider the cross-section double censored-selection model
(here, t indexes selection equations):
sit ¼ maxð0; a1t þ x0iat þ eitÞ; dit ¼ 1½sit40; t ¼ 1; 2,
yi ¼ b1 þ x0ibþ ui; ðx0i; si1; si2; di1di2yiÞ0 observed.
The assumption analogous to (2.6) is Eðuje1; e2;x; dÞ ¼ Eðuje1; e2; dÞ where
di  di1di2 and LSE is applied to dye1;e2 ¼ dx0e1;e2bþ due1;e2 or its density-weighted
version.
This estimation idea is also useful in the two-wave panel context. Consider two
models which adopt alternative strategies for dealing with dynamics in the model.
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The ﬁrst is where the lagged dependent variable appears in the conditional mean and
has the following form:
sit ¼ maxð0; a1 þ x0itax þ eitÞ; dit ¼ 1½sit40,
yit ¼ byyi;t1 þ b1 þ x0itbþ uit; i ¼ 1; . . . ;N; t ¼ 1; 2,
ðx0i1; x0i2; si1; si2; di1yi1; di2yi2Þ0 is observed; iid across i.
This outcome equation can only be estimated over the subpopulation d1 ¼ d2 ¼ 1;
which poses a double selection problem. Thus one estimates over this subsample
after subtracting off the component of the outcome equation related to the two
selection residuals. The mean independence condition assumption analogous to (2.6)
is Eðu2je1; e2;x2; y1; dÞ ¼ Eðu2je1; e2; dÞ and LSE can be applied to dy2;e1;e2 ¼
dy1;e1;e2by þ dx02;e1;e2bþ due1;e2 :
An alternative manner to treat the dynamics is through the inclusion of time
invariant individual ﬁxed effect ci: The panel outcome equation is static and takes
the following form:
yit ¼ b1 þ x0itbþ ci þ uit.
The double selection problem arises if the ﬁrst-differenced outcome equation is
estimated to eliminate ci related to xit’s:
Dyi ¼ Dx0ibþ Dui; Dyi  yi2  yi1; Dxi  xi2  xi1; Dui  ui2  ui1.
The analogous assumption to (2.6) is EðDuje1; e2;Dx2; dÞ ¼ EðDuje1; e2; dÞ and LSE is
applied to dðDyÞe1;e2 ¼ dðDxÞ0e1;e2bþ dðDuÞe1;e2 :
3. Estimators and asymptotic distributions
This section formally provides the estimators and their asymptotic distributions.
To save space we only examine the leading case in detail. However, for each of the
models presented above we discuss how the estimators, and their distributions, have
to be adjusted.
Given a regular semi-parametric
ﬃﬃﬃﬃ
N
p
-consistent estimator aN for a; b can be
estimated as follows. First, estimate ei by ei  si  ð1; x0iÞaN if di ¼ 1: Second, non-
parametrically estimate myijei and mxi jeiby, say, m^yijei and m^xijei : Third, perform LSE of
diðyi  m^yijei Þ on diðxi  m^xi jei Þ noting one-dimensional (1-D) smoothing is required
with respect to (w.r.t.) ei: There are two types of nuisance parameters, the ﬁnite-
dimensional a and inﬁnite dimensional myijei and mxijei ; noting that the second can be
treated as known. More formally, denote the estimator as
boN  N1
X
i
diðxi  m^xi jei Þðxi  m^xijei Þ0
( )1
N1
X
i
diðxi  m^xijei Þðyi  m^yijei Þ,
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where
m^lijxi 
ðN  1Þ1Pj;jaih1Kððxj  xiÞ=hÞdjlj
ðN  1Þ1Pj;jaih1Kððxj  xiÞ=hÞdj
for a random vector li and scalar zi; K is an univariate kernel, and h is a bandwidth.
The assumptions regarding K and h are given below. For the density-weighting
version, analogously to boN ; we get:
bN  N1
X
i
digNðei; 1Þ2ðxi  m^xijei Þðxi  m^xijei Þ0
( )1
N1
X
i
digN ðei; 1Þ2ðxi  m^xijei Þðyi  m^yijei Þ
where gN ðei; 1Þ is the denominator in m^yi jei :
We now the list assumptions and theorems. As noted above the details are
provided only for the cross-section censored selection model. For a matrix A; let
jAj ¼ ftrðA0AÞg1=2:
Assumption 1: (a) The parameter space A for a is compact and a is in its interior;
the parameter space B for b is an open set. (b) (2.1) holds. (c) The support for x with
its distribution Fx is bounded, and Efdgðe; 1Þ2xex0eg0 is positive deﬁnite. (d) Eðxje; d ¼
1Þ has derivatives w.r.t. e up to the fourth order that are bounded and continuous. (e)
gðejx; d ¼ 1Þ has derivatives that are uniformly bounded over x and e up to the fourth
order and continuous w.r.t. e for a.e. x; the support of ejd is bounded and density for
ejd ¼ 1 is bounded away from 0.
Assumption 2: (a) K is symmetric about 0, twice continuously differentiable,R
KðtÞdt ¼ 1; and has a compact support. (b) K is of order 4: R t2KðtÞdt ¼ 0 andR
t4KðtÞdta0:
Assumption 3: Nh6 !1 and Nh8 ! 0 as N !1:
The assumption that x has bounded support can be relaxed, but doing so would
require handling more than ten different U-processes where large values of x are
accounted for via moment conditions. The assumption can also be relaxed via the
use of a trimming function, but then the trimming function would appear in many
equations. The assumption that e has bounded support can be avoided with a
smooth trimming function.
Theorem 1. Under Assumptions 1–3, and assumptions sufficient for
ﬃﬃﬃﬃ
N
p ðaN  aÞ ¼
ð1= ﬃﬃﬃﬃNp ÞPiZai þ opð1Þ with EðZaÞ ¼ 0; EðZaZ0aÞo1 being positive definite, we haveﬃﬃﬃﬃ
N
p
ðbN  bÞ*Nf0;H1b ðAb þ LaCaL0aÞH1b g
where ‘‘*’’ denotes convergence in law,
ﬃﬃﬃﬃ
N
p ðaN  aÞ*Nð0;CaÞ; Ca  EðZaZ0aÞ; and
Hb  E½dgðe; 1Þ2xex0e; Ab  E½dgðe; 1Þ4v2xex0e; La  E dgðe; 1Þ2xe
qmuje
qe
ð1; x0Þ
 
.
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Theorem 2. The following are, respectively, consistent for Hb; Ab and La:
HbN ¼
1
N
X
i
digN ðei; 1Þ2ðxi  m^xijei Þðxi  m^xi jei Þ0,
AbN ¼
1
N
X
i
digN ðei; 1Þ4v2Niðxi  m^xijei Þðxi  m^xi jei Þ0,
LaN ¼ 1
N
X
i
digNðei; 1Þ2ðxi  m^xijei ÞreEN ðuN jei; di ¼ 1Þð1;x0iÞ
where uNi ¼ yi  x0ibN ; vNi ¼ uNi  m^uNi jei ; and reEN ðuN jei; di ¼ 1Þ is
ðN  1Þ1Pj;jaih2K 0ððej  eiÞ=hÞdjuNj
gN ðei; 1Þ
þ m^uNi jei
ðN  1Þ1Pj;jaih2K 0ððej  eiÞ=hÞdj
gNðei; 1Þ
.
Barring a trimming function to remove almost zero gN ðei; 1Þ;
ﬃﬃﬃﬃ
N
p ðboN  bÞ can be
shown to follow the same asymptotic distribution with gðe; 1Þ replaced by 1 in the
variance. The proof for Theorem 1 is in the Appendix A and as the proof of Theorem
2 is relatively straightforward it is omitted. Dealing with ‘‘N-normalized sums’’ for
consistency in Theorem 2 is simpler that dealing with ‘‘
ﬃﬃﬃﬃ
N
p
-normalized sums’’ for the
asymptotic distribution in Theorem 1. The steps required to prove that certain terms
are opð1Þ in Theorem 1 can be adapted in a straightforward manner to prove
Theorem 2.
Although we do not provide details here the above theorems can be adjusted for
the endogenous regressor case. This requires 2-D smoothing, and the other
estimators discussed above that employ 2-D smoothing can be manipulated
into this framework. We do, however, discuss how the assumptions need to
be adapted and the implications for the estimator and its estimated variance.
The endogenous regressor case requires the following changes. First, (2.6) instead
of (2.1) holds for Assumption 1(b). Second, all conditioning sets and the
density function in the assumptions require the addition of o: The assumptions
involving e should hold for ðe;oÞ: Third, the derivative orders are up to the sixth.
Fourth, a bivariate kernel L of order six is used:
R
t
j1
1 t
j2
2 Lðt1; t2Þdt1 dt2 ¼ 0 8j1 þ
j2o6 and a0 for some j1 þ j2 ¼ 6: Fifth, h satisﬁes Nh8 !1 and Nh10 ! 0 as
N !1: More generally, for y-dimensional smoothing with yX3 to allow for more
than one endogenous regressors, the kernel order is 2þ 2y; and h satisﬁes Nh2ðyþ2Þ !
1 and Nh2ðyþ3Þ ! 0:
Recall zi ¼ m0irþ oi and Xi  ð1;x0i; qiÞ0: There are two ﬁrst-stage estimators: aN
and the LSE rN for r: Deﬁne the LSE inﬂuence function as Zri and let wi denote the
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LSE residual for oi: The density-weighted estimator beN is
X
i
digNðei;wi; 1Þ2ðxi  m^xijei ;wi Þðxi  m^xijei ;wi Þ0
( )1

X
i
digN ðei;wi; 1Þ2ðxi  m^xi jei ;wi Þðyi  m^yi jei ;wi Þ.
It holds that:ﬃﬃﬃﬃ
N
p
ðbeN  bÞ*Nf0;H1b ðAb þ LarCarL0arÞH1b g,
where ﬃﬃﬃﬃ
N
p ðaN  aÞﬃﬃﬃﬃ
N
p
ðrN  rÞ
 !
*Nð0;CarÞ; Car 
EðZaZ0aÞ EðZaZ0rÞ
EðZrZ0aÞ EðZrZ0rÞ
" #
,
Zri is the LSE inﬂuence function fEðmm0Þg1mioi; v ¼ u muje;o;
Hb ¼ E½dgðe;o; 1Þ2xe;ox0e;o; Ab  E½dgðe;o; 1Þ4v2xe;ox0e;o,
Lar  E dgðe;o; 1Þ2xe;o
qmuje;o
qe
X 0;
qmuje;o
qo
m0
  
.
4. An empirical example
This section re-examines the study of Das et al. (2003) which investigates the
impact of education on the wages of Australian female youth. The selection issue is
that only the wages of females reporting non-zero working hours are observed
whereas the number of hours worked is observed always. Here, the education
variable is potentially endogenous. The model employed here is taken from Das et al.
who explore the nature of any non-linear relationship between wage and education
level. Das et al. ﬁnd that a quadratic relationship is most appropriate and that is
what we employ. The model is the following:
hoursni ¼ x0iax þ q0iaq þ ei; hoursi ¼ Iðhoursni40Þnhoursni ,
educi ¼ x0irþ q0irq þ oi
wage ¼ Iðhoursni40Þðx0ib1 þ z0ib2 þ a1educþ a2educ2 þ uiÞ,
where hoursn (hours) is the number of latent (observed) weekly hours worked; educ
denotes years of education; wage is ln ðhourly wageÞ; x and q are as deﬁned in
(1.2)–(1.5); z contains the variables which affect wages but not hours or education.
The vector x contains those variables expected to inﬂuence labor supply,
educational decisions and wages, and consists of indicator functions for whether
the individual is married and whether the individual is Australian born. The
variables in q are those expected to inﬂuence education and work hours, and
comprises indicator functions for type of school the individual attended, the
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Australian state in which the individual attended school, the parents’ education
levels, the presence of parents in the household at age 14, the individual’s age, the
number of siblings, and an index (ranging in values from 5 to 25) capturing the
individual’s attitude towards working women. Finally, z contains union status,
government employment dummies, and experience and experience squared.
In the ﬁrst step, we estimate the education and work hour equations over the entire
sample. The sample comprises 2629 observation of which 67% work a positive number
of hours. We estimate the hours equation by symmetrically trimmed least squares,
whereas the education equation is estimated by LSE. The speciﬁcation is guided by the
results of Das et al. noting that we include a quadratic term for the attitudes variable in
both equations. The potential endogeneity of this variable is discussed in Das et al. and
is treated as exogenous here on the basis of previous evidence. From each of these
equations, we compute the residual. Following the estimation of the education and
hours equations, we estimate the wage equation for the 1763 observations that report
positive hours of work. In addition to the LSE estimates, we report those from the
Honore´ et al. (1997) procedure based on conditional symmetry, and then our estimates
with and without correcting for the potential endogeneity of the education-related
variables. We report both the weighted and unweighted estimates.
The ﬁrst column of Table 1 reports the LSE which does not correct for selection or
endogeneity (the intercept estimates are omitted in the cases that they are estimated).
Although the adjusted estimates of Das et al. uncover a non-linear education effect,
in this speciﬁcation there is little evidence of any such effect with the coefﬁcient on
the quadratic education term not statistically signiﬁcant. The coefﬁcient on the linear
speciﬁcation for education is .103 with standard error .039. In the second column, we
report the estimates from the Honore´ et al. procedure noting those authors do not
claim that the procedure is applicable for endogenous regressors and the adjustment
made in this column is only for the selectivity. The estimates from the Honore´ et al.
estimator are almost identical to the LSE, and thus the ﬁrst two columns indicate
that there is little suggestion of selectivity.
In the third column, under the heading ‘‘LV’’, we report the estimates from our
procedure denoted as boN with gð; 1Þ ¼ 1: Although bN was proposed to avoid the
trimming issue for the random denominator, this was not a problem for our data.
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Table 1
Ln(wage) equation estimates (SD in ())
LSE HKU LV WLV LV-Endo WLV-Endo
Marital .014 (.018) .011 (.019) .013 (.020) .001 (.020) .022 (.023) .026 (.022)
Australian born .058 (.020) .058 (.020) .062 (.021) .054 (.018) .074 (.021) .070 (.019)
Union .087 (.014) .085 (.014) .088 (.014) .090 (.014) .086 (.015) .087 (.015)
Govt. sector .021 (.012) .021 (.012) .022 (.012) .022 (.012) .019 (.012) .020 (.012)
Experience .114 (.005) .115 (.005) .114 (.005) .114 (.005) .124 (.006) .126 (.006)
Experience2 .005 (.001) .005 (.001) .005 (.001) .005 (.001) .006 (.001) .006 (.001)
Education .103 (.039) 093 (.038) .095 (.039) .084 (.039) .150 (.047) .148 (.051)
Education2 0 (.002) 0 (.002) 0 (.002) .001 (.002) .003 (.002) .003 (.002)
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Also, boN has the advantage that one avoids the bandwidth choice in estimating
gð; 1Þ: In the ﬁrst step, we employed the symmetrically trimmed least-squares
estimates to obtain the residuals from the work equation. We then used a fourth-
order normal kernel to estimate the conditional expectation to be subtracted from
each variable. The choice of the bandwidth was determined by a cross-validation
criteria which minimizes the sum of the prediction errors for y based on ‘‘leave one
out’’ estimation. For the standard errors, we ﬁrst estimated Ca by a jackknife
procedure in which the estimates were re-estimated 2629 times with each time
excluding a different observation. Estimation of Ca either by jackknife, bootstrap, or
direct estimation of the asymptotic variance makes little difference since the ﬁrst step
is a smooth operation. The bandwidth for ENðuje; d ¼ 1Þ was then selected by visual
inspection of the kernel non-parametric estimate over the range for e, and after that,
the derivative rNEðuje; d ¼ 1Þ was estimated with numerical derivatives at each
observation point (i.e., with fEN ðujei þ x; d ¼ 1Þ  ENðujei  x; d ¼ 1Þg=2x where x is
a small number). In the fourth column, headed ‘‘WLV’’ for the weighted version of
LV, we report the estimates for the density-weighted bN : The bandwidth chosen for
the estimation of gð; 1Þ was based on the use of cross-validation criteria.
It is clear that the results in the columns headed LV and WLV of Table 1 are
remarkably similar to those in the previous two columns indicating that selection bias
does not appear particularly severe, if at all present. However, one should recall that
the model is estimated assuming that education is exogenous. Accordingly, the
estimates may be inconsistent for all three columns and this may be masking the
presence of selectivity. To pursue this, we re-estimate the model controlling for the
potential endogeneity of education. These results are reported in the ﬁnal two columns
of Table 1 with the heading ‘‘LV-Endo’’ and ‘‘WLV-Endo’’ which represent the
unweighted and weighted estimates of the procedures simultaneously accounting for
selection and endogeneity. Before discussing our ﬁndings, it is useful to note another
advantage of our approach. The experience regressor is deﬁned as age educ 6: Due
to educ, experience and experience squared may also be endogenous. Das et al. correct
for this endogeneity by including the residuals and propensity score from some ﬁrst step
estimation. Our approach purges the endogeneity from each of these variables directly.
In implementing the procedure, we estimate the conditional expectations to be
subtracted with a product kernel using two independent sixth-order normal kernels.
In computing the standard errors, the matrix Car was estimated by the jackknife
procedure described above. The values for the two bandwidths were chosen via the
cross-validation method and visual inspection as described above. Also, numerical
derivatives were used for the error term conditional mean derivatives as was done for
the model with only selection.
A number of features are worth noting from these ﬁnal two columns. First, unlike
columns 2–4, the two correction terms appear to have some inﬂuence on the
background characteristics of the individual. For example, those for Marital and
Australian Born are quite different from those in the earlier columns although we
note that the Marital effect is not statistically signiﬁcant. Second, and more
interestingly, is the change in the education coefﬁcients. The ﬁnal two columns
provide some evidence, along the lines of Das et al. that the relationship between
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education and wages is non-linear. This suggests that, in this particular example, the
more important consideration is that of the endogeneity of wages rather than the
selectivity. While the estimates are somewhat different to the Das et al. results, the
function mapping education to wage is similar for both approaches. In fact, slightly
different values of the bandwidths renders estimates very close to those of Das et al.
5. Conclusions
This paper proposed a semi-parametric estimator for a censored-selection model
under Eðuje;x; dÞ ¼ Eðuje; dÞ where e and u are the selection and outcome equation
errors and d is the selection indicator. This assumption is weak in comparison to
other estimators and allows certain unknown forms of heteroskedasticity, asym-
metric error distributions, and an arbitrary relationship between u and e: We then
generalized the estimator for endogenous regressors and panel censored-selection
models. The paper concluded with an empirical example on female wage.
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Appendix A
Denote d ¼ 1 in gð; d ¼ 1Þ as gð; 1Þ: As a preliminary, consider gNðei; 1Þ 
gN ðei; 1Þ: Let X  ð1; x0Þ0 to observe
K
ej  ei
h
 
 K ej  ei
h
 
¼ K ej  ei  ðXj  XiÞ
0ðaN  aÞ
h
 	
 K ej  ei
h
 
¼ h1K 0 ej  ei
h
 
ðXi  XjÞ0ðaN  aÞ þ h2ðaN  aÞ0
K 00ðnÞðXi  XjÞðXi  XjÞ0ðaN  aÞ=2
for some n: Thus gN ðei; 1Þ  gN ðei; 1Þ is
h2ðN  1Þ1
X
j;jai
K 0
ej  ei
h
 
djðXi  XjÞ0ðaN  aÞ
þ h3ðaN  aÞ0ðN  1Þ1
X
j;jai
K 00ðnÞdjðXi  XjÞðXi  XjÞ0ðaN  aÞ=2.
For a given ei and xi; the ﬁrst sum other than ðaN  aÞ is opð1Þ equal to
h2Xi
Z
K 0
e ei
h
 
gðe; 1Þde h2
Z Z
K 0
e ei
h
 
gðe; 1jxÞdeX dFx
¼ Xih1
Z
K 0ðtÞgðei þ th; 1Þdt h1
Z Z
K 0ðtÞgðei þ th; 1jxÞdtX dFx
¼ Oð1Þ,
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because
R
K 0ðtÞdt ¼ 0: The second sum is of order OpðjaN  aj2h3Þ ¼ OpfðNh3Þ1g:
Combine these two facts to get supijgNðei; 1Þ  gN ðei; 1Þj ¼ OpðN1=2Þ; because
Nh3=
ﬃﬃﬃﬃ
N
p
¼ ðNh6Þ1=2 !1; OpðN1=2Þ is of larger order than OpfðNh3Þ1g: Combine
this rate with supijgNðei; 1Þ  gðei; 1Þj ¼ OpfðNhÞ0:5 ln Ng (Collomb and Ha¨rdle,
1986) to get supijgNðei; 1Þ  gðei; 1Þj ¼ OpfðNhÞ0:5 ln Ng: Analogously,
supijm^xijei  mxijei j ¼ OpfðNhÞ0:5 ln Ng:Note that, for Theorem 1, we will get rid of
the second-order terms of the form:
ðaN  aÞ0 1ﬃﬃﬃﬃ
N
p ðN  1Þh3
X
i
X
j;jai
ðbounded termsÞðaN  aÞ
¼ Op N
2
N2:5h3
 	
¼ Op 1ðNh6Þ0:5
 
with Nh6 !1: For y-dimensional smoothing, we get instead OpfðNh2ðyþ2ÞÞ0:5g;
which requires Nh2ðyþ2Þ ! 1:
Substitute
diyi ¼ dimyijei þ dix0eibþ divi
¼ dimyijei þ diðxi  m^xijei Þ
0bþ diðm^xijei  mxi jei Þ0bþ divi
into bN to getﬃﬃﬃﬃ
N
p
ðbN  bÞ ¼ H1bN
1ﬃﬃﬃﬃ
N
p
X
i
digNðei; 1Þ2ðxi  m^xi jei Þfðmyijei  m^yijei Þ
þ ðm^xijei  mxijei Þ0bþ vig.
The following equations from the three right-hand side terms yield Theorem 1:
1ﬃﬃﬃﬃ
N
p
X
i
digNðei; 1Þ2ðxi  m^xi jei Þðmyijei  m^yijei Þ ¼
1ﬃﬃﬃﬃ
N
p
X
i
LaZai þ opð1Þ, ðA:1Þ
1ﬃﬃﬃﬃ
N
p
X
i
digNðei; 1Þ2ðxi  m^xi jei Þðm^xi jei  mxi jei Þ0b ¼ opð1Þ, ðA:2Þ
1ﬃﬃﬃﬃ
N
p
X
i
digNðei; 1Þ2ðxi  m^xi jei Þvi ¼
1ﬃﬃﬃﬃ
N
p
X
i
digðei; 1Þ2ðxi  mxijei Þvi þ opð1Þ.
Rewriting xi  m^xijei as ðxi  mxi jei Þ þ ðmxi jei  m^xijei Þ þ ðm^xijei  m^xijei Þ; each equation
requires dealing with three terms.
The last equation gives the inﬂuence function with known nuisance parameters.
Rewrite the left-hand side as
1ﬃﬃﬃﬃ
N
p
X
i
digN ðei; 1Þ2fðxi  mxi jei Þ þ ðmxi jei  m^xijei Þ þ ðm^xijei  m^xijei Þgvi. (A.3)
xi  mxijei is of larger order than the other two terms in fg and gN ðei; 1Þ2 can be
replaced with gðei; 1Þ2 without disturbing the asymptotic distribution to make (A.3)
opð1Þ equal to N1=2
P
idigðei; 1Þ2ðxi  mxijei Þvi: In the following, we examine (A.1) and
then (A.3); the proof for (A.2) is omitted, for similar proofs are given below.
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In myi jei  m^yi jei ¼ ðmxijei  m^xi jei Þ
0bþ ðmuijei  m^uijei Þ of (A.1), the ﬁrst part is
negligible for the same reason why (A.2) is so; rewriting muijei  m^uijei as ðmuijei 
m^uijei Þ þ ðm^ui jei  m^uijei Þ; we only need to deal with
1ﬃﬃﬃﬃ
N
p
X
i
digN ðei; 1Þ2ðxi  m^xi jei Þfðmuijei  m^uijei Þ þ ðm^ui jei  m^uijei Þg. (A.4)
We will show that the ﬁrst term is opð1Þ and then the second term gives the correction
term.
The ﬁrst term of (A.4) is
1ﬃﬃﬃﬃ
N
p
X
i
digN ðei; 1Þ2fðxi  mxi jei Þ þ ðmxi jei  m^xijei Þgðmui jei  m^ui jei Þ.
Since supijmuijei  m^uijei j ¼ supijmxijei  m^xijei j ¼ OpfðNhÞ0:5 ln ðNÞg; this becomes
opð1Þ plus
1ﬃﬃﬃﬃ
N
p
X
i
digðei; 1ÞgN ðei; 1Þðxi  mxi jei Þðmui jei  m^uijei Þ
¼ 1ﬃﬃﬃﬃ
N
p
X
i
digðei; 1Þðxi  mxi jei Þ gNðei; 1Þmuijei  ðN  1Þ1
(

X
j;jai
h1K
ej  ei
h
 
djuj
)
¼ 1ﬃﬃﬃﬃ
N
p
ðN  1Þ
X
i
X
j;jai
h1digðei; 1Þðxi  mxijei ÞK
ej  ei
h
 
djðmui jei  ujÞ.
The second moment of this has four sums with indices i; j; i0; j0: The terms with i ¼ i0
and j ¼ j0 are non-zero but collectively of order h2N2=N3 which is oð1Þ where N3
comes from f ﬃﬃﬃﬃNp ðN  1Þg2: The terms with iai0 are zero due to Eðxi  mxi jei jei; di ¼
1Þ ¼ 0: A term with i ¼ i0 and jaj0 is
E h2digðei; 1Þ2ðxi  mxi jei Þ2djdj0K
ej  ei
h
 
ðmuijei  ujÞ
n
K ej0  ei
h
 
ðmuijei  uj0 Þ
o
¼ oð1Þ.
This type of terms are collectively of order N3=N3 and thus oð1Þ:
The second term of (A.4) is opð1Þ plus
1ﬃﬃﬃﬃ
N
p
X
i
digN ðei; 1ÞgN ðei; 1Þðm^uijei  m^uijei Þðxi  mxi jei Þ.
Rewrite gN ðei; 1ÞgN ðei; 1Þðm^ui jei  m^uijei Þ as
fgNðei; 1Þ  gN ðei; 1Þgm^uijei gNðei; 1Þ þ gN ðei; 1Þfm^uijei gNðei; 1Þ  m^uijei gN ðei; 1Þg.
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Use this to get
1ﬃﬃﬃﬃ
N
p
X
i
difgNðei; 1Þ  gN ðei; 1Þgm^uijei gNðei; 1Þðxi  mxijei Þ ðA:5Þ
þ 1ﬃﬃﬃﬃ
N
p
X
i
digðei; 1Þfm^uijei gNðei; 1Þ  m^ui jei gN ðei; 1Þgðxi  mxijei Þ þ opð1Þ. ðA:6Þ
For (A.5), substitute gNðei; 1Þ  gNðei; 1Þ to get opð1Þ plus
1ﬃﬃﬃﬃ
N
p
X
i
diðxi  mxijei Þmui jei gðei; 1Þ
1
N  1
X
j;jai
h2K 0
ej  ei
h
 
djðXi  XjÞ0ðaN  aÞ
¼ 1
NðN  1Þ
X
jai
diðxi  mxi jei Þmuijei gðei; 1Þh2K 0
ej  ei
h
 
 djðXi  XjÞ0
ﬃﬃﬃﬃ
N
p
ðaN  aÞ. ðA:7Þ
The difference between this (other than
ﬃﬃﬃﬃ
N
p ðaN  aÞ) and the following is opð1Þ:
E diðxi  mxijei Þmuijei gðei; 1Þh2K 0
ej  ei
h
 
djðXi  XjÞ0
h i
¼ E diðxi  mxijei Þmuijei gðei; 1Þh2X 0iE K 0
ej  ei
h
 
djji
n oh i
 E diðxi  mxijei Þmuijei gðei; 1Þh2E K 0
ej  ei
h
 
djX 0jji
n oh i
, ðA:8Þ
where Efjigmeans conditioning on the random variables with subscript i. In the ﬁrst
term of (A.8), observe
E K 0
e ei
h
 
dji
n o
¼ h
Z
K 0ðtÞgðei þ th; 1Þdt ¼ h2regðe; 1Þ þOðh3Þ, (A.9)
because
R
K 0ðtÞtdt ¼ 1 where regðe; 1Þ  dgðe; 1Þ=de: Thus the ﬁrst term of (A.8)
converges to
E½diðxi  mxi jei ÞEðujei; 1Þgðei; 1ÞX 0iregðe; 1Þ. (A.10)
As for the second term of (A.8),
E K 0
e ei
h
 
dX ji
n o
¼ h2refEðX jei; 1Þgðe; 1Þg þOðh3Þ.
Thus the second term of (A.8) becomes zero due to Eðxi  mxijei jei; di ¼ 1Þ ¼ 0; this
did not happen in (A.10) owing to Xi:
As for (A.6), observe
m^uijei gN ðei; 1Þ  m^ui jei gN ðei; 1Þ
¼ 1
N  1
X
j;jai
h1 K
ej  ei
h
 
 K ej  ei
h
 n o
djuj
¼ 1
N  1
X
j;jai
h2K 0
ej  ei
h
 
ðXi  XjÞ0djujðaN  aÞ þ opð1Þ.
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Plug this into (A.6) to get
ﬃﬃﬃﬃ
N
p ðaN  aÞ0 times
1
NðN  1Þ
X
jai
digðei; 1Þðxi  mxijei Þh2K 0
ej  ei
h
 
ðXi  XjÞ0djuj
¼ E digðei; 1Þðxi  mxi jei Þh2K 0
ej  ei
h
 
ðXi  XjÞ0djuj
h i
þ opð1Þ. ðA:11Þ
Analogously to (A.8), the term involving Xj can be ignored. As for the term
involving Xi; observe
h2
Z
K 0
e ei
h
 
mujegðe; 1Þde ¼ h1
Z
K 0ðtÞEðujei þ th; 1Þgðei þ th; 1Þdt
¼ h1
Z
K 0ðtÞfEðujei; 1Þ þ reEðujei; 1Þthgfgðei; 1Þ þ regðei; 1Þthgdt
plus negligible small order terms. With
R
K 0ðtÞtdt ¼ 1; this becomes
fgðei; 1ÞreEðujei; 1Þ þ Eðujei; 1Þregðei; 1Þg.
Using this, (A.11) converges in probability to
E½digðei; 1Þðxi  mxijei ÞX 0ifgðei; 1ÞreEðujei; 1Þ þ Eðujei; 1Þregðei; 1Þg. (A.12)
(A.10) cancels the second term of (A.12), and the ﬁrst term of (A.12) renders La:
Turning to (A.3), only the largest order term with xi  mxijei matters:
1ﬃﬃﬃﬃ
N
p
X
i
digN ðei; 1Þ2ðxi  mxi jei Þvi. (A.13)
We will show that replacing gNðei; 1Þ with gðei; 1Þ does not affect the asymptotic
distribution. This is not obvious (recall the ﬁrst term of (A.4)), because
supijgN ðei; 1Þ  gðei; 1Þj is OpfðNhÞ0:5 ln Ng and substituting this rate into (A.13)
does not yield an opð1Þ term, differently from cases with a product of two such error
terms is present.
Observe that (A.13) minus (A.13) with gN ðei; 1Þ replaced by gðei; 1Þ is
1ﬃﬃﬃﬃ
N
p
X
i
diðxi  mxijei ÞvifgN ðei; 1Þ  gðei; 1ÞgfgN ðei; 1Þ þ gðei; 1Þg
¼ 1ﬃﬃﬃﬃ
N
p
X
i
2gðei; 1Þdiðxi  mxijei ÞvifgN ðei; 1Þ  gðei; 1Þg þ opð1Þ
¼ 1ﬃﬃﬃﬃ
N
p
X
i
2gðei; 1Þdiðxi  mxijei ÞvifgN ðei; 1Þ
 gNðei; 1Þ þ gN ðei; 1Þ  gðei; 1Þg. ðA:14Þ
We will show that the second term in (A.14) is opð1Þ; the ﬁrst term can be handled
analogously.
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The second term can be written as (omit the constant 2)
1ﬃﬃﬃﬃ
N
p ðN  1Þ
X
jai
divigðei; 1Þðxi  mxijei Þ h1K
ej  ei
h
 
dj  gðei; 1Þ
n o
¼ 1ﬃﬃﬃﬃ
N
p
X
i
EfSði; jÞjig þ opð1Þ,
where Sði; jÞ is the symmetrized version of the summand. This follows by modifying
Theorem 3.3 of Powell et al. (1989). For 1-D smoothing, high-order kernels are not
needed in their theorem, but since we needed Nh6 !1 which entails a non-zero
asymptotic bias term of order h2; a high-order kernel is used to eliminate the bias;
due to the symmetry of K, the bias term of order h3 is nonexistent whereas the bias
term of order h4 is taken care of by Nh8 ! 0: EfSði; jÞjig is
divigðei; 1Þðxi  mxijei Þh1E K
e ei
h
 
dji
n o
 divigðei; 1Þ2ðxi  mxijei Þ
þ dih1E K
e ei
h
 
dvgðe; 1Þðx mxjeÞ
n o
 E½ðx mxjeÞgðe; 1Þ2dv.
Among the four terms, the last two terms are zero owing to Eðvje; xÞ ¼ 0: As for the
ﬁrst two terms, observe, in the ﬁrst term
h1E K
e ei
h
 
dji
n o
¼ h1
Z
K
e ei
h
 
gðe; 1Þde ¼
Z
KðtÞgðei þ th; 1Þdt.
Applying Taylor’s expansion up to fourth order, this becomes Opðh4Þ plus gðei; 1Þ
that cancels the second term. Thus the ﬁrst two terms of EfSði; jÞjig are Opðh4Þ; when
multiplied by
ﬃﬃﬃﬃ
N
p
; they become terms of Opð
ﬃﬃﬃﬃ
N
p
h4Þ ¼ opð1Þ owing to Nh8 ! 0:
Therefore we showed that replacing gNðei; 1Þ with gðei; 1Þ in (A.13) gives only an opð1Þ
term.
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