In an important paper published in the May "1983 issue of this Journal Barnett, Bessler, and Thompson (BBT) empirically examined the direction of causality between the U. s. money supply and nomi na 1 agri cul tura 1 pri ces. The authors deployed the direct Granger test of causation between money supply and nominal " "~gricultural prices. Causality implications were derived from standard F-statistics. The results based on F -tests were then used to test the null hypothes is that agri cul tura 1 prices are not affected by changes in the stock of money.
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Optimal lag Selection and its Implications to Causality Testing
In addition to BBT's work, numerous studies have provided empirical evidence on the causal re 1 at i onsh ips and 1 i nkages between macro vari ab 1 es, such as the money supply and the u.s. agricultural sector. (Belongia and King; Bessler; Bordo;
Chambers; Chambers and Just; and Lombra and Mehra). Most causality tests of the u.s. data, inclusive of the pioneering work of Sims, rely on the arbitrary lag selection in their Granger type causality testing techniques. Recent contributions of Geweke, Meese and Dent, and Gu i 1 key and Salemi, i nd i cate that Granger's causal i ty test i ng method in finite samples is probably superior to other methods. These authors do not address the question of the lag selection in causality testing. Therefore, the issue of appropriate lag selection for such tests remains unresolved.
There are different criteria used for specifying the lag length. Hsiao (1979, and states that incases where arbi trary restri ct ions are used i n causal i ty testing the distributions of test statistics are often sensitive to lag length.
Using the minimum final prediction error (FPE) causality testing technique as developed by Hsiao (1979, and , Biswas and Saunders demonstrate that causality test results are influenced by the lag specification. Relying on the standard F tests wi th varyi ng 1 ag 1 engths the authors show that the causal i ty imp 1 i cat ions depend directly on the choice of lags in test equations.
Thornton and Batten exami ne three different 1 ag select ions for the Granger causality testing between money and income; the FPE (final prediction error) method suggested by Hsiao (1981) , the Bayesian estimation method outlined by Geweke and Meese, and the technique developed by Pagano and Hartley. Thornton and Batten state that " ... the outcome of causality tests between money and income are unquestionably sensitive to the lag specification. Also, they suggest that researchers should not rely on arbitrarily chosen lag lengths, so common in applications of these tests" (p. 169). When compared with other lag selection methods, the FPE criterion, even though asymptotically less efficient t performed well in selecting an appropriate model. l There are two basic ways of determining the lag in causality testing. One way is to rely on a prior knowledge of lag lengths. In this respect the lag selection can be based on theoretical and previously established empirical knowledge of the relationships under examination. However t even if the lags are selected according to existing theoretical and empirical considerations, imposing these restrictions can still influence the test results (Thornton and Batten) . Furthermore, if a long lag length is required, then the degrees of freedom tend to become exhausted very quickly. Because of these considerations the choice of the lag length presents a formidable problem.
Alternatively, the "appropriate" lag structure can be based on a statistical criterion. Hsiao (1979, and As in BBT's study, only monthly data are analyzed. In order to make meaningful comparisons with BBT's study, all equations for the initial test period are estimated in the percentage change form. All equations for the 1972 -1985 period are estimated in the first differences of logarithms. Mathematically these two specifications are identical. The first differences of logarithms specification is employed because it is generally assumed sufficient to induce the stationarity of test variables.
Consequently, this specification is appropriate for the task at hand. The minimum The test results of the FPE method for both test periods are reported in Tables   1 and 2 . Table 1 summarizes the results of implementing the testing procedure outlined in step 1 whereas Table 2 reports the results of step 2 calculations.
Causality implications of the minimum FPE procedure for the test variables are outlined in money, the study indicates an existence of a causal flow from CPIF to M 2 .
An important result is reported in the second section of Table 3 Table   4 . Given the arbitrary lag selection of eight months, all three measures of the money supply and the two measures of agricultural prices are found to be statistically independent at both 1 eve 1 s of stat i st i cal sign i fi cance. However, when the 16 month lag is used for the same data, a unidirectional causal flow is established from CPIF to BASE, FPI to BASE, FPI to M 1 , and FPI to M2 at the 5 percent level of significance. In the rest of the cases under investigation the test variables are statistically independent. Clearly, these results are contrary to the results reported under the FPE procedure using the same test data and speci fication. The plausible explanation of these differences lies in the lag structure used in causality testing procedures. As previously outlined, models selected by different stat i st i ca 1 cri teri a often yi e 1 d cont rad i ctory conc 1 us ions concern i ng the Granger causality implications (Biswas and Saunders; Hsiao 1979 and Thornton and Batten) .
A complete empirical investigation must address the possibility of structural changes during the sample period. In order to investigate this possibility, equation (2) was subjected to the Chow test (Chow; Kmenta, . The overall sample period was divided into two parts: 1972. 01 -1979.10, and 1979 . 11 -1985.12 . The reason for this particular division of the test period was to capture the effects of an October 1979 change in the monetary pol icy on the causa 1 re 1 at i onshi ps under
investigation. An F statistic of 0.94 (critical F = 1.50 at the 5% level of significance) was obtained. This statistic implies that the null hypothesis of no Implications:
Sixteen-months lag:
1.88 
Fa is the F statistic for testing the null hypothesis that past values of the causal variable do not significantly affect current values of the tested variable.
Fb is the critical F statistic for the null hypothesis test.
13-structural change cannot be rejected at the 5% level of significance. 9 This result indicates that the parameters have remained stable over the entire test period.
Concluding Remarks
The purpose of this study has been to highlight some theoretical and empirical issues involved in causality testing of the u.s. money supply and nominal agricultural prices. In particular, attention is focused on the recent study of BBT.
Using the minimum FPE causality testing technique the present study finds the Further evidence of the effect of an arbitrary lag selection on causality implications is reported in (Hsiao, 1979, and .
4. One drawback of the FPE procedure lies in the fact that this method may result in either overfitting or underfitting of test variables, i.e., in selecting too high or too low a lag order of test variables. However, the probabi 1 i ty of select i ng too low an order d i mi n i shes rapidly with increased sample size. For a further analysis of the asymptotic distributions and statistical risks associated with the original Akaike's (1969a,b) FPE procedure, see Shibata.
5. Additionally, there exists a possibility of an instantaneous causality. Testing for instantaneous causality requires an inclusion of the current value of an explanatory variable as well as its past values in test equations. This case is not considered in this study.
6. For a more detailed discussion of causality implications, see Hsiao (1981) . 8. The main differences between CPIF and FCPI consist of the exclusion of certain items from CPIF and assigning different weights to others. For example, the prices of imported foods, fishery and sea foods as well as those of prepared meals are excluded from CPIF.
Similarly, weights for items such as sugar, seasonings, condiments, and some se 1 ected beef cuts are altered to represent the port i on of these items which are produced domestically. The main purpose of these adjustments is to excl ude the effects of imported food pri ces on domestic agricultural prices.
9. Equat ion (6) was subjected to the same test of structural change. In this case, too, the null hypothesis of no structural change could not be rejected.
