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Abstract In this paper, interval number optimization and model predictive control are 
proposed to handle the uncertain-but-bounded parameters in electric water heater load 
scheduling. First of all, interval numbers are used to describe uncertain parameters including 
hot water demand, ambient temperature, and real-time price of electricity. Moreover, the 
traditional thermal dynamic model of electric water heater is transformed into an interval 
number model, based on which, the day-ahead load scheduling problem with uncertain 
parameters is formulated, and solved by interval number optimization. Different tolerance 
degrees for constraint violation and temperature preferences are also discussed for giving 
consumers more choices. Furthermore, the model predictive control which incorporates both 
forecasts and newly updated information is utilized to make and execute electric water heater 
load schedules on a rolling basis throughout the day. Simulation results demonstrate that 
interval number optimization either in day-ahead optimization or model predictive control 
format is robust to the uncertain hot water demand, ambient temperature, and real-time price 
of electricity, enabling customers to flexibly adjust electric water heater control strategy. 
Keywords electric water heater, load scheduling, interval number optimization, model 
predictive control, uncertainty 
 
 
1Introduction 
With the emergence of time-varying retail pricing schemes, more incentives have been 
provided by utilities to encourage consumers to participate in demand-side management. As 
 
 
 
an essential enabler for consumers to optimize the use of their smart home appliances, 
household load scheduling is vital in demand-side management[1, 2]. For consumers, 
household load scheduling is able to reduce their el ctricity payment; for utility companies, it 
can help reduce the peak-to-average ratio of power systems[3]. 
Many valuable achievements have been made in household load scheduling. In Ref. [4], 
an appliance commitment algorithm has been proposed to schedule thermostatically 
controlled household loads, and the electric water heater (EWH) studied as a representative. 
In Ref. [5], a traversal-and-pruning (TP) algorithm has been introduced for EWH load 
scheduling. Compared with the traditional algorithm, this novel TP algorithm is able to 
significantly reduce the electricity bill. However, in the above mentioned references, all 
forecast parameters in the scheduling have just been deemed as certain values, i.e., the 
forecast has been considered totally accurate, which is not true in real world. Generally, 
forecast errors are inevitable in some parameters such as weather condition, consumers’ 
behavior, and etc.[6]. Therefore, it is of great significance to study uncertain optimization for 
household load scheduling. In Ref.[7], a comparison of different linear and nonlinear 
methods for home energy resource scheduling has been made, taking the presence of data 
uncertainty into account. In Ref.[8], in order to avoid the stochastic optimization from the 
curse of dimensionality, a two-stage stochastic optimization approach has been introduced. 
In Ref.[9], fuzzy programming has been introduced to tackle the uncertain optimization in 
home energy management, in which uncertain parameters like electricity prices and outdoor 
temperature are described by fuzzy parameters. 
Although a great amount of achievements have been made in uncertain household load 
scheduling by using stochastic programming and fuzzy programming, yet further 
development is restricted by the inherent defects of stochastic programming and fuzzy 
programming. Firstly, it requires a considerable amount of sampling information on 
uncertainty in constructing accurate probability distributions or fuzzy membership functions. 
However, it often seems difficult and expensive to obtain sufficient uncertainty information. 
Secondly, as both probability distributions and fuzzy membership functions need to be 
introduced into the optimization problem, the computational complexity will increase more 
or less and sometimes such an uncertain optimization problem is too hard to be solved [10]. 
In comparison to traditional optimization methodologies that deal with uncertainties, the 
application of interval number optimization, which has attracted increasing attentions 
recently, in household load scheduling has not yet been extensively studied. As a 
set-theoretical and non-probabilistic method, interval analysis needs only information about 
 
 
 
the bounds of the magnitude of uncertainties, not necessarily knowing the specific 
probabilistic distribution densities. As less uncertainty knowledge is needed, interval number 
optimization is suitable for addressing the household load scheduling with limited 
uncertainty information [11]. Thermostatically controlled appliances are the most 
energy-consuming home appliances [12–14], hence, in order to simplify the statement, the 
EWH load scheduling is taken as an example to demonstrate household load scheduling 
using interval number optimization, in which three uncertain parameters (hot water demand, 
ambient temperature, and real-time price of electricity) are discussed. Note that few studies 
have been conducted which simultaneously take all the above three uncertain parameters 
into account in household load scheduling, as it is too complicated to analyze and compute 
those parameters in traditional methods. However, interval number optimization is able to 
create suitable load schedules which are robust to the uncertainties and flexible to diversified 
consumers’ demand.  
In practice, because the forecast errors increase with the extension of the forecast time 
horizon[15],the uncertain parameters represented by the interval number which are given 
before the optimization are not accurate enough and the day-ahead scheduling is not good 
enough. In this paper, model predictive control is introduced to address thi  problem. In 
Ref.[16], a stochastic model predictive control (MPC) has been applied to handle the 
variability and uncertainties of the power of the PV panels. In Ref. [17], a closed-loop 
prediction formulation of robust model predictive control has been used to deal with the 
problem of robust model predictive control of a building envelope and a HVAC system. In 
this paper, EWH load scheduling using interval number optimization is formulated in both 
day-ahead and MPC pattern. It is in nature an integer nonlinear programming problem which 
can be solved by using the binary particle swarm optimization (BPSO). To be specific, first, 
the thermal dynamic model of EWH with interval numbers is established. Next, the 
comparison of interval number by using the possibility degree of interval number is 
quantitatively described. After that, the binary particle swarm optimization and model 
predictive control are introduced. Finally, the simulation results get presented and analyzed. 
2 Establishment of the EWH thermal dynamic model with interval numbers 
2.1 Traditional thermal dynamic model of EWH 
The basic working principles of EWH are as follows: when the water temperature decreases 
to the lower limit of comfort zone, the EWH turns “on” to heat the water; when the water 
 
 
 
temperature rises to the upper limit, it turns “off”. Figure 1 shows the typical thermal 
characteristic curve of EWH without considering hot water use. 
 
Fig. 1 Thermal characteristic curve of EWH 
In essence, the heaters of EWH work because of two reasons: one is cold water inflows 
due to hot water demand; the other is heat losses from the heat exchange with the 
environment. In summary, hot water temperature is affected by parameters such as physical 
characteristics, hot water demand, ambient temperature, and etc. Physical characteristics 
could be described by equivalent thermal parameters (ETP) which are usually treated as 
constants. In contrast, the hot water demand and ambient temperature are hard to be 
predicted accurately in practical situations, as customer behavior is difficult to be foreseen 
precisely and the weather sometimes changes unexpectedly. If they are only described as 
constant values, the practical water temperature in the tank will violate the comfort zone 
frequently under the disturbance of prediction errors. Thus, it is necessary to consider water 
demand and ambient temperature as uncertain parameters. 
The behavior of EWH could be formulated by the thermal dynamic model[4]. Without 
considering hot water use, the thermal dynamic model of EWH is given by 
 1 , , 1( )exp[ ( ) / ( )]n e n n e n n n n nX QR X QR t t RC           . (1) 
When the hot water demand is considered, the water temperature should be modified as 
 1 cur ,[ ( ) ] /n n e n nM d d M      , (2) 
 
 
 
where cur  is the 1n   calculated in Eq. (1). 
Eqs (1) and (2) can be expressed jointly as a nonlinear function of thermal parameters, 
ambient temperature, hot water demand, and on/off status in Eq. (3). 
 1 ,( , , , , , , , )n n n n n e nf t Q C R d X    . (3) 
2.2 Interval number model 
Interval number, which can be uniquely determined by its upper and lower bounds, 
represents a bounded set of real number between the bounds. The basic concepts of the 
interval number are introduced as follows. 
For the arbitrary real numbersdowna and upa  which are subject to
down upa a ,
I down up[ , ]A a a  denotes a normal interval number in which upa  is the upper bound and 
downa  is the lower bound. Besides, the interval number can also be described by the middle 
point and radius like I down up c w[ , ] [ , ]A a a a a  , in which the ca  and wa  respectively 
represent the middle point and radius of the interval number [18]. 
The basic operations of interval numbers have been discussed in Ref. [19]. Moreover, to 
quantitatively describe the comparison of two interval numbers, the possibility degree of 
interval number is proposed [20]. The possibility degree of a real number a  and an 
interval number IB is given by 
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 (4) 
The interval number IB can be regarded as a random variable with uniform distribution 
whose upper and low bound is the investigated subject in the interval number model. Thus, 
the uncertain parameters like hot water demand and ambient temperature can be described 
as I down up[ , ]n n nd d d  and I down up, , ,[ , ]e n e n e n   . Based on this transformation, the thermal dynamic 
models of EWH can be rewritten with interval numbers[11]. 
Without considering hot water use, the model is given by 
 
 
 
 I I I I1 , , 1( )exp[ ( ) / ( )]n e n n e n n n n nX QR X QR t t RC           , (5) 
where I down up1 1 1[ , ]n n n      and I down up[ , ]n n n    denote hot water temperature ranges at times 
1nt   and nt ; and the ambient temperature is expressed as
I down up
, , ,[ , ]e n e n e n   . 
Similarly, the temperature modification equation considering hot water use can be 
rewritten as 
 I I I I I1 cur ,[ ( ) ] /n n e n nM d d M      , (6) 
where I down upcur cur cur[ , ]    represents the I 1n   calculated in Eq. (5). 
Though Eqs. (1) and (2) look similar to Eqs. (5) and (6), they are quite different in nature. 
The former are ordinary algebraic operation but the latter belong to interval arithmetic 
operation. In interval analysis, the interval numbers are calculated through arithmetic 
operation rules of interval numbers which are essentially different from traditional algebraic 
operation rules. In the following, the basic operation rules of interval numbers are defined. 
For arbitrary down up down up, , ,a a b b R  is subject to down up down up,a a b b  , I down up,A a a    ,
I down up,B b b    , the rules for interval addition, subtraction, multiplication and division are 
 I I down down up up,A B a b a b      , (7) 
 I I down up up down,A B a b a b      , (8) 
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3Formulation of EWH load scheduling 
3.1 EWH load scheduling considering uncertainties  
 
 
 
The primary objective of EWH load scheduling is to minimize the electricity bill band. At 
the same time, the temperature constraints should be satisfied even under the uncertain hot 
water demand and ambient temperature. The pricing mechanism of this paper is real-time 
pricing(RTP). RTP is difficult to be forecasted due to the constantly changing of power 
supply-demand relationship. Hence RTP is seen as an uncertain parameter which is also 
described by interval numbers asI down up[ , ]n n np p p . 
Although the electricity payment is important, user comfort should be guaranteed in the 
first place. Assuming that the comfort zone is I down upWH WH WH[ , ]   , in which downWH  and upWH  
denote the lower and upper bounds, if the water temperature exceeds the lower or upper 
bounds, the load schedule is deemed to be unacceptable. 
Mathematically, the objective function is described as 
 I Ioriginal EWH 1
1
min ( , ) min ( )
N
n n n n n n
n
f X p p X P t t
   , (11) 
subject to the following constraints 
 I I I I1 ,( , , , , , , , )n n n n n e nf t Q C R d X    , (12) 
 down I upWH WHn    , (13) 
whereN  is the number of all the time steps over scheduling horizon and EWHP denotes the 
rated power of the EWH. 
3.2 Transformation of EWH load scheduling model 
The formulations of objective function and constraints with interval numbers are concise, 
but cannot be solved directly. Accordingly, the possibility degree of interval numbers is 
introduced to convert this uncertain optimization problem into a deterministic one. 
First, in order to intuitively describe the mean value and uncertain level of interval 
numbers, the interval numbers with a middle point and radius are used to describe the 
objective function I c woriginal( , ) [ ( ), ( )]n n n nf X p f X f X [19], in which c( )nf X  and w ( )nf X  are 
defined as  
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2
nn
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n
f X P f X P
f X
 , (15) 
where the  max ,
n
n n
P
f X P  and  min ,
n
n n
P
f X P  mean that the uncertain electricity price Inp  in 
Eq. (11) is replaced by the maximum and minimum values of the predicted electricity price 
interval, respectively. 
After that, the objective function is transformed into a bi-objective optimization which 
is c wmin( ( ), ( ))n nf X f X  where 
c( )nf X  and 
w ( )nf X  denote the middle point and radius of 
electricity bill band respectively. Then, the weight coefficient   is introduced to 
transform this bi-objective optimization into a single-objective optimization which is 
formulated as 
 c wfinal ( ) ( ) / (1 ) ( ) /n n nf X f X f X      , (16) 
where  and   represent normalizing factors of the middle point and radius, which are 
used to unify the magnitudes of two numbers to avoid the elimination of the smaller one. 
  is determined according to the consumers’ preference for the middle point and radius of 
electricity bill interval. If   is assigned to be 1, it means that only the middle point of 
energy cost interval is valued; if   is assigned to be 0, it means that only the radius of 
energy cost interval is valued.  
The possibility degree is utilized to deal with the uncertain constraints by introducing the 
tolerance degree for constraint violations.  0,1   quantitatively describes users’ attitude 
for the violation of water temperature bounds. As the tolerance degree increases, more 
violation is allowed. But Eq. (13) is a mandatory constraint which means that the water 
temperature interval I 1n   is required to be strictly controlled in the comfort zone. This is 
too rigid for the majority of consumers, so Eq. (13) is transformed as 
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 (17) 
The values of 1  and 2  denote the customers’ preference for the lower and upper 
limit of water temperature. When 1 0   or 2 0  , it means that the customers tolerate a 
 
 
 
certain extent of comfort violation. If 1  equals 2 , it means that the customers do not 
have an obvious preference for a higher or lower water temperature. If 1  is larger than 
2 , it means the customers prefer a lower water temperature to a higher water temperature. 
If 1  is less than 2 , it means that the customers have a preference for a higher 
temperature. 
Moreover, the penalty function method is utilized to transform the constraints as a term 
of the objective function: 
 I I I I 2( ( ) ) (min(0, ( ) ))
m m m m m mn n n n n n
P M N P M N       , (18) 
where 
1
I I
n nM  , 1I downWHnN  , 1 11n   ; 2I In nM  , 2I upWHnN  , and 2 2n  . 
The final unconstrained deterministic optimization problem is given by 
 c w I Ifinal
1 1 1
min ( ) min (1 ) ( ) ( ) ( ( ) )
m m m
N N M
n n n n n n
n n m
f X f X f X P M N    
  
           , (19) 
where   is a penalty factor which usually has  big numerical value. 
4 BPSO as solution algorithm and implementation of model predictive control 
4.1 Binary particle swarm optimization (BPSO) 
Particle swarm optimization(PSO) is a stochastic optimization methodology which was first 
proposed by Eberhart and Kennedy [22, 23]. In PSO, each particle indicates a candidate 
solution in the solution space. The movement and fitness value of particles are determined 
by the velocity and objective function respectively. The movement of a particle is affected 
by the best performing particle and the best location discovered so far. The speed and 
position are given by 
 1, , 1 Gb, , 2 Pb, ,()( ) ()( )
t t t t t t
i k i k i i k i i kv wv c r p p c r p p
      , (20) 
 1 1, , ,
t t t
i k i k i kp p v
   , (21) 
where 1, ,( , , )k k n kV v v  and 1, ,( , , )k k n kP p p  denote the speed and position of the 
thi  particle, 
()r is a random number in closed set [0,1], w is the inertia weight while 1c  and 2c denote 
the weighted coefficients assigned to the global and personal best solutions. 
 
 
 
As a modification of basic PSO, the BPSO is introduced to handle the discrete 
optimization problem. In BPSO, the possibility mapped by the speed of a particle is 
determined by sigmoid function (22). Based on this possibility, the coordinate of a particle 
is updated as follows: If 1() ( )tirand S v
 , 1 0tip   ; otherwise, 1 1tip   [24]. 
 1
1
1
( )
1 exp( )
t
i t
i
S v
v

   . (22) 
Mathematically, Eq. (16) is a bi-level unconstrained optimization. Its outer layer can be 
optimized by BPSO. The inner layer optimization is focused on obtaining electricity price 
interval Ioriginal( , )n nf X p  and water temperature interval 
I
n .  
As Ioriginal( , )n nf X p  is accumulated linearly and just involved with one interval number
I
np , 
I
original( , )n nf X p  can be determined easily. With regard to 
I
n , two extreme schemes, the 
maximum scheme and minimum scheme, are used to determine the upper and lower bounds 
of In . 
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. (23) 
 I I up down I down up, ,= ( , , , , , , , ), ( , , , , , , , )n n n n n e n n n n n e nf t Q C R d X f t Q C R d X       . (24) 
The maximum scheme which consists of downnd  and 
up
,e n  could get the upper bound of 
I
n  while the minimum scheme which consists of upnd  and down,e n could get the lower bound 
of In . The detailed proof process is described as follows: 
Proof. 
Combining Eqs. (1) and (2), there is 
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 (25) 
To simplify this expression, we set 
 heat,n nU X QR , (26) 
 1exp[ ( ) / ( )]n nt t RC    , (27) 
 
 
 
After that, there is 
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Transform the uncertain-but-bounded parameters to intervals, there is 
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 (29) 
Obviously, when the minimum scheme up down,( , )n e nd   and maximum scheme down up,( , )n e nd   
are taken, the bounds of uncertain hot water temperature could be obtained.  
4.2 Model predictive control 
As a robust optimization method, the interval number optimization has many prominent 
advantages for dealing with the uncertainty problems. For example, the analysis and 
calculation are quite concise and it does not need any additional auxiliary variables. 
However，if only the day-ahead optimization is conducted and executed, the interval 
number optimization cannot handle the unexpected incidents which may occur the next day. 
For the EWH, the hot water demand is decided by the consumers’ random behavior, so the 
water demand will have some unexpected extra increase or decrease beyond the prediction 
interval. Under these circumstances, the model predictive control can be introduced to 
address the problem. 
The receding horizon optimization (RHO) is the core of model predictive control. Earlier 
in this paper, the day-ahead EWH load scheduling model has been established to make load 
schedules throughout the whole time horizon. In contrast, the RHO can be seen as a type of 
local optimization. It just involves a subset of the whole time horizon, which is called s 
optimization time domain in this paper. Specifically, the local optimization involves the 
 
 
 
current time step, with accurate information, and some time steps after this step, with 
forecast information. The RHO could renovate the optimization parameters according to the 
latest state of the system. Hence the RHO method could obtain better results compared with 
the single day-ahead optimization. 
The time frame of RHO is depicted in Fig. 2 [15, 17]. The EWH is controlled at each 
time step in a rolling way. Specifically, at time step n, the EWH is controlled according to 
the schedule made at time step n 1, and the schedule for future T time steps is made. 
 
Fig. 2 Time frame of receding horizon optimization 
4.3 Implementation process 
Figure 3 describes the specific flowchart of EWH load scheduling using MPC-based 
interval number optimization, with BPSO as the optimization algorithm. According to time 
frame of RHO in Fig. 2, the time step n is set and begin to work out the schedule for future 
T steps beyond this step. First of all, n is equal to 1. The BPSO methodology is used to get 
the EWH schedule. In Eq. (19), the values ofc( )nf X , 
w ( )nf X , and 
I I( ( ) )
m m mn n n
P M N    are 
related to both decision variables nX  and uncertain parameters, which lead to the fact that 
it cannot be optimized at one shot directly. Therefore, the problem needs to be solved by 
the iterative interaction between two layers. The outer layer, which takes BPSO as the 
optimization algorithm, is used to update decision variablesnX . Then nX  is sent to the 
inner layer, which takes linear interval number programming as the optimization algorithm 
to compute the corresponding intervals of the electricity bill and hot water temperature. 
Based on the decision variable nX  and corresponding intervals of hot water temperature, 
the weighted electricity bill and penalty function can be calculated to get the fitness value 
of design vector nX  which is utilized to update the decision variables +1nX  of the next 
 
 
 
iteration. After the calculation of the outer layer and inner layer, the EWH scheduling 
results are obtained, which means that when this RHO process ends, a new process will be 
restarted by resetting the time step n+1 until the entire time range is completed. 
 
Fig. 3 Flowchart of the optimization process 
5 Case studies 
5.1 Basic parameters 
The forecasted RTP interval and actual RTP demonstrated in Fig. 4 is extended from the 
basic electricity price in Ref. [25]. Similarly, the curves of hot water demand and ambient 
temperature are shown in Figs. 5 and 6 respectively. The gray lines denote the actual values 
and the black lines denote the predicted values. The upper and lower bounds are the 110% 
and 90% of day-ahead predicted value respectively [11].  
 
 
 
 
Fig. 4 Interval curve of electricity charge 
 
Fig. 5 Interval curve of hot water demand 
 
Fig. 6 Interval curve of ambient temperature 
Moreover, the basic parameters of the EWH can be referred to in 2012 ASHRAE 
Handbook [26], and are listed in Table 1. 
 
 
 
 
 
 
Table 1 Parameters of EWH 
Type Value 
PEWH/kW 4.5 
QWH/kW 150 
R/(℃ ·kW–1) 0.7623 
C/(kW· ℃–1) 431.7012 
M/gallon 50 �WHd w /℃ 59.5 �WHu /℃ 70.5 
 
The scheduling horizon begins from 0 a.m. until 12 p.m. and the step size is 15 min, 
hence N is equal to 96. The power rating of water heater EWHP  is 4.5kW [27]. The 
parameters in Eq. (16) are 2.2, 0.15   . The value of weight coefficient is deemed as a 
constant value in the analysis. The reason for this is that the main focus of this work is to 
study the impact of different tolerance degrees of constraint violation and temperature 
preferences on hot water temperature profile and electricity bill. Taking the value of weight 
coefficient in Refs. [18, 21] into account, the weight coefficient is set as 0.5. 
5.2. Day-ahead optimization 
5.2.1 Case 1: zero tolerance degree 
Under the disturbances of uncertainty parameters, if the EWH load scheduling is just 
treated as a deterministic optimization problem, violation may occur frequently in 
temperature constraints. For example, it is assumed that the low bound of hot water demand 
and upper bound of ambient temperature are applied in the EWH load scheduling. Due to 
inevitable forecast errors, the actual values of the hot water demand and ambient 
temperature will fluctuate in the intervals as shown in Figs.5 and 6. As a result, the actual 
interval of water temperature is shown in Fig. 7, in which the black area represents the 
possible water temperature interval under the fluctuations of uncertain parameters. 
 
 
 
 
Fig. 7 All possible actual water temperatures when ignoring uncertain information  
In Fig. 7, the minimum of actual water temperature is 55.85 °C, but the comfort zone is 
59.5°C, 70.5°C . Obviously, such a great error is unacceptable for customers. 
To avoid this, the scheme of zero tolerance degree (Scheme 1) is proposed to control the 
actual water temperature. In this scheme, both 1  and 2  are assigned to be zero to 
ensure that there are no violations in the results. At this moment, the penalty function will 
be very large when the scheduling plan causes violations, and the plan will be forced to 
adjust. When Scheme 1 is implemented in load scheduling, the water temperature interval 
is exhibited in Fig. 8. 
 
Fig. 8 All possible actual water temperatures in zero tolerance degree scheme 
Compared with Fig. 7, it is obviously noticed that Scheme 1 is robust to variations of the 
hot water demand and ambient temperature. That is, the hot water temperature always 
subjects to comfort constraints even under the disturbance of uncertain hot water demand 
and ambient temperature. 
5.2.2 Case 2: different tolerance degrees and temperature preferences 
 
 
 
Scheme 1 is robust to all possible situations, however it is also expensive. For the majority 
of consumers, they prefer to make a trade-off between the electricity bill and comfort. 
Therefore, several schemes with different tolerance degrees and temperature preferences 
are taken into account in this part. There are two assessment factors included in a scheme. 
One is the tolerance degree for comfort violation; the other one is the temperature 
preference which describes the preference for a higher or lower water temperature. 
Conservative schemes discussed here includes a low tolerance degree with no 
temperature preference (Scheme 2:1 2 0.2   ), a low tolerance degree with a higher 
temperature preference (Scheme 3:1 0.1  , 2 0.3  ), a low tolerance degree with a lower 
temperature preference (Scheme 4:1 0.3  , 2 0.1  ), a high tolerance degree with no 
temperature preference (Scheme 5:1 2 0.4   ), a high tolerance degree with a higher 
temperature preference (Scheme 6:1 0.3  , 2 0.5  ), and a high tolerance degree with a
lower temperature preference (Scheme 7:1 0.5  , 2 0.3  ). 
As discussed in Subsection 3.2, the uncertain electricity bill can be expressed as
c w[ , ]p p p , in which cp  is the middle point of electricity bill band and wp  is the radius 
of electricity bill band. Moreover, the weighted mean value of electricity bill band is 
described as c w/ ( –1 ) /p p p       . The middle point, radius and weighted mean value 
are expressed in Table 2. 
When it comes to electricity bills, Scheme 1 is the most expensive strategy as it shows an 
absolute demand for comfort. And with the increase of  , the costs will reduce(Scheme 3 
is cheaper than Scheme 1 but more expensive than Scheme 5). At the same time, the 
preference for a higher water temperature is more expensive than the preference for a lower 
water temperature(Scheme 2 is cheaper than Scheme 3 but more expensive than Scheme 4). 
The interval curves of hot water temperature from Scheme 2 to Scheme 7 are displayed in 
Fig. 9. 
 
 
 
 
 
 
Table 2 Cost of different schemes 
Schemes �  �  Cost/$ 
cp  wp  p  
Scheme 1 0 0 2.0205 0.2020 1.4695 
Scheme 2 0.2 0.2 1.9114 0.1911 1.3901 
Scheme 3 0.1 0.3 1.9328 0.1933 1.4056 
Scheme 4 0.3 0.1 1.8383 0.1838 1.3369 
Scheme 5 0.4 0.4 1.8439 0.1844 1.3410 
Scheme 6 0.3 0.5 1.9170 0.1917 1.3942 
Scheme 7 0.5 0.3 1.8304 0.1830 1.3312 
 
 
Fig. 9 Hot water temperature in different conservative schemes 
To quantize constraint violations in each scheme, the violation degree is d scribed in 
nth step with degree,n  as  
 violation, setdeg , up down 100%
n
ree n
n n
   
   , (31) 
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Correspondingly, the violation degrees of different schemes are illustrated in Fig. 10. 
As shown in Figs. 9 and 10, the violation degrees of Scheme 2–4,are less than those of 
Scheme 5–7, as they possess lower tolerance degrees for constraint violation; in Schemes 2 
and 5, constraint violations on the upper limit and the lower limit share similar numbers, as 
no temperature preferences are required in the above two schemes; in Schemes 4 and 6, 
more constraint violations occur on the upper limit, as they both show a preferences for a 
higher temperature; in Schemes 5 and 7, the situation is contrary. More constraint 
violations occur on the lower limit, as they both show a preference for a lower temperature. 
The above analysis indicates that the proposed method is able to flexibly control the 
water temperature according to different consumers’ demands. 
 
Fig. 10 Violation degrees in different conservative schemes 
5.3 Model prediction optimization  
5.3.1 Case 3: model prediction optimization  
 
 
 
In actual operation, if an unexpected situation occurs, the day-ahead plan cannot be 
corrected in time. Taking the scheduling plan in Sub-subsection 5.2.1 as an example, it is 
assumed that the water consumption is greatly reduced between period 24 and period 40, 
and the actual temperature curve is as shown in Fig. 11. There are many violations of 
comfort constraints, which means that the interval number optimization could not solve the 
sudden incident. 
 
Fig. 11. Actual water temperature under an unexpected situation 
The simulation results only considering RHO is shown in Fig. 12, whose optimization 
time domain T is 16. The single receding horizon optimization strategy cannot ensure that 
there is no comfort violation under the environment setting of this paper. 
 
Fig. 12 Actual water temperature after receding horizon optimization  
The simulation results after MPC-based interval number optimization of which the 
optimization time domain T is 16 is shown in Fig. 13. The hot water temperature basically 
satisfies the comfort constraints for all scheduling periods, which means the schedules have 
a strong robustness. In Fig. 14, the simulation process diagram in the receding horizon 
optimization is revealed which explains the principle of RHO clearly. The RHO could 
 
 
 
response to the sudden incident of water demand efficiently and avoid the actual water 
temperature of EWH being out of control. 
 
Fig. 13 Actual water temperature after MPC-based interval number optimization 
 
Fig. 14 Actual water temperature in the receding horizon optimization 
5.3.2. Case 4: optimization time domain  
RHO is the local optimization, which means the selection of the optimization time domain 
is vitally important. In order to study the influence of the optimization time domain T 
reasonably and accurately, the optimization time domain T can be set from 2 to 48, 
corresponding to 0.5–12h in reality. The simulation results of different Ts in Scheme 1 are 
presented in Fig. 15. 
 
 
 
 
Fig. 15 Electricity cost under different optimization time domain Ts in Scheme 1  
It can be seen from Fig. 15 that when T is small, the electricity cost is high due to not 
including much future information. As the time horizon T increases, the electricity cost 
decreases. When T is set as 16, the electricity cost is minimum. Then, when the time 
horizon T is set from 16 to 48, the electricity cost increases as T increases. The reason for 
this is that the uncertainties of electricity price and ambient temperature forecasts increases. 
The uncertainties of electricity price and ambient temperature influence the choice for the 
time horizon T. A bigger T could get more decision information but could also bring more 
uncertainties. Therefore, when the uncertainty of the predicted data increases, the optimum 
value of T decreases correspondingly, and when the uncertainty decreases, the change is 
reversed. The best choice of T in different situations can be determined by optimization to 
obtain the minimum electricity cost. 
6 Conclusions 
This paper introduces the interval number optimization and MPC into EWH load 
scheduling. Interval number optimization is robust to the uncertainties and flexible to 
different consumers’ demands in electricity bill and comfort. Several schemes with 
different tolerance degrees and temperature preferences are utilized to quantifiably describe
diversified requirements for the comfort zone. MPC can handle the sudden incident and 
compensate for deficiencies of interval number optimization. The simulation results 
demonstrate that as the tolerance degree increases, the electricity bill decreases. Besides, the 
preference for low water temperature is cheaper than that for high water temperature. 
Moreover, both the midpoint and the radius of electricity bill interval would reduce with the 
 
 
 
increase of tolerance degree. Furthermore, MPC could handle the uncertainty factors and 
possesses astronger robustness to customer behavior. 
In summary, the methods proposed have some advantages over traditional optimization 
methods. However, there are still some deficiencies and limitations in the above discussion. 
More appliances should be included in the analysis, such as interruptible loads, 
non-interruptible loads, and even distributed energy resource. Moreover, the receding 
horizon optimization is also an influencing factor which remains to be studied. 
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Notations 
n  Hot water temperature at time nt  
,e n  Ambient temperature 
Q  Capacity of electric water heater 
R  Thermal resistance of electric water heater 
C  Thermal capacitance of electric water heater 
nX  Power states of electric water heater(ON/OFF) 
nt  Time at nth step(h) 
nd  Hot water demand at time nt  
M  Mass of water in full tank 
IA , IB  Interval number 
upa , downa  Upper bound and low bound of interval numberIA  
upB , downB  Upper bound and low bound of interval numberIB  
ca , wa  Middle point and radius of interval number 
I
1n  , In  Interval of hot water temperature at time 1nt   and nt  
I
nd  Interval of hot water demand at time 1nt   and nt  
I
,e n  Interval of ambient temperature at time 1nt   and nt  
I
np  Interval of real-time pricing  
 
 
 
I
WH  Comfort zone of electric water heater 
up
WH , downWH  Upper bound and low bound of temperature range 
EWHP  Rated power of electric water heater 
N  Number of all time steps over scheduling horizon 
c( )nf X  Middle point of electricity bill band 
w ( )nf X  Radius of electricity bill band 
  Weight coefficient 
 ,  Normalizing factors of the middle point and radius 
  Tolerance degree for constraint violation 
  Penalty factor 
()r  Random number in the interval [0.1] 
w  The inertia weight 
1c , 2c  Weighted coefficients of the global and personal best solutions 
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