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Abstract
The L(p, q)-labelling of graphs, is a graph theoretic framework introduced by Griggs andYeh [Labelling graphs with a condition
at distance 2, SIAM J. Discrete Math. 5 (1992) 586–595] to model the channel assignment problem. In this paper we improve the
best known upper bound for the L(p, 1)-labelling of graphs with given maximum degree. We show that for any integer p2, any
graph G with maximum degree  admits an L(p, 1)-labelling such that the labels range from 0 to 2 + (p − 1)− 2.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
Let G be a connected graph with maximum degree . For a set of vertices S ⊂ V (G), the graph G\S is the graph
induced by V (G)\S. The distance d(u, v) between two vertices u and v is the number of edges in the shortest path
from u to v. We say that v is a d-neighbor of u if d(u, v) = d. We generally use the common term neighbor instead
of 1-neighbor. Let Nd(v) be the set of d-neighbors of v. An L(1, 2, . . . , k)-labelling of a graph G is a function
l : V (G) → [0, ] such that for any pair of vertices u and v if d(u, v) = dk then |l(u) − l(v)|d . The problem is
to ﬁnd an L(1, 2, . . . , k)-labelling of G that minimizes . We denote 1,2,...,k (G) the minimum value of . For a
sequence of non-negative integers S = (1, 2, . . . , k), we will use the notation S(G) instead of 1,2,...,k (G).
L(1, . . . , k)-labellings arise from the channel assignment problem. The channel assignment problem is to assign
a channel to each radio transmitter so that close transmitters do not interfere and such that we use the minimum span
of frequency. Roberts proposed to assign channels such that “close” transmitters receive different channels and “very
close” transmitters receive channels that are at least two channels apart. This is an L(2,1)-labelling of a graph G where
the vertices are the transmitters, the “very close” transmitters are adjacent vertices and the “close” transmitters are
vertices at distance 2 in G. Since the constraints between transmitters diminish with the distance, the L(1, 2, . . . , k)-
labelling of graph is interesting for this problem when the sequence 1, 2, . . . , k is decreasing. Many work has been
done on L(2,1)-labelling since the ﬁrst paper of Griggs andYeh [7]. Many papers deal with bounding 1,2 for some
E-mail address: goncalve@labri.fr.
0012-365X/$ - see front matter © 2007 Elsevier B.V. All rights reserved.
doi:10.1016/j.disc.2007.07.075
1406 D. Gonçalves / Discrete Mathematics 308 (2008) 1405–1414
graph families [1,4,5,8–10,14–16] or given some graph invariants such as (G), (G) or  [2,3,11,12]. In their paper
[7], Griggs andYeh proved that 2,1(G)2 + 2 and proposed the following conjecture.
Conjecture 1. For any graph G with maximum degree 2, 2,1(G)2.
Actually they proved it for  = 2 and for graphs of diameter at most 2. They also proved that determining 2,1(G)
is NP-complete. The conjecture is still open for 3 and for various families of graphs. In [9], Kang proved it for
Hamiltonian cubic graphs. The results in [1,8,14] prove the conjecture for planar graphs with maximum degree  = 3.
In [2], the authors gave an algorithm for the L(2,1)-labelling and improved the upper bound of 2,1 to 2 + . In
[3], with the same algorithm they obtained that p,1(G)2 + (p − 1). Let (S,) be the function deﬁned for any
sequence S = (1, . . . , k) by (S,) =∑ki=1i( − 1)i−1. With the algorithm used in [2,3], we can extend their
result as follows:
Proposition 2. For any sequence of non-negative integers S = (1, 2, . . . , k), with k1, and any graph G with
maximum degree , we have that S(G)(S,).
This is not the best known bound. In [11], Král and Škrekovski had a result on the list channel assignment problem.
As a corollary of their result we have that:
Theorem 3 (Král and Škrekovski [11]). For any sequence of non-negative integers S = (1, 2, . . . , k), with k2
and 1 > 2, and any graph G with maximum degree 3, we have that S(G)(S,) − 1.
We slightly improved this bound for some speciﬁc sequences S.
Theorem 4. For any sequence S = (1, . . . , k) such that k2, 12, k = 1 and 1i < 1 for 1< i <k, and
for any connected graph G with maximum degree 3, there is an ordering of the vertices, v0, v1, . . . , vn and an
L(1, . . . , k)-labelling l of G such that:
(1) l(v0)(S,) − 1,
(2) l(vj )(S,) − j f or 1j < k and
(3) l(vj )(S,) − k f or kj .
This implies that just a constant number of vertices, k, may be labelled more than (S,) − k. We have a stronger
result for k = 2.
Theorem 5. For any sequence S = (p, 1) with p2 and any graph G with maximum degree 3, we have that
p,1(G)(S,) − 2 = 2 + (p − 1)− 2.
So, for the L(2,1)-labelling we obtain that 2,1(G)2 +− 2 and we get a little closer to Conjecture 1. To prove
Theorems 4 and 5 we need the following structural lemma.
Lemma 6. Every graph G with maximum degree 3 has either:
(i) a vertex v with degree less than ,
(ii) a cycle of length 3,
(iii) two cycles of length 4 passing through the same vertex v,
(iv) a vertex v with three neighbors u, x and y, such that there is a cycle of length 4 passing through the edge uv and
such that the graph G\{x, y} is connected, or
(v) a vertex u with two adjacent vertices v and w such that the graph G\X is connected, where X is the set (N1(v)∪
N1(u))\{w}.
In Section 2, we extend the labelling algorithm presented in [2] and its analysis implies Proposition 2. In Section 3,
we slightly modify this algorithm and we prove Theorem 4. In Section 4, we prove Theorem 5 using Lemma 6. Finally,
we prove Lemma 6 in Section 5.
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2. The basic algorithm
The algorithm presented in [2] performs an L(2, 1)-labelling of a graph G with maximum degree . The analysis
of the algorithm gives the following bound, 2,1(G)2 + . Here we present an extended version of this algorithm
that performs an L(1, . . . , k)-labelling, for any sequence (1, . . . , k). The analysis of this algorithm establishes
Proposition 2. Let v0, . . . , vn be an ordering of the vertices in V (G).
Algorithm. 1.
i = 0;
WHILE there are unlabelled vertices DO
FOR vj = vn TO v0 DO
IF vj is unlabelled AND vj can be labelled i THEN
Let vj be labelled i;
i = i + 1;
In this algorithm a vertex vj “can be labelled i” if it has no d-neighbor already labelled x with i − d < x < i + d .
Let us denote l(v) the label the algorithm assigns to the vertex v.
Claim 7. The fact that a vertex v is not labelled i is not due to a d-neighbor u whose label veriﬁes i < l(u)< i + d .
Indeed, when the algorithm “proposed” v to be labelled i, the vertex u was still unlabelled (since l(u)> i). So, a
vertex u can only “forbid” its d-neighbor v to be labelled l(u), l(u) + 1, . . . , l(u) + d − 1.
Claim 8. According to the order on the vertices used by the algorithm, let vp and vq be two vertices of G such that
p<q. The fact that vq is not labelled l(vp) is not due to vp.
Indeed, when the algorithm “proposed” vq to be labelled l(vp), the vertex vp was still unlabelled (since p<q).
Deﬁnition 9. Denote F(u, v), the set of labels which have been forbidden by u to v during the execution of the
algorithm. Let F(v) =⋃u∈V (G)F (u, v) be the set of all the labels that have been forbidden to v.
By Claims 7 and 8, we know the elements in F(u, v).
Remark 10. Given two vertices vp and vq with d(vp, vq) = d, we have either:
• F(vp, vq) = ∅, if d > k, d = 0 or l(vq) l(vp),
• F(vp, vq) = {l(vp) + 1, . . . , l(vp) + d − 1}, if dk, d > 0, l(vq)> l(vp) and p<q, or
• F(vp, vq) = {l(vp), l(vp) + 1, . . . , l(vp) + d − 1}, if dk, d > 0, l(vq)> l(vp) and p>q.
This implies that |F(vp, vq)| = 0 when d > k and that |F(vp, vq)|d either.
Claim 11. The set F(v) equals the interval [0, . . . , l(v) − 1], so l(v) = |F(v)|.
Indeed, it is clear that (1) the algorithm labels a vertex v with the ﬁrst value not in F(v) and that (2) hence v is
labelled there is no more value forbidden to v.
Finally, the set F(v) being a union of possibly disjoint sets we have |F(v)|∑u∈V (G)|F(u, v)|. In a graph of maxi-
mumdegree, one can easily see by induction on i that there are atmost(−1)i−1 vertices inNi(v). Since for any ver-
tex uwith d(u, v)=d we have |F(u, v)|d (with d=0 for d > k), we obtain that l(v)=|F(v)|∑ki=1i(−1)i−1.
3. The improved algorithm and proof of Theorem 4
To improve the bound we have in Proposition 2, we have to be more careful on the order the algorithm considers the
vertices. Indeed, according to the second point of Remark 10, if for a given vertex vq there are x vertices vp such that
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d(vp, vq)=dk, d > 0 andp<q, then |F(vp, vq)|d −1 and l(vq)=|F(vq)|∑u∈V (G)|F(u, vq)|(S,)−x.
It would be interesting if the algorithm could use an order on the vertices, v0, . . . , vn, such that many vertices vq have
some d-neighbors vp such that d(vp, vq) = dk, d > 0 and p<q. Note that in any order the vertex v0 has no such
d-neighbors.
Deﬁnition 12. Given a tree T rooted in a vertex r, a root-to-leaves order on the vertices of T is an order v0, v1, . . . , vn
such that v0 = r and such that for any x ∈ [0 . . . n] the subgraph of T induced by {v0, v1, . . . , vx} is connected (i.e. is
a tree).
There are various possible root-to-leaves orders for a given tree. Note that in a root-to-leaves order any vertex
v ∈ V (T ) appears after its “ancestors” in T. The following lemma gives interesting properties of those orders:
Lemma 13. Given a connected graph G, consider any spanning tree T of G rooted in any vertex r ∈ V (G). Let
v0, . . . , vn be a root-to-leaves ordering of the vertices in T. For any integer t0, we have that:
(i) v0 = r .
(ii) For any integers i and j such that i < j < t we have d(vi, vj ) t .
(iii) For any integer j such that j t , there are at least t vertices vi such that i < j and d(vi, vj ) t .
Proof. (i) Holds by deﬁnition of root-to-leaves orders. Since the graph T [v0, . . . , vt−1], the subgraph of T induced by
the vertices v0, . . . , vt−1, is a tree with t vertices, its diameter is at most t − 1. So (ii) clearly holds. For (iii), since the
graph T [v0, . . . , vj ] is a tree, we consider two cases. If all the vertices are at distance at most t from vj in this subtree,
there are j vertices (from v0 to vj−1) at distance at most t from vj and since j t (iii) holds. If there is a vertex at
distance t + 1 from vj in this subtree, the t vertices of the path linking vj to this vertex are at distance at most t from
vj , so (iii) holds. 
Given any spanning tree T of a connected graph G rooted in any vertex r ∈ V (G), let v0, . . . , vn be any
root-to-leaves ordering of the vertices in T. Now assume that Algorithm 1 performs an L(1, . . . , k)-labelling
of G using this order of the vertices. Lemma 13 (with t = k) and Remark 10 imply that the points (2) and (3) of
Theorem 4 hold:
(2) For any vertex vj with 1j < k, there are j vertices vi (from v0 to vj−1) such that i < j and d(vi, vj )k. Since
l1 for all lk, Remark 10 implies that the algorithm labels vj at most (, S) − j .
(3) For any vertex vj with jk, there are k vertices vi such that i < j and d(vi, vj )k. Since l1 for all lk,
Remark 10 implies that the algorithm labels vj at most (, S) − k.
We prove now that appropriately choosing T, r and the root-to-leaves order, the point (1) of Theorem 4 also holds. The
following structural lemma is easily deduced from Lemma 6 or from Lemma 1.15 in [13].
Lemma 14. Every graph G with maximum degree 3 has either:
(a) a vertex v with degree less than ,
(b) a cycle of length l4, or
(c) a vertex v with two neighbors x and y such that the graph G\{x, y} is connected.
We consider three cases according to which case of Lemma 14 the graph G corresponds.
Case (a): If there is a vertex of degree less than , let the root r be this vertex. Then, consider any spanning tree
T of G and any root-to-leaves ordering of T. In this case, since there are at most  − 1 vertices in N1(v0), |F(v0)| is
bounded by (S,) − 1. Since 12, we have that l(v0)< (S,) − 2 and (1) holds.
Case (b): If there is a cycle of length l4, let the root r be any vertex of this cycle. Then, consider any spanning
tree T of G and any root-to-leaves ordering of T. In this case, since there are at most (− 1) − 1 vertices in N2(v0),
|F(v0)| is bounded by (S,) − 2. Since 21, we have that l(v0)(S,) − 1 and (1) holds.
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Case (c): If there is a vertex with two neighbors x and y such that the graph G\{x, y} is connected, let the root r be
this vertex. Let T ′ be any spanning tree of the connected graph G\{x, y}. Let T be the tree T ′ ∪ {rx, ry}. Since T ′ is a
spanning tree of G\{x, y}, it is clear that T is a spanning tree of G. Since x and y are leaves in T, there is a root-to-leaves
ordering of T such that v0 = r (by deﬁnition), vn−1 = x and vn = y. Note that vn is the ﬁrst vertex considered by the
algorithm (the loop goes from vn to v0) when i = 0. At this moment all the vertices are unlabelled, so the vertex vn is
necessarily labelled 0. Since vn and vn−1 have a common neighbor, v0, we have d(vn, vn−1)2. If d(vn, vn−1) = 1,
G has a cycle of length 3, (v0, vn, vn−1), and this case was proved in Case (b). So, let d(vn, vn−1) = 2. This implies
(since l(vn) = 0) that vn−1 cannot be labelled less than 2. Let us consider two cases:
(1) If l(vn−1)= 2, since 1 > 2, the value 2 is in both F(vn−1, v0) and F(vn, v0). This implies that |F(vn−1, v0)∪
F(vn, v0)|21 − 1, and so that l(v0) = |F(v0)| is bounded by (S,) − 1. So (1) holds.
(2) If l(vn−1)> 2, since F(vn, vn−1) = {0, . . . , 2 − 1}, there is a vertex vt = vn such that 2 ∈ F(vt , vn−1). This
vertex vt is such that d(vt , vn−1)=dk and 2 < l(vt )+d . Furthermore, since vn−1 was the ﬁrst unlabelled vertex
“offered” to be labelled 2 (vn was already labelled 0), we have l(vt )< 2. If vt =v0, since l(vt )< 2(S,)−1,
we are done, so let vt = v0. Since 2 ∈ F(vt , vn−1) = {l(vt ), . . . , l(vt ) + d − 1}, l(vt )< 2 and k = 1, we have
that d < k. This implies that d(vt , v0) = d ′d + 1k and that the value l(vt ) is in both F(vt , v0) and F(vn, v0).
This implies that |F(vt , v0)∪F(vn, v0)|d ′ + 1 − 1 and so that l(v0)= |F(v0)| is bounded by (S,)− 1. So
(1) holds.
4. Proof of Theorem 5
We prove Theorem 5 for a sequence S=(p, 1), withp2, and a connected graph G (if G is disconnected we consider
each of its connected components). Let v0, . . . , vn be any root-to-leaves ordering of any spanning tree T of G rooted
in any vertex r ∈ V (G). We have seen in the previous section that, using this order on the vertices of G, Algorithm 1
does a L(p, 1)-labelling of G such that the vertices vi , with i2, are labelled at most (S,) − 2. Furthermore, with
such order on the vertices we have that |F(v0, v1)|p − 1. This means that the set F(v0) (resp. F(v1)) has at most
(S,) (resp. (S,)− 1) elements, and that we should “save” two (resp. one) elements. We prove that, appropriately
choosing T, r and the root-to-leaves ordering, we can bound l(v0) = |F(v0)| and l(v1) = |F(v1)| by (S,) − 2. We
consider distinct cases according to which case of Lemma 6 the graph G corresponds.
Case (i): If there is a vertex of degree less than , let the root r be this vertex. Then, consider any spanning tree T
of G and any root-to-leaves ordering of T. Since v0 = r has at most − 1 neighbors and (− 1)2 vertices at distance
2, we bound |F(v0)| by ( − 1)2 + p( − 1) which is less than 2 + (p − 1) − 2. The vertex v1 has at most 
neighbors, including v0, and at most ( − 1) − 1 vertices at distance 2. With the fact that |F(v0, v1)|p − 1, we
have that |F(v1)|(− 1) − 1 + p(− 1) + p − 1, which equals 2 + (p − 1)− 2.
Case (ii): If there is a cycle of length 3 passing through the edge uv, consider a spanning tree T rooted in v that uses
the edge uv. Then let this tree be rooted in v (v0 = v) and consider a root-to-leaves ordering of T such that v1 = u.
Since the vertices in a cycle of length 3 have at most ( − 1) − 2 vertices at distance 2, we can bound |F(v0)| and
|F(v1)| by 2 + (p − 1)− 2.
Case (iii): If there are two cycles of length 4 passing through the same vertex v, let u be a neighbor of v in one of
these cycles. Consider a spanning tree T rooted in v that uses the edge uv. Then consider a root-to-leaves ordering of
T such that v0 = v and v1 = u. Since v0 has at most ( − 1) − 2 vertices at distance 2, we can bound |F(v0)| by
2 + (p−1)−2. The vertex v1 has at most (−1)−1 vertices at distance 2.With the fact that |F(v0, v1)|p−1,
we have that |F(v1)| is bounded by 2 + (p − 1)− 2.
Case (iv): If there is a cycle of length 4 passing through an edge uv and two vertices x and y ∈ N1(v)\{u} such that
G\{x, y} is connected, let T ′ be any spanning tree of G\{x, y}. Let T be the tree T ′ ∪ {vx, vy} rooted in v. Since T ′ is
a spanning tree of G\{x, y}, it is clear that T is a spanning tree of G. Since x and y are leaves in T, let v0, . . . , vn be a
root-to-leaves ordering of T that ﬁnishes with x and y (i.e. vn−1 = x and vn = y).
The vertex v1 has at most ( − 1) − 1 vertices at distance 2. With the fact that |F(v0, v1)|p − 1, we have that
|F(v1)| is bounded by 2 + (p − 1)− 2.
Note that vn is the ﬁrst vertex considered by the algorithm (the loop goes from vn to v0) when i = 0. At this moment
all the vertices are unlabelled, so the vertex vn is labelled 0. Since vn and vn−1 have a common neighbor, v0, we have
d(vn, vn−1)2. If d(vn, vn−1)= 1, G has a cycle of length 3, (v0, vn, vn−1), and this case was proved in Case (ii). So,
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let d(vn, vn−1) = 2. This implies (since l(vn) = 0) that vn−1 cannot be labelled 0. We consider two cases according to
l(vn−1):
(1) If l(vn−1) = 1, since p2, the value 1 is in both F(vn−1, v0) and F(vn, v0). This implies that |F(vn−1, v0) ∪
F(vn, v0)|2p − 1. With the fact that v0 has at most (− 1) − 1 vertices at distance 2, we have that |F(v0)| is
bounded by 2 + (p − 1)− 2.
(2) If l(vn−1)> 1, there is a vertex vt ∈ N1(vn−1) labelled 0. Indeed, since F(vn, vn−1)={0}, there is a vertex vt = vn
such that 1 ∈ F(vt , vn−1). Furthermore, since vn−1 was the ﬁrst unlabelled vertex “offered” to be labelled 1(vn
was already labelled 0), we have l(vt ) = 0 and d(vt , vn−1) = 1. If vt = v0, since 0(S,) − 2, we are done,
so let vt = v0. Since v0 and vt are adjacent to vn−1 and since there is no cycle (v0, vt , vn−1) (we would be in
Case (ii)), we have d(v0, vt ) = 2. This implies that the value 0 is in both F(vt , v0) and F(vn, v0) and so that
|F(vt , v0)∪F(vn, v0)|1 + p − 1. With the fact that v0 has at most (− 1)− 1 vertices at distance 2, we have
that |F(v0)| is bounded by 2 + (p − 1)− 2.
Case (v): If there is a vertex u with two neighbors v and w such that, for X = N1(v) ∪ N1(u)\{w}, the graph G\X
is connected, let T ′ be any spanning tree of G\X. Note that the vertex v, the neighbors of v (including u) and the
neighbors of u except w are not in G\X. So let T be the tree rooted in v which is the union of T ′, all the edges incident
to u and all the edges incident to v. Since T ′ is a spanning tree of G\X, it is clear that T is a spanning tree of G such
that the neighbors of u and v, except u, v and w, are leaves. This implies that there are root-to-leaves orderings of T that
ﬁnish with the vertices inL=N1(v)∪N1(u)\{u, v,w}. In these orderings, since the subgraphs of T induced by {v0, v1}
or {v0, v1, v2} are connected, since N1(v)\L={u} and since N1(u)\L={v,w}, we have that v0 =v, v1 =u and v2 =w.
So, let v0, . . . , vn be a root-to-leaves ordering of T such that v0 = v, v1 = u, v2 = w, N1(v0) = {v1, vn−+2, . . . , vn}
and N1(v1) = {v0, v2, vn−2+4, . . . , vn−+1}. We consider two subcases according to the maximum degree  of the
graph G.
Case (v) with4: For v1, let us consider the labels the algorithm assigns to two neighbors of v1, vn− and vn−+1.
Since d(vn−, vn−+1)2 we have l(vn−) = l(vn−+1). Let a and b be such that {a, b} = {n − , n − + 1} and
l(va)< l(vb). We consider two cases according to l(vb):
(1) If l(vb)< l(va) + p then the value l(vb) belongs to both F(vb, v1) and F(va, v1), and we have |F(vb, v1) ∪
F(va, v1)|2p−1. With the fact that |F(v0, v1)|p−1, we have that |F(v1)| is bounded by 2 + (p−1)−2.
(2) If l(vb) l(va)+p, wewonder why vb has not been labelled l(va)+p−1when the algorithm proposed it this value.
There are two possible reasons. The vertex vb had either (1) a neighbor vx such that l(va) l(vx) l(va)+ p − 1,
or (2) a 2-neighbor vy labelled l(va) + p − 1 and such that y >b. In the ﬁrst case, vx would be at distance 2 from
v1 (if there was a cycle (v1, vb, vx) we would be in Case (ii)) and the value l(vx) would be in both F(vx, v1) and
F(va, v1). In the second case, since y >b and y = a (by l(vy) = l(va) + p − 1), the vertex vy is a neighbor of
v0 (indeed y >n −  + 1) and a 2-neighbor of v1. So, the value l(va) + p − 1 would be in both F(vy, v1) and
F(va, v1). In both cases, (1) or (2), with the fact that |F(v0, v1)|p − 1, we have that |F(v1)| is bounded by
2 + (p − 1)− 2.
For v0, let us consider the labels the algorithm assigns to vn, vn−1 and vn−2. Since vn is the ﬁrst vertex the algorithm
proposes the value 0, it is labelled 0. These three vertices are all at distance 2 from the others (if there was a cycle of
length 3 we would be in Case (ii)), so they have different labels. Let a and b be such that {a, b} = {n − 1, n − 2} and
0 = l(vn)< l(va)< l(vb). We consider three cases according to l(va) and l(vb):
(1) If l(va) = 1 and l(vb) = 2 (see Fig. 1(a)), the values 1 and 2 are each forbidden twice to v0. Formally we have
1 ∈ F(vn, v0) ∩ F(va, v0) and 2 ∈ F(va, v0) ∩ F(vb, v0). This implies that |F(v0)|(S,) − 2.
(2) If l(va)=1 and l(vb)> 2 (see Fig. 1(b)), there is a vertex vx ∈ N1(vb) labelled 0 or 1. Indeed, since F(vn, vb)={0}
and F(va, vb)={1}, there is a vertex vx , with vx = vn and vx = va , such that 2 ∈ F(vx, vb). Furthermore, since vb
was the ﬁrst unlabelled vertex “offered” to be labelled 2 (vn and va were already labelled), we have l(vx) ∈ {0, 1}
and d(vx, vb) = 1. If vx = v0, since 1(S,) − 2, we are done, so let vx = v0. The vertex vx is at distance 2
from v0 (if there was a cycle (v0, vb, vx) we would be in Case (ii)), so we have 1 ∈ F(vn, v0) ∩ F(va, v0) and
l(vx) ∈ F(vn, v0) ∩ F(vx, v0). This implies that |F(v0)|(S,) − 2.
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Fig. 1. The vertex v0 in the case (v) with = 4.
(3) If l(va)> 1 (seeFig. 1(c)), the verticesva andvb are not labelled 1 (l(va)< l(vb)) there are twovertices,vy ∈ N1(va)
and vz ∈ N1(vb), labelled 0. Indeed, since F(vn, va)={0} (resp. F(vn, vb)={0}), there is a vertex vy = vn (resp.
vz = vn), such that 1 ∈ F(vy, vb) (resp. 1 ∈ F(vz, vb)). Furthermore, since va and vb were the ﬁrst unlabelled
vertices “offered” to be labelled 1 (vn was already labelled), we have l(vy)= l(vz)=0 and d(vy, va)=d(vz, vb)=1.
If v0 =vy or vz, since 0(S,)−2, we are done, so let v0 = vy and vz. If vy =vz, there is a cycle (v0, va, vy, vb)
and we would be in Case (iv), so let vy = vz. The vertex vy (resp. vz) is at distance 2 from v0 (if there was a cycle
(v0, va, vy) or (v0, vb, vz) we would be in Case (ii)), so we have 0 ∈ F(vn, v0) ∩ F(vy, v0) ∩ F(vz, v0). This
implies that |F(v0)|(S,) − 2.
Case (v) with  = 3: When  = 3, we have N1(v0) = {v1, vn, vn−1}, N1(v1) = {v0, v2, vn−2} and X = {v0, v1,
vn−2, vn−1, vn}. In this case we have to be more precise on the structure of G around v0 and v1. Let us consider that
we are in none of Cases (i)–(iv). Since we are not in conﬁguration (iv) d(vn, vn−2)2 and d(vn−1, vn−2)2.
First we consider that one of the vertices vn or vn−1 is at distance at least 3 from vn−2. Note that since vn and vn−1
are both leaves in T, by permuting them in the root-to-leaves order we still have a root-to-leaves order. So, w.l.o.g. let
vn be such that d(vn, vn−2)3. The order of the vertices implies that both vn and vn−2 are labelled 0. Indeed, when the
algorithm proposes the label 0, vn accept it, then vn−1 reject it (since d(vn, vn−1) = 2) and then vn−2 accept it (since
d(vn, vn−2)3). So we have 0 ∈ F(vn, v0) ∩ F(vn−2, v0) and 0 ∈ F(vn, v1) ∩ F(vn−2, v1). If l(vn−1) = 1 we have
1 ∈ F(vn, v0)∩F(vn−1, v0) and so, both |F(v0)| and |F(v1)| are bounded by2+(p−1)−2. If l(vn−1)> 1, there is
a vertex vx ∈ N1(vn−1) labelled 0. Indeed, sinceF(vn, vn−1)={0}, there is a vertex vx = vn such that 1 ∈ F(vx, vn−1).
Furthermore, since vn−1 was the ﬁrst unlabelled vertex “offered” to be labelled 1 (vn was already labelled), we have
l(vx) = 0 and d(vx, vn−1) = 1. The vertex vx is at distance 2 from v0 (if there was a cycle (v0, vn−1, vx) we would be
in Case (ii)), so we have 0 ∈ F(vx, v0)∩F(vn, v0)∩F(vn−2, v0). With the fact that |F(v0, v1)|p − 1, we have that
both |F(v0)| and |F(v1)| are bounded by 2 + (p − 1)− 2.
Now we consider that d(vn, vn−2)=d(vn−1, vn−2)=2. Let vx (resp. vy) be the vertex adjacent to vn and vn−2 (resp.
vn−1 and vn−2). The vertices vx and vy are distinct because if there was a vertex with neighbors vn, vn−1 and vn−2
the graph G\X would be disconnected, which is impossible by deﬁnition of Case (v). By construction of T, the edges
v0vn, v0vn−1 and v1vn−2 are the only edges in T, adjacent to vn, vn−1 or vn−2. So the edges vnvx , vn−2vx , vn−1vy and
vn−2vy are not in T, and the vertices vx and vy having just one adjacent edge in T are leaves of T. This implies that the
root-to-leaves order can also verify vn−3 = vx and vn−4 = vy . We know that d(vn, vn−4)> 1 and d(vn−1, vn−3)> 1,
else G\X would be disconnected. We consider different cases according to d(vn, vn−4) and d(vn−1, vn−3):
• If one of these distances is greater than 2 (see Fig. 2(a)), w.l.o.g. consider that d(vn, vn−4)> 2 (we could exchange vn
and vn−3 with vn−1 and vn−4 in the root-to-leaves ordering of T). During its ﬁrst iteration (when i =0) the algorithm
labels vn with 0. Since d(vn, vn−1)=2, d(vn, vn−2)=2 and d(vn, vn−3)=1 the vertices vn−1, vn−2 and vn−3 are not
labelled 0. Then, since d(vn, vn−4)> 2, the algorithm labels vn−4 with 0 and we have 0 ∈ F(vn, v0) ∩ F(vn−4, v0)
and 0 ∈ F(vn, v1)∩ F(vn−4, v1). Since the vertices vn−1, vn−2 and vn−3 are adjacent to vn or vn−4, their labels are
greater than p − 1. We consider two case according to l(vn−1):
◦ If l(vn−1)=p then, since d(vn−1, v1)=d(vn−1, vn−2)=2, we have that l(v1) = p and l(vn−2)>p. If l(vn−2)=
p + 1, we have p + 1 ∈ F(vn−1, v0) ∩ F(vn−2, v0). If l(vn−2)>p + 1, since vn−2 was the ﬁrst unlabelled
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Fig. 2. Case (v) with = 3 and d(vn, vn−2) = d(vn−1, vn−2) = 2.
vertex offered to be labelled p + 1, it implies that either the vertex vn−3 is labelled p, or the vertex v1 is labelled
l(v1)p. In the ﬁrst case we would have p ∈ F(vn−1, v0)∩F(vn−3, v0). In the other case we would have either
l(v1) ∈ F(v1, v0) ∩ F(vn, v0) (if l(v1)<p) or p ∈ F(v1, v0) ∩ F(vn−1, v0) (if l(v1) = p).
◦ If l(vn−1)>p it is because the unique vertex vz ∈ N1(vn−1)\{v0, vn−4} is labelled less than p. In this case we
have l(vz) ∈ F(vz, v0) ∩ F(vn, v0). Whatever the subcase, with the fact that |F(v0, v1)|p − 1, we have that
|F(v0)| and |F(v1)| are bounded by 2 + (p − 1)− 2.
• If these two distances equal 2, d(vn, vn−4)=d(vn−1, vn−3)=2, we have to slightlymodify the order on the vertices by
permuting vn−1 with vn−2 (see Fig. 2(b)). Since these two vertices are leaves inT, the order obtained still corresponds
to a root-to-leaves ordering of T. With this order on the vertices, the algorithm labels the vertices vn, vn−1, vn−2 and
vn−3, respectively 0, 1, 2 and p + 1. Indeed:
◦ The ﬁrst unlabelled vertex “proposed” to be labelled 0 is vn and so l(vn)=0. This implies that none of the vertices
vn−1, vn−2, vn−3 and none of their neighbors (except vn) are labelled 0.
◦ The ﬁrst unlabelled vertex “proposed” to be labelled 1 is vn−1 and since none of its neighbors is labelled 0, we
have l(vn−1)= 1. This implies that none of the vertices vn−2, vn−3 and none of their neighbors (except vn−1) are
labelled 1.
◦ The ﬁrst unlabelled vertex “proposed” to be labelled 2 is vn−2 and since none of its neighbors is labelled 0 or 1,
we have l(vn−2) = 2. This implies that the neighbor of vn−3 distinct from vn and vn−1 cannot be labelled less
than p + 2.
◦ The vertex vn−3 cannot be labelled less than p + 1 (since l(vn−1) = 1). Furthermore, none of its neighbors is
labelled l ∈ {2, . . . , p}. So, since vn−3 is the ﬁrst unlabelled vertex “proposed” to be labelled p + 1, we have
l(vn−3) = p + 1.
This implies that 1 ∈ F(vn, v0)∩F(vn−1, v0), 2 ∈ F(vn−1, v1)∩F(vn−2, v1) and p+1 ∈ F(vn−2, v0)∩F(vn−3, v0).
With the fact that |F(v0, v1)|p − 1, we have that |F(v0)| and |F(v1)| are bounded by 2 + (p − 1)− 2.
This conclude the proof of Theorem 5. 
5. Proof of Lemma 6
LetG be a graphwithmaximumdegree3.We prove the lemma by showing that ifG has none of the conﬁgurations
(i)–(iv), then it contains conﬁguration (v).
Deﬁnition 15. Given an edge e = uv ∈ E(G), the set of neighbors of e is N(e) = (N1(u) ∪ N1(v))\{u, v}. Given
e=uv ∈ E(G) an e-bag B is a maximal subgraph of G\{u, v} such that, for any pair of vertices x and y ∈ V (B), there
is a path from x to y without internal vertices in N(e) (see Fig. 3).
Note that two different e-bags can only share vertices ofN(e), else their union would be a bigger e-bag, contradicting
their maximality. Given an e-bag B, let L(B) = V (B) ∩ N(e) be the set of vertices linking B to the rest of the graph.
The other vertices of B form the set of inner vertices of B, I (B) = V (B)\L(B). Given a set Y ⊆ N(uv) ∪ {u, v}, the
graph G\Y is disconnected if there is an e-bag B with L(B) ⊆ Y and |I (B)|> 0.
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Fig. 4. Cases with |I (B1)| = 0 and |I (B1)| = 1.
Remark 16. An edge e ∈ E(G) corresponds to the edge uv of conﬁguration (v) iff there is a vertex w ∈ N(e)
contained by all the e-bags.
We can ﬁnd this edge uv of conﬁguration (v) by doing the following process:
(1) Consider two non-incident edges e and f ∈ E(G).
(2) Verify if e corresponds to the edge uv of the conﬁguration (v).
(3) If not, let B0 be the e-bag containing f. Since e does not correspond to the edge uv, there are e-bags Bi , with i > 0,
such that L(B0)\L(Bi) = ∅ (else with e = uv and any w ∈ L(B0) we would have conﬁguration (v)). Let B be
the set of all these e-bags. Let B1 be an e-bag of B that minimizes |L(B1)| and (if there are various e-bags Bi
minimizing |L(Bi)|) then maximizes |I (B1)|. Finally since |I (B1)|2 (c.f. Lemma 17), let e be an edge of B1
with its two ends in I (B1) and go to step (2).
We can prove that this process terminates because each time we change e, the size of I (B0) increases. Indeed, since
none of the vertices in L(B0)\L(B1) has a neighbor in B1, all the vertices of B0\L(B1) (i.e. I (B0)∪ (L(B0)\L(B1)))
are in I (B0) in the next step. So if the following lemma holds, Lemma 6 holds.
Lemma 17. If a graph G does not contain conﬁgurations (i), (ii), (iii) and (iv), and if a given edge e = ab ∈ E(G)
does not correspond to the edge uv of conﬁguration (v) then the e-bag B1 (deﬁned before) is such that |I (B1)|2.
Proof. If |I (B1)|=0, let e′=a′b′ be its unique edge and note that a′ and b′ belong toN(e). This implies that |L(B1)|=2
and that any e-bag Bi ∈ B has either |L(Bi)|3 or |L(Bi)| = 2 and |I (Bi)| = 0. If a′ and b′ are both neighbors of a
(resp. b) there is a cycle of length 3 and we are in conﬁguration (ii), so let a′ ∈ N1(a) and b′ ∈ N1(b) (see Fig. 4(a)).
Then we consider any vertex c ∈ L(B0)\L(B1) (so c = a′ and b′). W.l.o.g. let c ∈ N1(a). Since {a′, b, c} ⊆ N1(a)
and (a, b, b′, a′) is cycle, if G\{c, a′} is connected, we are in conﬁguration (iv). So let G\{c, a′} be disconnected. This
implies that there is a vertex d ∈ V (G)\{c, a′} such that all the paths from d to a pass through c or a′. The e-bag Bi
containing d is such that L(Bi) ⊆ {c, a′} and d ∈ I (Bi). Since b′ ∈ L(B0)\L(Bi), we have Bi ∈ B. With the fact that
|L(Bi)|2 and |I (Bi)|1, this contradicts the deﬁnition of B0 and we have|I (B1)|1.
If |I (B1)| = 1, let c be the unique vertex in I (B1). Since deg(c) = |L(B1)| = 3, any e-bag Bi ∈ B has either
|L(Bi)|> or |L(Bi)|= and |I (Bi)|= 1 (when |I (Bi)|= 0 we have |L(Bi)|= 2<). If 4 there are at least two
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cycles of length 4 passing through c, so we are in conﬁguration (iii) (see Fig. 4(b) and 4(c)). For = 3 (see Fig. 4(d)),
let N1(a) = {b, d1, d2} and N1(b) = {a, d3, d4}. W.l.o.g. let N1(c) = L(B1) = {d1, d2, d3}. Since B1 ∈ B, we have
L(B0)\L(B1) = ∅ and so d4 ∈ L(B0). Since (a, d1, c, d2) is a cycle, if the graph G\{d2, d3} is connected we are in
conﬁguration (iv), so let G\{d2, d3} be disconnected. This implies, that there is a vertex z such that all the paths from
z to a pass through d2 or d3. The e-bag Bi containing z is such that L(Bi) ⊆ {d2, d3}. Since d4 ∈ L(B0)\L(Bi), we
have Bi ∈ B. With the fact that |L(Bi)|2, this contradicts the minimality of |L(B1)| =  (since > 2). So we have
|I (B1)|2 and this completes the proof of Lemma 17. 
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