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Abstract
The present paper is concerned with the problem of weighted best simultaneous approximations in Banach spaces. The weighted
best simultaneous approximations to sequences from S- and BS-suns in the Banach space are characterized in view of the Kol-
mogorov conditions. Applications are provided for weighted best simultaneous approximations from RS-sets and strict RS-sets.
Our results obtained in the present paper extend and improve all earlier known results in this direction.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
The problem of best simultaneous approximation has a long history and continues to generate much interest.
The problem of approximating simultaneously two continuous functions on a finite closed interval was first studied
by Dunham in [8], where the results on characterization and uniqueness of best simultaneous approximation were
obtained. Since then, such problems have been extended extensively, see, for example, [13–16,18–22,24–26,28,29].
In particular, characterization and uniqueness results were given in [26] for a class of problems involving Lp norms,
while a general treatment of a class of problems, which includes these problems in [8,26] as special cases, was given
in [18]. These results are concerned with the case when a finite number of elements is to be approximated and when
the Banach space is real. The extension to some special infinite number of elements in a real Banach space was made
in [22]. The purpose of the present paper is to investigate the extent to which the results in [18,22] can be extended to
a general infinite number of elements in a (real or complex) Banach space.
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F = R or C. Let R∞ be a Banach space consisting of some sequences in R with the monotonic norm ‖ · ‖A and
let (λv) be a sequence of positive numbers. Let G be a fixed subset of X and xˆ = (xv) a fixed sequence of X with
(λv‖xv‖) ∈ R∞. Then the problem we are concerned with here is of finding an element g0 ∈ G such that∥∥(λv‖xv − g0‖)∥∥A  ∥∥(λv‖xv − g‖)∥∥A for each g ∈ G. (1.1)
Any element g0 satisfying (1.1) is called a best simultaneous approximation to xˆ from G. The set of all best simulta-
neous approximations to xˆ from G is denoted by PG(xˆ). S-suns and BS-suns, which are extensions of the well-known
and important notions of suns in Banach spaces to the case of the simultaneous approximation, are introduced and
characterization results of the best simultaneous approximation to a sequence from S-suns and BS-suns are established
in Section 3. As applications, the characterization results and uniqueness results from RS-sets are given in Section 4
and Section 5, respectively.
It should be remarked that the extension in the present paper is not trivial. In fact, an example given in the next
section shows that the characterization theorem in [18] or [22] does not hold in general. Moreover, our results for the
case when X is complex is new even in the case when the approximated sequence is finite.
2. Preliminaries
Recall that R∞ is a Banach space consisting of some sequences in R with the norm ‖ · ‖A and (λv) ∈ R∞ is a fixed
sequence of positive numbers. Throughout the whole paper, we always assume that the norm ‖ · ‖A is monotonic
(that is, for (av) ∈ R∞ and a real sequence (bv), the condition that |bi |  |ai | for each i = 1,2, . . . , implies that
(b1, b2, . . .) ∈ R∞ and ‖(bv)‖A  ‖(av)‖A) and that sequence (λv) satisfies
lim
v→∞
∥∥(0, . . . ,0, λv, λv+1, . . .)∥∥A = 0. (2.1)
(Note that such a sequence (λv) satisfying (2.1) exists. In fact, for each v = 1,2, . . . , let ev = (0, . . . ,0,1,0, . . .)
denote the element of R∞, the vth coordinate of which is 1 while the other coordinates are 0, and define λv =
1/(v2‖ev‖A). Then (λv) satisfies (2.1).)
Let X be a Banach space with the norm ‖ · ‖ over the field F, where F = R or C. We denote the duals of R∞ and
X by (R∞)∗ and X∗, respectively. The inner product between R∞ and (R∞)∗ is denoted by 〈·,·〉A while f (x) stands
for the inner product of x ∈ X and f ∈ X∗. We use B((R∞)∗) and B(X∗) to denote the unit balls of (R∞)∗ and X∗,
respectively. For a set A in the dual of a Banach space, let extA∗ stand for the weak∗ closure of the set of all extreme
points of A and be endowed with the weak∗ topology. Let
Ω = ext B((R∞)∗)∗ × ext B(X∗)∗ × ext B(X∗)∗ × · · · ,
and let Ω be endowed with the product topology. Then Ω is a compact Hausdorff space. We will introduce two classes
of sequences in X. One is denoted by F and defined by
F = {xˆ = (xv): (λv‖xv‖) ∈ R∞}.
We endow F with the norm ‖ · ‖F defined by
‖xˆ‖F =
∥∥(λv‖xv‖)∥∥A.
Then (F ,‖ · ‖F ) is a Banach space. Another class is denoted by FB , which is a subspace of F , and defined by
FB =
{
xˆ = (xv):
(‖xv‖) is bounded}.
Clearly,
X ⊆FB ⊆F ,
where we adopt the convention that x = (x, x, . . .) ∈ FB for each x ∈ X. Also, for save of printing space, we write
fˆ for (fv) when (fv) ∈ ext B(X∗)∗ × ext B(X∗)∗ × · · · . Thus (a∗, fˆ ) ∈ Ω means that (a∗, f1, f2, . . .) ∈ Ω . Let
xˆ = (xv) ∈F . Define the function φ on Ω by
φ(xˆ)(ω) = 〈a∗, (Reλvfv(xv))〉 for each ω = (a∗, fˆ ) ∈ Ω.A
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φ(xˆ)+(ω) = inf
O∈Nω
sup
ω′∈O
φ(xˆ)(ω′), (2.2)
where Nω denotes the collection of all open neighborhoods of ω in Ω . Then we have the following proposition.
Proposition 2.1. Let xˆ = (xv) ∈F . Then the following assertions hold:
(i) φ(xˆ)+ is upper semicontinuous on Ω .
(ii) φ(xˆ) is continuous on Ω if xˆ = (xv) ∈FB . In particular, φ(x) is continuous on Ω for each x ∈ X.
(iii) For each x ∈ X,
φ(xˆ − x)+ = φ(xˆ)+ − φ(x) (2.3)
and
max
ω∈Ω φ(xˆ − x)
+(ω) = max
ω∈Ω
[
φ(xˆ)+(ω)− φ(x)(ω)]= max
ω∈Ω φ(xˆ − x)(ω) = ‖xˆ − x‖F . (2.4)
Proof. (i) It follows from Remark 1 in [10].
(ii) Let xˆ = (xv) ∈FB . Then M = supv1‖xv‖ < ∞. Let ω0 = (a∗0 , fˆ 0), ω = (a∗, fˆ ) ∈ Ω .
Then, for each natural number N , one has that∣∣φ(xˆ)(ω)− φ(xˆ)(ω0)∣∣
= ∣∣〈a∗, (Reλvfv(xv))〉A − 〈a∗0 , (Reλvf 0v (xv)x)〉A∣∣

∣∣〈a∗, (Reλv(fv(xv)− f 0v (xv)))〉A| + ∣∣〈a∗ − a∗0 , (Reλvf 0v (xv))〉A∣∣

∥∥(λ1∣∣(f1 − f 01 )(x1)∣∣, . . . , λN ∣∣(fN − f 0N )(xN)∣∣,0,0, . . .)∥∥A
+ ∥∥(0,0,2λN+1‖xN+1‖,2λN+2‖xN+2‖, . . .)∥∥A + ∣∣〈a∗ − a∗0 , (λvf 0v (xv))〉A∣∣
 max
1iN
∣∣(fi − f 01 )(xi)∣∣∥∥(λv)∥∥A + 2M‖(0, . . . ,0, λN+1, λN+2, . . .)‖A + ∣∣〈a∗ − a∗0 , (λvf 0v (xv))〉A∣∣.
This shows that φ(xˆ)(·) is continuous at ω0 because of the assumption (2.1).
(iii) The first assertion follows from (ii) and [10, Remark 3], while
max
ω∈Ω φ(xˆ − x)
+(ω) = max
ω∈Ω
[
φ(xˆ)+(ω)− φ(x)(ω)]= sup
ω∈Ω
φ(xˆ − x)(ω)
holds due to (2.3) and [10, Remark 4]. Thus, to complete the proof of (iii), it suffices to verify that
sup
ω∈Ω
φ(xˆ − x)(ω) = ‖xˆ − x‖F (2.5)
and supω∈Ω φ(xˆ − x)(ω) is attainable. By [27, Lemma 1.7, p. 58] and [27, Corollary 1.8, p. 59], there exists ω0 =
(a∗0 , (f 0v )) ∈ Ω such that f 0v (xv − x) = ‖xv − x‖ for each v and 〈a∗0 , (λv‖xv − x‖)〉A = ‖(λv‖xv − x‖)‖A. Then
sup
ω∈Ω
φ(xˆ − x)(ω) φ(xˆ − x)(ω0) =
〈
a∗0 ,
(
Reλvf 0v (xv − x)
)〉
A
= ∥∥(λv‖xv − x‖)∥∥A = ‖xˆ − x‖F .
On the other hand, by the monotonicity of the norm ‖ · ‖A, one has
φ(xˆ − x)(ω) ∥∥(Reλvfv(xv − x))∥∥A  ∥∥(λv‖xv − x‖)∥∥A = ‖xˆ − x‖F for each ω = (a∗, fˆ ) ∈ Ω.
Combining the above two inequalities, (2.5) is seen to hold and supω∈Ω φ(xˆ − x)(ω) is attainable. The proof is
complete. 
Write
Ω+
xˆ−g0 =
{
ω ∈ Ω: φ(xˆ)+(ω)− φ(g0)(ω) = ‖xˆ − g0‖F
}
.
Then Ω+
xˆ−g0 is a nonempty compact subset of Ω since φ(xˆ)
+ −φ(g0) is upper-semicontinuous on the compact set Ω .
Further, we write
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{
a∗ ∈ B((R∞)∗): 〈a∗, (λv‖xv − g0‖)〉A = ‖xˆ − g0‖F},
Nv =
{
f ∈ B(X∗): f (xv − g0) = ‖xv − g0‖
}
, v = 1,2, . . . ,
Exˆ−g0 = extN0 × extN1 × extN2 × · · · .
We conclude this section by an example which the characterization theorem given in [18] or [22] fails to.
Example 2.1. Let R∞ be the Banach space consisting of all real convergence sequences endowed with the supremum
norm ‖ · ‖A and let X = C[0,1], the space of all continuous real functions on [0,1] endowed with the Chebyshev
norm ‖ · ‖. Let λ1 = λ2 = · · · = 1. Define, for each v = 1,2, . . . ,
xv(t) =
{
(1 − 1
v
)(1 − 2t), t ∈ [0, 12 ],
2t − 1, t ∈ ( 12 ,1].
Then ‖xv‖ = 1 for each v; hence xˆ = (xv) ∈F . Let G = {λg: λ ∈ [0,1]}, where
g(t)=
{
0, t ∈ [0, 12 ],
2t − 1, t ∈ ( 12 ,1].
Since, for each λ ∈ [0,1],
‖xv − λg‖ = max
{
1 − 1
v
,1 − λ
}
,
one has that supv1‖xv‖ = supv1‖xv − λg‖, that is,∥∥(‖xv‖)∥∥A = ∥∥(‖xv − λg‖)∥∥A for each λ ∈ [0,1].
This shows that g0 := 0 ∈ PG(xˆ).
On the other hand, for each v, define the functional a∗v as follows:〈
a∗v , cˆ
〉= {limv→∞ cv, v = 0,
cv, v = 1,2, . . . , for each cˆ = (cv) ∈ R
∞.
Then extN0 = {a∗v }∞v=0. In fact, let T = {0} ∪ { 1n }∞n=1 with the usual distance. Then T is a compact metric space.
For each cˆ = (cv) ∈ R∞, define the function c on T by c( 1v ) = cv for each v = 1,2, . . . and c(0) = lim cv . Then
c ∈ C(T ), the space of all real-valued continuous functions on T with the Chebyshev norm. It is easy to see that
R
∞ = C(T ). Therefore, ext B((R∞)∗) = {±δt : t ∈ T }, where δt denotes the point valuation at t (i.e., δt (c) = c(t) for
each c ∈ C(T )). In view of the definition of N0, one sees that extN0 = {δt : t ∈ T } = {a∗v }∞v=0. Noting that Nv = {δ1}
(δ1 is the point valuation at 1 in C[0,1]) for v = 1,2, . . . , we have that
Exˆ−g0 =
{
a∗v
}∞
v=0 × {δ1} × {δ1} × · · · .
Hence, for any λ ∈ (0,1],
max
{〈
a∗,
(
fv(g0 − λg)
)〉
A
:
(
a∗, fˆ
) ∈ Exˆ−g0}= max{〈a∗, ((−λ))〉A: a∗ ∈ extN0}= −λ < 0.
This means that the characterization theorems in [18] or [22] fails.
3. Best simultaneous approximation from suns
The notion of suns in Banach spaces, which was introduced by Efimov and Stechkin in [9], has played important
roles in nonlinear approximation theory in Banach spaces, see for example [3,4,9,32]. The following definition is an
extension of the notion given in [3] to the case of simultaneous approximations, see [20].
Definition 3.1. Let G be a subset of X. Then G is called an S-sun (respectively a BS-sun) in X if for any xˆ = (xv) ∈F
(respectively FB ), g0 ∈ PG(xˆ) implies that g0 ∈ PG(xˆα) for all α > 0, where xˆα = g0 + α(xˆ − g0).
Remark 3.1. Consider F as a normed linear space with the norm ‖ · ‖F . Then it is clear from the definition of a sun
(cf. [3]) that G ⊆ X is an S-sun in X if and only if G is a sun in F . Thus if G is convex, then G is a sun in F . It
follows that any convex subset G ⊆ X is an S-sun in X and so a BS-sun in X.
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Ω is a compact Hausdorff space and that C(Ω) is the set of all continuous real functions on Ω with Chebeshev norm.
Lemma 3.1. Suppose that ϕ is an upper semicontinuous real function on Ω . Let Q ⊆ C(Ω) and q0 ∈ Q. Set Mϕ−q =
maxω∈Ω(ϕ − q)(ω) for any q ∈ Q. If infq∈QMϕ−q > −∞, then the following statements are equivalent.
(i) Mϕ−q0 = infq∈QMϕ−q implies that Mϕα−q0 = infq∈QMϕα−q for all α > 0, where ϕα = q0 + α(ϕ − q0).
(ii) Mϕ−q0 = infq∈QMϕ−q if and only if
max
{
(q0 − q)(ω): ω ∈ Ωϕ−q0
}
 0 for each q ∈ Q, (3.1)
where
Ωϕ−q0 =
{
ω ∈ Ω: (ϕ − q0)(ω) = Mϕ−q0
}
.
Proof. (i) ⇒ (ii). Suppose that (3.1) holds. Then, for each q ∈ Q, there exists ω ∈ Ω such that ϕ(ω)−q0(ω) = Mϕ−q0
and q0(ω)− q(ω) 0. Thus
Mϕ−q  ϕ(ω)− q(ω)=
[
ϕ(ω)− q0(ω)
]+ [q0(ω)− q(ω)]Mϕ−q0;
hence Mϕ−q0 = infq∈QMϕ−q .
Conversely, assume that Mϕ−q0 = infq∈QMϕ−q but (3.1) is not true. Then there exists an element q1 ∈ Q such that
max
{
q0(ω)− q1(ω): ω ∈ Ωϕ−q0
}= −	1 < 0.
Let
U =
{
ω ∈ Ω: q0(ω)− q1(ω) < −	12
}
.
Then U is an open set containing Ωϕ−q0 . Noting that, for any ω ∈ U and α > 0,
ϕα(ω)− q1(ω) = α
[
ϕ(ω)− q0(ω)
]+ q0(ω)− q1(ω) < αMϕ−q0 − 	12 = Mϕα−q0 − 	12 ,
we get
sup
ω∈U
[
ϕα(ω)− q1(ω)
]
<Mϕα−q0 . (3.2)
On the other hand, since Ω \ U is a compact set disjoint with Ωϕ−q0 and ϕ − q0 is upper semicontinuous on Ω ,
there exists 	2 > 0 such that
max
ω∈Ω\U
[
ϕ(ω)− q0(ω)
]= Mϕ−q0 − 	2.
Now let α > ‖q1 − q0‖/	2. Then
max
ω∈Ω\U
[
ϕα(ω)− q1(ω)
]= max
ω∈Ω\U
{
α
[
ϕ(ω)− q0(ω)
]+ q0(ω)− q1(ω)}
 α(Mϕ−q0 − 	2)+ ‖q0 − q1‖ < αMϕ−q0 = Mϕα−q0 . (3.3)
Combining (3.2) and (3.3) yields Mϕα−q1 <Mϕα−q0 , which contradicts (i). Hence the implication (i) ⇒ (ii) is proved.
(ii) ⇒ (i). Suppose that Mϕ−q0 = infq∈QMϕ−q . Then it follows from (ii) that, for each q ∈ Q, there exists ω ∈ Ω
such that ϕ(ω)− q0(ω) = Mϕ−q0 and q0(ω)− q(ω) 0. Thus, for each α > 0, we have
Mϕα−q = max
ω′∈Ω
{
α
[
ϕ(ω′)− q0(ω′)
]+ q0(ω′)− q(ω′)} α[ϕ(ω)− q0(ω)]+ q0(ω)− q(ω)
 α
[
ϕ(ω)− q0(ω)
]= Mϕα−q0 .
Hence (i) holds. 
The first theorem of this section, which characters an S-sun in X in view of the characterization of the best simul-
taneous approximation, is as follows.
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(i) G is an S-sun in X.
(ii) For each xˆ = (xv) ∈F and each g0 ∈ G, g0 ∈ PG(xˆ) if and only if
max
{〈
a∗,
(
Reλvfv(g0 − g)
)〉
A
:
(
a∗, fˆ
) ∈ Ω+
xˆ−g0
}
 0 for each g ∈ G. (3.4)
Proof. It can be completed by the following lemma, which will also be used in the proof of Theorem 3.2 below. 
Remark 3.2. In general, for xˆ ∈F and g0 ∈ G, if (3.4) holds, then (xˆ, g0) is said to satisfy the Kolmogorov condition
(with respect to G).
Lemma 3.2. Let xˆ ∈F and g0 ∈ G. Then the following statements are equivalent.
(i) g0 ∈ PG(xˆ)⇒ g0 ∈ PG(xˆα) for each α > 0, where xˆα = g0 + α(xˆ − g0).
(ii) g0 ∈ PG(xˆ) if and only if
max
{〈
a∗,
(
Reλvfv(g0 − g)
)〉
A
:
(
a∗, fˆ
) ∈ Ω+
xˆ−g0
}
 0 for each g ∈ G.
Proof. We will apply Lemma 3.1 to conclude the equivalence of (i) and (ii). For each g ∈ G, by Proposition 2.1, we
have that
max
ω∈Ω
[
φ(xˆα)
+(ω)− φ(g)(ω)]= ‖xˆα − g‖F for each α > 0 (3.5)
and
max
ω∈Ω
[
φ(xˆ)+(ω)− φ(g)(ω)]= ‖xˆ − g‖F . (3.6)
Write ϕ = φ(xˆ)+ and define
Q = φ(G) := {φ(g): g ∈ G}.
Then ϕ is an upper semi-continuous function on Ω and Q ⊆ C(Ω). Let q0 = ϕ(g0). Then by (3.6)
inf
q∈QMϕ−q = infg∈G‖xˆ − g‖F  0
and
g0 ∈ PG(xˆ) ⇐⇒ Mϕ−q0 = inf
q∈QMϕ−q . (3.7)
On the other hand, noting that ϕα = φ(xˆα)+ by Proposition 2.1, one has that, by (3.5),
g0 ∈ PG(xˆα) ⇐⇒ Mϕα−q0 = inf
q∈QMϕα−q . (3.8)
Thus, (3.7) and (3.8) imply that (i) is equivalent to (i) of Lemma 3.1. Since Ωϕ−q0 = Ω+xˆ−g0 due to (3.6) and〈
a∗,
(
Reλvfv(g0 − g)
)〉
A
= (q0 − q)
(
a∗, fˆ
)
for each
(
a∗, fˆ
) ∈ Ω,
(ii) is equivalent to (ii) of Lemma 3.1. Hence (i) ⇔ (ii) by Lemma 3.1. The proof is complete. 
The second theorem of this section deals with the characterization of a BS-sun in X. We first give two lemmas. Set
R
∞
B =
{
(λvcv): cv ∈ R, {cv} is bounded
}
.
Then R∞ is a linear subspace of R∞.B
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〈
a∗, cˆ
〉
A
=
∞∑
v=1
avcv for each cˆ = (cv) ∈ R∞B .
Furthermore,
∑∞
v=1 avcv converges absolutely.
Proof. Define av = 〈a∗, ev〉A for each v. For any cˆ = (cv) ∈ R∞B , write cˆk = (c1, . . . , ck,0,0, . . .). Then∥∥cˆk − cˆ∥∥
A
= ∥∥(0, . . . ,0, ck+1, ck+2, . . .)∥∥A.
Hence, by (2.1), cˆk → cˆ and
〈
a∗, cˆ
〉
A
= lim
k→∞
〈
a∗, cˆk
〉
A
= lim
k→∞
k∑
i=1
aici =
∞∑
v=1
avcv.
The fact that
∑∞
v=1 avcv converges absolutely is because (|cv| signav) ∈ R∞B for each cˆ = (cv) ∈ R∞B . The proof is
complete. 
For the second lemma we need the following notations. For x ∈ X, define
K+
xˆ−g0(x) = max
{〈
a∗,
(
Reλvfv(x)
)〉
A
:
(
a∗, fˆ
) ∈ Ω+
xˆ−g0
}
and
Kxˆ−g0(x) = max
{〈
a∗,
(
Reλvfv(x)
)〉
A
:
(
a∗, fˆ
) ∈ Exˆ−g0}.
Lemma 3.4. Let xˆ ∈FB, g0 ∈ G and x ∈ X. Then K+xˆ−g0(x) = Kxˆ−g0(x).
Proof. Let ω = (a∗, fˆ ) ∈ Exˆ−g0 . Then a∗ ∈ extN0 and fv ∈ extNv for each v = 1,2, . . . . By [27, Lemma 1.7, p. 58]
and [27, Corollary 1.8, p. 59], we have that (a∗, fˆ ) ∈ Ω . Furthermore,
‖xˆ − g0‖F =
〈
a∗,
(
Reλvfv(xv − g0)
)〉
A
= φ(xˆ)(ω)− φ(g0)(ω) φ(xˆ)+(ω)− φ(g0)(ω).
Therefore, ω ∈ Ω+
xˆ−g0 thanks to (2.4) and Exˆ−g0 ⊆ Ω
+
xˆ−g0 . Consequently, Kxˆ−g0(x)K
+
xˆ−g0(x). To verify the con-
verse inequality, let ω0 = (a∗0 , fˆ 0) ∈ Ω+xˆ−g0 such that
K+
xˆ−g0(x) =
〈
a∗0 ,
(
Reλvf 0v (x)
)〉
A
. (3.9)
Then
φ(xˆ)+(ω0)− φ(g0)(ω0) = ‖xˆ − g0‖F . (3.10)
Write av = 〈a∗0 , ev〉A for each v. Define a linear functional a˜∗0 on R∞B by
〈
a˜∗0 , cˆ
〉
A
=
∞∑
v=1
|av|cv for each cˆ = (cv) ∈ R∞B . (3.11)
Note that
sup
{∣∣〈a˜∗0 , cˆ〉A∣∣: cˆ = (cv) ∈ R∞B , ∥∥(cv)∥∥A  1} sup
{ ∞∑
v=1
av|cv| signav: (cv) ∈ R∞B ,
∥∥(cv)∥∥A  1
}
= sup{〈a∗0 , (|cv| signav)〉A: (cv) ∈ R∞B , ∥∥(cv)∥∥A  1}

∥∥a∗∥∥= 1,0
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Thus, by Hahn–Banach Extension Theorem, a˜∗0 can be extended to an element, denoted by itself, a˜∗0 ∈ (R∞)∗ with‖a˜∗0‖ 1. Thus, by (3.10), Proposition 2.1 and Lemma 3.3, we have that
‖xˆ − g0‖F =
∞∑
v=1
av Reλvf 0v (xv − g0)
∞∑
v=1
|av|λv‖xv − g0‖
〈
a˜∗0 ,
(
λv‖xv − g0‖
)〉
A
 ‖xˆ − g0‖F .
Hence〈
a˜∗0 ,
(
λv‖xv − g0‖
)〉
A
= ‖xˆ − g0‖F (3.12)
and
avf
0
v (xv − g0)= |av|‖xv − g0‖ for each v. (3.13)
In particular, a˜∗0 ∈ N0 by (3.12). Below we will construct a sequence of functionals (f ′1, f ′2, . . .) such that
(
a˜∗0 , f ′1, f ′2, . . .
) ∈ ∞∏
v=0
Nv (3.14)
and 〈
a˜∗0 ,
(
Reλvf ′v(x)
)〉
A
= K+
xˆ−g0(x). (3.15)
To do this, we take f ′v ∈ B(X∗) with f ′v(xv − g0) = ‖xv − g0‖ if av = 0 and set f ′v = avf 0v /|av| if av = 0. Then
(a˜∗0 , f ′1, f ′2, . . .) satisfies (3.14) by (3.13). Furthermore, by (3.11), Lemma 3.3 and (3.9), one has that
〈
a˜∗0 ,
(
Reλvf ′v(x)
)〉
A
=
∞∑
v=1
λv|av|Ref ′v(x) =
〈
a∗0 ,
(
Reλvf 0v (x)
)〉
A
= K+
xˆ−g0(x).
Hence (a˜∗0 , f ′1, f ′2, . . .) satisfies (3.15) too. Consequently, by (3.14) and (3.15),
K+
xˆ−g0(x)max
{〈
a∗,
(
Reλvfv(x)
)〉
A
:
(
a∗, fˆ
) ∈ ∞∏
v=0
Nv
}
= max
{
max
a∗∈N0
〈
a∗,
(
Reλvfv(x)
)〉
A
: fˆ ∈
∞∏
v=1
Nv
}
. (3.16)
Note that the function defined by
fˆ → max
a∗∈N0
〈
a∗,
(
Reλvfv(x)
)〉
A
(3.17)
is a convex continuous function on
∏∞
v=1 Nv , and so is the function defined by
a∗ → 〈a∗, (Reλvfv(x))〉A (3.18)
on N0 for each fixed fˆ ∈∏∞v=1 Nv . Thus applying the Krein–Milman Theorem (and its corollary) (cf. [11, Corollary 2,
p. 75]) to the functions defined in (3.17) and (3.18) respectively, we can conclude by (3.16) that there exist fˆ 1 ∈
ext(
∏∞
v=1 Nv)⊆
∏∞
v=1 extNv and a∗1 ∈ extN0 such that
K+
xˆ−g0(x) maxa∗∈N0
〈
a∗,
(
Reλvf 1v (x)
)〉
A
= 〈a∗1 , (Reλvf 1v (x))〉A Kxˆ−g0(x).
Thus the lemma is proved. 
Combining Lemmas 3.2 and 3.4 gives the proof of the following theorem.
Theorem 3.2. Let G be a subset of X. Then the following statements are equivalent.
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(ii) For each xˆ = (xv) ∈FB , g0 ∈ PG(xˆ) if and only if
max
{〈
a∗,
(
Reλvfv(g0 − g)
)〉
A
:
(
a∗, fˆ
) ∈ Exˆ−g0} 0 for each g ∈ G.
4. Best simultaneous approximation with restricted coefficients
In the reminder of this paper, let y1, . . . , yn be linearly independent elements in X and J1, . . . , Jn closed convex
subsets of F. Let Yn := span{y1, . . . , yn} denote the n-dimensional subspace spanned by {y1, . . . , yn} and G the closed
subset of Yn defined by
G =
{
g =
n∑
i=1
ciyi : ci ∈ Ji
}
. (4.1)
In this section, we will apply the results in the previous section to conclude characterizations of best simultaneous
approximations from G. These results obtained in the present section will be used in the next section for the study
of the unique problems of the best simultaneous approximations from RS-sets. Recall that (cf. [23]) the normal cone
NA(z0) of a set A ⊆ F at z0 ∈ A is defined by
NA(z0)=
{
u ∈ F: Reu(z− z0) 0 for each z ∈ A
}
.
Moreover, the interior (respectively boundary, relative interior, relative boundary, convex hull, convex cone hull) of
A is denoted by intA (respectively bdA, riA, rbA, coA, coneA); the ball with center c and radius δ is denoted by
B(c, δ).
Let I = {1,2, . . . , n}. Write
IS = {i ∈ I : Ji is a singleton},
IE = {i ∈ I \ IS : intJi = ∅},
IN = {i ∈ I : intJi = ∅}.
Note that IE is the empty set ∅ in the case when F = R and that Ji (i ∈ IE) is a line-segment in the case when F = C.
For each i ∈ I , define the functional c˜i on Yn as follows.
c˜i (y) = ci for each y =
n∑
i=1
ciyi ∈ Yn.
Let g0 ∈ G and set
B(g0) =
{
i ∈ I : c˜i (g0) ∈ bdJi
}
, Brb(g0) =
{
i ∈ I : c˜i (g0) ∈ rbJi
}
.
Note that
B(g0) =
{
i ∈ IN : c˜i (g0) ∈ bdJi
}∪ IS ∪ IE,
Brb(g0) =
{
i ∈ IN : c˜i (g0) ∈ bdJi
}∪ {i ∈ IE : c˜i (g0) ∈ rbJi}.
In particular, Brb(g0) = B(g0) if F = R.
For each i ∈ I , let spanR(Ji − c˜i (g0)) be the real linear subspace of F spanned by Ji − c˜i (g0). Then,
spanR(Ji − c˜i (g0)) is the singleton {0} if i ∈ IS , the whole field F if i ∈ IN and a line in F if F = C and i ∈ IE .
Let
YR =
{
g ∈ Yn: c˜i (g) ∈ spanR
(
Ji − c˜i (g0)
)
for each i ∈ IS ∪ IE
}
. (4.2)
Then YR is a real linear subspace of Yn. In what follows, we always assume that {z1, . . . , zm} is a real basis of YR , that
is, each element of YR can be expressed uniquely as a real linear combination of z1, . . . , zm.
For each (a∗, fˆ ) ∈ Ω , let
b
(
a∗, fˆ
)= (〈a∗, (Reλvfv(y1))〉A, . . . , 〈a∗, (Reλvfv(yn))〉A),
br
(
a∗, fˆ
)= (〈a∗, (Reλvfv(z1))〉 , . . . , 〈a∗, (Reλvfv(zm))〉 ).A A
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U+ = {b(a∗, fˆ ): (a∗, fˆ ) ∈ Ω+
xˆ−g0
}
,
U = {b(a∗, fˆ ): (a∗, fˆ ) ∈ Exˆ−g0},
U+r =
{
br
(
a∗, fˆ
)
:
(
a∗, fˆ
) ∈ Ω+
xˆ−g0
}
,
Ur =
{
br
(
a∗, fˆ
)
:
(
a∗, fˆ
) ∈ Exˆ−g0}.
Let
τ(i) = {τ ∈ F: τ ∈ −NJi (c˜i (g0)), |τ | = 1}, i ∈ I.
Note that τ(i) = ∅ if i ∈ B(g0) and ∅ if i ∈ I \ B(g0). In particular, in the case when F = R, τ(i) = {1} if c˜i (g0) =
infJi , {−1} if c˜i (g0) = supJi and {−1,1} if i ∈ IS . Furthermore, let
τr(i) =
{
τ(i), i ∈ I \ (IE ∩Brb(g0)),
z−c˜i (g0)
|z−c˜i (g0)| , i ∈ IE ∩Brb(g0), z ∈ riJi.
(4.3)
(Note that (z − c˜i (g0))/|z − c˜i (g0)| does not depend on the particular choice of z as Ji is a line-segment for any
i ∈ IE ∩Brb(g0).) In particular, if F = R, then τr (i) = τ(i).
For each i ∈ I , let c(i) ⊆ Rn and cr (i) ⊆ Rm be defined respectively by
c(i) = {(Re c˜i (y1)τ , . . . ,Re c˜i (yn)τ): τ ∈ τ(i)},
and
cr (i) =
{(
Re c˜i (z1)τ , . . . ,Re c˜i (zm)τ
)
: τ ∈ τr(i)
}
.
Set
V =
⋃
i∈B(g0)
c(i), Vr =
⋃
i∈Brb(g0)
cr (i)
and also set
W+ = U+ ∪ V, W = U ∪ V,
W+r = U+r ∪ Vr , Wr = Ur ∪ Vr .
In the remainder of the whole paper, we may assume that IS = ∅ without loss of generality. In fact, otherwise,
G can be represented as G = G0 + y, where G0 is such that the corresponding IS = ∅ and y is a fixed element, and
approximating xˆ from G is equivalent to approximating xˆ − y from G0. We will need a lemma, the proof of which is
similar to that of Lemma 3.6 in [17].
Lemma 4.1. Let g0 ∈ G, k  0, {(a∗i , fˆ i )}ki=1 ⊆ Ω+xˆ−g0 (respectively Exˆ−g0), {ij }lj=1 ⊆ Brb(g0), {τj }lj=1 ⊆ C with
τj ∈ −NJij (c˜ij (g0)) \ {0} for each j = 1, . . . , l (k + l  1) and {αi}ki=1 ⊆ (0,+∞) such that
k∑
i=1
αi
〈
a∗i ,
(
Reλvf iv (g)
)〉
A
+ Re
l∑
j=1
c˜ij (g)τj = 0 for each g ∈ YR. (4.4)
Then there exist {il+j }sj=1 ⊆ IS ∪ IE , τj ∈ −NJij (c˜ij (g0))\ {0} for each j = l+1, . . . , l+ s (with s+m 2n if F = C
and s +m n if F = R) such that
k∑
i=1
αi
〈
a∗i ,
(
Reλvf iv (g)
)〉
A
+ Re
l+s∑
j=1
c˜ij (g)τj = 0 for each g ∈ Yn. (4.5)
Now we are ready to state and prove the first theorem of this section.
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(i) g0 is a best simultaneous approximation to xˆ from G.
(ii) For each g ∈ YR ,
max
{
max
{〈
a∗,
(
Reλvfv(g)
)〉
A
:
(
a∗, fˆ
) ∈ Ω+
xˆ−g0
}
, max
i∈Brb(g0)
max
τ∈τr (i)
Re c˜i (g)τ
}
 0. (4.6)
(iii) The origin of Rm belongs to coW+r .
(iii′) The origin of Rn belongs to coW+.
(iv) There exist {(a∗i , fˆ i )}ki=1 ⊆ Ω+xˆ−g0 , {ij }lj=1 ⊆ Brb(g0), {τj }lj=1 ⊆ C with τj ∈ −NJij (c˜ij (g0)) \ {0} for each
j = 1, . . . , l (with 1 + l  k + l m+ 1) and {αi}ki=1 ⊆ (0,+∞) such that
k∑
i=1
αi
〈
a∗i ,
(
Reλvf iv (g)
)〉
A
+ Re
l∑
j=1
c˜ij (g)τj = 0 for each g ∈ YR. (4.7)
(iv′) There exist {(a∗i , fˆ i )}ki=1 ⊆ Ω+xˆ−g0 , {ij }lj=1 ⊆ B(g0), {τj } ⊆ C with τj ∈ −NJij (c˜ij (g0)) \ {0} for each j =
1, . . . , l (with 1 + l  k+ l  2n+ 1 if F = C and 1 + l  k+ l  n+ 1 if F = R), {αi}ki=1 ⊆ (0,+∞) such that
k∑
i=1
αi
〈
a∗i ,
(
Reλvf iv (g)
)〉
A
+ Re
l∑
j=1
c˜ij (g)τj = 0 for each g ∈ Yn. (4.8)
Proof. We only prove the result for the case when F = C as the proof for the case when F = R is similar. Also,
without lose of generality, we assume that xˆ = (g0) as in this case Theorem 4.1 is clear.
(i) ⇒ (ii) Suppose on the contrary that assertion (ii) does not hold. Then there exists g ∈ YR such that
max
{〈
a∗,
(
Reλvfv(g)
)〉
A
:
(
a∗, fˆ
) ∈ Ω+
xˆ−g0
}
< 0, (4.9)
max
τ∈τ(i)
Re c˜i (g)τ < 0 for each i ∈ IN ∩Brb(g0), (4.10)
Re c˜i (g)τr (i) < 0 for each i ∈ IE ∩Brb(g0). (4.11)
Set gt = g0 − tg, t > 0. We claim that there exists t0 > 0 such that gt ∈ G for all t ∈ (0, t0]. Granting this, Gt0 ⊆ G,
where Gt0 = {gt : t ∈ [0, t0]}. Noting that Gt0 is a S-sun by Remark 3.1, Theorem 3.1 is applicable to concluding that
g0 is not a best simultaneous approximation to xˆ from Gt0 thanks to (4.9); hence g0 /∈ PG(xˆ), which contradicts (i).
Thus to complete the proof of (i) ⇒ (ii), it remains to show that there exists t0 > 0 such that gt ∈ G for all t ∈ (0, t0].
For the purpose, we first prove the following assertion.
For each i ∈ I there exists ti > 0 such that c˜i (gt ) ∈ Ji for all t ∈ (0, ti]. (4.12)
We divide the proof into three cases as follows.
(a) i ∈ IN ∩Brb(g0). Since intJi = ∅, there is a continuous convex function Fi on C such that
bdJi =
{
z ∈ C: Fi(z) = 0
}
, intJi =
{
z ∈ C: Fi(z) < 0
}
. (4.13)
Let ∂Fi(z0) denote the subdifferential of Fi at z0 ∈ C, i.e.,
∂Fi(z0) =
{
u ∈ C: Reu(z− z0) Fi(z)− Fi(z0) for each z ∈ C
}
.
By [6, Corollary 1, p. 56], NJi (c˜i (g0)) = cone ∂Fi(c˜i (g0)). Noting that ∂Fi(c˜i(g0)) is a nonempty compact convex
subset of C and that 0 /∈ ∂Fi(c˜i (g0)), one has
max Re−∂Fi
(
c˜i (g0)
)
c˜i (g) < 0
thanks to (4.10). Thus, by [23, Theorem 23.4],
lim
Fi(c˜i(g0)− t c˜i (g))− Fi(c˜i(g0))
< 0. (4.14)
t→0+ t
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Fi(c˜i(gt )) < 0 for all t ∈ (0, ti], and hence assertion (4.12) holds.
(b) i ∈ IE ∩ Brb(g0). By (4.3), τr(i) = (ci − c˜i (g0))/|ci − c˜i (g0)|, where ci ∈ riJi . Hence spanR(Ji − c˜i (g0)) =
{tτr (i): t ∈ R}. Since c˜i (g) ∈ spanR(Ji − c˜i (g0)) as g ∈ YR and (4.2), it follows that
c˜i (g) = −λi
(
ci − c˜i (g0)
) (4.15)
for some real number λi . Hence
c˜i (g) = −λiτi(i)
∣∣ci − c˜i (g0)∣∣.
This with (4.11) implies that λi > 0. Let ti = min{1, 1λi }. We claim that c˜i (g0 − tig) ∈ Ji . Indeed, if 0 < λi  1, then
ti = 1 and hence, by (4.15),
c˜i (g0 − tig) = c˜i (g0 − g) = (1 − λi)c˜i(g0)+ λici ∈ Ji;
while, if λi > 1, then ti = 1λi and hence
c˜i (g0 − tig) = c˜i
(
g0 − 1
λi
g
)
= ci ∈ Ji.
Thus the claim is proved. Consequently, assertion (4.12) stands because, for each 0 < t  ti ,
c˜i (g0 − tg) =
(
1 − t
ti
)
c˜i (g0)+ t
ti
[
c˜i (g0 − tig)
] ∈ Ji.
(c) i /∈ Brb(g0). By the definition of Brb(g0), we have that either c˜i (g0) ∈ intJi or i ∈ IE and c˜i (g0) ∈ riJi . In the
first case, (4.12) is clear so that we only need to show (4.12) for the second case. Since i ∈ IE and c˜i (g0) ∈ riJi , there
exists δ > 0 such that
B
(
c˜i (g0), δ
)∩ (c˜i (g0)+ spanR(Ji − c˜i (g0)))⊆ Ji. (4.16)
Without loss of generality, assume that c˜i (g) = 0. Then (4.12) holds for ti = δ/(2|c˜i (g)|). In fact, noting that c˜i (g) ∈
spanR(Ji − c˜i (g0)) as g ∈ YR , one has that, for each t ∈ (0, ti], c˜i (g0 − tg) belongs to the set on the left-hand side of
(4.16); hence (4.12) holds.
Combining (a)–(c), (4.12) is seen to hold. Now let t0 = mini∈I {ti}. Then gt ∈ G for all t ∈ (0, t0] and the claim
stands.
(ii) ⇒ (iii) Since Ω+
xˆ−g0 and each τr(i) (i ∈ Brb(g0)) are compact, U+r and Vr are compact. Hence (ii) implies (iii)
by the Linear Inequalities Theorem (cf. [5]).
(iii) ⇒ (iii′) This results from Lemma 4.1.
(iii′) ⇒ (iv′) This is a direct consequence of (iii′) and the Carathéodory Theorem (cf. [5]).
(iv′) ⇔ (iv) The implication (iv) ⇒ (iv′) follows from Lemma 4.1 and the Carathéodory Theorem. Below we will
show the implication (iv′) ⇒ (iv).
Suppose that (iv′) holds. Thus we may assume that (4.8) holds with appropriate k, l, {αi}, {(a∗i , fˆ i )}, {ij } and
{τj } as stated in (iv′). Assume that {i1, . . . , il} \Brb(g0) = {is+1, . . . , il}. Then {is+1, . . . , il} ⊆ IS ∪ IE . Furthermore,
if s + 1 j  l and ij ∈ IE , we have c˜ij (g0) ∈ riJij and
Re τj z = 0 for each z ∈ spanR
(
Jij − c˜ij (g0)
); (4.17)
if s + 1 j  l and ij ∈ IS , (4.17) holds since spanR(Jij − c˜ij (g0)) = 0. Thus, from (4.8), we obtain
k∑
i=1
αi
〈
a∗i ,
(
Reλvf iv (g)
)〉
A
+ Re
s∑
j=1
c˜ij (g)τj = 0 for each g ∈ YR. (4.18)
This implies that
−α1br
(
a∗, fˆ 1
) ∈ cone({br(a∗, fˆ i): 2 i  k}∪ {Re(c˜i (z1), . . . , c˜i (zm))τj : 1 j  s}). (4.19)1 i j j
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the set{
br
(
a∗i , fˆ i
)
: 2 i  k
}∪ {Re(c˜ij (z1), . . . , c˜ij (zm))τj : 1 j  s}
with positive coefficients. Thus (4.7) holds with appropriate k, l, {αi}, {(a∗i , fˆ i )}, {ij } and {τj } given in (iv).
(iv′) ⇒ (i) Suppose that (iv′) holds. We may assume that (4.8) holds with appropriate k, l, {αi}, {(a∗i , fˆ i )}, {ij } and{τj } as stated in (iv′). Let g ∈ G. Then
Re τj
(
c˜ij (g0)− c˜ij (g)
)
 0 for each j = 1,2, . . . , l.
Without loss of generality, we assume
∑k
i=1 αi = 1. Then
‖xˆ − g‖2F 
k∑
i=1
αi
[
φ(xˆ)+(ωi)− φ(g)(ωi)
]2 + 2‖xˆ − g0‖F l∑
j=1
Re
(
c˜ij (g0)− c˜ij (g)
)
τj
=
k∑
i=1
αi
[
φ(xˆ)+(ωi)− φ(g0)(ωi)
]2 + k∑
i=1
αi
[
φ(g0)(ωi)− φ(g)(ωi)
]2
+ 2‖xˆ − g0‖F
(
k∑
i=1
αi
〈
a∗i ,
(
Reλvf iv (g0 − g)
)〉
A
+ Re
l∑
j=1
c˜ij (g0 − g)τj
)
 ‖xˆ − g0‖2F .
Hence g0 is a best simultaneous approximation to xˆ from G. The proof is complete. 
The second theorem is stated as follows.
Theorem 4.2. Let xˆ ∈FB and g0 ∈ G. Then the conclusion of Theorem 4.1 remains true if Ω+xˆ−g0 , W+r and W+ are
respectively replaced by Exˆ−g0 , Wr and W .
Proof. (i) ⇒ (ii) It follows from Lemma 3.4 and Theorem 4.1.
(ii) ⇒ (iii) Let Exˆ−g0 denote the closure of Exˆ−g0 in Ω . Note that Exˆ−g0 and τr (i) are compact for each
i ∈ Brb(g0). Then, by the Linear Inequalities Theorem, there exist {(a∗i , fˆ i )}ki=1 ⊆ Exˆ−g0 , {ij }sj=1 ⊆ Brb(g0),
{τj }sj=1 ⊆ C with τj ∈ τr(ij ) for each j = 1, . . . , s, and {αi}ki=1, {βj }sj=1 ⊆ (0,+∞) such that
k∑
i=1
αibr
(
a∗i , fˆ i
)+ s∑
j=1
βj cr (ij ) = 0. (4.20)
For each i = 1, . . . , k, set
R
∞
i = span
{(
λv‖xv − g0‖
)
,
(
Reλvf iv (z1)
)
, . . . ,
(
Reλvf iv (zm)
)}
.
Note that ‖a∗i ‖ = 1 and〈
a∗i ,
(
λv‖xv − g0‖
)〉
A
= ‖xˆ − g0‖F . (4.21)
It follows that ‖a∗i |R∞i ‖ = 1. Hence we apply [27, Lemma 1.3, p. 169] and (4.21) to conclude that each a∗i |R∞i can be
expressed as a convex combination of finite many points from extN0. Therefore, without loss of generality, we may
assume that a∗i ∈ extN0 for each i = 1, . . . , k in (4.20). Thus, to verify (iii), it suffices to prove that each br (a∗i , fˆ i )
(1 i  k) in (4.20) can be expressed as a convex combination of finite many points of the set{
br
(
a∗i , fˆ
)
: fˆ = (fv) ∈
∞∏
extNv
}
.v=1
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weak∗ topology. Then Π is a locally convex linear topological space. Furthermore, let
U = {fˆ = (fv) ∈ Π : (λv‖fv‖) ∈ R∞}.
Then U is a linear subspace of Π . Consider the mapping from U to Rm defined by
Ti(fˆ ) = br
(
a∗i , fˆ
)
for each fˆ ∈ U.
It is easy to see that Ti is real linear on U and continuous on
∏∞
v=1 Nv . By a well-known result (cf. [12, §25.1, (9)]),
extTi
( ∞∏
v=1
Nv
)
⊆ Ti
(
ext
∞∏
v=1
Nv
)
⊆ Ti
( ∞∏
v=1
extNv
)
. (4.22)
Note that {fˆ i}ki=1 ⊆
∏∞
v=1 Nv since {(a∗i , fˆ i )}ki=1 ⊆ Exˆ−g0 . It follows that br (a∗i , fˆ i ) ∈ Ti(
∏∞
v=1 Nv). Consequently,
by a well-known result (cf. [23, Corollary 18.5.1]), br (a∗i , fˆ i ) can be expressed as a convex combination of finite
number of points from the set extTi(
∏∞
v=1 Nv), and so from the set Ti(
∏∞
v=1 extNv) thanks to (4.22).
The proofs of the implications (iii) ⇒ (iii′), (iii′) ⇒ (iv′), (iv′) ⇔ (iv) and (iv′) ⇒ (i) are similar to those of the
corresponding ones in Theorem 4.1. Hence the proof of Theorem 4.2 is complete. 
5. Uniqueness of best approximation from RS-sets
This section is mainly concerned with the uniqueness question of best simultaneous approximations from a special
kind of sets, RS-sets, which was respectively introduced by Amir in [2] in the case when F = R and by Li in [16] in
the case when F = C. Throughout this section, we assume that G is defined by (4.1). Recall that the notations IE, IS
and IN are explained in the beginning of the previous section.
Definition 5.1. An n-dimensional subspace Yn of a Banach space X on F is called an interpolating subspace (respec-
tively a strictly interpolating subspace), if for any f1, . . . , fn ∈ ext B(X∗) (respectively ext B(X∗)∗), any n numbers
c1, . . . , cn in F, there exists a unique y ∈ Yn such that fi(y) = ci , i = 1, . . . , n.
Definition 5.2. G is said to be an RS-set (respectively a strict RS-set) on F if each Ji is a subset of the field F of one
of the following types:
(I) the whole of F,
(II) a nontrivial proper closed convex (bounded or unbounded) subset with nonempty interior in F,
(III) a singleton,
and, in addition, every subset of {y1, y2, . . . , yn} consisting of all yi with Ji of type (I) and some yi with Ji of type (II)
spans an interpolating space (respectively a strictly interpolating space).
It is known in [2, Theorem 3.1] (it was stated for the spaces with strictly convex duals but the proof works still
for the smooth spaces) that if X is smooth, then X has no proper interpolating subspace. This implies that X has no
proper RS-set if X is smooth. The following is an example of an RS-set in C[0,1], where C[0,1] denotes the space of
all complex-valued continuous functions on [0,1] with the Chebyshev norm.
Example 5.1. Let X = C[0,1] and let {y1, y2, y3} ⊆ C[0,1] be defined respectively by y1 = 1, y2 = t and y3 = t2
for each t ∈ [0,1]. Let J1 = C, J2 = [0,1] and J3 = {z ∈ C: Re z 0}. Then J1 is of type (I) while J2 and J3 are of
type (II). Clearly, the subset of {y1, y2, y3} consisting of all yi with Ji of type (I) and some yi with Ji of type (II) is
one of the following three: Y1 = span{y1, y2, y3}, Y2 = span{y1, y2} and Y3 = span{y1, y3}. Since Y1, Y2 and Y3 are
Haar subspaces of C[0,1], it is easy to see that they are interpolating subspaces of X (cf. [1, Theorem 3.2] in real
cases). Hence the corresponding G defined by (4.1) is an RS-set.
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d(xˆ,G) denote the distance from xˆ to G, that is,
d(xˆ,G) = inf
g∈G‖xˆ − g‖F .
For the use in the following, we define the complex Banach space C∞ by
C
∞ = {cˆ = (cv): cv ∈ C for each v, (|cv|) ∈ R∞}
with the norm ‖ · ‖B defined by
‖cˆ‖B =
∥∥(|cv|)∥∥A for each cˆ = (cv) ∈ C∞.
Note that ‖ · ‖B is monotonic on C∞. Recall that IS = ∅ as assumed in Section 4.
Lemma 5.1. Let G be a strict RS-set (respectively an RS-set), xˆ ∈F (respectively xˆ ∈FB) and g0 ∈ PG(xˆ). Suppose
that {(a∗i , fˆ i )}ki=1 ⊆ Ω+xˆ−g0 (respectively Exˆ−g0), {ij }lj=1 ⊆ B(g0), {τj }lj=1 ⊆ C with τj ∈ −NJij (c˜ij (g0)) \ {0} for
each j = 1, . . . , l (with 1 + l  k + l  2n+ 1 if F = C and 1 + l  k + l  n+ 1 if F = R), and {αi}ki=1 ⊆ (0,+∞)
satisfy (4.8). Then ⋃ki=1{f i1 , f i2 , . . .} contains at least dimYn − card(IN ∩ B(g0)) linearly independent elements
provided that d(xˆ,G) > d(xˆ,X).
Proof. We only prove the lemma for the case when G is a strict RS-set and F = C as it is similar for other cases. Now,
for each 1 i  k, we extend the functional a∗i ∈ (R∞)∗ to an element a˜∗i of (C∞)∗ as follows:〈
a˜∗i , cˆ
〉= 〈a∗i , (Re cv)〉A + i〈a∗i , (Im cv)〉A for each cˆ = (cv) ∈ C∞, (5.1)
where i = √−1. Then
Re
〈
a˜∗i ,
(
λvf
i
v (g)
)〉= 〈a∗i , (Reλvf iv (g))〉A for each g ∈ X.
Thus (4.8) can be rewritten as
Re
[
k∑
i=1
αi
〈
a˜∗i ,
(
λvf
i
v (g)
)〉+ l∑
j=1
c˜ij (g)τ j
]
= 0 for each g ∈ Yn.
Hence
k∑
i=1
αi
〈
a˜∗i ,
(
λvf
i
v (g)
)〉+ l∑
j=1
c˜ij (g)τ j = 0 for each g ∈ Yn. (5.2)
Let N denote the maximum number of linearly independent elements in
⋃k
i=1{f i1 , f i2 , . . .}. It suffices to show that
N  dimYn−card(IN ∩B(g0)). Suppose on the contrary that N < dimYn−card(IN ∩B(g0)). Let {h1, h2, . . . , hN } ⊆⋃k
i=1{f i1 , f i2 , . . .} be linearly independent. Then there is M > 0 such that
max
1iN
|ξi |M‖h‖ for each h =
N∑
i=1
ξihi . (5.3)
Let i = 1,2, . . . , k. Below we will verify that there exists {β ′1, . . . , β ′N } ⊆ C such that
〈
a˜∗i ,
(
λvf
i
v (x)
)〉= N∑
j=1
β ′j hj (x) for each x ∈ X. (5.4)
Granting this, one has that there exists {β1, . . . , βN } ⊆ C such that
k∑
αi
〈
a˜∗i ,
(
λvf
i
v (x)
)〉= N∑βihi(x) for each x ∈ X. (5.5)
i=1 i=1
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∑N
j=1 tvjhj , where {tvj }Nj=1 ⊆ C. By (5.3), {tvj }∞v=1 is bounded
for each j = 1, . . . ,N since {f iv }∞v=1 is bounded. Then, by Lemma 3.3,
∑∞
v=1 av Reλvtvjhj (x) converges absolutely
for each j = 1, . . . ,N and
〈
a∗i ,
(
Reλvf iv (x)
)〉
A
=
∞∑
v=1
av Reλvf iv (x) =
∞∑
v=1
av Reλv
N∑
j=1
tvj hj (x) =
N∑
j=1
Re
∞∑
v=1
λvavtvjhj (x).
Similarly,
〈
a∗i ,
(
Imλvf iv (x)
)〉
A
=
N∑
j=1
Im
∞∑
v=1
λvavtvjhj (x).
Consequently,
〈
a˜∗i ,
(
λvf
i
v (x)
)〉= N∑
j=1
( ∞∑
v=1
λvavtvj
)
hj (x),
which means that (5.4) holds for β ′j =
∑∞
v=1 λvavtvj for each j = 1, . . . ,N . Furthermore, we assert that at least one
βi in (5.5) is not zero. Indeed, otherwise, we have from (5.5) that
k∑
i=1
αi Re
〈
a˜∗i ,
(
λvf
i
v (x)
)〉= Re N∑
i=1
βihi(x) = 0 for each x ∈ X.
This means
∑k
i=1 αi〈a∗i , (Reλvf iv (x))〉A = 0 by (5.1). Therefore,
max
{〈
a∗,
(
Reλvfv(x)
)〉
A
:
(
a∗, fˆ
) ∈ Ω+
xˆ−g0
}
 0 for each x ∈ X.
This together with Theorem 3.1 implies that g0 ∈ PX(xˆ), which contradicts to d(xˆ,G) > d(xˆ,X). Thus (5.2) becomes
N∑
i=1
βihi(g)+
l∑
j=1
c˜ij (g)τj = 0 for each g ∈ Yn (5.6)
thanks to (5.5). Let
Q = {g ∈ Yn: c˜ij (g) = 0, j = 1, . . . , l}.
Then Q is a strictly interpolating subspace on C of dimension dimYn − l. It follows that there exists g′ ∈ Q with
hi(g
′) = βi for each i = 1, . . . ,N because N < dimYn − l. Thus the equality in (5.6) does not hold for g = g′, which
is a contradiction. The proof is complete. 
Before stating our main results, we first recall the notions of uniform convexity and strict convexity of Banach
spaces.
Definition 5.3. Let X be a Banach space. X is said to be uniformly convex if, for each 	 > 0, there exists δ > 0 such
that ‖x − y‖ < 	 for any x, y ∈ X with ‖x‖ 1, ‖y‖ 1 and ‖(x + y)/2‖ > 1 − δ.
Definition 5.4. Let X be a Banach space. X is said to be strictly convex if ‖(x + y)/2‖ < 1 for any x, y ∈ X with
‖x‖ 1 and ‖y‖ 1.
The following lemma is a direct consequence of Theorem 3 in [7] and so its proof is omitted.
Lemma 5.2. If R∞ is a uniformly (respectively strictly) convex space, then so is C∞.
Recall that a convex subset J of F is strictly convex if, for any two distinct elements z1, z2 ∈ J , 12 (z1 + z2) ∈ intJ .
Now we can state and prove the first theorem of this section.
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convex. Let xˆ = (xv) ∈ F such that d(xˆ,G) > d(xˆ,X). Then the best simultaneous approximation to xˆ from G is
unique.
Proof. As before, we only prove the result for the case when F = C. Since G is a closed convex subset of finite
dimension of X, the existence of best simultaneous approximations to xˆ from G is clear. It remains to prove the
uniqueness. For this end, let g1, g2 ∈ PG(xˆ). Then g0 := (g1 + g2)/2 ∈ PG(xˆ). Let ω = (a∗, f1, f2, . . .) ∈ Ω+xˆ−g0 .
Below we will show that
fv(g1 − g2) = 0 for each v = 1,2, . . . . (5.7)
For this end, let v, i = 1,2, . . . fixed and define
Oiv =
{(
b∗, f ′1, f ′2, . . .
) ∈ Ω: ∣∣(f ′v − fv)(g1 − g2)∣∣< 1i
}
. (5.8)
Then Oiv ∈ Nω, the collection of all open neighborhoods of ω in Ω . Note that, by the definition of Ω+xˆ−g0 and Propo-
sition 2.1,
d(xˆ,G) = ‖xˆ − g0‖F = φ(xˆ)+(ω)− φ(g0)(ω) = φ(xˆ − g0)+(ω). (5.9)
This with (2.2) implies that
sup
ω′∈Oiv
φ(xˆ − g0)(ω′) φ(xˆ − g0)+(ω) = d(xˆ,G). (5.10)
In addition, by (5.9) and (2.2),
d(xˆ,G) φ(xˆ − g0)(ω′) for each ω′ ∈ Ω.
This with (5.10) implies that there is ωi ∈ Oiv such that
d(xˆ,G) φ(xˆ − g0)(ωi) > d(xˆ,G)− 1
i
. (5.11)
Consequently, we get that φ(xˆ − g0)(ωi) → d(xˆ,G) as i → ∞ thanks to (5.11). Assume that ωi = (a∗i , fˆ i ). Then,
passing into subsequences, if necessary,
d(xˆ,G) = lim
i→∞φ(xˆ − g0)(ωi)
= lim
i→∞
〈
a∗i ,
(
Reλvf iv (xv − g0)
)〉
A
 lim
i→∞
∥∥(∣∣λvf iv (xv − g0)∣∣)∥∥A
= lim
i→∞
∥∥(λvf iv (xv − g0))∥∥B
 lim
i→∞
[
1
2
∥∥(λvf iv (xv − g1))∥∥B + 12
∥∥(λvf iv (xv − g2))∥∥B
]
= 1
2
lim
i→∞
∥∥(λvf iv (xv − g1))∥∥B + 12 limi→∞
∥∥(λvf iv (xv − g2))∥∥B
 1
2
‖xˆ − g1‖F + 12‖xˆ − g2‖F = d(xˆ,G).
Therefore
lim
i→∞
∥∥(λvf iv (xv − g1))∥∥B = limi→∞
∥∥(λvf iv (xv − g2))∥∥B = d(xˆ,G),
lim
i→∞
∥∥(λvf iv (xv − g1))+ (λvf iv (xv − g2))∥∥B = 2d(xˆ,G).
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lim
i→∞
∥∥(λvf iv (g1 − g2))∥∥B = 0 (5.12)
because C∞ is uniformly convex due to Lemma 5.2. As the norm ‖ · ‖B on C∞ is monotonic, one has that
λv|f iv (g1 − g2)|‖ev‖B  ‖(λvf iv (g1 − g2))‖B; hence, by (5.12),
lim
i→∞f
i
v (g1 − g2) = 0. (5.13)
By (5.8), we have, for each natural number i,∣∣fv(g1 − g2)∣∣ ∣∣(fv − f iv )(g1 − g2)∣∣+ ∣∣f iv (g1 − g2)∣∣ 1i +
∣∣f iv (g1 − g2)∣∣.
Letting i → +∞ gives that fv(g1 − g2) = 0 thanks to (5.13) and hence (5.7) is proved.
Now let
Fˆ = {fˆ : there is a∗ ∈ ext B((R∞)∗)∗ such that (a∗, fˆ ) ∈ Ω+
xˆ−g0
}
.
Then, (5.7) implies that
f (g1 − g2) = 0 for each f ∈
⋃
fˆ∈Fˆ
{f1, f2, . . .}. (5.14)
Note that IN ∩B(g0)⊆ IN ∩B(g1)∩B(g2) and that Ji is strictly convex for each i ∈ IN . It follows that c˜i (g1) = c˜i (g2)
for any i ∈ IN ∩B(g0); hence g1 − g2 ∈ Y ′n, where
Y ′n :=
{
g ∈ Yn: c˜i (g) = 0 for each i ∈ IN ∩B(g0)
}
.
Note that Y ′n is a strictly interpolating subspace of dimension dimYn − card(IN ∩ B(g0)). Note also that⋃
fˆ∈Fˆ {f1, f2, . . .} has at least dimYn − card IN ∩ B(g0) linearly independent elements by Lemma 5.1. It follows
from (5.14) that g1 = g2. The proof is complete. 
The second theorem of this section is as follows.
Theorem 5.2. Let G be an RS-set in X with each Ji (i ∈ IN) being strictly convex. Suppose that R∞ is strictly convex.
Let xˆ = (xv) ∈FB such that d(xˆ,G) > d(xˆ,X). Then the best simultaneous approximation to xˆ from G is unique.
Proof. We also prove the result for the case when F = C. As in the proof of Theorem 5.1, let g1, g2 ∈ PG(xˆ). Then
g0 := (g1 + g2)/2 ∈ PG(xˆ). For any (f1, f2, . . .) ∈∏∞v=1 extNv ,
d(xˆ,G) = ‖xˆ − g0‖F
= ∥∥(λvfv(xv − g0))∥∥B
=
∥∥∥∥12
(
λvfv(xv − g1)
)+ 1
2
(
λvfv(xv − g2)
)∥∥∥∥
B
 1
2
∥∥(λvfv(xv − g1))∥∥B + 12
∥∥(λvfv(xv − g2))∥∥B
 1
2
‖xˆ − g1‖F + 12‖xˆ − g2‖F = d(xˆ,G).
This implies that∥∥(λvfv(xv − g1))+ (λvfv(xv − g2))∥∥B = ∥∥(λvfv(xv − g1))∥∥B + ∥∥(λvfv(xv − g2))∥∥B
and ∥∥(λvf (xv − g1))∥∥B = ∥∥(λvf (xv − g2))∥∥B.
Since C∞ is strictly convex by Lemma 5.2, (λvfv(xv − g1)) = (λvfv(xv − g2)) for each v = 1,2, . . . and so
fv(g1 − g2)= 0 for each v = 1,2, . . . .
The remainder of the proof is the same as that of the proof of Theorem 5.1. 
1118 X. Luo et al. / J. Math. Anal. Appl. 337 (2008) 1100–1118References
[1] D.A. Adult, F.R. Deutsch, P.D. Morris, Interpolating subspace in approximation theory, J. Approx. Theory 3 (1970) 164–182.
[2] D. Amir, Uniqueness of best simultaneous approximation and strictly interpolating subspaces, J. Approx. Theory 40 (1984) 196–201.
[3] B. Brosowski, F. Deutsch, On some geometric properties of suns, J. Approx. Theory 10 (1974) 245–267.
[4] D. Braess, Nonlinear Approximation Theory, Springer-Verlag, 1986.
[5] E.W. Cheney, Introduction to Approximation Theory, McGraw–Hill, 1966.
[6] F. Clarke, Optimization and Nonsmooth Analysis, John Wiley & Sons, New York, 1983.
[7] M.M. Day, Uniform convexity III, Bull. Amer. Math. Soc. 49 (1943) 745–750.
[8] C.B. Dunham, Simultaneous Chebyshev approximation of functions on an interval, Proc. Amer. Math. Soc. 18 (1967) 472–477.
[9] N.V. Efimov, S.B. Stechkin, Some properties of Chebyshev sets, Dokl. Akad. Nauk SSSR 118 (1958) (1967) 17–19.
[10] J.H. Freilich, H.W. Mclaughlin, Approximation of bounded sets, J. Approx. Theory 34 (1982) 146–158.
[11] R.B. Holmes, Geometrical Functional and Applications, Springer-Verlag, 1975.
[12] G. Köth, Topological Vector Spaces I, Springer-Verlag, 1983.
[13] C. Li, Simultaneous Chebyshev approximation, J. Math. (PRC) 5 (1985) 231–240 (in Chinese).
[14] C. Li, Nonlinear simultaneous Chebyshev approximation, J. Math. (PRC) 7 (1987) 335–347 (in Chinese).
[15] C. Li, Best simultaneous approximation by RS-sets, Numer. Math. J. Chinese Univ. 15 (1993) 62–71 (in Chinese).
[16] C. Li, On best approximations from RS-sets in complex Banach spaces, Acta Math. Sin. (Engl. Ser.) 21 (2005) 31–38.
[17] C. Li, K.F. Ng, On best restricted range approximation in continuous complex-valued function spaces, J. Approx. Theory 136 (2005) 159–181.
[18] C. Li, G.A. Watson, On a class of best simultaneous approximation, Comput. Math. Appl. 31 (10) (1996) 45–53.
[19] C. Li, G.A. Watson, On best simultaneous approximation, J. Approx. Theory 91 (1997) 332–348.
[20] C. Li, G.A. Watson, Best simultaneous approximation of an infinite set of functions, Comput. Math. Appl. 37 (1999) 1–9.
[21] C. Li, G.A. Watson, On nonlinear simultaneous Chebyshev approximation problems, J. Math. Anal. Appl. 288 (2003) 167–181.
[22] X.F. Luo, J.S. He, C. Li, On best simultaneous approximation from suns to an infinite sequence in Banach space, Acta Math. Sinica 45 (2002)
287–294 (in Chinese).
[23] R.T. Rockafellar, Convex Analysis, Princeton Univ. Press, Princeton, NJ, 1970.
[24] Y.G. Shi, Weighted simultaneous Chebyshev approximation, J. Approx. Theory 32 (1980) 305–315.
[25] Y.G. Shi, Simultaneous best rational approximation, Chinese Ann. Math. 1 (1980) 477–484 (in Chinese).
[26] J. Shi, R. Huotari, Simultaeous approximation from convex sets, Comput. Math. Appl. 30 (3–6) (1995) 197–206.
[27] I. Singer, Best Approximation in Normed Linear Spaces by Elements of Linear Subspace, Springer-Verlag, 1970.
[28] S. Tanimoto, A characterization of best simultaneous approximations, J. Approx. Theory 59 (1989) 359–361.
[29] G.A. Watson, A characterization of best simultaneous approximations, J. Approx. Theory 75 (1993) 175–182.
[30] S.Y. Xu, C. Li, Characterization of best simultaneous approximation, Acta Math. Sinica 30 (1987) 528–535 (in Chinese).
[31] S.Y. Xu, C. Li, Characterization of best simultaneous approximation, Approx. Theory Appl. 3 (1987) 190–198.
[32] S.Y. Xu, C. Li, W.S. Yang, Nonlinear Approximation Theory in Banach Space, Science Press, Beijing, 1997 (in Chinese).
