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ABSTRACT
The performance of many machine learning models depends on
their hyper-parameter settings. Bayesian Optimization has become
a successful tool for hyper-parameter optimization of machine learn-
ing algorithms, which aims to identify optimal hyper-parameters
during an iterative sequential process. However, most of the Bayesian
Optimization algorithms are designed to select models for effec-
tiveness only and ignore the important issue of model training ef-
ficiency. Given that both model effectiveness and training time are
important for real-world applications, models selected for effec-
tiveness may not meet the strict training time requirements nec-
essary to deploy in a production environment. In this work, we
present a unified Bayesian Optimization framework for jointly op-
timizing models for both prediction effectiveness and training ef-
ficiency. We propose an objective that captures the tradeoff be-
tween these two metrics and demonstrate how we can jointly opti-
mize them in a principled Bayesian Optimization framework. Ex-
periments on model selection for recommendation tasks indicate
models selected this way significantly improves model training effi-
ciency while maintaining strong effectiveness as compared to state-
of-the-art Bayesian Optimization algorithms.
1. INTRODUCTION
The performance of many machine learning algorithms depends
on their hyper-parameters. For example, the prediction accuracy of
support vector machines depends on the kernel and regularization
hyper-parameters γ and C, and deep neural networks are sensitive
to a wide range of hyper-parameters, including the number of units
per layer, learning rates, weight decay, and dropout rates etc. [33].
It is well-known that hyper-parameter settings often make the dif-
ference between mediocre and state-of-the-art performance [21].
As a result, hyper-parameter optimization has been receiving an in-
creasingly amount of attention in the NLP and machine learning
communities [25, 23, 17, 20, 8, 22, 30, 29]. However, identify-
ing the best model configuration is often a cumbersome process
because it can involve several trials and errors before an optimal
hyper-parameter setting can be found. Bayesian Optimization [2, 3,
14, 15, 19, 13] has emerged as an efficient framework for carrying
out the model selection process, achieving impressive successes.
For example, in several studies, it found better instantiations of
convolutional network hyper-parameters than domain experts [1].
The common theme is to perform a set of iterative hyper-parameter
optimizations. In each round, these methods fit a hyper-parameter
response surface using a probabilistic regression function such as
Gaussian Process [15] or tree-based models [19], where the re-
sponse surface maps each hyper-parameter setting to an approxi-
mated accuracy. The learned regression model is then used as a
surrogate of the response surface to explore the search space and
identify promising hyper-parameter candidates to evaluate next in
order to enhance validation accuracy.
While these methods have enjoyed great success compared to
conventional random search [11, 10] and grid search algorithms
for model selection, the focus of these work have largely been on
optimizing for effectiveness, while ignoring the resulting model’s
training efficiency. Given that both prediction accuracy and model
training time are important for real-world applications, models se-
lected for effectiveness may not meet the strict real-world efficiency
requirements necessary to deploy in a production environment. In
addition, most of the previous methods exclusively focus on opti-
mizing the hyper-parameters of a given model class, while ignoring
other important extrinsic hyper-parameters such as training set size
which can influence both speed and accuracy. For example, model
training time typically grows proportionally with respect to training
set size, and the prediction accuracy can also be influenced by the
amount of training data used for learning. If the tolerance for ineffi-
cient model training is low, then the amount of training data should
be reduced or adjusted with the rest of intrinsic hyper-parameters
to meet the stringent efficiency requirements.
Given that both model effectiveness and training time are impor-
tant for real-world applications, in this work, we propose a unified
Bayesian Optimization framework for jointly selecting models for
prediction effectiveness and training efficiency. First, we propose
an objective that captures the tradeoff between these two metrics,
then we demonstrate how we can jointly optimize them in a prin-
cipled Bayesian Optimization framework. In addition, we account
for extrinsic hyper-parameters such as training set size in the hyper-
parameter optimization space. We will demonstrate this joint op-
timization of both measures in an enriched hyper-parameter space
leads to selecting more efficient and accurate models. It is impor-
tant to point out our work is fundamentally different from previ-
ous Bayesian Optimization that considers the speed of the hyper-
parameter search/model selection process [1, 2, 15, 31] – our fo-
cus is on model training efficiency, in addition to accuracy (as part
of the joint optimization), while their focus is on hyper-parameter
search efficiency. Our work can be viewed as taking an efficiency-
centric view at selecting effective models. Experiments on model
selection for recommendation and question answering tasks indi-
cate models selected this way significantly improves model train-
ing efficiency while maintaining strong effectiveness as compared
to state-of-the-art Bayesian Optimization algorithms.
The remainder of the paper is organized as follows: We start with
a discussion of related work. Next, in Section 3 we propose met-
rics for quantifying the tradeoff between prediction accuracy and
training efficiency, then discuss methods for model selection based
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on the tradeoff metric. Section 4 presents experimental results un-
der different tradeoff scenarios for recommendation and question
answering tasks, before concluding in Section 5.
2. RELATED WORK
Model selection is an important problem in machine learning ap-
plications. However, it is typically a time consuming process if
the hyper-parameter space and training set size are large. Tradi-
tional grid-search can not easily scale to a large number of hyper-
parameters efficiently. In this setting, several Bayesian Optimiza-
tion algorithms have been proposed to speed up model selection [2,
3, 14, 12, 19, 13]. They typically work by iteratively fitting a sur-
rogate regression function to estimate the performance of different
settings of hyper-parameter values, and based on the estimation,
certain hyper-parameter candidate values are evaluated, which in
turns improves the regression function, and helps with better identi-
fication of top hyper-parameter values in the next round. However,
their focus is on finding good hyper-parameters and models for pre-
diction accuracy, rather than jointly considering both accuracy and
training efficiency.
Several work has focused on the efficiency of the model selec-
tion process [1, 2, 18, 16, 31]. Their main goal is to improve the
speed of hyper-parameter tuning. As mentioned earlier, their work
is different from the focus of this work – our focus is on select-
ing models for both model training efficiency and accuracy. In a
production setting, model training time is an important metric for
evaluating the practical usefulness of a given model. Thus, we aim
to provide a principled way for selecting models that achieve an
optimal balance between prediction accuracy and training time.
Furthermore, additional approaches have been proposed for speed-
ing up Bayesian Optimization process for model selection by using
search time as an additional constraint [4, 5, 6, 15]. Similar to
above, these work either focuses on the speed of model selection,
or cannot control the tradeoff between accuracy and training time
in a tunable way.
We note our approach is orthogonal and complementary to par-
allel Bayesian Optimization [15] and multi-task learning [28, 16],
because the improved model training efficiency, as achieved by our
algorithm, is a basic building block of the other algorithms, thus
can directly help the efficiency of multiple parallel runs [15], as
well as runs across different datasets [28, 16].
3. METHOD
Most of the previous Bayesian Optimization algorithms focus
on selecting models for their accuracy. However, from a practical
point of view, we are also concerned with model training time. For
example, there is an inherent tradeoff between model training ef-
ficiency and prediction accuracy. While complex deep neural net-
works preform very well on a variety of natural language tasks,
they typically take longer time to train than networks with simpler
structures and fewer number of hyper-parameters. We would like
to carefully trade off these two competing measures and obtain a
model that can simultaneously be effective and efficient (training
time).
In addition, building highly efficient models given the many real-
world constraints is desirable from several points of view. First,
real-world machine learning systems are diverse and have different
tolerances to training latency. Some need results as soon as possi-
ble, even if the results may be of slightly lower quality, while for
others, waiting a bit longer may be acceptable if it means a better
model. Furthermore, how a system behaves under load depends
on the exact architecture, but accuracy-efficiency tradeoff can help
the system adapt. For example, when the number of training jobs
is high, we might tighten the tradeoff parameter to focus more on
efficiency in order to produce results quickly – this is more prefer-
able than forcing users to wait longer for results. Before discussing
the optimization algorithm, we first describe the tradeoff objective
used by our Bayesian Optimization algorithm.
3.1 Measuring Training Efficiency
Our goal is to automatically select models that better adapt to
time requirements by optimally trading off between prediction ac-
curacy and training efficiency. Therefore, we need to capture model
training efficiency in the optimization objective in addition to ac-
curacy.
There are many ways to measure the training efficiency σ(λ) of a
given model. The most straightforward way is the wall-clock time.
It needs to be normalized into the range of [0, 1] in order to be used
as an optimization metric. This framework takes the normalized
efficiency as an input to the optimization framework. In addition
to wall-clock time, it is also possible to create analytical models of
training time. However, depending on complexity of the machine
learning model, current analytical formula may or may not be able
to cover all types of models sufficiently well. It remains our future
work to explore a general analytical technique for this direction.
3.2 Measuring Prediction Accuracy
There has been a great deal of research into evaluating the ef-
fectiveness of systems. Therefore, we simply make use of existing
effectiveness measures here. We define the effectiveness of a model
configurationλ asL(λ). As with the efficiency metrics, we are pri-
marily interested in effectiveness measures with range [0, 1]. Most
of the commonly-used effectiveness metrics satisfy this property,
including accuracy, precision, and recall. In this paper we will ex-
clusively focus on accuracy as the effectiveness metric of interest,
although any of the above metrics can be substituted in the opti-
mization framework without loss of generality.
3.3 Accuracy-Efficiency Tradeoff Metric
Our goal is to automatically select models that can be both effec-
tive and efficient. Our objective function, which we call Accuracy-
Efficiency tradeoff T , is defined as a weighted linear combination
of accuracy and training efficiency:
Tα(λ) = L(λ)− α · σ(λ)
where α ≥ 0 is a parameter that controls the relative importance
between effectiveness and efficiency. We chose this formulation so
that the case α = 0 corresponds to the standard accuracy objective
used in model selection.
Note that T is not a single measure, but a family of measures,
parameterized by the tradeoff parameter α. By varying α we can
capture a full spectrum of accuracy/efficiency tradeoffs: from α =
0 (standard default setting) to larger values of α that lead to more
efficient models, or small values of α that lead to effectiveness-
centric models.
3.4 Bayesian Optimization Algorithm
In this work, we design a Bayesian Optimization strategy that
jointly selects models for both accuracy and model training effi-
ciency, by optimizing the tradeoff metric. Furthermore, our method
leverages the training set size as another hyper-parameter optimized
by the procedure, in addition to a given model’s standard hyper-
parameters. We evaluate our tasks on recommendation and related
problems. This work is different from previous methods both in
terms of what we optimize and our focus on achieving a tunable
balance between the two competing measures, although it can also
have a positive impact on the optimization procedure’s speed as a
side effect.
3.4.1 Enriching Hyper-parameter Space for Efficiency
Traditional Bayesian hyper-parameter optimizations exclusively
focus on optimizing the hyper-parameters of a given model class,
while ignoring other important extrinsic hyper-parameters such as
training set size which can influence both speed and accuracy. For
example, as dataset size grows, even simple models such as logis-
tic regression can require more training time, leading to increased
overall time cost. Thus, training set size is an important factor that
controls training efficiency and should be accounted for during the
optimization process. In this work, we leverage dataset size as an
additional degree of freedom enriching the representation of the
optimization problem, along with model’s hyper-parameters. Sim-
ilar to other hyper-parameters, training set size can be varied (from
original set size to a fraction of the original size) to better guarantee
the accuracy-efficiency tradeoff. Its impact will be jointly consid-
ered with other hyper-parameters, and the selected training set size
will be used for training a final model for evaluation purpose.
Let λ = {λ1, . . . , λm} denote the enriched hyper-parameters of
a machine learning algorithm, and let {Λ1, . . . ,Λm} denote their
respective domains. When trained with λ on training data, the val-
idation accuracy is denoted as L(λ). The goal of hyper-parameter
optimization is to find a hyper-parameter setting λ∗ such that accu-
racy is maximized. Current state-of-the-art methods have focused
on using model-based Bayesian Optimization [15, 19] to solve this
problem due to its ability to identify good solutions within a small
number of iterations as compared to more conventional methods.
3.4.2 Bayesian Optimization for Hyper-parameter
Learning
Model-based Bayesian Optimization [12] starts with an initial
set of hyper-parameter settings λ1, . . .λk, where each setting de-
notes a set of assignments to all hyper-parameters. These initial set-
tings are then evaluated on the validation data and their accuracies
are recorded. The algorithm then proceeds in rounds to iteratively
fit a probabilistic regression model VL to the recorded accuracies.
A new hyper-parameter configuration is then suggested by the re-
gression model VL with the help of an acquisition function [12].
Then the accuracy of the new setting is evaluated on validation data,
which leads to the next iteration. A common acquisition function
is the expected improvement over accuracy, EI [12], over best vali-
dation accuracy seen so far L∗:
aL(λ, VL) =
∫ ∞
−∞
max(L− L∗, 0)pVL(L|λ)dL (1)
where pVL(L|λ) denotes the probability of accuracy L given
configuration λ, which is encoded by the probabilistic regression
model VL. The acquisition function is used to identify the next
candidate (the one with the highest expected improvement over cur-
rent best L∗). More details of acquisition functions can be found
in [12].
The most common probabilistic regression model VL is the Gaus-
sian Process prior [15], which is a convenient and powerful prior
distribution on functions. For the purpose of our experiments, we
also use Gaussian Process prior as the regression model. However,
we would like to note the fact that the proposed optimization is ag-
nostic of the regression model used, and can easily handle other
instantiations of the regression model.
Algorithm 1: Bayesian Optimization for Learning based on
Tradeoff Metric
Input: Loss function T , number of iterations S, initialization
λ1:k
Output: Selected model λ∗
for i=1 to k do
Li = Evaluate L(λi)
σi = Evaluate σ(λi)
end
for j=k+1 to S do
VL: regression model on
〈
λi, Li
〉j−1
i=1
Vσ: regression model on
〈
λi, σi
〉j−1
i=1
λj = arg maxλ∈Λ aT (λ)
Lj = Evaluate L(λj)
σj = Evaluate σ(λj)
end
return λ∗ = arg maxλ∈{λ1,...,λS} L(λ)− α · σ(λ)
3.4.3 Optimizing the Tradeoff Metric
The acquisition function used in standard Bayesian Optimization
is for accuracy only, and not directly applicable to the tradeoff met-
ric. Just as we do not know the true objective function L(λ) for
accuracy, we also do not know the training duration function σ(λ).
We can nevertheless employ our Gaussian process machinery to
model σ(λ) alongside L(λ).
In this work, we assume that these functions are independent of
each other. Under the independence assumption, the acquisition
function for the tradeoff metric can be written as follows:
aT (λ) = aL(λ, VL)− α · aσ(λ, Vσ) (2)
where aL(·) is the acquisition function for accuracy-based selec-
tion, as defined by Equation 1 above, and aσ(·) is the acquisition
function for efficiency-based selection which is similarly defined
as:
aσ(λ, Vσ) =
∫ ∞
−∞
max(σ − σ∗, 0)pVσ (σ|λ)dσ (3)
Thus, the acquisition function for the tradeoff metric is a weighted
linear combination of the acquisition functions defined on accuracy
and training time, and the weight α is the same parameter used to
control their relative importance, as defined in Section 3.3. In ad-
dition, the regression function for training time is Vσ , and similarly
to accuracy’s regression function VL, it is iteratively fitted and im-
proved during the optimization process.
This acquisition function is then used to explore the enriched
hyper-parameter search space and to identify promising candidate
points to evaluate. More specifically, in each Bayesian iteration, the
hyper-parameter setting predicted to yield most information about
the tradeoff metric, as given by the acquisition function will be
evaluated.
Our model selection algorithm for tradeoff metric is shown in
Algorithm 1. It can be viewed as a generalization of the stan-
dard Bayesian optimization algorithm (i.e., when α=0). It pro-
ceeds in a number of rounds. It starts by running training with
a set of initial hyper-parameter values1 in an initial design and
1We adopt the convention that a Sobol sequence is used to initialize
Enriched space of hyper-
parameters
Deep Learning
LSTM
training set size, dropout, reg-
ularization parameter, hidden
units, batch size, num epochs
SVM training set size, bias, cost pa-
rameter, regularization parame-
ter
Table 1: Enriched hyper-parameter space used in models
(training set size is an additional hyper-parameter for tuning).
Figure 1: Yelp rating prediction: effectiveness vs training time, gen-
erated by varying tradeoff parameter α ∈ {0.1, 0.3, 0.5, 0.7, 0.9}
recording the resulting validation accuracies (Li’s), and training
efficiencies (σi’s) from these settings. Afterwards, it iterates the
following three stages: (1) fit Gaussian probabilistic regression
functions VL for accuracy, and Vσ for training efficiency over the
pairs of collected hyper-parameter settings and the collected accu-
racies/time values; (2) use the probabilistic models VL and Vσ to
compute tradeoff acquisition function aT (λ) (Equation 2), which
is then used to select a promising input λj to evaluate next by
quantifying the desirability of obtaining the function value at λj
through aT (λ). Then we run model training with the selected
hyper-parameter candidate and record the accuracy (Lj) and ef-
ficiency (σj) for regression model in the next round. Note the
hyper-parameter space we search through is the enriched hyper-
parameter space which augments the original space with training
set size, with candidates selected from varying fractions of full size
{20%, 40%, 60%, 80%, 100%}.
As mentioned earlier, this optimization algorithm subsumes the
standard Bayesian optimization algorithm as a special case when
tradeoff parameter = 0 (only accuracy is considered). For the num-
ber of top configurations k used to initialize the first stage, we know
the larger k is, the better results in the next stage since Bayesian Op-
timization relies on good initial knowledge to fit good regression
models [9]. However, larger k value also leads to high computation
cost, since these initial settings will have to be evaluated first. In
practice, the number of iterations T and the value of k depend on
the quantity of the data and the quality of machine learning model
be selected. In our experiments, we empirically choose their values
to be T = 20 and k = 3 which result in a good balance between
accuracy and speed on the given datasets.
4. EXPERIMENT
the first stage [15]. The value k for the first stage is the number of
points in the Sobol sequence.
Figure 2: Insurance: effectiveness vs training time, generated by
varying tradeoff parameter α ∈ {0.1, 0.3, 0.5, 0.7, 0.9}
We empirically evaluate the algorithm on the following tasks:
product review rating prediction, and question answering.
For product rating prediction, we use the Yelp dataset [27] which
is a customer review dataset. Each review contains a star/rating (1-
5) for a business, and the task is to predict the rating based on the
textual information in the review. The training data contains feature
vectors, and unique unigrams are used as features (after standard
stop-word removal and stemming [24]). For question answering,
we use a standard benchmark dataset from the insurance domain2.
All datasets contain independent training, validation, and test data,
from which the machine learning models are built, accuracies are
evaluated, and test results are reported, respectively.
We evaluate our algorithm method against two methods: 1) state-
of-the-art Bayesian Optimization for hyper-parameter learning [15]);
and 2) the same Bayesian Optimization but only applied on a small
subset of data for training speed. We extend the standard Bayesian
Optimization method [15] to multi-objective Bayesian Optimiza-
tion studied in this paper. We consider selecting models for two
machine learning algorithms: SVM implementation for Yelp rat-
ing prediction [32], which is a standard technique widely applied
for this task for balancing speed and performance; deep neural net-
works for the insurance domain, which consists of a set of BiLSTM
models for capturing user search terms and answer candidates, re-
spectively, and computing their similarity score [7]. The details of
these algorithms including the enriched hyper-parameter space are
shown in Table 1. As mentioned earlier, for training set size, the
candidates are fractions of the full size at {20%, 40%, 60%, 80%,
100%}.
4.1 Accuracy vs time
Figures 1-2 compare the test accuracy of our proposed technique
against the two baselines as a function of training time (i.e., models
obtained by tradeoff optimization with varying tradeoff parameter
values). The state-of-the-art Bayesian optimization is applied on
full training data, and the fast variant of Bayesian Optimization
is applied with 30% of training data (randomly sampled from full
dataset). The accuracy on test data is reported on the y-axis, and
the time is reported on the x-axis.
We note both baselines are not able to adapt to diverse time
constraints, and they represent standard fixed point evaluation of
Bayesian Optimization algorithm. In contrast, our approach is able
to adapt to different tradeoff criteria (obtained by varying trade-
off parameter α). While in general, when given more time, the
new approach producing models that consistently have higher test
2https://github.com/shuzi/insuranceQA
Insurance (accuracy) Yelp (accuray)
Bayes opt on full data 0.54 0.84
Bayes opt on small subset 0.38 0.78
New algorithm 0.51 0.81
Table 2: Average test accuracy across time constraints.
Insurance (min) Yelp (min)
Bayes opt on full data 12 4.0
Bayes opt on small subset 5.2 1.9
New algorithm 6.7 2.3
Table 3: Average time across time constraints.
accuracy, it is able to reach the upper-baseline result (Bayes opti-
mization on full data) within shorter period of time. For example,
for Insurance, it reaches the upper-baseline at training time 7.6 min
(Figure 2), while the full Bayesian Opt takes 12 min to reach the
same accuracy as shown in Table 3 (note the training efficiency
of upper-baseline is equivalent to tradeoff α = 0). Similarly, for
the Yelp, the new algorithm is able to reach upper-baseline per-
formance with less time than the standard approach that does not
consider training efficiency. The new approach is able to reach the
upper-baseline with less time as a result of more efficiently explor-
ing the hyper-parameter space and enriching the hyper-parameter
space with efficiency-oriented hyper-parameter (training set size),
which helps to provide an extra degree of freedom for exploring the
tradeoff metric.
4.2 Expected Accuracy Across Tradeoff Pa-
rameter
To investigate the average accuracy achieved by different meth-
ods across different time points (generated by varying the tradeoff
parameter), we compare their mean expected accuracy in Table 2,
and similarly their average speed in Table 3. In terms of average
accuracy, Bayesian optimization on full training set represents an
upper-baseline (since its training time is unconstrained). As ex-
pected, it has the highest accuracy, however, it has the slowest
model training time as well. For example, for Insurance dataset,
while the upper-baseline achieves good accuracy, its training time
is significantly slower than the other two methods. Same patterns
are observed for Yelp as well. This raises the question whether
it is worthwhile to have a highly expensive model for a moderate
gain in test accuracy – especially in a time-sensitive or resource-
constrained setting, where time is critical. This balance is exactly
captured by the tradeoff metric. By varying the tradeoff parameter,
we are able to capture a variety of real-world preferences on accu-
racy vs training time costs. The new algorithm has similar average
accuracy as the upper-baseline, while significantly more efficient at
the same time. For example, it provides 94% of the upper-baseline
accuracy under 55% of upper-baseline’s time for Insurance, and
provides 96% the upper-baseline accuracy under 57% of upper-
baseline’s time for Yelp as shown in Table 2 and Table 3.
4.3 Discussions
There are other ways to quantify the interaction between training
efficiency and accuracy. One example is improvement per second,
which is the improvement in accuracy as a function of model train-
ing time. However, different from our proposed tradeoff metric, it
cannot explicitly provide a tunable tradeoff that controls the bal-
ance between the two competing measures. As mentioned before,
both real-world applications and users are diverse and have differ-
ent tolerances for latency. Some may prefer faster results, while
others may be willing to wait longer. Thus, it is desirable to have
a tunable tradeoff metric that can capture a variety of preferences
between the two measures. Our proposed framework directly opti-
mizes the tradeoff for desired results.
5. CONCLUSION
We introduced a unified Bayesian Optimization framework for
jointly optimizing models for both effectiveness and training ef-
ficiency. We propose an objective that captures the tradeoff be-
tween accuracy and training efficiency and demonstrate how we
can jointly optimize these measures in a principled framework. Ex-
periments on several real-world model selection and rating predic-
tion tasks indicate this approach significantly improves model train-
ing efficiency while maintaining strong effectiveness as compared
to state-of-the-art baseline models.
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