Abstract. We clarify the explicit structure of the Hurwitz quaternion order, which is of fundamental importance in Riemann surface theory and systolic geometry. We present some properties of the associated congruence subgroups. Namely, we show that a Hurwitz group defined by a congruence subgroup associated with an odd ideal, is necessarily defined by a principal congruence subgroup. All such Hurwitz groups have the form PSL 2 (L), for a suitable semilocal ring L. A generalisation for congruence towers of arithmetic Riemann surfaces is presented.
Congruence towers and the 4/3 bound
We present a study of arithmetic Fuchsian groups and the associated Riemann surfaces; or more specifically, of congruence towers of such surfaces. We emphasize the case of Hurwitz surfaces, of particular interest from a number of viewpoints. Hurwitz surfaces correspond to a specific order in a certain quaternion algebra, but our result is not limited to this case (see below). The main result of this paper, put briefly, is the implication normal CS =⇒ PCS where CS is congruence subgroup related to an odd ideal, and PCS is principal congruence subgroup.
In the context of lattice theory, our result can be viewed as a refinement of results on subgroup growth, such as the more general ones obtained in A. Lubotzky and M. Larsen [LL04] . More precisely, they obtained a general bound on subgroup growth, using the fact that the number of normal subgroups is polynomially bounded in the number of PCS. We replace "polynomially bound in the number of PCS" by "equal to the number of PCS", in the special case of certain groups of type A n .
To describe our result in more detail, recall that Hurwitz surfaces are an important and famous family of Riemann surfaces. A Hurwitz surface X by definition attains the upper bound of 84(g X − 1) for the order |Aut(X)| of the holomorphic automorphism group of X, where g X is its genus. In [KSV07] , we proved a systolic bound (1.1) sysπ 1 (X) ≥ 4 3 log(g X )
for Hurwitz surfaces in a principal congruence tower (see below). Here the systole sysπ 1 is the least length of a noncontractible loop in X. [Ka07] . Recent publications in systolic geometry include [Be08, Br08a, Br08b, Br07, BW08, DKR08, Ka08, KS08, RS08, Sa08] .
While (1.1) can be thought of as a differential-geometric application of quaternion algebras, such an application of Lie algebras may be found in [BW08] .
We will give a detailed description of a specific quaternion algebra order, which constitutes the arithmetic backbone of Hurwitz surfaces. The existence of a quaternion algebra presentation for Hurwitz surfaces is due to G. Shimura [Sh67, p. 83 ]. An explicit order was briefly described by N. Elkies in [El98] and in [El99] , with a slight discrepancy between the two descriptions, see Remark 2.3 below. To our surprise, we have not been able to locate a more detailed account of this important order in the literature. The first purpose of this note is to provide such an account.
Furthermore, we prove the following result. A Hurwitz group is by definition a (finite) group occurring as the (holomorphic) automorphism group of a Hurwitz surface. Such a group is the quotient ∆ 2,3,7 /Γ of a pair of Fuchsian groups. Here ∆ 2,3,7 is the (2, 3, 7) triangle group, while Γ¡∆ 2,3,7 is a normal subgroup.
Let η = 2 cos 2π 7
and K = Q[η]. A class of Hurwitz groups arise from ideals in the Hurwitz quaternion order Q Hur ⊂ (η, η) K , see Definition 2.1. We will consider principal congruence subgroups associated with odd ideals, as well as, a priori more generally, the corresponding congruence subgroups. Both terms are defined in greater generality immediately following the theorem below. Theorem 1.1. A Hurwitz group defined by a congruence subgroup associated with an odd ideal, is necessarily defined by a principal congruence subgroup. All such Hurwitz groups have the form PSL 2 (L), where L is a direct product of finite commutative local rings.
In particular, we see that Hurwitz groups associated with odd ideals are of a very special nature, given that many simple groups have been shown to be Hurwitz, e.g. the linear groups PSL 2 (q), some alternating groups A n , as well as some Ree groups [Co87] . Theorem 1.1 is a special case of the following result. Recall that for a division algebra D over a number field k, the discriminant disc(D) is the product of the finite ramification places of D. Let Q be an order of D, and let O K be the ring of algebraic integers in K. By definition Q 1 is the group of elements of norm 1 in Q, and a principal congruence subgroup of Q 1 is a subgroup of the form The Hurwitz order is described in Section 2. The maximality of the order is proved in Section 3. The precise relationship between the order and the (2, 3, 7) group is given in Section 4. We focus on Azumaya algebras in Section 5. In Section 6, we present some explicit examples. Normal congruence subgroups of SL d are discussed in Sections 7 and 8: in the former, we prove that all normal subgroups are congruence subgroups when the degree and the characteristic are co-prime, and in the latter we illustrate a counterexample when this condition is violated. The main theorems are proved in Section 9.
The Hurwitz order Q Hur
Let H 2 denote the hyperbolic plane. Let Aut(H 2 ) = PSL 2 (R) be its group of orientation-preserving isometries. Consider the lattice ∆ 2,3,7 ⊂ Aut(H 2 ), defined as the even part of the group of reflections in the sides of the (2, 3, 7) hyperbolic triangle, i.e. geodesic triangle with angles . We follow the concrete realization of ∆ 2,3,7 in terms of the group of elements of norm one in an order of a quaternion algebra, given by N. 
Note the resulting identity
There are three embeddings of K into R, defined by sending η to any of the three real roots of (2.1), namely 2 cos 2π 7
, 2 cos 4π 7
, 2 cos 6π 7
.
We view the first embedding as the 'natural' one K ֒→ R, and denote the others by σ 1 , σ 2 : K→R. Notice that 2 cos(2π/7) is a positive root, while the other two are negative.
The ring of integers of
. A calculation shows that we have Tr K/F (η i ) = 3, −1, 5, −4, 13 for i = 0, 1, 2, 3, 4. Hence we find that the discriminant is Note that f (t) = t 3 + t 2 − 2t − 1 remains irreducible modulo 2, so that
the field with 8 elements.
Definition 2.1. We let D be the quaternion K-algebra
As mentioned above, the root η > 0 defines the natural imbedding of K into R, and so D ⊗ R = M 2 (R), and thus the imbedding is unramified. On the other hand, we have σ 1 (η), σ 2 (η) < 0, so the algebras D ⊗ σ 1 R and D ⊗ σ 2 R are isomorphic to the standard Hamilton quaternion algebra over R.
Moreover, D is unramified over all the finite places of K [KSV07, Prop. 7.1].
Remark 2.2. By the Albert-Brauer-Hasse-Noether theorem [Re75, Theorem 32 .11], D is the only quaternion algebra over K with this ramification data.
Let O ⊆ D be the order defined by
. Clearly, the defining relations of D serve as defining relations for O as well:
Fix the element τ = 1 + η + η 2 , and define an element j ′ ∈ D by setting
Notice that j ′ is an algebraic integer of D, since the reduced trace is 1, while the reduced norm is
so that both are in O K . In particular, we have
We define an order Q Elk ⊂ D by setting
Finally, we define a new order Q Hur ⊂ D by setting We correct this minor error in [El99] , as follows.
Lemma 2.4. The order Q Hur strictly contains
Proof. The identities (2.6) and (2.9)
which is clearly contained in Q Elk , is closed under multiplication, and thus equal to Q Elk . Moreover, the set {1, i, j ′ , ij ′ } is a basis of D over K, and a computation shows that j = −9 + 2η + 3η
with non-integral coefficients. Therefore j ∈ Q Elk .
Maximality of the order Q Hur
Proposition 3.1. The order Q Hur is a maximal order of D.
Proof. By Lemma 2.4 it is enough to show that every order containing Q Elk is contained in Q Hur . Let M ⊇ Q Elk be an order, namely a ring which is finite as a O K -module, and let x ∈ M. Since {1, i, j, ij} is a K-basis for the algebra D, we can write
for suitable a, b, c, d ∈ K. Recall that every element of an order satisfies a monic polynomial over O K , so in particular it has integral trace. Since we have x, ix, jx, ijx ∈ M, while the element η = (η
In a similar manner, the fact that xj ′ and xij ′ have integral trace implies that a ≡ bη 2 + (η + 1)c (mod 2O K ) and
It then follows that
so that x ∈ Q Hur .
Remark 3.2. Since KQ Hur = D, the center of Q Hur is
While O admits the presentation (2.5), typical of symbol algebras, it should be remarked that Q Hur cannot have such a presentation. Proof. One can compute that Q Hur /2Q Hur is a 2 × 2 matrix algebra [KSV07, Lemma 4.3], and in particular non-commutative; however anticommuting generators will commute modulo 2.
The prime 2 poses the only obstruction to the existence of an anticommuting pair of generators. Indeed, adjoining the fraction 1 2 , we clearly have
and this is an Azumaya algebra over
], see Definition 5.2. A presentation of Q Hur is given in Lemma 4.2.
The (2, 3, 7) group inside Q Hur
The group of elements of norm 1 in the order Q Hur , modulo the center {±1}, is isomorphic to the (2, 3, 7) group [El99, p. 95]. Indeed, Elkies gives the elements
satisfying the relations g 2 2 = g 3 3 = g 7 7 = −1 and g 2 = g 7 g 3 , which therefore project to generators of ∆ 2,3,7 ⊂ PSL 2 (R).
Lemma 4.1. The Hurwitz order is generated, as an order, by the elements g 2 and g 3 , so that we can write
Proof. We have g 2 , g 3 , g 7 ∈ Q Hur by the invertibility of η in O K and the equalities
Conversely, we have the relations
Proof. The module spanned by 1, g 2 , g 3 , g 2 g 3 is closed under multiplication by the relations given in the statement (which are easily verified);
The relations suffice since the ring they define is a free module of rank 4, which clearly project onto Q Hur . 
Azumaya algebras
In [KSV07, Lemma 4.3] we proved the following theorem.
Theorem 5.1. For every ideal I¡O K , we have an isomorphism
This was proved in [KSV07] for an arbitrary maximal order in a division algebra with no finite ramification places, by decomposing I as a product of prime power ideals, applying the isomorphism
Section 5] for Q = Q Hur (Q p being the completion with respect to the p-adic valuation), and using the structure of maximal orders over a local ring [Re75, Section 17].
We briefly discuss a useful generalization of the class of central simple algebras over fields, to algebras over commutative rings.
Definition 5.2 (e.g. [Sa99, Chapter 2]). Let R be a commutative ring. An R-algebra which is a faithful finitely generated projective R-module is an Azumaya algebra over R, if the natural map A⊗ R A op →End R (A) (action by left and right multiplication) is an isomorphism.
Suppose every non-zero prime ideal of R is maximal (which is the case with O K = Z[η]), and let F denote the ring of fractions of R. It is known that if A is an R-algebra, which is a finite module, such that (1) for every maximal ideal M¡R, A/MA is a central simple algebra, of fixed degree, over A/MA; and (2) A⊗ R F is central simple, of the same degree, over F , then A is Azumaya over R [Sa99, Theorem 2.2.a]. By the above theorem, Q Hur satisfies these conditions over
We therefore obtain the following corollary. This fact has various ring-theoretic consequences. In particular, there is a one-to-one correspondence between two-sided ideals of Q Hur and ideals of its center, O K [Sa99, Proposition 2.5.b]. Since O K is a principal ideal domain, if follows that every two-sided ideal of Q Hur is generated by a single central element.
Another property of Azumaya algebras is that every automorphism is inner 
which allows for an explicit isomorphism O/IO→M 2 (L).
Example 6.1. Consider the quotient Q Hur /13Q Hur . Since the minimal polynomial λ 3 + λ 2 − 2λ − 1 factors over F 13 as (λ − 7)(λ − 8)(λ − 10), we obtain the ideal decomposition (6.1) 13O K = 13, η − 7 13, η − 8 13, η − 10 , and the isomorphism O K / 13 →F 13 ×F 13 ×F 13 , defined by η → (7, 8, 10). In fact, one has 13 = η(η + 2)(2η − 1)(3 − 2η)(η + 3), where η(η + 2) is invertible, and the other factors generate the ideals given above, in the respective order; therefore, (6.1) can be rewritten as
is obtained by mapping the generator i via
satisfying the defining relation i 2 = η. In order to extend this embedding to Q Hur /13Q Hur , we need to find in each case a matrix which anti-commutes with i, and whose square is η. Namely, we seek a matrix
such that a 2 − ηb 2 = η (η stands for 7, 8 or 10, respectively). Solving this equation in each case, the map Q Hur /13Q Hur →M 2 (F 13 )×M 2 (F 13 )× M 2 (F 13 ) may then be defined as follows:
The map is obviously onto each of the components, and thus, by the Chinese remainder theorem, onto on the product.
The three prime ideals define a triplet of principal congruence subgroups, as in (1.2). One therefore obtains a triplet of distinct Hurwitz surfaces of genus 14. All three differ both in the value of the systole and in the number of systolic loops [Vo03] .
Example 6.2. Consider the ramified prime, p = 7. The minimal polynomial of η factors modulo 7 as (t − 2) 3 , and so 7O K = p 3 for p = η − 2 , see identity (2.2). The quotient
is in this case a local ring, with Having computed Q Hur /IQ Hur for I an odd ideal, it remains to consider the even prime, 2. Recall that the order Q Elk was defined in (2.7).
Proof. Since τ j = 2j ′ − 1 − ηi, we have that τ Q Hur ⊆ Q Elk ; it then follows that Q Elk +IQ Hur = Q Hur and Q Elk ∩IQ Hur = IQ Elk . As before,
Let us make this isomorphism explicit. Let η ∈ L denote the image of η under the projection O K →L. By the relations obtained in Lemma 2.4, we have the following presentation:
Let b ∈ L be a solution to b = 2+b 2 (such a solution exists by Hensel's lemma, or one can iterate the defining equation). Taking
, one verifies that x ′ and y ′ satisfy the required relations, and so x → x ′ and y → y ′ define an isomorphism. by (2.3) , and so Q Hur /2Q Hur = M 2 (F 8 ), as was already mentioned in Remark 3.3. The associated quotient is Q 1 Hur /Q 1 Hur (I) ∼ = SL 2 (F 8 ). Modulo its center (which acts trivially), one gets PSL 2 (F 8 ), which is the automorphism group of the corresponding Hurwitz surface of genus 7, called the FrickeKlein curve [El98] .
Remark 6.5. The quotient O/2O is a local commutative ring, with residue field F 8 and a radical J whose dimension over F 8 is 3, satisfying dim(J 2 ) = 1 and J 3 = 0.
Proof. Since ji = −ij, the elements i and j commute modulo 2, so the quotient ring is commutative. Also, η 8 ≡ η (mod 2). Taking the defining relations of O modulo 2 we obtain
Normal subgroups of PSL d
In order to prove the main theorem, we need to describe the normal subgroups of SL 2 (T ) for T a discrete valuation ring. This problem was discussed, in some special cases, in [BG02] , and in much greater generality (and less detail) in [LL04] . For now, let d ≥ 2 be arbitrary.
Let π ∈ T be a generator of the maximal ideal of T . Denote the residue field byT = T /πT . Recall the approximation property of SL d (T ):
Proof. We are given an element x ∈ M d (T ) such that det(x) ≡ 1 (mod π m ), and need to find
, and set x k+1 = x k + π k y. Then x = lim k x k is well defined, and satisfies the requirements.
From now on, [ · , · ] denotes the multiplicative commutator. The following is well known.
For i ≥ 0, let
denote the ith congruence subgroup of Γ = SL d (T ). Notice that
for every a ∈ M d (T ) and n ≥ 1, we have that 
2). The claim follows from Lemma 7.1.
From now on, assume d > 1 is prime to p = charT . Finally, since βe ij ∈ M for i = j, p
Proposition 7.5. For every n ≥ 1 we have
Proof. Since Γ n /Γ n+1 is a simple module by the above remark, it is enough to show that the commutator [Γ 1 , Γ n−1 ] is not contained in Γ n+1 ; this follows from Remark 7.2.a, by taking non-commuting x, y ∈ M Proof. The case n = 1 follows from Γ/µ d Γ 1 = PSL d (T ) being a simple group; so assume n > 1. If N ⊆ µ d Γ n−1 then we are done since
Therefore we may assume N ⊆ µ d Γ n−1 , and since µ d ⊆ N by assumption, we must have a strict inclusion 
Counterexamples in the modular case
Before proceeding to the main theorem, we demonstrate how the results of the previous section fail when charT is not co-prime to d. We consider the case d = 2, and take T to be the rind of integers in some 2-adic field, assuming that 2 is unramified, and thatT = T /2T is a field of more than 2 elements.
Example 8.1. Consider the group Γ = SL 2 (T ). For i ≥ 1, let Γ i be the principal congruence subgroups defined by Equation (7.1), and let
Then we have a chain of normal subgroups
where, for i ≥ 2, Γ * i /Γ i is isomorphic to the additive group ofT . The scalar matrices in Γ are µ 2 = {±1} (observe that µ 2 ⊆ Γ 1 ). However, unlike the situation in the non-modular case, Γ/Γ i has more scalar matrices than Γ. Indeed, the scalar matrices of SL 2 (T /8T ) = Γ/Γ 3 are µ 2 Γ * 3 /Γ 3 . The principal congruence subgroups of PSL 2 (T /8T ) = Γ/µ 2 Γ * 3 are, therefore, µ 2 Γ 2 /µ 2 Γ * 3 and Γ 1 /µ 2 Γ * 3 . However, µ 2 Γ 3 ⊂ µ 2 Γ * 2 , and (because of the assumption onT ), µ 2 Γ * 2 ⊂ Γ 1 . It follows that µ 2 Γ * 2 /µ 2 Γ 3 is a normal subgroup of PSL 2 (T /8T ), which is not a principal congruence subgroup.
Specialization to Hurwitz groups is obtained by taking T to be the 2-adic completion of O K for the field K of Section 2. The example above provides a normal subgroup which is not a principal congruence subgroup.
9. Proof of the main theorem 
