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ABSTRACT Relaxation processes in proteins range in time from picoseconds to seconds. Correspondingly, biological
electron transfer (ET) could be controlled by slow protein relaxation. We used the Langevin stochastic approach to describe
this type of ET dynamics. Two different types of kinetic behavior were revealed, namely: oscillating ET (that could occur at
picoseconds) and monotonically relaxing ET. On a longer time scale, the ET dynamics can include two different kinetic
components. The faster one reflects the initial, nonadiabatic ET, whereas the slower one is governed by the medium
relaxation. We derived a simple relation between the relative extents of these components, the change in the free energy (G),
and the energy of the slow reorganization . The rate of ET was found to be determined by slow relaxation at G  . The
application of the developed approach to experimental data on ET in the bacterial photosynthetic reaction centers allowed
a quantitative description of the oscillating features in the primary charge separation and yielded values of  for the slower
low-exothermic ET reactions. In all cases but one, the obtained estimates of  varied in the range of 70–100 meV. Because
the vast majority of the biological ET reactions are only slightly exothermic (G  100 meV), the relaxationally controlled ET
is likely to prevail in proteins.
INTRODUCTION
Electron transfer (ET) reactions are abundant in chemistry
and biology. According to contemporary views, thermal and
quantum fluctuations of medium play a major role in ET
(see Bixon and Jortner, 1999 for a recent review). By
applying the Franck–Condon principle, Marcus has derived
a relation between the activation energy of ET reaction, Ea,
the reaction free energy, G, and the energy of medium
reorganization,  (Marcus, 1956, 1964):
Ea 14 1 G/
2. (1)
Using the close analogy between ET reactions and solid-
state nonradiative processes, Levich and Dogonadze (1959)
developed a quantum approach to ET reactions in polar
medium and calculated the Franck–Condon factor for the
electron exchange between two reactants. According to the
perturbation theory, the electronic coupling of reactants is
determined by square of the tunneling matrix element, V,
and the frequency el  V/ is the intrinsic rate of the
electron exchange due to the quantum tunneling. The elec-
tronic coupling decays, with the increasing distance be-
tween reactants, approximately as exp(R). The factor 
varies in the range of 0.1–0.2 nm1 in different chemical
systems (Marcus and Sutin, 1985) and is close to 0.14 nm1
in proteins (Moser et al., 1992). In the latter case,  can be
modified by the protein secondary and tertiary structure
(Gray and Winkler, 1996).
If the distance between reactants is small enough and el
is higher than the rate of medium relaxation, the ET is
controlled by the solvent dynamics (the adiabatic regime).
In this case, the rate constant of ET depends on the effective
frequency of the solvent fluctuations, eff (Dogonadze and
Urushadze, 1971),
kad 2	1effexpEa/kBT. (2)
In the alternative case, when the rate of solvent relaxation is
faster than el (the nonadiabatic limit), the rate constant of
ET could be calculated by the first-order time-dependent
perturbation theory (Marcus, 1964). In the high-temperature
limit, this approach gives the equation (see, for example,
Marcus and Sutin, 1985),
kna 2	1V24	kT1/2expEa/kBT
 k0  expEa/kBT. (3)
In ordinary solvents, the medium relaxation is complete in
several picoseconds. Correspondingly, all ET reactions that
are slower than several picoseconds are usually treated as
nonadiabatic ones. In highly viscous liquids, the relaxation
modes could, however, determine the rate of fast ET reac-
tions (see e.g., Barbara et al., 1992). The theoretical treat-
ment of the ET dynamics affected by slow medium relax-
ation is based on the separation of fast (vibrational) and
slow (reorientational) motions in the system. Thereby, the
slow frictional motion in harmonic potentials can be de-
scribed by a system of two coupled Smoluchowski equa-
tions with source interconversion terms (Zusman, 1980;
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Alexandrov, 1980; Yakobson and Burshtein, 1980; Ovchin-
nikova, 1981), an example of which is
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Here, PA(Q, t) and PB(Q, t) are the densities of the proba-
bilities to find the system in the initial and the final electron
states, respectively, at a given value of the slow relaxation
coordinate Q; kAB and kBA are the rate constants of the
forward and backward nonadiabatic ET reactions at a given
Q, o and s are the optical and static dielectric permittivi-
ties, respectively, D is the Debye relaxation time, the pa-
rameter  is determined by the correlation function of the
random process, 	Q(t)Q(0)
  2 exp(t/), and UA and
UB are the initial and final potential energies, respectively,
as functions of the relaxation coordinate Q.
A more general diffusional Smoluchowski–Vlasov equa-
tion in the linear approximation has been derived by Calef
and Wolynes (1983). The quantum mechanical treatment of
the frictional ET in the one-mode approximation has been
formulated by Garg et al. (1985). In this work, the Fokker–
Plank extension of the Smoluchowski Eqs. 4 and 5 has been
derived.
Significant efforts have been devoted to the solution of
Eqs. 4 and 5. Using the Laplace transformation, Zusman
(1980) has derived the expressions for the average rate
constants of ET at an arbitrary value of the electron reso-
nance integral V. In the subsequent work, the polar solvents
with two Debye relaxation times have been considered
(Zusman, 1988).
Marcus and coworkers have analyzed the particular case
of strongly exothermic ET reactions, when the back reaction
described by Eq. 5 can be neglected (Sumi and Marcus,
1986; Nadler and Marcus, 1987, 1988). They have found
that the dynamical effects of solvent polarization lead gen-
erally to nonexponential kinetics of the ET. In a detailed
study, Rips and Jortner (1987a, 1987b) have modeled the
dynamical solvent effects on ET reactions by using the
real-time path integral formalism and Liouville equation.
These authors have derived the general expressions for the
influence functionals of the medium in the Gaussian ap-
proximation and for the ET rate. The latter expression gives
a general unified description of the high and low barrier
reactions that covers both the nonadiabatic and the solvent-
controlled adiabatic limits. Rips and Jortner (1988) have
also obtained the numerical solution of Eqs. 4 and 5 for the
low barrier reaction. An approximate solution of Eqs. 4 and
5 has been found by Zhu and Rasaiah (1991); it has been
later generalized to include the non-Debye type of polariza-
tion and quantum effects (Zhu and Rasaiah, 1992, 1994).
The approximate solution could be represented as a numer-
ically solvable integral equation (Rasaiah and Zhu, 1993). A
detailed solution of Eqs. 4 and 5 was obtained by Roy and
Bagchi (1994) using the Green’s function technique in the
Laplace transformed space. The time-dependent probabili-
ties PA(Q, t) and PB(Q, t) can be obtained in the framework
of this approach by numerical integration. A comprehensive
survey of the publications in this field may be found in
several excellent reviews (Bagchi and Gayathri, 1999; Rai-
neri and Friedman, 1999; Bixon and Jortner, 1999).
Contrary to polar liquids, the relaxation processes in
proteins range from picoseconds to seconds (Frauenfelder et
al., 1991; McMahon et al., 1998). Correspondingly, the
relaxational control over ET might be even more wide-
spread in biology than in chemistry. The possibility that a
protein relaxation could determine the rate of biological ET
reactions is well recognized (see e.g., the discussion in
Takahashi et al., 1992; Peloquin et al., 1994; Krishtalik,
1995; Gray and Winkler, 1996; Holzwarth and Muller,
1996; Moser et al., 1997; Kotelnikov et al., 1998; Li et al.,
2000). Still, to our best knowledge, no attempts to apply
Eqs. 4 and 5 to experimental data on biological ET have
been reported. A possible reason might be the mathematical
complexity: even by using the almost analytical approaches
offered in Rasaiah and Zhu (1993) and Roy and Bagchi
(1994), one has to solve a system of two coupled partial
differential equations to describe each kinetic trace. This
task requires enormous numeric calculations. In addition,
the application of Eqs. 4 and 5 to the ET in proteins is
fundamentally constrained by the impossibility to treat pro-
teins, because of their heterogeneity, as Debye dielectrics
(Warshel and Russell, 1984). Proteins are rather character-
ized by a set of vibrational and relaxational modes ordered
by the three-dimensional amino acid matrix. Particularly in
the subpicosecond time scale, proteins reveal a complex
coherent vibrational dynamics that can modulate the fast ET
(Liebl et al., 1999; Vos and Martin, 1999). Such oscillatory
dynamics cannot be described by the Smoluchowski Eqs. 4
and 5. Instead, it requires the application of more complex
multidimensional Fokker–Plank equations. Their solution,
however, seems to be beyond the capacity of the modern ET
theory.
Thus, there is an obvious gap between the well-elaborated
theory of ET in liquids and the practical studies of ET
reactions in proteins. Here we tried to cover this gap by
applying the alternative Langevin stochastic approach to the
relaxationally controlled ET dynamics. Namely, we consid-
ered the same type of ET dynamics as in the pioneering
works (Zusman, 1980; Alexandrov, 1980; Yakobson and
Burshtein, 1980; Ovchinnikova, 1981), but, instead of using
Smoluchowski equations, described it by the Langevin
equations. The latter are complementary to the deterministic
Fokker–Plank equations (see, e.g., Risken, 1996) and there-
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fore allow straightforward description of the coherent vi-
brational effects in the ET dynamics. Although the general
applicability of the Langevin approach to the description of
ET reactions has been previously noted (Hynes, 1986), we
failed to find any examples where this approach has been
used to describe particular experimental data. The advan-
tages of the Langevin approach are the usage of simple
ordinary differential equations (instead of partial differential
equations for the distribution functions of coordinates and
velocities) and the absence of limitation on the number of
relaxational modes. The disadvantage is the stochastic char-
acter of the dynamics, so that a large number of realizations
should be performed in the case of numerical simulations.
The modern PC, however, helps to cope with this difficulty.
We applied the developed approach to the experimental
data on ET in the bacterial photosynthetic reaction centers.
The Langevin approach allowed the quantitative description
of the oscillating features in the primary charge separation
and the estimation of the slow reorganization energy, , of
the low-exothermic ET reactions.
RESULTS AND DISCUSSION
Langevin formulation of ET dynamics in the
effective potential
In the ET theory, the polar environment is usually either
approximated by a thermal bath of harmonic oscillators
(see, e.g., Levich and Dogonadze, 1959; Leggett et al.,
1987) or is treated as a Debye-type dielectric (following the
pioneering work of Zusman, 1980). It is noteworthy that the
former approach neglects effects of solvent relaxation,
whereas the latter one ignores solvent inertia. The Langevin
equation approach allows a more general description of the
solvent dynamics. This approach treats the effects of solvent
inertia explicitly and therefore discriminates the processes
of solvent reorganization and relaxation.
The simplest case of a single classical vibration mode
(with effective mass m and frequency ) being subjected to
frictional and random (Langevin) forces can be written as
q¨ q˙2q q0 2kBT/m1/2Ft, (6)
where the shift of the equilibrium position, q0, reflects the
reorganization of the system due to the change in the charge
state of the reactants. In the underdamped regime, the rate of
mode reorganization is equal to the frequency , whereas the
rate of relaxation is determined by the friction coefficient .
According to the fluctuation–dissipation theorem, the ampli-
tude of the random force F(t) accounting for the Maxwellian
velocity distribution is connected with the viscous friction
coefficient  so that 	F(t)
  0 and 	F(t1)F(t2)
  (t1  t2).
The nonadiabatic approach to ET implies a fast thermal
equilibration of the oscillators both in the reactant and
product states. In other words, the relaxation rate  is
assumed to be infinitely fast as compared to the intrinsic
rate of electron transfer V/ but much slower than the
frequency of the oscillations (    V/). The adia-
batic approach to ET, that treats the solvent as a Debye-type
dielectic, implies that the viscous friction  is much faster
than the self-frequency  but slower than the rate of ET
(    V/). If the relation between , , and V/
differs from these two extreme cases, neither of two these
approaches could be applied to ET, whereas the Langevin
approach remains valid.
In this work, we consider ET reactions that are partially
or completely controlled by relaxation. Schematically, the
mechanism of relaxational control over ET dynamics is
depicted in Fig. 1, A (three-dimensional diagram) and B
(two-dimensional cross-section). The fast motions in the
system are visualized in this figure by the reaction coordi-
nate q, whereas the slow motions proceed along the coor-
dinate Q. The potential energy in the precursor electronic
state A is shown by the left paraboloid in Fig. 1 A and by the
left parabolic curves in Fig. 1 B. The product state B cor-
responds to the right paraboloid in Fig. 1 A and to the right
parabolas in Fig. 1 B. The transition of the precursor state
into the product one occurs at the intersection of two pa-
raboloids. Due to the fast thermal motion along the coordi-
nate q, the system reaches the transient configuration
(qA# , QA) at constant value of coordinate Q (up arrow). The
following fast relaxation of the system along the coordinate
q (down arrow) stabilizes the product state B only partially.
The full stabilization requires also the rearrangement of the
system along the slow coordinate Q (white arrow). It is
noteworthy that, if the energy EB1 of the partially relaxed
configuration (qB, QA) is higher than the energy EA0 of the
initial configuration (qA, QA) (as it is shown in Fig. 1), the
observable (measurable) ET kinetics are completely deter-
mined by the slow relaxation. Another remarkable feature of
the system is that the forward and the back reactions go via
different transition states, so that the back reaction does not
represent an exact reversal of the forward one.
We approximated the vibrational characteristics of reac-
tants and solvent by a large ensemble of linear oscillators
with effective masses mj and self-frequencies j. The equi-
librium position of an oscillator j was assumed to be zero in
the precursor state A and to shift by j in the product state B.
Then the potential energy of the system in states A and B is
UA 
1
2 
j
mjj2qj2 ,
UB 
1
2 
j
mjj2qj j2 G0,
(7)
where G0 is the free energy change of the reaction. It is
impractical to define the microscopic parameters in detail.
Instead we used a single “spectral function” J() that can be
expressed through the complex dielectric permittivity of the
solvent (Garg et al., 1985; Leggett et al., 1987) or calculated
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by methods of molecular dynamics (Warshel et al., 1989).
We examined a special case of ET where J() includes
modes with frequencies j that are lower than the rate of
electron exchange, j  kET  min(kad, kna) (the rate con-
stants of adiabatic, kad, and nonadiabatic, kna, ET transitions
are defined above by Eqs. 2 and 3, respectively).
The total reorganization energy could be separated
thereby into the fast () and slow () components (hereafter
capital letters are used to discriminate the slower modes
from the fast ones):
 
1
2 
jkET
mjj2j2 , 
1
2 
jkET
Mjj2j2 . (8)
For convenience, we set j  1 in the product state. The
slow modes were characterized then by the respective par-
tial reorganization energies j  1⁄2Mjj2. At the long time
scale, the energy gap between precursor and product states
is a function of the coordinates Qj and could be found by
averaging the potential energy over the fast coordinates qj,
GQ U BQ U AQ G0 
j
j1 2Qj, (9)
where the symbol {Q} represents a parametric dependence
on the whole multitude of slow coordinates Qj. By using the
theory of spin-boson Hamiltonian (Leggett et al., 1987), the
general expressions for the transition rate constants kAB and
kBA of the forward and reverse nonadiabatic ET, respec-
tively, could be found (see Appendix A for a detailed
consideration). In the high-temperature limit, the rate con-
stants could be written in the simple form,
kABQ k0expEaQ/kBT, (10)
kBAQ k0expGQ EaQ/kBT,
where the activation energy Ea{Q} is defined by Eq. 1. The
rate of adiabatic ET is defined by Eq. 2, where eff could be
found by integration of the spectral function (see, e.g.,
Kuznetsov, 1989). We denoted the probabilities to find the
system at time t in states A or B as functions PA(t) and
PB(t), respectively. At the short time scale, the time evolu-
tion of PA(t) and PB(t) was then governed by the kinetic
equations,
P˙At  kABQ  PA kBAQ  PB,
P˙Bt  kABQ  PA kBAQ  PB,
(11)
that describe the initial exponential evolution to the steady-
state Boltzmann probabilities PA and PB:
P A  1 expGQ/kBT1,
P B  1 expGQ/kBT1.
(12)
The dynamics of slow reaction coordinates {Q} was formu-
lated in terms of Langevin stochastic differential equations.
Here, the microscopic state of the system was represented
by a point moving along a stochastic trajectory {Q(t)} on
the multidimensional surface of the effective potential
U{Q} that can be found by averaging the total energy of the
system in the configuration space of fast coordinates (see
FIGURE 1 Scheme of a relaxationally controlled ET reaction. (A) Three-
dimensional diagram. In the precursor state, the reactants are thermally
equilibrated in the potential well A (left surface). The electron transition
into the product state B (right surface) occurs at the intersection of two
paraboloids during the thermal motion along the coordinate q at a constant
value of the coordinate Q. (B) Two-dimensional cross-section of the energy
diagram in (A). The parabolic potential energy profiles of the precursor
(left) and product (right) electronic states are shown at two values of the
relaxation coordinate Q: the solid curves are plotted at Q QA, the dashed
curves are plotted at Q  QB, respectively. See text for further details.
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Appendix B for details):
UQkT lnexp
j
2jQj2
2kBT 
 exp
j
2jQj 12 G0
2kBT . (13)
Substituting the first derivatives of U{Q} into the Langevin
equations, we come to the system of stochastic differential
equations for the multitude of variables Qj,
Q¨j jQ˙jj2Qj  P A Qj 1  P B
 jkBTj2/jFjt. (14)
Here, three terms in the left part describe the inertial,
viscous, and effective potential forces, respectively, the
Langevin random forces Fj(t) are defined similarly as in Eq.
6. The usage of the effective potential U{Q} implies that the
kinetics determined by Eq. 11 are much faster than those
described by Eq. 14, so that the probabilities of the precur-
sor and the final states PA and PB obey the Boltzmann
distribution, Eq. 12. This restriction, however, could be
weakened by using functions PA(t) and PB(t) instead of PA
and PB and by solving Eqs. 11 and 14 together. Thereby the
unified description of the relaxationally controlled ET was
achieved.
Similar to the behavior of a harmonic oscillator, the
solution of Eq. 14 reveals underdamped (oscillatory) and
overdamped (monotonically relaxing) regimes of ET dy-
namics. Which of them is realized depends on the ratio
between the damping factor, j (the rate of microscopic
viscous relaxation) and the self-frequency j (the reorgani-
zation velocity).
At j  j, oscillatory features could appear in the
kinetics of ET. How wide is the time window where oscil-
lations in ET could be expected? The frequency of the
fastest collective vibrations (librations) in proteins is the
same as in polar solvents and falls in the range of 300–3000
cm1 ( of 10–100 fs). For example, the OH-stretch vibra-
tion in water has the frequency of 3300 cm1 (10 fs). The
relaxation of this mode, as determined by polarization-
resolved vibrational pump-probe spectroscopy (Woutersen
and Bakker, 1999), proceeds, however, much slower, at 40
cm1 (740 fs). In proteins, the difference between the
relaxation and reorganization rates is even more pro-
nounced. For instance, the stretch vibration of carbon mon-
oxide bound to different forms of myoglobin has the fre-
quency of 2100 cm1 (  16 fs), whereas the relaxation of
this mode, as measured by ultrafast time-resolved IR spec-
troscopy (Sagnella et al., 1999) and also calculated by
molecular dynamics simulations (Sagnella and Straub,
1999), proceeds at 0.06–1.5 cm1 (20–500 ps). It is note-
worthy that librations proper give only a small contribution
(10%) to the total reorganization as judged from the
dielectric response function (Hasted, 1973) and from the
long-track molecular dynamics calculations (Gonzalez et
al., 2000). The main contribution originates from the reori-
entational dynamics of dipoles (Debye-type polarization).
In polar solvents the latter has a broad peak at 0.2–3 cm1
(10–150 ps) (Hasted, 1973). Molecular dynamics simula-
tions show that, in proteins, the reorientational dynamics is
essentially slower, falling in the frequency range of 0.005–
0.02 cm1 (150–5000 ps) (Loffler et al., 1997). Because
this type of polarization is purely relaxational and damps
any types of oscillations, coherent effects with   100 ps
are unlikely in proteins.
For further understanding, it is important to note that the
same stochastic thermal collisions that are responsible for
energy dissipation provide the energy input that is required
to overcome the activation barrier of a ET reaction. If the
dissipative processes are slower than the rate of electron
exchange, V/, the total energy of the system would not
change, although the potential energy would vary with a
frequency of some tens of femtoseconds. Then a minor
fraction of reactants, with energy sufficient for ET, would
randomly oscillate between precursor and product states,
whereas in the rest of the ensemble ET would not proceed.
Thus, ET cannot be faster than the fastest relaxation modes
in the system. As a consequence: 1) ET in proteins can
hardly proceed in the subpicosecond time scale; and 2) the
nonadiabatic approximation that implies infinitely fast
equilibration in the system can hardly be applied to biolog-
ical ET reactions that are faster than 10 ps.
In the case of high friction, j  j, Eq. 14 predict a
monotonic behavior. For picosecond ET reactions, a num-
ber of kinetic components corresponding to different relax-
ation modes is expected (adiabatic regime). On a longer
time scale, where the nonadiabatic approximation makes
sense, the ET dynamics include two types of kinetic com-
ponents. The faster, initial component is caused by the
nonadiabatic ET at fixed coordinates {Q}, whereas the
slower ones are connected with the further relaxation in the
effective potential U{Q}. The rate constant of the fast ET
component is just the sum of the forward and the backward
rate constants in Eq. 10, whereas the kinetics of the slow
component(s) are determined by the diffusion over an acti-
vation barrier that separates the precursor and the product
potential wells (see Appendix B). If   kBT and  
G, the height of the barrier, Umax, can be approximated
as Umax  1⁄4  1⁄2G. Generally the diffusion over a
potential barrier is nonexponential. However, in the limiting
cases of the high and the low barriers, respectively, the
kinetics of relaxation are monoexponential:
1. if Umax  kBT, the rate constant of relaxation could be
derived by the Kramer’s escape rate theory (Ha¨nggi et
al., 1990), so that kslow  (2	)1 effb  exp(Umax/
kBT), where eff is the effective frequency of slow
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modes, and b is the oscillator frequency at the top of
the potential barrier;
2. if Umax  kBT, the system can move almost freely in the
effective potential and ksloweff2 1. In the latter case,
the rate of ET should be independent of G and of the
reorganization energy.
The relative amplitudes of the initial nonadiabatic and the
subsequent relaxational components of ET kinetics could be
calculated, in accordance with the Boltzmann statistical
distribution, by using the value of the nonequilibrium en-
ergy gap, as given by Eq. 9:
Afast  1 expG0 /kBT1,
Aslow  1 expG0 /kBT1
 1 expG0/kBT1.
(15)
It follows from Eqs. 15, that the contribution of the relax-
ational component becomes remarkable at G0  , and
that the ratio between Afast and Aslow depends on G0.
Provided that G0 of biological ET reactions could be
experimentally varied (see the following sections), the latter
dependence could help to find out whether experimentally
measured nonexponential ET kinetics are due to a relax-
ationally controlled ET. Alternatively, nonexponential ki-
netics could be attributed either to the structural heteroge-
neity of the protein (see e.g., Kleinfeld et al., 1984;
McMahon et al., 1998) or to some “gating” mechanisms
(see e.g., Graige et al., 1998; Sharp and Chapman, 1999). In
the former case, an ensemble of more or less “frozen”
conformational substates with differing intrinsic ET rates is
invoked to explain the kinetic heterogeneity. In such a case,
the relative extents of kinetic components are not expected
to depend on G0. The gating concept implies that some
slower reaction can hamper ET completely or partly. In a
trivial case, the ET rate could be controlled by a genuine
diffusion of a redox protein or by a conformational change
(domain movement) that brings the redox centers together
(the iron-sulfur Rieske protein in the cytochrome-bc1 com-
plex can serve as an illustrative example [Crofts et al.,
1999]). In such a case, no dependence on G0 could be
expected for the relative extents of kinetic components.
Otherwise, an ET reaction could be gated (e.g., by a proton
or substrate binding or by some conformational transition),
although the distance between reactants stays invariably
short (see Sharp and Chapman [1999] for a survey of
representative examples). In such a case, it is possible to
speak about thermodynamic coupling. Not surprisingly,
many gated reactions of this type are involved in energy
transduction. This kind of gating is physically equivalent to
a relaxational control by a single slow mode, so that our
quantitative treatment could be directly applied to the ex-
perimental data.
Summarizing this section, it is possible to conclude that
the relaxational control over ET is expected when the slow
reorganization energy  is comparable with or greater than
G0. Two different types of kinetic behavior could be
expected, namely: an oscillating ET (that could occur in a
picosecond time scale), or a monotonically relaxing ET. On
a longer time scale, the ET kinetics can be approximated,
generally, by two components. The faster component re-
flects the nonadiabatic ET. The slower component is due to
the relaxation; this component may reveal a complex dy-
namic behavior. It is noteworthy that the relative extents of
two components are predicted to be sensitive to the changes
in G0 of the ET reaction. This feature allows discrimina-
tion of the kinetic heterogeneity due to the relaxation con-
trol over ET from those due to other reasons (see above).
Low-exothermic ET reactions in the bacterial
photosynthetic reaction center
As follows from the previous section, one has to know the
value of the slow reorganization energy  to decide whether
an ET reaction with a given G0 is relaxationally con-
trolled. To find out the value of  for protein-mediated ET
reactions, we used the experimental data on ET in the
photosynthetic reaction centers (RC) of purple phototrophic
bacteria Rhodopseudomonas viridis and Rhodobacter spha-
eroides. RCs are pigment–protein complexes that catalyze
the conversion of light energy into chemical energy (see
Parson, 1991; Lancaster and Michel, 1997 for reviews). The
crystal structures, resolved for the RC from Rhodopseudo-
monas viridis (Deisenhofer et al., 1984) and from
Rhodobacter sphaeroides (Allen et al., 1987), show a core
that is formed by the integral membrane L and M subunits
and that is capped by the H subunit from the cytoplasmic
side of the membrane (see Fig. 2 A for the x-ray structure of
the Rps. viridis RC). In the case of Rps. viridis, a tetraheme
cytochrome c is attached from the periplasmic side as de-
picted in Fig. 2 A. In the case of Rb. sphaeroides, the bound
cytochrome subunit is absent, and a water-soluble cyto-
chrome c serves as a mobile electron donor for the RC. As
shown schematically in Fig. 2 A, the photoexcitation of the
bacteriochlorophyll dimer P is followed by a picosecond
electron transfer across the membrane, via a monomeric
bacteriochlorophyll BA and a bacteriopheophytin HA, to a
bound primary ubiquinone QA (menaquinone MQA in Rps.
viridis). After that, the electron goes to a loosely bound
secondary ubiquinone QB and reduces it to the semiubiqui-
none anion QB . The reduction of QB by the next electron
leads to the proton trapping from the medium and to the
formation of an ubiquinol QBH2 at 100 s. The oxidized
P is reduced by a c-type cytochrome. In the case of the
tetraheme cytochrome c of Rps. viridis (see Fig. 2 A), the
nearest heme serves as an immediate electron donor and is
later re-reduced by the remote hemes (Dracheva et al.,
1988). Generally, the time constant of P reduction varies
between 100 ns and 100 s depending on the bacterial
species.
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The possibility to trigger a single RC turnover by a short
laser flash and to monitor the subsequent redox changes of
the cofactors has prompted a vast number of experimental
ET studies (see Moser et al., 1992; Okamura et al., 2000;
Gunner and Alexov, 2000 for reviews). In many cases, ET
reactions have been characterized to an extent that allows
categorization of their kinetic components as nonadiabatic
or relaxational ones, respectively. Figure 2 B shows a gen-
eralized energy level diagram of a bacterial RC. The dashed
boxes mark the low-exothermic ET steps for which a relax-
ational control could be expected. Hereafter we consider
these steps one by one.
Oscillatory features in the primary charge separation
An oscillating ET (see the previous section) could be ex-
pected only for the primary charge separation reactions (see
box #1 in Fig. 2). A number of oscillating phenomena
coupled with these reactions has been observed (see Vos
and Martin, 1999, for review). The mechanism of the ob-
servable oscillations and their role in the primary ET reac-
tions are still unclear (see discussion in Lucke et al., 1997;
Spo¨rlein et al., 1998). In several particular cases, synchro-
nized out-of-phase oscillations of the populations of the
excited state P*BA and the charge separated state PBA,
apparently coupled with ET, have been reported (Streltsov
et al., 1997, 1998; Yakovlev et al., 2000). A coherent
vibration in the formation of the PHA dipole with a
frequency of 30 cm1 has been monitored by the electro-
chromic shift of the BA absorption (Vos et al., 2000). All
these oscillations can hardly be attributed to quantum ef-
fects (see Lucke et al., 1997; Bixon and Jortner, 1997a,
1997b for the theory of quantum coherence in ET), because
energetically comparable quantum oscillations with fre-
quency of 30 cm1 should be effectively de-phased at
room temperature by thermal motion and intrastate relax-
FIGURE 2 Bacterial photosynthetic reaction center. (A) The x-ray structure of the bacterial photosynthetic RC of Rhodopseudomonas viridis (Lancaster
and Michel, 1997; 2PRC PDB entry was used). Redox cofactors are highlighted; solid arrows indicate the ET steps; the dashed arrow depicts the putative
proton transfer route (see Lancaster and Michel, 1997, for further details). (B) Generalized energy level diagram of a bacterial RC (see Parson, 1991, for
review and the text for further references). The bars account for the variation of the experimentally determined redox potential values between the best
studied RC of Rhodobacter sphaeroides and Rps. viridis.
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ation. The molecular dynamics simulations of the RC, from
the other side, revealed several classical vibrational modes
with frequencies of 20–100 cm1 altering the electrostatic
energy gap of the P*BA3PBA ET reaction (Parson et al.,
1998a). The latter modes could directly relate to the low-
frequency underdamped relaxation in Eq. 14.
In Fig. 3, we replotted (from Yakovlev et al., 2000) the
experimental data on the oscillations of the PBA state in
the RCs of Rb. sphaeroides where the bacteriopheophytin a
has been replaced by pheophytin a. From these data taken at
face value, it follows that the rate constant of the intrinsic
electron delivery to BA is 5  1012 s1 and that the
reduction of BA is modulated by an oscillating mode (Q1)
with period of 250 fs, and by a slower relaxation mode
(Q2) with characteristic time of 1.5 ps. We applied the
Langevin stochastic approach to analyze this data set. On
modeling, we assumed that the ET reaction is adiabatic and
can be described by Eq. 2. Then the probabilities of precur-
sor (P*BA) and product (PBA) states, PA(t) and PB(t),
respectively, obey the kinetic Eqs. 11 with the rate constants
kAB and kBA as determined by Eqs. 10 and 9. The dynamics
of the oscillation coordinate Q1 and of the relaxation coor-
dinate Q2 were described by two stochastic equations, 14.
The values of most model parameters were either taken
from the literature or directly acquired from the modeled
experimental data (the full list of variables and the respec-
tive references could be found in the caption to Fig. 3). Two
low-frequency modes with 1  150 cm1, 1  58 meV,
and 2  20 cm1, 2  41 meV were needed to fit the
experimental data (see caption to Fig. 3 for other fit param-
eters). The minor random oscillations of the fit curve at t 
0.5 ps reflect the residual noise after averaging of 100
independent solutions of the stochastic Langevin equation.
Although the results are at best illustrative, the modeling
showed that the oscillating features in the BA reduction
kinetics can be quantified in the terms of relaxationally
controlled ET. In our hands, the amplitude of the modeled
oscillations was very sensitive to the relationship between
1, 2, and G0, whereas the values of other parameters
were less significant for the ET dynamics. This sensitivity
might explain why the oscillating ET features are less
pronounced in the nonmodified, native RC (Spo¨rlein et al.,
1998; Vos et al., 2000): the pheophytin a reconstitution
could disturb the RC structure and thereby might increase
the reorganization energy of PBA formation or decrease
the free energy gap between P*BA and PBA states.
Ubiquinone reactions: QA
 QB 3 QAQB
 electron transfer
The ET reactions of ubiquinone cofactors (see box #2 in
Fig. 2 B and reaction I) are most comprehensively studied in
the RC of Rb. sphaeroides (see Shinkarev et al., 1992;
Okamura et al., 2000 for reviews). The delivery of the first
electron to QB causes the formation of a kinetically stable
semiquinone anion radical QB .
While QB can be easily exchanged for a ubiquinone from
the membrane pool, QB is tightly bound (Mulkidjanian et
al., 1986; McPherson et al., 1990). Although the semiqui-
none itself stays deprotonated, its negative charge shifts the
pK values of some amino acid residues in the vicinity and
causes proton binding from the bulk, both in the case of the
isolated RC (Wraight, 1979; Maroti and Wraight, 1988;
McPherson et al., 1988) and of chromatophores (Gopta et
al., 1999). The reaction shown in Scheme I could be mon-
itored either by electron transfer (see e.g., Li et al., 1998) or
by monitoring the changes in the transmembrane electric
potential () caused by proton transfer from the surface
into the QB site (Drachev et al., 1990; Brzezinski et al.,
1997; Gopta et al., 1999).
In the isolated RC preparations, the free energy of the
QA QB3QAQB reaction, GAB(1) , has been estimated as 60
FIGURE 3 Kinetics of bacteriochlorophyl BA reduction in the pheophy-
tin-a substituted RCs of Rb. sphaeroides (the experimental points were
re-plotted from Yakovlev et al. (2000). The solid curve was obtained by
numeric integration of the two stochastic differential Eq. 14 in combination
with the kinetic Eqs. 11; an ensemble of 100 random trajectories was
averaged to achieve a reliable sampling of the stochastic dynamics. The
solution was obtained by a numeric integration using the modified Runge–
Kutta algorithm (Brankin et al., 1992). The following parameter values
were used: G0  20 meV (in accordance with Yakovlev et al., 2000;
 40 meV, 1 58 meV, 2 41 meV (the total reorganization energy
of 120 meV was calculated for the time interval of 2 ps both by
molecular dynamics (Parson et al., 1998b) and by continuum electrostatics
(Krishtalik, 1995)); eff  400 cm1, 1  150 cm1, 2  20 cm1
(both estimates were directly obtained from the kinetic trace), 1  25
cm1, 2  10 cm1, Q1(0)  0.3, Q2(0)  0.
SCHEME I
1040 Cherepanov et al.
Biophysical Journal 80(3) 1033–1049
meV (Li et al., 1998). In these preparations, the kinetics of
QB reduction was apparently contributed by two compo-
nents: a slow one ks (3–5  103 s1) with an activation
energy Ea of 400 meV, and a fast one kf (2–3  104 s1)
with a smaller Ea of170 meV (Tiede et al., 1996, 1998; Li
et al., 1998). In native membrane vesicles (chromatophores)
of Rb. sphaeroides, where the free energy gap is larger
(GAB(1)  100 meV (see e.g., Cherepanov et al., 2000), a
third, very fast component kvf (2.5  105 s1) has been
resolved (Tiede et al., 1998). A similar component (kvf 3 
105 s1, Ea  170 meV) appeared gradually in the ET
kinetics of isolated RC preparations when the free energy
gap GAB(1) was increased from 60 to 160 meV by
replacing QA by its low-potential analogues (Li et al., 1998,
2000). The rate of the latter kvf component has been shown
to depend on GAB(1) (Li et al., 2000).
From its dependence on GAB(1) , the kvf component of the
QB reduction has been identified as the initial, nonadiabatic
ET (Okamura et al., 2000; Li et al., 2000). Correspondingly,
the kf and ks components could be attributed to the relax-
ation (Cherepanov et al., 2000; Li et al., 2000). The inde-
pendence of their rates of GAB(1) (Graige et al., 1998; Li et
al., 2000) supports this attribution.
We applied Eqs. 15, which connect the relative ampli-
tudes of the fast, nonadiabatic component of ET with the
equilibrium energy gap, G0, and the slow part of reorga-
nization energy, , to estimate  of the QA QB3QAQB
reaction from the available experimental data. The values of
GAB(1) and of the relative contributions of the very fast
component, Avf, at room temperature were taken from the
works cited above. The resulting values of  are presented
in Table 1. They vary around 100 meV and correspond thus
to the estimate of 90 meV that has been obtained recently,
from analogous energy considerations, by Gunner and co-
workers (Li et al., 2000). The latter authors have conceived
a single relaxational reaction at 100 s that proceeds
around either QA or QB (Li et al., 2000). In our opinion, the
presence of two slower components in the ET kinetics,
namely of kf and ks, could be better understood from at least
two relaxation modes.
The fast kf component correlates kinetically with the
proton rearrangement in the QB binding cavity in response
to the appearance of a negative charge (Gopta et al., 1999).
These proton displacements are traceable both in the RCs
and in native chromatophores via changes both in pH
(Wraight, 1979; Gopta et al., 1999) and in the membrane
potential, , (Drachev et al., 1990; Gopta et al., 1997;
Brzezinski et al., 1997). Such a protonic relaxation seems to
serve as a prerequisite for ET from QA to QB (see Takahashi
et al., 1992; Cherepanov et al., 2000, for more details) and
might be accompanied by minor, low-barrier displacements
of the ionizable protein groups (Gunner and Alexov, 2000).
The slower ks component might be coupled with a major
rotation of the QB ring. Earlier, it has been shown that the
QA QB3QAQB reaction could be frozen in the dark-adapted
RC, but not in the pre-illuminated ones (Berg et al., 1979;
Kleinfeld et al., 1984). These observations have prompted
the concept of the conformationally gated ET in the RC. The
low-temperature x-ray structures of the Rb. sphaeroides RC
(Stowell et al., 1997) provided an explanation for this freez-
ing phenomenon: they have revealed that a large fraction of
QB molecules is in a distal position relative to QA and has
to move into the proximal one to be reduced to QB . (The
position of QB is only 2 Å closer to QA than the distal QB
position [Stowell et al., 1997]. The quinone ring stabiliza-
tion is, however, quite different in these two positions: in
the distal position, it is stabilized only by a single bond with
Ile-L224, whereas QB is stabilized by five hydrogen bonds
with His-L190, Ser-L223, Ile-L224, Gly-L225 and Thr-
L226 (Stowell et al., 1997). Therefore, we believe that the
absence of ET to QB in its distal position is rather due to a
positive G of the reaction [because of the limited possi-
bility to stabilize QB in this position] than to the slightly
larger distance.) As the displacement of QB into the proxi-
mal position is coupled with a rotation of the quinone ring
by 180° (Stowell et al., 1997), it is likely that the ks com-
ponent of the QB reduction, with its relatively high Ea, is
coupled with this conformational change (see Cherepanov
et al., 2000, for further details).
The relative contributions of the faster, “protonic” and the
slower, “conformational” modes to the total  could be
estimated only roughly. The protonic relaxation is driven by
the electrostatic interaction of QB with the surrounding
ionizable residues. From the functional data, this interaction
has been estimated as 85 mV (Shinkarev et al., 1992;
Cherepanov et al., 2000). The residual contribution to  of
TABLE 1 Kinetic parameters of the low-exothermic ET steps in RCs of Rhodobacter sphaeroides and Rhodopseudomonas
viridis (see text for details)
ET Reaction G0 (meV) kvf (s1) Avf (%)  (meV) Reference
Rhodobacter sphaeroides
QAQB3QAQB, chromatophores 105 2.5  105 60 95 Tiede et al., 1998
MQAQB3MQAQB, menaquinone substituted RCs 93 3  105 40 103 Li et al., 1998
Rhodopseudomonas viridis, native RCs
Pc559c556 c552 3Pc559 c556 c552 112 4.3  106 84 70 Ortega and Mathis, 1993
Pc559c556c552 3Pc559 c556c552 122 5.3  106 91 63 Ortega and Mathis, 1993
Pc559c556c5523Pc559 c556c552 180 8.7  106 98 80 Ortega and Mathis, 1992
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10–20 meV could then be attributed to the conformational
displacement of QB. The latter estimate corroborates both
with the relatively small and variable extent of ks (Tiede et
al., 1998; Li et al., 1998) and with the simultaneous obser-
vation of the proximal and distal QB populations in the RC
structures (Stowell et al., 1997). Because the equilibrium
between the two isoenergetic QB conformations is appar-
ently controlled by the whole RC (Gopta et al., 1997;
Mulkidjanian, 1999), the coupling of the slower relaxational
mode to the ET proper is likely to be weak. The variations
in this slow conformational mode, however, could account
for the different Avf values at the same G, that have been
observed when QA was replaced by naphtoquinones of
different tail length (Li et al., 2000). The fine balance
between the energies of the proximally and distally bound
QB molecules might be well sensitive to the minor changes
in the RC conformation induced by the differences in the
QA tail length.
Ubiquinone reactions: QA
 QB
 3 QAQBH
 transition
The delivery of the second electron to QB is tightly coupled
with the binding of first proton and results in the formation
of an ubiquinol anion QBH at 100 s. The second,
separate protonation event (see Scheme II) yields a ubiqui-
nol QBH2 (see Okamura et al., 2000 for review).
The driving force of the first QA QB  H3QAQBH
step can be estimated as 100 meV at pH 7.0 (Takahashi
and Wraight, 1992; Cherepanov et al., 2000). By analogy
with the transfer of the first electron, a relaxational control
over this reaction could be expected. Contrary to the expec-
tation, the rate of this reaction depends on the free energy
gap GAB(2) , as has been shown by using RC preparations
with QA replaced by low-potential quinones (Graige et al.,
1996). This finding has been interpreted as an evidence of a
fast, non-rate-limiting protonation of a semiquinone anion
(QB  H3QBH) followed by a rate-limiting nonadiabatic
ET reaction (QBH3QBH) (Graige et al., 1996; Okamura
et al., 2000). The apparent absence of a notable relaxational
control indicates that both conformational and protonic
components of relaxation are minor in the time window of
this ET reaction.
The absence of a significant conformational relaxation is
not surprising, because both QB and the ubiquinol-anion
QBH are likely to be fixed in similar positions (Lancaster
and Michel, 1997). The absence of a notable protonic re-
laxation at hundreds of microseconds might be due to a low
pK value of the QB /QBH couple. The rate of proton equil-
ibration in the QB site is determined by the sum of proton
binding and proton dissociation rate constants of the in-
volved proton donors and proton acceptors. It has been
recently shown that the same proton path, formed by acidic
groups of Asp-L213, Asp-L210, and Asp-M17, is used to
deliver protons to QB both on the first and on the second
electron transfers (Paddock et al., 2000; Okamura et al.,
2000). The nature of the proton accepting group(s), how-
ever, is quite different. On the first flash, the protons are
accepted by some ionizable residues in the vicinity of QB;
their pK values increase in response to the QB formation. At
neutral pH, the apparent pK of the involved group(s) could
be estimated as 6.0 (Cherepanov et al., 2000), which
corresponds to the time constant of protonic equilibration of
50 s (using the bimolecular rate constant of 2  1010
M1s1 for protolytic reactions [Eigen, 1963]). This esti-
mate is in good correspondence with the experimentally
established time constant of the kf component in the kinetics
of the first electron transfer (Tiede et al., 1996, 1998; Li et
al., 1998) and of the respective kinetic component of the
electrogenic proton displacement (Gopta et al., 1997). In the
particular case of the second electron transfer, the proton is
trapped at any pH by QB itself. Because the pK of QB /QBH
couple is less than 4.0 in the isolated RC (Lavergne et al.,
1999), protons can equilibrate in less than 106 s. In this
rather exceptional case, the protonic relaxation seems to
contribute to the faster, nonadiabatic component of reorga-
nization.
After the replacement of Asp-L213 by Asn, the rate of the
QA QB 3QAQBH reaction drastically slows down and be-
comes independent of GAB(2) (Paddock et al., 1998). It has
been concluded that the transfer of the second electron
becomes limited by proton diffusion to QB in this mutant
(Paddock et al., 1998; Okamura et al., 2000). According to
an estimate from Cherepanov et al. (2000), the Asp-
L2133Asn mutation slows the proton transfer to QB by
three orders of magnitude. Thereby the proton relaxation
control over the second electron transfer is imposed.
Cytochrome reactions: Pc599 3 Pc559

The reduction of the photo-oxidized P by a c-type cyto-
chrome is another low-exothermic ET reaction (GcP 
100 meV) that could be controlled by relaxation (see box
#3 in Fig. 2). The most comprehensive set of data has been
collected for the RC of Rps. viridis shown in Fig. 2 A
(Kaminskaya et al., 1990; Ortega and Mathis, 1992, 1993).
Here the kinetics of the P reduction by the nearest c559
heme contained a dominant very fast component (kvf  5 
106 s1) and a minor fast component (kf  5  105 s1) at
room temperature (Ortega and Mathis, 1992, 1993). The
sequential reduction of other cytochrome c hemes caused a
gradual increase in the energy gap between P and c559
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because of the electrostatic impact of the additional negative
charges (Gunner and Honig, 1991). This reduction was
accompanied by an increase in kvf from 4.3  106 (one heme
pre-reduced) to 8.7  106 (three hemes pre-reduced) (Ortega
and Mathis, 1992, 1993). At decreasing temperature, the
relative contribution of kvf dropped in favor of the slower
kinetic components. The kvf component, however, was not
ousted completely, its contribution remained even below
100 K (Kaminskaya et al., 1990; Ortega and Mathis, 1992,
1993), i.e., under conditions where both the protonic and the
conformational relaxation modes are expected to be essen-
tially blocked. Hence, the kvf component depended on GcP
and on temperature in a way that allows one to attribute it to
the nonadiabatic ET. Under this assumption, we estimated
the values of  by applying Eqs. 15 to the experimental data
on the relative amplitude of the kvf component at different
redox potentials (as acquired from Ortega and Mathis, 1992,
1993; see Table 1). The GcP value for the case with only
c559 heme pre-reduced was derived from experimental data
in Gao et al. (1990). The estimated changes in GcP in
response to the reduction of c556 and c552 hemes were taken
from Gunner and Honig (1991). As it follows from Table 1,
the resulting  values of the ET reaction between the
tetraheme cytochrome c (in different redox states) and P
seem to vary around 70 meV.
Summarizing, the low-exothermic ET reactions in the
bacterial RCs seem to be essentially determined by the
medium relaxation even in the time scale of hundreds of
microseconds. With a single and explainable exception, the
energies of the slow reorganization , as obtained in this
work, varied in the range of 70–100 meV. Rather minor
modifications could switch the mechanism of ET between
relaxational and nonadiabatic regimes. The increase in the
driving force favored the nonadiabatic components in ET
kinetics, whereas the slowing of the relaxation modes pro-
voked the relaxational control over ET.
Outlook and implications for biological ET
The relaxation processes in proteins have very broad time
distribution. Due to the constrained mobility of polar
groups, different types of motion (orientational Debye-type
polarization, frictional movement of charged residues, dis-
placements of protein domains, etc.) occur in different time
intervals from picoseconds to seconds (see e.g., Frauen-
felder et al., 1991; Gunner and Alexov, 2000). Their con-
tributions to the reorganization energy have been shown to
be in the order of 50–200 meV even in the time scale of
nanoseconds (Peloquin et al., 1994; Krishtalik, 1995;
Cherepanov et al., 1998) and of microseconds (Shopes and
Wraight, 1987; McMahon et al., 1998).
Protons are the only charged species that can move rel-
atively free along water-filled protein cavities in response to
a change in the charge state. An illustrative example of such
a cavity has been found in the plant cytochrome f where a
chain of water molecules, going through this elongated
protein, connects the c-type heme with the protein surface
(Martinez et al., 1996). Because of the long-range nature of
electrostatic forces and of relatively low dielectric permit-
tivity of proteins (Mertz and Krishtalik, 2000), the contri-
bution of protonic relaxation could hardly be 50 meV. Its
rate, generally, is determined by the rate constants of proton
binding and dissociation. At neutral pH, the ionizable
groups with neutral pK values are those usually involved; as
a result, the protonic equilibration proceeds predominantly
in the time scale of microseconds, provided that proton
transfer is not mechanically hampered. We tend to separate
the relatively slow proton diffusion from other types of
proton motion (vibration and reorientation of covalent
bonds, proton shifting along hydrogen bonds, etc.). One
reason is that the latter, faster proton motions are the oblig-
atory constituents of conformational relaxation. Another
reason is the importance of the long-range proton diffusion
for bioenergetic reactions: the mechanism of transmem-
brane proton transfer by redox-driven proton pumps repre-
sents, in its essence, a series of ET-coupled proton diffusion
reactions. Here we tried to demonstrate that such proton
relaxation reactions are indispensable to the low-exothermic
ET. Nature had just to order them in time and space to yield
proton pumps.
Thus, energetically comparable relaxation processes of
different nature seem to accompany ET in proteins in a wide
time range. The superposition of several relaxation modes
with different characteristic times allows an understanding
of why  remains in the order of 100 meV in the whole
submillisecond time domain.
By varying the G value of different ET reactions in the
bacterial RC and by analyzing the experimental data on ET
in other proteins, Dutton and colleagues have found that 
ranges usually between 0.7 and 1 eV in proteins (Gunner
and Dutton, 1989; Moser et al., 1992). Correspondingly, the
slow reorganization energy  comprises roughly one-tenth
of the total reorganization energy of biological ET. Assum-
ing, from considerations above, that  of 100 meV is
typical for ET reactions in proteins that proceed in the
submillisecond time scale, the relaxational control over
nonadiabatic ET could be expected if G of an ET reaction
is100 meV (see Eqs. 15). In a recently published survey
(Page et al., 1999), the ET in 130 different redox proteins
has been analyzed. From the predominantly short distances
between the redox centers, it has been concluded that, in the
vast majority of cases, the expected optimal ET rates (at 
G0) are faster than 108 s1. It is noteworthy that for
90% of the surveyed reactions G0 was 100 meV
(P. L. Dutton, personal communication). Because the pro-
teins for the survey have been chosen just based on the
availability of their x-ray structures, the fraction of low-
exothermic reactions in the whole wealth of redox proteins
is likely to be comparably high. The predominance of low-
exothermic ET reactions compels us to expect the preva-
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lence of the relaxational ET mechanism in biology. The
relaxational control over ET might be a plausible reason
why ET in proteins is often much slower than it could be
predicted from the empirical equation relating the rate of
nonadiabatic ET in proteins to distance (Moser et al., 1992).
In practice, the experimental discrimination between pro-
tonic and conformational relaxation modes could be facili-
tated by the notion that the former are likely to have a low
Ea, but depend both on pH and on the H/D isotope substi-
tution (at different pH, differently buried ionizable groups
seem to be involved in the proton exchange, see Gopta et al.,
1999). The conformational relaxation, in contrast, is likely
to depend weakly on pH and on the H/D substitution, but
could be remarkably temperature dependent. The reduction
of the photo-oxidized primary donor of the photosystem II
(P680 ) by a redox-active tyrosine YZ can serve as an illus-
trative example. Here the ET kinetics contain a fast com-
ponent of 20–50 ns (that has been attributed to the nonadia-
batic ET [Karge et al., 1996]) and several slower
relaxational components. The faster of them, with   500
ns, is independent both of pH and H/D substitution (Meyer
et al., 1989; Karge et al., 1996; Haumann et al., 1997). It has
been putatively attributed to a conformational relaxation
(Cherepanov et al., 1998). This attribution is in agreement
with the optoacoustic data on the photosystem II volume
change in the time scale of hundreds of nanoseconds in
response to the initial charge separation (Yruela et al.,
1994). The slower relaxation at 1–30 s is sensitive to the
H/D substitution and has been, correspondingly, attributed
to the protonic relaxation (Schilstra et al., 1998).
On studying the dependence of an ET reaction on various
factors (such as pH, H/D substitution, mutations, tempera-
ture, etc.), it is rather useful to take into account that the
observable changes in the ET rate might reflect the effect of
those factors on the relaxation mode(s) and not on the
nonadiabatic ET proper. In such cases, the classical theory
of nonadiabatic ET can hardly be used to analyze the data.
Instead, some quantitative treatment of a relaxationally con-
trolled ET should be applied. It is noteworthy that, in many
cases, the nature of the dominating relaxational mode can be
identified with confidence (the gated ET reactions that are
surveyed in Sharp and Chapman (1999) may serve as ex-
amples). Then the relaxation process proper could be stud-
ied through ET. In most cases, it is easier to monitor an ET
reaction than, for example, protonic redistribution or a confor-
mational change. The approach that we suggested here might
help to extract quantitative information from this kind of data.
APPENDIX A: DESCRIPTION OF ET DYNAMICS
IN TERMS OF SPECTRAL FUNCTION
The vibrational characteristics of reactants and polar solvent were approx-
imated by thermally equilibrated linear oscillators as described in the text.
We assumed that the complete information about the system is encapsu-
lated in the single “spectral function” J(). The latter can be expressed
through the complex dielectric permittivity of the solvent () and the
difference of dielectric displacements in the reactant and product states
D(r)  DB(r)  DA(r) (see e.g., Ulstrup, 1979),
J
1
2 
j
mjj3j2 j

1
4	2 
lm 
2  	 Dr2 dr. (A.1)
The spectral function can also be represented as the Fourier transform of
the energy–energy correlation function C(t)  	E(t)E(0)
 where E(t)
is the energy gap between product and reactant states (Warshel et al.,
1989),
J
	
kT	


Ctexpit dt. (A.2)
J() can be found thereby either by means of continuum electrostatics or
by the analysis of molecular dynamics trajectories. The reorganization
energy could then be expressed as an integral of the spectral function (Xu
and Schulten, 1994),
 
1
2 
j
mjj2j2 	J d.
The spectral function of polar solvents includes several frequency intervals.
The optical and highest infrared polarization modes (the frequency of
1015–1014 s1) comprise the inertialess part of polarization and do not
contribute to the reorganization energy. The intramolecular vibrations
(1014–1013 s1) are usually faster than the frequency of thermal fluctua-
tions (1013 s1 at room temperature) and should be described by means
of quantum mechanics. Slower intermolecular and orientational fluctua-
tions in the range of 1012–1010 s1 could be treated at room temperature as
classical. The effective frequency eff of classical fluctuations,
eff
2  	
0
kT/
J d	
0
kT/
1J d, (A.3)
determines the average rate of adiabatic ET (Kuznetsov, 1989),
kad 2	1eff expEa/kBT. (A.4)
The rate of nonadiabatic ET can be expressed through the spectral function
using the theory of spin-boson Hamiltonian (see e.g., Leggett et al., 1987;
Warshel et al., 1989)),
kna V
2	


cosG0  sW1s/expW2s/ ds,
(A.5)
where
W1s 	
0
J
2
sins d, (A.6)
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W2s 	
0
J1 coss
2
coth/2kBT d. (A.7)
Equations A.5–A.7 were derived by a complete quantum consideration and
are valid for all temperature values. The overall rate constant of electron
transfer is controlled by the slowest reaction and can be approximated by
the equation (see e.g., Rips and Jortner, 1987a)
kET
knakad
kna kad
. (A.8)
The rate constant kET determines the characteristic time that separates the
fast and slow nuclear motions in the system.
The application of Eqs. A.5–A.7 is complicated by the necessity of
defining the spectral function and calculating the double integrals. In the
high-temperature limit, where the thermal fluctuations are faster than all
modes coupled to ET, Eq. A.5 could be simplified. In this case, /2kT and
s are 1, so that functions A.6–A.7 read
W1s s, (A.9)
W2s kBTs2. (A.10)
The resulting integral,
kna V
2	


cosG0  s s/expkBTs2/ ds,
(A.11)
reproduces the Marcus equation,
kna
2	
4	kBT V
2
exp   G024kBT . (A.12)
The spectral function enters into Eq. A.12 only through the reorganization
energy .
At the long time scale, the energy gap between precursor and product
states depends on the value of slow coordinates Qj. The dependence could
be found by averaging the energy difference in the configuration space of
the coordinates qj,
GQj G0  
j
Mjj2jQj . (A.13)
The activation energy in Eq. A.12 therefore depends on the slow
coordinates,
EaQj
1
4 1 G0  12 
j
Mjj2j21 2Qjj2.
(A.14)
APPENDIX B: LANGEVIN STOCHASTIC
APPROACH TO THE ET DYNAMICS IN THE
EFFECTIVE POTENTIAL
We described the dynamics of the slow coordinates Qj in terms of the
stochastic differential equations by using the Langevin approach. The basic
stochastic equation of motion in potential U(Q) is
M
d2Q
dt2 M  
dQ
dt 

U

Q 2MkBT
1/2Ft, (B.1)
where M is the effective mass,  is the damping factor, and F(t) is the
random force. In accordance with the fluctuation–dissipation theorem, F(t)
satisfies the conditions 	F(t)
  0, 	F(t1)F(t2)
  (t1  t2).
In our case, the relaxational dynamics of the slowly changing coordi-
nates Qj are determined by the decrease of free energy in accordance with
the second law of thermodynamics. Such kind of dynamics could be
quantified by the method of effective potential (see e.g., Landau and
Lifshitz, 1959). The microscopic state of the system is thereby represented
by a point moving along a stochastic trajectory {Qj(t)} on the multidimen-
sional surface of the effective potential U{Qj}. The usage of the effective
potential implies a fast thermal equilibrium in the configuration space of
the fast coordinates qj at any given configuration of the slow coordinates
Qj. In our case, the fast configuration space also includes, besides the
coordinates qj, two electronic states, A and B. In the equilibrium, the
distribution function P{q, Q} obeys the Boltzmann statistical distribution,
Pq, Q expUAq, QkBT  expUBq, QkBT , (B.2)
where the respective potential energies UA{q, Q} and UB{q, Q} are de-
fined by Eqs. 7. The effective potential U{Q} is defined through the partial
distribution function,
PQ 	Pqi , Q

i
dqi expUQkBT . (B.3)
U{Q} can be written as
UQkBT ln	


expUAqi , QkBT 
i dqi
 	


expUBqi , QkBT 
i dqi. (B.4)
Because the potential energy is a square function of the coordinates, the
integration can be done straightforwardly. Omitting the constant terms, we
obtain
UQkBT lnexp 
j
Mjj2Qj2
2kBT 
 exp 
j
Mjj2Qj j2 G0
2kBT . (B.5)
The first derivatives of U{Q} read

U

Qj
Mjj2
Qjexp Qj jexp
exp exp , (B.6)
where
   
j
Mjj2Qj2
2kBT
,
   
j
Mjj2Qj j2 G0
2kBT
.
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The exponential terms in this equation are just the Boltzmann probabilities
PA and PB to find the system in the electronic states A and B, respectively,
P AQ N01exp 
j
Mjj2Qj2
2kBT , (B.7)
P BQ N01exp 
j
Mjj2Qj j2 G0
2kBT , (B.8)
where the normalizing constant N0 is
N0 exp 
j
Mjj2Qj2
2kBT 
 exp 
j
Mjj2Qj j2 G0
2kBT . (B.9)
Generally, the effective potential that is described by Eq. B.5 has a
two-well form. Figure 4 illustrates how the height of the barrier between
two wells depends on the value of the slow reorganization energy . When
 becomes larger than the energy gap G0, the profile of U(Q) changes
gradually from a single-well to a double-well, which results in a localiza-
tion of electron at one of the reactants.
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