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Resumo
Os métodos numéricos e estocásticos, conjugados, obviamente, com a física e a química,
representam os pilares da construção dos modelos climáticos que hoje se utilizam. A
motivação para os compreender, investigar e, eventualmente, melhorar, é a fonte para a
maior parte da investigação realizada.
Este trabalho pode dividir-se em duas partes. A primeira é dedicada à implementação
de esquemas numéricos e ao estudo de algumas das suas características específicas, e
a segunda a um tópico de investigação relativamente novo, a construção de esquemas
numéricos invariantes, cimentado nas simetrias das equações diferenciais.
De uma forma mais concisa, pode dizer-se que a primeira parte se centra na imple-
mentação de alguns dos algoritmos utilizados pelos modelos numéricos que estudam a
estrutura da turbulência na camada limite planetária. Adicionalmente, são implemen-
tados vários outros métodos para resolver os mesmos problemas, com a intenção de
comparar os resultados obtidos e de comprovar os estudos realizados para a estabili-
dade numérica.
A segunda fase deste trabalho dedica-se à construção de esquemas numéricos invari-
antes, e, devido ao facto deste tipo de esquemas se basear nas álgebras de Lie e nas
simetrias das equações de derivadas parciais, representa um lado com um pendor mate-
mático mais pronunciado para o trabalho desenvolvido. A inclusão deste tópico visa dois
propósitos fundamentais. Primeiro, comparar alguns dos esquemas que são possíveis de
obter através desta técnica com os esquemas clássicos, e, em segundo lugar, desenvol-
ver um esquema numérico invariante que possa ser utilizado para comparação com os
métodos que foram desenvolvidos na primeira parte do trabalho.
Palavras-chave
Métodos Numéricos, Equações de Derivadas Parciais, Turbulência, Parametrização, Si-
metrias de Equações de Derivadas Parciais, Esquemas Invariantes.
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Abstract
The numerical and stochastic methods, obviously conjugated with physics and chemis-
try, are the pillars in the construction of climatic models currently used. The motivation
to understand, investigate, and, eventually, improve them is the source for the major
part of the research made.
We can divide the work done in two parts. The first is dedicated to the implementation
of numerical schemes and the study of some of their specific characteristics, and the
second one to a brand new topic of research, the construction of invariant numerical
schemes, based on the symmetries of the differential equations.
In a more concise way, we can say that the first part in centered on the implementa-
tion of some of the algorithms used by the numerical models that study the structure
of turbulence in the Planetary Boundary Layer. In addition, several other methods are
implemented to solve the same problems with the aim of comparing the results, and
also to prove the studies made for the local numerical stability.
The second phase of this work is concerned with the construction of invariant numerical
schemes, and, due to the fact that this type of schemes is based on Lie algebras and
the symmetry of partial differential equations, represents a stronger mathematical side
of the work. The addition of this subject has two fundamental purposes. First, compare
some of the schemes that are possible to obtain by this technique with the classical ones,
and secondly, to develop an invariant numerical scheme that can be used to compare
with the ones developed in the first part of the work.
Keywords: Numerical Methods, Partial Differential Equations, Turbulence, Parameteri-
zation, Symmetries of Partial Differential Equations, Invariant Schemes.
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Introdução
A principal base de motivação para o trabalho desenvolvido sustentou-se na interdis-
ciplinaridade inerente ao tema proposto. A possibilidade de poder contactar com pro-
blemas reais, neste caso problemas associados à dinâmica de fluidos na atmosfera, que
permitem a aplicação de conceitos matemáticos aprendidos previamente, representou
uma oportunidade impossível de não aceitar. Apesar de ser um campo absolutamente
novo, em que os conceitos vão muito além daqueles que se ensinam nas disciplinas de
qualquer curso de Matemática, a vontade de aprender e de apresentar alguma contri-
buição foi sempre maior do que as dificuldades encontradas.
O tema sugerido no programa de doutoramento conecta-se ao modelo de camada limite
1D desenvolvido por A. Pier Siebesma, João Teixeira e Pedro Soares, o qual utiliza uma
parametrização da camada limite convectiva, com uma combinação das aproximações
de difusão turbulenta e de fluxo-de-massa. A parametrização que se utiliza no modelo
considera que os fluxos de subescala são originados por duas escalas diferentes de mis-
tura turbulenta, uma delas associada aos pequenos turbilhões e a outra às térmicas. Os
pequenos turbilhões são parametrizados por uma aproximação de difusão turbulenta
que se resolve através de um esquema numérico semi-implícito.
Neste contexto, a primeira contribuição do trabalho realizado compreende a criação
de quatro esquemas numéricos diferentes para a resolução da parte associada à difusão
turbulenta da parametrização. Estes esquemas foram criados por forma a testar possíveis
esquemas explícitos e semi-implícitos na resolução do problema. Conjuntamente com
a discretização, foram apresentados os estudos de estabilidade numérica associados a
cada um dos esquemas numéricos deduzidos.
Em 1999, João Teixeira, pleno conhecedor dos problemas físicos associados à resolução
da difusão turbulenta, apresenta as primeiras ideias para a construção de um esquema
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numérico que, independentemente dos valores das difusividades considerados, possa
garantir, por construção, a estabilidade numérica. A abordagem ao tema é desenvolvida
para a equação da difusão do calor com uma difusividade constante. Em 2008, o tema
é novamente aflorado, agora com a contribuição adicional de Piotr Flatou e Marcin Wi-
tek, mas considerando uma equação de advecção-difusão, com difusividade e advecção
constantes. Estes dois trabalhos servem de guia para os resultados que são obtidos no
Capítulo 4.
O problema da difusão turbulenta possui características peculiares que não são, natu-
ralmente, resolvidas pelos esquemas clássicos, análogos aos apresentados no Capítulo
3. A variação das difusividades no espaço e no tempo é uma dessas características. Ao
contrário dos trabalhos anteriormente citados, o objectivo é resolver um problema em
que os coeficientes da difusividade diferem de nó para nó na malha construída. Este
procedimento, como é óbvio, é sustentado pela física do problema, ou seja, tem como
alvo a criação de um esquema numérico que consiga captar a influência dos coeficientes
de difusão e que, partindo de uma base explícita, providencie um esquema numérico
que garanta a estabilidade numérica por construção. O cumprimento de todos estes ob-
jectivos forneceria um método capaz de substituir os que actualmente são utilizados nos
modelos de difusão onde os valores dos coeficientes difusivos atingem valores muito
elevados. No entanto, os objectivos não foram, até à presente data, completamente sa-
tisfeitos. Foram dados passos importantes que permitem continuar a trilhar o caminho,
de onde sobressai a garantia da construção de um processo iterativo convergente e de
um tempo de execução computacional que, em média, supera completamente qualquer
outro esquema semi-implícito utilizado. No entanto, o facto de se verificar um cresci-
mento muito rápido nos valores dos coeficientes difusivos junto à superfície terrestre
implica que as abordagens experimentadas ainda não se tenham revelado uma alterna-
tiva concreta para o esquema originalmente utilizado no modelo 1D.
Outro problema merecedor de análise, devido às características pretendidas para este
novo esquema numérico, foi o estudo da estabilidade numérica dos esquemas de dife-
renças finitas com malhas não uniformes. Como se pretende que o novo esquema seja
aplicado sobre uma malha não uniforme, é necessário ter o conhecimento da condição
de estabilidade numérica que serve de base à construção do mesmo. Por essa razão,
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apresenta-se um esquema para malhas não uniformes em conjunto com a respectiva
análise de estabilidade numérica. A abordagem utilizada no estudo da estabilidade nu-
mérica é inovadora, tendo sido adoptada pela impossibilidade de tratar de forma analí-
tica os factores de amplificação, à semelhança do que foi efectuado no Capítulo 3.
A impossibilidade de tratar de forma eficiente os perfis no topo da camada limite convec-
tiva representa outra característica física importante inerente aos modelos de camada
limite. Este problema levou a que se equacionasse a utilização de malhas móveis na re-
solução do problema. O objectivo inicial consistia na obtenção de um esquema numérico
que preservasse as simetrias presentes na equação de derivadas parciais, mas, após uma
cooperação com Alexander Bihlo, foi possível provar que as simetrias da equação eram
preservadas, na sua plenitude, pelos métodos implementados no Capítulo 3. Este facto
implicou um desvio positivo em relação aos planos inicialmente elaborados, optando-se
pela utilização de malhas r-adaptáveis, mantendo como objectivo a produção de um
esquema numérico invariante para a resolução do problema. O conceito de método nu-
mérico com malhas r-adaptáveis foi muito investigado durante as décadas de 80 e 90,
no entanto, nos últimos anos, a investigação realizada em torno destes esquemas numé-
ricos focou-se na utilização dos grupos de simetria, o que representou uma abordagem
inovadora. Embora sejam ainda muito escassos os resultados disponíveis com a aplica-
ção desta estratégia, a conjugação das ideias apresentadas nos trabalhos de Huang e
Russell e de Bihlo e Popovych permitiu desenvolver uma primeira aproximação para a
resolução do problema.
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1
Introdução matemática
1.1 Introdução
A elevada complexidade associada às equações que governam os escoamentos dos flui-
dos na atmosfera e nos oceanos faz com que, à excepção de casos muito particulares,
com imposição de fortes restrições, seja impossível a obtenção de soluções analíticas
para os problemas. Esta impossibilidade é um dos pontos que fortalece a importância
da análise numérica (AN) na área da dinâmica de fluidos geofísicos (DFG). A inexequi-
bilidade da realização e repetição de experiências em laboratório, ao contrário do que
acontece com a mecânica de fluidos (MF) nos seus vários campos de aplicação, é outro
factor que evidencia a importância da AN na DFG.
Neste capítulo introduzem-se os conceitos matemáticos necessários à realização deste
trabalho. O capítulo inicia-se com um enquadramento da AN no estudo dos escoa-
mentos geofísicos, seguindo Nebeker (1995). Posteriormente, realiza-se uma exposição
muito sumária dos tópicos associados aos métodos numéricos, construído, fundamental-
mente, com base nas referências Haltiner e Williams (1980), Iserles (1996) e Fletcher
(1991). Finalmente, utilizando as referências Bluman e Kumei (1989), Olver (1995),
Hydon (2000) e Cantwell (2002), é feita uma introdução à teoria das simetrias para
equações de derivadas parciais (EDPs).
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1.2 Enquadramento histórico
A génese da AN está intrinsecamente ligada à DFG. Para compreender a relação simbió-
tica existente entre as duas é necessário realizar uma pequena sinopse histórica sobre os
modelos numéricos de previsão do tempo. A ideia de prever o tempo para o dia seguinte
e os dias subsequentes é algo tão antigo como a história da humanidade. No entanto,
o primeiro passo, realmente merecedor de realce, é dado no início do séc. XX no artigo
publicado por Bjerknes (1904). Vilhelm F. K. Bjerknes foi o primeiro a colocar o pro-
blema como um conjunto de equações dependentes do tempo, obtidas a partir da física
do problema, que deviam ser resolvidas a partir de um conjunto de condições iniciais
preestabelecido. No entanto, rapidamente se deparou com a assustadora tarefa de inte-
grar um conjunto de EDPs complicadas. Por essa razão, os seus estudos resumiram-se
apenas à elaboração de algumas representações gráficas de "soluções".
Posteriormente, ainda no início do séc. XX, Lewis Fry Richardson, deu o passo mais im-
portante para o aparecimento da AN. A ideia de Richardson foi a de resolver o problema
da previsão do tempo através de uma aproximação das equações diferenciais com base
numa sequência de operações aritméticas, construindo dessa forma um método que po-
deria ser executado passo-a-passo por pessoas que, eventualmente, poderiam não ter
qualquer formação em meteorologia. Esse método, na ideia dele, devia ser construído
por forma a que se obtivesse a solução em determinados pontos do domínio. O mé-
todo por ele concebido consistia na aproximação, através de diferenças finitas, das de-
rivadas espaciais das incógnitas do problema nos pontos estabelecidos no domínio. À
semelhança do que era feito para o espaço, o tempo deveria também ser dividido em
intervalos finitos e as derivadas temporais aproximadas com base nessa divisão. O livro
de Richardson (1922) representa o culminar de todo o trabalho desenvolvido. É igual-
mente interessante notar que as pessoas que realizavam os cálculos para a obtenção da
previsão meteorológica se designavam por "computadores". No entanto, deve salientar-
se que todo este trabalho se revelou inglório, principalmente devido ao elevadíssimo
número de cálculos que eram necessários para se obter uma previsão do tempo para
o dia seguinte, implicando esse facto, portanto, a contratação de um número muito
grande de "computadores" que permitissem a realização dos cálculos, fazendo-o de uma
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forma lenta e tediosa. Sob o ponto de vista dos resultados obtidos, Richardson deparou-
se também com um enorme problema. Ao utilizar um passo de tempo de 6 horas, os
seus resultados rapidamente convergiam para um resultado desprovido de qualquer sig-
nificado físico. A solução para este problema aparece apenas em 1928, com o trabalho
realizado por Richard Courant, Karl Friedrichs e Hans Lewy, acerca da estabilidade nu-
mérica, Courant et al. (1928), originalmente escrito em alemão, mas com uma tradução
para inglês, Courant et al. (1967).
Por todas estas razões, o trabalho de Richardson foi abandonado e relegado para um es-
tado de curiosidade ou, como ele mesmo o descreveu, "um sonho", até ao aparecimento
dos computadores digitais. No início dos anos 40, o matemático John von Neumann,
cuja obra é fulcral para a área da AN, começou a interessar-se pela hidrodinâmica, o
que o levou a procurar auxílio na área da matemática relacionada com a resolução de
equações diferenciais não-lineares. Numa dessas tentativas contactou Alan Turing, o in-
ventor do computador electrónico, que lhe deu uma ideia para a construção de uma
máquina electrónica automatizada que pudesse realizar cálculos sequenciais a uma ve-
locidade muito superior àquela que estava ao alcance de qualquer ser humano. No ano
de 1943 von Neumann ajudou a construir o Electronic Numerical Integrator and Compu-
ter (ENIAC), na Universidade da Pennsylvania e, em 1945, o Electronic Discrete Variable
Calculator (EDVAC), na Universidade de Princeton. Como necessidade de obter previ-
sões atmosféricas e, igualmente, como desafio pessoal, von Neumann juntou-se a Jules
Charney e, ao invés do que fez Richardson, construíram ummodelo atmosférico baseado
em dinâmicas simples, utilizando uma única equação para prever a pressão na atmos-
fera. Os resultados obtidos superaram as expectativas em todos os níveis e podem ser
encontrados no trabalho Charney et al. (1950). Como em toda a investigação, o sucesso
destes resultados despertaram o interesse em outros investigadores, por isso, é natural
encontrar neste período alguns dos mais notáveis resultados quer na área da AN, quer
na área da DFG.
O aparecimento dos computadores foi um marco revolucionário para a investigação
sobre os escoamentos geofísicos, acabando por acentuar a interdisciplinaridade entre a
AN e a DFG .
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1.3 Método das diferenças finitas
Um dos métodos que mais se utiliza na resolução de problemas cuja formulação é feita
através de EDPs é o método das diferenças finitas. A aplicação do método a malhas com
uma discretização ortogonal, no espaço e no tempo, é metodologia comum a muitos
problemas das mais diversas áreas da ciência, no entanto, devido, fundamentalmente, à
física dos problemas, nos últimos anos tem-se intensificado a investigação sobre métodos
numéricos que não utilizem uma discretização rectangular do domínio. A resolução dos
problemas físicos com uma malha rectangular faz com que, em muitos casos, se percam
algumas das propriedades físicas mais importantes dos problemas que se pretendem
resolver. Uma das vertentes que actualmente tem inovado neste campo é a dos métodos
invariantes, a qual será apresentada e explorada no Capítulo 5 deste trabalho.
Nesta secção serão apenas apresentados, de forma sucinta, os esquemas clássicos que,
por alguma forma, se encontram relacionados com os novos métodos numéricos a explo-
rar. São igualmente apresentados os resultados mais importantes que lhes são inerentes,
principalmente no que concerne à estabilidade numérica.
1.3.1 Métodos clássicos: construção, erro de truncatura e estabilidade
Uma grande parte do trabalho é produzido com base na equação do calor, por essa razão,
esta é a equação que se escolhe para fazer a apresentação dos conceitos relacionados
com o método das diferenças finitas. Considere-se então a equação de derivadas parciais
(EDP) definida por,
∂tu(x, t) = ∂x (κ(x) ∂xu(x, t)) + ψ(x, t), (1.1)
onde κ(x) representa o coeficiente da condução do calor, podendo ou não depender de
x, e ψ(x, t) é a fonte de calor, ou o sumidouro, no caso de ψ < 0. A equação (1.1) é
regularmente designada por equação da difusão, e a razão para tal acontecer prende-se
com o facto de esta ser utilizada para modelar fenómenos de difusão, em particular, a
difusão do calor.
O problema formulado com recurso às EDPs só ficará bem definido quando forem defi-
nidas as condições iniciais, ou seja, o estado inicial da solução, ou seja, a solução para
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t = 0,
u(x, 0) = u0(x),
e as condições de fronteira. Quando as condições de fronteira são definidas através de
uma função, eventualmente dependente de t, diz-se que as condições de fronteira são do
tipo Dirichlet, caso sejam definidas através de um fluxo, designam-se por condições de
fronteira do tipo von Neumann, e, caso sejam apresentadas através de uma combinação
entre fluxos e valores de uma função, então as condições dizem-se do tipo Robin.
A apresentação dos métodos das diferenças finitas para a resolução numérica da equação
do calor será feita com uma equação que deriva de (1.1), mas que evidencia simplifica-
ções importantes,
∂tu(x, t) = κ∂xxu(x, t). (1.2)
A EDP (1.2) representa um exemplo clássico de uma equação parabólica. Deve notar-se
que quando se considera κ < 0 o problema deixa de ser um problema bem-posto.
Admita-se que são dadas condições de fronteira do tipo Dirichlet,
u(0, t) = β(t), (1.3)
u(ℓ, t) = γ(t), (1.4)
para 0 ≤ x ≤ ℓ e t ≥ 0, e que a condição inicial para a equação é definida por,
u(x, 0) = f(x). (1.5)
O método de obtenção da aproximação numérica para a solução deste problema de
valor inicial com condições de fronteira (PVIF), através do método das diferenças finitas,
inicia-se com a construção de uma malha rectangular, definida pelos nodos (xj , tk), com,
0 = t0 < t1 < t2 < . . . ,
e,
0 = x0 < x1 < x2 < . . . < xnx < xnx+1 = ℓ.
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Por razões de simplicidade, a discretização do domínio é construída com uma malha
uniforme em ambas as direcções, ou seja, com,
∆x = xj+1 − xj = ℓ
nx
,
espaçamento entre os nós espaciais da malha, e,
∆t = tn+1 − tn,
que representa o passo do tempo. De acordo com as definições assumidas para os pontos
da malha, unj ≈ u
(
xj , tn
)
= u (j∆x, n∆t).
Os métodos que são construídos para resolver um PVIF, através de um esquema de dife-
renças finitas, podem ser divididos em dois tipos: explícito ou implícito. Num esquema
de aproximação explícito, a aproximação em qualquer ponto pertencente ao instante
t = tn+1 depende exclusivamente das aproximações que foram obtidas, ou seja, que são
conhecidas, em instantes de tempo anteriores. No que diz respeito ao caso implícito,
o esquema utiliza aproximações que se encontram no instante de tempo que se está a
utilizar para fazer a aproximação, ou seja, utiliza valores que ainda são desconhecidos.
Estas características fazem com que os esquemas explícitos sejam de resolução directa,
enquanto que os implícitos obrigam à resolução de um sistema de equações.
A técnica mais utilizada para construir um esquema de diferenças finitas recorre à ex-
pansão em série de Taylor em torno do ponto onde se pretende realizar a aproximação.
Desta forma, no esquema explícito, a derivada de segunda ordem no espaço é aproxi-
mada por,
∂xxu
(
xj , tn
)
=
u
(
xj+1, tn
)− 2u (xj, tn)+ u (xj−1, tn)
(∆x)2
+O
(
(∆x)2
)
=
unj+1 − 2unj + unj−1
(∆x)2
+O
(
(∆x)2
)
, (1.6)
onde o erro que afecta a aproximação é proporcional a (∆x)2. De forma análoga, a
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derivada de primeira ordem em relação ao tempo é aproximada por,
∂u
∂t
(
xj , tn+1
)
=
u
(
xj, tn+1
)− u (xj, tn)
∆t
+O (∆t)
=
un+1j − unj
∆t
+O (∆t) , (1.7)
sendo, neste caso, o erro que afecta a aproximação proporcional a ∆t. Na prática, deve-
se procurar sempre garantir que as aproximações possuam ordens de precisão seme-
lhantes, o que, neste caso, leva a que se faça a escolha dos passos espacial e temporal,
por forma a que,
∆t ≈ (∆x)2 ,
e, no caso em que ∆x < 1, a consequência que se retira desta relação é a de que o passo
no tempo tem de ser muito menor do que o passo no espaço.
Introduzindo as aproximações (1.6) e (1.7) em (1.2), e rearranjando a expressão obtida,
pode escrever-se,
un+1j = ακu
n
j−1 + (1− 2ακ)unj + ακunj+1, n = 0, 1, 2, . . . , j = 1, . . . , nx, (1.8)
com,
ακ =
κ∆t
(∆x)2
. (1.9)
A figura 1.1 apresenta a molécula computacional associada a este esquema.
b b b
bc
xj−1 xj xj+1
tn−1
tn
tn+1
Figura 1.1: Molécula computacional do esquema explícito.
No que concerne à condição inicial (1.5), a sua utilização na resolução do problema
obriga a que,
u0j = fj = f
(
xj
)
, j = 0, 1, . . . , nx, nx + 1. (1.10)
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Em relação às condições de fronteira (1.3) e (1.4), representadas na figura 1.2, tem-se:
un0 = βn = β (tn) , n = 0, 1, . . . ; (1.11)
unn+1 = γn = γ (tn) , n = 0, 1, . . . . (1.12)
r r r r
rs
rs
rs
rs
x0 x1 x2 xnx+1
x
t0
t1
tn
t
Figura 1.2: Colocação das condições iniciais, , e de fronteira, , na malha.
Por razões de consistência, deve obrigar-se as condições iniciais e as condições de fron-
teira a coincidirem nos cantos da região discretizada, ou seja,
f0 = f(0) = u(0, 0) = β(0) = β0
e,
fnx+1 = f(ℓ) = u(ℓ, 0) = γ(0) = γ0.
As quatro equações (1.8), (1.10), (1.11) e (1.12) definem o algoritmo do esquema
numérico explícito que se utiliza para aproximar o PVIF apresentado.
O esquema explícito pode ser descrito sob a forma matricial. Considerando,
un =
(
un1 , u
n
2 , . . . , u
n
nx
) ≈ (u (x1, tn) , u (x2, tn) , . . . , u (xnx , tn)) ,
o vector cujas entradas são as aproximações numéricas para os valores da solução no
instante tn nos pontos do interior do domínio, e omitindo os pontos da fronteira x0 = 0
e xnx+1 = ℓ, pois nesses os valores são directamente obtidos através das condições de
fronteira, é possível escrever (1.8) através da seguinte equação,
un+1 = Aun + bn,
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com,
A =

1− 2ακ ακ 0 . . . 0 0
ακ 1− 2ακ ακ . . . 0 0
0 ακ 1− 2ακ . . . 0 0
...
...
...
...
...
...
0 0 0 . . . 1− 2ακ ακ
0 0 0 . . . ακ 1− 2ακ

e bn =

ακβn
0
0
0
0
ακγn

.
A matriz A é uma matrix simétrica e tridiagonal. As contribuições das condições de
fronteira nos nós da fronteira aparecem no vector bn.
Por forma a escolher o esquema numérico a utilizar, é necessário perceber porque razões
o esquema de diferenças finitas que se escolhe, por vezes, falha. Para realizar esse es-
tudo pode-se investigar o comportamento do esquema numérico com funções simples.
Notando que a solução geral da equação do calor pode ser decomposta numa soma dos
vários modos de Fourier, o estudo pode concentrar-se em perceber o resultado produzido
pelo esquema numérico quando se utiliza uma função exponencial complexa individual,
salvaguardando-se que é sempre possível reconstruir o efeito cumulativo através da uti-
lização de combinações lineares adequadas.
Suponha-se então que, no instante t = tn, a solução é puramente exponencial,
u (x, tn) = e
iζx,
pelo que,
unj = u
(
xj , tn
)
= eiζxj .
Substituindo estes valores na equação que define o esquema numérico no interior do
domínio, (1.8), percebe-se que o valor que se obtém no instante t = tn+1 continua a ser
uma exponencial,
un+1j = λe
iζxj ,
com,
λ = 1− 4ακ sin2
(
ζ
∆x
2
)
.
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Desta forma, o efeito que o esquema numérico produz na realização de um único passo
temporal é o de multiplicar a exponencial complexa pelo factor λ, que se designa por
factor de amplificação. Continuando a iterar obtém-se,
u (x, tn+m) = λ
meiζx.
Consequentemente, a estabilidade do esquema ficará completamente determinada pela
grandeza do factor de amplificação. Se |λ| > 1, então λm apresenta um crescimento
exponencial com m → ∞, e, portanto, as soluções numéricas tornar-se-ão ilimitadas
quando t → ∞. Esta ocorrência é completamente incompatível com o comportamento
das soluções analíticas da equação do calor, consequentemente, a condição de estabili-
dade necessária a impor ao esquema numérico explícito é a de que o factor de amplifi-
cação satisfaça a relação,
|λ| ≤ 1. (1.13)
Este método de analisar a estabilidade de um esquema numérico foi desenvolvido em
meados do século XIX pelo matemático Húngaro John von Neumann. O critério de es-
tabilidade (1.13) distingue, de forma muito eficaz, os métodos estáveis, ou seja, os mé-
todos com aplicação válida, dos métodos instáveis. Para o caso particular do método
explícito (1.8), o critério de estabilidade de von Neumann exige que,
ακ =
κ∆t
(∆x)2
≤ 1
2
⇔ ∆t ≤ (∆x)
2
2κ
, (1.14)
o que representa uma forte restrição sobre o passo de tempo. Esta restrição faz com que,
para passos no espaço pequenos, seja necessário recorrer a valores de ∆t extremamente
pequenos, o que implica a realização de um número de iterações muitíssimo elevado,
mesmo quando se pretende perceber a evolução da solução em pequenos períodos de
tempo. Por outro lado, o valor de κ é também fundamental na eficácia deste método,
quanto maior for o valor de κ, menor terá de ser o valor de ∆t. Além disso, devido à
precisão finita que é utilizada pelos computadores, este facto conduz a uma maior pro-
pagação dos erros de arredondamento, que, no final, podem originar uma significativa
redução da qualidade da solução numérica obtida. Quando, como neste caso, nem todas
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as escolhas para os passos no tempo e no espaço conduzem a um esquema convergente,
diz-se que o esquema é condicionalmente estável.
No sentido de produzir um algoritmo que garanta melhores resultados, constrói-se um
esquema em que a aproximação para a derivada espacial de segunda ordem é aproxi-
mada em torno dos pontos que são vizinhos de
(
xj , tn+1
)
. Assim,
∂2u
∂x2
(
xj , tn+1
)
=
u
(
xj+1, tn+1
)− 2u (xj , tn+1)+ u (xj−1, tn+1)
(∆x)2
+O
(
(∆x)2
)
=
un+1j+1 − 2un+1j + un+1j−1
(∆x)2
+O
(
(∆x)2
)
. (1.15)
A introdução das relações (1.15), (1.7) em (1.2) fornece o seguinte esquema de dife-
renças finitas,
−ακun+1j+1 + (1 + 2ακ) un+1j − ακun+1j−1 = ακunj , n = 0, 1, 2, . . . , j = 1, . . . , nx, (1.16)
em que ακ assume a forma referida em (1.9). Com as condições iniciais e de fronteira
apresentadas em (1.10), (1.11) e (1.12), verifica-se que o método se pode definir através
da seguinte forma matricial,
Âun+1 = un + bn+1,
em que Â se obtém da matriz A, obtida para o esquema explícito, substituindo ακ por
−ακ. O facto da matriz Â ser uma matriz tridiagonal, permite que o sistema de equações
lineares que se obtém possa ser resolvido de uma forma muito eficaz.
A dependência computacional do esquema implícito, (1.16), é dada pela molécula re-
presentada na figura 1.3.
b
b
bbc
xj−1 xj xj+1
tn−1
tn
tn+1
Figura 1.3: Molécula computacional do esquema implícito.
No que diz respeito à estabilidade numérica, a aplicação do critério de análise de von
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Neumann permite concluir que o factor de amplificação, neste caso, é dado por,
λ =
1
1 + 4ακ sin
2
(
ζ
∆x
2
) .
Atendendo a que ακ > 0, infere-se que o factor de amplificação é sempre menor do que
1, em valor absoluto, o que significa que o critério de estabilidade (1.13) é verificado
para qualquer escolha dos passos ∆t e ∆x, o que equivale a afirmar que o esquema
implícito (1.16) é incondicionalmente estável.
1.3.2 Relação entre análise de escala e diferenças finitas
A complexidade dos problemas exige que se empregue cada vez mais poder computa-
cional na resolução dos mesmos. Para evidenciar esta necessidade basta efectuar uma
análise de escala elementar para um esquema de diferenças finitas simples. Para fa-
zer esta análise de escala deve analisar-se a escala do tempo e as escalas do espaço e
integrá-las nos esquemas de diferenças finitas que se pretendem utilizar. Como exemplo
para esta análise assuma-se, para o caso da escala do tempo, que a variável física u varia
significativamente ao longo de uma escala de tempo característica T e que essa variação
é dada por U . Fazendo esta definição de escala obtém-se,
du
dt
∼ U
T
.
Assumindo que a escala do tempo que define a variação para u é a mesma que define as
derivadas de u, a análise de escala facilmente se estende às derivadas sucessivas de u,
obtendo-se,
d2u
dt2
=
d
dt
(
du
dt
)
∼ (U/T )
T
=
U
T 2
.
Esta análise é fundamental na discretização das equações para a sua resolução através
dos esquemas de diferenças finitas. A discretização, além de ser necessária é igualmente
obrigatória, uma vez que os computadores possuem memória finita e, por isso, são in-
capazes de tratar as derivadas de forma diferente.
No sentido de se discretizar as equações no tempo é necessário definir os instantes
temporais tn, onde a solução para a equação vai ser aproximada. Para isso, define-se,
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usualmente, um passo de tempo constante, ∆t, que separará os instantes sucessivos em
que se resolvem as equações em análise. Dessa forma, denotando o instante inicial por
t0, os restantes instantes obtém-se através da relação,
tn = t0 + n∆t = tn−1 +∆t, n = 1, 2, . . . . (1.17)
O valor de u em tn é aproximado por un, ou seja, un ≈ u(tn). No sentido de se obter
uma aproximação para
du
dt
em tn, conhecendo apenas os valores da função u em tk,
k = 1, 2, . . . , n, a aplicação directa da definição da derivada fornece,
du
dt
(t) = lim
∆t→0
u(t+∆t)− u(t)
∆t
, (1.18)
pelo que, recorrendo a (1.17), facilmente se verifica que a aproximação para a derivada
du
dt
em tn pode ser conseguida através de,
du
dt
(tn) ≈ u
n+1 − un
∆t
. (1.19)
Para analisar a precisão com que é realizada esta aproximação basta recorrer ao teorema
de Taylor,
u(t+∆t) = u(t) + ∆t
du
dt
(t) +
(∆t)2
2
d2u
dt2
(t) +
(∆t)3
3!
d3u
dt3
(t) +O
(
(∆t)4
)
. (1.20)
A aplicação de uma simples de análise de escala gera os seguintes resultados,
(∆t)2
2
d2u
dt2
(t) ∼ (∆t)2 U
T 2
e,
(∆t)3
3!
d3u
dt3
(t) ∼ (∆t)3 U
T 3
.
Por conseguinte, a utilização de um valor pequeno para ∆t conduz à seguinte aproxi-
mação,
du
dt
(t) =
u(t+∆t)− u(t)
∆t
+O
(
∆t
T
U
T
)
. (1.21)
Consequentemente, o erro relativo que afecta a aproximação para a derivada, ou seja,
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a diferença entre a aproximação de diferenças finitas e a derivada, dividida pela escala
U/T , é da ordem ∆t/T . Para que esta aproximação se possa considerar aceitável é
necessário que o erro seja muito menor que um, o que implica que o valor de ∆t tenha
de ser muito menor do que a escala de tempo que se considera, T . Para as aproximações
de diferenças finitas é comum não se tecerem estas considerações de escala e apresentar
simplesmente,
du
dt
(tn) ≈ u
n+1 − un
∆t
+O (∆t) . (1.22)
Nos esquemas de diferenças finitas é natural que a aproximação dependa do passo que
é utilizado para fabricar a discretização, por essa razão, o erro, ou comummente desig-
nado por erro de truncatura, é, em (1.22), proporcional a ∆t, e, por isso, a aproximação
diz-se de ordem um. Caso o erro de truncatura seja proporcional a (∆t)p a aproximação
dir-se-á de ordem p.
Para o caso das derivadas no espaço, a análise é análoga à que anteriormente foi apre-
sentada para o caso das derivadas no tempo. Existe, no entanto, uma situação que se
deve realçar, que diz respeito aos passos utilizados na discretização horizontal, quando
se consideram os casos 2D e 3D. Geralmente opta-se por escolher o passo segundo a
direcção-x igual ao passo segundo a direcção-y, no entanto, pode, obviamente, escolher-
se um valor para ∆x diferente do valor de ∆y. Por simplicidade, escolha-se ∆x = ∆y
para a discretização horizontal, com uma escala de comprimento horizontal L, e ∆z
para a discretização vertical, com a escala de comprimento vertical igual a H, no caso
de uma análise 3D. É necessário impor que ∆x≪ L e que ∆z ≪ H.
Todas estas restrições, associadas ao passo de tempo e às malhas horizontais e verticais,
são fundamentais para perceber as exigências computacionais impostas pela resolução
dos problemas na DFG. Para que se faça uma pequena ideia desta exigência admita-se
que se pretende fazer uma simulação numa região definida horizontalmente por S e
com uma altura H, então o número de pontos, M , a utilizar é dado por,
M =
H
∆z
S
∆x2
,
enquanto que o número de passos de tempo necessários, para realizar a simulação num
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período de tempo P , é dado por,
N =
P
∆t
.
Para se conseguir perceber o número elevadíssimo de pontos que constituem a malha
para um modelo deste género, considere-se um modelo, por exemplo, oceânico, para
resolver turbilhões geostróficos, onde se considera S ∼ 1014m2, ∆x ∼ ∆y ≤ 104m, com
massas de água estratificadas H/∆z ∼ 50m. Para este modelo o número de pontos a
considerar no espaço é dado por M ∼ 5 × 107. Para cada um destes pontos, em cada
instante tn, é necessário guardar informação acerca de um conjunto de variáveis neces-
sárias para a simulação, como as componentes da velocidade tridimensional, a pressão,
a temperatura, entre outras. Admitindo que cada variável consome 4 ou 8 bytes de
memória, dependendo da precisão que se pretende utilizar, para a resolução deste pro-
blema são necessários, pelo menos, 2 Gigabytes de RAM. O número de operações em
ponto flutuante a serem executadas para simular um único ano pode ser estimado con-
siderando um passo de tempo associado ao período de rotação da terra, ∆t ∼ 103 s,
conduzindo a um valor para N na ordem de 30000. O número de operações necessárias
para se poder simular um ano completo pode ser estimado através da análise do número
de operações que é exigido em cada ponto da malha de discretização para cada instante
temporal, conduzindo a valores da ordem de 1015. Consequentemente, resolvendo este
problema num dos melhores 500 supercomputadores existentes, com 1 Teraflops=1012
operações em ponto flutuante por segundo, dedicado exclusivamente à realização des-
tes cálculos, o resultado seria devolvido em pouco mais do que 30 minutos. Correndo
este problema num PC de última geração, com 1-2 Gigaflops, seria necessário esperar
alguns dias para que se pudessem obter os resultados. No entanto, é necessário notar
que, mesmo para um modelo desta dimensão, apenas é possível resolver as maiores es-
calas de movimento, pois movimentos que se realizem em escalas de tempo e de espaço
inferiores àquelas que são utilizadas, simplesmente não podem ser resolvidas com este
nível de discretização da malha. Isto não significa que todos os movimentos que se pro-
cessam em escalas mais pequenas possam ser desprezados nos modelos de larga-escala
para a atmosfera e oceanos. Na verdade não podem e a sua influência deve ser incluída
nos modelos de larga-escala. A forma de fazer essa inclusão é através da técnica de
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parametrização.
A questão que hoje se levanta é a de saber se é possível resolver de forma explícita
em todas as escalas. Para que se pudesse cumprir esta tarefa no problema apresentado
seriam necessários, na grelha horizontal, um número de pontos da ordem 1024, o que
implicaria a exigência de um computador com 5×1016 Gigabytes de memória, e um valor
para o número dos passos de tempo da ordem de 3 × 107, conduzindo estes valores a
um número de operações da ordem de 1034. Desejando esperar 106 segundos para obter
os resultados, seria necessário utilizar um computador que realizasse 1028 operações
em ponto flutuante por segundo. Fazendo uma comparação com as capacidades dos
computadores actuais, o factor que nos separa é 1016 = 253 maior, quer no que diz
respeito à velocidade, quer no que se refere à memória. Uma aplicação simples da lei
de Moore, que estabelece um regra de previsão de um ganho de um factor 2 em cada
18 meses, conduz à conclusão de que será necessário esperar 53 vezes 18 meses , ou
seja, cerca de 80 anos, até que os computadores permitam realizar a tarefa cumprindo
todas estas premissas. Deve salientar-se que esta conclusão é deduzida com base na
verificação da lei de Moore durante os próximos 80 anos!
O que se pode concluir de toda esta análise é o seguinte: o aumento da resolução dos mo-
delos existentes continuará a exigir computadores cada vez mais potentes; os modelos
vão ter de continuar a recorrer à parametrização da turbulência e de outros movimentos
de pequena-escala; o espaçamento que se utiliza na simulação em DFG continuará a ser
crucial para todos os modelos, quer devido aos elevados tamanhos dos domínios, quer
ao grande intervalo de escalas dos movimentos a resolver.
1.3.3 Difusividades não constantes
No capítulo 3 verificar-se-á que a parametrização da turbulência obriga a que os coe-
ficientes a considerar dependam da variável de espaço e da variável de tempo, assim
como, de forma implícita, do valor da temperatura potencial e da altura da camada
limite atmosférica (CLA), a qual, por sua vez, depende do fluxo turbulento vertical da
temperatura potencial. Desta forma, a discretização a realizar na resolução do problema
deve assumir um coeficiente da difusividade não constante, ao contrário do que é feito
na introdução ao método das diferenças finitas apresentada anteriormente. O estudo
20
MÉTODO DAS DIFERENÇAS FINITAS
destes casos pode ser efectuado através da aproximação de volume de controlo. Para
explicar esta aproximação considere-se uma malha 1D com n volumes de controlo. A
divergência do fluxo de calor que sai do volume j é aproximada por,
∇ · F = 1
∆z
(
Fj+1/2 − Fj−1/2
)
, (1.23)
que, para a difusão do fluxo de calor no ponto de índice j + 1/2 assume a forma,
Fj+1/2 = κj+1/2
∂u
∂x
∣∣∣∣
x=xj+1/2
. (1.24)
E, considerando a aplicação de diferenças centradas para aproximar o valor do gradiente
de u no ponto xj+1/2, obtém-se,
∂u
∂x
∣∣∣∣
x=xj+1/2
≈ 1
∆x
(
uj+1 − uj
)
. (1.25)
Procedendo de forma análoga para o ponto xj−1/2, o esquema que se obtém para apro-
ximar a divergência de fluxo é o seguinte,
∇ · F = 1
∆x
(
Fj+1/2 − Fj−1/2
)
≈ 1
(∆x)2
(
κj−1/2uj−1 −
[
κj−1/2 + κj+1/2
]
uj + κj+1/2uj+1
)
. (1.26)
O desenvolvimento em série de Taylor prova que, para uma malha regularmente espa-
çada, o erro de truncatura associado a esta aproximação é dado por,
∇ · F − 1
(∆x)2
(
κj−1/2uj−1 −
[
κj−1/2 + κj+1/2
]
uj + κj+1/2uj+1
)
= α (∆x)2
∂4u
∂x4
+ . . . ,
em que α ∈ R.
A expressão apresentada em (1.26) é uma forma conservativa de fluxo, porém, em certos
casos, se se conhecer a expressão analítica de κ(x, t), poderá ser mais preciso realizar a
expansão do termo da difusão através da regra da cadeia,
∂
∂x
(
κ(x, t)
∂u
∂x
)
=
∂κ
∂x
∂u
∂x
+ κ
∂2u
∂x2
,
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procedimento que introduz um termo advectivo efectivo.
Deve notar-se que a introdução de difusividades não constantes podem gerar o apa-
recimento de termos fonte e/ou comportamentos estranhos para as soluções numé-
ricas. Assim, deve ter-se algum cuidado na análise e compreensão desses efeitos. A
dependência das difusividades em relação à temperatura é outra dificuldade de ocor-
rência regular, sendo que esta proporciona um tratamento mais específico, uma vez
que gera não-linearidade na equação. No que concerne à implementação numérica, as
não-linearidades não provocam qualquer transtorno na aplicação dos métodos explíci-
tos, mas podem ser de tratamento mais complicado quando se utilizam métodos implí-
citos. Para ultrapassar esse obstáculo é comum proceder à linearização das equações e
iterá-las, ou então recorrer a uma ferramenta mais poderosa, utilizar um esquema de
relaxação não linear, tal como o Full Approximation Storage (FAS) multi-grid.
1.4 Simetrias de equações diferenciais
A construção dos métodos numéricos invariantes depende da aplicação do teorema do
prolongamento, o qual permite obter as soluções invariantes para as EDPs, a partir dos
grupos de simetria de pontos. Esta técnica foi desenvolvida pelo matemático Sophus Lie
em 1880 e permite a obtenção sistemática de todos os grupos de simetria de pontos para
sistemas de equações diferenciais. Deve realçar-se que, dentro da análise das simetrias,
existem outros grupos de simetria que se revelam mais complicados do que os grupos
de simetria de pontos, assim como simetrias que não possuem propriedades de grupo,
os quais, embora importantes para outro tipo de estudos, não são fundamentais para
a construção dos métodos numéricos invariantes. Os métodos de simetrias de grupos
revelam-se uma ferramenta extremamente poderosa na análise das equações diferenci-
ais, uma vez que as simetrias proporcionam, regularmente, o único método prático para
obter as soluções analíticas. Nos últimos anos tem-se intensificado a investigação nesta
área, proporcionando enormes avanços. O livro de Olver (1993) fornece uma aborda-
gem extremamente moderna sobre a teoria de Lie da simetria de grupos. Os livros de
Bluman e Kumei (1989), Olver (1995), Hydon (2000) e Cantwell (2002) constroem um
leque de referências fundamentais para o estudo dos grupos de simetria.
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Os temas que serão abordados com maior ênfase nesta secção são os que concernem aos
métodos de prolongamento e aos grupos de simetria.
Definição 1.1. Um conjunto G, munido de uma lei de composição inteira
(.) : G → G, designada por produto ou multiplicação, é um grupo se forem verificados
os seguintes axiomas:
1. g · (h · k) = (g · h) · k,∀g, h, k ∈ G (propriedade associativa);
2. ∃e ∈ G : e · g = g · e,∀g ∈ G (elemento identidade);
3. ∀g ∈ G,∃g−1 ∈ G : g · g−1 = g−1 · g = e (elemento inverso).
Denotando por Rd = {(x1, x2, . . . , xd) : x1, x2, . . . , xd ∈ R} o espaço euclidiano de di-
mensão d e adoptando a convenção xi : Rd → R para a função coordenada i, podem
apresentar-se as seguintes definições.
Definição 1.2. Um espaço localmente euclidiano de dimensão d é um espaço topológicoM
onde cada ponto p ∈M possui uma vizinhança U ⊂M homeomorfa a um aberto de Rd.
Definição 1.3. O homeomorfismo φ : U → Rd designa-se por sistema de coordenadas ou
carta e as funções φi = xi ◦ φ designam-se por funções coordenadas. De forma abreviada,
escreve-se (U, φ) para designar o sistema de coordenadas.
Em muitas situações é usual escrever xi no lugar de φi e, consequentemente, denotar o
sistema de coordenadas por (U, x1, x2, . . . , xd).
Definição 1.4. Um sistema de coordenadas (U, φ) diz-se centrado num ponto p ∈ M se
φ(p) = 0.
Definição 1.5. Uma estrutura diferenciável de classe Ck (1 ≤ k ≤ ∞) num espaço local-
mente euclidiano M de dimensão m é uma colecção de sistemas de coordenadas
C = {(Uα, φα) : α ∈ A} que satisfaz as seguintes propriedades:
i) {Uα : α ∈ A} é uma cobertura aberta de A, i.e.,
⋃
α∈A
Uα = M ; (1.27)
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ii) As funções de transição φα ◦ φ−1β são de classe Ck, para quaisquer α, β ∈ A;
iii) A colecção C é maximal: se (U, φ) é um sistema de coordenadas com as propriedades
φ ◦ φ−1α e φα ◦ φ−1 são de classe Ck para todo o α ∈ A, então (U, φ) ∈ C.
Um par (M, C) é designado por variedade diferenciável de dimensão d.
Uma colecção de sistemas de coordenadas que satisfaz as condições i) e ii) recebe a designa-
ção de atlas.
Apesar de uma variedade ser um conjunto mais geral do que Rd, pode-se trabalhar
localmente como se se estivesse a trabalhar em Rd. A identificação de um ponto p na
variedade com a coordenada x = χα(p), permite que se faça uso das ferramentas de
cálculo disponíveis para trabalhar em Rd, sem que haja a necessidade de as reformular
para espaços mais abstractos. Por uma questão de simplicidade, é comum assumir-se
que as variedades que se utilizam para desenvolver a teoria em torno das simetrias para
as equações diferenciais sejam conexas e infinitamente diferenciáveis.
Definição 1.6. Sejam M e N variedades diferenciáveis.
i) Uma aplicação f : M → R diz-se uma função diferenciável se f ◦φ−1 é de classe C∞,
para todos os sistemas de coordenadas (U, φ).
ii) Uma aplicação Ψ : M → N diz-se uma aplicação diferenciável se τ ◦ Ψ ◦ φ−1 é de
classe C∞, para todos os sistemas de coordenadas (U, φ) deM e (V, τ) de N .
Uma aplicação diferenciável Ψ : M → N bijectiva, com inversa diferenciável, designa-se
por difeomorfismo.
Para verificar se uma aplicação Ψ : M → N é diferenciável basta verificar se, para
cada p ∈ M , existem sistemas de coordenadas (U, φ) de M e (V, τ) de N , com p ∈ U e
Ψ(p) ∈ V , de tal forma que τ ◦Ψ ◦ φ−1 é de classe C∞.
O conjunto das aplicações diferenciáveis entre duas variedades M e N é designado por
C∞(M ;N). No caso em que se considera N = R, o conjunto das funções diferenciáveis
f :M → R é denotado por C∞(M) no lugar de C∞(M ;R).
Para se compreender a obtenção dos grupos de simetria é necessário definir espaço
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tangente. O espaço tangente a Rd num ponto p ∈ Rd é definido como sendo o conjunto
TpR
d =
{
(p,v) : v ∈ Rd
}
.
Este espaço tangente admite uma estrutura de espaço vectorial real onde, a adição é
definida por:
(p,v1) + (p,v2) ≡ (p,v1 + v2),
e a multiplicação por escalares se define por:
λ(p,v) ≡ (p, λv).
Desta forma existe existe um isomorfismo natural TpRd ≃ Rd, no entanto, em muitas
situações, é preferível ver TpRd como o conjunto dos vectores com origem em p.
Para o caso em que se considera uma k-superfície S ⊂ Rd, o espaço tangente a S num
ponto p ∈ S define-se com sendo o subespaço TpS ⊂ TpRd, formado pelos vectores
tangentes (p,v), para os quais existe uma curva diferenciável γ : (−ε, ε) → Rd, com
γ(t) ∈ S, γ(0) = p e γ′(0) = v.
Deve notar-se que um vector tangente (p,v) actua nas funções diferenciáveis definidas
numa vizinhança de p, ou seja, se f : U → R é uma função diferenciável num aberto U
que contém p, pode escolher-se uma curva diferenciável γ : (−ε, ε) → U , com γ(0) = p
e γ′(0) = v, e define-se
(p,v)(f) =
d
dt
∣∣∣∣
t=0
f ◦ γ.
Observe-se que esta operação não depende da escolha de γ, de facto, esta definição não
é mais do que a derivada direccional de f em p na direcção v.
De seguida define-se o espaço tangente a uma variedade diferenciável M num ponto
p ∈M . Esta definição pode ser feita através de três abordagens diferentes, duas em que
se utilizam sistemas de coordenadas e uma outra em que não se utiliza este mecanismo.
Aquela que aqui é apresentada não recorre a qualquer sistema de coordenadas. Fixe-se
então um ponto p ∈ M e considerem-se duas funções diferenciáveis definidas numa
vizinhança de p, f : U → R e g : V → R, onde U e V são abertos que contêm p. Diz-se
que ambas as funções definem o mesmo germe em p, se existe um aberto W ⊂ U ∩ V
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contendo p, tal que,
f |W = g|W .
Designando por Gp o conjunto de todos os germes no ponto p, conclui-se que Gp possui
uma estrutura de álgebra sobre R, definindo-se a adição,
[f ] + [g] ≡ [f + g],
o produto,
[f ][g] ≡ [fg],
e a multiplicação por escalares,
λ[f ] ≡ [λf ].
Consequentemente, faz sentido falar no valor de um germe [f ] ∈ Gp no ponto p, nome-
adamente f(p). Por outro lado, não tem sentido falar no valor de [f ] ∈ Gp em pontos
q 6= p.
Definição 1.7. Um vector tangente num ponto p ∈M é uma derivação linear de Gp, i.e., é
uma aplicação v : Gp → R, tal que:
i) v([f ] + λ[g]) = v([f ]) + λv([g]);
ii) v([f ][g]) = v([f ])g(p) + f(p)v([g]).
Designa-se por espaço tangente o conjunto dos vectores tangentes no ponto p e denota-se
por TpM .
O espaço tangente possui uma estrutura natural de espaço vectorial real, uma vez que,
se v1,v2 ∈ TpM são derivações lineares, então v1+λv2 também é uma derivação linear,
para todo o λ ∈ R. O fibrado tangente de M define-se por
TM ≡
⋃
p∈M
TpM.
A projecção natural π : TM → M associa a um vector tangente v ∈ TpM o seu ponto
base, ou seja, π(v) = p. A designação de "fibrado" deriva do facto de TM poder ser visto
como um conjunto de fibras justapostas umas às outras, formando uma variedade.
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Para definir os conceitos associados às álgebras de Lie é necessário apresentar a definição
de campo vectorial e alguns dos resultados que lhe estão associados.
Definição 1.8. Um campo vectorial numa variedade M é uma aplicação X : M → TM ,
tal que π ◦X = I. O campo vectorial X diz-se de classe C∞ se a aplicação X : M → TM
é de classe C∞.
O conjunto dos campos vectoriais C∞ numa variedade M é denotado por X(M).
Para cada p ∈ M , Xp é uma derivação e, consequentemente, dada uma função
f ∈ C∞(M) pode definir-se uma nova função X(f) : M → R por
X(f)(p) ≡ Xp(f) = df(Xp).
Considerando (U, x1, . . . , xd) um sistema de coordenadas da variedade M , os campos
vectoriais
∂
∂xi
∈ X(U) são definidos por
∂
∂xi
(p) ≡ ∂
∂xi
∣∣∣∣
p
, i = 1, . . . , d.
SeX ∈ X(M) é um campo vectorial emM , então a restrição deX ao aberto U , denotada
por X|U , pode ser escrita na forma
X|U =
d∑
i=1
Xi
∂
∂xi
,
onde Xi : U → R são funções que recebem a designação de componentes do campo
vectorial X em relação às coordenadas (x1, . . . , xd).
Definição 1.9. Um caminho numa variedadeM é uma aplicação contínua γ :]a, b[→ M e
um caminho suave é um caminho em que a aplicação γ é de classe C∞.
No caso em que o intervalo não é aberto diz-se que γ : I → M é suave se possui
uma extensão a um caminho suave definido num intervalo aberto J ⊃ I. Neste caso a
derivada de γ é definida por
γ˙(t) ≡ dγ · ∂
∂t
∣∣∣∣
t
∈ Tγ(t)M,
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e está definida para todo o t ∈ I.
Definição 1.10. Seja X ∈ X(M) um campo vectorial. Um caminho suave γ : I → M
diz-se uma curva integral de X se
γ˙(t) = Xγ(t),
para todo o t ∈ I.
Em coordenadas locais (U, x1, . . . , xd), o caminho γ(t) fica determinado pelas suas com-
ponentes γi(t) = xi(γ(t)), sendo, por exemplo, a derivada dada por
γ˙ = dγ · ∂
∂t
=
d∑
i=1
dγi
dt
∂
∂xi
.
Por outro lado, as curvas integrais de um campo vectorial X, com componentes Xi em
relação às coordenadas (x1, . . . , xd) são as soluções do sistema de equações diferenciais
ordinárias (EDOs)
dγi
dt
= Xi (γ1(t), . . . , γd(t)) , i = 1, . . . , d.
Os resultados standard sobre a existência, a unicidade e o intervalo máximo de definição
de soluções de um sistema de EDOs fornecem a seguinte proposição.
Proposição 1.1. Seja X ∈ X(M) um campo vectorial. Para cada p ∈ M , existem valores
ap, bp ∈ R ∪ {−∞,+∞} e uma curva suave γp :]ap, bp[→M , tais que:
i) 0 ∈]ap, bp[ e γp(0) = p;
ii) γp é uma curva integral de X;
iii) Se η :]c, d[→ M é uma curva integral de X que satisfaz i) e ii), então ]c, d[⊂]ap, bp[ e
γp
∣∣
]c,d[
= η.
A curva suave γp apresentada na última proposição recebe a designação de curva inte-
gral maximal de X por p, e a proposição mostra que, por cada ponto, passa uma única
curva integral maximal. Desta forma, para cada t ∈ R pode definir-se
Dt =
{
p ∈M : t ∈]ap, bp[
}
,
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e, consequentemente, o fluxo do campo vectorialX ∈ X(M) é a aplicação φtX : Dt →M
definida por
φtX(p) ≡ γp(t).
Um campo vectorial diz-se completo se Dt = M , para todo o t ∈ R, ou seja, se a curva
integral maximal por qualquer p ∈M está definida para t ∈]−∞,+∞[. Nessa situação,
o fluxo de X pode ser visto como uma aplicação definida de R ×M para M , em que
(t, p) 7→ φtX(p).
Se X ∈ X(M) é um campo vectorial e f ∈ C∞(M), então X(f) ∈ C∞(M) e as ex-
pressões em coordenadas locais mostram que X é um operador diferencial de primeira
ordem. A iteração desta construção permite obter as "potências" Xk, que correspondem
simplesmente aos operadores diferenciais de ordem k,
Xk+1(f) ≡ X
(
Xk(f)
)
,
que permite escrever a seguinte proposição.
Proposição 1.2 (Fórmula de Taylor). Seja X ∈ X(M) é um campo vectorial e
f ∈ C∞(M). Para cada p ∈M e k inteiro positivo é válida a seguinte expansão
f ◦ φtX = f + tX(f) +
t2
2!
X2(f) + . . .+
tk
k!
Xk(f) +O
(
tk+1
)
,
em que t 7→ O (tk+1) é uma função de classe C∞ numa vizinhança da origem, cujos termos
de ordem inferior ou igual a k são nulos.
Outra notação importante associada ao fluxo de um campo vectorial é a notação de
exponencial,
exp(tX) ≡ φtX .
Com esta notação é possível apresentar as seguintes propriedades para a função expo-
nencial,
exp(tX)−1 = exp(−tX)
e
exp((t+ s)X) = exp(tX) ◦ exp(sX).
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De seguida pode apresentar-se a definição de parêntesis de Lie.
Definição 1.11. Sejam X,Y ∈ X(M) dois campos vectoriais. O parêntesis de Lie de X e
Y é o campo vectorial [X,Y ] ∈ X(M) definido por
[X,Y ](f) = X (Y (f))− Y (X(f)) ,
para qualquer f ∈ C∞(M).
Note-se que, por definição, [X,Y ] é um operador diferencial de ordem não superior a 2.
A proposição que se segue fornece as propriedades mais importantes do parêntesis de
Lie.
Proposição 1.3. O parêntesis de Lie satisfaz as seguintes propriedades:
i) Anti-simetria: [X,Y ] = −[Y,X];
ii) Bilinearidade: [aX + bY, Z] = a[X,Z] + b[Y,Z], ∀a, b ∈ Z;
iii) Identidade de Jacobi: [X, [Y,Z]] + [Y, [Z,X]] + [Z, [X,Y ]] = 0;
iv) Identidade de Leibniz: [X, fY ] = X(f)Y + f [X,Y ], ∀f ∈ C∞(M).
A axiomatização das propriedades do parêntesis de Lie de campos vectoriais é sinteti-
zada na definição que se segue.
Definição 1.12. Uma álgebra de Lie é um espaço vectorial g com uma operação
[., .] : g× g→ g, designada parêntesis de Lie, que satisfaz:
i) Anti-simetria: [X,Y ] = −[Y,X];
ii) Bilinearidade: [aX + bY, Z] = a[X,Z] + b[Y,Z], ∀a, b ∈ Z;
iii) Identidade de Jacobi: [X, [Y,Z]] + [Y, [Z,X]] + [Z, [X,Y ]] = 0.
As álgebras de Lie de dimensão finita estão intrinsecamente associadas à seguinte classe
de grupos.
Definição 1.13. Um grupo de Lie é um grupo G com uma estrutura diferenciável, tal que
a operação multiplicação
m : G×G → G
(g, h) 7→ gh
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e inversão
ι : G → G
g 7→ g−1
são aplicações diferenciáveis.
Definição 1.14. Dados um grupo de Lie G e um campo vectorial X, X diz-se invariante à
esquerda se
(Lg)∗X = X,
para todo o g ∈ G, onde Lg : G→ G é a translação à esquerda, h 7→ gh. De forma análoga
se definem os campos vectoriais invariantes à direita.
Para construir os grupos de simetria de uma equação diferencial utiliza-se a teoria apre-
sentada anteriormente, assim como o conceito de que uma simetria de uma equação
diferencial é uma aplicação que transforma soluções de uma equação noutras soluções.
Com o objectivo de entender este conceito, considere-se o espaço, SL, que contém todas
as soluções de uma equação diferencial,
E (x,Dαu) = 0, (1.28)
onde E representa um operador linear de x e das derivadas de u. Uma simetria, S, é um
automorfismo de SL, ou seja, S : SL → SL. Assim, o facto de u pertencer a SL implica
que Su também pertence a SL. A obtenção dos grupos de simetria para as equações
diferenciais assenta fundamentalmente no teorema de Lie.
Para apresentar a teoria que regula a obtenção dos grupos de simetria utiliza-se uma EDP
de ordem n dependente dem variáveis, definida num subconjunto simplesmente conexo
Ω ⊂ Rm. Assuma-se também que esta equação diferencial toma a forma apresentada em
(1.28) e que E é uma função analítica definida em Rm ×R,
Dαu =
∂|α|u
∂xα11 ∂x
α2
2 . . . ∂x
αm
m
,
onde α ≡ (α1, α2, . . . , αm) representa um vector multi-índice associado à derivada par-
cial de ordem α, com αi ∈ N0, para i ∈ {1, 2, . . . ,m} e |α| =
∑m
i=1 αi. A teoria que se
segue é igualmente extensível a sistemas de equações diferenciais.
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Uma definição capital para a obtenção dos grupos de simetria é a de gerador infinitesi-
mal.
Definição 1.15. O campo vectorial,
v =
m∑
i=1
ξk(x, u)
∂
∂xk
+ φ(x, u)
∂
∂u
, (1.29)
com (x, u) ∈ Ω×R, designa-se por gerador infinitesimal de um grupo de Lie de parâmetro
local e é um operador diferencial de primeira ordem.
No sentido de determinar o grupo de simetria, deve construir-se um método que per-
mita determinar quais as condições a impor a ξk e a φ, por forma a que se possa garantir
que G, grupo gerado por v, é um grupo de simetria para (1.28). Para realizar esta ta-
refa é necessário apresentar a definição de prolongamento de ordem n de G, que se
trata de uma extensão natural da acção de G de (x, u) para a colecção de todas as
derivadas de u até à ordem n. Assim, o n-ésimo prolongamento é uma acção sobre(
x, u, ux1 , ux2 , . . . , uxm , u
2
x1 , u
2
x1x2 , . . .
)
, garantindo que a ordem das derivadas não é su-
perior a n, denotando-se por prnG. Para obter prnG, considere-se Dn, a aplicação de
jacto-n definida por,
Dn : (x, u) 7→
(
x, u, ux1 , ux2 , . . . , uxm , u
2
x1 , u
2
x1x2 , . . .
)
. (1.30)
Desta forma, o n-ésimo prolongamento deve satisfazer a relação,
Dn ◦ G = prnG ◦ Dn. (1.31)
Para que a relação (1.31) seja válida, deve garantir-se que a regra da derivação para a
função composta é válida para o cálculo multidimensional.
O gerador infinitesimal de prnG é designado por prolongamento de ordem n de v e
denota-se por prn v. A condição (1.31) permite a obtenção de uma forma explícita para
prn v.
Teorema 1.1. Seja v um campo vectorial definido como em (1.29). O prolongamento de
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ordem n de v é dado por
prn v = v +
∑
α
φα
∂
∂uα
, (1.32)
onde se toma a soma sobre todos os multi-índices α, com |α| ≤ n. As funções φα são dadas
por
φα = Dα
(
φ−
m∑
k=1
ξkuxk
)
+
m∑
k=1
ξkuα,k, (1.33)
onde Dα denota o operador de derivada total e uxk =
∂u
∂xk
.
Deve notar-se que no teorema anterior, mais propriamente em (1.33), se utiliza a no-
tação uα,k, em que k denota a ordem da derivada e α o multi-índice associado a essa
derivada.
O teorema que se segue representa o resultado central da teoria das simetrias de grupos
de Lie. A sua formulação proporciona condições necessárias e suficientes para que um
campo vectorial da forma (1.29) gere as simetrias da equação diferencial em análise. A
prova pode ser encontrada, por exemplo, no segundo capítulo do livro de Olver (1995).
Teorema 1.2. Considere-se uma EDP de ordem n definida por (1.28) e v um campo vec-
torial definido por (1.29). Então v gera um grupo local de simetrias de um só parâmetro
para (1.28), se e somente se,
prn v [E (x,Dαu)] = 0, (1.34)
sempre que E (x,Dαu) = 0.
A aplicação deste teorema a uma EDP fornece um sistema de EDPs nas funções ξk e φ. Na
maioria dos casos, a resolução destas equações efectua-se de forma directa, devolvendo
um conjunto de campos vectoriais que gera todos os grupos de simetria de pontos. Os
campos vectoriais que satisfazem (1.34) são designados por simetrias infinitesimais.
Uma das propriedades mais importantes para estas simetrias infinitesimais é a de que
elas formam uma álgebra de Lie com a utilização dos parentêses de Lie. O teorema que
se segue é outro resultado fundamental para a obtenção dos grupos de simetria.
Teorema 1.3. Seja (1.28) uma equação diferencial definida emM = Ω×Rm. O conjunto
de todas as simetrias infinitesimais forma uma álgebra de Lie de campos vectoriais em M .
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Além disso, se esta álgebra de Lie é de dimensão finita, então o grupo de simetria é um
grupo de Lie de transformação local que actua sobreM .
O procedimento para determinar os grupos de simetria admitidos para uma determi-
nada EDP do tipo (1.28) pode ser estabelecido de forma algorítmica. O processo inicia-
se com uma EDP e com um grupo de um parâmetro local de transformações G que
actua sobre um aberto M ⊂ X × U com um gerador infinitesimal dado por (1.29).
De seguida, prolonga-se o gerador para o espaço M (n) pela fórmula do prolongamento
(1.32), conjugada com (1.33). Segue-se a aplicação do critério de invariância infinite-
simal (1.34) e da fórmula (1.32) sobre uma variedade. O resultado que se obtém é um
sistema de equações diferenciais simples para os coeficientes dos geradores dos grupos
de simetria, S, sendo possível a reconstrução dos grupos através deles. Para o caso em
que se considera um sistema de EDPs, a metodologia é análoga àquela que se descreveu
para uma única EDP. Os detalhes e provas podem ser encontradas em Olver (1993) e
Bluman e Kumei (1989).
Por razões de enquadramento com o trabalho apresentado neste documento, utiliza-se
a equação da difusão do calor unidimensional, normalizada, para exibir uma aplicação
do teorema 1.2,
ut = uxx. (1.35)
Para calcular as simetrias da equação (1.35), considera-se que esta equação define uma
sub-variedade emX×U (2) através de∆(x, t, u(2)) = ∂u
∂t
− ∂
2u
∂x2
= 0. Defina-se o seguinte
campo vectorial,
v = ξ(x, t, u)∂x + τ(x, t, u)∂t + φ(x, t, u)∂u, (1.36)
em X × U . Para determinar os possíveis grupos de simetria da equação é necessário
prolongar a acção de v para o segundo espaço de jactos. Com base no teorema 1.1,
pode escrever-se,
pr2 v = v + φx
∂
∂ux
+ φt
∂
∂ut
+ φxx
∂
∂uxx
+ φxt
∂
∂uxt
+ φtt
∂
∂utt
, (1.37)
em que os coeficientes φx, φt, φxx, φxt, φtt são calculados a partir de (1.33), sendo dados
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por,
φt = Dtφ− ∂u
∂x
Dtξ − ∂u
∂t
Dtτ
=
∂φ
∂t
+
(
∂φ
∂u
− ∂τ
∂t
)
∂u
∂t
− ∂ξ
∂t
∂u
∂x
− ∂ξ
∂u
∂u
∂x
∂u
∂t
− ∂τ
∂u
∂2u
∂t2
; (1.38)
φxx = Dx
∂φ
∂x
− ∂
2u
∂x2
Dxξ − ∂
2u
∂x∂t
Dxτ
=
∂2φ
∂x2
+
(
2
∂2φ
∂x∂u
− ∂
2ξ
∂x2
)
∂u
∂x
− ∂
2τ
∂x2
∂u
∂t
− ∂
2τ
∂u2
∂u
∂t
(
∂u
∂x
)2
+
(
∂2φ
∂u2
− 2 ∂
2ξ
∂x∂u
)(
∂u
∂x
)2
− 2 ∂
2τ
∂x∂u
∂u
∂t
∂u
∂x
− ∂
2ξ
∂u2
(
∂u
∂x
)3
+
(
∂φ
∂u
− 2∂ξ
∂x
)
∂2u
∂x2
− 2∂τ
∂x
∂2u
∂x∂t
− 3∂ξ
∂u
∂u
∂x
∂2u
∂x2
− ∂τ
∂u
∂u
∂t
∂2u
∂x2
− 2∂τ
∂u
∂u
∂x
∂2u
∂x∂t
. (1.39)
A aplicação de pr2 v a ∆(x, t, u(2)) providencia o critério infinitesimal de invariância da
sub-variedade
φt = φxx, (1.40)
o qual deve ser satisfeito sempre que
ut − uxx = 0.
Substituindo então as expressões obtidas para os coeficientes no critério de invariância,
(1.40), obtém-se a seguinte relação
∂φ
∂t
+
(
∂φ
∂u
− ∂τ
∂t
)
∂u
∂t
− ∂ξ
∂t
∂u
∂x
− ∂ξ
∂u
∂u
∂x
∂u
∂t
− ∂τ
∂u
∂2u
∂t2
=
∂2φ
∂x2
+
(
∂2φ
∂u2
− 2 ∂
2ξ
∂x∂u
)(
∂u
∂x
)2
+
∂2τ
∂u2
∂u
∂t
(
∂u
∂x
)2
− ∂
2ξ
∂u2
(
∂u
∂x
)3
− 2∂τ
∂x
∂2u
∂x∂t
− 3∂ξ
∂u
∂u
∂x
∂2u
∂x2
+
(
∂φ
∂u
− 2∂ξ
∂x
)
∂2u
∂x2
− 2 ∂
2τ
∂x∂u
∂u
∂t
∂u
∂x
+
(
2
∂2φ
∂x∂u
− ∂
2ξ
∂x2
)
∂u
∂x
− ∂
2τ
∂x2
∂u
∂t
− ∂τ
∂u
∂u
∂t
∂2u
∂x2
− 2∂τ
∂u
∂u
∂x
∂2u
∂x∂t
(1.41)
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A igualdade entre os coeficientes das respectivas derivadas gera um sistema de EDPs, o
qual é apresentado na tabela 1.1.
Derivadas Coeficientes (Equações diferenciais a resolver)
∂u
∂x
∂2u
∂x∂t
0 = −2∂τ
∂u
∂2u
∂x∂t
0 = −2∂τ
∂x(
∂u
∂x
)3
0 = −∂
2ξ
∂u2(
∂u
∂x
)2 ∂2u
∂x2
0 = −∂
2τ
∂u2(
∂2u
∂x2
)2
−∂τ
∂u
= −∂τ
∂u
∂u
∂x
∂2u
∂x2
−∂ξ
∂u
= −2 ∂
2τ
∂x∂u
− 3∂ξ
∂u
∂2u
∂x2
∂φ
∂u
− ∂τ
∂t
= −∂
2τ
∂x2
+
∂φ
∂u
− 2∂ξ
∂x(
∂u
∂x
)2 ∂2φ
∂u2
− 2 ∂
2ξ
∂x∂u
= 0
∂u
∂x
−∂ξ
∂t
= 2
∂2φ
∂x∂u
− ∂
2ξ
∂x2
1
∂φ
∂t
=
∂2φ
∂x2
Tabela 1.1: Sistema de equações diferenciais resultante do critério de invariância.
A resolução deste sistema de equações diferenciais permite a obtenção das expressões
para os coeficientes do gerador infinitesimal,
ξ(x, t, u) = C1 + C4x+ 2C5t+ 4C6xt, (1.42)
τ(x, t, u) = C2 + 2C4t+ 4C6t
2, (1.43)
φ(x, t, u) =
(
C3 −C5x− 2C6t− C6x2
)
u+ α(x, t), (1.44)
em que Ci, i = 1, 2, . . . , 6, são constantes e α(x, t) é uma solução arbitrária da equação
da difusão do calor.
Podem, de seguida, definir-se os geradores da álgebra de Lie, basta introduzir os coefi-
cientes na expressão do gerador infinitesimal (1.36) e colocar em evidência cada uma
das constantes, uma vez que as mesmas representam os parâmetros dos subgrupos uni-
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dimensionais. Desta forma,
v = ξ(x, t, u)
∂
∂x
+ τ(x, t, u)
∂
∂t
+ φ(x, t, u)
∂
∂u
= [C1 + C4x+ 2C5t+ 4C6xt]
∂
∂x
+
[
C2 + 2C4t+ 4C6t
2
] ∂
∂t
+
[(
C3 − C5x− 2C6t− C6x2
)
u+ α(x, t)
] ∂
∂u
,
e, de forma equivalente,
v = C1
∂
∂x
+ C2
∂
∂t
+ C3u
∂
∂u
+ C4
(
x
∂
∂x
+ 2t
∂
∂t
)
+ C5
(
2t
∂
∂x
− xu ∂
∂u
)
+ C6
(
4xt
∂
∂x
+ 4t2
∂
∂t
− (x2 + 2t)u ∂
∂u
)
+ α(x, t)
∂
∂u
.
Este resultado permite que se conclua que
v1 = ∂x, v2 = ∂t,
v3 = u∂u, v4 = x∂x + 2t∂t,
v5 = 2t∂x − xu∂u, v6 = 4tx∂x + 4t2∂t −
(
x2 + 2t
)
u∂u,
adicionada da álgebra de dimensão infinita, vα = α(x, t)∂u.
As relações de comutação de Lie entre estes campos vectoriais, [vi,vj ] = vivj − vjvi,
são dadas pela tabela 1.2,
v1 v2 v3 v4 v5 v6 vα
v1 0 0 0 v1 −v3 2v5 vαx
v2 0 0 0 2v2 2v1 4v4 − 2v3 vαt
v3 0 0 0 0 0 0 −vαx
v4 −v1 −2v2 0 0 v5 v6 vα′
v5 v3 −2v1 0 −v5 0 0 vα′′
v6 −2v5 2v3 − 4v4 0 −2v6 0 0 vα′′′
vα −vαx −vαt vα −vα′ −vα′′ −vα′′′ 0
Tabela 1.2: Tabela de comutação de Lie.
com α′ = xαx + 2tαt, α′′ = 2tαx + xα e α′′′ = 4txαx + 4t2αt + (x2 + 2t)α.
O processo que é utilizado para obter o grupo de transformações, gerado por uma de-
terminada simetria infinitesimal, é conhecido como exponenciação do campo vectorial.
Para se exponenciar uma simetria infinitesimal, vk, resolve-se o sistema de EDOs de
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primeira ordem
(
dx˜
dε
,
dt˜
dε
,
du˜
dε
)
=
(
ξ
(
x˜, t˜, u˜
)
, τ
(
x˜, t˜, u˜
)
, φ
(
x˜, t˜, u˜
))
sujeito às condições iniciais
(
x˜(0), t˜(0), u˜(0)
)
= (x, t, u) .
Se u(x, t) for uma solução para a equação da difusão do calor, então a acção da simetria
gerada por vk em u é descrita por:
u˜(x, t) = ρ (exp (εvk)) u(x, t), k = 1, 2, . . . , 6. (1.45)
Nesta situação, u˜(x, t) será a nova solução, obtida a partir de u(x, t) através da acção
do gerador de simetria vk, e ρ (exp (εvk)) u(x, t) é a acção do grupo local gerado por vk
em u. O parâmetro real ε é designado por parâmetro de grupo. Consequentemente, a
exponenciação das simetrias infinitesimais obtidas para a equação da difusão do calor,
no caso unidimensional, produz as seguintes transformações de simetria:
ρ (exp (εv1)) u(x, t) = u (x− ε, t) (translação no espaço)
ρ (exp (εv2)) u(x, t) = u (x, t− ε) (translação no tempo)
ρ (exp (εv3)) u(x, t) = e
εu (x, t) (dilatação)
ρ (exp (εv4)) u(x, t) = e
−ε/2u
(
eεx, e2εt
)
(dilatação)
ρ (exp (εv5)) u(x, t) = e
−εx+ε2tu (x− 2εt, t) (transformação galileana)
ρ (exp (εv6)) u(x, t) =
1√
1 + 4εt
e−εx
2/(1+4εt)u
(
x
1 + 4εt
,
t
1 + 4εt
)
(projecção)
As relações anteriores servem para definir a acção dos subgrupos de simetria de um parâ-
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metro da equação da difusão do calor, por isso, de forma equivalente, poder escrever-se:
G1 : (x+ ε, t, u) ; G2 : (x, t+ ε, u) ;
G3 : (x, t, e
εu) ; G4 :
(
eεx, e2εt, u
)
;
G5 :
(
x+ 2εt, t, ue−εx−ε
2t
)
; G6 :
(
x
1− 4εt ,
t
1− 4εt , u
√
1− 4εte −εx
2
1−4εt
)
;
Gα : (x, t, u+ εα(x, t)) .
Com base nos subgrupos obtidos, pode dizer-se que, se u(x, t) é uma solução para a
equação da difusão do calor, então, por intermédio da aplicação directa da acção de
cada um dos subgrupos, é possível obter outras soluções para a equação a partir da
solução u, mais propriamente:
[G1] u1(x, t) = u (x− ε, t) ;
[G2] u2(x, t) = u (x, t− ε) ;
[G3] u3(x, t) = e
εu (x, t) ;
[G4] u4(x, t) = u
(
xe−ε, te−2ε
)
;
[G5] u5(x, t) = e
−εx+ε2tu (x− 2εt, t) ;
[G6] u6(x, t) =
1√
1 + 4εt
e
−εx2
1+4εtu
(
x
1 + 4εt
,
t
1 + 4εt
, t
)
;
[Gα] uα(x, t) = u (x, t) + εα(x, t).
Pode afirmar-se assim que G1 evidencia uma translação no espaço, G2 uma translação
no tempo, G3 e Gα são simetrias que reflectem a linearidade da equação, G4 é uma
simetria de escala e G5 pode ser interpretada como uma certa mudança de referencial
inercial. G6 não possui uma interpretação directa. É importante notar que no caso de u
ser constante, a solução u6 é uma gaussiana.
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2
Introdução física
2.1 Introdução
A dinâmica da troposfera é uma área essencial de estudo, visto que está é a camada que
mais influencia a forma de viver no planeta Terra. A circulação de grande-escala nesta
camada é fomentada, fundamentalmente, pelo diferencial de absorção da energia solar
na superfície terrestre. No que concerne aos modelos de circulação global (MCGs), as
ondas e os turbilhões são os elementos mais influentes. De entre todas as camadas da
troposfera, aquela que mais sofre esta influência é a CLA.
Neste capítulo apresentam-se os resultados e os conceitos fundamentais sobre a dinâ-
mica de fluidos na Atmosfera. Pretende-se fornecer a informação necessária sobre as
equações que descrevem a física e a dinâmica dos escoamentos atmosféricos. Este capí-
tulo pode ser dividido em três partes fundamentais. A primeira parte do capítulo aborda
e justifica as equações aproximadas para a CLA, a segunda parte dedica-se à introdução
do conceito da turbulência e decomposição de Reynolds, apresentando-se, posterior-
mente, as equações para as variáveis médias do escoamento. Finalmente, na terceira
parte do capítulo, apresenta-se uma sumária introdução à análise dimensional e à teoria
da semelhança dinâmica, fundamentais para a construção do esquema difusividade-de-
turbilhões/fluxo-de-massa (DTFM), descrito no capítulo 3.
A construção deste capítulo resultou da consulta de várias referências bibliográficas, das
quais se destacam, Gill (1982), Pedlosky (1987), Holton (2004), Stull (1988), Vallis
(2006), McWilliams (2006), Cohen e Kundu (2008), Miranda (2001), Tsonis (2007),
Salby (1996), Curry e Webster (1999) e Wallace e Hobbs (2006).
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2.2 A atmosfera como um continuum
Os princípios científicos de funcionamento básico da atmosfera são regidos pelas leis ge-
rais da mecânica e da termodinâmica. A pressão na atmosfera pode ser entendida como
a força que é exercida por unidade de área, numa superfície sólida unitária imersa num
qualquer ponto da atmosfera, devido ao choque e saltos contínuos das moléculas na
superfície. Uma determinada massa de ar atmosférico, a volume e temperatura cons-
tantes, está sempre sujeito à mesma pressão. Esta afirmação é válida para substâncias
termodinamicamente puras e pode ser demonstrada, em particular, para os gases per-
feitos através das leis de Boyle e de Charles. A lei de Boyle diz que durante um processo
isotérmico a razão entre a pressão e a densidade é constante, e, por outro lado, a lei
de Charles afirma que num processo isobárico, isto é, a pressão constante, o volume de
uma quantidade constante de gás aumenta de forma proporcional com a temperatura.
Do ponto de vista matemático, os significados que as propriedades possuem na atmos-
fera dependem da definição de um continuum. A existência de um continuum permite
afirmar que as propriedades em qualquer ponto podem ser expressas em função das pro-
priedades num ponto vizinho, porque as propriedades e as suas derivadas são contínuas,
no que diz respeito às variações no espaço.
Do ponto de vista mecânico, a atmosfera é uma fina camada de misturas gasosas que
envolve a superfície da terra e que permanece adjacente à terra devido à força de gravi-
dade.
A atmosfera é composta por um grupo de camadas, cada uma das quais caracterizada
por uma diferente distribuição da temperatura. A camada que se encontra acima da su-
perfície terrestre, designada por troposfera, caracteriza-se por um decrescimento linear
da temperatura com a altitude. Deve ainda salientar-se que o gradiente da tempera-
tura possui uma variação mais acentuada na parte inferior do que na parte superior da
troposfera, onde permanece praticamente inalterado.
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2.3 Quantidades fundamentais para a definição da dinâmica
da atmosfera
A atmosfera terrestre pode ser considerada como um meio de fluido contínuo ou con-
tinuum onde se pode definir um conjunto de quantidades físicas, tais como, a pressão,
a densidade e a temperatura, que são fundamentais para a definição do estado da at-
mosfera. Cada uma destas variáveis está unicamente definida em cada ponto (x, y, z)
da atmosfera, sendo consideradas como funções contínuas no espaço e no tempo. De
seguida apresentam-se as equações necessárias para a realização dos estudos dos esco-
amentos que se processam na atmosfera.
2.3.1 Equação de estado
A equação de estado, geralmente designada por equação de estado para um gás ideal,
surge como uma das equações fundamentais para o estudo da atmosfera, estabelecendo
uma relação entre as variáveis pressão, temperatura e volume específico, para um sis-
tema que se encontra em equilíbrio termodinâmico.
A atmosfera inclui-se, do ponto de vista mecânico, no conjunto dos fluidos Newtonianos.
Sob o ponto de vista termodinâmico, assume-se que a atmosfera é composta por ar seco,
com comportamento típico da lei dos gases ideais, com calores específicos cp e cv,
pα = RT ⇔ p = ρRT, (2.1)
com R = cv(γ − 1), γ = cp/cv , e que,
e = cvT, (2.2)
sendo p a pressão atmosférica, α = 1/ρ o volume específico, ρ a densidade da atmosfera,
R a constante específica do gás, T a temperatura absoluta da atmosfera e e a energia
interna por unidade de massa.
A equação de estado para o ar, na sua forma geral, obtém-se considerando um elemento
genérico de ar com volume V e massa m, admitindo que este elemento contém ar seco
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(d), vapor de água (v) e água líquida (l). Desta forma, a massa do elemento é dada por
m = md +mv +ml, (2.3)
admitindo a ausência de gelo para aplicações na camada limite. Por conseguinte, a
massa volúmica para este elemento define-se por
ρ =
m
V
=
md
V
+
mv
V
+
ml
V
= ρd + ρv + ρl. (2.4)
Atendendo a que a relação definida por (2.1) é verificada pelos gases que constituem a
atmosfera, quer individualmente, quer numa mistura, é possível escrever,
pd = ρdRd T, (2.5)
em que pd é a pressão parcial do ar seco e Rd a constante de gás ideal para o ar seco, e,
pv = ρv Rv T, (2.6)
onde pv é a pressão parcial do vapor de água, também designada por tensão de vapor,
e Rv é a constante do gás ideal para o vapor de água. Assumindo que a água líquida
não afecta a pressão, a lei de Dalton1 permite que se afirme que p = pd + pv, que, em
conjunto com (2.4), (2.5), (2.6), e com εR = Rd/Rv , permite escrever,
p = ρRd T
[
1 +
(
1
εR
− 1
)
ρv
ρ
− ρl
ρ
]
= ρRd Tv, (2.7)
de onde se obtém, com a utilização da aproximação 1/εR ≈ 1 + 0.61 qv , a definição de
temperatura virtual, Tv,
Tv = T (1 + 0.61 qv − ql) , (2.8)
onde qv representa a humidade específica e ql o conteúdo de água liquida.
O ar húmido é menos denso que o ar seco, por conseguinte, a temperatura virtual, Tv,
é sempre maior do que a temperatura, T . Por outro lado, a temperatura virtual, Tv, é
1"Numa mistura gasosa, a pressão de cada componente é independente da pressão dos demais, a pressão
total (p) é igual à soma das pressões parciais dos componentes".
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inversamente proporcional à densidade, o que faz dela uma variável apropriada para o
cálculo das flutuações.
A soma de qv com ql constitui a humidade específica total, qt, ou seja,
qt = qv + ql =
mv
m
+
ml
m
=
ρv
ρ
+
ρl
ρ
. (2.9)
Outro aspecto importante a reter acerca da equação (2.1) é que, no caso em que as
velocidades relativas são pequenas, a pressão sofre apenas uma ligeira alteração ao
valor que teria na ausência de movimento, pa(za), ou seja,
dpa
dza
+ gρa = 0, (2.10)
onde g representa a aceleração gravítica, e,
ρa(za) =
pa(za)
RTa(za)
, (2.11)
considerando-se as funções pa(za), ρa(za) e Ta(za) dependentes de uma única variável,
mais concretamente, a altitude standard za, através da qual se define uma atmosfera
standard, ou seja, um estado básico em que as flutuações provocadas pelo movimento
ocorrem. Assume-se o conhecimento do estado básico standard, apesar de a sua deter-
minação, a partir dos primeiros princípios, obrigar à consideração de mecanismos como
a transferência radiativa na atmosfera.
Pode deduzir-se para a temperatura standard, Ta(za), partindo da primeira lei da termo-
dinâmica, a seguinte equação,
k(Ta)
dTa
dza
+ Rˆa(Ta) = 0, (2.12)
considerando dRˆa(Ta)/dza ≡ ρa Qˆa(Ta), com k(Ta) o coeficiente da condutividade tér-
mica e sendo Qˆa(Ta) a taxa de fornecimento de calor por unidade de massa, através da
transferência radiativa de calor. Em muitas situações considera-se um valor médio para
o calor, desprezando-se as variações, o que faz com que se considerem os valores de
referência para as variáveis termodinâmicas como sendo os valores do estado standard
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ao nível do solo, p0 = pa(0), ρ0 = ρa(0) e T0 = Ta(0). Com esta hipótese, da equação
hidrostática (2.10) pode obter-se a seguinte razão adimensional para as quantidades de
referência,
Bo =
gH0
p0/ρ0
=
H0
RT0/g
, (2.13)
sendo H0 uma escala característica de comprimento para o movimento vertical. A razão
(2.13) designa-se por número de Boussinesq, Bo.
2.3.2 Equação hidrostática
A equação hidrostática traduz a expressão formal do equilíbrio hidrostático puro, onde
o gradiente vertical da força de pressão é equilibrado pela força de gravidade. Assim,
o estado da atmosfera que corresponde à ausência de movimento atmosférico em que
a força de gravidade é exactamente igual ao gradiente vertical da força de pressão,
designa-se por equilíbrio hidrostático.
Para compreender a física associada à equação hidrostática, considere-se uma massa de
ar que se encontra entre as alturas z e z + δz. O gradiente vertical da pressão que actua
sobre essa massa de ar é então dado por ∂p/∂z e o peso da massa de ar, por unidade
de área, é dado por ρg. Consequentemente, sob a hipótese do equilíbrio hidrostático,
o gradiente vertical da pressão terá de ser igual à força de gravidade, e, portanto, a
equação hidrostática pode ser escrita da seguinte forma,
∂p
∂z
= −ρg, (2.14)
sendo z a altura geométrica, medida a partir do nível médio do mar.
Num sistema de coordenadas isobáricas, a equação hidrostática pode escrever-se do
seguinte modo,
∂Φ
∂z
=
RT
g
= H, (2.15)
onde Φ representa o geopotencial e H se designa por escala da altura.
A combinação da equação de estado com a equação hidrostática pode representar-se
por
∂Φ
∂z
= −α = −RT
p
.
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A equação hidrostática sugere a existência de uma relação monotónica unívoca entre
a pressão e a altura da atmosfera, o que permite a utilização da pressão como coorde-
nada vertical independente e a altitude geopotencial, Z ≡ Z(x, y, p), como uma variável
dependente, com,
Z = −H
(
p
p0
)
,
em que p0 representa a pressão de referência.
Para uma atmosfera isotérmica a uma temperatura T0, a coordenada z é igual à altura
geométrica e o perfil da densidade é dado pela densidade de referência, ou seja,
ρ0(z) = ρ0 exp
(
− z
H
)
.
2.4 Leis fundamentais de conservação
As leis fundamentais da dinâmica de fluidos e da termodinâmica são aplicáveis aos es-
coamentos atmosféricos, no que diz respeito às variáveis de campo, pressão, densidade
e temperatura, como variáveis dependentes do espaço e do tempo. Em termos gerais,
os movimentos atmosféricos são regidos por três princípios físicos fundamentais: a lei
da conservação do momento (segunda lei de Newton para o movimento), a lei da con-
servação da massa (continuidade) e a lei da conservação da energia (primeira lei da
termodinâmica).
2.4.1 Equações da conservação do momento
A segunda lei de Newton para o movimento afirma que a taxa de variação do momento,
por unidade de massa, corresponde à aceleração de um objecto, em relação a um sistema
de coordenadas fixo no espaço, que iguala a soma de todas as forças que actuam sobre
o mesmo,
D(mu)
D t
=
∑
F. (2.16)
O termo do lado direito da equação (2.16) é constituído pelas forças fundamentais dos
escoamentos atmosféricos, mais concretamente, a força de pressão, a força de gravidade
e as forças de tensão. Desta forma, a equação (2.16) pode escrever-se da seguinte forma,
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D(mu)
D t
= −1
ρ
∇p+ g∗ − F, (2.17)
onde u representa o vector tridimensional da velocidade, u = (u, v, w), g∗ a força gra-
vitacional e F o conjunto das forças de tensão. No que diz respeito aos escoamentos
geofísicos, a fim de validar a lei de Newton para o movimento, aplicável à aceleração
no sistema de coordenadas terrestre, é necessário a inclusão de duas forças aparentes
que estão associadas ao movimento de rotação do planeta Terra: a força de Coriolis, que
desvia as partículas de ar para a direita no Hemisfério Norte e para a esquerda no He-
misfério Sul, dependente da velocidade do ar e da latitude, atingindo um máximo nos
pólos e tendendo para zero no equador; e a força centrífuga, que deflecte radialmente as
partículas de ar e é dirigida para fora em relação ao eixo de rotação. Assim, para que a
equação (2.17) se possa aplicar aos escoamentos atmosféricos é necessário reescrevê-la
com a introdução dos termos que a estas forças dizem respeito,
D(mu)
D t
= −1
ρ
∇p− 2Ω×V+ g∗ +Ω2R− F, (2.18)
em que Ω representa a velocidade angular da Terra, 2Ω × u o termo da Coriolis e Ω2R
a força centrífuga. A força gravitacional, ao contrário da força centrífuga, actua em
direcção ao centro da Terra. A resultante destas duas forças, gravitacional e centrífuga,
designa-se por força de gravidade, g = g∗ +Ω2R.
A aceleração total de uma partícula individual de fluido é igual à soma de todas as
forças que actuam sobre essa partícula no domínio de escoamento do fluido. Conse-
quentemente, no caso de se considerar a atmosfera, a equação vectorial do movimento,
por unidade de massa de fluido, para um movimento que é realizado num sistema de
coordenadas fixo, em relação à Terra, adquire a seguinte forma,
Du
D t
= −1
ρ
∇p− 2Ω× u+ g − F, (2.19)
onde se emprega a notação de derivada material, ou total, a qual inclui a variação
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instantânea e o efeito de advecção,
D
Dt
=
∂
∂t
+ u
∂
∂x
+ v
∂
∂y
+ w
∂
∂z
.
A equação (2.19) exprime a lei fundamental da dinâmica, a qual traduz o balanço do
momento linear que, no caso de um fluido, assume a forma de Navier-Stokes.
A análise à equação (2.19) é feita em conformidade com o escoamento que se pretende
estudar, o que proporciona a aplicação de um conjunto de argumentos que permitem
uma melhor compreensão do mesmo. Um dos argumentos mais eficazes é a análise de
escalas. A aplicação desta técnica permite que se perceba quais os termos que possuem
pouca ou nenhuma influência sobre o escoamento, quando comparados com os restan-
tes, podendo, portanto, ser removidos da equação. De forma simplificada, as componen-
tes horizontais da equação do movimento (2.19) podem ser representadas por
Du
Dt
− fv = −∂Ψ
∂x
+ Fx, (2.20)
Dv
Dt
+ fu = −∂Ψ
∂y
+ Fy, (2.21)
em que os primeiros termos do lado esquerdo representam as derivadas totais para u e
v, respectivamente, e os segundos, as forças de Coriolis, −fv, fu, sendo f o parâmetro
de Coriolis. No que diz respeito ao lado direito, os primeiros termos são as componentes
do gradiente de pressão, enquanto que Fx e Fy são as componentes zonal e meridional
da tensão gerada por pequenos turbilhões, respectivamente.
2.4.2 Equação da conservação da massa
A equação da conservação da massa, também designada por equação da continuidade,
é uma equação hidrodinâmica que exprime o princípio de conservação da massa num
fluido, ou seja, o aumento da massa de um volume de fluido hipotético é igual ao total do
escoamento da massa que entra nesse volume. Esta equação é escrita, geralmente, numa
das duas seguintes formas: na forma da divergência de massa, baseada no conceito de
escoamento Euleriano, ou sob a forma da divergência da velocidade, que se baseia no
conceito de escoamento Lagrangiano.
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Na primeira delas considera-se um elemento infinitesimal de fluido fixo no espaço, com
forma cúbica e medidas dos lados δx, δy, δz, através do qual se processa o escoamento
do ar. Considerando que o fluxo de massa no centro do elemento é dado por ρu, a
aplicação da fórmula de Taylor, em torno deste ponto, fornece os valores para os fluxos
que se processam em cada uma das faces do elemento.
A equação da continuidade, na forma de divergência de massa, é dada por
∂ρ
∂t
+∇ · (ρu) = 0, (2.22)
e, na forma da divergência da velocidade,
Dρ
D t
+ ρ
∂u
∂x
+ ρ
∂v
∂y
+
∂w
∂z
= 0⇔ Dρ
D t
+ ρ (∇ · u) = 0. (2.23)
Para o caso em que o escoamento é realizado com um fluido incompressível tem-se
Dρ/D t = 0, e, consequentemente, a equação da continuidade é simplificada para a
forma∇ · u = 0.
Para provar que as duas formas são equivalentes, basta para isso notar que,
∇ · (ρu) = ρ∇ · u+ u ·∇ρ. (2.24)
A introdução de (2.24) em (2.22) devolve,
∂ρ
∂t
+ ρ∇ · u+ u ·∇ρ = 0⇔ 1
ρ
Dρ
D t
+∇ · u = 0,
que é simplesmente a equação (2.23).
2.4.3 Conservação da energia
A lei da conservação da energia afirma que a soma de toda a energia no universo é
constante. A radiação solar que é absorvida pela superfície terrestre e pela sua atmosfera
designa-se por energia interna.
Para obter a equação da conservação da energia, considerem-se as três componentes da
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equação do momento num sistema de coordenadas cartesianas:
Du
Dt
= −1
ρ
∂p
∂x
+ 2Ωv sinϕ− 2Ωw cosϕ− uw
a
+ Fx; (2.25)
Dv
Dt
= −1
ρ
∂p
∂y
− 2Ωu cosϕ− vw
a
+ Fy; (2.26)
Dw
Dt
= −g − 1
ρ
∂p
∂z
+ 2Ωu cosϕ− u
2 + v2
a
+ Fz. (2.27)
que, após manipulação e simplificação, se podem apresentar da seguinte forma,
D
Dt
[
u2 + v2 + w2
2
]
= −gw − 1
ρ
u ·∇p+ u · F, (2.28)
em que F ≡ (Fx, Fy, Fz). Um aspecto imediatamente observado nesta equação é a
ausência dos termos de Coriolis e de curvatura, o que indica que os efeitos de rotação
e os termos de curvatura não têm qualquer influência sobre a energia do sistema da
atmosfera terrestre.
Relativamente à equação (2.28), podem realizar-se simplificações, no sentido de obter
a contribuição de todas as energias: cinética, gravitacional e mecânica. Para isso basta
notar que,
−gw = −gDz
Dt
=
DΦ
Dt
, (2.29)
e, a substituição de (2.29) em (2.28), resulta em,
D
Dt
[
u2 + v2 +w2
2
+ Φ
]
= −1
ρ
u ·∇p+ u · F. (2.30)
A equação (2.30) é designada por equação da energia mecânica, designação que deriva
do facto da equação apresentar a contribuição de todas as formas mecânicas da energia,
mais propriamente, a soma da energia cinética com a energia potencial gravitacional,
que se designa por energia mecânica. A expressão (2.30) afirma que ao longo do escoa-
mento a taxa de variação da energia mecânica, por unidade de volume, é igual à taxa a
que o trabalho é realizado pelo gradiente da força de pressão.
Para que a equação apresente a contribuição da energia térmica é necessário introduzir
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a primeira lei da termodinâmica, que é representada por
Q˙ = cv
DT
Dt
+ p
Dα
Dt
, (2.31)
onde Q˙ representa a taxa de aquecimento diabático. De uma forma mais concreta, Q˙ re-
presenta a absorção da radiação solar, que se converte em energia interna, sob a forma
das variações na temperatura, e em energia mecânica, que se torna aparente na realiza-
ção do trabalho, Dα/D t. Realizando a soma termo a termo, a equação (2.30) pode ser
transformada com a equação (2.31), obtendo-se
Q˙ = cv
DT
Dt
+ p
Dα
Dt
+
D
Dt
[
u2 + v2 + w2
2
+ Φ
]
+
1
ρ
u ·∇p− u · F, (2.32)
e, notando que,
1
ρ
u ·∇p = α
[
Dp
Dt
− ∂p
∂t
]
, (2.33)
e que,
p
Dα
Dt
+ α
Dp
Dt
=
D(pα)
Dt
, (2.34)
pode escrever-se,
Q˙ =
D
Dt
[
u2 + v2 + w2
2
+ Φ + CvT + pα
]
− α∂p
∂t
− u · F, (2.35)
que se designa por equação da energia.
No caso em que o escoamento é adiabático, α (∂p/∂t) = 0, desprovido de tensão, (F =
0), e estacionário, pode dizer-se que,
D
Dt
[
u2 + v2 + w2
2
+ Φ + CvT + pα
]
= 0,
ou seja,
u2 + v2 + w2
2
+ Φ + CvT + pα = constante. (2.36)
A equação (2.36) é conhecida por equação de Bernoulli para um escoamento incom-
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pressível. Finalmente,
u2 + v2 +w2
2
+ Φ + pα = constante,
sugere que, para uma atmosfera em repouso, um aumento no geopotencial produza
uma diminuição na pressão hidrostática.
2.5 Termodinâmicas da atmosfera seca
A derivada da equação de estado (2.1) em relação ao tempo fornece a seguinte relação,
p
Dα
Dt
+ α
Dp
Dt
= R
DT
Dt
. (2.37)
Utilizando a primeira lei da termodinâmica (2.31) e notando que cp = cv +R obtém-se,
Q˙ = cp
DT
Dt
− αDp
Dt
,
que, dividida por T , fornece,
Q˙
T
= cp
D lnT
Dt
−RD ln p
Dt
, (2.38)
onde se utiliza a equação de estado (2.1) para obter a relação α/T = R/p. O termo Q˙/T
é designado por entropia.
Um processo em que a entropia é constante no tempo diz-se isentrópico, ou seja,
cp
D lnT
Dt
−RD ln p
Dt
= 0. (2.39)
2.5.1 Temperatura potencial
A temperatura potencial, denotada por θ, é a temperatura que uma parcela de ar devia
ter se fosse adiabaticamente comprimida (ou expandida) a partir da sua pressão origi-
nal, p, até uma pressão de referência, p0. Curvas com constante temperatura potencial
são designadas por isentrópicas e o escoamento que se processa através de superfícies
com temperatura potencial constante designa-se por escoamento isentrópico.
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Com a intenção de obter uma expressão para θ, integra-se (2.39) para uma pressão de
p até p0 e uma temperatura de T até à temperatura potencial θ,
∫ θ
T
cp D lnT =
∫ p0
p
RD ln p.
O resultado que se obtém é dado por
cp (ln θ − lnT ) = R (ln p0 − ln p)⇔ ln
(
θ
T
)
=
R
cp
ln
(
p0
p
)
⇔ ln
(
θ
T
)
= ln
(
p0
p
)R/cp
,
ou seja,
θ = T
(
p0
p
)R/cp
, (2.40)
onde T e p são a temperatura inicial e a pressão inicial da parcela de ar, respectivamente.
A expressão (2.40) é conhecida por equação de Poisson.
A temperatura potencial é conservada quando não existem efeitos diabáticos. Existe
uma relação muito próxima entre a temperatura potencial e a entropia, visto que as
superfícies bi-dimensionais com constante temperatura potencial na atmosfera, que são
praticamente paralelas à superfície terrestre, são conhecidas como superfícies isentrópi-
cas, ou seja, superfícies com entropia constante. As parcelas de ar para as quais não se
adiciona ou remove qualquer calor movem-se em superfícies isentrópicas, dessa forma, a
temperatura potencial é conservada ao longo da trajectória da parcela de ar. A utilização
de superfícies isentrópicas permite também a diminuição em uma unidade a dimensão
do problema de seguimento do movimento de uma parcela de ar num espaço tridimen-
sional (latitude, longitude, altitude), sendo nesse caso possível estudar o problema a
duas dimensões (latitude e longitude) numa superfície isentrópica.
O gradiente vertical da temperatura potencial determina a forma como se processa a
estratificação do ar na atmosfera: se a temperatura potencial aumenta com a altitude,
diz-se que o ar se encontra estavelmente estratificado; se a temperatura potencial dimi-
nui com a altitude, o ar diz-se negativamente estratificado; se a temperatura potencial
não se altera com a altitude, então o ar diz-se neutralmente estratificado. Sob o ponto
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de vista matemático tem-se:
Dθ
Dz
> 0 para ar estável,
Dθ
Dz
= 0 para ar neutro,
Dθ
Dz
< 0 para ar instável.
2.5.2 Estabilidade atmosférica
A estabilidade atmosférica mede o grau até ao qual a atmosfera resiste à turbulência e ao
movimento vertical, por isso, é utilizada para descrever o estado da atmosfera quando
uma parcela de ar retorna à sua posição original, após um deslocamento vertical as-
cendente ou descendente. Este procedimento dependerá da forma como a temperatura
desta parcela de ar se relaciona com a temperatura do ar que encontra no movimento
ascendente ou descendente. O critério de estabilidade é fundamental para fazer o estudo
da troposfera.
Considerando a equação apresentada para a temperatura potencial, (2.40), e calculando
a derivada em relação à altura, z, obtém-se,
∂ ln θ
∂z
=
∂ lnT
∂z
+
R
cp
[
∂p0
∂z
− ∂p
∂z
]
⇔ 1
θ
∂θ
∂z
=
1
T
∂T
∂z
− R
pcp
∂p
∂z
.
A utilização da equação hidrostática, (2.14), e da equação de estado, (2.1), permite
reescrever a equação anterior da seguinte forma,
T
θ
∂θ
∂z
= −Γ + Γd ⇔ Γ = Γd − T
θ
∂θ
∂z
,
onde Γd = g/cp é o gradiente adiabático seco e Γ = −∂T/∂z é o gradiente ambiental.
O gradiente adiabático é a variação de temperatura que ocorre nas massas de ar que
realizam movimento vertical.
A estabilidade da atmosfera pode então exprimir-se por três condições:
(i) se ∂θ/∂z > 0, então Γ < Γd, o que significa que a atmosfera permanece estatica-
mente estável, neste caso, uma subida adiabática de uma parcela de ar, mais fria
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do que o ambiente circundante, tende a fazer a parcela de ar voltar à sua posição
original;
(ii) se ∂θ/∂z = 0, então Γ = Γd, ou seja, a atmosfera encontra-se neutralmente está-
vel, caso em que a subida de uma parcela de ar ocupará uma nova posição, visto
que a temperatura da parcela é a mesma das parcelas que se encontram na sua
vizinhança;
(iii) se ∂θ/∂z < 0, então Γ > Γd, o que indica a existência de uma estratificação
absolutamente instável, situação em que a parcela de ar que sobe na atmosfera
estará sempre mais quente do que as que se encontram na sua vizinhança e, devido
a esse facto, tenderá a afastar-se da sua posição original, caso em que acontece
convecção livre.
2.5.3 Frequência de Brunt-Väisälä
Numa atmosfera estaticamente estável, quando uma parcela de ar sobe para um am-
biente em que as suas vizinhas se encontram a uma temperatura mais alta, a parcela
é forçada a voltar ao seu nível inicial, após se esgotar a força de impulso que a obri-
gou subir. Estes casos originam um conjunto de oscilações em torno da posição original
da parcela. A frequência dessas oscilações de flutuação é designada por frequência de
Brunt-Väisälä, a qual depende de uma força de restauro que actua sobre a parcela, que,
em termos matemáticos, é dada pelo produto da gravidade com a diferença de densida-
des entre a parcela e o ambiente envolvente.
Considerando δz o deslocamento vertical da parcela de ar em torno da sua posição
inicial, a segunda lei de Newton permite que se escreva,
Fz
massa
=
Dw
D t
=
D2
D t2
(δz). (2.41)
Admita-se que ρp e ρa são as densidades da parcela de ar e do ambiente, respectiva-
mente, e que Tp e Ta são as temperaturas da parcela de ar e do ambiente, respectiva-
mente. De acordo com o que atrás foi referido, a força de restauro por unidade de massa
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para a parcela de ar pode ser descrita por
Fz
massa
= −
[
ρa − ρp
ρa
]
g. (2.42)
A aplicação da equação de estado, (2.1), permite reescrever (2.42) da seguinte forma,
Fz
massa
= −
[
1
Ta
− 1
Tp
]
gTa = −g
[
Tp − Ta
Tp
]
. (2.43)
Na expressão (2.43) o termo (Tp − Ta) pode ser substituído por (Γd − Γ)δz, porque a
parcela seca arrefece sob o regime de um gradiente adiabático seco, Γd, e pode, por
isso, ser comparada com o ambiente, cuja temperatura varia a uma taxa descrita pelo
gradiente do ambiente, Γ. Assim, a força de restauro por unidade de massa será dada
por
Fz
massa
= − g
T
(Γd − Γ) δz. (2.44)
Da conjugação das expressões (2.41) e (2.44) resulta uma equação diferencial ordinária
de segunda ordem,
D2
D t2
(δz) +
g
T
(Γd − Γ) δz = 0. (2.45)
A solução desta equação diferencial descreve uma oscilação de flutuação com um pe-
ríodo 2π/N , em que,
N2 =
[ g
T
(Γd − Γ)
]
⇔ N =
[
g
θ
∂θ
∂z
]1/2
, (2.46)
sendo N designada por frequência de Brunt-Väisälä.
Quando na presença de uma atmosfera estaticamente estável, ∂zθ > 0, de forma conse-
quente, N > 0, o que significa que serão geradas oscilações por flutuação. Para o caso
absolutamente instável, ∂zθ < 0, tem-se N ∈ C, o que corresponde a uma perturbação
crescente. Finalmente, para o caso neutral, ∂zθ = 0, garante que N = 0, e, portanto,
não existem oscilações de flutuação.
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2.5.4 Equações termodinâmicas para a temperatura potencial e humidade
A equação da termodinâmica para o ar seco exprime-se por
∂θ
∂t
+ u
∂θ
∂x
+ v
∂θ
∂y
+ w
∂θ
∂z
= Sθ +
∂
∂x
(
λθ
∂θ
∂x
)
+
∂
∂y
(
λθ
∂θ
∂y
)
+
∂
∂z
(
λθ
∂θ
∂z
)
, (2.47)
sendo a temperatura potencial, θ, definida através da relação,
θ = T
(
p
p0
)−Rd/cpd
, (2.48)
em que cpd é o calor específico do ar seco a pressão constante e p0 é a pressão referência.
A temperatura potencial relaciona-se com a entropia do ar seco, s, de acordo com,
s = cpd ln(θ).
Na equação (2.47), o parâmetro Sθ inclui os efeitos não adiabáticos, como a radiação,
as transições de fase, entre outros, e λθ representa a condutividade térmica.
O sistema completa-se com a equação de conservação de humidade específica,
∂qv
∂t
+u
qvθ
∂x
+v
∂qv
∂y
+w
∂qv
∂z
= Sqv+
∂
∂x
(
λq
∂qv
∂x
)
+
∂
∂y
(
λq
∂qv
∂y
)
+
∂
∂z
(
λq
∂qv
∂z
)
, (2.49)
onde Sqv contém os termos fonte e sumidouro de vapor de água associados às transições
de fase e λq é a difusividade do vapor.
O sistema composto pelas equações (2.7), (2.19), (2.22), (2.47) e (2.49), geralmente
designado por sistema de Boussinesq, constitui um sistema fechado de sete equações
a sete incógnitas, caso se conheçam os termos de fonte e sumidouro, Sθ e Sqv , e as
constantes cpd, Rd, g, Ω, µ, λθ e λq.
2.5.5 Equações aproximadas na camada limite
O sistema de equações referido anteriormente pode ser simplificado tendo em conta
um conjunto de aproximações fundamentadas pela análise de escala. Quando a escala
vertical do escoamento é muito menor que a escala horizontal, situação corrente para
os escoamentos de larga escala, a equação do movimento vertical pode ser substituída
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pela condição de equilíbrio hidrostático,
∂p
∂z
= −ρ g. (2.50)
Deve notar-se que esta condição não é estritamente verificada na camada limite, mas,
uma vez que a camada limite nunca se afasta desse estado de equilíbrio, define-se um
estado de referência (pr, θr, ρr) barotrópico, ou seja, dependente apenas da altitude,
adiabático e em equilíbrio hidrostático. As diferentes equações de balanço e de estado
podem ser então simplificadas realizando uma linearização em torno do estado de refe-
rência, ou seja, p = pr + p′, ρ = ρr + ρ′ e θ = θr + θ′, o que equivale a admitir que as
perturbações p′, ρ′ e θ′ são pequenas quando comparadas com os valores de referência.
Na camada limite, a escala vertical do escoamento é sempre muito inferior à escala de
variação de densidade,
Hρ =
[
− 1
ρr
∂ρr
∂z
]−1
,
o que justifica a substituição da equação da continuidade pela condição de incompres-
sibilidade,
∂u
∂x
+
∂v
∂y
+
∂w
∂z
= 0. (2.51)
Estas condições permitem a obtenção da aproximação de Boussinesq, que afirma que
as flutuações da densidade aparecem exclusivamente associadas à gravidade no termo
de flutuação ρ′/ρr = − θ′v/θvr . Considerando então as aproximações hidrostática e de
Boussinesq, as equações do balanço do momento linear (2.22) definem-se da seguinte
forma: 
Du
D t
= − 1
ρr
∂p
∂x
− 2 (Ωyw − Ωzv) + ν∆u,
D v
D t
= − 1
ρr
∂p
∂y
− 2 (Ωzu− Ωxw) + ν∆v,
Dw
D t
= − 1
ρr
∂p
∂z
+ g
θv
θvr
− 2 (Ωxv − Ωyw) + ν∆w.
(2.52)
Notando que as componentes do vector Ω são dadas por
Ω =
(
Ωx,Ωy,Ωz
)
= (0, |Ω| cosϕ, |Ω| sinϕ) ,
em que ϕ representa latitude da origem do sistema, ϕ ∈ [0, π/2], então o sistema de
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equações anterior pode ser apresentado da seguinte forma,

Du
D t
= − 1
ρr
∂p
∂x
− f∗w − fv + ν∆u,
D v
D t
= − 1
ρr
∂p
∂y
− fu+ ν∆v,
Dw
D t
= − 1
ρr
∂p
∂z
+ g
θv
θvr
− f∗w + ν∆w,
(2.53)
onde se definem os parâmetros de Coriolis f = 2 |Ω| sinϕ > 0, para o hemisfério norte,
e f∗ = 2 |Ω| cosϕ, e se admite que a viscosidade é constante, utilizando-se a viscosidade
cinemática, ν = µ/ρr. Nas equações (2.52) e (2.53) as variáveis termodinâmicas p, ρ e θv
representam perturbações em relação ao estado de referência, mas, por uma questão de
simplicidade, omite-se ′. A densidade do estado de referência é considerada constante.
No primeiro membro da equação estão presentes os termos de tendência e de advecção
do campo de velocidade, enquanto que no termo do lado direito se encontram a força
do gradiente de pressão, a força de Coriolis, a flutuação e a difusão. A flutuação aparece
como uma função da temperatura potencial virtual, θv,
θv = θ (1 + 0.61 qv − ql) . (2.54)
A definição de estabilidade na atmosfera baseia-se no sinal da força de flutuação, B, de
uma parcela verticalmente deslocada, numa atmosfera com um perfil de temperatura
Tr. A força de flutuação por unidade de massa, B, é dada por
B = −g ρ− ρr
ρr
= g
Tv − Tvr
Tvr
= g
θv − θvr
θvr
. (2.55)
2.6 Turbulência
O sistema de Boussinesq é o cerne do problema da turbulência. A impossibilidade de se
obter uma solução analítica para este sistema implica a recorrência aos métodos numé-
ricos de integração para a resolução do problema, os quais exigem a realização de uma
discretização, reduzindo, dessa forma, o número de graus de liberdade para um valor
finito. A discretização do sistema representa apenas os processos que ocorrem numa es-
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cala espaço-temporal superior ou igual à malha da discretização. Os novos termos que
decorrem da discretização das equações são os termos turbulentos e traduzem o efeito
das escalas não representadas sobre as escalas do modelo, pelo que é comum designá-los
por termos de sub-escala.
Em 1895 Reynolds mostrou que as contribuições equivalentes aos termos de sub-escala
são responsáveis pelo carácter irregular (turbulento) do escoamento de um fluido em
determinados regimes. Para tal, considerou uma forma para abordar os escoamentos
turbulentos que consistia numa decomposição das variáveis do escoamento em duas
partes distintas, uma parte média e uma parte de perturbações em torno do valor mé-
dio. Esta ideia de decompor as variáveis de um escoamento revelou-se tão eficaz, que
continua a ser uma das vertentes mais utilizadas no estudo da turbulência. Em termos
numéricos, o valor médio representa a média da variável num elemento da grelha no
domínio de discretização.
Uma característica inerente aos escoamentos turbulentos é a presença de uma cascata de
energia, ou seja, os turbilhões de maior escala retiram energia cinética ao escoamento
médio, transferindo-a, através das interacções entre os turbilhões, para os turbilhões
de menor dimensão, acabando nos turbilhões de menor dimensão com a conversão da
energia cinética em energia interna, através de fricção viscosa. Esta dissipação da ener-
gia cinética nos escoamentos turbulentos para energia interna é realizada a uma taxa
média de ǫ ∼ U3/L, por unidade de massa, em que U e L representam as escalas para a
velocidade e para o comprimento dos turbilhões que contêm energia, respectivamente.
O mecanismo de produção de energia cinética turbulenta decai num período de tempo
da ordem u2/ǫ ∼ L/U , pois a energia cinética turbulenta por unidade de massa é U2, o
que revela uma velocidade bastante grande. Numa situação deste género, o decaimento
da energia contida nos turbilhões não se deve à fricção viscosa, mas sim à cascata de
energia, uma vez que a fricção viscosa pode ser negligenciada em relação ao número de
Reynolds, Re = UL/ν.
As exigências computacionais que são inerentes à utilização da simulação numérica di-
recta (SND) fundamentam a utilização de métodos menos onerosos, entre esses destacam-
se aqueles que se baseiam na utilização das médias de Reynolds. A razão para a SND
possuir um custo computacional tão elevado prende-se com o facto de ser necessário
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construir uma malha com um número de nós que permita a cobertura total de todas as
escalas dos turbilhões presentes no escoamento turbulento, situação que, mesmo com o
desenvolvimento computacional observado nos últimos anos, se revela ainda impossível
de realizar. A utilização das médias de Reynolds permite que se obtenham resultados
muito bons com a utilização de malhas muito menos densas. Porém, existem situações
em que os resultados saem prejudicados com a utilização deste processo, uma vez que
o processo implica a exclusão da simulação de turbilhões inferiores a uma determinada
escala, como acontece com os escoamentos atmosféricos na região adjacente à superfície
terrestre. No entanto, a utilização das médias de Reynolds, como se comprovará nesta
secção, introduz nas equações um conjunto de novos termos, designados por tensões
de Reynolds, que, para serem resolvidos numericamente, têm de ser parametrizados ou
modelados.
Os modelos que se utilizam para resolver os escoamentos turbulentos dividem-se em
duas classes fundamentais: os que utilizam as médias de Reynolds, Navier-Stokes com
médias de Reynolds (NSMR), também designados por modelos de fecho, que se baseiam
na média de conjunto; e os de simulação de grandes turbilhões (SGT), que utilizam a
média no espaço.
2.6.1 Instabilidade do escoamento e transição para turbulência
A compreensão do conceito de estabilidade estática ou instabilidade estática e a análise
ao parâmetro,
s =
g
Tv
∂Θ
∂z
≈ −g
ρ
∂ρ
∂z
, (2.56)
são fundamentais para o estudo das instabilidades que ocorrem nos escoamentos. De
uma forma mais concreta, o valor de s, definido por (2.56), pode ser utilizado para
medir a estabilidade estática de uma camada atmosférica. Esta medição é feita com
base no critério de análise aos movimentos verticais das parcelas de fluido na atmosfera,
mais concretamente, se os movimentos são suprimidos ou desencadeados pela força de
flutuação, que é gerada pela diferença de densidade da parcela em relação ao meio
que a rodeia. Se o valor de s é negativo diz-se que a camada de fluido se encontra
gravitacionalmente instável, e, como consequência, a parcela tende a afastar-se cada
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vez mais do seu ponto de equilíbrio.
Outro tipo de instabilidade que ocorre nos escoamentos é a instabilidade dinâmica ou hi-
drodinâmica. Ao serem introduzidas perturbações no escoamento, intencional ou inad-
vertidamente, estas tendem a crescer no espaço e/ou no tempo em que se processa o
escoamento, alterando, irreversivelmente, a natureza do escoamento. Se as perturba-
ções tendem a desaparecer no espaço ou no tempo, diz-se que o escoamento é dinami-
camente estável. Um escoamento pode ser estável para perturbações infinitesimais, mas
tornar-se instável para perturbações de grande amplitude.
2.6.2 Modelos matemáticos para o estudo de escoamentos turbulentos
As equações da continuidade, movimento e energia termodinâmica, apresentadas como
expressões matemáticas para a conservação da massa, do momento e do calor, res-
pectivamente, para um elemento de volume de fluido podem ser aplicadas, tanto aos
escoamentos laminares, como aos escoamentos turbulentos. No que diz respeito aos
escoamentos turbulentos, todas as variáveis e respectivas derivadas presentes na formu-
lação do problema evidenciam irregularidades espaciais e temporais. Esta propriedade
faz com que todos os termos que definem as equações do escoamento sejam significa-
tivos, o que faz da aproximação de Boussinesq a única simplificação viável. Em parti-
cular, as equações instantâneas, com a inclusão da aproximação de Boussinesq, para
um escoamento turbulento termicamente estratificado, num referencial em rotação com
referência fixa na superfície da Terra, são dadas por
∂u
∂x
+
∂v
∂y
+
∂w
∂z
= 0, (2.57)
∂u
∂t
+ u
∂u
∂x
+ v
∂u
∂y
+ w
∂u
∂z
= fv − 1
ρ0
∂p
∂x
+ ν∇2u, (2.58)
∂v
∂t
+ u
∂v
∂x
+ v
∂v
∂y
+ w
∂v
∂z
= −fu− 1
ρ0
∂p
∂y
+ ν∇2v, (2.59)
∂w
∂t
+ u
∂w
∂x
+ v
∂w
∂y
+ w
∂w
∂z
=
T
T0
g − 1
ρ0
∂p
∂z
+ ν∇2w, (2.60)
∂q
∂t
+ u
∂q
∂x
+ v
∂q
∂y
+ w
∂q
∂z
= αm∇2q. (2.61)
∂θ
∂t
+ u
∂θ
∂x
+ v
∂θ
∂y
+ w
∂θ
∂z
= αh∇2θ. (2.62)
Actualmente não é conhecida qualquer solução, obtida através de métodos puramente
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analíticos, para o sistema de equações não linear definido por (2.57)–(2.62). No en-
tanto, o recurso aos computadores tem proporcionado soluções numéricas para uma
variedade de escoamentos com números de Reynolds pequenos. Os escoamentos tur-
bulentos com números de Reynolds elevados, tais como aqueles que se processam na
atmosfera, inclusivamente na CLA, apenas são possíveis de resolver com a inclusão das
médias de Reynolds nas equações. A resolução numérica destes problemas recorre à
utilização de métodos de diferenças finitas e de elementos finitos.
As duas técnicas mais utilizadas para resolver numericamente os escoamentos turbu-
lentos são a SND e a SGT. Na técnica de SND o procedimento empregue concerne na
resolução directa das equações instantâneas que definem o escoamento. A principal
razão para a dificuldade da aplicação desta técnica prende-se com a incapacidade do
modelo numérico resolver todas as escalas que estão presentes num problema de esco-
amento turbulento. As restrições que a utilização da técnica de SND impõe faz com que
a técnica de SGT seja a mais admissível na simulação dos escoamentos turbulentos. A
facilidade computacional que advém da utilização desta técnica resulta do facto de se
resolverem apenas algumas das escalas do movimento para um determinado intervalo
de escalas, entre o tamanho mais pequeno da malha e a maior dimensão do domínio de
escoamento. Deve ressalvar-se que as escalas mais pequenas não são resolvidas quando
se utiliza esta técnica, no entanto, as contribuições das mesmas, tanto as mais impor-
tantes, no que diz respeito à dissipação de energia, como as menores, associadas aos
transportes turbulentos, são usualmente parametrizadas através da utilização de mode-
los de sub-escala mais simples, Mason (1994) , Leslie e Quarini (1979). A origem da
técnica de SGT está intrinsecamente ligada à previsão global do tempo e aos MCGs.
Os primeiros trabalhos que utilizaram a simulação com a técnica SGT em escoamentos
turbulentos, incluindo para a CLA, foram publicados por Deardorff (1970a,b, 1972a,b,
1973). Estes trabalhos têm servido de base para muitas das modelações realizadas para
CLA em condições neutras e instáveis, mesmo na presença de convecção húmida e de
nuvens. Deve salientar-se a barreira com que se deparam as simulações SGT na camada
limite nocturna estável (CLNE), mesmo nos períodos de transição da manhã e do crepús-
culo. A principal razão para a ocorrência deste problema é a diminuição acentuada das
escalas dos turbilhões que se encontram nesta camada, o que faz com que a transferên-
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cia de energia, assim como outros processos de trocas, sejam fortemente influenciados
ou dominados pelos movimentos de sub-escala.
2.6.3 Modelos de turbulência com médias de Reynolds
As integrações numéricas nas técnicas SND e SGT fornecem variáveis para o escoamento
turbulento altamente irregulares como funções do tempo e do espaço. O trabalho de
Reynolds (1894) apresenta as condições e a forma de aplicação de uma média a utilizar
nas equações que regem um escoamento turbulento. A introdução desta técnica nas
equações de Navier-Stokes (NS) designa-se por NSMR.
Para apresentar as "condições de Reynolds" para o cálculo das médias nas equações do
escoamento, assumam-se duas variáveis independentes, ou funções de outras variáveis,
quaisquer, a, b, com valores médios a = A e b = B, respectivamente, e α uma constante
real arbitrária. Com estas hipóteses, são válidos os seguintes pressupostos:
• A média da soma é igual à soma das médias,
a+ b = a+ b = A+B; (2.63)
• Os escalares não afectam, nem são afectados, pelas médias,
αa = αa = αA, α = α, ∀α ∈ R; (2.64)
• A média do produto de uma quantidade média por uma outra qualquer quantidade
é igual ao produto das quantidades médias,
ab = Ab = A b = AB. (2.65)
• A média das derivadas espaciais e temporais de uma quantidade é igual à corres-
pondente derivada da média,
∂a
∂s
=
∂a
∂s
=
∂A
∂s
; (2.66)
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• A média dos integrais no espaço e no tempo de uma quantidade é igual ao corres-
pondente integral da média,
∫
ads =
∫
ads =
∫
Ads. (2.67)
Nas condições (2.66)–(2.67) a variável s pode representar uma variável de espaço,
s = x, y, z, ou de tempo, s = t. As condições apresentadas em (2.63)–(2.67) são requisi-
tos impostos ao operador que se utiliza para calcular as médias. Deve também notar-se
que as condições (2.63) e (2.64), conjugadas, garantem a linearidade do operador que
se utiliza para o cálculo das médias.
A imposição destas condições sobre o operador de suavização permite chegar aos se-
guintes resultados:
A = A, (2.68)
a′ = 0, (2.69)
AB = AB, (2.70)
Ab′ = Ab′ = 0, (2.71)
∂a′
∂x
= 0 =
∂a′
∂y
=
∂a′
∂z
=
∂a′
∂t
, (2.72)
onde se utiliza a notação ( )′ para denotar a perturbação em relação ao valor médio
da derivada, ou seja, as variáveis instantâneas reflectem a soma da parte média com
a perturbação, a = A + a′ e b = B + b′. As condições (2.63)–(2.67) em conjugação
com os resultados resultantes (2.68)–(2.72) são utilizadas no processo de obtenção das
equações para as variáveis médias. Não se deve olvidar o facto de esta técnica de cál-
culo da média ser apenas estritamente válida para conjuntos de observações, média
de conjunto, o que sustenta a sua frequente aplicação em estudos teóricos. Na prática,
principalmente para escoamentos geofísicos, a capacidade de utilização desta técnica é
praticamente impossível, o que obriga à utilização das técnicas de cálculo da média no
tempo e no espaço. Porém, estas técnicas para o cálculo das médias, apenas verificam,
de forma exacta, as condições de Reynolds, quando se aplicam outras condições, e.g.,
estacionaridade e homogeneidade do escoamento.
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O procedimento usual para obter as equações com as médias de Reynolds é o de subs-
tituir nas equações que definem o escoamento as variáveis instantâneas, u, v, w, ..., pela
sua decomposição em parte média e turbulenta, ou seja, u = u + u′ = U + u′, ..., cal-
culando de seguida a média de toda a equação com o uso das condições de Reynolds
(2.63)–(2.67) e dos resultados (2.68)–(2.72). Sempre que possível, substitui-se a nota-
ção ( ) pela letra maiúscula correspondente à variável. A razão para tal procedimento
prende-se meramente com a simplificação e nitidez das equações, no entanto, existem
casos em que tal é inexequível, como acontece com a equação de estado que de seguida
se apresenta.
2.6.4 Equação de estado
A equação de estado verifica-se para a média, ou seja, partindo da lei,
p = ρRTv, (2.73)
e, introduzindo as partes médias e turbulentas de cada uma das variáveis, p = p + p′,
ρ = ρ+ ρ′ e Tv = Tv + T ′v, obtém-se,
p+ p′ =
(
ρ+ ρ′
)
R
(
Tv + T
′
v
)
⇔ p+ p
′
R
=
(
ρ+ ρ′
) (
Tv + T
′
v
)
. (2.74)
O cálculo da média da equação, conjugado com as condições (2.63)–(2.67), devolve,
p+ p′
R
= (ρ+ ρ′)
(
Tv + T ′v
)
⇔ p
R
+
p′
R
= ρTv + ρT ′v + ρ
′Tv + ρ′T ′v. (2.75)
Finalmente, a aplicação dos resultados (2.68)–(2.72), permite escrever,
p
R
= ρTv + ρ′T ′v ⇔
p
R
= ρTv ⇔ p = ρRTv, (2.76)
porque o termo ρ′T ′v possui uma ordem muito inferior em relação aos restantes termos
da equação.
67
INTRODUÇÃO FÍSICA
2.6.5 Equação da continuidade
Para obter a equação da continuidade para as variáveis médias considera-se a equação
da continuidade,
∇ · u = 0⇔ ∂u
∂x
+
∂v
∂y
+
∂w
∂z
= 0, (2.77)
que, com a introdução das partes médias, u = U, v = V,w = W , e turbulentas, u′, v′, w′,
equivale a, (
∂U
∂x
+
∂V
∂y
+
∂W
∂z
)
+
(
∂u′
∂x
+
∂v′
∂y
+
∂w′
∂z
)
= 0. (2.78)
Consequentemente, o cálculo da média para a equação (2.78), com posterior aplicação
das condições (2.63)–(2.67), fornece,
(
∂U
∂x
+
∂V
∂y
+
∂W
∂z
)
+
(
∂u′
∂x
+
∂v′
∂y
+
∂w′
∂z
)
= 0,
e, notando que, U = U, V = V, W = W , e que, u′ = 0 = v′ = w′, obtém-se,
∂U
∂x
+
∂V
∂y
+
∂W
∂z
= 0, (2.79)
ou seja, a equação da continuidade também se verifica para as velocidades médias. A
introdução deste resultado em (2.78) origina,
∂u′
∂x
+
∂v′
∂y
+
∂w′
∂z
= 0, (2.80)
que se trata de uma equação de continuidade para as flutuações turbulentas da velo-
cidade. Portanto, a equação da continuidade para as partes turbulentas possui exac-
tamente a mesma forma da equação da continuidade para as variáveis instantâneas e
médias. Esta situação não ocorrerá com as equações da conservação do momento nem
do calor devido à presença, em ambas, de um termo de advecção não-linear.
A equação (2.80) será fundamental para escrever os termos de advecção turbulentos
sob a forma de fluxo.
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2.6.6 Equação da conservação do calor
Para compreender o sentido da afirmação apresentada no último parágrafo da subsec-
ção anterior, considerem-se para análise apenas os termos de advecção na equação da
conservação do calor nas variáveis instantâneas,
aθ = u
∂θ
∂x
+ v
∂θ
∂y
+ w
∂θ
∂z
. (2.81)
Em combinação com a equação da continuidade (2.77), a equação (2.81) pode ser re-
digida da seguinte forma,
aθ =
∂
∂x
(uθ) +
∂
∂y
(vθ) +
∂
∂z
(wθ) . (2.82)
Expressando as variáveis instantâneas em função das respectivas partes médias e tur-
bulentas, aplicando a média a toda a expressão (2.82), e utilizando as condições das
médias de Reynolds (2.63)–(2.67), obtém-se,
AΘ =
∂
∂x
(UΘ)+
∂
∂y
(VΘ)+
∂
∂z
(WΘ)+
∂
∂x
(
u′θ′
)
+
∂
∂y
(
v′θ′
)
+
∂
∂z
(
w′θ′
)
. (2.83)
Desta forma, a aplicação do resultado (2.79) na equação (2.83) devolve,
AΘ = U
∂Θ
∂x
+ V
∂Θ
∂y
+W
∂Θ
∂z
+
∂
∂x
(
u′θ′
)
+
∂
∂y
(
v′θ′
)
+
∂
∂z
(
w′θ′
)
. (2.84)
Após os cálculos das médias, os termos não lineares de advecção fornecem, além dos
termos que podem ser interpretados como advecção ou transporte pelo escoamento
médio, alguns termos adicionais que envolvem covariâncias, também designados por
fluxos turbulentos. Estes fluxos acabam por ser, simplesmente, os gradientes no espaço
(divergência) dos transportes turbulentos. No final, a equação da conservação do calor
para a temperatura potencial média é dada por,
∂Θ
∂t
+ U
∂Θ
∂x
+ V
∂Θ
∂y
+W
∂Θ
∂z
=
αh∇2Θ−
(
∂
∂x
(
u′θ′
)
+
∂
∂y
(
v′θ′
)
+
∂
∂z
(
w′θ′
))
. (2.85)
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2.6.7 Conservação do momento
As três equações da conservação do momento, com a introdução da aproximação de
Boussinesq, são dadas por
∂u
∂t
+ u
∂u
∂x
+ v
∂u
∂y
+ w
∂u
∂z
=fv − 1
ρ0
∂p
∂x
+ ν
(
∂2u
∂x2
+
∂2u
∂y2
+
∂2u
∂z2
)
, (2.86)
∂v
∂t
+ u
∂v
∂x
+ v
∂v
∂y
+ w
∂v
∂z
=− fu− 1
ρ0
∂p
∂y
+ ν
(
∂2v
∂x2
+
∂2v
∂y2
+
∂2v
∂z2
)
, (2.87)
∂w
∂t
+ u
∂w
∂x
+ v
∂w
∂y
+ w
∂w
∂z
=
θv
θv0
g − 1
ρ0
∂p
∂z
+ ν
(
∂2w
∂x2
+
∂2w
∂y2
+
∂2w
∂z2
)
. (2.88)
A aplicação de um raciocínio análogo ao que foi empregue na obtenção da equação para
a conservação do calor gera,
∂U
∂t
+ U
∂U
∂x
+ V
∂U
∂y
+W
∂U
∂z
=fV − 1
ρ0
∂P
∂x
+ ν∇2U
−
(
∂
∂x
(
u′u′
)
+
∂
∂y
(
u′v′
)
+
∂
∂z
(
u′w′
))
, (2.89)
∂V
∂t
+ U
∂V
∂x
+ V
∂V
∂y
+W
∂V
∂z
=− fU − 1
ρ0
∂P
∂y
+ ν∇2V
−
(
∂
∂x
(
v′u′
)
+
∂
∂y
(
v′v′
)
+
∂
∂z
(
v′w′
))
, (2.90)
∂W
∂t
+ U
∂W
∂x
+ V
∂W
∂y
+W
∂W
∂z
=
Θv
θv0
g − 1
ρ0
∂P
∂z
+ ν∇2W
−
(
∂
∂x
(
w′u′
)
+
∂
∂y
(
w′v′
)
+
∂
∂z
(
w′w′
))
. (2.91)
Interpretando-se as equações da seguinte forma:
• os termos
∂(.)
∂t
representam o armazenamento do momento médio (inércia);
• os termos U
∂(.)
∂x
+ V
∂(.)
∂y
+W
∂(.)
∂z
representam a advecção do momento médio
através do vento médio;
• o termo −g representa a gravidade na direcção vertical;
• os termos fV e −fU são os termos que representam a influência do movimento
de rotação da Terra, ou seja, o efeito de Coriolis;
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• os termos − 1
ρ0
∂P
∂x
, − 1
ρ0
∂P
∂y
e − 1
ρ0
∂P
∂z
são os termos que representam a média da
força do gradiente de pressão;
• os termos
∂2(.)
∂x2
+
∂2(.)
∂y2
+
∂2(.)
∂z2
representam a influência das tensões viscosas nos
movimentos médios e, finalmente;
• os termos −
∂
(
(.)′u′
)
∂x
−
∂
(
(.)′v′
)
∂y
−
∂
(
(.)′w′
)
∂z
representam a influência das
tensões de Reynolds nos movimentos médios, podendo ser descritos como a diver-
gência dos fluxos turbulentos do momento.
Sintetizando, os resultados que se obtém para as variáveis médias do escoamento são,
∂U
∂t
+ U
∂U
∂x
+ V
∂U
∂y
+W
∂U
∂z
+
∂u′u′
∂x
+
∂u′v′
∂y
+
∂u′w′
∂z
= fV
− 1
ρ0
∂P
∂x
+ ν∇2U, (2.92)
∂V
∂t
+ U
∂V
∂x
+ V
∂V
∂y
+W
∂V
∂z
+
∂v′u′
∂x
+
∂v′v′
∂y
+
∂v′w′
∂z
= −fU
− 1
ρ0
∂P
∂y
+ ν∇2V, (2.93)
∂W
∂t
+ U
∂W
∂x
+ V
∂W
∂y
+W
∂W
∂z
+
∂w′u′
∂x
+
∂w′v′
∂y
+
∂w′w′
∂z
= g
Θv
θv0
− 1
ρ0
∂P
∂z
+ ν∇2W, (2.94)
∂U
∂x
+
∂V
∂y
+
∂W
∂z
= 0, (2.95)
∂Θ
∂t
+ U
∂Θ
∂x
+ V
∂Θ
∂y
+W
∂Θ
∂z
+
∂
(
u′θ′
)
∂x
+
∂
(
v′θ′
)
∂y
+
∂
(
w′θ′
)
∂z
= αh∇2Θ, (2.96)
∂Q
∂t
+ U
∂Q
∂x
+ V
∂Q
∂y
+W
∂Q
∂z
+
∂
(
u′q′
)
∂x
+
∂
(
v′q′
)
∂y
+
∂
(
w′q′
)
∂z
= αq∇2Q, (2.97)
onde se desprezam possíveis termos de fonte para as equações (2.96) e (2.97). Este
grupo de relações designa-se por sistema de equações de Reynolds.
Existem duas ilações importantes a realçar acerca das equações de Reynolds. A primeira
consiste no comportamento fortemente irregular e aleatório evidenciado pelas variá-
veis instantâneas nas equações originais, em contraposição com o comportamento das
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variáveis médias, no tempo e no espaço, nas equações de Reynolds, cuja variação é
efectuada de forma lenta e suave. Consequentemente, nas equações originais é pratica-
mente impossível proceder a qualquer simplificação, visto que todos os termos presentes
são determinantes para o escoamento, enquanto que nas equações de Reynolds as sim-
plificações podem ser facilmente aplicadas, em virtude do escoamento que se está a
estudar. Este processo de simplificação produz, frequentemente, equações muito mais
simples de analisar, podendo, por exemplo, utilizar-se aproximações de camada limite e
considerações acerca da estacionaridade e homogeneidade do escoamento.
O segundo aspecto que merece realce é o de que a criação deste sistema de equações de
prognóstico para as variáveis médias do escoamento dá origem a um conjunto de novos
termos desconhecidos,
∂u′u′
∂x
,
∂u′v′
∂y
,
∂u′w′
∂z
,
∂v′u′
∂x
,
∂v′v′
∂y
,
∂v′w′
∂z
,
∂w′u′
∂x
,
∂w′v′
∂y
,
∂w′w′
∂z
, (2.98)
∂u′θ′
∂x
,
∂v′θ′
∂y
,
∂w′θ′
∂z
, (2.99)
∂u′q′
∂x
,
∂v′q′
∂y
,
∂w′q′
∂z
, (2.100)
que representam as divergências dos fluxos turbulentos e provêm da não linearidade dos
termos advectivos presentes nas equações para as variáveis instantâneas. Todos estes
novos termos se apresentam em forma de variâncias e covariâncias e representam os
fluxos turbulentos do momento linear, (2.98), fluxos turbulentos do calor, (2.99), e os
fluxos turbulentos da humidade, (2.100). Além disso, estes novos termos sugerem que
as flutuações de velocidade, temperatura e humidade sejam os elementos fundamentais
da redistribuição do momento, do calor e da humidade na CLA.
No que diz respeito ao estudo da turbulência, deve notar-se que o número de novos
termos desconhecidos, ou seja, incógnitas, para o novo sistema é amplamente superior
ao número de equações que o formam, o que torna este sistema um sistema aberto,
portanto, sem resolução. Esta característica define o que se designa por problema do
fecho da turbulência e considera-se o maior obstáculo para o desenvolvimento de uma
teoria geral e rigorosa. Este problema torna-se mais complexo quando se constroem as
equações para os momentos de ordem superior, Stull (1988). A relação entre a ordem
72
TURBULÊNCIA
do fecho da turbulência, até à segunda ordem, e os termos envolvidos nas equações do
momento são apresentados na tabela 2.1, enquanto que a tabela 2.2 apresenta a relação
entre as variáveis de prognóstico e as variáveis a parametrizar.
Ordem do fecho Triângulo de correlação das incógnitas
Zero u
v w
Um u′u′
u′v′ u′w′
v′v′ v′w′ w′w′′
Dois u′u′u′
u′v′ u′w′
v′v′ v′w′ w′w′′
v′v′v′ v′v′w′ v′w′w′′ w′w′w′′
Tabela 2.1: Triângulos de correlação ilustrando as incógnitas associadas aos dife-
rentes níveis do fecho da turbulência, apenas para as equações do
momento.
Exemplo
de
variável
de
prognóstico
Momento
estatístico
Equação Variável
parametrizada
E
q
u
aç
õ
es
In
có
gn
it
as
ui Primeiro
∂ui
∂t
= . . .− ∂
∂xj
u′iu
′
j u
′
iu
′
j 3 6
u′iu
′
j Segundo
∂
∂t
u′iu
′
j = . . . −
∂
∂xk
u′iu
′
ju
′
k u
′
iu
′
ju
′
k 6 10
u′iu
′
ju
′
k Terceiro
∂
∂t
u′iu
′
ju
′
k = . . .−
∂
∂xm
u′iu
′
ju
′
ku
′
m u
′
iu
′
ju
′
ku
′
m 10 15
Tabela 2.2: Exemplos de equações deprognóstico para os primeiros trêsmomentos
estatísticos, indicando o número de equações e o número de incógni-
tas.
Num grande número de casos, no que diz respeito à modelação numérica, os termos
de difusão molecular são desprezados, pois os fluxos turbulentos das equações de prog-
nóstico são várias ordens de grandeza superiores aos termos de difusão molecular no
interior da CLA, como se pode comprovar no trabalho de Garratt (1992).
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2.6.8 Energia cinética turbulenta
A adição da energia cinética turbulenta (ECT) às equações do movimento forma um
conjunto óptimo para as equações dinâmicas, no qual se baseiam a maioria dos modelos
de turbulência mais utilizados em dinâmica de fluidos computacional (DFC).
A ECT é uma quantidade muito importante para o estudo da turbulência, uma vez que
representa a intensidade com que a turbulência se faz sentir. Por definição, a ECT média,
denotada por e, é dada pela soma das variâncias da velocidade dividida por dois, ou seja,
e =
1
2
(
u′u′ + v′v′ + w′w′
)
. (2.101)
Deve observar-se que a notação utilizada para denotar a ECT é diferente daquela que é
comum encontrar nos estudos relacionados com a aplicação do modelo de turbulência
k− ǫ, como é exemplo o trabalho de Mohammadi e Pironneau (1993), onde se utiliza k,
no entanto, e para ser coerente com a principal referência utilizada na construção deste
capítulo, Stull (1988), utiliza-se e.
Uma forma aproximada da equação da ECT para um escoamento que se desenvolve de
forma gradual na CLA é,
De
Dt
= −u′w′ ∂U
∂z
− v′w′ ∂V
∂z
+
g
Tv0
w′θv − ∂
∂z
(
w′e′ +
w′p′
ρ0
)
− ε, (2.102)
em que e e e′ representam as componentes média e turbulenta da ECT por unidade de
massa, respectivamente, w′θv é o fluxo virtual do calor e ε é a taxa de dissipação de
energia. O termo que se encontra do lado esquerdo da equação (2.102) representa as
variações local e advectiva de e, enquanto que os termos que compõem o lado direito
representam a produção de tensão, a produção ou destruição de flutuação, o transporte
turbulento, incluindo o que é formado por flutuações na pressão, e a taxa de dissipação
provocada pela viscosidade.
Os termos de produção e destruição de flutuação e os de produção de tensão estão
relacionados pelo fluxo do número de Richardson,
Rf =
(
g
Tv0
w′θ′v
)/(
u′w′
∂U
∂z
+ v′w′
∂V
∂z
)
, (2.103)
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que se encontra relacionado com o gradiente no número de Richardson da seguinte
forma,
Rf =
Kh
Km
Ri. (2.104)
Richardson (1920) concluiu que, nas suas grandezas relativas, um critério para a não
extinção da turbulência é Rf < Rfc = 1, estudo que não incluiu o termo de dissipa-
ção. Estudos de turbulência subsequentes, teóricos e experimentais, forneceram valores
de Rfc para a camada limite estável (CLE) muito mais baixos, mais concretamente no
intervalo [0.2, 0.5], como se constata em Arya (1972) e em Stull (1988).
2.6.9 Teorias do gradiente de transporte
O problema do fecho da turbulência é referido pela primeira vez por Keller e Friedman
(1924) durante um estudo sobre as características não lineares da turbulência.
Para realizar o fecho do conjunto das equações (2.92)–(2.97) ou uma forma simplificada
das mesmas associada a um escoamento específico, as variâncias e covariâncias devem
ser definidas em torno de variáveis conhecidas ou através do desenvolvimento de equa-
ções adicionais, situação em que o problema do fecho da turbulência se desloca para
um nível superior na hierarquia das equações que podem ser desenvolvidas. A aproxi-
mação que mais amplamente é utilizada baseia-se na analogia entre as transferências
moleculares e turbulentas e é designada por gradiente de transporte. O motivo dessa
designação deve-se ao facto dos transportes turbulentos ou fluxos estarem relacionados
com os gradientes para as variáveis médias correspondentes. O desenvolvimento recorre
fundamentalmente às duas hipóteses que se seguem, embora existam outras.
Hipótese da viscosidade de turbilhões
No trabalho de Boussinesq (1877) é sugerido, em analogia com a lei de Stokes para a
viscosidade molecular, que o tensor de corte turbulento na direcção do escoamento seja
expresso por,
τ = ρKm
∂U
∂z
. (2.105)
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Em analogia com as relações constitutivas mais gerais,
τxy = τyx = µ
(
∂u
∂y
+
∂v
∂x
)
, τxz = τzx = µ
(
∂u
∂z
+
∂w
∂x
)
, τyz = τzy = µ
(
∂v
∂z
+
∂w
∂y
)
,
a equação (2.105) pode generalizar-se por forma a exprimir as várias componentes de
tensão de Reynolds através dos gradientes das variáveis médias. Em particular, quando
os gradientes médios nas direcções de x e de y podem ser desprezados, por comparação
com os que se verificam na direcção de z, aproximação de camada limite usual, as
relações simples de viscosidade de turbilhões que se utilizam para os fluxos verticais do
momento são dadas por
u′w′ = −Km∂U
∂z
, (2.106)
v′w′ = −Km ∂V
∂z
. (2.107)
Os estudos realizados têm proposto relações semelhantes para os fluxos turbulentos do
calor, vapor de água e outros constituintes, e.g., poluentes, que são análogas às leis de
Fourier e de Fick para a difusão molecular do calor e da massa. De facto, seguindo o
mesmo raciocínio para a aproximação do fluxo vertical do calor, tem-se
θ′w′ = −Kh∂Θ
∂z
, (2.108)
e para o fluxo vertical do vapor de água
q′w′ = −Kw ∂Q
∂z
, (2.109)
relações em que Kh e Kw são designados por coeficientes de troca de turbilhões ou
difusividade de turbilhões do calor e do vapor de água, respectivamente, e onde Q e q′
denotam as partes média e turbulenta da humidade específica.
Deve ressalvar-se que as relações de gradiente de transporte (2.108) e (2.109) não se
baseiam em qualquer lei da física, ou seja, não existe nenhuma teoria rigorosa que as
sustenta. A forma como são obtidas é, de algum modo, intuitiva e baseia-se na seme-
lhança entre as transferências moleculares e turbulentas. Em circunstâncias normais é
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de esperar que o escoamento do calor se processe das regiões mais quentes para as re-
giões mais frias, gerando, dessa forma, um gradiente de temperatura. Da mesma forma,
é de esperar que as transferências de massa e de momento sejam também proporcionais
aos gradientes médios. Porém, deve salientar-se que existem situações em que estas ex-
pectativas saem goradas, ou seja, os dados experimentais não corroboram as relações,
incluindo para escoamentos na CLA.
A analogia entre as transferências moleculares e turbulentas tem-se revelando fraca
e apenas qualitativa. As difusividades de turbilhões, definidas a partir das relações
(2.106)–(2.109), são, regra geral, várias ordens de grandeza superiores às partes mole-
culares correspondentes, o que indicia um domínio da mistura turbulenta sobre as trocas
moleculares. Portanto, as difusividades de turbilhões não podem ser consideradas ape-
nas como propriedades do fluido, são, verdadeiramente, propriedades do escoamento
ou da turbulência, podendo variar fortemente de escoamento para escoamento ou até
dentro do mesmo escoamento de uma região para outra.
A teoria-K reveste-se assim de algumas limitações, no que diz respeito à analogia entre
a difusão molecular e a difusão turbulenta. No entanto, as equações (2.106)–(2.109)
não são necessariamente restritivas, uma vez que a sua utilização é feita apenas com o
intuito de substituir um conjunto de incógnitas, fluxos, por outro, difusividade de turbi-
lhões. Contudo, algumas restrições são impostas quando se assume que as difusividades
de turbilhões dependem, de alguma forma definida, das coordenadas e dos parâmetros
do escoamento. Por isso, este aspecto constitui uma teoria semi-empírica que se baseia
numa hipótese e, por essa razão, terá de estar sujeita a verificação experimental. A su-
posição que Boussinesq propôs originalmente, que as difusividades de turbilhões são
constantes para todo o escoamento, funciona bem para escoamentos turbulentos livres,
longe de qualquer fronteira e é regularmente utilizada em atmosfera livre. No entanto,
quando aplicada em escoamentos de camada limite e em canais conduz a resultados
incorrectos. Geralmente, a admissão de uma difusividade de turbilhões constante não é
aplicável em regiões adjacentes a uma superfície rígida. Nestas regiões devem ser reali-
zadas outras hipóteses mais aceitáveis, se se tiver em conta a variação da difusividade de
turbilhões da distância em relação à superfície. A distribuição linear de Km na camada
de superfície neutra funciona bastante bem.
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Hipótese de comprimento da mistura
Ao tentar especificar a viscosidade de turbilhões como uma função da geometria e dos
parâmetros do escoamento, o trabalho de Prandtl (1925) realiza uma extensão da ana-
logia molecular, criando um mecanismo hipotético para a mistura turbulenta. De acordo
com a teoria cinética dos gases, o momento e outras propriedades são transferidas
quando as moléculas colidem umas com as outras, o que permite exprimir a viscosidade
molecular como um produto da velocidade molecular média e o comprimento médio do
caminho livre, ou seja, a distância média percorrida pelas moléculas antes de colidirem.
A hipótese formulada por Prandtl consiste num mecanismo semelhante à transferência
nos escoamentos turbulentos assumindo os turbilhões como "bolhas" de fluido, análogas
às moléculas, que se afastam do corpo principal do fluido e percorrem uma determinada
distância, designada por comprimento de mistura, análoga ao comprimento do caminho
livre, antes de se misturarem subitamente com o meio ambiente. Quando a velocidade,
temperatura e outras propriedades do fluido são diferentes daquelas que estão presen-
tes no ambiente onde se insere a parcela de mistura, é expectável que se verifiquem
flutuações nessas propriedades, resultando, portanto, trocas de momento, calor, etc. No
caso em que os movimentos dos turbilhões ocorrem mais ou menos de forma aleatória
em todas as direcções, pode provar-se que o balanço dessas trocas, ou seja, a média
das trocas, de momento, calor, entre outros, ocorre na direcção em que a velocidade, a
temperatura, ..., diminuem.
Para se compreender o mecanismo descrito anteriormente para a criação de flutuações
turbulentas e das suas covariâncias, fluxos, avalia-se o caso usual do crescimento da
velocidade média com a altura na camada de superfície (figura 2.1).
Na figura 2.1, as flutuações longitudinais da velocidade no nível z podem ser entendidas
como uma mistura entre as parcelas de fluido que se encontram neste nível e as que
provêm de níveis superiores ou inferiores. Por exemplo, uma parcela que chega ao nível
z provindo de um nível inferior, digamos z − ℓ, gera uma flutuação negativa no nível z
com grandeza,
U(z − ℓ) ≈ U(z)− ℓ∂U
∂z
⇔ u′ = U(z − ℓ)− U(z) ≈ −ℓ∂U
∂z
, (2.110)
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bc bc
w′ < 0
w′ > 0
u′ < 0
u′ > 0
U −→
z
−→
Figura 2.1: Esquema para a velocidade média na camada de superfície e corre-
lações esperadas entre as flutuações longitudinal e vertical da veloci-
dade.
associada à sua velocidade vertical positiva (flutuação) w′. Esta última aproximação
baseia-se na hipótese de um perfil de velocidade linear ao longo do comprimento de
mistura ℓ, que é considerada, neste caso, uma quantidade de flutuação com valores
positivos para os movimentos ascendentes, e com valores negativos para os movimen-
tos descendentes da parcela. Considerando a acção das várias parcelas que chegam ao
nível z e procedendo ao cálculo da média, chega-se a uma expressão para o fluxo do
momento,
u′w′ = −ℓw′∂U
∂z
, (2.111)
que acaba por não ser muito útil devido a inexistência de uma forma para conhecer ℓ.
A figura 2.2 mostra a forma como podem ser distinguidos os fechos locais e não-locais
da turbulência. Na figura da esquerda é apresentado o perfil vertical para a temperatura
potencial média no período diurno, verificando-se uma ligeira inversão junto à super-
fície, a que se segue uma camada instável e uma camada quase-neutra. Junto ao topo
da CLA, o perfil torna-se estável. As linhas a tracejado exemplificam o movimento das
parcelas de ar no interior da CLA. As três linhas verticais mais à direita indicam que a
CLA se encontra dividida em regimes de escoamento turbulento e laminar, assim como
em regimes de estabilidade de acordo com a métodos locais ou não locais utilizados. Na
figura da direita, são apresentadas setas verticais, que indicam as grandezas e direcções
dos fluxos verticais do calor, quando se utilizam fechos locais e não locais.
79
INTRODUÇÃO FÍSICA
Assumindo que num escoamento turbulento as flutuações que se registam na velocidade
em todas as direcções são da mesma ordem de grandeza e estão relacionadas entre si,
pode dizer-se que,
w′ ∼ u′ ≈ ℓ∂U
∂z
, (2.112)
o que permite obter a seguinte expressão para o comprimento de mistura,
u′w′ ∼ −ℓ2
(
∂U
∂z
)2
, (2.113)
relação semelhante àquela que foi originalmente apresentada por Prandtl,
u′w′ ∼ −ℓ2m
∣∣∣∣∂U∂z
∣∣∣∣ (∂U∂z
)
, (2.114)
em que ℓm representa um comprimento de mistura médio.
Note-se que as equações (2.112) e (2.114) são obtidas para um escoamento médio
unidireccional que se processa na direcção de x. Estas equações podem ser generalizadas
para um escoamento na CLA com perfis U e V da seguinte forma,
w′ ∼ ℓ
∣∣∣∣∂V∂z
∣∣∣∣ , (2.115)
u′w′ = −ℓ2m
∣∣∣∣∂V∂z
∣∣∣∣ (∂U∂z
)
, (2.116)
v′w′ = −ℓ2m
∣∣∣∣∂V∂z
∣∣∣∣ (∂V∂z
)
. (2.117)
Podem igualmente ser construídas hipóteses de comprimento de mistura para as trans-
ferências verticais de calor e de vapor de água,
θ′w′ = −ℓmℓh
∣∣∣∣∂V∂z
∣∣∣∣ (∂Θ∂z
)
, (2.118)
q′w′ = −ℓmℓw
∣∣∣∣∂V∂z
∣∣∣∣ (∂Q∂z
)
, (2.119)
onde ℓh e ℓw representam os comprimentos de mistura para as transferências de calor e
de vapor de água, que podem ser diferentes das que se assumem para o momento.
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Figura 2.2: Visualização esquemática da estabilidade definida com base em métodos locais e não locais, conjuntamente com os fluxos de
calor associados a cada tipo de método. Adaptada de Stull (1988)
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As relações (2.116)–(2.119) constituem relações de fecho de turbulência se os vários
comprimentos de mistura forem descritos como funções da geometria do escoamento e,
possivelmente, de outras propriedades do escoamento.
Para uma maior descrição das equações commomentos estatísticos de ordens superiores
e fechos da turbulência de ordens superiores pode consultar-se o livro de Stull (1988).
2.6.10 Análise dimensional e teoria da semelhança
A análise dimensional e a teoria da semelhança são duas ferramentas frequentemente
utilizadas nos estudos dos escoamentos, quer na geofísica, quer nas engenharias.
No que diz respeito à análise dimensional, pode afirmar-se que se trata de um mé-
todo simples, revelando enorme eficácia quando aplicado à investigação de determina-
dos fenómenos, assim como no estabelecimento de relações entre as várias quantidades
e/ou parâmetros, baseando-se apenas nas suas dimensões. As relações que se constroem
baseiam-se num conjunto fundamental de dimensões. Geralmente utilizam-se dois sis-
temas para estabelecer estas relações, o sistema [MLT] e o sistema [FLT], em que [L] é o
comprimento, [T] o tempo, [M] a massa e [F] a força. Estes sistemas são utilizados com
o intuito de exprimir as dimensões de todas as quantidades envolvidas em torno das
dimensões fundamentais. A representação das dimensões de uma quantidade ou de um
parâmetro em função das dimensões fundamentais constitui uma fórmula dimensional,
por exemplo, a lei de Newton da viscosidade estabelece que,
F = µS
∆v
∆y
⇔ µ = F
S
∆y
∆v
, (2.120)
em que F = ma representa a força, S representa a área,∆v o incremento na velocidade,
∆y o comprimento e µ a viscosidade dinâmica, e, consequentemente, a análise dimen-
sional, no sistema [MLT], estabelece a seguinte relação de dimensão para a viscosidade
de um fluido,
[µ] =
MLT−2
L2
L
LT−1
= ML−1T−1, (2.121)
enquanto que, para a viscosidade cinemática,
ν =
µ
ρ
⇒ [ν] = [µ]
[ρ]
=
ML−1T−1
ML−3
= L2T−1. (2.122)
82
TURBULÊNCIA
Quando os expoentes que constam na relação final de fórmula dimensional são todos
iguais a zero, o parâmetro que se está a analisar diz-se adimensional. Nas diversas áreas
da ciência a utilização de parâmetros adimensionais é prática comum, por exemplo, na
análise dos escoamentos um dos parâmetros que aparece constantemente é o número
de Reynolds, que é definido por
Re =
ULρ
µ
⇒ [Re] = [U ] [L] [ρ]
[µ]
=
LT−1LML−3
ML−1T−1
= M0L0T0. (2.123)
Os parâmetros ou grupos adimensionais possuem um significado especial em qualquer
análise dimensional, na qual, o principal objectivo é a procura de determinadas rela-
ções funcionais entre os vários parâmetros adimensionais. Existem algumas razões que
justificam a escolha da utilização dos grupos adimensionais, no lugar das variáveis e
quantidades dimensionais. A primeira delas subsiste no facto de que as expressões ma-
temáticas das leis fundamentais serem, em termos de dimensão, homogéneas, ou seja,
todos os termos que constam numa expressão ou equação possuem as mesmas dimen-
sões, o que, consequentemente, permite a escrita dos mesmos em formas adimensionais,
simplesmente com uma escolha apropriada de escalas para a normalização das variá-
veis. A segunda razão deriva do facto das relações adimensionais, representadas na
forma matemática, serem independentes do sistema de unidades utilizado e, portanto,
as comparações de dados e resultados tornam-se mais simples de realizar. A terceira
razão, e, provavelmente, a mais forte, está relacionada com o facto da adimensionali-
zação reduzir sempre o número de parâmetros que exprimem uma relação funcional.
Este procedimento segue o teorema de Π Buckingham, que foi inicialmente proposto
por Lord Rayleigh (1877) com bases teóricas sólidas, suportadas por álgebra matricial
e pelo conceito de característica de uma matriz não quadrada, mas que, no entanto,
os créditos são atribuídos a Buckingham (1914), mesmo havendo referência ao mesmo
em publicações independentes, como, por exemplo, no trabalho de Vaschy (1892). O
teorema pode ser explicado da seguinte forma. Dadas m quantidades (q1, q2, . . . , qm),
envolvendo n dimensões fundamentais, que geram uma equação dimensionalmente ho-
mogénea, é sempre possível exprimir a relação em torno de m − n grupos adimensio-
nais independentes (Π1,Π2, . . . ,Πm−n), sendo cada um deles construído a partir das m
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quantidades originais. Dessa forma, a relação funcional dimensional,
f(q1, q2, . . . , qm) = 0, (2.124)
é equivalente à relação adimensional,
F (Π1,Π2, . . . ,Πm) = 0, (2.125)
ou, de forma equivalente,
Π1 = F1 (Π2,Π3, . . . ,Πm−n) = 0. (2.126)
Em particular, quando é possível formar apenas um grupo adimensional a partir de todas
as quantidades, ou seja, quando m− n = 1, esse grupo terá de ser uma constante, uma
vez que nesse caso não poderá ser função de qualquer outro parâmetro. No caso de
existirem dois grupos adimensionais, um terá de ser uma função única do outro, e assim
sucessivamente. Repare-se que a análise dimensional não fornece as expressões para as
funções Fi, ou valores para qualquer constante que possa resultar da análise.
O teorema de Π Buckingham e a análise dimensional são formalismos meramente ma-
temáticos que não tratam a física do problema, ao invés, a teoria da semelhança é com-
posta por vários passos, alguns dos quais requerem forte intuição física, considerações
teóricas, informação observacional a priori e possíveis construções experimentais para a
comprovação da teoria. O desenvolvimento da teoria da semelhança pode ser descrito
nos cinco passos que se seguem:
1. Definir o alvo da teoria com todos os pressupostos claramente definidos. São enun-
ciados os pressupostos restritivos, por forma a que se possa reduzir o número de
variáveis independentes envolvidas na hipótese de semelhança, o que permite a
redução do número de parâmetros adimensionais a um mínimo que será con-
sistente com a física do problema. Quanto menor for o número de parâmetros
adimensionais, mais eficazes serão as previsões da teoria da semelhança, assim
como se facilita a verificação das mesmas e a determinação das relações empíricas
de semelhança. Como exemplo, as hipóteses de simplificação que comummente
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se utilizam para as teorias da semelhança propostas para a CLA são: escoamento
médio estacionário; escoamento médio horizontalmente homogéneo, que implica
uma superfície homogénea e plana; viscosidade e outras difusividades molecula-
res não relevantes na essência do escoamento na CLA fora das camadas mole-
culares; variáveis de cobertura junto à superfície, as quais podem ser ignoradas
na formulação da teoria da semelhança para a parte horizontalmente homogénea
da CLA. Outros pressupostos poderão ser utilizados, dependendo do tipo de CLA
que se pretende utilizar, e.g., para uma CLA barotrópica, os ventos geostróficos
são independentes da altura, e do regime de estabilidade que se admite, ou seja,
em condições convectivas os efeitos de tensão e o parâmetro de Coriolis são ig-
norados. Nas teorias da semelhança para camada de superfície, os parâmetros de
Coriolis, os ventos geostróficos e tensões, e a altura da CLA são todos considerados
irrelevantes;
2. Construir a hipótese de semelhança acerca da dependência funcional entre as va-
riáveis, ou seja, seleccionar o conjunto óptimo para as variáveis independentes
relevantes, em relação às quais uma ou mais variáveis de interesse podem depen-
der. Considera-se, nessa relação funcional, uma única variável dependente de cada
vez. Este passo é crucial para a construção de uma teoria da semelhança com su-
cesso e envolve a selecção das variáveis independentes na formulação da hipótese
de semelhança. Não se pode ignorar qualquer variável ou parâmetro importante
em relação aos quais a variável dependente tem uma dependência real, uma vez
que isso pode conduzir a uma relação errónea ou desprovida de significado físico.
Por outro lado, se forem envolvidas variáveis desnecessárias ou irrelevantes na hi-
pótese de semelhança original, acentua-se fortemente a complicação da análise,
o que pode tornar a determinação empírica das várias relações funcionais extre-
mamente difícil, ou até mesmo impossível. Um apoio fundamental para discernir
sobre a existência de variáveis ou parâmetros irrelevantes que possam ser remo-
vidos da teoria da semelhança, sem grande perda de generalidade, são os dados
experimentais. A ideia fundamental será sempre a de manter o número de variá-
veis independentes no seu valor mínimo, mas sempre sem perder a consistência
física do problema. Para minimizar a complexidade do problema, ocasionalmente,
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torna-se necessário fraccionar o domínio do problema em vários sub-domínios,
o que permite a formulação de hipóteses de semelhança mais simples para cada
um dos sub-domínios separadamente. No caso da CLA, essa divisão é realizada,
geralmente, em dois sub-domínios, um que diz respeito à camada limite de super-
fície (CS) e outro que corresponde à camada de mistura (CM).
3. Organizar as variáveis em grupos adimensionais e realizar a análise dimensional,
depois de determinar o número de possíveis grupos adimensionais independentes.
Embora este passo seja imediato, após a determinação dos grupos adimensionais,
convém notar que existe sempre alguma flexibilidade na escolha dos parâmetros
adimensionais.
4. Exprimir as relações funcionais entre os grupos adimensionais, um dos quais de-
verá conter a variável dependente. Estas relações, uma para cada variável de-
pendente, constituem as relações de semelhança ou previsões da teoria da seme-
lhança. As relações de semelhança que se estabelecem são simplesmente expres-
sões dos grupos adimensionais que contém variáveis dependentes como funções
não especificadas dos outros parâmetros adimensionais. No caso em que não existe
um parâmetro de semelhança que possa ser formado apenas pelas variáveis inde-
pendentes, o parâmetro dependente, grupo-Π, terá de ser uma constante.
5. Recolher os dados relevantes a partir de experiências anteriores que satisfaçam
os pressupostos restritivos da teoria da semelhança ou realizar uma nova expe-
riência para testar a hipótese de semelhança inicial e das previsões da teoria da
semelhança. Os dados experimentais fornecem a informação acerca da validade da
hipótese de semelhança inicial. Se a teoria é verificada pelos dados experimentais,
estes dados poderão ser utilizados para determinar as formas empíricas das várias
funções de semelhança através da aproximação de curvas com a utilização de grá-
ficos dos dados. Este passo consiste na criação de um conjunto de curvas, obtidas
empiricamente por aproximação, com base nos dados experimentais, todas elas
envolvendo parâmetros de semelhança adimensionais. Para que seja admitido o
sucesso de uma teoria de semelhança, esta deve ser verificada pelas experiências e
as relações de semelhança empíricas obtidas devem ser universais, por forma a que
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possam ser utilizadas noutros locais com diferentes características de superfície e
condições meteorológicas.
Com o objectivo de ilustrar o método e a utilidade da análise dimensional e da teoria da
semelhança idealize-se a seguinte situação. Admita-se a existência de uma relação para
o gradiente da temperatura potencial média, ∂Θ/∂z, como uma função dependente:
da altura, z, acima de uma superfície uniformemente aquecida; do fluxo de calor na
superfície, w′θ′s; do parâmetro de flutuação, g/T0, que aparece nas expressões para a
estabilidade estática e aceleração de flutuação; e das propriedades relevantes do fluido,
ρ e cp, na proximidade da camada de superfície, quando os mecanismos de mistura são
dominados por convecção livre. Para criar uma relação funcional na forma dimensional,
f
(
∂Θ
∂z
,w′θ′s,
g
T0
, z, ρ, cp
)
= 0, (2.127)
seria necessário a realização de um número exaustivo de observações para a tempera-
tura como função da altura e do fluxo de calor na superfície em diferentes instantes
e locais. Se ρ e cp forem combinados com w′θ′s, no que se pode designar por fluxo
de calor cinemático, w′θ′s/(ρcp), a simplificação obtida será considerável. Pois, nessas
circunstâncias, a relação (2.127) pode ser apresentada como,
F
(
∂Θ
∂z
,
w′θ′s
ρ cp
,
g
T0
, z
)
= 0. (2.128)
Utilizando o método de análise dimensional, e notando que apenas é possível formar
um grupo adimensional a partir das quantidades fornecidas, obtém-se,
∂Θ
∂z
(
w′θ′s
ρ cp
)−2/3 (
g
T0
)1/3
z4/3 = C, (2.129)
onde o termo do lado esquerdo representa o grupo adimensional cuja previsão revela
ser uma constante. O valor da constante C pode ser obtido a partir de uma única experi-
ência cuidadosamente realizada, no entanto, para uma verificação experimental devem
realizar-se observações extensivas que comprovem cabalmente a relação.
O grupo adimensional que se pretende construir a partir de um determinado leque de
quantidades fornecido pode ser formado meramente por inspecção, o que acontece re-
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gularmente. No entanto, existe uma abordagem mais formal, e também mais geral, que
recorre à álgebra linear. Esta abordagem consiste na construção e resolução de um sis-
tema de equações algébricas para os expoentes das várias quantidades envolvidas na
obtenção do grupo adimensional. O grupo adimensional formado a partir dos parâme-
tros da equação (2.128) pode ser descrito por
Π1 =
(
∂Θ
∂z
)(
w′θ′s
ρ cp
)α(
g
T0
)β
zγ , (2.130)
onde se assume, de forma arbitrária, que um dos índices dos expoentes é igual à uni-
dade, neste caso o expoente do gradiente vertical da temperatura potencial média,
∂Θ/∂z. Este procedimento é realizado com a noção de que qualquer potência arbitrária
de uma quantidade adimensional é ainda uma quantidade adimensional. Consequente-
mente, escrevendo a equação (2.130) em torno das dimensões fundamentais escolhidas
tem-se,
[L0T0K0] = [KL−1][KLT−1]α[LT−2K−1]β [L]γ = [Lα+βγ−1T−α−2βKα−β+1], (2.131)
donde resulta o seguinte sistema de equações,

α − β + 1 = 0
α + β + γ − 1 = 0
−α − 2β = 0
⇒

α = −2/3
β = 1/3
γ = 4/3
. (2.132)
A substituição dos valores obtidos para as incógnitas do sistema na equação (2.130),
igualando o único grupo adimensional a uma constante, resulta em (2.129).
Um procedimento que fornece outra aproximação é o seguinte. Formular, em primeiro
lugar, as escalas características para o comprimento, velocidade, etc., a partir de combi-
nações das variáveis independentes e, de seguida, utilizar essas escalas para normalizar
as variáveis dependentes. No caso das escalas múltiplas, as razões entre elas formam os
grupos adimensionais independentes. Para a situação apresentada anteriormente, que
caracteriza a distribuição da temperatura sobre uma superfície aquecida, com a consi-
deração de ∂Θ/∂z como variável dependente e as restantes quantidades como variáveis
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independentes, podem ser formuladas, com base nas variáveis independentes, as se-
guintes escalas:
Comprimento: z
Temperatura: θf =
(
w′θ′s
ρ cp
)2/3(
g
T0
)−1/3
z−1/3
Velocidade: uf =
(
w′θ′s
ρ cp
g
T0
z
)1/3
(2.133)
Desta forma, o grupo adimensional, que envolve a variável dependente, apropriado é
definido por (
z
θf
)(
∂Θ
∂z
)
, (2.134)
o qual, pelo facto de não poderem ser formados outros grupos adimensionais inde-
pendentes a partir das variáveis independentes, terá de ser uma constante. Este pro-
cedimento conduz, novamente, à relação (2.129) e revela-se mais conveniente quando
o grupo de variáveis dependentes são funções do mesmo conjunto de variáveis inde-
pendentes. Por exemplo, os desvios padrão da temperatura e as flutuações verticais da
velocidade na camada de superfície convectiva livre são dados por
σθ
θf
= cθ,
σw
uf
= cw, (2.135)
o que, após substituição nas equações de (2.133), fornece,
σθ = cθ
(
w′θ′s
ρ cp
)2/3(
g
T0
)−1/3
z−1/3,
σw = cw
(
w′θ′s
ρ cp
g
T0
z
)1/3
.
(2.136)
Estas duas relações são bastante úteis para a CS diurna quando regida por condi-
ções instáveis, sendo suportadas por muitos trabalhos, de onde se podem destacar
Monin e Yaglom (1971) e Wyngaard (1973), e de onde se retira que cθ ≈ 1.3 e cw ≈ 1.4.
A teoria de semelhança que anteriormente foi apresentada foi originalmente apresen-
tada por Monin e Obukhov (1954) e recebe usualmente a designação de teoria da se-
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melhança para convecção livre local. A teoria da semelhança em convecção livre local e
a análise de escala não se revelam aplicáveis às flutuações das velocidades horizontais,
pelo que, σu e σv não são proporcionais a uf . Pelo contrário, são fortemente influen-
ciados pelos movimentos dos grandes turbilhões que se estendem ao longo de toda a
profundidade da CLA. Uma vez que a altura da CLA é ignorada para a convecção li-
vre local, a sua aplicabilidade está limitida às flutuações que se verificam na velocidade
vertical e na temperatura.
Se à lista de variáveis adicionarmos a altura da CLA, zi, então, pelo teorema de Π Buc-
kingham, os dois grupos adimensionais e a relação funcional prevista será dada por
∂Θ
∂z
(
w′θ′s
ρ cp
)−2/3(
g
T0
)1/3
z4/3 = F
(
z
zi
)
. (2.137)
Numa primeira análise deve assumir-se que σw/uf e σθ/θf terão de ser considerados
dependentes de z/zi, no entanto, as experiências revelam que esta dependência é fraca
ou mesmo inexistente, o que justifica a irrelevância de zi na hipótese original. No en-
tanto, quando o objectivo é o estudo da estrutura da turbulência na camada de mistura
ou σu e σv na camada de superfície, a inclusão de zi será plenamente justificada, o que
pode ser comprovado no trabalho de Deardorff (1970b), onde se apresenta uma hipó-
tese para teoria da semelhança na camada de mistura, a qual afirma que a estrutura
da turbulência nesta camada depende de z, g/T0, w′θ′s/(ρ cp) e zi, sendo as escalas de
semelhança relevantes as seguintes,
Comprimento: zi
Temperatura: T∗ =
(
w′θ′s
ρcp
)2/3(
gzi
T0
)−1/3
Velocidade: W∗ =
(
w′θ′s
ρ cp
g
T0
zi
)1/3
(2.138)
As previsões de semelhança correspondentes apontam para que os parâmetros de estru-
tura adimensional σu/W∗, σw/W∗, ..., devam ser uma função única de z/zi. Esta teoria
da semelhança para a camada de mistura mostrou-se extremamente útil na descrição da
turbulência e da difusão CLA no trabalho de Arya (1999).
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Modelo de camada limite 1D
3.1 Introdução
O modelo de camada limite 1D é uma versão unidimensional do modelo SGT do Konin-
klijk Nederlands Meteorologisch Instituut (KNMI) desenvolvido por Cuijpers e Duynkerke
(1993) que inclui modificações nas condições de fronteira e na representação dos efei-
tos de subescala. Trata-se de um modelo de alta resolução vertical, desenvolvido es-
pecialmente para a aplicação de parametrizações para a turbulência em MCGs e mo-
delos de área limitada (MALs). O modelo foi inicialmente implementado em FOR-
TRAN77, podendo os fundamentos da sua construção ser consultados nos trabalhos
Teixeira e Siebesma (2000). Numa fase posterior foi melhorado e reescrito em FOR-
TRAN90, desenvolvimentos que podem ser encontrados nos trabalhos de Soares et al.
(2001) e de Siebesma et al. (2000).
O modelo é desenvolvido com base nas equações da dinâmica e da termodinâmica in-
cluindo uma parametrização dos efeitos de subescala. As equações do modelo são escri-
tas para uma coluna vertical, para um escoamento invíscido com rotação, assumindo a
existência de um estado de referência em equilíbrio hidrostático e geostrófico.
As variáveis de prognóstico consideradas no modelo são as duas componentes da ve-
locidade do vento, (u, v), e as propriedades termodinâmicas conservadas em processos
adiabáticos, incluindo condensação/evaporação, seguem o trabalho de Betts (1973), a
temperatura potencial da água líquida, θl, e a humidade específica total, qt.
Este modelo não contempla quaisquer influência da orografia, nem inclui qualquer mo-
delo de superfície. Os fluxos de superfície, ou seja, o fluxo cinemático de calor sensível,
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o fluxo de vapor e o fluxo do momento, são prescritos. A temperatura e a humidade
específica do primeiro nível do modelo são determinadas com recurso à teoria da seme-
lhança de Monin-Obukov descrita no capítulo anterior.
Este capítulo divide-se em duas partes distintas. Numa primeira parte apresenta-se o
modelo de camada limite 1D, com enfoque em todos os pormenores fundamentais que
o definem, enquanto que, na segunda parte, se desenvolvem métodos numéricos de
diferenças finitas, acompanhados do respectivo estudo de estabilidade numérica, para a
resolução numérica da parte difusiva no esquema de parametrização DTFM.
3.2 Equações do modelo
As equações que regem este fenómeno são as equações de prognóstico para as variáveis
médias u, v, θl e ql, em conjunto com a equação da continuidade, ou seja, as equações de
NS, da termodinâmica, de conservação da humidade específica total e de conservação
da massa.
Para uma coluna vertical as equações do movimento médio são dadas por:
∂U
∂t
= −∂w
′u′
∂z
− 1
ρr
∂p
∂x
+ fV, (3.1)
∂V
∂t
= −∂w
′v′
∂z
− 1
ρr
∂p
∂y
− fU. (3.2)
A utilização das componentes do vento geostrófico permite a seguinte simplificação para
as equações (3.1) e (3.2), obtendo-se,
∂U
∂t
= −∂w
′u′
∂z
+ f
(
V − vg
)
, (3.3)
∂V
∂t
= −∂w
′v′
∂z
− f (U − ug) . (3.4)
No que diz respeito à equação de termodinâmica observa-se que,
∂Θl
∂t
= −∂w
′θ′l
∂z
+Aθ +R, (3.5)
onde Aθ representa a advecção horizontal e R representa o termo de forçamento radia-
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tivo. Por último, a equação de humidade específica total é dada por,
∂Qt
∂t
= −∂w
′q′t
∂z
+Aq, (3.6)
onde Aq representa a advecção horizontal da humidade. O conjunto constituído por es-
tas quatro equações formam as equações de prognóstico do modelo. A estas equações
devem acrescentar-se as diversas equações de diagnóstico, a equação da continuidade
para um fluido incompressível, a equação de estado, a condição de equilíbrio hidrostá-
tico e as definições das diversas variáveis.
3.3 Esquemas de superfície
Os fluxos de superfície,
(
w′θ′l
)
s
e
(
w′q′t
)
s
, e a velocidade de atrito, u∗, são predefinidos
e representam a base para o forçamento que se verifica no interior da CLA. Na CLA
os gradientes de U , V , θl e qt são calculados com base na teoria da semelhança de
Monin-Obukhov, utilizando os perfis apresentados em Dyer (1974),
ϕu =
kz
u∗
∂U
∂z
=
(
1− 16 z
LMO
)−1/4
, (3.7)
em que LMO = −
(
u3∗Θvs
)
/
(
k g (w′θ′v)s
)
. Relativamente à temperatura e à humidade,
as expressões utilizadas são as seguintes,
ϕhθ =
kz
θl∗
∂Θl
∂z
=
(
1− 16 z
LMO
)−1/2
, (3.8)
ϕhq =
kz
qt∗
∂Qt
∂z
=
(
1− 16 z
LMO
)−1/2
, (3.9)
com,
θl∗ = −
1
u∗
(
w′θ′l
)
s
, (3.10)
qt∗ = −
1
u∗
(
w′q′t
)
s
. (3.11)
Estas aproximações são válidas para uma CLA instável, o que equivale a dizer que
LMO < 0. No caso correspondente a uma CLA estável, LMO > 0, as expressões para
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ϕhθ e ϕhq são dadas por
ϕhq = ϕhθ = 1 + 5
z
L
. (3.12)
As propriedades de superfície para θ′ls e Qts podem ser igualmente calculadas com base
na versão integral das expressões anteriores. Deve ainda realçar-se que estas relações
não são apropriadas quando u∗ = 0, correspondente a um regime de convecção livre.
Para essa situação os gradientes verticais termodinâmicos seguem as indicações apre-
sentadas em Priestley (1954),
∂Θl
∂z
= −0.7
(
w′θ′l
)2/3
s
(
g
θv0
)−1/3
z−4/3, (3.13)
∂Qt
∂z
= −0.7
(
w′q′t
)2/3
s
(
g
θv0
)−1/3
z−4/3. (3.14)
3.4 Turbulência
A primeira versão do modelo consistia na utilização de um fecho de ordem 1 para a
turbulência. Posteriormente adicionou-se uma equação de prognóstico para a ECT que
servia como parametrização adicional para a turbulência de sub-escala. Esta acção per-
mitiu a utilização de um fecho de ordem 1.5 para os fluxos turbulentos. Ambos os fechos
consideram que os fluxos turbulentos que constam nas equações de prognóstico (3.3)–
(3.6) são parametrizados com recurso às relações,
u′w′ = −Km∂U
∂z
, (3.15)
v′w′ = −Km ∂V
∂z
, (3.16)
e,
w′θ′l = −Kh
∂Θl
∂z
, (3.17)
w′q′t = −Kq
∂Qt
∂z
. (3.18)
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3.4.1 Fecho de ordem 1
Tendo em conta o trabalho de Holtslag (1998), as difusividades turbulentas correspon-
dem a perfis verticais calculados através de expressões empíricas para a CLA. Expressões
essas que dependem do diagnóstico da altura da CLA, zi, assim como de outras variá-
veis de escala da CLA. O coeficiente de difusão para o calor e humidade, Kh, obedece à
teoria da semelhança próximo da superfície, ou seja, é nulo junto à superfície e possui
um máximo em Kmax/(w∗zi) ≈ 0.1, com
Kh = k u∗ ϕ
−1
h0
z
(
1− z
zi
)2
, (3.19)
onde ϕh0 é uma função de estabilidade definida por
ϕh0 =
(
1− 39 z
LMO
)−1/3
. (3.20)
As difusividades para as duas componentes do momento linear, u e v, definem-se de
forma análoga,
Km = k u∗ ϕ
−1
m0 z
(
1− z
zi
)2
, (3.21)
em que a função de estabilidade possui a forma,
ϕm0 =
(
1− 15 z
LMO
)−1/3
. (3.22)
3.4.2 Fecho de ordem 1.5
A equação,
∂e
∂t
= −u′w′ ∂U
∂z
− v′w′ ∂V
∂z
+
g
Θv
w′θ′v −
∂
∂z
(
w′e+
w′p′
ρ
)
− ε, (3.23)
pode reescrever-se com base na relação
ε =
e
√
e
lm/c31
=
c31
lm
e
√
e. (3.24)
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Após a eliminação dos termos associados à pressão, obtém-se,
∂e
∂t
= −w′u′ ∂U
∂x
− w′v′ ∂V
∂y
+
g
Θv
w′θ′v −
∂
∂z
(
w′e′
)
− c
3
1
lm
e
√
e. (3.25)
No modelo numérico esta equação é discretizada e resolvida pelo método de passos frac-
cionários, com uma metodologia análoga àquela que é adoptada no modelo ECHAM1,
descrito nos trabalhos Roeckner et al. (1992) e Brinkop e Roeckner (1995), e a ECT é
obtida nos níveis de índice inteiro, ou seja, nos níveis de massa. Numa primeira fase
calcula-se a tendência associada a todos os termos, com excepção do termo de trans-
porte, e, posteriormente, a tendência associada ao termo excluído do conjunto anterior.
A simplificação da equação (3.25) ignora o termo de transporte, o mesmo é dizer
que esta equação inclui apenas os termos relativos à produção de energia por efeitos
de corte, produção por flutuação e dissipação. O fluxo turbulento de flutuação w′θ′v
relaciona-se com os fluxos w′q′t e w′θ
′
l através da equação,
w′θ′v = At w
′θ′l +Dt w
′q′t, (3.26)
em que At = 1 + 0.61qt e Dt = 0.61.
Note-se que os termos turbulentos w′u′, w′v′, w′θ′l e w
′q′t são resolvidos por uma apro-
ximação de difusão-K, e que as respectivas difusividades turbulentas são funções de um
comprimento da mistura e da raiz quadrada de ECT, ou seja, Km,h = lm,h c1
√
e, pelo
que se pode escrever,
∂e
∂t
=
√
e lm c1
(
∂U
∂z
)2
+
√
e lm c1
(
∂V
∂z
)2
+
g
Θv
√
e lh c1
[
At
∂θl
∂z
+Dt
∂qt
∂z
]
− c
3
1
lm
e
√
e,
(3.27)
onde lh,m e c1 seguem o trabalho de Mailhot e Benoit (1982). A equação (3.27) pode
ser redigida de uma forma compacta,
∂e
∂t
= Be
√
e−Ce e
√
e, (3.28)
1A designação ECHAM deriva de uma combinação entre EC que designa o ECMWF e HAM para a
localização do Max-Planck-Institut für Meteorologie, Hamburgo.
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com
Be = lm c1
[(
∂U
∂z
)2
+
(
∂V
∂z
)2]
+
g
θv
lh c1
[
At
∂θl
∂z
+Dt
∂qt
∂z
]
, (3.29)
e
Ce =
c31
lm
. (3.30)
A aplicação do método das diferenças finitas resulta numa equação quadrática em√
en+1∗ , √
en+1∗ −
√
en
∆t
=
Be
2
−
Ce
(√
en+1∗
)2
2
. (3.31)
Este esquema obtém-se de forma implícita, sendo a solução da equação obtida através
de √
en+1∗ =
1
∆t Ce
[
−1 +
√
1 + 2Ce∆t
(
2Be∆t+ 2
√
en
)]
, (3.32)
ou √
en+1∗ =
1
∆t Ce
[
−1−
√
1 + 2Ce∆t
(
2Be∆t+ 2
√
en
)]
. (3.33)
Destas duas soluções, só a primeira, (3.32), possui significado físico, pelo que
√
en+1 > 0
e, tomando o limite ∆t→ 0 em (3.31), obtém-se
√
en+1 −√en → 0.
O valor da ECT calculado através do procedimento anterior é corrigido com a inclusão
do efeito do transporte turbulento,
∂e
∂t
= − ∂
∂z
(
w′e′
)
, (3.34)
equação que, após discretização, resulta no seguinte esquema de diferenças finitas,
en+1 = en+1∗ −
∂
∂z
(
−Ke ∂e
∂z
)
∆t. (3.35)
A equação (3.35) é integrada com base no trabalho desenvolvido por Teixeira e Siebesma
(2000). Por uma questão de simplicidade, sem perda de generalidade, pode assumir-
se Ke constante, conduzindo essa assumpção à seguinte discretização para a equação
(3.35),
−αKen+1j−1 + (1 + 2αK)en+1j − αKen+1j+1 = enj + en+1∗ , (3.36)
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onde αK = (Kne ∆t) / (∆z)
2. Os coeficientes de difusão são regularmente valores de
uma grandeza elevada, quando comparados com o passo do tempo e a resolução uti-
lizada em MCGs e modelos numéricos de previsão do tempo (MNPT). Estes valores
elevados para os coeficientes de difusão geram problemas de estabilidade nos métodos
de diferenças finitas explícitos, por esse motivo, o modelo é construído com base num
esquema implícito para resolver a equação (3.35). Esta opção é igualmente aplicada a
outras equações de prognóstico do modelo.
3.5 Condensação e radiação
O esquema de condensação está preparado para diagnosticar, sempre que ocorre satura-
ção, o conteúdo de água líquida numa parcela de ar que ascenda na CLA. Este esquema
baseia-se no trabalho de Sommeria e Deardorff (1977) e constrói-se sob a ideia de que
um ponto da grelha está sempre saturado (qt > 0) ou não está saturado (qt = 0).
Obtidos θl, qt, e utilizando a função de Exner, Π, definida por
Π =
(
p
p0
)Rd/cpd
, (3.37)
pode calcular-se a temperatura da água líquida
Tl = θlΠ. (3.38)
A tensão de saturação, em função de Tl, es (Tl), é calculada através da expressão descrita
por Bolton (1980),
es (Tl) = es0 exp
[
at
(
Tl − 273.16
Tl − bt
)]
, (3.39)
onde es0 = 610.78Pa, at = 17.27 e bt = 35.86K. Assim, a humidade específica de satura-
ção em função de Tl, qs (Tl), é obtida com a seguinte fórmula
qs (Tl) = 0.622
(
es
p− 0.378es
)
. (3.40)
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Uma vez que, regra geral,
T − Tl
T
≤ 0.01, a expansão em série de Taylor permite relaci-
onar qs (Tl) com a humidade específica de saturação em função de T
qs = qs(T ) = qs (Tl) +
(
∂qs
∂T
(T )
)
T=Tl
(T − Tl) . (3.41)
Notando que a utilização da equação de Clausius-Clapeyron permite afirmar que
(
∂qs
∂T
(T )
)
T=Tl
= 0.622
(
Lv
RdT
2
l
)
, (3.42)
sendo Lv = 2.5 × 106 J · kg−1 o calor latente de vaporização, e tendo em conta que
θl = θ − Lv
cpdΠ
ql, (3.43)
assim como as equações (3.38), (3.41), (3.42), e ainda que ql = qt−qs, pode determinar-
se a humidade específica de saturação através da regra
qs = qs (Tl)
(
1 +
0.622L2v
Rd cpd T
2
l
qt
) (
1 +
0.622L2v
Rd cpd T
2
l
qs (Tl)
)−1
, (3.44)
sendo o conteúdo de água líquida obtido através de ql = max {qt − qs, 0}.
3.6 Esquema de DTFM para a parametrização da CLA
A construção do esquema de DTFM é realizada com base na divisão da mistura em duas
escalas, ambas responsáveis pelo transporte turbulento de subescala, o qual é feito numa
escala de mistura local, associada aos pequenos turbilhões,
w′φl ≈ −K
∂φ
∂z
,
e numa escala de mistura não local, associada às correntes ascendentes,
w′φnl ≈M
(
φu − φ
)
.
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Apesar do trabalho desenvolvido estar apenas associado à escala de mistura local, con-
vém apresentar uma breve exposição do esquema, no sentido de enquadrar os resultados
obtidos.
Para construir o esquema, comece-se por definir uma secção de área fixa, au, a qual é
ocupada pelo movimento ascendente vigoroso. Desta forma, o fluxo turbulento de uma
qualquer propriedade do escoamento, φ, pode ser decomposta na soma de três termos,
w′φ′ = auw′φ′u + (1− au)w′φ′a + au (wu − wa) (φu − φa) , (3.45)
onde o índice u significa o relacionamento com a região do movimento ascendente e
o índice a com o ambiente circundante. O termo auw′φ′u representa a turbulência nas
ascendentes, o termo (1− au)w′φ′a descreve a turbulência na vizinhança e o termo
au (wu − wa) (φu − φa) exprime a contribuição das ascendentes para o transporte turbu-
lento vertical da propriedade do fluido φ.
A expressão (3.45) pode ser simplificada com a consideração dos seguintes pressupos-
tos:
• a secção associada às ascendentes com maior velocidade é, por regra, muito redu-
zida, o que significa que au ≪ 1, consequentemente, o segundo termo da equação
do lado direito pode ser desprezado e φa ≈ φ;
• wa ≈ 0;
• a turbulência no ambiente circundante pode ser representada por uma aproxi-
mação de difusão-K, ao invés de ser desprezada, como acontece no esquema de
fluxo-de-massa (FM).
A aplicação destas simplificações permite escrever a mistura turbulenta com base na
soma das contribuições da difusão turbulenta e do FM
w′φ′ ≈ −K∂φ
∂z
+M
(
φu − φ
)
, (3.46)
em queM = auwu representa o coeficiente de FM associado às térmicas mais fortes.
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3.6.1 Contribuição do termo de difusão-K
O esquema de parametrização DTFM é composto por duas contribuições, a da difusão-
K, explicada de seguida, e a do FM, que pode ser consultada nos trabalhos Soares et al.
(2001), Teixeira et al. (2004) e Teixeira e Cheinet (2004).
A especificação da difusividade turbulenta para o calor e humidade segue Troen e Mahrt
(1986), utilizando perfis verticais de K que dependem das escalas características da
CLA. Esta abordagem tem-se revelado uma aproximação muito robusta, como se com-
prova nos trabalhos de Troen e Mahrt (1986) e Holtslag et al. (1995). Desta forma,Kh é
definida por (3.19). Os perfis para Kh possuem três propriedades fundamentais: obede-
cem à teoria da semelhança na CLA; anulam-se na inversão; e possuem o valor máximo
adimensionalizado Kmax/(w∗zi) ≈ 0.1.
3.6.2 Implementação numérica do esquema DTFM
O esquema de parametrização anteriormente descrito é implementado no modelo de
camada limite descrito na primeira secção deste capítulo, por forma a que o esquema
numérico associado consiga acoplar as contribuições dos dois termos turbulentos: o
termo difusivo e o FM.
A componente da velocidade vertical da ascendente, associada ao FM, é discretizada nos
níveis intermédios, assim como a taxa de mistura lateral, obtendo-se,
w2uj+1/2 = w
2
uj−1/2
1− 2zmix
1 + 2zmix
+
2B∆z
1 + 2zmix
,
onde zmix = 0.5∆z εj , com ∆z o espaçamento vertical na malha e εj a taxa de mistura
lateral no nível j.
Partindo da equação de prognóstico (2.96) com um termo fonte que inclua o efeito
provocado pelo forçamento de larga escala ou outros processos físicos parametrizados,
considerando ql nulo, e ainda que a tendência só se pode alterar através da divergência
de fluxo turbulento ou por um forçamento, a equação resultante é dada por,
∂tΘ = − ∂
∂z
(
−K∂Θ
∂z
+M (θu −Θ)
)
+ Sθ. (3.47)
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A forma como a parametrização do esquema DTFM é construída leva a que exista uma
dependência de duas contribuições que devem ser resolvidas em simultâneo, processo
que obriga a resolver uma equação do tipo advecção-difusão. Os coeficientes da difusão
e do FM representam o maior problema no que diz respeito à estabilidade numérica,
uma vez que os valores que se atingem na CLA podem ser extremamente elevados,
Teixeira e Siebesma (2000). Este facto faz com que os esquemas explícitos tenham sido
preteridos na aproximação de ambas as contribuições na implementação original desta
parametrização no modelo DTFM, utilizando-se um esquema de diferenças centradas
para o termo da difusão e um esquema de diferenças avançadas para o termo do FM.
Desta forma, a discretização da equação (3.47) é dada por,
−αKθn+1j−1 + (1 + 2αK + βM ) θn+1j − (αK + βM ) θn+1j+1 = θnj + Snj , (3.48)
sendo αK = Kn∆t/ (∆z)
2, βM = Mn∆t/∆z. A derivada vertical que envolve as propri-
edades da ascendente é considerada como explícita no tempo.
Uma vez que a equação é não-linear, pois os coeficientes do fluxo-de-massa e da difusão
dependem das variáveis médias, o esquema implícito que é proposto pode evidenciar
problemas de estabilidade numérica. Por esta razão, a primeira abordagem que é apre-
sentada sobre a aproximação que é feita para o termo da difusão na parametrização
DTFM incide sobre o estudo da estabilidade numérica dos esquemas de diferenças fini-
tas de utilização possível em alternativa ao esquema implícito originalmente utilizado.
3.7 Esquemas numéricos para resolver a difusão-K e respec-
tivas análises de estabilidade
O modelo descrito no início deste capítulo utiliza uma grelha do tipo daquela que é
esquematizada na figura 3.1, ou seja, do tipo deslocado. As equações são aproximadas
por diferenças finitas centradas no espaço, sendo as variáveis médias U , V , Θl e Qt
definidas nos níveis de índice inteiro, também designados índices de massa, enquanto
que os fluxos e a ECT são obtidos nos níveis de índice intermédio, igualmente designados
por níveis de fluxo.
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Figura 3.1: Esquematização daaproximaçãodas variáveis domodelo 1D nagrelha
vertical.
A resolução numérica do problema descrito na secção anterior recorre a várias técnicas
de diferenças finitas. Pretende-se comparar o desempenho de cada um dos esquemas e
tecer considerações sobre a sensibilidade dos parâmetros do problema.
A resolução do termo da difusão no esquema DTFM será realizada com dois tipos de es-
quemas numéricos de diferenças finitas: explícito e semi-implícito, aplicados em malhas
fixas.
Em todas as simulações realizadas são consideradas as seguintes características:
• As condições de fronteira utilizadas para implementar os métodos são condições
do tipo von Neumann. Assim, o fluxo de superfície é dado por w′θ′s = ∂nθ(0, t) =
−0.02Kms−1, enquanto que, no topo da CLA se considera um fluxo nulo.
• O perfil inicial da temperatura potencial segue uma regra linear em z, sendo o
valor da temperatura potencial inicial na superfície igual a 300K.
• O domínio vertical varia no intervalo 0m− 3000m.
• A simulação é feita para um período de tempo igual a 28800 s, ou seja, 8 horas.
• A resolução vertical é 1m e o passo do tempo é 1 s.
• A expressão que se utiliza para κ é definida por
K = κ(z, t) = k0
z
zi
(
1− z
zi
)p
,
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com k0 = Cτw∗, onde C = 0.5, τ = 600.0 e w∗ = (gβwθszi)
1/3, velocidade convec-
tiva.
Consequentemente, as simulações que aqui são efectuadas apresentam uma malha mais
fina do que aquela que se utiliza na implementação original do esquema DTFM, onde
é utilizada uma resolução vertical de 20m e um passo de tempo de tempo igual a 2 s.
Atendendo ao intervalo de tempo em que se realiza a simulação e ao espaço onde esta
é realizada, constata-se a utilização de malha espaço-tempo com um total de 864 × 105
nós.
3.7.1 Esquemas explícitos
Um esquema explícito possui uma grande vantagem computacional sobre os esquemas
semi-implícitos ou totalmente implícitos. O número de operações a realizar para obter a
solução é sempre muito menor do que em qualquer um dos outros dois tipos de métodos,
isto porque os métodos implícitos e semi-implícitos obrigam à resolução de um sistema
de equações, de grandes dimensões, para cada instante de tempo. No entanto, este tipo
de esquema apresenta uma enorme desvantagem, para garantir estabilidade numérica
é necessário impor um passo de tempo muito menor do que aquele que é exigido pelos
esquemas implícitos ou semi-implícitos. Em muitos casos é mesmo impossível garantir
a convergência para a solução do problema.
A diferença entre os dois esquemas explícitos que aqui serão apresentados prende-se
com a forma como é feita a abordagem ao problema, que conduz a uma resolução de
κ(z, t) nos índices inteiros, num dos casos, e, no outro, a uma resolução em níveis de
índice intermédio.
A equação de derivadas parciais que se pretende resolver é aquela que está associada ao
termo da difusão no esquema DTFM, ou seja, a equação do calor com difusividade não
constante unidimensional,
∂θ
∂t
=
∂
∂z
(
κ(z, t)
∂θ
∂z
)
, (3.49)
onde κ varia no espaço e no tempo, dependendo de Θ e da altura da CLA.
Para definir o esquema nos níveis de massa, começa-se por exprimir a equação (3.49)
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na forma advectiva,
∂θ
∂t
=
∂κ
∂z
∂θ
∂z
+ κ
∂2θ
∂z2
, (3.50)
que permite escrever,
θn+1j =
1
4
α
(
κnj−1 + 4κ
n
j − κnj+1
)
θnj−1
+
(
1− 2ακnj
)
θnj
+
1
4
α
(
−κnj−1 + 4κnj + κnj+1
)
θnj+1, (3.51)
com α = ∆t/ (∆z)2.
No que diz respeito ao segundo esquema explícito, a ideia da discretização segue o que
foi apresentado em (1.23), que, aplicada à equação (3.49), se traduz no resultado,
θn+1j = θ
n
j + ακ
n
j+1/2
(
θnj+1 − θnj
)
− ακnj−1/2
(
θnj − θnj−1
)
, (3.52)
que equivale a,
θn+1j = ακ
n
j−1/2 θ
n
j−1 +
(
1− ακnj+1/2 − ακnj−1/2
)
θnj + ακ
n
j+1/2 θ
n
j+1. (3.53)
É fácil verificar que, para o caso em que κ é constante, este esquema, tal como o esquema
(3.51), se traduz no esquema explícito clássico apresentado na introdução ao método
das diferenças finitas do Capítulo 1,
θn+1j = ακ θ
n
j−1 + (1− 2ακ) θnj + ακ θnj−1. (3.54)
A aplicação de condições de fronteira do tipo Neumann implica a utilização de um
ponto fictício, não pertencente ao domínio, que, ao ser introduzido no esquema e mani-
pulado com as equações adjacentes aos níveis da fronteira, fornece uma equação para
a fronteira. Para o método dado por (3.53), a aplicação deste raciocínio aos dados do
problema fornece,
θn−1 = θ
n
s − w′θ′s∆z. (3.55)
Aplicando (3.55) na fórmula (3.53) e introduzindo o resultado obtido em (3.55) obtém-
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se,
θn+1s = θ
n
s − w′θ′s κn−1/2
∆t
∆z
+ κn1/2α (θ
n
1 − θns ) , ∀n ≥ 1. (3.56)
Desta forma, o valor da aproximação para θ em z0 no instante de tempo t = tn+1 é obtido
com a aplicação da fórmula (3.56). No caso da fronteira do topo, a análise a realizar
é análoga. Para implementar, uma vez que não se conhece o valor e/ou expressão de
κ(z, t) para z < z0, o que se faz é utilizar o valor de kn1/2 em detrimento de k
n
−1/2.
Para o esquema explícito que utiliza apenas níveis de massa, (3.51), o raciocínio a apli-
car é exactamente análogo.
Estabilidade dos esquemas explícitos
A análise de estabilidade numérica efectua-se da forma que foi descrita no Capítulo 1,
no entanto, deve notar-se que, para os métodos que agora se estudam, os parâmetros
que definem a estabilidade numérica dependerão da posição no espaço e no tempo,
devido ao facto de as difusividades não serem constantes. No que diz respeito à estabi-
lidade numérica do esquema explícito que utiliza o cálculo de κ(z, t) em níveis de fluxo,
(3.53), seguindo o raciocínio e a notação que são apresentados na secção 1.3, o factor
de amplificação é dado por
λ = 1 + α (cos(ζ∆z)− 1)
(
κnj+1/2 + κ
n
j−1/2
)
+ i α sin(ζ∆z)
(
κnj+1/2 − κnj−1/2
)
. (3.57)
Notando que a estabilidade numérica do esquema é garantida se |λ| ≤ 1,
4α sin2
(
ζ
∆z
2
) (
κnj+1/2 + κ
n
j−1/2
) [
−1 + α sin2
(
ζ
∆z
2
) (
κnj+1/2 + κ
n
j−1/2
)]
+ α2 sin2
(
ζ
∆z
2
) (
κnj+1/2 + κ
n
j−1/2
)2
≤ 0,
e, como 
4α sin2
(
ζ
∆z
2
) (
κnj+1/2 + κ
n
j−1/2
)
≥ 0,
α2 sin2
(
ζ
∆z
2
) (
κnj+1/2 + κ
n
j−1/2
)2
≥ 0,
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deve impor-se que
−1 + α sin2
(
ζ
∆z
2
) (
κnj+1/2 + κ
n
j−1/2
)
≤ 0⇔ α
(
κnj+1/2 + κ
n
j−1/2
)
≤ 1.
Como κ ≡ κ(z, t), a condição a impor para se garantir estabilidade numérica do esquema
de diferenças finitas (3.53) é definida por
2αmax
z,t
κ(z, t) ≤ 1⇔ ∆t
(∆z)2
max
z,t
κ(z, t) ≤ 1
2
⇔ ∆t ≤ (∆z)
2
2max
z,t
κ(z, t)
. (3.58)
Quanto ao esquema que utiliza apenas níveis de massa, (3.51), aplicando o mesmo
raciocínio, obtém-se a seguinte expressão para o factor de amplificação,
λ = α
[
1
4
κnj+1 + κ
n
j −
1
4
κnj−1
]
eiζ∆z +
[
1− 2ακnj
]
+ α
[
−1
4
κnj+1 + κ
n
j +
1
4
κnj−1
]
e−iζ∆z.
A utilização da fórmula de Euler, conjugada com alguma álgebra, permite obter,
λ =
[
1− 4ακnj sin2
(
ζ
∆z
2
)]
+ i
α
2
[
κnj+1 − κnj−1
]
sin(ζ∆z). (3.59)
Para garantirmos a estabilidade temos de garantir que |λ| ≤ 1, o que, neste caso, signi-
fica,
0 ≤ 8ακnj sin2
(
ζ
∆z
2
)[
1− 2ακnj sin2
(
ζ
∆z
2
)]
− α
2
4
sin2 (ζ∆z)
(
κnj+1 − κnj−1
)2
≤ 1.
Neste caso a condição de estabilidade numérica é obtida em duas etapas. Numa primeira
análise é necessário garantir que,
1− 2α κnj sin2
(
ζ
∆z
2
)
≥ 0,
pois, em caso contrário, os valores situar-se-ão fora do intervalo de estabilidade, porque
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κ
(
zj , tn
) ≥ 0. Por esta razão,
ακnj sin
2
(
ζ
∆z
2
)
≤ 1⇔ ακnj ≤
1
2
. (3.60)
Por outro lado, é necessário garantir que,
8ακnj sin
2
(
ζ
∆z
2
)[
1− 2ακnj sin2
(
ζ
∆z
2
)]
− α2 sin2 (ζ∆z)
(
κnj − κnj−1
)2
≤ 1,
donde se extrai que,
8ακnj sin
2
(
ζ
∆z
2
)
≤ 1⇔ 8ακnj ≤ 8αmax
z,t
κ(z, t) ≤ 1
⇔ ∆t ≤ (∆z)
2
8max
z,t
κ(z, t)
. (3.61)
Comparando as condições de estabilidade obtidas para estes dois métodos, dadas por
(3.60) e (3.61), verifica-se que a condição correspondente ao método que utiliza apenas
níveis inteiros é mais restritiva do que a do esquema que utiliza os níveis intermédios.
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Figura 3.2: Perfis para a temperatura potencial utilizando um esquema explícito
com níveis intermédios, com a resolução ∆z = 1m e ∆t = 0.01 s.
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Figura 3.3: Perfis para os fluxos turbulentos verticais médios utilizando um esquema
explícito com níveis intermédios, coma resolução∆z = 1m e∆t = 0.01 s.
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Figura 3.4: Perfis para a difusividade utilizando um esquema explícito com níveis
intermédios, com a resolução ∆z = 1m e ∆t = 0.01 s.
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Figura 3.5: Evolução da altura da CLA, utilizando um esquema explícito com níveis
intermédios, com a resolução ∆z = 1m e ∆t = 0.01 s.
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Figura 3.6: Perfis para a temperatura potencial utilizando um esquema explícito
com níveis inteiros, com a resolução ∆z = 1m e ∆t = 0.01 s.
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Figura 3.7: Perfis para os fluxos turbulentos verticais médios utilizando um esquema
explícito com níveis inteiros, com a resolução ∆z = 1m e ∆t = 0.01 s.
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Figura 3.8: Perfis para a difusividade utilizando um esquema explícito com níveis
inteiros, com a resolução ∆z = 1m e ∆t = 0.01 s.
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Figura 3.9: Evolução da altura da CLA, utilizando um esquema explícito com níveis
intermédios, com a resolução ∆z = 1m e ∆t = 0.01 s.
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Figura 3.10: Perfis para a temperatura potencial utilizando um esquema explícito
com níveis inteiros e um esquema explícito com níveis de fluxo, com a
resolução ∆z = 1m e ∆t = 0.01 s.
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3.7.2 Esquemas semi-implícitos
Os esquemas semi-implícitos seguem a ideia de construção aplicada na obtenção dos
esquemas explícitos. À semelhança do que aconteceu com os esquemas explícitos, são
apresentados dois tipos de esquemas semi-implícitos, um que é completamente imple-
mentado em níveis de massa e outro que utiliza o cálculo da difusividade κ nos níveis
intermédios. A razão para se designarem por esquemas semi-implícitos e não por esque-
mas implícitos, prende-se com o facto de ser impossível a obtenção de κ no nível tn+1,
uma vez que a obtenção do valor implica o conhecimento do fluxo turbulento vertical e
da altura da CLA nesse instante, os quais dependem dos valores de θ em t = tn+1.
Fazendo as aproximações necessárias para as derivadas parciais que constam na equação
(3.50), e introduzindo-as na própria equação, obtém-se,
α
4
(
κnj+1 − 4κnj − κnj−1
)
θn+1j−1+
(
1 + 2κnj α
)
θn+1j +
α
4
(
−κnj+1 − 4κnj + κnj−1
)
θn+1j+1 = θ
n
j .
(3.62)
Relativamente às condições de fronteira, o procedimento segue as ideias anteriormente
apresentadas para os esquemas explícitos.
No caso em que se utilizam os níveis de fluxo para obter os valores de κ, a aproximação
que está na base da construção do esquema é a da divergência do fluxo, (1.23), que,
introduzida na equação (3.49), resulta no esquema
−αknj−1/2θn+1j−1 +
(
1 + αknj−1/2 + αk
n
j+1/2
)
θn+1j − αknj+1/2θn+1j+1 = θnj . (3.63)
No que concerne às condições de estabilidade numérica, os resultados que se obtêm
revelam maior interesse do que aqueles que são apresentados pelos esquemas explícitos.
Para o esquema de diferenças finitas semi-implícito com níveis inteiros, (3.62), a apli-
cação do critério de estabilidade de von Neuman permite a obtenção do seguinte factor
de amplificação
λ =
1
1 + 4α κnj sen
2
(
ζ
∆z
2
)
+ i
α
2
(
κnj−1 − κnj+1
)
sen (ζ∆z)
.
A estabilidade numérica deste esquema é garantida se se verificar o critério de estabili-
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dade |λ| ≤ 1, o que, neste caso, corresponde a garantir que
∣∣∣∣1 + 4ακnj sen2(ζ ∆z2
)
+ i
α
2
(
κnj−1 − κnj+1
)
sen (ζ∆z)
∣∣∣∣ ≥ 1,
ou seja,
(
1 + 4ακnj sen
2
(
ζ
∆z
2
))2
+
(α
2
(
κnj−1 − κnj+1
)
sen (ζ∆z)
)2
≥ 1.
Como
(
1 + 4α κnj sen
2
(
ζ
∆z
2
))2
≥ 1,
(α
2
(
κnj−1 − κnj+1
)
sen (ζ∆z)
)2
≥ 0,
fica imediatamente provado que |λ| ≤ 1, quaisquer que sejam os valores de κ,∆z,∆t, ζ,
o que permite concluir que o método é incondicionalmente estável.
No que diz respeito ao esquema semi-implícito com níveis intermédios, (3.63), o factor
de amplificação é dado por
λ =
1
1 + 2α
(
κnj−1/2 + κ
n
j+1/2
)
sen2
(
ζ
∆z
2
)
+ iα
(
κnj−1/2 − κnj+1/2
)
sen (ζ∆z)
.
Portanto, seguindo o raciocínio anteriormente apresentado, verifica-se a estabilidade
incondicional deste esquema de diferenças finitas.
As figuras 3.11–3.14 representam os resultados obtidos para os perfis da temperatura
potencial, os fluxos turbulentos verticais, as difusividades e para a evolução da altura da
camada limite com o tempo, através do esquema semi-implícito que utiliza apenas ní-
veis inteiros, enquanto que as figuras 3.15–3.18 representam os perfis correspondentes
aos mesmos itens, mas com a aplicação do esquema semi-implícito que utiliza níveis in-
termédios. No final apresentam-se duas figuras de comparação de resultados, a primeira
em que se comparam os perfis da temperatura potencial obtidos pela aplicação dos dois
esquemas semi-implícitos, 3.19, e a segunda em que se comparam os perfis obtidos com
os quatro esquemas numéricos, 3.20.
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Figura 3.11: Perfis para a temperatura potencial utilizando um esquema
semi-implícito com níveis inteiros, com a resolução ∆z = 1m e
∆t = 1 s.
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Figura 3.12: Perfis para os fluxos turbulentos verticais médios utilizando um esquema
semi-implícito com níveis inteiros, com a resolução ∆z = 1m e ∆t = 1 s.
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Figura 3.13: Perfis para a difusividade utilizando um esquema semi-implícito com
níveis inteiros, com a resolução ∆z = 1m e ∆t = 1 s.
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Figura 3.14: Evolução da altura da CLA, utilizando um esquema semi-implícito com
níveis intermédios, com a resolução ∆z = 1m e ∆t = 1 s.
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Figura 3.15: Perfis para a temperatura potencial utilizando um esquema
semi-implícito com níveis intermédios, com a resolução ∆z = 1m
e ∆t = 1 s.
−4 −2 0 2 4 6 8 10 12 14
x 10−3
0
50
100
150
200
250
300
350
400
450
500
w ′θ ′ [mK/s]
z
[m
]
 
 
Perfil da média do fluxo turbulento ao fim de 1 hora
Perfil da média do fluxo turbulento ao fim de 4 horas
Perfil da média do fluxo turbulento ao fim de 8 horas
Figura 3.16: Perfis para os fluxos turbulentos verticais médios utilizando um esquema
semi-implícito com níveis intermédios, com a resolução ∆z = 1m e
∆t = 1 s.
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Figura 3.17: Perfis para a difusividade utilizando um esquema semi-implícito com
níveis intermédios, com a resolução ∆z = 1m e ∆t = 1 s.
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Figura 3.18: Evolução da altura da CLA, utilizando um esquema semi-implícito com
níveis intermédios, com a resolução ∆z = 1m e ∆t = 1 s.
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Figura 3.19: Perfis para a temperatura potencial utilizando um esquema
semi-implícito com níveis inteiros e um esquema semi-implícito
com níveis de fluxo, com a resolução ∆z = 1m e ∆t = 1 s.
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Figura 3.20: Perfis para a temperatura potencial utilizando esquemas
semi-implícitos e explícitos com níveis inteiros e de fluxo.
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3.8 Conclusões
A realização deste estudo permitiu obter conhecimento sobre os parâmetros que devem
ser simulados num modelo de camada limite. O estudo focou-se fundamentalmente na
parte da difusão devido ao objectivo de criar um novo esquema numérico que permita
reproduzir a influência da difusividade num esquema com malhas não uniformes, como
se verá no próximo capítulo.
O estudo da estabilidade numérica, realizado para cada um dos métodos apresentados,
permite concluir que os métodos explícitos obrigam ao cumprimento de restrições mais
exigentes, ou seja, são condicionalmente estáveis, enquanto que os métodos implícitos
são incondicionalmente estáveis.
Em relação aos resultados obtidos, verifica-se que aqueles que são produzidos pelos dois
primeiros esquemas numéricos, ou seja, os esquemas explícitos, são praticamente iguais
(figura 3.10), enquanto que aqueles que se obtêm através da utilização dos esquemas
semi-implícitos apresentam uma ligeira diferença, não muito relevante, mas que sobres-
sai na comparação (figura 3.19). No global, quando se comparam todas as soluções
numéricas obtidas pelos quatro esquemas apresentados (figura 3.20), verifica-se uma
grande homogeneidade nos resultados, não havendo um que se destaque claramente
em relação aos restantes. Esta semelhança leva a que a escolha do método a utilizar se
baseie em condições técnicas e/ou na física que está associada ao problema.
No que diz respeito à física do problema, os valores elevados que a função κ(z, t) atinge
na CLA, fazem com que os métodos explícitos apresentem condições muito restritivas
de aplicação, obrigando a que se considerem passos de tempo muito pequenos para se
garantir estabilidade numérica. Nas simulações que foram apresentadas, o maior passo
de tempo que garante a estabilidade numérica dos métodos explícitos é ∆t = 0.01 s, o
que impõe a utilização de uma malha com 8.64 × 109 vértices, enquanto que no caso
dos métodos semi-implícitos esse número decai para 8.64 × 107. Esta característica é
determinante no tempo de execução de cada um dos tipos de esquemas numéricos,
representando as soluções numéricas dos métodos explícitos um custo computacional
muito superior àquele que é evidenciado pelos esquemas semi-implícitos. Esta facto re-
presenta o principal motivo para a preterição dos esquemas explícitos na implementação
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do modelo da camada limite.
Finalmente, a divergência de fluxo é o último aspecto de decisão para a escolha de
um dos dois métodos semi-implícitos. A utilização de um método conservativo, em pro-
blemas com as características físicas que possui o problema da difusão-K no esquema
DTFM, capta de forma mais eficiente as propriedades físicas do problema. Perante todas
estas considerações, o método de diferenças finitas semi-implícito com níveis de fluxo
revela-se o mais adequado para a resolução da difusão no esquema DTFM.
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4
Resolução numérica da difusão-K no esquema
DTFM com malhas não uniformes
4.1 Introdução
O problema da difusão do esquema DTFM, apresentado e resolvido numericamente no
capítulo anterior, possui características físicas que os métodos utilizados, assim como
aquele que foi originalmente empregue no modelo numérico, não conseguem reflectir
na sua totalidade. Nas conclusões do Capítulo 3 apresentam-se as razões que conduzi-
ram à escolha do método semi-implícito com níveis de fluxo para resolver o problema.
No entanto, existe uma outra característica física do problema que este método não in-
corpora, a variação da difusividade no espaço. Como os valores da função κ variam no
tempo e no espaço, a construção de um esquema numérico que consiga traduzir essa va-
riação representará uma melhor opção para resolução do problema. Para tal, o esquema
deve utilizar, para cada nível t = tn, um passo ∆z que não seja fixo, ou seja, os passos
no espaço devem reflectir a variação de κ, o que implica a utilização de um método com
malhas não uniformes. Este é o objectivo fundamental para este capítulo.
Na primeira parte deste capítulo são apresentadas as ideias que norteiam a construção
de um esquema com as características que se pretendem para o esquema associado aos
objectivos propostos, mas utilizando um valor de κ constante. De seguida procede-se à
análise de estabilidade numérica em esquemas com malhas não uniformes. A parte final
do capítulo, dedica-se à obtenção de um esquema que resolva o problema nas condições
projectadas.
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4.2 Esquema numérico com interpolação
No trabalho desenvolvido por Teixeira (1999) é apresentado um esquema para a resolu-
ção numérica da equação da difusão, que se baseia no seguinte esquema de diferenças
finitas explícito,
un+1j = ακu
n
j−1 + (1− 2ακ) unj + ακunj+1, (4.1)
onde se assume ακ =
κ∆t
(∆x)2
. O esquema numérico definido por (4.1) é conjugado com
uma regra de interpolação, originando um método de aproximação do tipo
semi-Lagrangeano.
A construção deste novo esquema assenta na condição de estabilidade numérica de
(4.1), que, como foi referido na secção 1.3.1 é dada por,
α ≤ 1
2
⇔ ∆t ≤ ∆x
2
2κ
.
O esquema que se constrói terá um passo no espaço que diferirá do passo que define
a malha fixa, ∆s, respeitando a condição ∆s > ∆x. Para determinar o valor de ∆s,
substitui-se ∆x por ∆s na condição de estabilidade e, rearranjando a equação obtida
para ∆s, pode escrever-se,
∆s =
√
κ∆t
β
,
onde β é um valor que respeita a condição de estabilidade, β ≤ 1
2
. Perante os resultados
dos testes numéricos apresentados no trabalho de Teixeira (1999), verifica-se que o
valor de β que garante os melhores resultados, para os casos analisados, é β =
1
8
, o
que faz com que, nesse caso, ∆s = 2
√
2κ∆t. Finalmente, com base em todos os pontos
apresentados anteriormente, o esquema que se utiliza para obter a solução numérica é,
un+1j = αsu
n
j−∆s + (1− 2αs) unj + αsunj+∆s, (4.2)
em que unj−∆s e u
n
j+∆s são obtidos por interpolação.
A qualidade dos resultados dependerá sempre, de forma directa, da escolha que se fizer
para efectuar a interpolação, como se comprova nos testes numéricos apresentados em
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Teixeira (1999). Obviamente que, perante esta situação, a primeira abordagem ao es-
quema remete para a utilização de métodos de interpolação de ordens superiores a um,
no entanto, este procedimento terá sempre de ser enquadrado com as características do
problema que se está a resolver, visto que o custo computacional associado à obtenção
da solução numérica está intrinsecamente ligado à ordem da interpolação que se utiliza.
De acordo com o que atrás foi descrito, o esquema inovador apresentado por Teixeira
(1999) para a resolução de equação da difusão do calor pode então ser descrito através
do seguinte algoritmo.
Algoritmo 1: Esquema proposto em Teixeira (1999).
Entrada: u(x, t0), κ, ∆x, ∆t, β
Saída: u(x, tn), n ≥ 1
∆s← ((κ∆t)/β)1/2;
αs ← κ∆t/∆s2;
para cada tn faça
para cada j faça
se j = 0 ou j = m então
Aplicar as condições de fronteira para obter as
respectivas aproximações.
senão
Calcular unj−∆s e u
n
j−∆s por interpolação;
un+1j ← αs unj−∆s + (1− 2αs) unj + αs unj+∆s.
Os resultados que derivam da aplicação do esquema descrito pelo algoritmo 1 são apre-
sentados na figura 4.1. Para os obter considerou-se a equação (1.2), apresentada para
os métodos explícito e implícito no Capítulo 1, com κ constante igual a 10. Foram utili-
zadas condições de fronteira do tipo von Neumann, correspondentes à ausência de fluxo
na fronteira, ou seja,
∂nu(0, t) = 0 = ∂nu(ℓ, t), t > 0,
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Figura 4.1: Resultados obtidos pelo novo esquema para uma concentração inicial
Gaussiana.
e admitiu-se que a solução inicial segue uma distribuição de Gauss,
u(x, 0) =
1000
σ
√
2π
exp
[
−(x− µ)
2
2σ2
]
, −250 ≤ x ≤ 250,
com µ = 0 e σ = 50.
A figura 4.2 apresenta uma sobreposição dos resultados obtidos com os três esquemas,
(1.8), (1.16) e (4.2), com o intuito de comparar a qualidade dos resultados obtidos pela
aplicação dos mesmos na resolução do problema anteriormente apresentado.
A construção deste novo esquema permite que se realizem, desde já, algumas obser-
vações importantes. Pelo que foi referido até aqui, no que diz respeito aos métodos
numéricos que se podem utilizar para resolver um problema de EDPs, existe uma vasta
lista a que é possível recorrer. No entanto, cada um desses métodos possui características
intrínsecas que os distinguem, definindo, completamente, a escolha do método de dife-
renças finitas a utilizar para resolver um determinado problema. Consequentemente, a
natureza do problema é determinante na escolha do método.
Relativamente ao método explícito, não é exigida a resolução de qualquer sistema, o
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Figura 4.2: Resultados obtidos pelo novo esquema e pelos esquemas explícito e
implícito, para uma concentração inicial Gaussiana.
que pode parecer vantajoso No entanto, este facto só se revela uma vantagem quando o
valor do coeficiente de difusividade é pequeno, caso em que a exigência aplicada sobre
o passo de tempo, ∆t, não é muito restritiva. Esta não é uma configuração correspon-
dente aos problemas de simulação de escoamentos turbulentos na atmosfera, onde é
necessário a utilização de coeficientes de difusividade que, por vezes, assumem valores
muito elevados, na ordem das dezenas. Esta característica inibe, regularmente, a esco-
lha de um método de diferenças finitas explícito para resolver o problema da difusão no
esquema DTFM.
A ideia que sustém a construção deste esquema agrupa a maior vantagem do método
explícito, resolução directa, ou seja, sem resolução de qualquer sistema de equações
lineares, com a melhor vantagem do método implícito, a garantia de que é sempre
estável. A forma como é idealizado o método permite que se garanta a estabilidade
numérica quaisquer que sejam os valores assumidos para κ. Assim, para problemas em
que o valor do coeficiente de difusividade assume valores relativamente elevados, fará
todo o sentido recorrer a este novo método.
Os dois maiores desafios na implementação deste esquema são: a escolha do método
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de interpolação e respectiva ordem; e a forma como se incorporam as condições de
fronteira no processo de cálculo, uma vez que quanto maior for o valor de κ, maior terá
de ser o valor de ∆s, o que pode originar problemas junto às fronteiras do domínio que
se está a utilizar.
4.3 Malhas não uniformes
Os métodos clássicos apresentados no Capítulo 1 utilizam todos, por uma questão de
simplicidade na implementação, um passo ∆x, único, em torno de qualquer ponto da
malha (xj , tn). No entanto, pode acontecer que, principalmente por natureza do pro-
blema, se necessite, ou seja conveniente, a utilização de dois passos espaciais distintos,
ou seja, um passo à esquerda, ∆x−, diferente do passo à direita, ∆x+. Para criar um
esquema que satisfaça esta condição, utiliza-se o mesmo raciocínio apresentado no Ca-
pítulo 1, ou seja, procede-se à expansão em série de Taylor e conjugam-se os resultados
obtidos. Neste contexto, o desenvolvimento em série de Taylor à esquerda do ponto
(xj , tn) com um passo ∆x− devolve,
u(xj −∆x−, tn) = u(xj , tn)−∆x−∂u
∂x
(xj , tn)
+
(∆x−)
2
2
∂2u
∂x2
(xj , tn)
− (∆x−)
3
6
∂3u
∂x3
(xj, tn)
+
(∆x−)
4
24
∂4u
∂x4
(xj , tn)− . . . , (4.3)
e, à direita do mesmo ponto, com um passo ∆x+,
u(xj +∆x+, tn) = u(zj , tn) + ∆x+
∂u
∂x
(xj , tn)
+
(∆x+)
2
2
∂2u
∂x2
(xj , tn)
+
(∆x+)
3
6
∂3u
∂x3
(xj , tn)
+
(∆x+)
4
24
∂4u
∂x4
(xj , tn)− . . . . (4.4)
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A utilização de (4.3) e (4.4) permite escrever,
unj − unj−∆x−
∆x−
=
∂u
∂x
(xj , tn)− ∆x−
2
∂2u
∂x2
(xj , tn) + . . . , (4.5)
e,
unj+∆x+ − unj
∆x+
=
∂u
∂x
(xj , tn) +
∆x+
2
∂2u
∂x2
(xj , tn) + . . . . (4.6)
Somando (4.5) com (4.6) obtém-se,
∂u
∂x
(xj , tn) =
1
2
[
unj+∆x+ − unj
∆x+
+
unj − unj−∆x−
∆x−
]
+O
(
∆x+ −∆x−
4
)
. (4.7)
Outro modo de definir a aproximação para a derivada de primeira ordem com diferenças
não centradas obtém-se da subtracção de (4.3) a (4.4), o que devolve,
∂u
∂x
(xj , tn) =
unj+∆x+ − unj−∆x−
∆x− +∆x+
+O
(
∆x+ −∆x−
2
)
. (4.8)
A aproximação para a derivada de segunda ordem, pode ser construída multiplicando
(4.3) por ∆x+ e (4.4) por ∆x−, com subsequente soma dos dois resultados obtidos, o
que equivale a escrever,
∂2u
∂x2
(xj , tn) =
2
∆x− (∆x− +∆x+)
unj−∆x−
− 2
∆x−∆x+
unj
+
2
∆x− (∆x− +∆x+)
unj+∆x+
+O
(
∆x+ −∆x−
3
)
. (4.9)
A introdução das aproximações (4.8) e (4.9) em (1.2) revela o seguinte esquema,
un+1j =
2κ∆t
∆x− (∆x− +∆x+)
unj−∆x−
+
(
1− 2κ∆t
∆x−∆x+
)
unj
+
2κ∆t
∆x+ (∆x− +∆x+)
unj+∆x+. (4.10)
O esquema de diferenças finitas definido por (4.10) é construído para uma difusividade
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constante, no entanto, pode aplicar-se um raciocínio semelhante para obter um esquema
de diferenças finitas numa malha não uniforme quando as difusividades variam no es-
paço e no tempo.
Analisando as aproximações (4.7), (4.8) e (4.9), verifica-se a existência de uma caracte-
rística comum, quando∆x− for igual a∆x+ a ordem de convergência das aproximações
aumenta. Este aspecto será igualmente importante para a realização do estudo de es-
tabilidade numérica para o esquema de diferenças finitas não centradas definido por
(4.10).
A aplicação do critério de estabilidade de von Neumann a (4.10) permite escrever,
|λ| = (1− r)2 + 2βr(1− r)
y + 1
+
r2
(
β2 + µ2
)
(1 + y)2
, (4.11)
com
γ = 2κ∆t,
y = ∆x−/∆x+,
r = γ/ (∆x−∆x+) ,
β = y cos
√
γ
yr
+ cos
√
γy
r
,
µ = y sin
√
γ
yr
+ sin
√
γy
r
.
Devido à complexidade da expressão (4.11), o estudo da estabilidade através do método
de von Neumann apenas será realizado sob uma vertente gráfica, o qual é apresentado
nas figuras 4.3–4.7.
A principal razão para a construção de um esquema com estas características e da res-
pectiva análise de estabilidade é a construção de um esquema semelhante ao que foi
apresentado na primeira parte deste capítulo, mas agora para a situação em que se
possui uma difusividade que varia no espaço e no tempo. Esta característica sugere a
utilização de um esquema de diferenças finitas com malhas não uniformes na resolução
do problema de difusão-K no esquema DTFM.
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Figura 4.3: Regiões de estabilidade numérica (a branco) para o esquema (4.10),
com κ = 1, quando ∆x− > ∆x+, com ∆x− ≈ ∆x+.
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Figura 4.4: Regiões de estabilidade numérica (a branco) para o esquema (4.10),
com κ = 10, quando ∆x− > ∆x+, com ∆x− ≈ ∆x+.
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Figura 4.5: Regiões de estabilidade numérica (a branco) para o esquema (4.10),
com κ = 20, quando ∆x− > ∆x+, com ∆x− ≈ ∆x+.
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Figura 4.6: Regiões de estabilidade numérica (a branco) para o esquema (4.10),
com κ = 30, quando ∆x− > ∆x+, com ∆x− ≈ ∆x+.
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Figura 4.7: Regiões de estabilidade numérica (a branco) para o esquema (4.10),
com κ = 40, quando ∆x− > ∆x+, com ∆x− ≈ ∆x+.
135
RESOLUÇÃO NUMÉRICA DA DIFUSÃO-K NO ESQUEMA DTFM COM MALHAS NÃO UNIFORMES
4.4 Resolução da difusão no esquema DTFM com uma malha
não uniforme
A resolução do problema da difusividade de turbilhões no modelo DTFM efectuada no
capítulo anterior utilizou sempre, quer nos esquemas em que os valores de κ(z, t) foram
calculados em níveis de índice inteiro, quer naqueles em que foram calculados em níveis
de índice intermédio, um passo espacial igual, tanto à esquerda como à direita do ponto
em que se pretendia realizar a aproximação. No entanto, atendendo à física do pro-
blema, seria mais correcto que os passos espaciais a utilizar não fossem iguais, ou seja,
que traduzissem a influência da grandeza do valor de κ à esquerda e à direita do ponto.
A realização dessa tarefa implicará a utilização das ideias que foram apresentadas no
início deste capítulo, quando se apresentou o esquema numérico do trabalho de Teixeira
(1999). Desta forma, utilizando a aproximação de divergência de fluxo apresentada em
(1.23), pode escrever-se,
θn+1j = θ
n
j
+ κnj+∆s+/2∆t
(
2
(∆s+)
2 +∆s−∆s+
)(
θnj+∆s+ − θnj
)
− κnj−∆s−/2∆t
(
2
(∆s−)
2 +∆s−∆s+
)(
θnj − θnj−∆s−
)
. (4.12)
Facilmente se verifica que, considerando as difusividades constantes e os dois passos no
espaço em torno de zj iguais, o esquema resultante corresponde ao esquema de Euler.
A implementação deste esquema requer a aplicação de alguns procedimentos nada co-
muns aos esquemas de diferenças finitas clássicos. O primeiro deles está relacionado
com o facto de se utilizar no esquema o valor de κnj+∆s+ e κ
n
j−∆s−
, sem que se possua
o conhecimento dos passos à esquerda, ∆s−, nem à direita, ∆s+, do ponto zj , os quais
são definidos por,
∆s− =
√√√√κnj−∆s− (κnj−∆s− + κnj+∆s+)∆t
2βκnj+∆s+
,
e
∆s+ =
√√√√κnj+∆s+ (κnj−∆s− + κnj+∆s+)∆t
2βκnj−∆s−
.
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Algoritmo 2: Algoritmo proposto para a resolução da difusão no esquema DTFM.
Entrada: θ(x, t0), κ(z, t), ∆x, ∆t, β
Saída: θ(x, tn), n ≥ 1
para cada tn faça
para cada xj faça
para cada i = 1, 2, 3 faça
∆s− ←
κnj−∆s−
(
κnj−∆s− + κ
n
j+∆s+
)
∆t
2βκnj+∆s+

1/2
;
∆s+ ←
κnj+∆s+
(
κnj+∆s+ + κ
n
j+∆s+
)
∆t
2βκnj−∆s−

1/2
;
Obter θnj−∆s− e θ
n
j+∆s+
por interpolação;
αs− ← κnj−∆s−/2
(
2∆t
(∆s−)
2 +∆s+∆s−
)
;
αs+ ← κnj + ∆s+/2
(
2∆t
(∆s+)
2 +∆s+∆s−
)
;
θn+1j ← θnj + αs+
(
θnj+∆s+ − θnj
)
− αs−
(
θnj − θnj+∆s+
)
.
Devido a este interrelacionamento, e, além disso, por ainda se relacionarem com a restri-
ção de estabilidade numérica, utiliza-se um esquema iterativo que permite a obtenção
dos valores para ∆s− e para ∆s+, valores esses que garantem sempre a estabilidade
numérica do esquema que se utiliza. Este ponto não foi abordado na apresentação do
esquema (4.10) na secção anterior, uma vez que se tratava de um esquema que utilizava
um valor constante para a difusividade. Após a obtenção dos valores de ∆s− e de ∆s+,
é necessário conhecer os valores de θnj−∆s− e de θ
n
j−∆s+
, os quais se determinam através
de interpolação polinomial. Tal como na construção do esquema apresentado no traba-
lho de Teixeira (1999), o esquema de diferenças finitas (4.12) depende, em termos de
precisão, do método de interpolação que é utilizado. Por uma questão de simplicidade,
devido à dimensão do problema, utiliza-se interpolação linear. Deve salientar-se que o
parâmetro β deve se escolhido com base no critério de estabilidade que está associado
ao método explícito que se utiliza para construir o esquema iterativo.
O algoritmo 2 traduz a construção e aplicação do esquema apresentado em (4.12).
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Um aspecto importante a reter acerca deste algoritmo é o facto de ser construído um
processo iterativo apenas com 3 iterações para obter as aproximações para ∆s− e ∆s+.
A razão para a aplicação deste critério prende-se com a precisão numérica dos resultados
que se obtém após a aplicação de 3 iterações, que, na maioria dos casos, corresponde a
garantir a igualdade entre o valor da segunda e o da terceira iterações, ou seja, precisão
máxima.
4.5 Conclusões
O trabalho realizado neste capítulo teve sempre como objectivo final a construção de um
novo método de diferenças finitas que permitisse a resolução do problema da difusão
no esquema DTFM. Assim, por forma a enquadrar os resultados apresentados no final
do capítulo, começou-se por apresentar um método que, partindo do esquema de Euler,
utilizasse a condição de estabilidade numérica para obter um método que garantisse a
estabilidade numérica por construção. O estudo foi iniciado com difusividades constan-
tes e verificou-se que um método numérico assim construído representa um alternativa
muito válida aos esquemas que são normalmente utilizados. A maior observação a re-
portar dos estudos efectuados foi o excelente comportamento que o método apresenta
quando se consideram valores para κ com grandezas da ordem semelhantes àquelas
que se verificam em algumas partes da CLA. Como este método é construído com a
utilização de um método de interpolação, conclui-se que a qualidade das aproximações
estará sempre intrinsecamente dependente da regra e da ordem de interpolação que é
utilizada.
Posteriormente, apresentou-se um esquema numérico com malhas não uniformes, que,
aplicado à equação da difusão do calor, (1.2), forneceu o esquema de diferenças finitas
(4.10). A partir de uma dedução gráfica que relaciona os passos à esquerda e à direita
com o coeficiente de estabilidade, inferiu-se que o esquema obtido é numericamente
estável quando r = 2κ∆t/∆x−∆x+ ≤ 1. Uma análise mais pormenorizada revelou a
presença de algumas instabilidades quando ∆x− < ∆x+.
Na parte final do capítulo apresenta-se um método numérico para resolver o problema
da difusão no esquema DTFM, onde a grande inovação é a utilização de um esquema
138
CONCLUSÕES
explícito com um passo de tempo igual a ∆t = 1 s e um passo no espaço ∆z = 1m.
Como se viu anteriormente, com estes parâmetros não é possível garantir a estabilidade
do esquema numérico, no entanto, como o esquema é conjugado com uma técnica de
interpolação que ajusta o passo no espaço em função da condição de estabilidade, o
esquema é numericamente estável por construção. Este facto proporciona uma melhoria
enorme nos custos computacionais em relação aos métodos explícitos apresentados no
capítulo anterior, verificando-se mesmo melhores tempos de execução do que aqueles
que são verificados com os esquemas semi-implícitos. No entanto, quando se comparam
os resultados obtidos através deste novo esquema com os que se obtém com aqueles que
foram desenvolvidos no capítulo anterior, observa-se uma deterioração dos resultados,
a qual deriva, quase certamente, da conjugação do passo espacial admitido junto da
fronteira com as condições de fronteira. A ser ultrapassado este obstáculo, este esquema
será o método que melhores resultados fornecerá para o problema da difusão-K no
esquema DTFM. Além disso, o facto de incluir os efeitos da grandeza das difusividade
em cada ponto da malha torna-o ainda de utilização mais interessante.
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5
Resolução do problema da difusão no esquema
DTFM com malhas adaptáveis
5.1 Introdução
A dinâmica da turbulência pode, para a mecânica de fluidos, ser descrita através de
argumentos que se baseiam nas simetrias. Kolmogorov (1942) propôs um modelo de
turbulência que se baseava especialmente em hipóteses de auto-semelhança das so-
luções. A partir de simetrias para as equações NS, Ünal (1994) calculou as soluções
auto-semelhantes que verificavam a cascata de energia de Kolmogorov. Por outro lado,
Oberlack (1999) utilizou a simetria das equações de NS para apresentar novas leis de
escala, leis que foram confirmadas através de experiências e por simulação, assim como,
leis de paridade no trabalho Oberlack (2000). Finalmente, Grassi et al. (2000) é outra
referência que dá ênfase às simetrias no seio da mecânica dos fluidos, calculando as
soluções auto-semelhantes que representam as soluções de vórtice das equações de NS.
No que diz respeito à modelação da turbulência, existe uma relação bem desenvolvida
entre os métodos directos, SND, e as técnicas de cálculo de médias de Reynolds para as
equações de NS. A invariância de Galileu e a indiferença material são duas das sime-
trias importantes que as equações de NS devem evidenciar nos modelos de pequenas
escalas. Um dos primeiros trabalhos a sugerir a utilização das simetrias para modelar a
turbulência foi Gyr et al. (1999). Os trabalhos de Razafindralandy e Hamdouni (2005)
apresentam, de forma explícita, uma família de modelos de SGT que respeitam essas
simetrias, mostrando as suas vantagens em relação aos modelos clássicos.
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Relativamente à simulação, é, portanto, fundamental desenvolver métodos numéricos
que preservem as simetrias. Essa ideia resume-se a conseguir transportar as proprieda-
des geométricas das equações para um nível discreto. A maioria dos métodos numéricos
clássicos não preservam algumas das simetrias, gerando, muitas das vezes, resultados
desprovidos de interesse físico. Os métodos invariantes, onde se preservam algumas das
propriedades associadas ao grupo de simetria, são construídos com a intenção de eviden-
ciar as propriedades físicas das soluções no seio das simetrias, assim como, minimizar
as degradações puramente numéricas. O desenvolvimento das técnicas de construção
dos métodos geométricos para as EDPs é uma matéria de investigação que se encontra
ainda a dar os primeiros passos. Principalmente por essa razão, as aproximações que se
encontram na bibliografia são muito diversificadas. As primeiras aproximações geomé-
tricas foram desenvolvidas por Bakirova et al. (1997), e baseiam-se na formulação de
um esquema em termos de invariantes discretos, e por Dorodnitsyn (1994). Indepen-
dentemente da natureza da solução da equação, auto-semelhante ou não, os métodos
invariantes não são sistematicamente mais precisos, nemmesmomais vantajosos em ter-
mos do tempo de cálculo. Actualmente, não se conhece um integrador geométrico para
o qual as performances superem aquelas que os métodos mais sofisticados apresentam
e que seja suficientemente genérico para que possa ser aplicado a qualquer EDP.
A ideia inicial para a introdução deste tópico na resolução do problema da difusão-K
no esquema DTFM sofreu uma ligeira alteração. Os esquemas numéricos invariantes
encontram-se ainda numa fase muito inicial e, por essa razão, os resultados disponíveis
não permitem uma resolução tão eficaz como aquela que é realizada através de esque-
mas numéricos construídos com base nos métodos clássicos apresentados no Capitulo
1. Por esse motivo, após o estudo das simetrias para EDP associada ao problema da
difusão-K no esquema DTFM, verificou-se que os métodos numéricos que se utilizaram
no Capítulo 3 garantem a captação de todas as simetrias presentes na equação. Isso fez
com que o trabalho desenvolvido se tivesse de processar com um objectivo ligeiramente
diferente, mas mantendo a teoria associada aos métodos invariantes. Assim, como um
dos obstáculos na resolução da difusividade de turbilhões no esquema DTFM está as-
sociado à definição dos resultados nas regiões onde se verificam maiores gradientes da
temperatura potencial, ou seja, junto à superfície terrestre e na camada de inversão, será
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extremamente útil criar um método numérico que, partindo de uma malha inicial com
pontos equidistantes, ajuste a malha de iteração para iteração, por forma a deslocar os
nós para as regiões onde ocorrem os maiores gradientes. Este ponto será desenvolvido
com base nos trabalhos recentemente publicados por Budd et al. (2009) e Huang e Zhou
(2010) acerca do tópico malhas r-adaptáveis.
O capítulo inicia com uma exposição sumária sobre os métodos que se conhecem para
construir esquemas invariantes e termina com a aplicação da teoria sobre as malhas
r-adaptáveis e com a construção de esquemas que permitam realizar os objectivos pro-
postos.
5.2 Construção dos esquemas de discretização invariantes
A construção dos esquemas de discretização invariantes para as equações diferenciais
pode ser interpretado como uma parte do esforço que se tem realizado para transformar
a análise dos grupos de simetria numa ferramenta eficiente para a análise das equações
às diferenças. Até à presente data, existem três metodologias principais para a cons-
trução dos esquemas de discretização com a preservação de algumas propriedades de
invariância.
5.2.1 Método invariante das diferenças
O primeiro método foi desenvolvido por Dorodnitsyn e pode ser consultado com mais
rigor em Valiquette e Winternitz (2005), Dorodnitsyn (2011), Bakirova et al. (1997),
Levi e Winternitz (2006) e Dorodnitsyn e Kozlov (2003). Este método utiliza os gera-
dores infinitesimais v das transformações de simetria de um parâmetro, que geram a
álgebra maximal de invariância de Lie, para o sistema de equações diferenciais que se
está a considerar. Estes geradores assumem a forma,
v = ξ(x, u)∂x + φ(x, u)∂u,
onde x =
(
x1, . . . , xp
)
e u =
(
u1, . . . , uq
)
são os vectores de dimensão p e q repre-
sentantes das variáveis independentes e dependentes, respectivamente. Ao invés de se
proceder ao prolongamento de v a ordens de derivadas mais elevadas de u em rela-
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ção a x, procedimento comum na análise de simetria para as equações diferenciais,
Bluman e Kumei (1989), Olver (2000), Ovsiannikov (1982), neste método os campos
vectoriais são prolongados a todos os pontos do esquema de discretização, ou seja, à
colecção de pontos da malha que se utilizam para realizar a aproximação do sistema de
equações diferenciais até à ordem pretendida. Este prolongamento assume a seguinte
forma,
prv =
m∑
i=1
ξ(xi, ui)∂xi + φ(xi, ui)∂ui ,
com xi =
(
x1i, . . . , xpi
)
e ui =
(
u1i, . . . , uqi
)
, ou seja, é formalmente realizado atra-
vés do cálculo do campo vectorial v em todos os m pontos do esquema zi = (xi, ui),
procedendo, posteriormente, à soma do resultado obtido.
Seguidamente, os invariantes da acção do grupo são determinados através da utilização
do critério de invariância infinitesimal, Olver (2000), o qual, para o presente caso, é
prv(I) = 0, quando se verifica I = 0. As funções I que verificam esta condição, para
todo o v ∈ g, são designadas por invariantes às diferenças. Após a obtenção da totalidade
dos invariantes às diferenças em todos os pontos do espaço que se utilizam no esquema
numérico, procede-se a uma tentativa de incorporação dos mesmos numa aproximação
de diferenças finitas desenvolvida para o sistema de equações diferenciais a estudar. Por
construção, este procedimento garante que o esquema numérico resultante é invariante
sob a acção de um grupo de simetria, o qual é isomórfico ao grupo de simetria do sistema
de equações diferenciais original.
O maior problema associado a este método de obtenção dos esquemas invariantes reside
na dificuldade de encontrar um bom conjunto de invariantes às diferenças que permita
uma aproximação das equações diferenciais no caso multidimensional. Este problema
assenta no facto de os esquemas invariantes requererem, geralmente, a utilização de
malhas móveis e/ou não ortogonais. As equações de formação da malha, obtidas com
o uso dos invariantes às diferenças, aproximam as derivadas em diferenças finitas, de
forma invariante, nas malhas resultantes, podem ser bastante complicadas em dimen-
sões mais elevadas e, consequentemente, limitam a aplicação deste método ao caso de
equações evolucionárias (1 + 1)-dimensionais. No entanto, deve salientar-se que esta
limitação é mais de natureza técnica do que de natureza conceptual.
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Discretização invariante de uma EDP
Para explicar a forma como se interpreta a discretização invariante, considere-se uma
EDP que envolve apenas uma função escalar dependente de duas variáveis, u(x, t), a
qual será aproximada por uma equação às diferenças numa simetria adaptada à ma-
lha que se utiliza. A malha consiste num conjunto de pontos que se encontram distri-
buídos sobre um plano, cujas coordenadas são descritas por
(
xnj , t
n
j
)
, j = 0, . . . , nx,
n = 0, . . . , nt, descrita geometricamente na figura 5.1. Deve salientar-se que a esquema-
tização da malha é a mesma que está associada às restantes técnicas de construção de
métodos numéricos invariantes.
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Figura 5.1: Esquematização de uma malha associada a um esquema invariante.
O esquema invariante será descrito por um conjunto de relações entre as variáveis(
xnj , t
n
j , u
n
j
)
calculadas num número finito de pontos da malha. Para descrever a forma
como se obtém cada um dos esquemas invariantes, admita-se uma EDP cuja forma geral
é dada por,
E
(
x, t, u(k)(x, t)
)
= 0, (5.1)
onde u(k)(x, t) denota todas as derivadas parciais de u(x, t) até à ordem k, inclusive.
Assuma-se também que a equação (5.1) é invariante sob a acção do grupo G de trans-
formações de pontos locais de Lie, sendo a álgebra de Lie L construída através dos
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campos vectoriais v da seguinte forma,
v = ξ(x, t, u)∂x + τ(x, t, u)∂t + φ(x, t, u)∂u. (5.2)
Pretende-se construir uma aproximação para a EDP (5.1) através de um sistema de
equações de diferenças finitas,
Ea
({
xn+i1j+i2 , t
n+i1
j+i2
, un+i1j+i2
}
(i1,i2)∈J
)
= 0, 1 ≤ a ≤ N, (5.3)
onde J representa o conjunto dos índices do conjunto de pontos utilizados pelo es-
quema numérico, relacionando as quantidades (x, t, u) num número finito de pontos e
garantindo que seja invariante sob acção do grupo G, tal como a EDP (5.1). O número
mínimo de equações necessárias em (5.3) é N = 3, determinando os valores de x, t e
u em pontos diferentes. Caso sejam utilizadas apenas três equações, a solução que se
obtém para (5.3) dependerá de um número determinado de funções arbitrárias depen-
dentes de uma única variável. O número de funções estará relacionado com a ordem do
sistema, ou seja, com o número de pontos que constituem o conjunto J , o que, por sua
vez, depende da ordem da EDP (5.1) e da precisão que se pretende para os resultados.
Geralmente é necessário, assim como conveniente, construir um sistema com mais do
que três equações, garantindo uma melhor definição da malha a utilizar. Nos casos em
que são impostas, estas condições adicionais desempenham papeis semelhantes aos que
são atribuídos às condições iniciais ou às condições de fronteira nas EDPs. Além disso,
definem parcialmente, ou completamente, as funções arbitrárias envolvidas.
Uma vez que se pretende construir uma discretização para a EDP que preserve a sime-
tria, o esquema das derivadas parciais descrito em (5.3) deve ser construído a partir
dos invariantes e das variedades invariantes do grupo de simetria G, e pode obter-se da
seguinte forma:
• Definir o número de pontos e as respectivas posições com que serão utilizados no
esquema.
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• Prolongar o campo vectorial (5.2) a todos os pontos utilizados no esquema,
prv =
∑
J
{
ξn+i1j+i2 ∂xn+i1j+i2
+ τn+i1j+i2 ∂tn+i1j+i2
+ φn+i1j+i2 ∂un+i1j+i2
}
,
onde ξn+i1j+i2 = ξ
(
xn+i1j+i2 , t
n+i1
j+i2
, un+i1j+i2
)
, com τn+i1j+i2 e φ
n+i1
j+i2
definidos de forma aná-
loga.
• Obter os invariantes elementares de G através da resolução do sistema de EDPs de
primeira ordem,
prv
[
I
({
xn+i1j+i2 , t
n+i1
j+i2
, un+i1j+i2
}
(i1,i2)∈J
)]
= 0, (5.4)
onde v é um elemento geral da álgebra de simetria L da EDP (5.1). A álgebra pode
ser finita ou infinita. Caso a dimensão da álgebra de simetria L seja finita, ou seja,
se dimL = l <∞, então escolhe-se uma base conveniente vm,m = 1, 2, . . . , l, que,
com a aplicação de (5.4), se reduz a um sistema de l EDPs lineares de primeira
ordem. A utilização do método das características permite obter um conjunto de
invariantes elementares I1, I2, . . . , Iµ, sendo µ dado por,
µ = dimM − rankZ,
onde M é a variedade sobre a qual G actua,
M ∼
{{
xn+i1j+i2 , t
n+i1
j+i2
, un+i1j+i2
}
(i1,i2)∈J
}
,
com dimM = N ×#J , onde #J denota a ordem do conjunto J e Z é a matriz,
Z =

{
xn+i1,1j+i2 , t
n+i1,1
j+i2
, un+i1,1j+i2
}
(i1,i2)∈J
...{
xn+i1,lj+i2 , t
n+i1,l
j+i2
, un+i1,lj+i2
}
(i1,i2)∈J
 ,
formada pelos coeficientes dos geradores de simetria prolongados vm que gera a
base para a álgebra de Lie de dimensão finita.
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Como as quantidades I1, . . . , Iµ formam uma base de invariantes elementares,
qualquer equação às diferenças,
E
(
I1, . . . , Iµ
)
= 0, (5.5)
será invariante sob a acção do grupo G. A equação (5.5) obtida desta forma é dita
fortemente invariante e satisfaz, de forma idêntica, prvm [E] = 0, m = 1, . . . , l.
Se o grupo de simetria para a EDP original é de dimensão infinita, então deve proceder-
se a algumas modificações no procedimento descrito anteriormente. Em particular, se
a EDP é linear, notar-se-á sempre a presença de um pseudo-grupo de dimensão infi-
nita, que corresponde ao princípio de sobreposição linear. Neste caso, o estudo pode
restringir-se aos invariantes do subgrupo de dimensão finita do grupo de simetria, exi-
gindo que o esquema que se constrói a partir dos invariantes seja linear em u.
Para perceber o funcionamento deste método assuma-se a aplicação à equação da difu-
são do calor na forma linear, (1.2), com κ = 1. O grupo de simetria para esta equação,
deduzido no Capítulo 1, é, tal como foi apresentado, uma base para a sua álgebra de
simetria e é definido por,
v1 = ∂x, v2 = ∂t, v3 = u∂u, v4 = x∂x + 2t∂t, (5.6)
v5 = 2t∂x − xu∂u, v6 = 4tx∂x + 4t2∂t −
(
x2 + 2t
)
u∂u, (5.7)
vα = α(x, t)∂u, (5.8)
com αt = αxx. Regularmente escolhe-se a equação do calor porque, primeiro, é linear,
como é reflectido na álgebra de dimensão infinita, (5.8), segundo, porque possui um
número elevado de sub-álgebras de dimensão finita da álgebra de simetria, (5.6)–(5.7).
O objectivo é discretizar a equação (1.2) preservando a totalidade da álgebra de simetria
pontual de Lie, (5.6)–(5.8).
Antes de calcular um conjunto de invariantes discretos elementares, é necessário defi-
nir uma notação adequada à identificação dos pontos na malha. A figura 5.2 sugere a
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utilização dos seguintes passos,
∆x− = x
n
j − xnj−1, ∆x+ = xnj+1 − xnj , (5.9)
∆x+− = x
n+1
j − xn+1j−1 , ∆x++ = xn+1j+1 − xn+1j , (5.10)
σ = xn+1j − xnj , σ+ = xn+1j+1 − xnj+1, (5.11)
∆t− = t
n
j − tnj−1, ∆t+ = tnj+1 − tnj , ∆t = tn+1j − tnj . (5.12)
∆t
σ
b b b
b b b
b b b
b b b
(xnj−1, t
n
j−1) (x
n
j , t
n
j ) (x
n
j+1, t
n
j+1)
(xn+1j−1 , t
n+1
j−1 ) (x
n+1
j , t
n+1
j ) (x
n+1
j+1 , t
n+1
j+1 )
∆x− ∆x+
∆x+− ∆x
+
+
Figura 5.2: Esquematização damalha associada à discretização invariante para a
equação do calor.
A equação,
∆t+ = 0, (5.13)
é invariante sob a acção de todo o grupoG gerado pela álgebra definida em (5.6)–(5.8),
o que equivale a dizer que prv [∆t+]|∆t+=0 = 0, para todo o elemento v pertencente
à álgebra. Por esta razão, a condição (5.13) é considerada na obtenção dos esquemas
invariantes, o que significa que as camadas referentes ao tempo na malha são sempre
horizontais, ou seja, paralelas umas às outras. Por outro lado, a equação (5.13) implica
que,
tnj−1 = t
n
j = t
n
j+1 e t
n+1
j−1 = t
n+1
j = t
n+1
j+1 ,
como é indicado na figura 5.2. A consideração de camadas horizontais no tempo é ex-
tremamente importante nas simulações numéricas.
Para a equação do calor serão necessários os 6 pontos apresentados na figura 5.2, e,
considerando a condição (5.13), o espaço da discretização pode ser restringido a um
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espaço de dimensão 14 com as seguintes coordenadas,
(
xnj−1, x
n
j , x
n
j+1, x
n+1
j−1 , x
n+1
j , x
n+1
j+1 , t
n, tn+1, unj−1, u
n
j , u
n
j+1, u
n+1
j−1 , u
n+1
j , u
n+1
j+1
)
.
Impondo a invariância sob o grupo gerado pela álgebra de dimensão seis (5.6)–(5.7),
obtém-se um conjunto de oito invariantes elementares:
I1 =
∆x+
∆x−
, I2 =
∆x++
∆x+−
, (5.14)
I3 =
∆x+∆x
+
+
∆t
, I4 =
√
∆t
∆x+
un+1j
unj
exp
[
σ2
4∆t
]
, (5.15)
I5 =
unj+1
unj
exp
[
∆x+
4∆t
(2σ −∆x+)
]
, I6 =
unj−1
unj
exp
[
−∆x−
4∆t
(2σ +∆x−)
]
, (5.16)
I7 =
un+1j+1
un+1j
exp
[
∆x++
4∆t
(
2σ +∆x++
)]
, I8 =
un+1j−1
un+1j
exp
[
−∆x
+
−
4∆t
(
2σ −∆x++
)]
. (5.17)
O conjunto dos invariantes apresentados em (5.14)–(5.17) pode ser utilizado para cons-
truir um esquema invariante explícito, linear em u, dado por:
I
3/2
3 I4 − I3 = (I5 + I6) exp
[
I3
4
]
− 2, (5.18)
∆t+ = 0, (5.19)
I1 = 1, (5.20)
que, em função das variáveis (xnj , t
n
j , u
n
j ) se descreve da seguinte forma,
un+1j =
∆t
∆x+
√
∆x∆x+
exp
[
− σ
4∆t
]
exp
[
∆x
4∆t
(
2σ −∆x+∆x+)] unj+1(√
∆x
∆x+
exp
[
− σ
4∆t
]
− 2∆t
∆x+
√
∆x∆x+
exp
[
− σ
4∆t
])
unj
∆t
∆x+
√
∆x∆x+
exp
[
− σ
4∆t
]
exp
[
− ∆x
4∆t
(
2σ −∆x+∆x+)] unj−1, (5.21)
∆t+ = 0, (5.22)
∆x− = ∆x+ ≡ ∆x. (5.23)
De forma análoga, é possível obter um esquema invariante implícito, igualmente linear
150
CONSTRUÇÃO DOS ESQUEMAS DE DISCRETIZAÇÃO INVARIANTES
em u,
I3 − I1/23 I−14 = (I7 + I8) exp
[
−I3
4
]
− 2, (5.24)
∆t+ = 0, (5.25)
I2 = 1, (5.26)
que, com a utilização das variáveis discretas, se descreve da seguinte forma,
− 1
∆x∆x+
exp
[
∆+
4∆t
(
2σ −∆x+∆x+)]un+1j+1
+
(
1
∆t
+
2
∆x∆x+
)
un+1j
− 1
∆x∆x+
exp
[
−∆x
+
4∆t
(
2σ −∆x+∆x+)]un+1j−1 = 1∆t
√
∆x
∆x+
exp
[
− σ
4∆t
]
unj , (5.27)
∆t+ = 0, (5.28)
∆x+− = ∆x
+
+ ≡ ∆x+. (5.29)
O sentido empregue para designar um esquema explícito e um esquema implícito é
exactamente o mesmo daquele que é utilizado nos esquemas clássicos. No entanto, ao
contrário do que acontece com os esquemas explícito, (1.8), e implícito, (1.16), clássi-
cos, não é possível, no caso dos esquemas invariantes, construir esquemas que utilizem
apenas ∆x ou ∆x+, ou seja, nos esquemas invariantes ambos os passos espaciais estão
presentes. A razão para tal acontecer, deve-se ao facto de se utilizar I3 na construção
dos esquemas. No caso particular em que σ = 0, obtém-se ∆x = ∆x+, e, consequente-
mente, os esquemas invariantes reduzem-se aos casos de discretização clássica (1.8) e
(1.16), numa malha ortogonal. Deve realçar-se que a escolha de σ = 0 não representa
um esquema invariante. De facto, nessa situação não se tem invariância sob a acção das
transformações geradas por v5 e v6.
5.2.2 Método dos referenciais móveis
Este método de construção dos esquemas invariantes é o mais recente, podendo a sua
aplicação ser encontrada, por exemplo, nos seguintes trabalhos de Kim (2006), Kim
(2007), Kim (2008), Chhay et al. (2011) e Rebelo e Valiquette (2012). A construção dos
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esquemas invariantes através deste método sustenta-se na noção de referenciais móveis
equivariantes, cuja propriedade fornece uma aplicação que permite a associação de uma
função a outra função invariante, numa forma canónica. Apresentam-se, de seguida,
as definições e os resultados mais relevantes na construção dos esquemas invariantes
através desta metodologia. Para maior detalhe sobre os conceitos aqui apresentados
podem consultar-se, por exemplo, as referências Cheh et al. (2008), Fels e Olver (1998),
Fels e Olver (1999), Olver (2001), Olver (2007) e Rebelo e Valiquette (2012).
A construção de esquemas invariantes, construídos com base nesta técnica, depende for-
temente da secção transversal que é escolhida. No entanto, nos últimos anos a investiga-
ção sobre este tema tem revelado alguns resultados importantes, principalmente porque
apresentam uma construção algorítmica para a construção dos métodos numéricos in-
variantes, sendo o trabalho de Chhay e Hamdouni (2010) um dos que mais importância
possui neste contexto.
No capítulo 1 foi introduzida a definição de acção de um grupo, no entanto, para a
construção dos métodos invariantes é necessário apresentar também as definições de
órbita e de referencial móvel.
Definição 5.1 (Órbita). Dada uma acção φ de G em M com x ∈ M , a órbita de x em M
define-se pelo conjunto
Ox = {x · g | g ∈ G} .
Definição 5.2 (Referencial móvel). Seja G um grupo de Lie de dimensão finita que actua
sobre uma variedade M . Define-se referencial móvel (a direita) a aplicação ρ : M → G,
que verifica a seguinte propriedade de equivariância
ρ(g · z) = ρ(z) · g−1, ∀g ∈ G,∀z ∈M. (5.30)
O trabalho de Fels e Olver (1999) representa uma referência fundamental no estudo das
malhas móveis.
Dizer que a acção do grupoG na vizinhança do ponto z é livre, significa que z˜ = g ·z = z,
para todo o elemento z pertencente aM , apenas se verifica quando g é a transformação
identidade, o que implica que todos os grupos de órbitas possuem a mesma dimensão.
No que diz respeito à regularidade, diz-se que a acção do grupo é regular na vizinhança
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do ponto z, se existe uma vizinhança, para cada ponto z ∈ M , que é intersectada pelas
órbitas de G num subconjunto conexo por caminhos.
Teorema 5.1. Um referencial móvel existe numa vizinhança de um ponto z ∈ M , se e só
se a acção do grupo G na vizinhança de z é livre e regular.
Quando um grupo não actua de forma livre em M , pode fazer-se uma extensão da
acção de G para um espaço de ordem superior apropriado, designados por espaço de
jactos, Jn = Jn(M,P ) de M , 0 ≤ n ≤ ∞, por forma a torná-la livre. Localmente, o
espaço de jactos de ordem n de uma sub-variedade de dimensão p de M possui coorde-
nadas z(n) =
(
x, u(n)
)
, onde x =
(
x1, x2, . . . , xp
)
representa as variáveis independentes,
u =
(
u1, u2, . . . , uq
)
, com q = dimM − p, as variáveis dependentes e u(n) a colecção de
todas as derivadas de u em relação a x de todas as ordens não superiores a n, incluindo
as de ordem zero. Na prática, o prolongamento da acção do grupo G em Jn é realizada
utilizando a regra da cadeia.
Os referenciais móveis são determinados utilizando um procedimento de normalização,
sendo os passos a realizar para obter um referencial móvel para uma acção do grupo G
os seguintes:
- Definir uma secção de corte para o grupo das órbitas. Uma secção de corteC é uma
sub-variedade C ⊂ M com dimensão complementar à dimensão do grupo das
órbitas, r, ou seja, dimC = dimM − r, que intersecta o grupo das órbitas uma
única vez, e de forma transversal. Geralmente, as coordenadas da secção de corte
são escolhidas por forma a que alguma das coordenadas de M (ou de Jn, se a
acção do grupo não é livre em M) se fixem como constantes, ou seja, zi = ci,
i = 1, . . . , r.
- Resolver o sistema algébrico,

z˜1 = g · z1 = c1,
...
z˜r = g · zr = cr,
para obter os parâmetros de grupo g = (ε1, . . . , εr). A expressão que resulta da
resolução do sistema g = ρ(z) é o referencial móvel.
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Desta forma, o método de construção das malhas móveis assenta sobre as relações im-
plícitas entre os parâmetros do grupo e as secções transversais das órbitas. Este método
corresponde ao método de normalização de Cartan, apresentado em Cartan (1935).
Os referenciais móveis podem ser utilizados para transformar qualquer função dada
numa função invariante através de um processo de construção de invariantes.
Teorema 5.2. O processo de tornar invariante uma função real f :M → R utilizando um
referencial móvel (à direita) ρ é definido pela função ι(f), com
ι(f)(z) = f(g · z)|g=ρ(z) = f (ρ(z) · z) .
A prova de que a função ι(f) assim construída é invariante, resulta da propriedade de
equivariância (5.30) do referencial móvel,
ι(f)(g · z) = f (ρ(g · z)g · z) = f
(
ρ(z)g−1g · z
)
= f (ρ(z) · z) = ι(f)(z),
a qual é perfeitamente análoga à definição de função invariante I, ou seja, I(g·z) = I(z).
Na prática, a função f(z) é transformada em invariante, em primeiro lugar, transfor-
mando o seu argumento através da utilização das transformações a partir de G, e, pos-
teriormente, substituindo o referencial móvel calculado para os parâmetros do grupo.
Por definição, um invariante que está definido no espaço de jactos Jn é designado por
invariante diferencial.
Os referenciais móveis podem igualmente ser construídos para um espaço discreto.
Numa aproximação de diferenças finitas, as coordenadas em Jn, ou seja, as derivadas,
são aproximadas utilizando um conjunto finito de pontos, e todos os pontos necessários
para aproximar as derivadas que aparecem num sistema de equações diferenciais são
os pontos que se utilizam no esquema de diferenças finitas. Atendendo a que a maioria
das simetrias interessantes das equações diferenciais são quebradas quando se utilizam
os esquemas de diferenças finitas clássicos, porque requerem a utilização de malhas
de discretização espacial-temporal não ortogonal, será benéfico considerar x e u como
variáveis dependentes, e a variável computacional ξ como a variável independente.
Considerando os elementos no prolongamento do espaço computacional Mξ = {(ξ, z)}
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nos pontos discretos, ou seja, em (ξi, z (ξi)) = (ξi, zi), pode introduzir-se o seguinte
espaço,
M⋄nξ =
{
(w1, . . . , wn) : ξi 6= ξj,∀i 6= j
}
,
onde wi = (ξi, zi). Uma vez que o identificador ξi dos pontos z deve ser único, cada ele-
mento de M⋄nξ apenas inclui os pontos da malha distintos no espaço físico das variáveis
da equação. A dimensão do espaçoM⋄nξ depende do número de variáveis dependentes e
independentes que constam no sistema de equações diferenciais e da ordem de precisão
desejada para fazer a aproximação das derivadas.
Com base nas definições apresentadas, é possível proceder à construção do referencial
móvel em M⋄nξ , isto é, definir um referencial móvel através de uma aplicação equivari-
ante,
ρ⋄nξ : M
⋄n
ξ → G,
onde G representa uma acção em M⋄nξ através da acção produto
g · (w1, . . . , w2) = (g · w1, . . . , g · wn) .
Note-se que a extensão da acção do grupo às variáveis computacionais ξ é dada por
ξ˜ = g · ξ = ξ,
ou seja, não são afectadas por G. A compatibilidade entre o referencial móvel ρ⋄nξ e o
referencial móvel ρ do espaço M (ou do espaço de jactos apropriado Jn), ou seja, que
ρ⋄nξ → ρ, quando se considera o limite, é garantido desde que a secção de corte que
define o referencial móvel ρ⋄nξ no limite convirja para a secção de corte que define o
referencial móvel ρ. Uma vez construído o referencial móvel no espaço discretoM⋄nξ do
esquema de diferenças finitas, este pode ser utilizado para construir a versão invariante
de qualquer esquema numérico expresso nas variáveis computacionais. É essencial que
a construção do referencial móvel no espaço dos pontos da grelha seja feito em torno
das variáveis computacionais e não em torno das variáveis físicas.
A definição que se segue conecta-se com a definição de método numérico, devido à
forma como se constrói o esquema invariante.
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Definição 5.3 (Método Numérico). Sejam F (z) = 0 uma EDP definida sobre uma varie-
dadeM e (N,Φ) um par de aplicações definidas em M∗n ×M∗n no interior de R×Rp. N
diz-se uma discretização para a equação F (z) = 0 de ordem O (∆xq11 ,∆xq22 , . . . ,∆xqmm ),
associada à malha Φ, se
N(z) = O (∆xq11 ,∆xq22 , . . . ,∆xqmm ) ,
com Φ(z) = 0, garantindo que
z =
((
x11, u
1
1
)
,
(
x12, u
1
2
)
, . . . ,
(
x1m, u
1
ℓ
)
,
(
x12, u
1
2
)
, . . . ,
(
x2m, u
2
ℓ
)
, . . .
)
sejam pontos que pertencem ao gráfico de uma solução da equação F (z) = 0.
A definição evidencia que um método numérico é definido pelos nós da discretização,
N(z) = 0, e pela malha que se utiliza na aplicação do mesmo, Φ(z) = 0.
Para o caso da construção do esquema invariante que se segue, correspondente ao caso
unidimensional, utilizam-se duas variáveis independentes, uma coordenada espacial, x,
e uma coordenada temporal, t, e uma variável dependente, u. Desta forma, em concor-
dância com as notações que atrás foram apresentadas, m = 2 e ℓ = 1, e, consequente-
mente, de acordo com a definição do espaço do produto cartesiano, um qualquer ponto
desse espaço assume a forma zj =
(
xj, tj , uj
) ∈M, j = 1, 2, . . . , n.
Para continuar é necessário apresentar as definições de método numérico invariante e
método numérico simétrico.
Definição 5.4 (Método Numérico Invariante). Seja G um grupo de Lie contínuo defi-
nido sobre uma variedade M e F uma função numérica definida sobre M . Diz-se que F é
invariante sob a acção de G, ou G-invariante, se
F (z) = F (g · z), ∀g ∈ G.
Em particular, assumindo uma acção de G sobre M∗n, diz-se que um método numérico
(N,Φ) é G-invariante se
N(z) = N(g · z) e Φ(z) = Φ(g · z), ∀g ∈ G. (5.31)
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A noção de invariância aqui empregue é aquela que foi sugerida por Cinoga (2004).
Definição 5.5 (Método Numérico Simétrico). Seja G um grupo de simetria contínuo
definido sobre uma variedade M e F uma função numérica definida sobre M . Diz-se que
F é simétrica sob a acção de G, ou G-simétrica, se
F (z) = 0⇔ F (g · z) = 0, ∀g ∈ G.
À semelhança da definição 5.4, a extensão da acção de G sobre M∗n permite que se
afirme que um método numérico (N,Φ) é G-simétrico se
N(z) = 0⇔ N(g · z) = 0 e Φ(z) = 0⇔ Φ(g · z), ∀g ∈ G. (5.32)
Com base nestas duas definições é possível afirmar que um esquema numérico
G-invariante é necessariamente um esquema numérico G-simétrico, sendo a implicação
inversa falsa. Para comprovar este facto pode utilizar-se a equação do calor unidimensi-
onal, (1.2). O método de Euler explícito, (1.8), para uma malha regular e ortogonal, no
tempo e no espaço, escreve-se da seguinte forma,
N(z) = 0 e Φ(z) = 0,
sendo a discretização da equação (1.2) dada por,
N : M∗n → R
z 7→ N(z) = u
n+1
j − unj
∆t
− κu
n
j−1 − 2unj + unj+1
∆x−∆x+
onde ∆t = tn+1j − tnj , ∆x− = xnj − xnj−1 e ∆x+ = xnj+1 − xnj , sendo a malha regular e
ortogonal definida pelos zeros de
Φ : M∗n → R4
z 7→ Φ(z) = (Φ1,Φ2,Φ3,Φ4)
com:
- regularidade temporal: Φ1 = tn+1j − 2tnj + tn−1j ;
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- ortogonalidade temporal: Φ2 = tn+1j − tnj ;
- regularidade espacial: Φ3 = xnj+1 − 2xnj + xnj−1;
- ortogonalidade espacial: Φ4 = xn+1j − xnj .
Este esquema é invariante no que diz respeito às translações espaciais e temporais,
mas não é simétrico no que diz respeito à transformação de escala (e também não é
invariante). A projecção e a transformação de Galileu são as simetrias tratadas pelo
método numérico.
O teorema que se segue fornece a base fundamental para a construção dos esquemas
invariantes.
Teorema 5.3. Seja (N,Φ) um par de aplicações definidas emM∗n×M∗n que definem um
esquema numérico com ordem de precisão O (∆xq11 , . . . ,∆xqmm ) para a EDP F (z) = 0 e G
um grupo de simetria para F (z) = 0 com k parâmetros reais (ε1, ε2, . . . , εk). Então, o par
de aplicações, 
N˜(z) = N (ρ(z) · z)
Φ˜(z) = Φ (ρ(z) · z)
, ∀z ∈M∗n,
construídas com a utilização da malha móvel ρ : M∗n → G, define um esquema numérico
G-invariante com ordem de precisão O (∆x˜q11 , . . . ,∆x˜qmm ) para a mesma EDP.
A demonstração deste teorema baseia-se na propriedade da equivariância de malha
móvel e pode ser encontrada em Olver (2003).
5.2.3 Método invariante de malhas r-adaptáveis
A invariância dos esquemas de diferenças finitas sob os grupos maximais de invariância
de Lie de várias equações diferenciais dependentes do tempo, fisicamente relevantes,
requerem a utilização de malhas móveis. Tal é válido para o método das diferenças
finitas referido na secção anterior, assim como para o método de malhas móveis. Este
tipo de adaptação da malha, no qual o número de pontos da malha permanece constante
durante todo o processo de integração, recebe a referência de r-adaptividade ou de
métodos numéricos adaptativos Budd et al. (2009), Huang e Russell (2010).
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A estratégia que normalmente se utiliza para trabalhar com malhas r-adaptativas, con-
siste em considerar a adaptação da malha como uma aplicação dependente do tempo,
a partir de um espaço de referência fixo nas coordenadas computacionais para o espaço
físico das variáveis independentes da equação diferencial, ou seja, x = x (ξ), sendo
ξ =
(
ξ1, . . . , ξp
)
as variáveis computacionais. Sem qualquer perda de generalidade,
assume-se que ξ1 = τ = t representa a variável tempo. A expressão para as variáveis
dependentes, u, no espaço computacional é obtida quando u (ξ) = u (x (ξ)).
O significado das coordenadas computacionais é o de fornecer um referencial que per-
manece fixo e ortogonal, na presença de uma adaptação da malha no espaço físico das
coordenadas. No decorrer da discretização, a variável ξ marca a posição dos pontos da
malha, a qual se mantém inalterada durante o processo de adaptação da malha. Desta
forma, as variáveis computacionais podem ser interpretadas fisicamente como coorde-
nadas Lagrangianas, e a sua invariância, sob o movimento da malha, é equivalente à
identidade das partículas de fluido na hidrodinâmica ideal.
Pelo facto da construção da malha permanecer ortogonal nas coordenadas-ξ, as aproxi-
mações de diferenças finitas usuais podem ser utilizadas no espaço das variáveis com-
putacionais. Este processo simplifica, tanto a implementação prática do método de dis-
cretização, como a análise numérica dos esquemas resultantes.
A construção do sistema de equações diferenciais físico inicial em torno das variáveis
computacionais conduz a um sistema de equações que inclui explicitamente a veloci-
dade da malha xr, que ainda terá de ser obtida, por forma a fechar o esquema numérico
resultante. A estratégia para determinar a localização dos pontos na grelha no instante
de tempo subsequente é obtida através do princípio de equidistribuição, que, na sua
forma diferencial, é dado por
(
ρ xξ
)
ξ
= 0, onde ρ é uma função de monitorização que
determina as áreas de convergência e divergência na malha. O maior problema desta
aproximação está associado ao facto do princípio de equidistribuição determinar com-
pletamente a malha apenas no caso em que se está perante um problema 1D. Para
problemas de dimensões superiores, a equidistribuição tem de ser combinada com ar-
gumentos heurísticos, Huang e Russell (2010).
A invariância das equações diferenciais iniciais é introduzida no esquema através de
uma especificação adequada da função ρ. O trabalho de Budd et al. (1996) sugere a
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utilização de funções de monitorização que preservem a invariância de escala de uma
equação diferencial, aspecto especialmente relevante nos casos em que a equação é ca-
paz de desenvolver uma solução que explode num período finito de tempo, Budd et al.
(2009), Budd e Iserles (1999), Huang e Zhou (2010). Este procedimento pode ser ge-
neralizado, requerendo que a função ρ seja escolhida de tal forma que, o princípio de
equidistribuição seja invariante sob a acção do mesmo grupo de simetria que a equação
diferencial original. Este procedimento é possível para um leque de grupos de simetria,
Bihlo e Popovych (2012).
O trabalho de Bihlo e Popovych (2012) apresenta uma nova aproximação para o método
invariante de malha móvel. A ideia subjacente a esta extensão consiste em transformar o
sistema de equações diferenciais inicial para o espaço das coordenadas computacionais,
e determinar a forma da acção das transformações de simetria no espaço computacional.
As equações no espaço computacional são, seguidamente, discretizadas, de tal forma
que, o esquema resultante se transforma de acordo com a versão discreta das leis de
transformação encontradas. A principal vantagem desta aproximação é a de permitir a
retenção da forma inicialmente conservada para o sistema de equações diferenciais e,
consequentemente, preservar numericamente certas leis de conservação nos esquemas
invariantes. Este aspecto é relevante, pois a preservação das leis de conservação no
decurso da modelação numérica invariante permanece ainda um problema em aberto.
Exceptua-se a discretização de equações que surgem de princípios variacionais, os quais,
realizados de forma correcta, podem conduzir simultaneamente à preservação de ambas
as simetrias e das leis de conservação associadas, de acordo com o teorema de Noether
para o caso discreto. Para ver um exemplo de uma discertização Lagrangiana invariante
pode consultar-se, por exemplo, Budd e Dorodnitsyn (2001).
A construção de um esquema numérico com esta estratégia está geralmente associado
a problemas em que se verificam gradientes de grande dimensão em determinadas par-
tes do domínio, uma vez que o procedimento permite que os pontos da malha se des-
loquem para essas regiões, favorecendo fortemente a qualidade da solução numérica.
Este processo de ajustamento dinâmico da malha recebe a designação de malha móvel
adaptativa. O movimento da malha móvel pode ser interpretado como um problema
de transformação de variáveis apropriado, que relaciona os domínios computacional e
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físico do problema, podendo ser interpretado como uma transformação de coordenadas
dependente do tempo,
x ≡ x(ξ, t) : ΩC → Ω,
onde ΩC e Ω representam os domínios computacional e físico, respectivamente. Esta
transformação é escolhida, por forma a que a solução na variável do espaço transfor-
mada,
u˜(ξ, t) = u (x(ξ, t), t) ,
seja regular e fácil de aproximar através da utilização de uma malha uniforme. De uma
forma geral, admite-se que a transformação x(ξ, t) pode ser obtida através da resolução
de uma EDP de malha móvel,
∂x
∂t
=
1
ρτ
∂
∂ξ
(
ρ
∂ξ
∂ξ
)
, (5.33)
conjugada com condições de fronteira adequadas. Na equação (5.33), a função
ρ ≡ ρ(x, t) designa-se por função de densidade da malha, e utiliza-se para controlar
a concentração dos pontos da malha, enquanto que τ > 0 é um parâmetro definido
pelo utilizador para ajustar o tempo de resposta do movimento da malha às alterações
verificadas em ρ(x, t). Quanto mais pequeno for τ , mais rapidamente a malha responde
às variações em ρ. A chave para o sucesso deste tipo de métodos reside na escolha de
uma função de densidade da malha apropriada.
O conceito da equidistribuição desempenha um papel fundamental na adaptação que
a malha sofre ao longo da variação do tempo, podendo ser interpretado da seguinte
forma. Considerando uma função contínua ρ ≡ ρ(x) > 0 num intervalo limitado [a, b],
a equidistribuição assenta na ideia de descobrir uma malha, para a qual ρ se distribui
uniformemente pelos intervalos definidos pelos pontos da malha, no sentido de que,
∫ xj+1
xj
ρ(x)dx =
∫ xi+1
xi
ρ(x)dx, (5.34)
para qualquer i, j ∈ {0, 1, 2, . . . , nx − 1}. Umamalha que verifique esta condição designa-
se por malha equidistribuída para ρ. A função ρ2 é designada por função de monitori-
zação, e, pelo facto de ser positiva, é, regularmente, a única condição que é imposta
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sobre a função de densidade da malha, o que provoca a não unicidade da equidistribui-
ção da malha, implicando uma dificuldade acrescida, sob o ponto de vista teórico, na
apresentação das provas dos resultados.
A construção das malhas equidistribuídas pode ser realizada através do algoritmo de
Boor e do método do problema de valor de fronteira (PVF). A diferença entre estes
dois processos reside na impossibilidade da aplicação do algoritmo de Boor em proble-
mas multidimensionais. O processo que é utilizado na resolução da difusão no esquema
DTFM com malhas adaptáveis recorre ao método do PVF. Admitindo que, para uma
determinada transformação de variáveis, se tem,
ρ(x)
∂x
∂ξ
= σ, (5.35)
com,
σ =
∫ b
a
ρ(x)dx,
verifica-se que x(ξ, t) verifica a equação diferencial ordinária (EDO) de segunda ordem,
quasi-linear,
∂
∂ξ
(
ρ(x)
∂x
∂ξ
)
= 0,
sujeita às condições,
x(0, t) = a, (5.36)
x(1, t) = b. (5.37)
Uma formulação variacional para o problema da transformação de coordenadas, par-
ticularmente útil quando se resolvem problemas com dimensões superiores a um, é
estabelecida da seguinte forma: encontrar uma transformação x ≡ x(ξ, t) que satisfaça
as condições de fronteira (5.36) e (5.37) e, simultaneamente, minimize o funcional,
I(x) =
1
2
∫ 1
0
(
ρ(x)
∂x
∂ξ
)2
dξ. (5.38)
Do cálculo de variações retira-se que um minimizante terá de satisfazer a equação de
Euler-Lagrange do funcional, a qual é dada por (5.35).
162
CONSTRUÇÃO DOS ESQUEMAS DE DISCRETIZAÇÃO INVARIANTES
Para uma função de densidade da malha dada, o funcional que corresponde, neste caso,
a (5.38) é definido por,
I(ξ) =
1
2
∫ 1
0
1
ρ(x, t)
(
∂ξ
∂x
)2
dx, (5.39)
sendo a direcção de ξ, que reduz I(ξ), fornecida pelo gradiente ou equação do escoa-
mento do calor para este funcional.
O movimento realizado pela malha é definido, regularmente, através da resolução de
sistema de EDPs elíptico ou parabólico que envolve a transformação de coordenadas da
malha ou através da aplicação de um processo baseado na minimização do erro. A ob-
tenção do sistema que define a malha móvel é, normalmente, motivado pelo princípio
de equidistribuição. A malha que se constrói para aplicar este tipo de metodologia pode
ser de dois tipos: com pontos que se movem continuamente na malha, figura 5.3, em que
as derivadas físicas do tempo são transformadas em derivadas do tempo ao longo das
trajectórias na malha, conjugadas com um termo convectivo que reflecte o movimento
da malha; ou, com pontos que variam em níveis discretos do tempo, figura 5.4, sendo a
malha actualizada em cada nível do tempo através da utilização de equações da malha
ou geradores, obtendo-se a solução física através de interpolação nos pontos antigos da
malha. A interpolação para a solução física do problema é um elemento crucial para o
sucesso desta aproximação, sendo, usualmente, necessário utilizar um esquema de inter-
polação conservativo, com o objectivo de serem preservadas determinadas quantidades
na solução.
b b b
b b b
b b b
b b b
b b b
b b b
xj−1 xj xj+1
xj−1 xj xj+1
xj−1 xj xj+1
tn−1
tn
tn+1
Figura 5.3: Movimentação contínua dos pontos da malha.
A aplicação deste procedimento à resolução do problema da difusão no esquema DTFM
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Figura 5.4: Movimentação discreta dos pontos da malha nos instantes de tempo
t = tn, n = 0, 1, . . . .
pode descreve-se do seguinte modo. Pretende-se construir uma distribuição dos pontos
zi concordante com as variações de gradiente da função θ, e supõe-se que a disposição
óptima para os pontos é tal que, em média, as diferenças em θ são semelhantes para
pontos adjacentes. Este facto implica que o número de pontos que cobre as regiões
onde θ tem uma variação mais intensa seja maior. No sentido de manter as variações
constantes, procura-se uma variação de coordenadas monotónica do tipo z = z(ξ, t),
onde a variável ξ se encontra uniformemente distribuída e z não. Sob o ponto de vista
da nova coordenada, a variação uniforme em θ significa que,
∣∣∣∣∂θ∂ξ
∣∣∣∣ = C ⇔ ∂∂ξ
(∣∣∣∣∂θ∂ξ
∣∣∣∣) = 0.
Exprimindo as variações de θ em torno da sua variável física original z, o problema
reduz-se a encontrar a função z(ξ) que satisfaça,
∂
∂ξ
(∣∣∣∣∂θ∂z
∣∣∣∣ ∂z∂ξ
)
= 0.
E, como se pretende a aplicação a problemas discretizados, procuram-se posições para
zi que verifiquem a relação,
∣∣∣∣∂θ∂z
∣∣∣∣
z=zi+1/2
(zi+1 − zi)−
∣∣∣∣∂θ∂z
∣∣∣∣
z=zi−1/2
(zi − zi−1) = 0, (5.40)
onde se considera, sem perda de generalidade, ∆ξ = 1. No entanto, a análise à expres-
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são (5.40) revela a presença de não-linearidade, uma vez que θ terá de ser calculada em
pontos desconhecidos. Para se ultrapassar esta barreira utiliza-se o método iterativo,
z
(k+1)
i = z
(k)
i + κ∆t
[∣∣∣∣∂θ∂z
∣∣∣∣
z=zi+1/2
(
z
(k)
i+1 − z(k)i
)
−
∣∣∣∣∂θ∂z
∣∣∣∣
z=zi−1/2
(
z
(k)
i − z(k)i−1
)]
, (5.41)
onde k representa apenas um contador para as iterações que são executadas. Se o mé-
todo converge, então z(k+1)i − z(k)i → 0, e, consequentemente,[∣∣∣∣∂θ∂z
∣∣∣∣
z=zi+1/2
(
z
(k)
i+1 − z(k)i
)
−
∣∣∣∣∂θ∂z
∣∣∣∣
z=zi−1/2
(
z
(k)
i − z(k)i−1
)]
→ 0.
Curioso é o facto do método iterativo utilizado poder ser descrito por,
z
(k+1)
i − z(k)i
∆t
= κ
[∣∣∣∣∂θ∂z
∣∣∣∣
z=zi+1/2
(
z
(k)
i+1 − z(k)i
)
−
∣∣∣∣∂θ∂z
∣∣∣∣
z=zi−1/2
(
z
(k)
i − z(k)i−1
)]
,
o que pode ser interpretado como a solução numérica de uma equação pseudo-evolucionária
para os nós da malha,
∂z
∂t
= κ
∂
∂ξ
(∣∣∣∣∂θ∂z
∣∣∣∣ ∂z∂ξ
)
,
que, com a utilização de diferenças finitas centradas conduz à relação,
z
(k+1)
i = z
(k)
i + α∆t
[∣∣∣θ(z(k)i+1)− θ(z(k)i )∣∣∣− ∣∣∣θ(z(k)i )− θ(z(k)i−1)∣∣∣] .
Este algoritmo fica completo com a definição dos valores de z nas posições conhecidas
para a fronteira.
Apesar de ser simples de entender e de implementar, este algoritmo revela uma fra-
queza, que se associa aos casos em que a função θ é constante ao longo de grande parte
do domínio, pois, por construção, essas regiões ficariam desprovidas de nós, visto que
a variação de θ nessas regiões é nula. A solução para este problema é a introdução de
uma tendência com uma distribuição uniforme dos pontos nas regiões onde o gradiente
de θ é pequeno ou nulo, redefinindo-se o esquema da seguinte forma,
z
(k+1)
i = z
(k)
i + κ∆t
[
wi+1/2
(
z
(k)
i+1 − z(k)i
)
− wi−1/2
(
z
(k)
i − z(k)i−1
)]
,
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onde a função w, que substitui
∣∣∣∣∂θ∂z
∣∣∣∣, é escolhida como,
w =
∣∣∣∣∂θ∂z
∣∣∣∣+w0.
Nesta aproximação, o parâmetro w0 controla a tendência para uma distribuição uni-
forme da malha. Para que a escolha seja ideal o valor de w0 deve situar-se entre o valor
máximo e o valor mínimo do gradiente de θ, já que, dessa forma, quando o gradiente de
θ é fraco, w aproxima-se por w0, e o algoritmo conduz à resolução da equação ∂2ξξz = 0,
que fornece uma malha uniforme, e, por outro lado, nos locais onde o gradiente de θ é
elevado, o valor de w0 torna-se pequeno, e recupera-se (5.41), que espalha os pontos na
proporção da variação do gradiente de θ.
O esquema explícito que se emprega na obtenção da solução é um esquema com malhas
não uniformes definido por,
θn+1j = κ
n
j−1/2α−θ
n
j−1 +
(
1− κnj−1/2α− − κnj+1/2α+
)
θnj + κ
n
j+1/2α+θ
n
j+1, (5.42)
em que α− = ∆t/ (∆z−)
2 e α+ = ∆t/ (∆z+)
2.
A figura 5.5 representa a aplicação desta metodologia a um problema semelhante ao
que foi apresentado para a aplicação do algoritmo 1. Neste caso considera-se a equação
da difusão do calor com −10 ≤ x ≤ 10, 0 ≤ t ≤ 500 e κ = 0.04, admitindo que a
distribuição inicial é definida por
u(x, 0) =
10√
2πσ
exp
(
−(x− µ)
2
2σ2
)
,
onde µ = 0 e σ = 3.0.
Para o problema em análise aplica-se esta metodologia de construção das malhas no
contexto de uma malha com movimentação contínua dos pontos com a utilização de um
esquema explícito. A opção por um esquema explícito revelou eficácia reduzida devido,
eventualmente, à elevada complexidade computacional do problema a resolver, por esse
motivo apenas se apresentam os resultados correspondentes a um período de tempo de
60′, apresentados e comparados com os resultados que se obtém com a utilização do
esquema semi-implícito com níveis de fluxo, figura 5.6.
166
CONSTRUÇÃO DOS ESQUEMAS DE DISCRETIZAÇÃO INVARIANTES
−10 −8 −6 −4 −2 0 2 4 6 8 10
0
0.2
0.4
0.6
0.8
1
1.2
1.4
Figura 5.5: Resolução numérica da equação da difusão com um esquema explí-
cito com malhas móveis.
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Figura 5.6: Perfis para a temperatura potencial utilizando um esquema explícito
com malhas adaptáveis e um esquema semi-implícito com níveis de
fluxo, com a resolução ∆z = 1m e ∆t = 0.01 s no esquema explícito e
∆z = 1m e ∆t = 1 s no esquema semi-implícito.
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5.3 Conclusões
O objectivo inicial para a resolução do problema da difusão no esquema DTFM era
a aplicação de um método numérico invariante construído com base numa das duas
primeiras metodologias apresentadas neste capítulo. No entanto, a análise às simetrias
da equação revelou que os métodos clássicos conseguiam retratar todas as características
que constituem os grupos de simetria desta equação. Este facto, fez com que o objectivo
inicial tivesse de ser redireccionado para outra metodologia da construção de esquemas
invariantes. Esta mudança de rumo acabou por ir ao encontro de outro problema que se
pretendia resolver para os perfis da temperatura potencial.
As características do problema obrigaram à implementação de dois esquemas para a
resolução da difusão, um que se baseia num esquema explícito e utiliza uma malha
adaptável com movimentação contínua e um outro, baseado num esquema implícito,
que utiliza uma movimentação da malha com movimentação em níveis discretos de t.
Os resultados que se obtiveram com o esquema explícito não foram muito encorajado-
res, aliás, já o não eram quando se construíram os esquemas clássicos no Capítulo 3.
As razões para as desvantagens encontradas nestes esquemas acabam por ser as mes-
mas que foram evidenciadas nesse capítulo. As dimensões e características do problema,
principalmente os valores que são assumidos pela difusividade, ou seja, valores de gran-
deza elevada, obrigam a que seja utilizado um passo de tempo extremamente pequeno,
o que origina enormes períodos de execução computacional. Deve notar-se que esses
períodos acabam por ser superiores àqueles que era verificados no Capítulo 3, com os
métodos explícitos com níveis de massa e com níveis de fluxo. Este facto fez com que as
simulações se resumissem apenas ao período de 60′.
A análise às soluções aproximadas exibidas na figura 5.6 na primeira hora de simulação
revelam que o método com as malhas móveis atrasa um pouco a solução.
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O trabalho desenvolvido incidiu sobre um modelo atmosférico de camada limite 1D,
mais propriamente, sobre a contribuição do termo de difusão-K no esquema de para-
metrização para o fluxo de calor turbulento utilizado. Os objectivos inicialmente traça-
dos no programa de doutoramento orientavam-se para a criação de novos esquemas,
mais eficazes do que aqueles que foram originalmente aplicados na resolução do termo
difusivo do esquema DTFM.
No Capítulo 3 implementou-se o esquema numérico, semi-implícito com níveis de fluxo,
originalmente implementado no modelo e procedeu-se ao estudo comparativo com ou-
tros três esquemas de diferenças finitas, um semi-implícito com níveis de massa, e dois
explícitos, um com níveis de fluxo e outro com níveis de massa. O propósito inerente à
construção dos quatros esquemas reside em comparar a eficiência dos mesmos. No que
concerne aos esquemas explícitos, constatou-se que, devido à elevada grandeza dos va-
lores das difusividades, comuns nos problemas de estudo da turbulência na atmosfera,
para que se possa garantir a estabilidade numérica, torna-se necessário a consideração
de um passo de tempo extremamente pequeno, o que representa um ónus extremamente
elevado sobre o desempenho computacional, obtendo-se, por conseguinte, períodos de
execução muito longos. Os métodos semi-implícitos revelaram, como era expectável,
melhores resultados no âmbito da análise de estabilidade, provando-se serem ambos
incondicionalmente estáveis. Esta ilação permite uma enorme vantagem na fixação dos
passos do tempo e do espaço. Em comparação com as execuções apresentadas pode
verificar-se que o passo do tempo utilizado nos esquemas semi-implícitos é 100 vezes
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maior do que aquele que, obrigatoriamente, foi empregue nas execuções dos métodos
explícitos. Embora não tenham sido explanados na tese, foram testados passos de tempo
até uma grandeza 5000 vezes maior do que os que se utilizaram nos esquemas explíci-
tos, tendo todos eles devolvido resultados bastante aceitáveis. Assim, a imbatibilidade
da eficiência dos esquemas semi-implícitos perante os esquemas explícitos representa a
conclusão de maior relevo a salientar dos estudos realizados.
Excluídos os métodos explícitos, por ineficiência computacional, foi necessário definir
qual dos esquemas semi-implícitos era mais aconselhável para a resolução do problema.
No final, a escolha recaiu sobre o método que utiliza os níveis de fluxo, devido ao facto
deste recorrer a uma forma conservativa para o fluxo de calor, ponto que se revela
importante perante a física do problema. Deve ainda fazer-se referência ao facto de que
o estudo de estabilidade destes métodos não se encontra nas referências bibliográficas
utilizadas, nem se conhecem referências em que tal tenha sido concretizado.
O Capítulo 4 apresenta a construção de um novo esquema para a resolução de problemas
definidos pela equação da difusão do calor. A primeira parte assenta nas ideias original-
mente apresentadas nos trabalhos de Teixeira (1999) e Teixeira (2004). Constrói-se um
novo esquema numérico que, baseado nas ideias dos esquemas semi-Lagrangeanos, per-
mite, partindo de um esquema explícito clássico, obter um esquema que garante sempre
a estabilidade numérica. Esta característica, que se obtém por construção, permite que
se encare a utilização de um esquema explícito na resolução de um problema de difusão
com difusividades de grandezas elevadas, com a mesma normalidade com que se utiliza
um esquema semi-implícito. Inicialmente o esquema é desenvolvido para o caso em que
se consideram difusividades constantes, casos abordados pelos trabalhos anteriormente
citados, procedendo-se, numa fase posterior, à comparação dos resultados obtidos com
aqueles que se obtêm com a aplicação dos esquemas numéricos clássicos apresentados
no Capítulo 1. Contrariamente ao que regularmente se faz nas abordagens académicas,
utilizam-se valores para κ com grandeza da ordem das dezenas, que corresponderá, de
uma forma grosseira, ao que acontece na atmosfera. Os resultados obtidos nesta pri-
meira fase revelam-se extremamente interessantes e abrem a possibilidade de aplicação
da mesma estratégia na resolução do termo de difusão-K no esquema de parametriza-
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ção do fluxo turbulento do calor. No entanto, neste problema, a questão que se coloca
é bastante mais delicada, uma vez que as difusividades variam no tempo e no espaço.
Desta forma, a fim de se poderem incorporar as influências das grandezas das difusi-
vidades em cada nó da malha, diferentes em todas as direcções, devem considerar-se
esquemas que utilizem malhas não uniformes.
A utilização de malhas não uniformes implica o desenvolvimento de esquemas numé-
ricos que permitam a realização das aproximações nessa malha e, com base no que foi
apresentado no início do capítulo, sendo necessário o estudo a estabilidade numérica
de tais esquemas, factor fulcral na obtenção dos novos esquemas. Devido à complexi-
dade com que se apresentam os termos no estudo da estabilidade numérica do esquema
explícito apresentado, o estudo é realizado apenas através de um processo gráfico. Os
resultados permitem retirar conclusões interessantes acerca da estabilidade numérica do
esquema de diferenças finitas apresentado, mais concretamente, conclui-se que quando
o passo à esquerda do nó é próximo de zero a região de estabilidade se estreita, quando
∆x− ≈ ∆x+, a estabilidade é garantida com r = (2κ∆t)/(∆x−∆x+) ≤ 1, e que, quando
y = ∆x−/∆x+ ≥ 1/2, se verifica a estabilidade numérica sempre que se garanta que
r ≤ 1. As ilações apresentadas e a metodologia de realização são inovadoras, não sendo
possível encontrá-las nas referências bibliográficas utilizadas, nem em qualquer outra.
O trabalho, e respectivas deduções, são aplicadas a um problema simples, sem que haja
qualquer conjugação com as ideias apresentadas no início do capítulo. A razão para este
procedimento consiste em alertar para o facto de que, assim construído, este esquema, à
semelhança do que acontece com o esquema de Euler, obriga à utilização de um passo de
tempo muito pequeno, para que se garanta a estabilidade numérica do método. Obstá-
culo que se pretende ultrapassar com as ideias apresentadas na construção do esquema
apresentado no início do capítulo.
Na secção 4.4, sob a forma de epítome, foi construído um esquema que permite a con-
jugação de todos os aspectos e conclusões retiradas desde o início do capítulo. A imple-
mentação revelou-se extremamente eficaz no que diz respeito aos tempos de execução
computacional, devolvendo resultados com, sensivelmente, metade do tempo de exe-
cução utilizado pelo método semi-implícito originalmente implementado no modelo de
171
CONCLUSÕES E PLANOS FUTUROS
camada limite 1D. No entanto, o nível da qualidade dos resultados ainda revela defici-
ências, as quais se revelaram, até ao momento, impossíveis de ultrapassar. Os resultados
que se obtêm diferem muito dos que são devolvidos pelo esquema semi-implícito, o que
impossibilita, por enquanto, a incorporação deste esquema no modelo. A principal ra-
zão que se conjectura para a qualidade insatisfatória dos resultados é o facto dos passos
empregues junto às fronteiras obrigarem a uma recorrência frequente às condições de
fronteira. Por não ter sido resolvido na sua plenitude, este ponto revela-se um item que
se propõe para trabalho futuro. O investimento neste ponto é de elevada importância,
pois, resolvido este impasse, será possível apresentar um esquema que é mais rápido na
execução, que utiliza a influência das difusividades em todas as direcções e, não menos
importante, que é numericamente estável por construção. Todas estas características fa-
zem com que este se torne um ponto no qual se deva investir mais tempo num futuro
próximo.
A construção do Capítulo 5 foi completamente alterada, no que diz respeito aos objecti-
vos. Inicialmente o objectivo era a construção de um esquema numérico invariante para
o problema a resolver, utilizando o método invariante das diferenças ou o método dos
referenciais móveis. No entanto, após uma análise mais detalhada percebeu-se que as
simetrias presentes na equação resultante da parametrização, ou seja, correspondente à
difusão-K no esquema DTFM, são completamente resolvidas pelos esquemas numéricos
apresentados no Capítulo 3, facto que motivou a utilização das malhas r-adaptáveis. A
resolução do problema através desta metodologia permitiu resolver outra situação ine-
rente aos perfis verticais da temperatura potencial. A existência de duas regiões na CLA
onde os perfis verticais da temperatura potencial possuem maior gradiente faz com que
nessas regiões seja necessário a utilização de uma malha mais apertada, no sentido de
obter melhores resultados. Esta é a principal motivação da ideia da aplicação das malhas
r-adaptáveis. O método funciona de uma forma muito simples. Partindo de uma discre-
tização onde os nós se encontram equidistantes, resolve-se a difusão-K adaptando a
malha de passo-para-passo. No que diz respeito à implementação foi apenas aplicado o
método explícito, o qual se revela pouco eficiente, a nível computacional. À semelhança
do que acontece com os restantes métodos explícitos aplicados ao longo deste trabalho,
este esquema obriga à utilização de passos de tempo muito reduzidos, o que, conjugado
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com outras restrições, faz com que esta abordagem à resolução do problema com as
malhas r-adaptáveis também não seja a mais favorável. Consequentemente, fica para
trabalho futuro, o desenvolvimento e a aplicação de um esquema semi-implícito com
base nesta metodologia.
Finalmente, dentro dos planos para futuro trabalho a desenvolver, deve incluir-se a va-
lidação do esquema numérico que se pretende construir na parte final do Capítulo 4, a
resolução analítica numa situação de quase-estacionariedade do problema e a extensão
das malhas r-adaptáveis a casos de dimensão superior.
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