In the age of social media, faced with a huge amount of knowledge and information, accurate and effective keyphrase extraction methods are needed to be applied in information retrieval and natural language processing. It is difficult for traditional keyphrase extraction models to contain a large amount of external knowledge information, but with the rise of pre-trained language models, there is a new way to solve this problem. Based on the above background, we propose a new baseline for unsupervised keyphrase extraction based on pre-trained language model called SIFRank. SIFRank combines sentence embedding model SIF and autoregressive pre-trained language model ELMo, and it has the best performance in keyphrase extraction for short documents. We speed up SIFRank while maintaining its accuracy by document segmentation and contextual word embeddings alignment. For long documents, we upgrade SIFRank to SIFRank+ by position-biased weight, greatly improve its performance on long documents. Compared to other baseline models, our model achieves state-of-the-art level on three widely used datasets.
graph. Statistical models usually use different information features such as word frequency, n-gram feature, location and document grammar, but this kind of information can hardly reflect the complex relationships between words in the document. Graph-based models treat human language as a complex network [2] , use graph to model the relationships between words or phrases in a document. The most typical model is TextRank, the later models optimize TextRank [3] with different algorithms or external information.
Although graph-based models are effective, the effect of keyphrase extraction can be improved better by introducing external knowledge or additional features. Using pretrained language model is one of the ways that can provide a large amount of external knowledge. According to the review paper of Papagiannopoulou and Tsoumaka [4] , this was summarized as embeddings-based models. With the rise of pre-trained language models, lots of supervised tasks in natural language processing are well solved by ELMo [5] , Bert [6] , XLNet [7] and other deep neural network models.
The features of the word are no longer static word embeddings like Word2Vec, but dynamic, real-time and contextual word embeddings such as ELMo. The pre-trained language models are pre-trained on large-scale unlabeled corpus, and the representation of text can be dynamically adjusted according to different contexts. Based on the above advantages, using pre-trained language models in keyphrase extraction can combine the benefits of statistical models and the graphbased models.
Sentence embeddings are the representation of a sentence or document. There are many ways to get the sentence embeddings, these methods can be well applied to different downstream supervised tasks because of the attention model. Attention model can train the weights of embeddings with supervision. However, in the unsupervised keyphrase extraction task, the relationship between word embeddings, sentence embeddings and the topic of the document need to be explained by an appropriate model.
Sometimes it is not enough to use the original sentence embeddings for keyphrase extraction. Take the bag-of-word sentence embedding model for example, this kind of model does not contain position information of the words or phrases of the document. However, it is well known that the position information plays an important role in keyphrase extraction, especially for long documents.
B. CONTRIBUTIONS
The main contributions of this paper are summarized as follows: i) We introduce sentence embedding model SIF [8] to explain the relationship between sentence embeddings and the topic of the document. Then we combine the autoregressive pre-trained language model ELMo with SIF to compute phrase embeddings and document embeddings. The cosine similarity is used to calculate the distance between the candidate phrases and the topic. Our model is called SIFRank.
SIFRank computes representations of the text dynamically and real-time and optimized with domain data information. SIFRank achieves the state-of-the-art effect on two short document datasets (Inspec and DUC2001). Besides, our model is more robust than the previous SOTA model EmbedRank.
ii)We propose a method called document segmentation to speed up the process of computing the word embeddings in long documents. However, as the document is divided into smaller parts, the effect of keyphrase extraction will decrease. We take the average of the contextual embeddings of a same word in different position and context as the embedding anchor, then replace the contextual word embeddings with embedding anchor to calculate the result, the performance of the model rebounds obviously.
iii) In order to improve the keyphrase extraction ability of the model for the long document dataset, we propose the position-biased weight. We use the inverse of the phrases' first occurrence offset position as the position-biased weight. Then the softmax is used to make the position-biased weight uniform and smooth. By adding the position-biased weight to the cosine similarity in SIFRank, the performance of the model on long document dataset DUC2001 has been significantly improved, and the performance on short document dataset is not affected too much. This model is call SIFRank+, and it achieves the state-of-the-art result on dataset DUC2001.
II. RELATED WORK
In this section, the related work is mainly divided into the following 3 parts: unsupervised keyphrase extraction, pretrained language models and embedding-based keyphrase extraction.
A. UNSUPERVISED KEYPHRASE EXTRACTION
The unsupervised keyphrase extraction methods mainly use different features of the document, such as word frequency feature, position feature, linguistic features, topic feature, length feature, relationship between words, external knowledge-based information, etc.
Graph-based keyphrase extraction is one of the most effective and widely used unsupervised keyphrase extraction methods. Inspired by PageRank [9] , Mihalcea and Tarau proposed TextRank [3] , this model abstracts the document into a graph, where words or phrases are nodes in the graph and relationships between words are edges. After this, various methods were proposed to expand the information of the document graph. Wan and Xiao proposed ExpandRank [10] , this method uses a small number of nearest neighbor documents to provide more knowledge to improve single document keyphrase extraction. Bougouin et al. presented TopicRank [11] , this model is applied to assign a significance score to each topic by candidate keyphrases clustering. Topics are scored using the TextRank ranking model and keyphrases are extracted by selecting the most representative candidate from each of the top-ranked topics. Boudin proposed Multipartite [12] that encodes topical information within a multipartite graph structure, this model exploits keyphrases' mutually reinforcing relationship to improve candidate ranking. Florescu and Caragea proposed PositionRank [13] , this model use the position information of a word's occurrences into a biased TextRank, and significantly improves the effect of TextRank on long document. The position-biased weight is the sum of a word's inverse position in the document, p(w i ) = k 1/p k (w i , d).
B. PRE-TRAINED LANGUAGE MODELS
Pre-trained language model is generally the kind of model that trained on large-scale unlabeled corpus through neural network structure, and then applied to downstream tasks by extracting network features or sharing network parameters (two main paradigms: feature extraction and fine-tuning, according to Peters et al. [14] ). The development of pretrained language model has gone through roughly three stages: static text embeddings models, contextual text embeddings models and fine-tuning models.
The static text embedding models' weights are frozen, and the representations of text are fixed. The classic word embedding models like Word2Vec [15] and GloVe [16] . Joulin et al. proposed FastText [17] , this model adds a character-based n-gram model to Word2Vec, which makes it possible to calculate the embeddings of words out of vocabulary (OOV). Sentence embeddings are higher granularity text representations. Le and Mikolov proposed Doc2Vec [18] based on Word2Vec. Kiros et al. proposed the skip-thoughts [19] , which trains an encoder-decoder model to reconstruct the surrounding sentences of an encoded passage. Arora et al. propose SIF [8] in which sentences are represented as the weighted average of the word embeddings. Pagliardini et al. proposed Sent2Vec [20] , which uses n-gram features of words to generate sentence embedding.
Contextual text embedding models can calculate the text embeddings dynamically based on the context. The CoVe proposed by McCann et al. [21] inputs the static word embeddings GloVe into the supervised neural machine translation task to get the context-based embeddings. The ELMo model proposed by Peters et al. [5] is a method of deep contextualized representation. The word embeddings are learned functions of the internal states of a deep bidirectional language model (biLM), which is pre-trained on a large corpus.
The fine-tuning type pre-trained language models' pretrained parameters are unfrozen and can be fine-tuned on a new task. This type of model no longer extracts the presentation of text. Devlin et al. proposed an autoencoding pre-trained language model BERT [6] , a deep bidirectional Transformers model, which has introduced two tasks: mask language model (MLM) and next sentence prediction. In the fine-tuning step, different tasks differ only in the input and output layers. Yang et al. proposed a generalized autoregressive pre-trained language model XLNet integrating Transformer-XL [7] , which can learn bidirectional contexts by maximizing the expected likelihood over all permutations of the factorization order.
Furthermore, according to the method of pre-training, the pre-trained language model can be divided into two categories, one is autoregressive (AR), and the other one is autoencoding (AE). The AR language models like ELMo and XLNet seek to estimate the probability distribution of a text corpus with an autoregressive model. Different from the former, AE language models like BERT and its variants such as RoBERTa [22] do not perform explicit density estimation but instead aims to reconstruct the original data from corrupted input. A big problem with the BERT-like models is that they use the artificial symbols like [MASK] during pretraining, but they don't exist in the text of the downstream task. The pretrain-finetune discrepancy has a certain impact on our keyphrase extraction model, which will be discussed in the analysis of the experiment afterwards.
C. EMBEDDING-BASED KEYPHRASE EXTRACTION
Pre-trained language models provide a new research direction for keyphrase extraction. The pre-trained model contains a lot of information and can well represent the relationship between words or phrases. Therefore, in recent years, embedding-based keyphrase extraction has achieved good performance.
Wang et al. [23] proposed to use a Deep Belief Network to model the hierarchical relationship with keyphrase embeddings. This method can clearly distinguish the target document from others. Papagiannopoulou and Tsoumaka proposed RVA [24] , a local word vectors guiding keyphrase extraction model, which uses the average of all the candidate phrases' embeddings trained on individual files with GloVe as the reference vector, and then the similarity between the embeddings of candidate keyphrase and the reference vector is calculated and used as the score to rank. Bennani-Smires et al. proposed EmbedRank [25] , which uses the cosine similarity between the embeddings of candidate keyphrase and the sentence embeddings of the document. In EmbedRank, two sentence embedding models Doc2Vec [18] and Sent2Vec [20] are used to get the representation of document. In addition, they also increase use maximal marginal relevance (MMR) to increase coverage and diversity of the keyphrase.
III. MODEL OVERVIEW
In this section, we firstly describe the overall structure of SIFRank, then explain the relationship between word embeddings, sentence embeddings and the topic of document reasonably through sentence embedding model SIF. Finally, we briefly introduce ELMo and its main characteristics and usage.
A. OVERALL STRUCTURE
The framework of the SIFRank model is presented in FIGURE 1. In this model, we followed the general process of keyphrase extraction. The main steps are as follows:
Step 1: The document is tokenized and part-of-speech tagged to sequence of tokens with part-of-speech tags.
Step 2: Extract the noun phrases (NPs) from the sequence according to the part-of-speech tags using NP-chunker (pattern wrote by regular expression). The NPs extracted from the document are the candidate keyphrases.
Step 3: Put the sequence of tokens into the pre-trained language model, extract the representation of each token. In this case, the representation may be multi-layers word embeddings with different characteristics.
Step 4: Through the sentence embedding model, turn the embeddings of the NPs and document to NP embeddings and document embeddings. At this point, they have the same number of layers and dimensions.
Step 5: Calculate the cosine distance between NP embeddings and document embeddings. We regard this distance as the similarity between candidate keyphrases and the topic of document. Choose Top-N of most similar candidate keyphrases as the final keyphrases. And it's the most important factor for ranking candidate keyphrases. 
B. SENTENCE EMBEDDING MODEL SIF
In this paper, we choose sentence embedding model SIF [8] to get the embeddings of NPs and document. It is not only because it works well with most pre-trained language models, but also because the sentence embeddings obtained by this model can reflect the topic of document well.
According to the SIF, for document d ∈ D, the generation of sentence s is a dynamic random walk process. The k th word w k is generated at step k. Assume that the topic of the document does not change much during this process. That is to say, the generation of all words is determined by a single topic c d ∈ R. So, for a given sentence s, the sentence embeddings are the max likelihood estimate of the topic embeddings that determines the whole document. Therefore, calculating the distance between candidate keyphrase embeddings and document embeddings is to calculate the similarity between candidate keyphrases and document topic.
Arora et al. [8] proposed two ''smooth'' assumptions in their paper. One is that it's assumed that some words don't appear due to context. Another assumption is that the presence of high-frequency words (such as ''the'', ''and'') are irrelevant to the topic of the sentence. Based on these assumptions, the generation probability of the sentence s with c d as the topic is:
where
The f w is the statistical probability of a word appearing on a large corpus. Finally, the sentence vector (the maximum likelihood estimation of the topic) can be expressed as:
According to experience, the hyper-parameter a is probably suitable in [10 −3 , 10 −4 ].
C. PRE-TRAINED LANGUAGE MODEL EMLO
The word embeddings generated by ELMo [5] have 3 layers, which are represented by L0, L1 and L2 in this paper, and every layer has 1024 dimensions. L0 is the Char Encode Layer. The static embeddings of token are generated by this Convolutional Neural Network layer. L1 and L2 are contextual word embeddings generated by biLM (biLSTM in their paper). According to the description in the paper of Peters et al., L1 is better to capture grammar information and L2 is better to capture context-dependent semantic information. The embeddings of these three layers can be weighted then input into different downstream tasks.
IV. SIFRANK AND SIFRANK+
In this section, we will introduce the model SIFRank and SIFRank+ in more details, including model domain adaptation, document segmentation and embeddings alignment, topic similarity of candidate keyphrases and position-biased weight for long documents.
A. SIFRANK For a given document d, the embeddings of d is v d . The embeddings of the candidate keyphrase NP is v NP . SIFRank is defined as the similarity or correlation score between v d and v NP :
The similarity can be generally calculated by cosine distance:
When the Euclidean distance is used to calculate the similarity, the weight of the embeddings should be normalized.
The value of SIFRank is between 0 and 1, The closer it is to 1, the more relevant the candidate keyphrase is to the topic of the document. Conversely, the closer the value is to 0, the more irrelevant the phrase is to the topic.
B. MODEL DOMAIN ADAPTATION
For text in different domains, the probability distribution of words may be different. In some specific domain, words that are usually rare may be common.
In order to better adapt the model to the task of different domains, we change the weight function of word in the process of sentence embeddings calculation. This weight is the weighted sum in common corpus and domain corpus:
where λ ∈ [0, 1], Weight com (w) is counted on large-scale corpus Wikipedia, and Weight com (w) is counted on the domain corpus of the task.
In case the frequency of the word is not found in the statistics, the method of maximizing the weight of the word is adopted:
Once the frequency of a word cannot be found, the weight is set to the minimum 1 and the maximum weight of the other words in the sentence.
C. DOCUMENT SEGMENTATION AND EMBEDDINGS ALIGNMENT
The same word has different word embeddings in different contexts or in different position. Therefore, the word embeddings are defined as v s j w p i , where w i stands for word, s j is the sentence where the word is in, p is the position of the word in the sentence.
1) DOCUMENT SEGMENTATION
When the whole document is put into ELMo, it will take a long time to calculate the embeddings. When the document is segmented to several parts as one batch. They can be computed independently and in parallel.
Let MSL be the minimum sequence length. Segment the document into instances no shorter than MSL. This means that each instance consists of several complete sentences, and the length of each instance is just longer than or equal to MSL. The details of document segmentation (DS) are shown in Algorithm 1.
2) EMBEDDINGS ALIGNMENT
But with the segmentation of the document, the model loses the complete context of the document. The performance of the model will be affected. Therefore, we use the method called embeddings alignment (EA) to maintain model performance.
According to Schuster et al. [26] , for a non-homophones word, the embedding anchor is roughly at the center of the point cloud of all contextual embeddings. Define the embedding anchor for the word w i to bev w i . Therefore, add instance to batch 6.
instance ← empty list 7. else 8.
add s to instance 9. end if 10. end for 11. add instance to batch the embedding anchor is defined as shown in (7),
That is, the embedding anchor of a word is the average of all contextual embeddings in different sentences and positions. After calculating all contextual embeddings from the segmented document, embedding anchors are used to replace all the embeddings to align the embeddings in the document.
D. POSITION-BIASED WEIGHT FOR LONG DOCUMENTS
For most long documents, the author tends to write the main topic of the document, which means that the most important keyphrases often occur at the beginning of the document.
As SIFRank is a kind of bag-of-words model, it is necessary to consider the position information into the importance of candidate keyphrases in the keyphrase extraction for long document (especially those with multiple paragraphs).
In the study of Florescu and Caragea [13] , the positionbiased weight is the sum of a word's inverse position in the document. The word appearing at 2 th , 5 th and 10 th , has a weight p (w i ) = 1/2 + 1/5 + 1/10 = 0.8.
As the word frequency information has been calculated by embeddings superposition in SIF. To prevent double counting, we only consider where the candidate keyphrase first appears. The position-biased weight is the inverse of the phrases' first occurrence offset:
where p 1 is the relative position NP i first time occurrences (the order of all the candidate keyphrase), p 1 ∈ N * . µ is a hyper-parameter to optimize position-biased weight of the candidate keyphrases at the beginning, especially the first phrase, µ ∈ R * . To further narrow the gap of position-bias weight of adjacent candidate keyphrases, the softmax function is used to normalize it: In conclusion, for long document, SIFRank will be changed into the form shown in (10), we call it SIFRank+.
V. EVALUATION
In this section, we make a comprehensive evaluation of SIFRank and SIFRank+ on three public keyphrase extraction datasets.
A. DATASETS
In this paper, three public datasets, Inspec, DUC2001 and SemEval2017, are used to evaluate our model. The statistics of the three datasets are shown in table 1. The Inspec dataset has the shortest average length of documents, and the DUC2001 is the longest. It is worth noting that not all the gold keyphrases appear in the original text, and not all keyphrases can be identified as candidate keyphrases. Therefore, it is theoretically impossible to achieve 100% keyphrase extraction. The Inspec dataset [27] consists of 2000 short documents selected from scientific journal abstracts. There are 1000 documents for training, 500 for validation and 500 for test. We choose the test part to validate our model in this paper.
The SemEval2017 dataset [28] is the Task 10 in SemEval 2017 competition. It contains 493 paragraphs selected from ScienceDirect journal, covering computer science, materials science and physics. Each document is annotated with keyphrases by an undergraduate and an expert.
The DUC2001 dataset [10] consists of 308 newspaper articles from the TREC-9. The articles came from several newspapers and are divided into 30 topics.
It can be found that in table 2, documents of each topic in DUC2001 have similar keyphrases. About 18.11% (325 in 1795) keyphrases appear more than once, and the frequency sum of these keyphrases accounts for 40.75% (1011 in 2481) of the total frequency of all keyphrases. Therefore, keyphrases in DUC2001 appear more frequently in the corpus of the whole dataset, which means the frequency information counted from this dataset may not work.
B. COMPARE WITH OTHER BASELINES
We compare our model with 3 types of unsupervised keyphrase extraction methods: statistical model, graph-based model and embedding-based model. The statistical models are TFIDF and YAKE 1 [29] . The graph-based models 2 are TextRank [3] , SingleRank [10] , TopicRank [11] , Position-Rank [13] and Multipartite [12] . The embedding-based models are RVA [24] and EmbedRank [25] .
For TFIDF, n-gram window length is set to 3. For YAKE the window size is 1, deduplication threshold is 0.9, the n-gram length is 3. TextRank and SingleRank have window sizes of 2 and 10 respectively. The minimum clustering similarity threshold of TopicRank is set to 0.74. PositionRank has a window size of 10. The hyper-parameter controlling the weight adjustment strength in the Multipartite is set to 1.1. The word embeddings of RVA are generated on each single document separately by GloVe, and the reference vector is computed on the full-text (not only the title and the abstract), the dimension is 100. The EmbedRank 3 uses DBOW's Doc2Vec model trained on wikipedia corpus. 4 In the SIFRank and SIFRank+ proposed in this paper, we use the original ELMo model pre-trained by AllenNLP. 5 And we use ELMo's layer L0 when the document is shorter than 128, and ELMo's layer L1 when the document is larger than 128.
All the models use the same tools for tokenizing, part-ofspeech tagging and noun phrase chunking under the same environment. We use the Stanford CoreNLP 6 to tokenize and part-of-speech tag. Regular expression {<NN. * |JJ> * <NN. * >} is used to extract noun phrases as the candidate keyphrases.
As the number of keyphrases annotated in different documents is different, the number of keyphrases extracted N is set to 5, 10 and 15. In this paper, macro Precision (P), Recall (R) and F1 value (F1) are adopted to evaluate each model. When the extracted results are compared with the annotated results, all the words are treated with lowercase and stem processing.
As the result in table 3, the embedding-based models have obvious advantages over the graph-based models in short document datasets Inspec and SemEval2017. But for the long document dataset DUC2001, PositionRank works better than the simple embedding-based models. Our model SIFRank has the state-of-the-art result on short document Inspec and SemEval2017. Our model SIFRank+ with the position-biased weight gets the state-of-the-art result on long document dataset DUC2001.
C. PERFORMANCE OF ELMO'S DIFFERENT LAYERS
As shown in table 4, we compare the performance of different layers of ELMo.ELMo-lstm-Lx stands for using the layer Lx only. ELMo-lstm-L0L1L2 stands for using the average of 2 layers L0, L1 and L2. ELMo-Transformer stands for changing the ELMo from 2 layers biLSTM to 6 layers biTransformer, and get the average of the 6 layers [30] .
It shows that the contextual layer L1 performs best on the short dataset Inspec. The static layer L0 performs best on longer datasets SemEval2017 and DUC2001. It means that the contextual embeddings (L1 and L2) can extract the feature of word better from short text. But when run on long text, the model' performance with contextual embeddings (L1 or L2) will greatly reduce.
It can also indicate that Transformer structures are weaker for extracting word representations than LSTM on unsupervised tasks. Transformer may be more suitable for supervised tasks fine-tuning type task.
D. COMPARE WITH OTHER PRE-TRAINED LANGUAGE MODELS
We compare the effect of replacing ELMo with word embeddings of GloVe and BERT, as shown in table 5.
GloVe word embeddings are trained on Wikipedia 2014 and Gigaword 5 corpus, which are 50, 100, 200 and 300 dimensions respectively. 7 The BERT word embeddings use of the bert-as-service 8 and extracts the word embeddings generated from the secondto-last layer (-2 layer) of BERT BASE (12 layers Transformer, 768 dimensions) and BERT LARGE (24 layers Transformer, 1024 dimensions) respectively. 9 The RoBERTa is used in the same way as BERT, there are also two versions in different sizes, RoBERTa BASE (12 layers Transformer, 768 dimensions) and RoBERTa LARGE (24 layers Transformer, 1024 dimensions). 10 We use the first layer of XLNet, which shows the best performance. XLNet also has two version XLNet-Base and XLNet-Large, the difference is that they both use Transformer-XL [31] instead of Transformer. 11 Experimental results show that for most pre-trained models' word embeddings, the higher the dimension is, the better the effect of keyphrases extraction is.
The word embeddings extracted from AE language models BERT and RoBERTa with Transformer structure work well on the short Inspec dataset, while it works poorly on the long document dataset DUC2001. We also try to do the incremental pretraining on BERT and RoBERTa using the dataset corpus, but it doesn't bring a stable improvement to the model. The AR language model XLNet has little difference in performance from BERT and RoBERTa on supervised dataset such as GLUE and SQuAD (RoBERTa even performs better than XLNet), but XLNet greatly improves the performance on keyphrase extraction task. We think this is because that AE models use the artificial symbols like [MASK] during pretraining, which will cause pretrain-finetune discrepancy. Meanwhile, the keyphrase extraction algorithm proposed in our paper is an unsupervised model, it is very sensitive to this discrepancy.
Even though XLNet uses Transformer-XL which can learn longer-term dependency better than RNNs and Transformer, it still performs poorly on the long document dataset DUC2001 compared to ELMo and even GloVe. Therefore, we infer that the deeper the hidden layers, the worse the ability to extract word representations in our task (maybe the more complicated the word representation, but this is not suitable for our task).
E. ABLATION EXPERIMENT
The EmbedRank model removes the irrelevant words, remain only nouns and adjectives when calculate sentence embeddings, which can improve the model's effect. But the performance will decrease greatly when it removes this part. Cause the three evaluation indicators (P, R and F) are positively correlated when the number (N) of extracted keyphrases is determined, we selected one of them (P) to present to save the space of paper, and the following tables are the same.
In table 6 , we compare the changes in Precision of SIFRank and EmbedRank with or without removing irrelevant words. Remove ooc means to remove the out-of-consideration words.
Our SIF model performs well even without removing the out-of-consideration words, can better avoid the influence of irrelevant words, showing good robustness.
F. PARAMETER SENSITIVE EXPERIMENT
We verify the influence of hyper-parameter λ on the Precision of keyphrase extraction of the domain adaptation method on these three datasets. The number of keyphrases extracted N is 5.
The results are shown in FIGURE 2 and table 7. The best values of λ for Inspec, SemEval2017 and DUC2001 are 0.5, 0.6 and 1.0 respectively. It is observed that appropriate λ can improve the performance of the algorithm above Inspec and SemEval2017 to some extent. However, due to the particularity of DUC2001 dataset, domain words frequency statistics of this dataset does not help improve the performance.
G. PERFORMANCE OF DOCUMENT SEGMENTATION AND EMBEDDINGS ALIGNMENT
As shown in FIGURE 3, without document segmentation, the time costed by ELMo to calculate word embeddings increases rapidly as the length of the document grows. With document segmentation, and setting MSL to 16 can greatly speed up the model.
But the subsequent, through contextual word embeddings (ELMo L1 and L2 layer) decreases in the Precision of extracting keyphrases. Therefore, by the method of embeddings alignment, model's performance can be able to recover. As shown in table 8, respectively is SIFRank under full document calculation results, the result after document segmentation (DS), and the result after the document segmentation and embeddings alignment (EA).
H. CASE STUDY
To observe the difference between SIFRank and EmbedRank, we select a document in the Inspec randomly. The keyphrases' correlation scores calculated by the two models is presented by heat maps.
As shown in FIGURE 4, the phrases with bold italics and underline in the text are the annotated keyphrases. Different colors represent the correlation scores of candidate keyphrases by the two model. The heat map bar on the right shows the correlation distribution of candidate keyphrases.
It is observed that the correlation of candidate keyphrases calculated by SIFRank in this paper has a good degree of differentiation, which can distinguish irrelevant candidate keyphrases well. On the contrary, the difference between the correlation scores of different candidate keyphrases calculated by EmbedRank is not obvious. 
VI. CONCLUSION
In this paper, we propose a new baseline for unsupervised keyphrase extraction based on pre-trained language model called SIFRank. We introduce sentence embedding model SIF and the autoregressive pre-trained language model ELMo into SIFRank, which achieves state-of-the art result on short document datasets. We also speed up SIFRank while maintaining its accuracy by document segmentation and embeddings alignment. SIFRank is upgraded to SIFRank+ with position-biased weight, and its performance on long documents dataset is greatly improved.
In the future, there are still some questions that need further study. Firstly, even though different pre-trained models or layers have different characteristics, it is difficult to build an efficient ensemble unsupervised keyphrase extraction model with multiple different sub-models. In our experiments, the performance of any ensemble model is not as good as its best sub-models. Secondly, the use of position bias weight has greatly improved the model on long document dataset. Is there any other information that can be used to improve the model and how to integrate them? Whether the normalization method of weight must have the same distribution as the sentence embedding model?
