We describe results of computer simulations and sub-picosecond time-resolved fluorescence experiments on the solvation dynamics of 1-aminonapthalene and coumarin 153 in acetonitrile and methanol. Both the simulations and experiments point to the importance of fast, inertial components in the solvation response in these systems. Where direct comparisons between the experiment and simulation are possible, the agreement is found to be quite good. We also consider application of a simple theory for the solvation response in order to make some predictions about the likely importance of the inertial component in a variety of common solvents.
I. Introduction
Solution phase reactions, especially those involving charge transfer, are profoundly influenced by solvent polarity [1] . Two aspects of the solvent-reactant coupling determine this influence. In most cases, the primary effect is that solvent-solute interactions serve to modify the free energy profile for reaction. Changes in barrier heights brought about by differential stabilization of reactants relative to the transition state can lead to very large effects on reaction rates. However, this view of the solvent as providing an adiabatic "dressing" of the reaction profile is the complete story only in cases where solvation is much faster than reaction. When the response time of the solvent becomes comparable to the barrier crossing rate, non-equilibrium solvation effects also come into play. In cases of inner-sphere electron transfer, for which the reaction coordinate involves primarily solvent motions, the reaction rate may be directly controlled by the solvent response time. In other types of chargetransfer reactions, for which the reactant nuclear motions provide the intrinsic reaction coordinate, non-equilibrium solvation can be viewed as producing a friction on the reactive motion. In either instance, the time scale of solvation plays a key role in determining what the solvent's effect will be. For this reason there has been a great deal of interest in understanding the dynamics of solvation in polar liquids. The M. Maroneelli et al. 311 particular dynamics of relevance to charge-transfer reactions is the time-dependence of the solvation energy subsequent to some sudden change of the charge distribution of a solute or reacting system. This "polar solvation dynamics" has been studied intensively over the last decade. Combined application of experimental, theoretical, and simulation methods by a number of groups has lead to a reasonable understanding of many aspects of the problem [2] . One area where clarification is still needed concerns the underdamped or inertial part of the solvation response that occurs at the earliest times. In numerous computer simulations it has been found that well over 50% of the solvent's response to a charge jump takes place within the first 100 fs [3-926-28] . The presence of such a large and very rapid component to the solvation response has rather important consequences for the effect a solvent has on barrier-crossing dynamics [1] . Unfortunately, experimental verification of this fast inertial component has remained elusive. To date this fast response has been reported in only one probe/solvent combination, LDS-750 in acetonitrile studied by Rosenthal et al. [10] . No such component was apparent in the extensive studies of Barbara and coworkers who examined the behavior of simpler probe molecules in a variety of solvents [11] . One could attribute the difference to the improved time resolution achieved in the more recent measurements of Rosenthal et a/. [10] . Alternatively, one could argue that the a dominant inertial component of solvation dynamics is not as ubiquitous in experimental systems as it is in computer simulations. It may be simply that, by focusing on smallmolecule solvents and atomic or diatomic solutes, computer simulations are have overemphasized the importance of this part of the dynamics.
In this paper we describe computer simulations and experiments designed to address these possibilities and assess the importance of the inertial component of solvation dynamics in typical experimental systems. For two solvents, methanol and acetonilrile, we have attempted to provide a direct comparison between computer simulation and experiment. After describing the methodology used in Secs. II and III, in Sec. IV we present results of computer simulations of realistic models of two typical experimental solutes, 1-aminonaphthalene (1-AN) and coumarin 153 (C153; see Fig.l) . In these large molecular solutes we find that although the inertial component of the dynamics is not as pronounced as in the monatomic or diatomic solutes studied previously, it still accounts for a substantial fraction of the solvation response in methanol and acetonitrile. Experimental measurements of the dynamics of 1-AN and C153 in these two solvents are discussed in Sec. V. Improvements in time-resolution, as well as application of a new method for estimating the position of the time-zero fluorescence spectrum, provide more definitive experimental evidence for the presence of prominent fast components in the responses measured. The direct comparisons to simulation made possible with these data demonstrate that simulations are in fact capable of accurately predicting the solvation dynamics of such systems. Finally, in Sec. VI we use a recently developed model of solvation dynamics to make some predictions concerning the importance of the inertial response in a variety of common solvents other than the two studied in detail here.
H. Simulation Methods
Computer simulations were performed using methods similar to those described previously [3, 5] . The systems investigated consisted of a single solute and -256 solvent molecules. Molecular dynamics were run at constant volume and energy (T-298 K) using periodic boundary conditions with application of an approximate Ewald technique [12] to account for the long-range nature of polar interactions. Both the solutes and the solvents were represented as rigid bodies. Propagation of the solvent coordinates was performed using the basic Verlet algorithm with bond lengths and angles constrained by the SHAKE method. For the polyatomic solutes we found it more convenient to employ the quaternion method for propagating the rigid body motion [13] .
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q0 q0 ~q ~q Intermolecular potential functions for the simulations consisted of Lennard-Jones plus Coulomb interactions placed at atomic sites. For acetonitrile and methanol the potentials used were those developed in Refs. 14 and 15 respectively. The monatomic solutes, S ~ S +, and S-were modeled with LJ parameters E/kB=38 and a=3.1A, (those of an oxygen atom in ST2 water [3] ). For the polyatomic solutes, 1-AN and C153, the Lennard-Jones parameters were those recommended by Jorgensen [16] . Atomcentered charges were obtained from electrostatic potential fits to semi-empirical MNDO wavefunctions calculated using the AMPAC program package [17] . Such calculations (after a modest scaling) have been shown to provide good representations of the ground-state charge distributions of molecules obtained from ab initio calculations at the 6-31G* level [18] . As described below, equilibrium simulations were run in the presence of the ground state solute charges, which should be accurately represented by these calculations. To simulate the experimental dynamics, which involves excitation to S 1, the charge differences between S 1 and S O are also required. These differences were obtained from analogous MNDO calculations using the "EXCITED" option, which entails very limited configuration interaction. For this reason, and because the MNDO hamiltonian is not parameterized for excited-state calculations, we only consider the calculated charge differences to be illustrative of what might be expected upon electronic excitation. Fortunately, the simulated dynamics are not highly sensitive to the details of the excited state charge distribution in most cases. The ground-state charges and charge differences used for the 1-AN and C153 simulations are illustrated in Fig. 1 .
The dynamic of interest here is the solvation energy relaxation subsequent to a step-function change in the solute charge distribution {q}i --~{q}f. To monitor solvation we will use the electrostatic solute-solvent interaction energy, Eel. One way to characterize the time-dependence of solvation is with the normalized response function,
where Eel(t) denotes the time evolution of the solvation energy of the final charge state {q}f after the charge perturbation at t=0. A slightly different response is measured in the ideal fluorescence experiment. The latter monitors the time-dependent shift in the emission frequency (Eq. 6) which corresponds to measuring the difference between the solvation energies of the ground and excited states, AEeI=Eel(S1)-Eel(S0). The normalized response function of this observable is Sa (t) = AE,~ (t) -AE,,(oo) (2) AE,I (0) -AE, t (oo) ' where the time-dependence is that propagated in the presence of the S 1 charge distribution.
In the present work only results of equilibrium simulations will be discussed. Under the assumption of a linear solvation response, the non-equilibrium response functions described above are computed from certain time-correlation functions (tcfs) of electrical properties of the system in equilibrium.
In particular, the tcf corresponding to the observable response S6(t) is [3, 6] :
where <X>(~ denotes an average of the quantity X over an ensemble in equilibrium with the solute in state S 0, and ~X a fluctuation, 8X=X-<X>. For solutes composed discrete atomic charges qi this function can be written,
where v i is the electrical potential and Aqi the (S1-S0) charge difference at site i. This form allows one to consider decomposition of the total response into contributions from individual atomic sites, c (t) = < 8vi(0)Sv (t) (5) < >co
For future reference we note that for a monatomic solute subject to a charge jump the relevant tcf is identical to this single-site correlation function. In the case of a monatomic solute we will refer to this sort of tcf as Cv(t). Some comment should be made concerning the use of a linear response approach in these simulations. The Ca(t) tcf is expected to be an accurate representation of the non-equilibrium response Sa(t) for "small enough" perturbations of the solute charge distribution. Previous simulations of simple ionic solutes in water [3, 26] , acetonitrile [5] , and other solvents [19] , have shown that the linear-response treatment provides reasonably good predictions for solvation dynamics, even for jumps as large as a full electronic charge on an atom the size of oxygen [20] . One observes such linearity in spite of the fact that the change in solvation energy resulting from such a charge jump amounts to -200kT. In the present simulations, which focus on molecular solutes, the perturbations are much more modest, with changes in Eel only being on the order of 10kT. For such systems we anticipate that the assumption of a linear solvation response should be excellent. We note that the advantage of this approach is that with a single equilibrium simulation of the S O solute (which is known with confidence) one can explore how variations in the poorly determined excited-state charge distribution affect the predicted dynamics.
III. Experimental Methods
The time-resolved fluorescence measurements described in this work were made using the fluorescence upconversion technique. The method involves use of a delayed laser pulse to time-gate a short portion of the fluorescence via frequency upconversion in a non-linear crystal. Several different upconversion spectrometers were used to obtain the results discussed here. Since these instruments have been described in detail previously we only state some of the essential features. Initial experiments on 1-AN used 317 nm excitation provided by doubling the output of a CVL-amplified, synchronously pumped dye laser. The upconversion setup used with this laser employed photon counting detection and provided an instrument response of 400 fs (FWHM) as judged by the cross correlation between the UV pump and visible gate pulses [21] . For the C153 experiments, excitation (425 or 380 nm) was obtained from the doubled output of an unamplified Ti:sapphire laser. Two separate upconversion spectrometers employing reflective collection optics, one at the University of Chicago [22] and a nearly identical replica at Penn State, were used. The instrumental response of these systems was between 110-210 fs (FWHM of cross correlation signal). In all cases upconverted light was collected through a monochromator which served to fix the spectral resolution in these experiments at 4-8 nm. Samples, -10-3M in the probe solute, were circulated through a lmm thick sample cell at room temperature (-23C).
The primary data obtained from the upconversion experiments are fluorescence decays at a series of fixed wavelengths. Typically 10-15 emission wavelengths spanning the steady-state emission spectrum were collected for a given probe/solvent combination. To convert these data into time-resolved spectra and ultimately into a solvation response function entails several steps [23] . First, in order to partially deconvolve the instrumental response from the data, individual decays are fit to a sumof-exponentials form. These multi-exponential representations of the data set are then relatively normalized by comparing the integrated intensities at different wavelengths to the intensities of the steady-state emission spectrum.
This normalized and deconvolved data set then provides the emission spectrum at any time.
The function that represents the experimental equivalent of S6(t) in Eq. 2 is termed the spectral response function, Sv(t), defined by [24] ,
v(t)-v(*o)
In this expression v(t) is some frequency measure that characterizes the spectrum at time t. In order to employ all of the data in determining this frequency, the timeresolved spectra are typically fit to a log-normal line shape function and the peak or average frequency of the fitted spectrum used for v(t) [23] . In order to compare this experimental function with simulation or theory some care must be exercised in evaluating v(0) and v(oo). In the cases of interest here, for which the fluorescence lifetime is much greater than the spectral dynamics, the steady-state emission spectrum yields v(oo) directly. The situation with regard to v(0) is not as straightforward and will be discussed later. Here we only note that using a value of v(0) obtained by extrapolating time-resolved data to t=0 (as has typically been done in prior work) is inappropriate when fast components of the solvation are of interest. It is useful to consider what assumptions underlie the use of Sv(t) as an experimental measure of the solvation response. The primary assumption is that the spectral shift being observed is due only to solvent relaxation. For this to be true the charge redistribution giving rise to the shift should not involve a charge transfer reaction between multiple excited states but rather should be produced directly upon excitation [25] . For the probes 1-AN and C153 this requirement appears to be met, however, the possibility that some sort of electronic dynamics occurs at early times cannot be completely ruled out. A related requirement is that vibrational relaxation not contribute appreciably to the observed spectral shifts. Since experiments are generally performed by exciting near to the peak of the absorption spectrum rather than at the electronic origin, -2000 cm -1 of excess vibrational energy is deposited in the molecule. If this energy relaxes from the Franck-Condon active modes on a time scale similar to that of the solvation process, a substantial part of the spectral shift would result from this vibrational dynamics and not from the solvation response. In all previous experiments it has been assumed that vibrational relaxation occurs much more rapidly than solvation and is not observed. As will be discussed later, when the time resolution is pushed into the -100 fs time regime this assumption may no longer be valid.
IV. Results from Computer Simulations
In previous studies we have simulated the dynamics of solvation of small monatomic ions in a number of solvents [3, 5, 9] . Representative results are shown in Fig. 2 where we have plotted time-correlation functions of the electrical potential at the center of an uncharged atom ("S O'' ) in the three solvents methyl chloride, acetonitrile, and water. These functions are the linear response predictions (Cv(t); Eq.5) for the solvation response (Si~f(t); Eq.1) to a charge jump. The functions for all three solvents show some common features that have also been observed in simulations of other atomic and diatomic solutes in small-molecule solvents [6] [7] [26] [27] [28] . First, there is a pronounced bimodal character to the solvation response. There is a rapid part to the Cv(t ) curves that decays on a time scale between tens and hundreds of femtoseconds. This fast component is well described by a Gaussian function of the form,
Cv(t )
--exp(-~o3 t )
where to s is termed the solvation frequency, related to the t=0 curvature of the response by [5, 6, 29] ( ~2Cv J,=o" As illustrated in Fig. 2 , this initial Gaussian component often accounts for well over half of the total response. The remainder of the relaxation is accomplished by a second component which has been observed to decay on a time scale of 1-5 picoseconds in the solvents thus far examined. A final feature often found in studies of small solutes is the presence of oscillations in the response. These are quite prominent in water and less obvious but still present in other solvents such as acetonitrile. The molecular mechanisms responsible for the above features have been the subject of a number of detailed investigations [3] [4] [5] [6] [7] [8] [26] [27] [28] , which lead to the following interpretation.
The long-time part of the response involves large amplitude reorientation and translation of solvent molecules that is diffusive in nature. At least in water, methanol, and acetonitrile the time scale for this slower component of the relaxation appears to be reasonably well predicted by dielectric continuum models [30] . The fast, Gaussian component of the response and the oscillations in C(t) are a result of underdamped solvent motions. Oscillations result from intermolecular vibrational motions of solvent molecules within their nearest-neighbor cage. These motions appear to be mainly librational in nature; however, translational and rotational motions are strongly coupled. The initial Gaussian response is underdamped motion with a different origin. This motion involves what has been referred to as "freestreaming" of molecules [5, 6, 28] . What is meant by this terminology is the following. Prior to perturbation of the solute charge distribution, solvent molecules are moving with velocities distributed according to a Maxwell-Boltzmann distribution. These velocities depend only on the temperature and the inertial properties of the solvent. For sufficiently short times after the solute perturbation, the dynamics contained in the response involves nothing more than propagation of these initial velocities. Since the velocity distribution is independent of molecular interactions, the initi'a.l molecular motion is free-particle motion, even though the effect that such motion has on the solvation energy is strongly dependent upon intermolecular correlations [9] . How long this free-streaming phase of the dynamics lasts is subject to debate. The fact that the initial frequency to s suffices to determine the shape of the Gaussian component, as well as the result of independent-molecule simulations [28] , suggest that this simple dynamics accounts for much of the solvation energy relaxation in a number of systems.
We now turn to the new simulations on polyatomic solutes in acetonitrile and methanol that we have made in order to enable direct comparison to experiment. To provide perspective on the results obtained with polyatomic solutes, Figs. 3 and 4 and Table 1 display some features of the charge solvation dynamics observed with small monatomic solutes CSq") in these solvents. These solutes are roughly the size of an oxygen atom and thus they can serve as points of reference for examining the atomic contributions to the total response in the more complex solutes. As illustrated in Figs. 3 and 4 the dynamics in both solvents do depend somewhat on the solute charge. The differences appear most dramatic in methanol where large amplitude oscillations are observed for the anionic solute but not the others. Apart from this feature, the dynamics in both acetonitrile and methanol mainly differ in the time associated with the slower, diffusional part of the dynamics. In both solvents there is less than a factor of two difference in this latter time among the various solutes.
There are larger differences when one compares the dynamics of solvation of a polyatomic molecule such as 1-AN or C153 and these atomic solutes. Some aspects of the solvation of both solutes are summarized in Table 1 and a number of solvation time correlation functions are illustrated in Figs. 5 and 6 for the case of C153.
(Results for 1-AN are similar.) The simulation results to be compared to the experimental data are labeled Aq. These correspond to CA(t) functions (Eq. 4), tcfs of the charge differences between the solute electronic states. In acetonitrile the solvation frequencies (column labeled to s in Table 1 ) are 20-40% smaller than for the slowest atomic solute, S O . In methanol, a similar reduction in % is found for C153 but not for 1-AN, at least not for the Ca(t) function. The time constants associated with the long-time part of the solvent response tend to be similar to those associated with the slowest monatomic solute (S-) in each solvent. The most obvious difference between the dynamics of these polyatomic molecules and the monatomic solutes is that the amplitude of the fast part of the solvation response is smaller in the molecular versus the atomic solutes. The difference appears to arise from two effects. First, as illustrated in Figs. 5 and 6 , the single-site correlation functions (Eq. 5) in the molecular solutes have slightly less pronounced inertial components than do the correlation functions of an atomic solute. This difference, which is relatively modest, may arise from the fact that a large polyatomic solute such as C153 hinders the motion of fast shell solvent molecules to a greater extent than does a monatomic solute. But a much more important reason why the molecular solvation response is slower and shows a less pronounced inertial component is the fact that the contributions of different atomic sites are strongly correlated and these correlations increase the response time r--4.
Time (ps) . 1 ). S01abels the Cv(t) tcf of an uncharged monatomic solute and q and Aq denote composite molecular tcfs of the sort described by Eq. 4. The Aq function is directly the charge difference tcf CA(t )
which is the function to be compared to experimental fluorescence measurements. The function labeled q is the equivalent tcf with the ground state charge replacing the charge differences in Eq. 4. This article is copyrighted as indicated in the abstract. Reuse of AIP content is subject to the terms at: from that of the individual atomic sites. This effect is especially apparent in the acetonitrile data in Fig. 5 . In the case of methanol (Fig. 6 ) the molecular solvation from that of the individual atomic sites. This effect is especially apparent in the acetonitrile data in Fig. 5 . In the case of methanol (Fig. 6 ) the molecular solvation response (either the q or Aq tcf) appears to be very similar to that of the carbonyl oxygen (O16). This site is distinct from the others in showing a much slower site tcf due to the fact that it forms strong, long-lived hydrogen bonds to methanol. However, we note that due to the small charge change on this atom its contribution to Ca(t) is negligible. Here too it is mainly the correlations between sites that render the solvation different from that of an atomic solute. We are currently undertaking further simulations in an effort to understand the molecular basis for this difference between atomic and molecular solutes [31] . Presumably, the main effect is that the solvation response varies depending on the symmetry of the charge perturbation considered. In atomic solutes we have previously noted that the solvation response becomes slower and more single-particle like as one progresses from ion to dipole to quadrupole solvation [5] . Some general effect such as this must also operate in these molecular solutes, whose charge distribution (and its change with electronic state) can decomposed into multipole moments of dipole and higher order.
V. Experimental Results and Comparison to Simulation
Although the initial application of time-resolved fluorescence to study solvation dynamics was made more than twenty years ago, it has only been relatively recently that sufficient resolution has been available to measure the dynamics in most roomtemperature solvents. Castner et al. [32] reported the first -1 ps upconversion measurements using the visible probe LDS-750. The instrumental response in these experiments was 0.9-1.4 ps. In more recent work, Barbara and coworkers [2,11] have made an extensive set measurements on a variety of simple organic solvents. Continuous improvements in their instrumentation ultimately lead to instrument response times of 280 fs (FWHM). These experiments and their interpretation have been summarized in several recent reviews [2, 11] . In general, the observed spectral response curves were found to be well fit to single or bi-exponential functions with average time constants in the range 0.5-1 ps for the fastest solvents. These observations are in reasonable agreement with expectations for the diffusive part of the dynamics predicted on the basis of simple continuum models [2, 11] . However, in none of these measurements was there indication of a pronounced ultrafast component that could be associated with the inertial dynamics seen in simulation. Presumably this discrepancy is only a matter of insufficient time resolution. With a much faster visible upconversion spectrometer (cross-correlation of 125 fs), Rosenthal et al. [10] did recently observe what appears to be such a fast component in the dynamics of LDS-750 in acetonitrile. Unfortunately, LDS-750 is not an ideal probe for solvation studies [33] . In particular, its large size and complexity make it quite difficult to make direct comparisons to computer simulation. For this reason we have sought to achieve similar time resolution with simpler, UV probe molecules. We now have preliminary results obtained with the probe C153 in methanol and acetonitrile with which to make this comparison. Figure 7 shows series of time-resolved spectra of the probe C153 in propanol at low temperature and in methanol at room temperature. The propanol data were The data points denote the discrete set of frequencies at which fluorescence decays were collected. The 1-propanol was collected with a time correlated single photon counting instrument with a response time of 50 ps (FWHM). Times shown are from right to left: 0, 0.l, 0.5, 2, and 20 ns after excitation. The methanol data was recorded with an upconversion spectrometer with a 210 fs response time. Times shown are 0, 1, 2, 5, 10, 20, and 50ps. The high frequency dashed curves show the estimates of the "true t=0" spectrum and the dashed curve at lower frequencies in the methanol set is the steady-state (t=o.) spectrum.
constructed from time-correlated single photon counting data taken with an instrument having a 50 ps response time. The methanol data were obtained using an upconversion system with a 210 fs cross correlation function. Although the spectral dynamics takes place on time scales that differ by a factor of roughly 103, the qualitative features of the time-evolving spectra are remarkably similar in the two cases. To a good approximation, one observes a spectrum whose shape and width are nearly constant but whose average frequency shifts with time. Such behavior is the hallmark of solvation dynamics and it has been observed numerous times now in studies with tens of picoseconds time resolution. However, there is an important quantitative difference between the two sets of data. The extent of the observed shift is much less in the methanol data set than in the low-temperature propanol data. In the propanol data, the last time-resolved spectrum shown (leftmost curve, t=20 ns) is a reasonable approximation to the t=oo spectrum and the shift from the observed t=0 spectrum is 2100 cm -1. In the case of the methanol data, the steady state spectrum (left dashed curve), which is equivalent to the t=o, spectrum is only displaced by -1000 cm -1 from the apparent t=0 spectrum. Since the extent of the time-resolved shift should increase with increasing solvent polarity, this result is unexpected. The comparison suggests that there is a substantial part of the spectral shift that is being missed in these measurements.
A more quantitative estimate of the full spectral shift that should be present in such spectra can be made on the basis of steady-state absorption and emission data. Without going into the details, which are discussed elsewhere [34] , comparison of the spectra in polar and non-polar solvents allows one to estimate the position of the "true" t=0 spectrum of probes like C153 to an accuracy of -300 em -1. What is meant by the true t=0 spectrum here is the emission spectrum of a solute that is completely relaxed internally (i.e. vibrationally) but whose solvent environment has undergone no relaxation. Estimates of such hypothetical t=0 spectra are shown as the rightmost dashed curves in Fig. 7 . As suggested by the comparison with propanol data, more than half of the -2400 cm -1 spectral shift expected in methanol is unobserved in the present experiment. Figure 8 (top panel) illustrates the comparison between the spectral response function Sv(t) (dashed curve) derived from these data and the simulation result. There is relatively poor agreement between the two as regards the amplitude of the fast component. Whereas the simulation predicts that only 16% of the dynamics occurs with time constants faster than the instrumental response time, the experimental result appears to indicate a much larger unresolvably fast component (-50%). Also shown in Fig. 8 are results obtained with the probe 1-AN using an upeonversion spectrometer having a response time of 400 fs. Here the agreement with respect to the amplitude of the fastest dynamics is much better. For this solute the simulations indicate that 53% of the dynamics is faster than the instrument response and -50% of the anticipated shift is unaccounted for in the time-resolved spectra. Finally, Fig. 8 shows that the agreement between experiment and simulation with respect to the longer-time dynamics is excellent. Over the time window displayed here (which defines the range where we expect the simulations to be statistically meaningful) the experimental and simulated curves for both 1-AN and C153 are within uncertainties after a vertical shift in these log plots. Thus, although the time-resolution in these experiments is not sufficient to observe the fast inertial dynamics have nevertheless been able to directly compare experiment with simulation in methanol and find that the simulations do rather well.
We now turn to the experimental dynamics observed for C153 in acetonitrile. Preliminary data, taken with the highest resolution we have thus far achieved with UV excitation (110 fs response function), are shown in Fig. 9 . In contrast to what we have observed in other cases using more limited time resolution, the early-time spectra obtained here are very different in shape from the steady-state (t=,,,,) spectrum, shown as the upper dashed curve. Rather than having a broader low-frequency tail as does the steady-state spectrum and the estimated "true t--0" spectrum (lower dashed curve), the observed time-zero spectrum appears to have intensity tailing off towards the blue, into regions where we have not measured decays. steady-state fluorescence spectrum and the 9 ~ estimate of the "true t=0" spectrum respectively. The difference in shape between the early-time "~ spectra and the latter might indicate that vibrational relaxation is affecting the spectra at -, ..... , very early times.
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The presence of additional intensity in the bluer parts of the spectrum is also suggested by the lower total intensity observed in the spectrum at early times compared to what is observed at long times (i.e. at 2 ps; top spectrum). Neither the large change in shape nor this intensity increase with time are anticipated for spectral dynamics due to solvation alone. Although these data are very recent and need to be confirmed before we draw any definitive conclusions, they suggest the presence of another dynamical process at early times. A reasonable interpretation would be that the spectra are displaying the effects of intramolecular vibrational relaxation from the initially populated vibrational states of S 1. These experiments were performed with 425 nm, excitation, which is roughly 2000 cm -1 above the electronic origin. Before the modes with significant coordinate displacement relax there should be considerable intensity at the excitation frequency, which is well above the "true t--0" spectrum calculated on the basis of a vibrationally equilibrated solute. Observing vibrational relaxation in S t taking place on a 100 fs time scale seems plausible given that similar times observed in Nile blue, oxazine 1, and malachite green by Mokharti et al. [35] . We note that in a relatively early study Loring et al. [36] considered the spectral shapes generated by the combined action of both vibrational relaxation and solvation. The spectra obtained here are suggestive of the types of spectra obtained by these authors.
If it is the case that another process accounts for some of the dynamics observed at early times it is not possible to cleanly derive the solvation response from the spectra alone. However, for completeness we compare the Sv(t) curves generated assuming only solvent relaxation with the simulated results in Fig. 10 . Spectral response curves generated using two different frequency measures are shown here. These are the frequencies of the half-height points on the high (v+) and low (v_) frequency sides of the spectrum. Due to the changes in spectral shape, these two frequency measures shift to very different extents. The measure v_ shifts by roughly the amount expected for the solvation response (-2000 cm -t) while the v+ frequency shifts by only half of this amount. The dynamics reported by the two measures are similar (and similar to the MD result) only at times longer than 500 fs, by which time most of the spectral 1-~ I CH3CN C153
. 5 height points of the spectra in Fig. 9 .
Time (ps) relaxation is already over. Clearly, the solvation response function derived from these data is poorly defined and it is not possible to assess how well the simulations are doing in this case. If additional experiments confirm the presence vibrational contributions to the dynamics, further progress along these lines will require modeling of the sort discussed by Loring et al. [36] Figure 10: Comparison of the simulated solvation tcf (solid curve) of C153 in acetonitrile with two experimental estimates of Sv(t) (dashed curves). The two curves marked v+ and v. are the Sv(t) functions determined using the frequencies of the upper and lower frequency half
VI. Predictions of the Inertial Component
Given the experimental difficulties and possible ambiguities associated with measuring the fastest part of the solvation response, it is useful to turn to theoretical predictions for guidance. Theories of solvation dynamics that properly incorporate inertial solvent motions have recently been considered and are still under development by several groups [37] [38] [39] . Such theories promise to provide nearly ab initio predictions of the solvation response, at least in simple solvents. As an alternative to these more rigorous theories, we have developed a "semi-empirical" approach based on a knowledge of the rotational dynamics of individual solvent molecules [9] . Since this latter approach is much simpler to apply, we use it here to ask what should be expected for the time scale and magnitude of the inertial response in a variety of typical polar solvents.
The essential features of the model are the following. Only the simplest case need be considered --the dynamics subsequent to a charge jump in a spherical solute. We work in the linear response limit so that the dynamics of interest are the Cv(t) tcfs discussed in Sec. IV. During the "free-streaming" part of the response, which is largely responsible for the fast inertial dynamics, molecules move independently of one another. In this regime the calculation consists of merely evaluating what effect the thermal velocity distribution has on the solvation energy. By making the assumption that only rotational solvent motions are relevant to the solvation process, one can show [9] that the solvation frequency cos is related to the solvent free-rotation frequency, co I , by:
o,2 = %co~ = 8fco~ (9) where f is a dielectric factor close to unity and ~ is the solvent dipole density,
For a linear molecule col is given by
and for more complex molecules, a reasonable approximation is 1 co'-t ;
with lef t given by [40, 41] 
In these expressions p is the solvent density, k B is Boltzmann's constant, and ~1. i and lii are the solvent dipole components and principal inertial moments. Finally, for nonpolarizable solvents, the dielectric factor f is f-l= l_e~l (14) and for polarizable solvents this factor becomes [41, 42] 
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with e 0 and E** the static and "infinite" frequency dielectric constants of the solvent.
The relationship between co s and co: expressed in Eqs. 8-14 is not really a new result. Essentially these same relations have been previously discussed by several authors in connection with the so-called longitudinal solvent frequency [41] [42] [43] . We have shown that these expressions provide fairly accurate predictions of the solvation frequencies observed in a number of computer simulations [9, 43] . A more important finding is that the connection between single-particle motion and solvation dynamics extends beyond the free-streaming regime. We have shown [9] that a good first approximation to the solvation response can be calculated from
where C:(t) is the reorientational autocorrelation function of solvent molecules in the absence of the solute,
with u the dipole direction. By virtue of this relationship, one can view solvation dynamics as simply rotational dynamics of individual solvent molecules scaled by an appropriate factor 0t s. The latter quantity is a static solvent property that measures the quenching of electrostatic fluctuations as a result of inter-solvent coupling. This parameter, which is nearly equal to the solvent dipole density ~ (i.e. the solvent polarity), serves to translate between single-particle motions and their effect on the solvation energy. Some examples of the use of Eq. 15 to "predict" the solvation dynamics observed in computer simulations are provided in Fig. 11 . For the three cases shown here, as well as many others [9] , this simple relationship seems to capture the essential features of the observed solvation response. Both the time scale of the fast Gaussian decay, as well as its amplitude relative to the slower, diffusive component are reasonably reproduced. The only aspect of the dynamics that appears lacking from the predicted Cv(t) curves are the oscillations seen for example in the water case. It appears that the latter are due to dynamical correlations not accounted for by the above prescription. The success of Eq. 16 for predicting the solvation dynamics in computer solvents encourages its use in order to examine the behavior expected for typical experimental solvents. Complete prediction of the solvation response would require Cl(t). It may be that the latter function (with the requisite time resolution) will soon become available from dynamical Kerr measurements [44] . However, even without complete knowledge of Cl(t), predictions as to the time scale and likely importance of the fast, inertial component of solvation dynamics can be made. One need only examine the readily calculated quantities % and e0 s. A tabulation of these and related properties is provided in Table 2 for a variety of solvents.
The time scale of the fast inertial component is determined by the solvation frequency, (0 s. (For a Gaussian shape, its half width is given by 1.18/o~s.) In Table 2 we have arranged solvents (mostly) in order of decreasing o3 s. With the exception of water, the solvation frequencies of the majority of these solvents lie between 7-15 ps -1, implying a characteristic time for the fast solvation component of 80-170 fs. Somewhat slower times are found for the least polar solvents listed, but even here the inertial component is expected to decay on a time scale of ~300 fs. Thus, if one ignores the exceptional case of water, there is a fairly modest spread of a factor of 2-4 in the times expected for the inertial part of the solvation response. This small variation is in contrast to the much larger range of times found for the diffusive part of the dynamics. The latter are represented by the dielectric continuum times, x s, listed in Table 2 . These times vary by a factor of-200 over this collection of solvents. (c) Dielectric constants and solvation times are taken from the compilation given in M. Maroncelli, J. Mol. Liquids, in press (1993). The solvation times represent the time associated with the diffusive part of the solvation response. They are integral times calculated assuming a continuum dielectric model for ion solvation dynamics and using the most complete dielectric function of the solvents currently available.
Now consider the amplitude of the inertial part of the solvation response. The value of the translation factor 0~ s can be used to roughly assess this amplitude in the following way. Figure 11 illustrates the fact that the reorientational autocorrelation functions (C~(t)) of many solvents are similar as regards the amplitude of the initial part of the tcf, the part due to free rotational dynamics. We take acetonitrile as being representative of the usual behavior. As illustrated in Fig. 11 , in aeetonitrile molecules rotate "freely" for 10-20 ~ and Cl(t) decays to --0.9 before they undergo a velocityreversing collision. After this point further angular displacements take on a diffusional character [5] . If we make the crude assumption that (apart from a change in the time scale, t01) rotational tcfs of all solvents are the same as acetonitrile's at early times, then it can be concluded that all solvents with values of a s comparable to that of acetonitrile should show a comparable fast inertial decay in their solvation response. An examination of Table 2 shows that quite a number of highly polar solvents fall into this category and would be expected, like acetonitrile, to show prominent (>50%) inertial components.
From the above considerations we can roughly group the solvents in Table 2 into three categories with respect to their inertial solvation response. Water is unique among solvents in being both highly polar (%>10) and in having a free rotation frequency nearly an order of magnitude greater than that of other solvents. For water we expect a pronounced inertial component to occur on a -15 fs time scale, as has been seen in numerous simulation studies [3, 4, 8] . The second group of solvents includes all of the other highly polar solvents (%>10) as well as methanol, the latter by virtue of its high co 1. These solvents we expect to be similar to acetonitrile in showing a very large Gaussian component with a half width of about 100 fs. The final category consists of the less polar solvents, those with as<10. Due to their much smaller values of a s and/or relatively small values of o s, the inertial contribution to the dynamics in these solvents should be much less pronounced than in the former solvents. For example, in cases such as propanol and tetrahydrofuran, the small values of 0~ s imply an inertial component of only 20-30%. Such a small amplitude would make it difficult to experimentally distinguish the inertial component from the diffusive solvation dynamics in experiment. Finally, although the dipole density (5) is the polarity measure of direct relevance, Table 2 indicates that the dividing line between those solvents expected to have dominant inertial solvation components and those that should not seems to fall at a value of the static dielectric constant of about 30.
VII. Summary and Conclusions
In this paper we have presented some new results on the fast, inertial component of polar solvation dynamics. Computer simulations of two typical experimental probes, 1-aminonaphthalene and coumarin 153 in two solvents, acetonitrile and methanol, show large inertial components in their solvation responses. While the amplitudes and frequencies of the inertial components observed with these molecular solutes are somewhat smaller than in the atomic solutes previously studied, they still appear to play a major role in solvation. In all four cases the inertial components are found to occur on a 100 fs time scale and to account for about 50% of the solvation response. Experimental measurements in methanol show generally good agreement with the simulation results. Although we have not yet succeeded in resolving the fast inertial component in methanol [45] , we are able to estimate its magnitude with reasonable accuracy such that we can make fairly direct comparisons to simulation. In C153 the simulations appear to underestimate the amplitude of the fast component whereas in 1-AN the magnitude appears to be quite accurately predicted. Furthermore, the longer-time, diffusive part of the dynamics is well reproduced for both of the solutes. The experimental situation is less clear in the case of acetonitrile. Measurements with C153 taken with a 115 fs instrumental response yield spectra with unusual shapes at the earliest times. We conjecture that at such short times the spectra may be affected by vibrational relaxation as well as solvation dynamics. Further studies are in progress to explore this possibility. Finally, we have used an approximate theory of solvation dynamics to make predictions for when one should expect dominant inertial contributions to the solvation response. It appears that large (i.e. -50%) inertial contributions should be the norm for all highly polar solvents (e 0>30). We are beginning experimental studies of a variety of liquids in order to test this prediction.
