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''It bothers me that, according to the laws as we understand them today, it takes . . . an infinite number of logical operations to figure out what goes on in no matter how tiny a region of space, and no matter how tiny a region of time. How can all that be going on in that tiny space? Why should it take an infinite amount of logic to figure out what a tiny piece of space-time is going to do? So I have often made the hypothesis that ultimately physics will not require a mathematical statement, that in the end the machinery will be revealed and the laws will turn out to be simple, like the checker board with all its apparent complexities, '' 25 wrote Feynman in 1965 (cited from [1, p. 638]. Wolfram [2] , too, believes that there are quite simple mechanisms that 26 underlie human reasoning. He asserts that the use of memory is what in fact underlies almost every aspect of human 27 thinking. Capabilities like generalization, analogy and intuition immediately seem very closely related to the ability to 28 retrieve data from memory on the basis of similarity. 29
Already in 1966, Kac [3] had put forward the question: Can one hear the shape of a drum? In order to find an 30 answer, Kac asks for the energy in the frequency interval df . To this end, he calculates the number of harmonics which 31 lie between the frequencies f and df and multiplies this number by the energy which belongs to the frequency f , and 32 which according to the theory of quantum mechanics is the same for all frequencies. By solving the eigenvalue problem 33 of the wave equation, Kac is able to state that one can not only hear the area of a reflecting surface, its volume and 34 circumference, but also the connectivity of paths of an irregular shaped network. If the brain waves had the possibility 35 to measure and hence to know the eigenvalues of a spatially distributed information amount, they would have nearly 50 which are of one colour (e.g., red) and the rest of another colour (e.g., white). Children are asked if there are more red 51 beads or more wooden beads and are credited with class inclusion if they indicate that there are more wooden beads 52 because the red beads are included in the total class of wooden beads. Under the assumption that each simultaneous 53 value assignment requires a unit of capacity, the operation of class inclusion would require a minimum of 3 such units 54 that means a memory span of 3. It was shown by Humphreys et al. [11] that a total score on 27 Piagetian tasks was very 55 highly correlated (r ¼ 0:88) with the 14-item Wechsler IQ test. From only 13 Piagetian tasks Humphreys et al. could 56 form a test that is an excellent measure of general cognitive ability in its own right but can also add to the information 57 furnished by Wechsler Verbal and Performance IQs and academic achievement. Piagetian tasks and ordinary IQ test 58 item differ only that in Piagetian tasks this minimum of memory span to solve the task is known, in ordinary tests not or 59 not explicitly. 60
Pascual-Leone understands memory span as the maximum of discrete and equal energy units (i.e. quanta) which 61 every subject has at his disposal. In the first step of Pascual-LeoneÕs experimental procedure all subjects learned a small 62 repertoire of stimulus-response units. The responses were overlearned motor behaviours such as: raise-the-hand, hit-63 the-basket, clap-hands, etc. If a subject has a memory span of 5 and it has to keep in mind a memory set of 5 elements, 64 he cannot arrange element 1 corresponding to span or attention space 1, element 2 to span 2 and so on. This will be 65 impossible. Because access to chunks in working memory is random, the available energy quanta are not distinguishable 66 and have to be defined as bosons (i.e. indistinguishable quanta 
1 Some authors call its inverse U ( ¼ ffiffi ffi 5 p þ 1=2 ¼ 1:618033) the golden mean. We hope this will cause no confusion. The first experimental approach to determine mental processing speed in bits per second was accomplished by 108 Naylor [20] . His method of testing enabled the subjects to present to themselves a stimulus which remained as long as 109 they kept a finely balanced switch depressed. The stimuli were digits between 1 and 9 or numbers between 1 and 32 110 presented singly or in groups of two, three, four, or five. By this procedure the time was measured until the signs were 111 perceived by the subjects. The information content of one digit of the repertoire of nine possibilities was 2 3:17 ¼ 9. That 112 is, 3.17 bits. Recognition of one of the 32 possibilities ( ¼ 2 5 ) was equal to 5 bits. Thus, Naylor measured not only the 113 time between stimulus and reaction but also the amount of stimulus information. This is the prerequisite for the more 114 striking observation by Lehrl and Fischer [21] , that the results (in bits/s) are numerically equal although the repertoires 115 if signs differ. The measurement of stimuli and reaction in terms of the information unit (the bit) and physical time will 116 only reveal properties of the subject if the information content of the objective repertoire agrees with that of the 117 subjective repertoire. When a repertoire of signs (such as letters, digits or chunks) is overlearned, independently pre-118 sented signs, whether of sense or nonsense in common usage, have the same objective as subjective information. 119
Instead of applying one of the elementary cognitive tasks already mentioned, Lehrl et al. operationalised FrankÕs 120 concept of short-term memory storage capacity (in bits) by testing memory span and reading rate. The subject is simply 121 asked to read a series of mixed up letters in an undertone as quickly as possible. As soon as the subject begins to speak, 122 the stopwatch is started. The time from the first to the last spoken letter is measured. It should be documented in tenths 123 of a second, e.g., 7.3 s. When evaluating the raw scores it must be remembered that a subject can only perform full 124 binary decisions. Therefore, the recognition of a letter out of the repertoire of 27 letters, which theoretically has an 125 information content of 4.7 bits (27 ¼ 2 4:7 ) needs five binary decisions. Since each letter contains 5 bits of information, 126 the 20 letters contain 100 bits. This is divided by the time of reading to obtain the amount of information processed in a 127 second S (bits/s). For example, if the best time of a subject is 7.3 s, then S ¼ 100=7:3 (bits/s) ¼ 13.7 bits/s. By stan-128 dardising letter reading on adults, normative data are available (see Table 1 ; column mental speed). 129
Forward memory span D can be predicted on the basis of the number of simple words which the subject can read out 130 in 1.8 s. Regardless of the number of syllables, any subject in an empirical investigation by Baddeley et al. Liberson [26] had drawn the conclusion that all significant 151 channels in EEG could be n multiples of one fundamental frequency of about 3.3 Hz. According to his empirical data 152 the number of these multiples (harmonics) is nine as the maximum of memory span (see Table 1 ). Assuming these 153 numbers 1-9 to be quanta of action (as Pascual-Leone did), we again obtain a relationship between the classical for-154 mulae of quantum statistics and empirical results of both EEG and psychometric research. 155
Assuming the numbers 1-9 of memory span to be equivalent of harmonics in the sense of wave theory, the power 156 spectral density E is given by the eigenstate energy-frequency relationship E ¼ nf ðkT ln 2Þ, where f is frequency. Ac-157 cording to thermodynamics, the measurement of 1 bit of information entropy [27] requires a minimum energy of 1 158 kT ln 2, where k is BoltzmannÕs constant and T is absolute temperature. During the duration of 1 perceptual moment 1 159 bit of information is processed per harmonic. That means that 1 break of symmetry and 1 phase reversal after each 160 zero-crossing of an EEG wave corresponds with a possible 1 bit decision between two alternatives. Consequently, each 161 degree of freedom and of translation (this refers to mathematical group theory [28] underlying both mental rotation and 162 quantum mechanics) corresponds to an energy of kT =2 or its macroscopic analogon. 163
Because the frequency of EEG harmonics can be expressed as n2U Hz, for the expected latencies of harmonics 164 follows 1000 ms/n2U and for power density follows E ¼ P n2UðkT ln 2Þ. The physical term power is appropriate be-165 cause it is a measure of the ability of waves at frequency f to do work. The power spectrum to the EEG describes the 166 total variance in the amplitudes due to the integer multiples of the fundamental frequency (i.e. the first harmonic 167 1 Â 2U). In order to calculate power density in this way, the waveform must be squared and then integrated for the 168 duration of its impulse response, i.e. the duration of the transient of one complete wave packet containing all the 169 harmonics of the memory span of a given subject. 170
The relationships in Table 1 
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185 without the necessity of performing squaring and integrating operations but simply by counting the zero crossings.'' 186 The number of zero-crosses up to the P300 of evoked potentials is the upper boundof the memory span of an individual. 187
In such a way memory span has to be understood as the quantum of action of thought. The existence of a Fibonacci series and the convergence of the ratio of the winding numbers of an orbit towards If we draw a line y ¼ Ux on a graph (i.e. a line whose gradient is U) there we can see directly the binary expression of 267 the Fibonacci sequence known as the infinite Fibonacci word. Where the U line crosses a horizontal grid line (imagine 268 the discrete columns of the brain) we write 1 by the line and where the U line crosses a vertical line we write a 0. As we 269 travel along the U line from the origin we meet a sequence of 1s and 0s. The 1s in the Fibonacci string 1011010110. . . 270 occur at positions given by the spectrum of U and only at those positions [52] . Trajectories of dynamic systems whose 271 phase spaces have a negative curvature everywhere can be completely characterised by such a discrete sequence of 0s 272 and 1s. The self-similar Fibonacci string reproduces itself upon reverse mapping or decimation, both fundamental 273 properties from the point of information storage and retrieval. After decimation by a factor of the golden mean every 274 unit in the original lattice coincides precisely with a unit in the compressed lattice. From the point of view of renor-275 malization theories of physics, the decimation process is the complement of deflation or block renaming. Any 1 in the 276 Fibonacci string forces an infinite number of symbols in a characteristic quasi-periodic pattern. For any such Sturmian 277 sequence the topological structure completely determines all the Markov approximations. It means that only one 278 ergodic measure is compatible with the topological structure. 279
For computer science the Fibonacci string is no newcomer [53] . Processing of strings of symbols and string rewriting 280 is the most fundamental and the most common form of computer processing: every computer instruction is a string, and 281 every piece of data processed by these instructions is a string. A repetition in a string is a word of the form 11 or 00, 282 called a square. The frequency of such squares is a function of the logarithm of the golden mean [54] . 283
Since the fabrication of semiconductor superlattices arranged according to the Fibonacci and other sequences, there 284 has been a growing interest in their electronic properties. When a homogeneous electric field is applied perpendicular to 285 the layer plan, electronic states become localised and the energy spectrum consists of a Wannier-Stark-ladder, char-286 acterised by a sequence of metastable states of resonance separated by equal energy intervals. An initial Gaussian wave 287 packet is filtered selectively when passing through the superlattice. This means that only those components of the wave 288 packet whose wave number belong to the allowed harmonics of the fractal-like energy spectrum can propagate over the 289 lattice. Diez et al.
[55] discuss therefore, aside from the possibility of building filter-like devices, designed with Fibonacci 290 or a binary quasi-periodic sequence according to the desired application, the possibility that such a kind of system can 291 be used in processing information. Surely, the insight that our brain uses very similar physical and mathematical There can be no doubt that our brain uses for computing inherent and inborn properties of the physical universe. We 319 have or learn into the neural network of our brains the relationships between external stimuli, the integer powers of the 320 golden mean, the Fibonacci word and Lucas numbers, and we are probably able to use the relationships between the 321 Beatty sequences of e, p and U, and we use hundreds of similar relationships (many of them may still be undiscovered 322 by contemporary mathematics) between numbers for encoding and decoding information simultaneously and uncon-323 sciously by wavelets. A genius like Ramanujan gave us some closed fraction formulae which contain p, e and U all 324 together in a single equation. Together with EulerÕs famous formula e ip þ 1 ¼ 0 for the unit circle we all understand in 325 our subconsciousness these irrational numbers as rules for superposition and time reversal by folding, symmetry 326 breaking and compactification. By raising U ¼ 1 þ / to the third power , we get the Hausdorff dimension of Cantorian 327 space-time of El Naschie
236, which plays also a profound 328 role in knot theory, von NeumannÕs algebra, quasi-crystals and non-commutative geometry. But who could expect such 329 a result and such connections on the basis of deceptively simple mathematics? 330
Quantum mechanics seems to require the quantization of all physical quantities on the small scale, yet space and 331 time are still treated in most cases as a classical space-time continuum, where there are an infinite number of space 332 points between any two given locations, no matter how close. Therefore many physicists agree that the current set of 333 fundamental physical laws is incomplete. Because Hz, oscillations per second, is superficially seen only a man-made 334 measure, this seems to be the weakest point of our line of reasoning. Behind the definition of the second is the velocity of 335 light (c ¼ 299 792 458 m/s), which is the constant on which size all other physical constants depend upon and hence 336 represents the inherent speed limit that any particle information pattern is able to achieve. In this system of present-day 337 constants the Planck length has the value 1.6160 · 10 
