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Abstract
In this paper we consider four possible deﬁnitions for extending a partially deﬁned Boolean function in
which the input contains some missing bits. We show somewhat surprisingly that, for many general and
frequently used families of function classes, three of these notions of an extension are mathematically
equivalent, though such an equivalence does not hold universally, as demonstrated by several examples.
 2002 Elsevier Science (USA). All rights reserved.
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1. Introduction
A partially deﬁned Boolean function (a pdBf in short) is deﬁned by a pair of sets ðT ; F Þ such that
T ; F  Bn, where B ¼ f0; 1g. A Boolean function f : Bn 7!B is called an extension of the pdBf
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ðT ; F Þ if f ðxÞ ¼ 1 for all x 2 T and f ðxÞ ¼ 0 for all x 2 F , that is, if such an f correctly classiﬁes all
the vectors a 2 T and b 2 F . Let us denote by EðT ; F Þ the family of extensions of the pdBf ðT ; F Þ.
Evidently, the disjointness of the sets T and F is a necessary and suﬃcient condition for the ex-
istence of an extension, i.e., EðT ; F Þ 6¼ ;. It may not be evident, however, to ﬁnd out if a given
pdBf has an extension belonging to a particular class (subfamily) C of Boolean functions such as
monotone or Horn functions. This is a central problem in computational learning theory, where T
and F , respectively, represent some positive and negative examples, and the class C represents
some additional knowledge or assumption about the structure and size of the logical classiﬁer
(Boolean extension) which we try to learn from the given examples. Similar problems also arise in
other related ﬁelds such as knowledge discovery, data mining, and logical analysis of data
[1,4,5,9,11,13,16].
In practical situations the data may (and frequently do) contain some errors, making it im-
possible to ﬁnd a desired Boolean extension. Extending on earlier studies addressing classiﬁcation
errors in the input (see, e.g., [9,13]), we shall consider another type of error in this paper, in which
some binary attributes of some vectors in the given data set T [ F are missing. Such missing
information may be due to either erroneous data entry, the high cost of obtaining those com-
ponents, or, perhaps more importantly, the uncertainty rather than missing information: In many
practical situations the input contains numerical attributes (e.g., the temperature or the level of
blood sugar of a patient). Most rule based learning algorithms use this information via a (explicit
or implicit) binarization. For instance a classiﬁcation rule may involve the logical proposition X ¼
temperature > 98:5 F, indicating the presence or absence of fever in a patient. For patients with
temperature ¼ 101 F we can accept with high conﬁdence that X ¼ true, i.e., that they had a fever.
However, for a patient with temperature ¼ 99 F we should perhaps be more cautious in ac-
cepting that X ¼ true, since the value for temperature was obtained by an imprecise physical
measurement. In a more robust learning approach we might aim at ﬁnding classiﬁcation rules
which potentially use X for patients with temperature >98:5þ  or temperature <98:5 , but
will not be based on X at all for patients with 98:5 6 temperature 6 98:5þ , where  is a
given error threshold for the measurement of temperature.
To model such situations, let us consider the set M ¼ f0; 1; g and interpret the asterisk
components  of a vector v 2Mn as missing (or uncertain) bits, and let us deﬁne a partially deﬁned
Boolean function with missing bits (or in short a pBmb) as a pair ðT ; F Þ, where T ; F Mn. As we
shall see in the next section, the notion of an ‘‘extension’’ may have several diﬀerent meanings in
this case, depending on the interpretation of the missing bits in the input.
Our objective is to understand the mathematical properties of the extendibility of partially
deﬁned Boolean functions with missing bits and to arrive at useful notions providing the basis for
more robust classiﬁcation procedures, in which the learning algorithm relies less (or not at all) on
the missing or uncertain bits of the data set. We follow a pure combinatorial approach, leading us
to four diﬀerent, naturally arising notions of the extendibility of pBmbs. Two of these notions
have already been discussed in [6–8,11]. Extending those results, we show in this paper that for
several of the frequently arising function classes three of these seemingly diﬀerent notions are in
fact equivalent. We shall also demonstrate that these notions are indeed diﬀerent; i.e., their
equivalence does not hold unconditionally.
Let us remark here that, following common mathematical terminology, we shall call two
problems P1 and P2, deﬁned on the same set of input instances, equivalent if for every input
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instance these problems yield the same answer. We can note that this notion is stronger than
computational equivalence.
2. Extensions of pBmbs
Let us start with a few more necessary notations before giving the deﬁnitions. For a subset
A Mn, let SðAÞ ¼ fðv; jÞ j v 2 A; vj ¼ g be the collection of all missing bits of the vectors inA. IfA
is a singleton fvg, we shall write simply SðvÞ instead of SðfvgÞ. Clearly, Bn Mn, and v 2 Bn holds if
and only if SðvÞ ¼ ;. For a binary assignment a 2 BQ, Q  SðAÞ, let va denote the vector obtained
from v 2 A by replacing the  components belonging toQ by the binary values from a; i.e., let vaj ¼ vj
for ðv; jÞ 62 Q and let vaj ¼ aðv; jÞ for ðv; jÞ 2 Q. Let further Aa ¼ fva j v 2 Ag. For example, if A ¼
fu ¼ ð1; ; 0; 1Þ; v ¼ ð0; 1; ; Þ;w ¼ ð1; 1; ; 0Þg M4, then we have SðAÞ ¼ fðu; 2Þ; ðv; 3Þ; ðv; 4Þ;
ðw; 3Þg. For Q ¼ fðu; 2Þ; ðv; 4Þg, an assignment ðaðu; 2Þ; aðv; 4ÞÞ ¼ ð1; 0Þ 2 BQ yields Aa ¼ fua ¼ ð1;
1; 0; 1Þ, va ¼ ð0; 1; ; 0Þ, wa ¼ ð1; 1; ; 0Þg.
Let us ﬁnally associate to a given pBmb ðT ; F Þ the set S ¼ SðT [ F Þ consisting of all the missing
bits of ðT ; F Þ, and let us call ðT a; F aÞ for any a 2 BS a completion of ðT ; F Þ.
We shall consider four problems, which diﬀer in the degree of reliance on the missing bits.
One of the most basic questions one has to answer in this setting is about the existence of a
completion of a given pBmb, which has an extension belonging to a given class.
Problem. CEðCÞ. Does there exist an a 2 BS such that EðT a; F aÞ \ C 6¼ ;?
If yes, then let us call ðT ; F Þ consistent with respect to the class C and call any function
f 2 EðT a; F aÞ \ C a consistent extension of ðT ; F Þ in C.
The second, naturally arising question is about the existence of a function in the given class
which is an extension for all possible completions of the input pBmb.
Problem. REðCÞ. Does there exist a function f 2 C such that f 2 EðT a; F aÞ for all possible as-
signments a 2 BS?
If yes, then let us call f a robust extension of ðT ; F Þ with respect to C.
Clearly, in practical learning situations a negative answer for CEðCÞ is a bit more informative
than an aﬃrmative answer, since it clearly indicates that either there are further errors in the input
or a wider class than C has to be considered, regardless of the missing data parts. The aﬃrmative
answer provides more useful information for problem REðCÞ. Indeed, a robust extension pro-
vides, if one exists, a logical explanation of ðT ; F Þ regardless of the interpretation of the missing
bits. Consequently, one can use with higher conﬁdence a robust classiﬁer, than any other ex-
tension the justiﬁcation of which relies on some of the missing bits of the data set.
These two problems and some related optimization problems have been considered extensively
for various classes in [6–8,11]. In this paper we consider two further possibilities.
An intriguing possibility, somewhere in between the previous two problems, is that a pBmb
may not have a robust extension at all, despite the fact that all of its completions have extensions
in the speciﬁed class.
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Problem. FCðCÞ. Does there exist an extension fa 2 EðT a; F aÞ \ C for every a 2 BS?
If yes, then ðT ; F Þ is said to be fully consistent with respect to C.
Let us remark that though FCðCÞ does not seem to be practically important, it is an interesting
and intriguing theoretical possibility. More important, we shall see that for many of the widely
used classes C problems FCðCÞ and REðCÞ are in fact equivalent (see Section 4). These equiva-
lences not only make robust extensions, when they exist, more interesting, but also provide some
sort of uniformity (a well-known type of mathematical result, e.g. in topology, analysis of mul-
tivariate functions, logic), which in each case can be viewed as a common structural property of
the Boolean functions of the considered class.
We can also demonstrate that FCðCÞ andREðCÞ are indeed diﬀerent problems. Let us for instance
consider the family Cn consisting of all Boolean functions in n variables such that f ðxÞf ðyÞ ¼ 0 for all
pairs of binary vectors x; y 2 Bn which are exactly at Hamming distance 1. Then FCðCnÞ andREðCnÞ
are not equivalent, as the example T ¼ fð1; Þg and F ¼ ; shows for n ¼ 2. Here ðT ; F Þ clearly does
not have a robust extension in C2, while f1 ¼ x1x2 is an extension in C2 of the completion T 1 ¼ fð1; 1Þg
and F 1 ¼ ;, and f0 ¼ x1x2 is also an extension in C2 of the other possible completion T 0 ¼ fð1; 0Þg
and F 0 ¼ ;. Further classes C on which problems REðCÞ and FCðCÞ are not equivalent include the
families of threshold functions, unate functions, renamable Horn functions, and certain decom-
posable functions (see [10] for the details and precise deﬁnitions).
Let us also note here that the veriﬁcation of aﬃrmative answers for each of the previous three
problems involves the description of a (or many) Boolean function(s) f 2 C which, without further
assurances, might be computationally expensive. To see this, let us consider the pBmb ðT ; F Þ given
by T ¼ fð1; ; ; 1Þ; ð1; ; 1; 0Þ; ð0; 1; ; 1Þg and F ¼ fð0; 0; 1; 1Þ; ð1; 1; 0; 0Þg, and the family Call
consisting of all Boolean functions. Then f ðx1; x2; x3; x4Þ ¼ x1x2 _ x2x3 _ x3x4 is a robust extension
of ðT ; F Þ in Call, where x denotes the negation of x. However, to verify that f ð1; ; ; 1Þ ¼ 1 re-
gardless of the missing bits, one needs to solve a tautology problem (in this case x2 _ x2x3 _ x3  1)
which, in general, is co-NP-complete (see [14]).
Thinking of a computationally eﬃcient derivation of robust extensions, we arrive at the notion
of very robust extensions: Let us consider, without any loss of generality, Boolean functions
represented by disjunctive normal forms (or DNFs in short), i.e., by disjunctions of elementary
conjunctions. Let us further call an elementary conjunction a term. For a given pBmb ðT ; F Þ let us
call a term t a robust term with respect to a vector a 2 T , if tðaaÞ ¼ 1 for all completions aa of a,
and if tðbaÞ ¼ 0 for all possible completions ba of all vectors b 2 F . Let us note that in particular,
such a term t cannot involve a component which is missing in a. Let us ﬁnally call a function f 2 C
a very robust extension of ðT ; F Þ in C if it can be represented as the disjunction of robust terms
f ðxÞ ¼ Wa2T taðxÞ in which each term ta is robust with respect to the corresponding vector a.
Problem. VRðCÞ. Is there a very robust extension f 2 C of ðT ; F Þ?
It is immediate to see that checking whether a givenDNF is very robust for a given pBmb ðT ; F Þ is
a computationally easy task. This property makes very robust extensions a very useful family for
eﬃcient learning procedures, unless of course this notion proves to be too speciﬁc and rarely ap-
plicable.We shall show that this is not the case, and formanywidely used classesC of functions in fact
REðCÞ and VRðCÞ are equivalent (see Section 5). We can also demonstrate that such an equivalence
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does not hold in general. Let us consider for instance the family C3-DNF of all functions that can be
represented by cubic DNFs (or 3-DNFs), i.e., disjunctive normal forms in which each term involves
at most three of the variables. Then REðC3-DNF Þ and VRðC3-DNF Þ are not equivalent, as can be seen
from the example given by T ¼ fð1; 1; ; 1; 1Þg and F ¼ fð1; 1; 0; 1; 0Þ; ð1; 1; 0; 0; 1Þ; ð1; 0; 1; 1; 1Þ;
ð0; 1; 1; 1; 1Þg. This pBmb clearly does not have a very robust 3-DNF extension, since t ¼ x1x2x4x5 is
the only robust term for a ¼ ð1; 1; ; 1; 1Þ. On the other hand, the 3-DNF f ¼ x1x2x3 _ x3x4x5 is a
robust extension of ðT ; F Þ in C3-DNF . Let us add that, in fact, VRðC3-DNF Þ is clearly polynomially
decidable, while REðC3-DNF Þ is co-NP-complete (see [7]).
3. Classes of Boolean functions
For the sake of completeness and clarity, we include a short section describing the precise
deﬁnitions of the function classes considered in the remainder of the paper, even though we
suspect that many of these deﬁnitions are perhaps well known.
We shall assume that Boolean functions (functions in short) are represented either by an ex-
plicit algebraic form or by an oracle. In either case, it will be possible to compute the values of
such a function for given input vectors.
The most common representation we shall consider for a function f will be either a disjunctive
normal form, which is a disjunction of terms (elementary conjunctions of the literals, i.e., the
variables and their negations), or a conjunctive normal form (a CNF in short), which is a con-
junction of clauses (elementary disjunctions of literals).
Boolean functions are mappings f : Bn ! B, and several classes can be described directly by
some properties of these mappings, independent of the particular representation of those func-
tions. Several other classes can be deﬁned in a simpler or more natural way via some properties of
(some of) their representations (e.g., the fact that a function can be represented by a 3-DNF does
not seem to be easy to describe by means, independent of representation). Let us add that for
several interesting classes C both types of descriptions are available, always as a result of some
nontrivial mathematical property of those functions.
For two functions f and g, we shall write f 6 g and say that f is a minorant of g, or equivalently
that g is a majorant of f , if gðxÞ ¼ 1 is implied whenever f ðxÞ ¼ 1 holds. Terms that are minorants
of a function f are called its implicants, and those implicants that are maximal minorants
(maximal with respect to the partial order 6 introduced above) of f are called its prime impli-
cants. In other words, a term t is a prime implicant of f if t6 f and no other term t0 6¼ t satisﬁes
t6 t06 f . Similarly, clauses majorizing a function f are called its implicates, and those implicates
that are minimal majorants of f are called its prime implicates. It is well known that every Boolean
function f can be represented by the DNF consisting of all prime implicants of f and also by the
CNF consisting of all prime implicates of f . It is also well known that, in general, there may be
many other DNFs and CNFs representing the same function.
Let us denote by Call the family of all functions. A function is called positive (or monotone) if
f ðxÞP f ðyÞ holds whenever xP y holds (where x; y 2 Bn are vectors and P between them is
meant componentwise), and let us denote by Cþ the class of all positive functions.
Generalizing monotonicity, we can associate a partial order P b of the Boolean cube Bn to an
arbitrary vector b 2 Bn by deﬁning the relation vP b w to hold if and only if v bPw b, where
 denotes the exclusive-or operation (the componentwise mod 2 addition, e.g., ð1100Þ  ð0110Þ ¼
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ð1010Þ). In other words, P b is like the order P in which b plays the role of the zero-vector
ð0; 0; . . . ; 0Þ and b is the maximum vector. A function f is called P b-monotone if f ðxÞP f ðyÞ
whenever xP b y, and let us denote by CP b the class of all P b-monotone functions. Note that we
have Cþ ¼ CP 0 .
Generalizing monotonicity further, we can consider an arbitrary partial order  of the Boolean
vectorsBn and call a function f -monotone if f ðxÞP f ðyÞwhenever x  y. Let us denote by C the
family of all -monotone functions. Furthermore, we shall call a class C transitive if there exists a
partial order onBn such that C ¼ C. Clearly, the classes of positive functions and P b-monotone
functions are all transitive. Moreover, the class of all Boolean functions Call is also transitive, cor-
responding to the ‘‘empty’’ partial order onBn. A further example for a transitive class is Cregð¼ C3Þ
denoting the class of all regular functions, where3 is deﬁned by x3y if and only if
Pk
j¼1 xj P
Pk
j¼1 yj
for all k ¼ 1; 2; . . . ; n. Regular functions were introduced to algebraically extend the family CTH of
threshold functions (see [18]), which are deﬁned as those Boolean functions f such that sets of true
vectors (T ðf Þ ¼ fx 2 Bn j f ðxÞ ¼ 1g) and false vectors (F ðf Þ ¼ fx 2 Bn j f ðxÞ ¼ 0g) can be sepa-
rated by a hyperplane in Rn.
Some other examples for representation-independent classes are based on duality. Given a
Boolean function f , its dual f d is deﬁned by f dðxÞ ¼ f ðxÞ, where the negation of a vector
x ¼ ðx1; . . . ; xnÞ is deﬁned componentwise x ¼ ðx1; . . . ; xnÞ. A function is called self-dual (resp.,
dual-minor, dual-major) if f ¼ f d (resp., f 6 f d , f P f d), and the corresponding class is denoted by
CSD (resp., CD-major, CD-minor).
Further representation-independent classes can be obtained by taking the union of such classes.
For instance, a function f is called unate if it is P b-monotone for some vector b 2 Bn. The family
of unate functions, hence is the union of all the P b-monotone classes, Cunate ¼
S
b2Bn CP b .
Let us consider next classes deﬁned by via their representation.
DNF-classes are deﬁned via their DNF representation. Let us consider a family of terms T, and
let us deﬁne the corresponding DNF-class CT ¼ ff ðxÞ ¼
W
t2S tðxÞ j S  Tg as the collection of all
Boolean functions formed by the disjunction of a subset of terms from T. For example, if T
consists of all terms of degree at most k (elementary conjunctions involving at most k literals),
then the corresponding DNF-class is the family of k-DNFs denoted by Ck-DNF .
Another notable example for a DNF-class is the family ofHorn functions, CHorn. A function f is
called Horn if it can be represented by a DNF in which every term involves at most one negated
variable. In other words, if T is the family of terms involving at most one negated variable, then
Horn functions form the corresponding DNF-class, CT ¼ CHorn.
Let us remark that the family of Horn functions can also be characterized (see [17]) as those
functions f such that the set of their false vectors F ðf Þ  Bn is closed under taking componentwise
conjunction. Conversely, some of the classes deﬁned ‘‘naturally’’ via a representation-independent
property could also be deﬁned as aDNF-class. For example, ifT consists of all termswith nonegated
variables involved, then the corresponding DNF-class CT is the class of positive functions Cþ.
4. Equivalences between REðCÞ and FCðCÞ
In this section we shall show a series of results establishing, somewhat surprisingly, the
equivalence of problems REðCÞ and FCðCÞ, under some widely applicable conditions.
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4.1. Transitive classes
Let us ﬁrst recall a very useful common characterization of transitive classes, namely that they
are exactly those subsets C  Call which are closed under conjunction and disjunction, i.e., for
which f ; g 2 C implies both f ^ g 2 C and f _ g 2 C (see [2]).
Theorem 1. Let us assume that the class C is transitive and that the pBmb ðT ; F Þ is fully consistent
with C. Then, ðT ; F Þ also has a robust extension, implying that REðCÞ and FCðCÞ are equivalent for
all transitive classes, including most notably Call, Cþ, Cregular, and CP b for all b 2 Bn.
Proof. By the assumption of full consistency, for every pair a 2 BSðT Þ and b 2 BSðF Þ, there exists an
extension fa;b 2 C \ EðT a; F bÞ. Let us then consider the Boolean function f deﬁned by
f ¼
_
a2BSðT Þ
^
b2BSðF Þ
fa;b
0
@
1
A:
We claim that f is a robust extension of ðT ; F Þ in the class C.
The membership f 2 C follows from our assumption that C is transitive, implying that it is
closed under conjunction and disjunction by the above cited result in [2].
To see that f is a robust extension of ðT ; F Þ, let us ﬁrst consider a vector a 2 T and an arbitrary
assignment a 2 BSðT Þ. Since aa 2 T a , we have Vb2BSðF Þ fa;bðaaÞ ¼ 1 by the fact that fa;b 2 EðT a ;
F bÞ for all b 2 BSðF Þ. Thus f ðaaÞ ¼ 1 is implied, for all a 2 BSðT Þ.
Analogously, for a vector b 2 F and an assignment b 2 BSðF Þ we can observe ﬁrst that
fa;bðbbÞ ¼ 0 holds for all a 2 BSðT Þ, implied again by fa;b 2 EðT a; F bÞ. Thus, in this caseV
b2BSðF Þ fa;bðbb
Þ ¼ 0 follows for all a 2 BSðT Þ, implying hence f ðbbÞ ¼ 0, for all b 2 BSðF Þ.
These two observations then show that f is indeed a robust extension of ðT ; F Þ.
Since the existence of a robust extension always implies full consistency, the statement fol-
lows. 
Let us add that the above result cannot be strengthened for classes which are closed under
conjunctions, but not necessarily closed under disjunctions, as shown by the example Cn in Section
2.
4.2. Subfamilies of transitive classes
Let us consider next some special transitive families. We shall say that a partial order  on Bn is
cube-lattice like if there is a unique -maximum and a unique -minimum in any subcube of Bn,
or equivalently, if for every term t, there are unique vectors u; v 2 T ðtÞ such that u  w  v holds
for all w 2 T ðtÞ (where T ðtÞ ¼ fv 2 Bn j tðvÞ ¼ 1g). Let us note that all partial orders mentioned in
Section 3 (P b for b 2 Bn, 3, etc.) are cube-lattice like, and there are many others. For instance, an
arbitrary permutation of the 2n vertices of Bn, viewed as a linear order, is cube-lattice like.
To every vector a 2Mn we shall associate the subcube BðaÞ ¼ faa j a 2 BSðaÞg of Bn, consisting
of all completions of a. Given a vector a 2Mn and a cube-lattice like partial order  on Bn, let us
denote by aþ 2 BðaÞ (resp., a 2 BðaÞ) the unique -maximal vector (resp., the unique -minimal
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vector) in the subcube BðaÞ. Furthermore, for any subset A Mn let us introduce the notation
Aþ ¼ faþ j a 2 Ag and A ¼ fa j a 2 Ag for the corresponding subsets of Boolean vectors.
With these notations, we can state the following generalization of Lemma 2 in [7]:
Lemma 1. If C  C for a transitive class C defined by a cube-lattice like partial order , then a
function f 2 C is a robust extension of a pBmb ðT ; F Þ if and only if it is an extension of the
pdBf ðT; F þÞ.
Proof. Since T ¼ T a for some a 2 BSðT Þ, and F þ ¼ F b for some b 2 BSðF Þ, it follows that any
robust extension of ðT ; F Þ will be an extension of ðT; F þÞ, by the deﬁnition of a robust extension.
To see the reverse direction, let us assume that f 2 EðT; F þÞ \ C. Since all functions in C are -
monotone, and since aa  a holds, we have f ðaaÞP f ðaÞ ¼ 1 implied for all a 2 T and
a 2 BSðT Þ. Similarly, bb  bþ and f ðbþÞ ¼ 0 implies f ðbbÞ6 f ðbþÞ ¼ 0 for all b 2 F and b 2 BSðF Þ.
Hence, this function f is also a robust extension of ðT ; F Þ in C. 
This lemma immediately implies the following statement.
Theorem 2. If the class C is a subset of a transitive class C where  is a cube-lattice like partial
order, then problems REðCÞ and FCðCÞ are equivalent. Thus, these problems are equivalent in
particular for any subfamily of Cþ, Cregular, and CP b for any b 2 Bn.
Proof. Indeed, if the pBmb ðT ; F Þ is fully consistent with the class C, then the pdBf ðT; F þÞ has an
extension f 2 C \ EðT; F þÞ. This f will then be a robust extension of ðT ; F Þ in C by Lemma 1.
The converse direction is obvious by the deﬁnitions. 
Let us remark that Theorems 1 and 2 are incomparable statements, since a subset of a transitive
family may not be transitive and since not all transitive families are deﬁned by cube-lattice like
partial orders.
4.3. DNF-classes
Let us consider next DNF-classes.
Theorem 3. If a pBmb ðT ; F Þ is fully consistent with a DNF-class CT, then ðT ; F Þ has a robust
extension in CT, implying that problems REðCÞ and FCðCÞ are equivalent for allDNF-classes, thus in
particular for Call, Cþ, Ck-DNF , and CHorn.
Proof. Let us observe ﬁrst that given a true vector a 2 T , and an assignment a 2 BSðaÞ, each false
vector b 2 F has a unique assignment b ¼ bðaÞ 2 BSðbÞ minimizing the Hamming distance between
the Boolean vectors aa and bb.
Let us ﬁx an arbitrary vector a 2 T and an assignment a 2 BSðT Þ, and deﬁne b 2 BSðF Þ as the
unique assignment which coincides with bðaÞ 2 BSðbÞ for all b 2 F . Such an assignment obviously
can be constructed by concatenating the bðaÞ assignments for b 2 F , since the sets SðbÞ for b 2 F
are pairwise disjoint.
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Since ðT ; F Þ is fully consistent with CT by our assumption, there exists a Boolean function
g 2 CT \ EðT a; F bÞ. Since aa is a true vector of such an extension, g must have a term ta;a 2 T for
which ta;aðaaÞ ¼ 1.
We claim that ta;aðbbÞ ¼ 0 holds for all b 2 F and b 2 BSðF Þ. To see this, let us observe that for
every vector b 2 F there must be a literal in ta;a at which bb and aa are diﬀerent, since otherwise
ta;aðbbÞ ¼ ta;aðaaÞ ¼ 1 would follow, contradicting the fact that g is an extension of the pdBf
ðT a ; F bÞ. Then this literal does not correspond to any component of SðbÞ, otherwise we could
switch its value in b to decrease the Hamming distance to aa. Thus, this literal does not agree with
any bb for b 2 BSðF Þ, and hence the claim follows.
Then, the Boolean function deﬁned by
f ¼
_
a2T ;a2BSðT Þ
ta;a
is a robust extension of ðT ; F Þ in CT. Indeed, the equations f ðbbÞ ¼ 0 hold for all b 2 F and
b 2 BSðF Þ according to the above claim. Furthermore, for a true vector a 2 T and an arbitrary
assignment a 2 BSðT Þ we have f ðaaÞ ¼ 1 implied by ta;aðaaÞ ¼ 1. 
Theorems 1–3 together with the complexity results for problem REðCÞ in [11] imply the fol-
lowing statement.
Corollary 1. Problem FCðCÞ is polynomially decidable for C ¼ Call, Cþ, Cregular, Cþk-DNF ðfor any fixed
kÞ, Ck-DNF ðfor k ¼ 1; 2Þ, CHorn, CþSD, CþD-minor, and CþD-major ðwhere CþX ¼ Cþ \ CX denotes the class of
positive functions in CX Þ. Furthermore FCðCkDNF Þ is co-NP-complete for any kP 3.
4.4. Dual comparable functions
Let us turn our attention to self-dual, dual-minor, and dual-major functions. Let us recall (see,
e.g., [9]) that a pdBf ðT ; F Þ (with T \ F ¼ ;) has a self-dual extension if and only if T \ T ¼ ; and
F \ F ¼ ;, where for a subset X  Bn the set X is deﬁned by X ¼ fx ¼ ðx1; x2; . . . ; xnÞ j x 2 Xg.
Stating it formally:
EðT ; F Þ \ CSD 6¼ ; () T \ F ¼ ;; T \ T ¼ ; and F \ F ¼ ;:
Similarly, necessary and suﬃcient conditions for the dual-minor and dual-major classes are also
known and can be stated as
EðT ; F Þ \ CD-minor 6¼ ; () T \ F ¼ ; and T \ T ¼ ;; ð1Þ
EðT ; F Þ \ CD-major 6¼ ; () T \ F ¼ ; and F \ F ¼ ;: ð2Þ
Note that each of the right-hand side conditions above is easy to check by looking at the vectors in
T or in F , one-by-one.
Let us also recall (see, e.g., [11]) that by deﬁning ½X  ¼ fxa j x 2 X and a 2 BSðxÞg  Bn for
subsets X Mn, the robust extendibility of a pBmb ðT ; F Þ (satisfying ½T  \ ½F  ¼ ;) can similarly
be characterized for these classes as:
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EðT ; F Þ \ CSD 6¼ ; () ½T  \ ½F  ¼ ;; ½T  \ ½T  ¼ ; and ½F  \ ½F  ¼ ;;
EðT ; F Þ \ CD-minor 6¼ ; () ½T  \ ½F  ¼ ; and ½T  \ ½T  ¼ ;;
EðT ; F Þ \ CD-major 6¼ ; () ½T  \ ½F  ¼ ; and ½F  \ ½F  ¼ ;:
Here again, testing the right-hand side conditions can be done eﬃciently.
Theorem 4. Problems REðCÞ and FCðCÞ are equivalent for C ¼ CSD ðresp., CD-minor and CD-majorÞ, if
ð; ; . . . ; Þ 62 T [ F ðresp., ð; ; . . . ; Þ 62 T and ð; ; . . . ; Þ 62 F Þ.
Proof. Because all these proofs are similar, we only include here the proof for dual-minor func-
tions. Analogous proofs can easily be obtained for the other cases.
Since the existence of a robust dual-minor extension of a pBmb ðT ; F Þ implies, by the deﬁni-
tions, the full consistency of ðT ; F Þ with the class CD-minor, we only show here that the full con-
sistency of a pBmb ðT ; F Þ with CD-minor implies that EðT ; F Þ \ CD-minor 6¼ ;.
Let us assume now that a given pBmb ðT ; F Þ satisﬁes ð; ; . . . ; Þ 62 T and is fully consistent
with CD-minor, which implies that for every a 2 BSðT Þ and b 2 BSðF Þ the pdBf ðT a; F bÞ has a dual-
minor extension. According to (1), this means that
T a \ F b ¼ ; and T a \ T a ¼ ; ð3Þ
holds for all a 2 BSðT Þ and b 2 BSðF Þ. Thus, ½T  \ ½F  ¼ ; follows by the ﬁrst half of (3).
Let us observe next that the second half of (3) immediately implies that aa11 6¼ aa22 holds for all
a1 2 BSða1Þ and a2 2 BSða2Þ, whenever a1 6¼ a2, a1; a2 2 T . Since aa 6¼ aa0 also holds for all a 2 T and
a; a0 2 SðaÞ by the assumption ð; ; . . . ; Þ 62 T , the relation ½T  \ ½T  ¼ ; is implied, and therefore
EðT ; F Þ \ CD-minor 6¼ ; follows. 
Theorem 5. Problems REðCÞ and FCðCÞ are polynomially decidable for C ¼ CSD, CD-minor, and
CD-major.
Proof. Similarly to the previous theorem, we shall only consider the case of dual-minor functions.
Since REðCD-minorÞ is polynomially solvable (see [9]), we need to consider the problem FCðCD-minorÞ
only in the case of ð; ; . . . ; Þ 2 T . Then, by (3), we can easily see that a pBmb ðT ; F Þ in this case
is fully consistent with CD-minor if and only if F ¼ ; and j T j¼ 1 (i.e., T ¼ fð; ; . . . ; Þg). Since the
latter condition can be checked in polynomial time, this completes our proof. 
4.5. Characteristic vector representations
We shall ﬁrst review the monotone theory of Boolean functions, as described in [12]. For a
Boolean function f , denote by T ðf Þ and F ðf Þ the sets of all true and false vectors of f ,
respectively. Let us deﬁne a Boolean function Mb½z , the so-called monotone extension of
the vector z 2 Bn with respect to another ﬁxed vector b 2 Bn, by deﬁning its set of true vectors
as
T ðMb½z Þ ¼ fv 2 Bn j vP bzg: ð4Þ
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The monotone extension of a function f with respect to the vector b 2 Bn is deﬁned as
Mb½f  ¼
_
z2T ðf Þ
Mb½z : ð5Þ
It is known [12] that an arbitrary function f can be characterized as
f ¼
^
b2Bn
Mb½f  ¼
^
b2F ðf Þ
Mb½f  : ð6Þ
Let us note that on the right-hand side of (6), one may not need all the vectors b 2 F ðf Þ to
represent f , that is, f ¼ Vb2BMb½f  may hold for some subset B  F ðf Þ. This leads to the fol-
lowing deﬁnition (see, e.g., [12]). A set of vectors B  Bn is called a basis for a function f if
f ¼ Vb2BMb½f  holds. Furthermore, a subset B  Bn is called a basis for a class of functions C if it
is a basis for all the functions in C. Clearly, Bn and F ðf Þ are bases for any function f , according to
(6), and Bn is a basis for any class C of Boolean functions.
Bases are known for various classes of Boolean functions. For instance, it is known that for the
class CCNF -Horn ¼ ff j f 2 CHorng of Horn CNFs (functions that can be represented by a CNF in
which every clause contains at most one positive literal), the set
BCNF -Horn ¼ b
Xn
j¼1
bj

8<
: P n 1
)
ð7Þ
is a basis (see, e.g., [15]).
Let us now consider a class C of functions and assume that BC is a nonempty basis for C such
that f 6¼ Vb2BC Mb½f  holds for any function f 62 C. In other words, assume that
f 2 C if and only if f ¼
^
b2BC
Mb½f  : ð8Þ
Note that not all classes of Boolean functions have such a basis. For example, any class C not
containing the constant 1 function does not satisfy (8), since 1 ¼ Vb2BC Mb½1 holds for every
nonempty basis BC. In other words, 1 2 C is a necessary condition for a class C to have a basis B
satisfying (8).
On the other hand, condition (8) is known to be satisﬁed for several CNF-classes. For example,
for the families of clauses Ck1¼ {clauses containing at most k positive literals}, and Ck0¼ {clauses
containing at most k negative literals}, the corresponding CNF-classes CCk0 and CCk1 do have bases
satisfying condition (8) (see, e.g., [15]). These classes, the so-called k-quasi Horn and k-quasi re-
verse Horn CNFs, contain, as special cases corresponding to k ¼ 1, the better known families of
Horn and reverse Horn CNFs.
Theorem 6. If C is a class of functions which has a nonempty basis BC satisfying (8), then REðCÞ and
FCðCÞ are equivalent problems.
Proof. Since the existence of a robust extension implies full consistency by the deﬁnitions, we shall
prove only the nontrivial implication.
Let us assume that C is a class which has a nonempty basis BC satisfying (8), and let us consider
a pBmb ðT ; F Þ which has no robust extension in the class C. We shall show that in this case ðT ; F Þ
is not fully consistent with C, either. This then will imply the theorem.
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For this end, let us note that the pBmb ðT ; ;Þ has a robust extension in C, since the constant 1
function is an obvious robust extension of it, which belongs to C, as we observed above. We claim
that the pBmb ðT ; ;Þ has a unique minimal robust extension f 2 C, deﬁned by
f ¼
^
b2BC
_
a2T ;a2BSðaÞ
Mb½aa 
0
@
1
A: ð9Þ
Here f 2 C is called a minimal robust extension of a pBmb if no g 2 C with g < f is a robust
extension of it. It is clear that f is a robust extension of ðT ; ;Þ. Moreover, for any robust extension
g 2 C of ðT ; ;Þ, gPMb½aa must hold for all a 2 T , a 2 BSðaÞ, and b 2 BC, because of (5) and the
deﬁnitions of a robust extension and of a basis for the class C. Thus, gP f follows. Let us ﬁnally
show f 2 C, which completes our claim.
Mb½f  ¼
_
a2T ;a2BSðaÞ
Mb½aa ð10Þ
follows by (5) and (9) for any b 2 BC, and thus we have
f ¼
^
b2BC
Mb½f  
by (9). Assumption (8) therefore implies that f 2 C.
For an arbitrary vector b 2 Bn, let us denote by ab 2 BSðT Þ the unique assignment for which
aab 6 baa holds for all a 2 T and a 2 BSðT Þ. Then we have Mb½f  ¼
W
a2T Mb½aab  , implied by (10)
and the selection of the assignments ab for b 2 BC. Thus, we obtain
f ¼
^
b2BC
_
a2T
Mb½aab  
 !
ð11Þ
implied by the fact that BC is a basis for f 2 C.
Since, by our assumption, this function f cannot be a robust extension of ðT ; F Þ, there must
exist d 2 F and d 2 BSðdÞ such that f ðddÞ ¼ 1. Thus, by (11), for every b 2 BC there exists a vector
ab 2 T such that Mb½aabb  ðddÞ ¼ 1; i.e.,
dd P ba
ab
b : ð12Þ
Let us then consider arbitrary assignments a 2 BSðT Þ and b 2 BSðF Þ such that b agrees with d on
SðdÞ, and aðv; jÞ ¼ ddj whenever ðv; jÞ 2 SðabÞ for all b 2 BC. Then, by (12) the inequalities
db

P baa

b P ba
ab
b ð13Þ
hold for all b 2 BC.
With this deﬁnition, we claim that the pdBf ðT a ; F bÞ does not have an extension in C. This then
implies that ðT ; F Þ is not fully consistent with respect to the class C.
To see this claim, let us observe that an arbitrary function g 2 C, for which T ðgÞ " T a holds,
satisﬁes the relations
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g ¼
^
b2BC
Mb½g ¼
^
b2BC
_
z2T ðgÞ
Mb½z 
 !
P
^
b2BC
_
a2T a
Mb½a 
 !
P
^
b2BC
Mb½aab  P
^
b2BC
Mb½aabb  
and thus gðdbÞ ¼ 1 follows by (13). This proves that g is indeed not an extension of ðT a ; F bÞ. 
5. Very robust extensions
Very robust extensions play a computationally important role, since when they exist, they can
eﬃciently be constructed. For instance, we shall show below that for most DNF-classes C, if
REðCÞ can be solved in polynomial time, then a very robust extension can also be provided at the
same time.
Let us recall that a term
tðx1; . . . ; xnÞ ¼
^
j2P
xj
^
j2N
xj
is called a robust term with respect to a 2 T for a pBmb ðT ; F Þ, if tðaaÞ ¼ 1 for all a 2 BSðaÞ, and
tðbbÞ ¼ 0 for all b 2 F and b 2 BSðbÞ. For a vector v 2Mn, let us introduce the notations ONðvÞ ¼
fj j vj ¼ 1; j ¼ 1; 2; . . . ; ng andOFF ðvÞ ¼ fj j vj ¼ 0; j ¼ 1; 2; . . . ; ng. Then the above condition can
be written as
P  ONðaÞ and N  OFF ðaÞ; and ð14Þ
P \ OFF ðbÞ 6¼ ; or N \ ONðbÞ 6¼ ; for every vector b 2 F : ð15Þ
Since both of these conditions are independent of the assignments to missing bits of ðT ; F Þ,
checking these conditions is quite straightforward. Therefore, verifying that a given DNF is a
very robust extension of a pBmb ðT ; F Þ can be done in linear time in the size of ðT ; F Þ. It is
also clear from the deﬁnition that in a very robust extension one never needs more than j T j
terms.
Furthermore, looking at conditions (14) and (15), it is easy to see that ﬁnding a robust term for
a given pBmb ðT ; F Þ and vector a 2 T with some additional properties (related to the membership
in the target class C) reduces in most cases to a feasibility question in an associated set covering
problem, and hence it is computationally tractable. Thus, the above immediately implies the
following statement.
Theorem 7. Problem VRðCÞ can be solved in polynomial time for C ¼ Call, for C ¼ CP b for all b 2 Bn
ðthus in particular for C ¼ CþÞ; for C ¼ CHorn ðand for all related classes, such as k-quasi Horn and k-
quasi reverse Horn for any fixed kÞ, and for C ¼ Ck-DNF with k fixed.
To obtain another general result about very robust extensions, let us observe ﬁrst the following
useful property of such terms.
Lemma 2. If f is a robust extension of the pBmb ðT ; F Þ, then for every vector a 2 T , f has a prime
implicant ta6 f , which is a robust term with respect to a.
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Proof. For a vector a 2Mn, deﬁne a term t0a by
t0a ¼
^
j2ONðaÞ
xj ^
^
j2OFF ðaÞ
xj: ð16Þ
Since f is a robust extension, for each a 2 T , t0a is an implicant of f (note that f ðaaÞ ¼ 1 for all
a 2 BSðaÞ). Let ta be a prime implicant of f such that ta P t0a. Clearly this ta satisﬁes (14), and any
implicant of f must satisfy (15). This completes the proof. 
Given Boolean functions f and g, we shall call g a minor of f and will denote it by g v f , if g
can be represented by a disjunction of some of the prime implicants of f . Let us then call a class C
minor closed if f 2 C and g v f imply g 2 C.
As it is easy to see, Lemma 2 implies the equivalence ofREðCÞ andVRðCÞ forminor closed classes.
Theorem 8. If C is aminor closed class, and a givenpBmb ðT ; F Þ has a robust extension in C, then it also
has a very robust one in the same class. Thus problems VRðCÞ and REðCÞ are equivalent for all minor
closed families, including Call, CP b for all b 2 Bn ðthus in particular CþÞ, C2-DNF , CHorn, Cunate, and CD-minor.
Proof. Let us assume that ðT ; F Þ is a pBmb which has a robust extension f 2 EðT ; F Þ \ C. By
Lemma 2, for each a 2 T , there exists a prime implicant ta of f such that ta is a robust term with
respect to a. Therefore, the disjunction of these terms ta represents a very robust extension of
ðT ; F Þ since it is a minor of f , and hence it belongs to C.
Since a very robust extension is also robust, the statement follows by an easy veriﬁcation that
those classes are indeed minor closed. 
Let us add that there are several other minor closed families in the literature for which Theorem
8 could also be applied, including Cr-Horn the family of renamable Horn functions (i.e., those which
become Horn after changing the polarity of some of their variables) and q-Horn functions (see,
e.g., [3]).
Besides Theorem 7, we have the following complexity results following from Theorem 8 and
from [11].
Theorem 9. Problem VRðCÞ is polynomially solvable for C ¼ CD-minor, while it is NP-hard for
C ¼ Cr-Horn and Cunate.
Since problems REðCÞ and FCðCÞ are equivalent for all DNF-classes by Theorem 3, Theorem 8
implies the following immediate corollary.
Corollary 2. For the DNF-classes C ¼ Call, CHorn, Cþ, and C2-DNF , problems VRðCÞ, REðCÞ, and
FCðCÞ are all equivalent.
6. Complexity of FCðCTHÞ
It is known [11] that the problems REðCTHÞ and FCðCTHÞ are not equivalent and REðCTHÞ is
polynomially solvable. In this section, we show that FCðCTHÞ is co-NP-complete, which implies
that REðCTHÞ and FCðCTHÞ are even computationally nonequivalent, unless P¼NP.
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Let us recall ﬁrst that a pdBf ðT ; F Þ has a threshold extension if and only if there exist nþ 1 real
numbers w1;w2; . . . ;wn and w0 such that:Xn
j¼1
wjaj Pw0 for all a 2 T ; and ð17Þ
Xn
j¼1
wjbj < w0 for all b 2 F : ð18Þ
It is well known that this condition is also equivalent to the disjointness of their respective convex
hulls,
convðT Þ \ convðF Þ ¼ ;; ð19Þ
where convðX Þ denotes the convex hull of the set X in the n-dimensional real space.
Theorem 10. Problem FCðCTHÞ is co-NP-complete, even if j SðaÞ j 6 1 holds for all a 2 T [ F .
Proof. First we show that FCðCTHÞ belongs to co-NP. By (19), a pBmb ðT ; F Þ is not fully con-
sistent with the class CTH if and only if there exists an assignment a 2 BS such that
convðT aÞ \ convðF aÞ 6¼ ;. Therefore, FCðCTHÞ is in co-NP, since the last condition can be checked
in polynomial time (for instance by linear programming).
To prove the completeness, we reduce the following NP-complete problem to the complement
of our problem (see, e.g., [14]).
Problem Exact Cover.
Input: A hypergraph H ¼ ðV ;HÞ such that V ¼ f1; 2; . . . ; ng and H ¼ fE1;E2; . . . ;Emg, where
E  V for all E 2 H .
Question: Is there an H   H that exactly covers V (i.e., E \ E0 ¼ ; for all E 6¼ E0 2 H  andS
E2H E ¼ V ) ?
We may assume without loss of generality that any H  that exactly covers V contains E1. This
does not aﬀect the NP-hardness of the problem, as it can be seen easily, since we can always
modify the input by including one more hyperedge, E1, that is disjoint from all other hyperedges
of H .
Let V1 ¼ fnþ 1; nþ 2; . . . ; nþ mg and V2 ¼ fnþ mþ 1; nþ mþ 2; . . . ; nþ 2mg and let W ¼ V
[ V1 [ V2. We shall denote by ðR; SÞ the vector v 2MW with ONðvÞ ¼ R and SðvÞ ¼ fðv; jÞ j j 2 Sg.
(Then OFF ðvÞ ¼ W n ðR [ SÞ; thus in particular, v ¼ ðR; ;Þ denotes a binary vector.) Let us deﬁne
a pBmb ðT ; F Þ by the following T ; F MW :
T ¼ fað1Þ ¼ ðV [ fnþ 1g [ fnþ mþ 1g; ;Þg [ faðiÞ ¼ ðfnþ mþ ig; fnþ igÞ; i ¼ 2; 3; . . . ;mg;
F ¼ fbð0Þ ¼ ð;;;Þg [ fbð1Þ ¼ ðE1 [ fnþ 1g [ V2;;Þg [ fbðiÞ ¼ ðEi [ fnþ ig;;Þ; i ¼ 2;3; . . . ;mg:
For this pBmb we have j SðaÞ j 6 1 for all a 2 T and SðF Þ ¼ ;. Thus, we write simply F instead of
F a, in the following.
We claim that this ðT ; F Þ is not fully consistent with CTH if and only if an exact cover H   H
exists. This will then imply the theorem.
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First, we show the ‘‘only-if’’ part of the above claim. Let us assume that for an assignment
a 2 BSðT Þ the pdBf ðT a; F Þ has no threshold extension. It follows from (19) that there exist non-
negative real numbers hi (i ¼ 1; 2; . . . ;m) and gi (i ¼ 0; 1; . . .m) such thatXm
i¼1
hi ¼ 1; ð20Þ
Xm
i¼0
gi ¼ 1; ð21Þ
Xm
i¼1
hiaaðiÞ ¼
Xm
i¼0
gibðiÞ: ð22Þ
By comparing the corresponding components on the two sides of (22), we now derive the exact
values of hi and gi. Looking ﬁrst at the components corresponding to V2, we ﬁnd
ONðbð1ÞÞ \ V2 ¼ V2; and ONðbðiÞÞ \ V2 ¼ ; for i ¼ 0; 2; . . . ;m; ð23Þ
on the right-hand side and
ONðaaðiÞÞ \ V2 ¼ fnþ mþ ig for i ¼ 1; 2; . . . ;m ð24Þ
on the left-hand side of (22). Thus, the equalities between these components in (22) imply
g1 ¼ hi for i ¼ 1; 2; . . . ;m;
from which
g1 ¼ hi ¼
1
m
for i ¼ 1; 2; . . . ;m ð25Þ
follows by (20). Looking next at the components corresponding to V1, we have
ONðbð0ÞÞ \ V1 ¼ ; and ONðbðiÞÞ \ V1 ¼ fnþ ig for i ¼ 1; 2; . . . ;m ð26Þ
on the right-hand side, while ONðaað1ÞÞ \ V1 ¼ fnþ 1g and
ONðaaðiÞÞ \ V1 ¼
fnþ ig if aðaðiÞ; nþ iÞ ¼ 1;
; otherwise;

for i ¼ 2; 3; . . . ;m ð27Þ
are standing on the left-hand side of (22). From the equalities between these components, and
from (25) it follows that
gi ¼
1
m if aðaðiÞ; nþ iÞ ¼ 1;
0 if aðaðiÞ; nþ iÞ ¼ 0:

for i ¼ 2; 3; . . . ;m ð28Þ
Then from these and (21) g0 ¼ 1
Pm
i¼1 gi P 0 follows.
Let us deﬁne now a family H   H by
H  ¼ Ei gi


¼ 1
m
; i ¼ 1; 2; . . . ;m

;
and let us prove that H  is an exact cover of H . For this, let us ﬁnally compare the components on
the two sides of (22), corresponding to the set V . On the left-hand side we ﬁnd
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ONðaað1ÞÞ \ V ¼ V and ONðaaðiÞÞ \ V ¼ ; for i ¼ 2; 3; . . . ;m; ð29Þ
while on the other side we have
ONðbð0ÞÞ \ V ¼ ; and ONðbðiÞÞ \ V ¼ Ei for i ¼ 1; 2; . . . ;m: ð30Þ
Thus, the equalities between these components, (25) and (28), together imply that the sets in H 
must form an exact cover, which concludes the proof of the ‘‘only-if’’ part of our claim.
For the ‘‘if’’ part, take an arbitrary exact cover H   H and associate an assignment a 2 F to it
by deﬁning
aðaðiÞ; nþ iÞ ¼ 1 if Ei 2 H

0 otherwise:

It is then easy to see that with the nonnegative real numbers
hi ¼ 1m ; for i ¼ 1; 2; . . . ;m;
gi ¼
1
m if Ei 2 H ;
0 otherwise;

for i ¼ 1; 2; . . . ;m;
and g0 ¼ 1 jH
j
m , all equations in (20)–(22) hold. Hence T
a and F are not linearly separable, which
proves that ðT ; F Þ is not fully consistent with CTH . 
7. Conclusion
In this paper, we have considered the relations between problems FCðCÞ, REðCÞ, and VRðCÞ.
We showed that for many general and reasonable families of classes such as C ¼ Call, CHorn, Cþ, and
C2-DNF , these three problems are equivalent. We also demonstrated that such an equivalence does
not hold for all classes C. For instance, we showed that problem REðCTHÞ is polynomially solvable,
while FCðCTHÞ is co-NP-complete.
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