Abstract. For a proper cone K in a finite dimensional real Hilbert space V , a linear map L is said to be K-semipositive if there exists d ∈ K • , the interior of K, such that L(d) ∈ K • . The aim of this manuscript is to characterize K-semipositivity of linear maps relative to a proper cone. Among several results obtained, K-semipositivity is characterized in terms of products of the form Y X −1 for K-positive linear maps (L(K \ {0}) ⊆ K • ) with X invertible, semipositivity of matrices relative to the n-dimensional Lorentz cone L n + is characterized, semipositivity of the following three linear maps relative to the cone S n + :
1. Introduction, definitions and preliminaries. We work throughout with matrices or linear maps over the field R of real numbers. An m × n matrix A with real entries is said to be semipositive (with respect to the cone R n + of nonnegative vectors in R n ) if there exists a d > 0 such that Ad > 0, where the inequalities are understood componentwise. Semipositivity characterizes invertible M -matrices within the class of Z-matrices (see Chapter 6 of [7] ) and was also studied in the context of stability of matrices [8] . In [15] , Fiedler and Ptak call the class of semipositive matrices as S-matrices. For interesting connections to game theory problems, refer to the first chapter of Bapat and Raghavan's book [4] . Semipositivity occurs naturally in optimization problems. A brief sketch is presented in the next section. Several interesting results have appeared recently concerning the structure as well the preserver properties of semipositive matrices (see for instance [1, 12, 13, 23, 33] ).
The following notations will be used throughout. The letter V will denote a finite dimensional real Hilbert space. M m,n (R) will denote the vector space of m × n matrices over R. This set will be denoted by M n (R) when m = n. The subspace of M n (R) consisting of symmetric matrices will be denoted by S n . For A ∈ M n (R), we shall denote by λ(A) or simply λ, an eigenvalue of A. The set of all eigenvalues of A will be denoted by σ(A).
1.1. Convex cones, positive and semipositive operators. Let us recall that a subset K of a finite dimensional real Hilbert space V is a convex cone if K + K ⊆ K and αK ⊆ K for all α ≥ 0. K is said to be proper if it is closed, pointed (K ∩ −K = {0}) and has nonempty interior (denoted by K
• ). The dual, K * , is defined as K * = {y ∈ V : y, x ≥ 0 ∀x ∈ K}. When K is a convex cone in V such that K = K * , then we say that K is a self-dual cone in V . Our focus is when V is either R n with the standard Euclidean inner product or M n (R) with inner product X, Y = trace(Y t X) or S n with inner product X, Y = trace(XY ).
A cone K is said to be polyhedral if K = X(R m + ) for some X ∈ M n×m (R) and simplicial if X is an invertible matrix. Three well known examples of proper self-dual convex cones are the following:
(1) K = R n + = {x = (x 1 , . . . , x n ) t ∈ R n : x i ≥ 0 ∀ 1 ≤ i ≤ n}, the nonnegative orthant in R n .
(2) K = L n + = {x = (x 1 , . . . , x n ) t ∈ R n : x n ≥ 0, x
i }, the Lorentz cone in R n .
(3) K = S n + = {A ∈ S n : A is positive semidefinite}, the set of symmetric positive semidefinite matrices in S n .
In general, one can also consider the set K p = {x = (x 1 , . . . , x n ) t ∈ R n : x n ≥ 0,
x p i } for 1 ≤ p < ∞ and for p = ∞, K ∞ = {x = (x 1 , . . . , x n ) t ∈ R n : x n ≥ 0, x n ≥ |x i |, i = 1, . . . , n − 1}. This set K p , for 1 ≤ p ≤ ∞, is also an example of a proper cone, called the p-norm cone. K p is self-dual only when p = 2. Note that the cone K ∞ in R 2 is the Lorentz cone. We shall need the notion of an ellipsoidal cone later on when we study semipositivity relative to the Lorentz cone. Let Q be a nonsingular symmetric matrix with inertia (n − 1, 0, 1). Let λ n be the single negative eigenvalue of Q with a normalized eigenvector u n .
It can be seen that K(Q, ±u n ) is a proper cone, known as an ellipsoidal cone. The Lorentz cone L n + is an example of an ellipsoidal cone. This can be seen by taking Q = I n−1 0 0 −1 and u n = e n , the n th unit vector in R n . The following result from [29] will be used later on. 
It is customary to denote the set of all linear maps that are nonnegative relative to two proper cones by π(K 1 , K 2 ). When K 1 = K 2 = K, this will be denoted by π(K). Let us also denote the set of all maps that are semipositive relative to K 1 and K 2 by S(K 1 , K 2 ). Once again, when K 1 = K 2 = K, this will be denoted by S(K). When K 1 = K 2 = K, we shall use the term K-nonnegative and K-semipositive, respectively. Since we work with proper cones, in Definition 1.3 (3), an equivalant way to define K-semipositivity is to require that there exists
• . It is obvious that K-positivity implies K-semipositivity, while the other inclusion is not true. An extensive study on the structure and properties of π(K) can be found in [5, 6, 7, 30, 31] and the references cited therein. We state below only those results that will be used in a later section.
we shall work with matrix representations of L ∈ L(V 1 , V 2 ) with respespect to the standard orthonormal basis of V 1 and V 2 , respectively, and we shall denote this matrix by A. Moreover, throughout this manuscript, semipositivity of a matrix A will always be relative to the nonnegative orthant R n + of R n . Semipositivity relative to any other proper cone K will be written as K-semipositive.
The following results are well known in the literature. The proofs may be found in [5, 6, 30, 31] etc. Proposition 1.5. For proper cones K 1 and K 2 in V 1 and V 2 , respectively, and L ∈ L(V 1 , V 2 ), the following hold.
We shall use the notion of isomorphic cones in the next section. We recall the definition below and list a few familiar examples. Definition 1.6. Let K 1 and K 2 be (proper) cones in finite dimensional real Hilbert spaces V 1 and V 2 , respectively. K 1 and K 2 are said to be isomorphic if there exists an invertible linear map T : 1. If K = R n + , then T is nonnegative and each row and column has exactly one nonzero entry.
Semipositivity of Linear Maps
The proof of the first statement can be found in Chapter 5 of [7] . Proofs of the second and third statements can be found in Theorem 2.4 of [27] and Theorem 2 of [26] , respectively.
1.2. Linear complementarity problems. Let (V, ·, · ) be a finite dimensional real inner product space and K be a proper cone in V with dual K * . Given a linear transformation L : V → V and an element q ∈ V the general linear complementarity problem LCP (L, K, q) (or LCP ) is to find a x ∈ V such that
If such an x exists we call x as a solution to the problem LCP (L, K, q). A linear transformation L is said to have the Q-property (globally uniquely solvable (GU S) property) if LCP (L, K, q) has a solution (unique solution) for every q ∈ V . A linear map is said to have Z-property with respect to a proper cone K if:
Notice that linear maps on R n that have the Z-property with respect to the nonnegative orthant are precisely those n × n real matrices with nonpositive off-diagonal entries, namely, Z-matrices. These problems were motivated by various applications to Game Theory, Semidefinite Optimization etc., (see for details, [11, 24] ). The question of characterizing Q and GU S properties were studied extensively and interesting connections with various positivity classes of matrices were obtained. For instance, the following is a well known resutlt in the case when V = R n and K = K * = R n + (this special case is called the standard linear complementarity problem, see [11] ). Theorem 1.8. ( [11] ) Let A ∈ M n (R) be a Z-matrix. Then the following are equivalent.
1.
There exists x ≥ 0 such that Ax > 0. 2. LCP (A, R n + , q) is globally uniquely solvable.
Motivated by Theorem 1.8, semipositivity and its relationship with solvability of LCPs were studied in special cases like semidefinite linear complementarity problem (SDLCP ), the second order cone LCP and the symmetric cone LCP (see for details, [3, 16, 17, 18, 20] ).
Let A ∈ M n (R). The linear maps L A , S A : S n → S n defined as L A (X) := AX +XA t and S A (X) := X − AXA t are called Lyapunov and Stein transformations, respectively. The semidefinite linear complementarity problem is the following: Given a linear map L on S n and a Q ∈ S n , find X ∈ S n + such that Y = L(X) + Q ∈ S n + and X, Y = 0. This is usually abbreviated as SDLCP (L, Q). This problem is the special case of the general LCP where V = S n and K = S n + .
The notion of semipositivity of linear maps on S n is proved to be equivalent to the solvability of certain SDLCP 's and also to the asymptotic stability of certain dynamical systems. The following theorem and the note that follows is the summary of results proved in the papers by Gowda and Song [18] and Gowda and Parthasarathy [17] (see for details, [16] ). Theorem 1.9. Let A ∈ M n (R). Then the following are equivalent.
1. The systemẋ + Ax = 0 is asymptotically stable in R n (that is, the trajectory of the system from any starting point in R n converges to the origin as t → ∞).
A is positive stable (that is, all the eigenvalues of A lie in the open right-half plane).
3. There exists X ∈ S n such that X and L A (X) are positive definite (that is, L A is semipositive with respect to the cone S n + of positive semidefinite matrices in S n ).
For every positive definite
The equivalence of items (1)- (4) in the above theorem is Lyapunov's theorem. For a discrete dynamical system of the form x(k+1) = Ax(k), k = 1, 2, . . . , statements similar to the above theorem can be formulated by replacing positive stability of A with Schur stability of A (which means that all the eigenvalues of A lie in the open unit disk) and L A by S A (see Theorem 11 of [17] ). Note that L A and S A both have Z-properties with reference to the cone S n + (see for details, [16] ).
Yet another motivation for us to take up this project concerns a recent result on the geometry of semipositive matrices obtained by Tsatsomeros, one of which says that any semipositive matrix A can be written as Y X −1 for some positive matrices X and Y (Theorem 3.1 of [33] ). In fact, a decomposition of the above form characterizes semipositivity over a general proper cone and we prove this in the next section (Theorem 2.3).
It is well known that any linear map
(see for instance [25] ). Note that in this case
A i B i is a symmetric matrix. We focus in this manuscript only on maps of the form M A,B (X) = AXB, L A,B (X) = AXB +B t XA t , where A, B ∈ M n (R) and S A (X) = X − AXA t . The motivation to study the map L A,B are the following: One, we obtain a generalization of the famous Lyapunov theorem. Second, this operator has properties similar to the Lyapunov operator and in the particular case when B is an orthogonal matrix, this operator serves as yet another example for which the conjecture Z ∩ P = Z ∩ S holds. The general case will be taken up for future study.
Main results.
We begin by recalling a few preliminary results on semipositive matrices over the nonnegative orthant:
Lemma 2.1. The following statements hold. submatrix is also semipositive. 5. Let A ∈ M m,n (R) be semipositive. If P ∈ M m (R) is nonnegative and nonsingular, and Q ∈ M n (R)
is inverse nonnegative, then P AQ is semipositive. On the other hand, if P is inverse nonnegative, and Q is nonnegative and nonsingular, then semipositivity of P AQ implies that of A. 
Semipositivity of Linear Maps
2.1. Semipositivity of matrices relative to a proper cone K. We take up in this section Ksemipositivity of matrices in R n and prove a decomposition result for such matrices relative to K. This result is similar to what has been stated in the above lemma. Our first result in this section is the following. Theorem 2.2. Let K 1 and K 2 be proper cones in R n and R m , respectively, and let A ∈ M m,n (R). Then, A ∈ S(K 1 , K 2 ) if and only if there exists an invertible matrix X ∈ M n (R) that is K 1 -positive and
Proof. The if statement is easy to prove. Suppose there exist matrices satisfying the required conditions
, thereby proving semipositivity of A with respect to K 1 and K 2 .
Conversely, assume that A is semipositive relative to K 1 and
Define X := de t and Y := AX, where e is any element of (K *
)
• . Then for any 0 = s ∈ K 1 , we have
This means X and Y are positive relative to K 1 and (K 1 , K 2 ), respectively. It follows from Proposition 1.5 (2) that X and Y are interior points of π(K 1 ) and π(K 1 , K 2 ), respectively. Since in a small enough neighbourhood of X there exist invertible matrices, one can find (by a continuity argument) X and Y in the interior of π(K 1 ) and π(K 1 , K 2 ) such that X is invertible and A X = Y . This completes the proof.
In particular, when K 1 = K 2 = K is a proper cone in R n , we have the following theorem. The proof is skipped.
Theorem 2.3. Let K be a proper cone in R n and A ∈ M n (R). Then A is K-semipositive if and only if there exist X, Y ∈ M n (R) both K-positive with X invertible and A = Y X −1 .
We shall exploit decompositions of the form Y X −1 with Y semipositive and X positive, later on to characterize semipositivity of a specific linear map over the cone S n + . We prove next that semipositivity relative a proper cone K 1 determines semipositivity with respect to another proper cone K 2 through any invertible linear map S ∈ π(K 1 , K 2 ). We shall use this result later on when we discuss semipositivity with respect to the Lorentz cone.
Proof. Suppose A is K 1 -semipositive. Consider the matrix B = SAS −1 . By the definition of semipositivity, there exists a x ∈ K
Conversely, suppose the cones are self-dual and that C is a K 2 -semipositive matrix. Since S(K 1 ) ⊆ K 2 , S t (K 2 ) ⊆ K 1 as they are both self-dual cones. Therefore,
The following theorem, which says that semipositivity is preserved with respect to isomorphic cones, follows from the above theorem. Notice that in this case, we do not require the cones to be self-dual.
Theorem 2.5. Let K 1 and K 2 be two proper cones in finite dimensional real Hilbert spaces V 1 and V 2 , respectively. Let T : V 1 → V 2 be an invertible linear map such that
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Proof. The proof follows from Theorem 2.4 as T ∈ π(K 1 , K 2 ) and T −1 ∈ π(K 2 , K 1 ) are invertible maps. Alternatively, a direct proof can be given by observing that interior points are mapped to interior points by T and
• . This proves K 2 -semipositivity of T AT −1 . Conversely, if B is K 2 -semipositive, then take A = T −1 BT . Then, a similar argument as above proves that A is K 1 -semipositive.
The following corollary is immediate. Proof. Since T is an isomorphism between K 1 and K 2 , it follows that X 1 and Y 1 are K 2 -positive. The rest is obvious.
Semipositivity of matrices relative to the Lorentz cone L
n + . We consider in this section semipositivity of matrices with respect to the n-dimensional Lorentz cone L n + in R n . Before proceeding with semipositivity over the Lorentz cone, we state a classical result on characterization of nonnegativity over the Lorentz cone due to Loewy and Schneider. Let J n denote the diagonal matrix diag(−1, −1, . . . , −1, 1). Recall that for A, B ∈ S n , A B if and only if A − B ∈ S n + defines a partial order on S n , known as the Löwner partial order.
Recall that L 2 + is a simplicial cone, whereas for n ≥ 3, L n + is non-polyhedral. We can therefore write down the structure of an L 2 + -semipositive matrix easily. We record this below. Moreover, a decomposition in the form Y X −1 follows easily from Corollary 2.6. We then determine the structure of a semipositive matrix relative to L n + for n ≥ 3 and also write down an explicit decomposition of such a matrix as a product Y X Proof. The matrix T is invertible with
(Refer Proposition 1.5 (3)). The rest of the proof is similar to that of Theorem 2.5.
We now characterize semipositivity over the Lorentz cone when n ≥ 3.
Theorem 2.9. Let n ≥ 3. If a matrix A is semipositive, then the matrix Proof. Take S on R n defined by x = (x 1 , x 2 , . . . , x n ) → (x 1 , x 2 , . . . , x 1 + · · · + x n ). This map S is an invertible linear map and S ∈ π(R n + , L n + ). Moreover, both these cones are self-dual. The conclusion now follows from Theorem 2.4.
We are now ready to exhibit a decomposition of L Proof. We discuss two cases here.
• . In this case, we can write
0, and so by Theorem 2.7, we have
• . Let us a take the vector j t = (0, . . . , 0, 1) ∈ L n + . Define X := xj t + I, where > 0. Notice
is an invertible matrix since the columns of X are linearly independent. If 
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The proof of the converse is similar to that of Theorem 2.3.
+ -semipositive if and only if there exists a proper ellipsoidal cone
Proof. Let A be L n + -semipositive. Consider matrices X, Y as in the proof Theorem 2.10 such that
Since X is invertible, it follows from Lemma 1.1 that
Conversely, suppose there exists a proper ellipsoidal cone
Remark 2.12. It follows from Lemma 1.1 and Theorem 2.5 that the results presented in this section hold for any ellipsoidal cone.
Semipositivity of maps relative to
A i B i is positive definite, then by taking X = I, it follows that L is semipositive. Observe that the cone S 2 + is isomorphic to the Lorentz cone L 3 + in R 3 . The following map gives an isomorphism between these cones. Define F : R 3 → S 2 as follows:
It can be easily seen that F is an invertible linear map such that F (L . We shall use this idea in Example 2.28 later on. We now take up semipositivity of three specific maps on S n . Proof. The if part follows from the previous paragraph about general linear maps on S n . For the only if part, observe that S n + -semipositivity of the map implies that both A and B are invertible. Now consider C := A(B t ) −1 . Since the map is defined on S n , we have AXB = B t XA t for every X ∈ S n . From this, it follows that CX = XC t for all X ∈ S n . By varying X, we see that C = αI and so B = αA t . Thus, the map is of the form M A,B (X) = M A,αA t (X) = αAXA t for all X ∈ S n . Once again using semipositivity of the map, we conclude that α > 0. The second statement follows from Proposition 1.7 (3) (see also Theorem 2 of [26] ).
Semipositivity of the maps M
We now move on to semipositivity of the map L A,B (X) = AXB + B t XA t for A, B ∈ M n (R). The motivation to study this map has already been mentioned earlier. Let us call a square matrix A ∈ M n (R) Our next result concerning semipositivity of the map X → AXB + B t XA t is the following. We record a useful observation that will be used below. (2) and (3) of Theorem 1.9 imply that C = T D −1 is positive stable. Since AB = BA, we see that T D = DT . It now follows that T D is positive stable. This is the same as saying that AB is positive stable.
The following is a more general result and different from Theorem 2.16 on semipositivity of the above map, without any assumptions on A and B. 2.5. Decompositions of semipositive maps relative to S n + . We now discuss decomposition results for the above three maps with respect to the cone S n + . It is obvious that the map M A,B can be written as a product
2 , where both L 1 and L 2 are positive and invertible. For the map L A,B , a decomposition was already there in the proof of Theorem 2.17. We make this explicit below. The following result will be used in the theorem that follows.
Rest of the proof follows similar to that of Theorem 2.2 with 
2 . Notice that L 1 is semipositive as C is positive stable and positivity of L 2 is obvious (both with respect to the cone S n + ). Since C is positive stable, the map L 1 is an invertible map. Using Theorem 2.22, we can write 
C is a positive map. This is because L C has the Z-property (see for instance [16, 19] ). It is however not an automorphism of the cone S n + . 2. A linear map L on S n is said to have the P-property relative to the cone S n + if X and L(X) commute and XL(X) negative semidefinite implies X = 0 (see Definition 2 of [18, page 578]). It can be proved that the Lyapunov map L C induced by a matrix C has the P-property if and only if C is positive stable (Theorem 5 of [18] ). We also know that the map L C is S 
t . Then, L 1 is a positive map on S n . We know from Theorem 11 of [17] that semipositivity of S A is equivalent to ρ(A) < 1. A well known result of Stein says that the transformation (S A ) −1 maps the set of positive definite matrices into itself if and only if ρ(A) < 1. Now define
2 . Since both L 1 and (S A ) −1 map the set of positive definite matrices into itself, it follows that L 2 also maps the set of positive definite matrices into itself. Invertibility of the map L 2 is obvious. Note that we can actually write down the map L , where X = x 1 x 2 x 2 x 3 . This is clearly not semipositive. Note that neither A nor B is orthogonal, AB = BA, BA is not symmetric. 
