Abstract. We present an elementary proof that, for a multivalued map ϕ : R R with nonempty connected values and monotone margins, the existence of a periodic orbit of any order k > 1 implies the existence of periodic orbits of all orders. This generalizes a very recent result of this type in terms of scalar ordinary differential equations without uniqueness, due to F. Obersnel and P. Omari, obtained by means of lower and upper solutions techniques.
Introduction
In reply to a series of our papers [AFJ, AJP, AP] (cf. also [AG, Chapter III.9] ) about a multivalued version of the celebrated Sharkovskii cycle coexistence theorem [S] (which is unlike the classical version applicable to scalar ordinary differential equations), F. Obersnel and P. Omari have very recently shown in [OO2] that the existence of one subharmonic 1 implies the existence of subharmonics of all orders. Although their proof, by means of lower and upper solutions techniques, is rather simple, it relies on several technical lemmas developed earlier in [OO1] . Our aim here is to present an extremely simple proof of their result, in terms of multivalued maps, under the additional assumption concerning the global existence of solutions.
More precisely, the authors of [OO2] established the following theorem for a scalar ordinary differential equation
there exists a subharmonic solution of (1) of order n. In addition, the set of all subharmonic solutions of (1) of order n has dimension at least n as a subset of L ∞ (R).
As an example of equation (1) which satisfies the assumptions of Theorem 1, the authors introduced in [OO1] the equation
In order to formulate our main result, let us recall that by the margins of a multivalued map ϕ : R R with nonempty values (i.e., ϕ : R → 2 R \ {∅}), we understand the single-valued functions ϕ * : R → R∪{+∞} and ϕ * :
Furthermore, by a k-orbit of a multivalued mapping ϕ, we mean a sequence
, and (ii) the orbit is not a product orbit formed by going p-times around a shorter m-orbit, where mp = k.
Theorem 2. Let ϕ : R R be a multivalued mapping with nonempty connected values whose margins are either both nondecreasing or both nonincreasing. If ϕ has a k-orbit with k > 1, then ϕ also has a primary n-orbit, for every n ∈ N. Moreover, the set of all n-orbits (as a subset of R n ) has dimension n.
We will show that Theorem 1 is a special case of Theorem 2 in terms of the Poincaré translation operator T t : R R associated with equation (1) which is defined by
Hence, our note is organized in the following way. At first, we prove Theorem 2. Then we show that, under the assumption of global existence of solutions of (1), the associated Poincaré operator T 1 : R R satisfies the assumptions of Theorem 2 and we clarify the relationship between periodic solutions of (1) and periodic orbits of T 1 . At last, we add some comments concerning the title of the present paper.
Proof of Theorem 2
Proof. Assume ϕ * , ϕ * are nondecreasing, the other case being treated similarly. Let {x 0 , . . . , x k−1 } be the considered k-orbit. Redenote the points as {y 0 , . . . , y k−1 } so that y 0 is the minimal element. Observe that there exists y i ∈ {y 0 , . . . , y k−1 } such that y i > y 0 and y 0 ∈ ϕ(y i ) (otherwise, the k-orbit would be reduced to the single point y 0 ). The monotonicity of ϕ * now implies that y 0 ∈ ϕ(y 0 ). Observe further that due to the connectedness of the values of ϕ, the set ϕ(y 0 ) contains a nondegenerate interval, say [y 0 , a] (otherwise, the k-orbit would again be reduced to the single point y 0 ). We may take a < y i . Summing up the above arguments, the whole rectangle [y 0 , a] 2 is contained in the graph Γ ϕ of ϕ because of the monotonicity of the margins of ϕ. (2). The figure was generated using MatLab. Now, choose points z 0 , . . . , z n−1 such that, e.g.,
The set {z 0 , . . . , z n−1 } is then the desired primary n-orbit.
Notice that, in fact, any n-tuple {z 0 , . . . z n−1 } with y 0 ≤ z i ≤ a, for i = 0, . . . n − 1, which satisfies the above condition (ii) is an n-orbit of ϕ. Therefore, the set of all such n-tuples has dimension n.
Remark 1. The Poincaré operator associated to equation (2) is depicted in Figure 1 .
Relationship of Theorems 1 and 2
In order to demonstrate that Theorem 1 follows, under the assumption of global existence of solutions of (1), from the conclusion of Theorem 2, we need to show that (i) T 1 has nonempty and connected values, (ii) the margins T * 1 and T 1 * of T 1 are nondecreasing, (iii) each k-periodic orbit of T 1 determines a set of k-periodic solutions of (1), and the sets of k-periodic solutions determined by different k-orbits are disjoint. Condition (i) follows directly from the well-known Kneser theorem (cf., e.g., [F, Theorem 5, Chapter 1.1]) saying that, under the assumptions of Theorem 1, the values T 1 (x) are continua (i.e., nonempty compact and connected sets), for every x ∈ R.
As concerns condition (ii), take x 1 < x 2 , denote y i := T * 1 (x i ), for i = 1, 2, and suppose, on the contrary, that y 1 > y 2 . There exist solutions z i : [0, 1] → R with z i (0) = x i and z i (1) = y i , for i = 1, 2. The solutions z 1 and z 2 necessarily cross each other at some point t = t 0 ∈ (0, 1). But then the functionz :
is also a solution, and consequently y 1 ∈ T 1 (x 2 ) which is a contradiction with y 2 being the maximal element of T 1 (x 2 ). We can show analogously that T 1 * is also nondecreasing.
To conclude by (iii), let us realize that if {x 0 , . . . , x k−1 } is a k-orbit of T 1 , then any solution of (1) with x(0) = x 0 , . . . , x(k − 1) = x k−1 and x(k) = x 0 becomes, after a k-periodic prolongation, k-periodic. Obviously, if two k-orbits of T 1 differ, e.g., in x i , then the corresponding k-periodic solutions differ at t = i.
3
Let us further indicate that the dimension of the set of all n-periodic solutions of (1) (as a subset of L ∞ (R)) is at least n and that it also follows from Theorem 2. Consider the operator T 1 again and notice (in view of the proof of Theorem 2) that [y 1 , a] ⊂ T 1 ([y 1 , a] ). Thus, there exist solutions α, β : [0, 1] → R such that
Now, we can proceed exactly in the same way as in the proof of [OO2, Theorem 2] to make the conclusion about the dimension of the set of n-periodic solutions.
Concluding remarks
We could see that, via the Poincaré operators, Theorem 2 is indeed a significant generalization of Theorem 1. Mapping ϕ in Theorem 2 need not be (besides other assumptions) upper semicontinuous, while the Poincaré mapping T 1 related to Theorem 1 must be so (cf. [AG, Chapter III.4] ). Moreover, the proof of Theorem 2 is elementary and without technicalities. On the other hand, unlike in Theorem 1, the global existence of solutions of (1) has to be assumed.
Let us finally make several comments to the title borrowed from [OO2] . One can readily check that, in the case of uniqueness, the single-valued Poincaré operator is (strictly) increasing, and so no periodic orbit can occur. Thus, if equation (1) has a 2-periodic solution, T 1 admits a 2-orbit, and subsequently (1) is not uniquely solvable. This already implies the existence of local dynamical instabilities, i.e., the sensitive dependence on initial conditions. The conclusions of Theorems 1 and 2 are, however, much deeper, namely that (unlike the version of Sharkovskii's theorem developed in [AFJ, AJP, AP] ) the existence of just one subharmonic implies the existence of large sets of subharmonics of all orders coexisting with very complicated dynamics (whence the slight modification of our title when compared to [OO2] ). This complexity led F. Obersnel and P. Omari to their title of [OO2] .
The notion of deterministic chaos has been, however, so far related exclusively to single-valued maps. Although it can easily be generalized to multivalued maps, such an extension would not be proper, as can be seen from Figure 1 . For instance, a multivalued constant (the black square in Figure 1 ) can be easily checked to be chaotic in the sense of Devaney, because, besides the mentioned sensitive dependence on initial conditions (typical for chaos in the sense of Li-Yorke), it exhibits transitivity and density of periodic orbits on an invariant set. A much more appropriate notion of chaos for multivalued maps would therefore be the one for induced hyperspace maps which already become single-valued and which we call hyperchaos (cf. [AS] ). This is, however, another story.
