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Om hun doelstellingen te bereiken moeten overheden beslissen welk budget ze nodig hebben 
en op welke manier ze het budget willen financieren. Wanneer overheden deze beslissingen 
nemen, houden ze niet alleen rekening met factoren die eigen zijn aan het eigen rechtsgebied, 
zoals de wensen en eigenschappen van de inwoners, maar ook met de beslissingen over de 
openbare financiën door overheden in andere rechtsgebieden. Dit leidt tot strategische 
interactie met betrekking tot het belastingsbeleid tussen overheden, de centrale focus van het 
proefschrift. Strategische interactie kan voorkomen op alle beleidsniveaus: zowel tussen lokale 
of regionale overheden binnen een land, als tussen landen binnen de wereldeconomie.  
 
Het eerste deel van de thesis (hoofdstuk 1 - hoofdstuk 3) focust op internationale 
belastingscompetitie tussen landen. Landen gebruiken de vennootschapsbelasting als 
strategisch instrument om internationaal mobiele investeringen aan te trekken. We kijken 
specifiek naar ontwikkelingslanden omdat het empirisch onderzoek naar die landen karig is en 
de roep om beleidsadvies luid. Het eerste deel beoogt drie onderzoeksvragen te 
beantwoorden: (i) is het verlagen van de vennootschapsbelasting even effectief voor het 
aantrekken van investeringen in landen met een relatief onaantrekkelijk investeringsklimaat als 
in landen met een relatief aantrekkelijk investeringsklimaat?, (ii) zijn ‘tax incentives’ (specifieke 
belastingskortingen) effectief voor het aantrekken van investeringen?, en (iii) houden 
overheden rekening met elkaars belastingsbeleid? 
Niet-technische Nederlandse Samenvatting 
vi 
 
 
Hoofdstuk 1 beantwoordt de eerste vraag. De resultaten tonen aan dat het verlagen van de 
vennootschapsbelasting effectiever is in landen met een relatief goed investeringsklimaat. In de 
landen met het minst aantrekkelijke investeringsklimaat, heeft een verlaging zelfs helemaal 
geen effect. Bijgevolg kunnen ontwikkelingslanden een slecht investeringsklimaat niet 
compenseren door het verlagen van de bedrijfsbelastingen. Een plausibele verklaring is dat in 
de minst ontwikkelde landen, de productiviteitswinsten die kunnen geboekt worden door een 
verbetering van het investeringsklimaat, veel groter zijn dan in industriële landen waar het 
investeringsklimaat al goed is. 
 
Hoofdstuk 2 onderzoekt de effectiviteit van bepaalde ‘tax incentives’ in Latijns-Amerikaanse, 
Caraïbische en Afrikaanse landen. Uit de resultaten blijkt dat bepaalde belastingskortingen 
effectief kunnen zijn om investeerders naar ontwikkelingslanden te lokken, maar niet naar 
Afrika. Vooral een lagere statutaire belastingsvoet en langere ‘tax holidays’ (aantal jaren 
volledige vrijstelling) hebben een positieve impact. Daarnaast tonen de schattingen van 
belastings-reactiefuncties dat ontwikkelingslanden elkaar beïnvloeden bij het geven van de 
meest effectieve ‘tax incentives’. Ook Afrikaanse landen beïnvloeden elkaar, hoewel de 
‘incentives’ in Afrika niet effectief blijken. Dit wijst er op dat Afrikaanse landen eerder om 
politieke dan om economische redenen met elkaars beleid rekening houden. 
 
Hoofdstuk 3 evalueert de effectiviteit van belastingskortingen in twee specifieke regio’s: (i) de 
CFA Franc zone, een groep van 14 West en Centraal Afrikaanse landen, en (ii) de Eastern 
Caribbean Currency Union (ECCU), bestaande uit 7 kleine, toeristische eilanden. De gelijkenis 
tussen de landen binnen elk van deze muntunies laat toe om veranderingen in de toegestane 
belastingskortingen te evalueren als quasi experimenten. Wat de CFA Franc zone betreft, 
bevestigen de resultaten de bevinding voor Afrika uit de vorige hoofdstukken, dat bedrijven 
gevoeliger zijn voor een aantrekkelijker investeringsklimaat, zoals verhoogde transparantie en 
veiligheid, dan voor hogere kortingen op hun belastingsrekening. In de ECCU landen 
daarentegen, blijken eilanden met langere ‘tax holidays’ wel in staat meer toerisme-
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investeerders aan te trekken. Mogelijke redenen voor dit verschillend resultaat zijn het betere 
algemene investeringsklimaat, en de hogere concurrentie tussen de kleine open economieën. 
 
In het tweede deel (Hoofdstuk 4) verleggen we de focus naar strategische interactie tussen 
lokale overheden binnen een land. Er zijn overtuigende indicaties om aan te nemen dat lokale 
overheden eerder om politieke dan om economische redenen rekening houden met elkaar. 
Volgens het ‘maatstaf competitie’ model, imiteren lokale overheden elkaars beleid omdat de 
lokale kiezers, bij gebrek aan andere of betere informatie, de prestaties in de naburige 
gemeenten gebruiken als een maatstaf om het beleid van het eigen bestuur te evalueren. Dit 
kan er toe leiden dat gemeenten elkaars belastingsbeleid kopiëren. We onderzoeken dit voor 
Vlaanderen, waar gemeenten beschikken over twee voorname belastingsinstrumenten: de 
lokale inkomens- en de lokale eigendomsbelasting. De resultaten tonen aan dat Vlaamse 
gemeenten elkaars belastingsvoeten in zekere mate kopiëren. Meer bepaald blijkt de lokale 
eigendomsbelasting recht evenredig met de eigendomsbelasting in de naburige gemeenten, 
maar omgekeerd evenredig met de inkomensbelasting in de naburige gemeenten. Hetzelfde 
geldt vice versa voor de inkomensbelasting. Dit suggereert dat gemeenten eerder elkaars 
belastingsstructuur dan de totale belastingsdruk of het budget imiteren. De beschikking over 
drie beleidsinstrumenten - het totale budget, de inkomensbelasting en de eigendomsbelasting - 
laat een gemeente toe om andere gemeenten te volgen op één belastingsinstrument zonder 
aanpassing van het budget. Ze kan namelijk compenseren met het andere 
belastingsinstrument. Een mogelijke reden waarom gemeenten eerder de belastingsvoet en 
bijgevolg structuur kopiëren is dat het voor kiezers makkelijker is om de belastingsvoeten te 
vergelijken (en dus te gebruiken als maatstaf) dan de totale belastingsdruk of het totale budget. 
En daar houden de beleidsmakers rekening mee. 
  
Niet-technische Nederlandse Samenvatting 
viii 
 
 
 
 
0-1 
 
 
 
 
Introduction, Summary, and Conclusion 
 
 
 
 
0.1. Orientation and motivation 
 
Governments, to pursue their objectives, must make decisions on the size of the government 
budget and how to finance it. Following Musgrave (1959), the government objectives are: 
“allocation, when market failure causes the private outcome to be inefficient, distribution, 
when the private market outcome leaves some individuals with unacceptable low shares of the 
fruits of the economy, and stabilization, when the private market outcome leaves some of the 
economy’s resources underutilized” (Auerbach and Feldstein 1985 p xv). The central elements 
on which governments base their policy decisions are the preferences and endowments of the 
participating agents (voters, bureaucrats, elected officials), the technologies of service 
production, and the rules of government decisions making (Inman 1987 p739). But, next to 
these elements - that are proper to the own jurisdiction -, governments also take account of the 
choices of governments in other jurisdictions. The resulting strategic interaction among 
governments, which has recently become an important focus of public economics, is the central 
focus of this dissertation. 
 
Strategic interaction happens at any government level: among local, provincial or state 
governments within a country, or among countries within the world economy. The mechanisms 
that underlay interaction among governments can apply to several levels of government. Next 
to horizontal interaction - among governments of the same level -, also vertical interaction - 
Introduction, Summary, and Conclusion 
 
0-2 
 
between governments at different policy levels – exists1
 
. This dissertation concentrates only on 
horizontal interaction. 
Mechanisms underlying strategic horizontal government interaction – The government’s 
perspective.  
Why do governments strategically interact with each other? Brueckner (2003) reviews the 
theoretical mechanisms and divides them into spillover models and resource flow models.  
In spillover models residents in one region are directly affected by policy choices in other 
jurisdictions. Expenditure spillover models are characterized by residents not only benefiting 
from expenditures in their own region but also from expenditures in other regions such as 
roads, recreational facilities, pollution prevention, etc. Citizens may also suffer from other 
regions’ expenditures. For example, higher police expenditures in another jurisdiction may push 
crime to their jurisdiction (see for example Case et al 1993, and Kelejian and Robinson 1993). 
Since regions inflict a negative (positive) externality on their neighbors by spending more on a 
certain service, the need for this service in a given region tends to increase as the service in the 
other regions increases (decreases).  
Models of yardstick competition can also be classified as spillover models. Here, the spillover 
consists of information on the public services and taxes in other jurisdictions. Voters use the 
policies pursued by neighboring governments as a yardstick to evaluate their own government’s 
performance (Besley and Case 1995). Because voters have less information than politicians, it 
makes sense for voters to appraise their incumbent’s relative performance. For example, if the 
tax burden in a region is high relative to its neighbors, citizens may interpret this as evidence 
that their incumbent is bad and unseat him at the next election. Consequently politicians will 
use the performance of other governments as a benchmark for fiscal choices.  
 
In resource flow models, on the other hand, a jurisdiction is not affected directly by the policy 
in other jurisdictions. The jurisdiction is indirectly affected by other governments’ policies, 
through the distribution of resources among jurisdictions, which is affected by the policy 
                                                 
1 For example when a fiscal policy decision of one level affects the tax base of another level (as in Keen (1998)). 
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choices of all jurisdictions. Tax competition models represent this framework. Here, the 
resource is the government’s tax base, and the distribution of the mobile tax base depends on 
the fiscal policies of all jurisdictions. Governments try to attract the mobile tax base through the 
policy decisions they make2
The same logic, extending the set of instruments beyond fiscal instruments, applies to the New 
Systems Competition introduced by Sinn (2003). In this framework, governments compete for 
mobile factors of production (capital and labor) using government expenditures, environmental 
regulation, labor standards, quality standards, banking regulations or competition rules.  
. This mechanism depends on the mobility of the tax base. For 
example, firms or capital are generally considered to be more footloose than individuals, and 
obviously more mobile than property. As a result, tax competition using capital taxation is 
stronger than tax competition using property taxation.  
 
Among the interaction mechanisms, the tax competition model and the yardstick competition 
model show the shortest road to strategic government interaction using tax instruments. The 
mechanisms underlying these two models distinguish themselves along the lines of the exit 
versus voice option, described by Hirschman (1970). In the tax competition model, mobile 
capital, firms, or households can exit a jurisdiction if they are not satisfied with the 
government’s tax policy. In the yardstick competition model residents can use their electoral 
voice to express their dissatisfaction. As a result, the exit mechanism predicts high competition 
among governments for taxes with highly mobile tax bases. In contrast, the voice mechanism 
predicts higher competition among governments for taxes that are more visible to voters and 
taxpayers. 
 
The mobility of the tax base is also the key to define what forms of taxation are best employed 
at different levels of government, known as the tax assignment problem, a subfield of the 
theory of fiscal federalism3
                                                 
2 see Wilson (1999) for an overview 
. The reason is that fiscal competition in the presence of a mobile tax 
base is likely to be inefficient, causing under- or overproduction of the public good. This is 
depicted in many tax competition models (see Wilson 1999), and in studies evaluating tax 
3 see Oates (2005) for an overview 
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efficiency in decentralized federal economies (see Inman and Rubinfield 1996). As a result, to 
avoid harmful tax competition, taxation of highly mobile tax bases (especially capital) is best 
organized at the central level. This is why corporate taxation is usually organized at the country 
level. Figure 0.1 illustrates the downward trend of corporate income tax (CIT) rates for 
countries of different income categories, probably caused by increased tax competition for 
increasingly mobile capital.  
 
Figure 0.1: CIT rate, countries by income category. 
 
Source: The World Tax Database of the University of Michigan through the IMF, and Ernst and Young “Editions 
FFA”. 
 
At the decentralized level, governments can better rely on taxation of less mobile economic 
units or on benefit taxes, which can be seen as the price that residents pay for their 
consumption of the local public good or service. Good examples of these are property taxes and 
user fees. This is why many local governments use (only) property taxes. Note that even if pure 
30
35
40
45
C
IT
 ra
te
1985 1990 1995 2000 2005
year
Low income High income: OECD
Lower middle income Upper middle income
Introduction, Summary, and Conclusion 
 
0-5 
 
tax competition is largely avoided by local government levels, strategic interaction is still 
possible through tax competition or through other mechanisms such as yardstick competition.  
 
These theories form the background of the first part of Chapter 2, and of Chapter 4 of this 
dissertation. In the first part of Chapter 2, we investigate to what extend developing countries 
compete using corporate tax instruments, including tax incentives, to attract mobile 
investment. Given the need for more tax revenue in developing countries it is interesting to 
know whether these countries also engage in international tax competition, which could make 
the collection of revenues even harder. In Chapter 4, we examine the existence of strategic 
local tax interaction in Flemish municipalities. Particular to Belgian municipalities is that they 
are not only free to set the local property tax rate – often the only tax instrument available to 
local governments -, but also the local income tax rate. The institutional settings for 
municipalities in Flanders provide an excellent and unique setting to evaluate to what extend 
local governments interact with each other using multiple tax instruments at the same time. It 
is interesting to find out whether strategic tax interaction on one tax instrument, in the 
presence of other tax instruments, can be analyzed ignoring the interaction with the other tax 
instruments. 
 
Taxation and investment – The firm’s perspective. 
Tax competition models predict that governments lower their corporate tax rates because firms 
are mobile and free to locate or invest in the country with the lowest tax burden. But, how 
important is taxation for investment from the firm’s perspective in a globalized world? There 
are various frameworks to draw on when empirically investigating the relationship between 
firm investment and taxation.  
 
A first set of models assumes that all other than tax considerations are equal to the firm. As 
Gordon and Hines (2002 p43) state “tax policies are obviously capable of affecting the volume 
and location of investment, since, all other considerations equal, and in the absence of 
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countervailing effects, higher tax rates reduce after-tax returns, thereby reducing incentives to 
commit investment funds.” 
A widely used framework that formalizes this argument is the neoclassical investment theory, 
pioneered by Jorgenson (1963). It states that firms accumulate capital as long as the benefits 
exceed the costs. Corporate taxation (including several aspects such as the statutory tax rate, 
tax credits, investment allowances, etc.) discourages investment if it increase the user cost of 
capital. This has given rise to an extended literature on the calculation of marginal effective tax 
rates that allow assessing the impact of corporate taxation on the user cost of capital. In its 
basic form, the neoclassical investment theory explains the investment decisions of domestic 
corporations within a country. Though, the same intuition may be applied to investment 
decisions of multinational corporations (Hassett and Hubard 2002 p1296).  
International tax competition models basically extend the same argument to an international 
context in which companies choose to invest more in a country if the relative tax burden is 
lower. These models often simplify reality, by reducing a country’s corporate tax system to the 
existence of one corporate tax rate. 
 
Since not all other considerations are equal to the firm, several models focus on explaining 
international investment in the light of non tax factors. Among others Helpman (1984), and 
Markusen et al (1996) demonstrate that the levels of horizontal investment (when 
multinationals establish plants that produce roughly the same product in different locations to 
serve the local market), and vertical investment (when multinationals separate different 
activities internationally) crucially depend on the market size, relative factor endowments and 
prices, and trade openness.  
A less formal but very comprehensive framework to analyze international investment is the 
‘OECD policy framework for investment’, mainly targeted at policy makers in developing and 
transition economies, and drawing largely on survey evidence4
                                                 
4 see OECD 2007 
. It states that countries, in order 
to offer investors attractive risk/return opportunities should take into account: framework 
conditions such as political stability, the stability of the monetary and fiscal framework, and 
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corruption; market characteristics such as the market size, labor force skills, and the state of 
the infrastructure; location specific rents such as access to the required factor inputs (such as 
labor, raw materials, and energy), the extraction of natural resources, and the presence of 
natural tourism endowments. Though recognizing the importance of the corporate tax policy, 
the OECD framework also points to the significance of the tax compliance cost to investors. The 
complexity, the transparency and the predictability of the business tax system influence the 
compliance tax burden and the investment decision (OECD 2007).  
 
Interestingly, several of the above mentioned non tax factors, like some of the framework 
conditions and market characteristics, depend on past and current levels of expenditures. This 
creates an important relationship between tax and non tax factors influencing investment. 
Moreover, since Tiebout (1956) it has been demonstrated that the level of a tax base depends 
on the combination of taxes and public goods in a host country. The OECD (2007) establishes 
“the critical importance, in particular for developing countries, of collecting tax where possible 
on economic rents in order to finance public expenditures that eventually strengthen host 
country fundamentals, and attract foreign direct investment“ (OECD 2007 p31). Several 
theoretical models formalize the relationship between taxation and government expenditures 
that are beneficial to the firm. Contrary to the basic neoclassical investment theory, they 
incorporate public goods or services as inputs in the production function of the firm, and let the 
financing of these public goods or services depend, partly or fully, on corporate tax revenues. 
Zodrow and Mieszkowski (1986), Keen and Marchand (1997), and Sinn (2003) provide such 
models. 
 
Summing up, when evaluating the relationship between corporate investment and corporate 
taxation, one should not only realize that firms simultaneously take account of many other 
factors than taxation in their investment decision, but also that these non tax factors can have 
an impact on the relationship itself between taxation and investment. 
In their overview of the empirical literature Gordon and Hines (2002) conclude that “the 
econometric work of the last fifteen years provides ample evidence of the sensitivity of the 
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level and location of FDI to its tax treatment”, and suggest that research should focus “on more 
subtle variants such as […], (i) the possible importance of tax policy credibility and enforcement, 
and (ii) the relationship between tax and non-tax determinants of foreign direct investment” 
(Gordon and Hines 2002 p49). The latter suggestion calls for investigating the circumstances 
under which lowering the tax burden encourages additional investment or location decisions in 
a country’s favor, and the circumstances under which keeping a relatively high tax rate does not 
discourage investment.  
 
This dissertation assembles pieces of empirical evidence to gain insight in the circumstances in 
which lowering the tax burden can be effective in attracting investment. In chapter 1, we 
explicitly investigate the moderating impact of public goods related investment climate 
variables (such as the regulatory quality, enforcement of the rule of law, investment freedom, 
basic requirements, etc) on the relationship between the effective corporate tax rate and 
foreign direct investment. Chapter 2 and 3 provide evidence on the effectiveness of tax 
incentives in several parts of the developing world where many investment conditions are 
fundamentally different from the industrialized world. Chapter 2 shows overall empirical 
evidence for Africa, Latin America and the Caribbean. Chapter 3 contains two case studies 
narrowing the geographical focus: (i) the first investigates how effective tax incentives are in 
the CFA Franc zone in sub-Saharan Africa, characterized by its very poor investment climate; (ii) 
the second investigates how effective tax incentives are for tourism investment in the small 
open economies of the Eastern Caribbean Currency Union. The first suggestion by Gordon and 
Hines – to investigate the importance of tax policy credibility and enforcement – is partly 
addressed in the first part of chapter 3, in which we examine the impact of the simplicity and 
transparency of the tax system on investment. 
 
Developing countries and the use of tax incentives. 
As mentioned, the first three chapters of this dissertation focus mainly on developing countries. 
Developing countries deserve special attention because the circumstances in which investment 
takes place in developing countries are very different from the circumstances in developing 
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countries. Many of the above mentioned non tax factors such as the market size, labor skills, 
infrastructure, political stability, tax administration capacity, etc. differ fundamentally. 
Bloningen and Wang (2004) show that factors determining the location of FDI vary 
systematically across less developed countries and developed countries. They state that pooling 
data of developed and developing countries into one sample might be inappropriate as the 
estimated coefficient is forced to be the same for both types of countries. As a result, the ample 
results on the relationship between corporate taxation and investment may not just be 
extrapolated. Asiedu (2002) even finds that, within the developing world, some determinants of 
foreign direct investment (FDI) are different for sub Saharan Africa.  
 
Figure 0.2: FDI as a share of GDP, countries by income category. 
 
Source: World Development Indicators, World Bank. 
 
An important question is whether under these different circumstances developing countries are 
engaging more or less in strategic tax competition than industrial countries. Figure 0.1 shows 
falling CIT rates in low income countries too. The rising mobility of capital, illustrated by rising 
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levels of FDI as a share of GDP in Figure 0.2, seems to trigger governments to engage in a race 
to the bottom with respect to corporate tax rates. On the one hand, if governments feel that, 
by lowering the tax rate, they can compensate for the worse investment climate than in the 
developed world, it is possible that tax competition is more aggressive than in the developed 
world. On the other hand, if firms require basic investment climate conditions to invest, any cut 
of the tax rate may be pointless before the investment climate attains a critical level. After all, 
firms’ investment decisions do not only depend on the tax burden but also on the availability of 
pubic goods financed with tax revenues. Many developing countries are characterized by very 
low tax revenues as a share of GDP (see Figure 0.3) and a poor investment climate. In this 
context, it is plausible that a country increasing its provision of highly valued public goods is 
able to increase its tax rate without losing investment. Strong dependence of investment on 
basic public goods may significantly reduce the risk of a race to the bottom.   
 
Figure 0.3: tax revenue as a share of GDP, countries by income categories. 
 
Source: World Development Indicators, World Bank. 
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This argument confirms the importance for governments of understanding the firm’s 
perspective on investment, when making fiscal policy decisions. Only a few empirical studies 
(such as Mutti and Grubert (2004) and Azemar and Delios (2008)) investigate the firm’s 
investment decisions with respect to corporate taxation in developing countries. In this 
dissertation we investigate to what extent the relationship between corporate taxation and 
foreign direct investment depends on the basic investment climate in a country. 
 
Figure 0.4: share of each income category in global FDI, 1985-1990 vs. 2000-2005. 
 
Source: World Development Indicators, World Bank. 
 
The contribution of foreign investment to growth and development in developing countries is 
another argument to focus on developing countries. FDI can be an important source of finance 
to countries with low income levels and domestic savings. It can also provide spillovers of 
knowhow and technology. Although rising in the last decade, the share of FDI in developing 
countries, especially in low and lower middle income countries, on a global scale remains low 
(see Figure 0.4), as is the share of FDI to GDP. As a result, the opportunity of attracting more FDI 
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as a catalyst for growth sounds appealing. It is important to realize, however, that increased FDI 
does not always imply higher economic growth. The empirical evidence on this relationship is 
mixed. Also here, there are important regional differences (see Duttarau et al 2008) and the 
relationship depends on the circumstances in each country. The relationship between FDI and 
growth may depend on the presence of a minimum threshold stock of human capital 
(Borensztein et al 1998), the complementarity and substitution of FDI with domestic investment 
(De Melo 1999), the level of income of the host country (Blomstrom et al 1994), the quality of 
institution and financial development indicators to mediate the flow of imported capital to 
productive enterprises (Durham 2004), etc. In any case, those policies mitigating the growth 
enhancing impact of FDI do not seem to be in conflict with those policies attracting FDI to 
developing countries. 
 
When investigating corporate taxation in developing countries it is difficult to ignore the use of 
tax incentives. Klemm (2010) defines tax incentives as “measures that provide for a more 
favorable tax treatment of certain activities or sectors compared to what is granted to the 
general industry (Klemm 2010 p315).” In this dissertation’s chapters 2 and 3 we focus on those 
tax incentives that aim to encourage investment. Appendix 0.A provides definitions for a set of 
typical such tax incentives.  
Although tax incentives are by no means unique to developing countries, it is worthwhile to 
address their role in developing countries separately, because some incentives are especially 
common in developing countries, as are some unique institutional features (Boadway and Shah 
1995 p31), such as a limited tax administration capacity. Developed countries generally use 
targeted incentives that are embodied in the income tax law, while developing countries tend 
to use a combination of targeted and more general incentives, which may be included in the 
income tax law, the investment and other laws, or simply government decrees (Zee Stotsky and 
Ley 2002). Tax incentives do not require upfront use of government funds, which make them 
for developing countries preferable to financial incentives such as grants or subsidized loans 
that are more frequently employed in developed countries (UNCTAD 2000 p12).  
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The use of tax incentives for investment is controversial among economists. Shah (1995), Zee 
Stotsky and Ley (2002), and Klemm (2010) present excellent overviews of the arguments pro 
and contra the use of tax incentives to attract investment. International tax competition is an 
important force behind many tax incentives (see Klemm 2010). Many developing countries use 
tax incentives to reduce the tax burden for foreign investors. Theoretically, most models focus 
only on the impact of the general corporate tax rate on investment. Only little theoretical 
studies investigate more complex systems, such as those with tax incentives. Keen (2002) 
shows that tax incentives, targeting the most mobile activities, may be a rational response to 
tax competition if not all capital is equally mobile. By only reducing effective tax rates on the 
most mobile activities, countries can save revenues compared to the case of reduced uniform 
taxation. Gugl and Zodrow (2006) find that the welfare effect of tax incentives is ambiguous, 
demonstrating that under reasonable assumptions providing incentives to mobile capital can be 
beneficial.  
 
These models assume that investment is automatically attracted by lowering the tax burden 
and ignore the tax compliance costs and the information and image costs related to tax 
incentives. These costs may counterbalance the reduced tax burden that makes tax incentives 
beneficial to foreign investment. If tax incentives are granted on a discretionary basis, firms 
have to spend time and money lobbying at the government. Companies may also spend 
considerable amounts of time and money to qualify for and obtain tax incentives (James 2009). 
Probably even more worrisome is the signaling impact of a tax structure with tax incentives to 
foreign investors. Compared to tax systems with a low general tax rate and a broad base, tax 
systems with incentives, particularly in countries with poor tax administration capacity, may 
give the image of a country lacking transparency and accountability. Moreover, if tax incentives 
are only granted to new investment project, existing investment projects may feel disfavored. 
These considerations, in addition to the general non tax factors mentioned above, mean that 
whether tax incentives ultimately have a positive impact on investment is an empirical 
question.  
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Unfortunately, there is very little empirical evidence on the effectiveness of tax incentives in 
developing countries5
 
. This dissertation’s chapters two and three fill part of this research gap, 
by empirically investigating the effectiveness of tax incentives for a broad range of developing 
countries. 
 
 
  
                                                 
5 Major contributions can be found in Shah (1995). 
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0.2. Outline, results and contributions 
 
Chapters 1, 2 and 3 of this dissertation analyze international tax competition for investment, 
using corporate taxation, and focuses on developing countries. Chapter 4 deals with local tax 
interaction using multiple local tax instruments, and investigates how Flemish municipalities 
strategically use the local property and the local income tax rate.  
 
Chapters 1, 2 and 3 look at international tax competition from the government’s perspective 
and the firm’s perspective. They broadly answers two research questions: (i) from the 
governments’ perspective, do governments take account of each others’ tax policy with respect 
to investment?, (ii) and from the firm’s perspective, is lowering the tax burden effective in 
attracting investment? The first question is answered by estimating tax reaction functions for a 
set of African, Latin American and Caribbean countries. I estimate separate tax reaction 
functions for the statutory corporate income tax rate, and for two corporate tax incentives: tax 
holidays, and investment allowances. The second question is answered by estimating 
investment equations with a measure of investment as the dependent variable, and measures 
for the corporate tax regime and the circumstances for investment in the host country as 
explanatory variables. The different studies estimating investment equations distinguish 
themselves in several respects. This reflects this dissertation’s objective of gaining insight in the 
heterogeneity of the relationship between investment and taxation. 
 
The first respect concerns the circumstances in which the investment, and the relationship 
between investment and taxation, occurs. In Chapter 1 we provide a theoretical framework 
that explains how the relationship between investment and corporate taxation depends on the 
investment climate provided by the government. The framework calls for the estimation of an 
investment equation in which the corporate tax variable is moderated (interacted) with a public 
goods related investment climate variable. Doing so, we explicitly measure the impact of the 
investment climate (circumstances) on the relationship between investment and taxation. Since 
the investment climate varies more across countries than across time and because only recent 
Introduction, Summary, and Conclusion 
 
0-16 
 
data are available, the investment equation in chapter 1 is estimated for a short (three years) 
but wide panel, including 80 countries ranging from industrial countries with a good investment 
climate to developing countries with a bad investment climate. Basically, we find that FDI is 
more sensitive to taxation where the investment climate is good than where the investment 
climate is bad. While chapter 1 has a wide geographical scope, in chapters 2 and 3, we adopt a 
complementary approach by restricting the differences in circumstances across countries by 
focusing on developing countries only. As such, the all else (than tax) equal condition is more 
easily satisfied. In chapter 2, we estimate investment equations for 40 Latin America, Caribbean 
and African countries for the period 1985-2004. The length of the period allows us to adopt 
country fixed effects. We find that lower statutory CIT rates and longer tax holidays are 
effective in attracting FDI in Latin America and the Caribbean but not in Africa. In chapter 3 we 
further narrow the scope of circumstances across countries. This automatically translates in 
narrowing the geographical scope. These studies can be seen as quasi-experiments, since the 
selected countries are very similar, for example sharing the same currency, cultural or 
geographical characteristics. Chapter 3a studies the effectiveness of tax incentives for 
investment in the CFA Franc Zone. We find that for these low developed countries increasing 
tax holidays or lowering the CIT rate did not affect FDI inflows. In contrast, increasing the 
number of legal guarantees for foreign investors and reducing the complexity of the tax system 
helped to attract investment. Chapter 3b examines the impact of a major change of tax 
incentives for tourism investment in one of the Eastern Caribbean Currency Union (ECCU) 
countries. We find that extending the tax holidays for tourism investment in one of them had a 
positive effect on tourism investment.  
 
The second respect on which the investment studies differ is the measure of corporate 
taxation. In chapter 1, we use the Marginal Effective Tax Rate (METR). This is a forward looking 
measure, generally preferred to backward looking measures (based on realized profits and tax 
payments) because the latter can introduce an important endogeneity bias. METRs require 
complex calculations and detailed tax data and therefore are rarely available for developing 
countries. We use a unique set of METRs calculated by Chen and Mintz (2008) for 80 countries 
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including many developing countries. Their tax measure is very comprehensive since, next to 
corporate income taxes, it also includes sales and excise taxes on capital purchases and capital 
related taxes. The calculations are consistent across all countries taking a standard 
multinational enterprise considering the same investment project6
In chapters 2 and 3, covering longer periods and only developing countries, we introduce 
measures of tax incentives, in addition to statutory income tax rates (STRs). Time series data on 
tax incentives in developing countries are not easily available. For chapter 2, I collected the tax 
incentives measures, corporate income tax holiday and investment allowance, from the Price 
Waterhouse Coopers summaries of corporate taxes, published between 1985 and 2004. For the 
CFA Franc zone study, I use the Ernst and Young ‘Editions FFA’, which contain investment codes 
of the CFA Franc zone countries out of which we created two corporate tax holiday measures, 
one for general investment projects and for export related projects. For the ECCU study, I 
collected information on tax holidays for tourism investment from the Price Waterhouse 
Coopers guides and the countries’ investment promotion agencies.  
. In their international 
assessment Chen and Mintz (2008) do not include conditional tax incentives. Due to the detail 
of information required for calculating the METRs data for this wide range of countries are only 
available for the recent years 2005-2008.  
The unique datasets on tax incentives in developing countries, allows me to evaluate the 
impact of their widespread use on investment, next to the impact of the simple statutory tax 
rate. 
 
Finally, I halt at the measure of investment that is used in the investment studies. In chapters 1, 
2 and the first part of chapter 3, we use aggregate FDI flows into the host country as the 
dependent variable. We take the ratio of FDI to GDP, which makes the measure more 
comparable across countries, and better expresses the importance of FDI to an economy, which 
is what matters to policymakers. FDI is characterized by the fact that the owners reside in a 
different country than the site of investment, and that the ownership is of a controlling form, 
defined as 10 percent or more of total ownership in the local investing entity. Countries that 
                                                 
6 See appendix of chapter 1 for more detail on the calculation of METRs by Chen and Mintz (2008). 
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have no access to international capital markets have to rely primarily on FDI for foreign finance. 
Since it is foreign by definition, FDI is considered to be relatively footloose and thus suited as a 
resource for international tax competition. In chapter 2 and the first part of chapter 3 (on 
Africa) we also use private gross fixed capital formation (as a share of GDP) as the dependent 
variable. Contrary to FDI, this type of investment does not include takeovers, but only covers 
new capital formation. Moreover, this type of investment also includes domestic investment.  
Aggregate investment data are often the only available and reliable investment data to 
developing countries. However, in the second study of chapter 3 (on the ECCU) we are able to 
distinguish between FDI in the tourism sector and non-tourism FDI. As a result, we can 
accurately investigate the relationship between (tourism) sector specific tax incentives and 
(tourism) sector specific investment data. 
 
The rest of this section summarizes for each chapter the research questions, the methodology, 
the data, and the results. 
  
International tax competition 
 
Chapter 1: “Why lower tax rates may be ineffective to encourage investment: the role of the 
investment climate”. 
 
We investigate to what extent the investment climate moderates the relationship between 
corporate taxation and investment. Is foreign direct investment more or less sensitive to the 
corporate tax rate in countries with a bad investment climate? Can countries compensate for a 
bad investment climate by reducing the tax burden for investors?  
We first address this question analytically, using a theoretical framework based on the tax 
competition model of Zodrow and Mieszkowski (1986). In the model, corporate tax revenues 
are used to improve the investment climate. The model shows that capital can react positively 
or negatively to higher corporate tax rates, depending on how effective the public good – 
among others financed with corporate tax revenue - is at enhancing the capital’s productivity. 
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We find that, under certain assumptions, investment is more sensitive to the corporate tax rate 
if the investment climate is good, because further improving the investment climate, financed 
by higher tax revenues, is less rewarding to companies if the initial investment climate is 
already good. This is due to the diminishing returns of capital with respect to the investment 
climate.  
 
The model implies that, when estimating investment equations across countries, one should 
take account of the moderating impact of the investment climate on the relationship between 
investment and taxation. Therefore we estimate an investment equation, interacting the 
corporate tax variable with investment climate variables. To do so, we use a short but wide 
panel for the period 2006-2008, including 80 countries ranging from bad to good investment 
climate countries. We introduce dynamics in the equation adopting a lagged dependent 
variable for investment, and use System GMM to estimate the dynamic specification. The 
investment variable is FDI inflow as a percentage of GDP. The corporate tax variable comes 
from the dataset of METRs from Chen and Mintz (2008). We select investment climate variables 
that are complementary to investment - i.e. productivity enhancing -, and that are public goods 
in the sense that they can improve if the government disposes of higher tax revenues. It 
concerns measures of the ‘regulatory quality’, the ‘enforcement of the rule of law’, ‘legal 
structure and security of property rights’, ‘investment freedom’, basic ‘investments 
requirements’, and the World Bank’s ‘Doing Business’ indicators. 
 
Controlling for several non-tax factors, including fixed time effects, we find that generally FDI as 
a share of GDP reacts negatively on the METR, but the reaction becomes more negative as the 
investment climate improves. In countries with a very poor basic investment climate, capital 
does not react negatively to higher METRs. FDI also rises as the investment climate becomes 
better. We perform additional estimations to check whether these results are robust. First, we 
add more covariates to reduce a possible omitted variable bias. Adopting additional measures 
of corruption, political stability, capital and labor market regulations, geographical isolation, 
and natural resources, do not qualitatively alter the results. Second, we check whether the 
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results still hold when using the simple STR instead of METR as tax measure. The signs of the 
investment climate variables and the interaction terms between the investment climate and 
the STR remain the same, though loose significance for some of the investment climate 
variables. Finally, we split the sample in a group of countries below and above the sample’s 
median investment climate level. The baseline results are confirmed in the sense that a lower 
METR is always significantly effective in attracting FDI in the countries with an above median 
investment climate, but not significantly effective in the countries with a below median 
investment climate, whatever investment climate variable is controlled for.  
 
The results suggest that investors dislike higher corporate taxation less in countries where an 
improvement of the investment climate – financed by the extra tax revenue – contributes more 
to the productivity of capital. As a result, in countries with the worst investment climate, it is 
possible that lowering the tax burden misses its impact. 
 
Chapter 2: “Empirical evidence on the effectiveness of tax incentives”. 
 
In this chapter, we consider two empirical questions about tax incentives: (i) do developing 
countries use tax incentives as tools of international tax competition? And (ii) how effective are 
tax incentives in attracting investment to developing countries? To answer these questions we 
prepared a new dataset of tax incentives in over 40 Latin American, Caribbean and African 
countries for the period 1985-2004. The source of the data is the Price Waterhouse Coopers 
worldwide summaries of corporate taxes. Next to the top statutory CIT rate, we define two tax 
incentives that are widespread in developing countries: tax holidays and investment 
allowances7
 
.  
Concerning the first question, we want to test whether developing countries also strategically 
interact with each other using corporate tax incentives. Strategic interaction should lead to 
positive spatial correlation between tax instruments of competing countries. Consequently, to 
                                                 
7 Investment allowances and tax credits are taken together because tax credits divided by the CIT rate are 
comparable to investment allowances. 
Introduction, Summary, and Conclusion 
 
0-21 
 
answer the first question we separately test tax reaction functions with the following three 
corporate tax instruments as dependent variable: the STR, the tax holiday, and the investment 
allowance. The other countries’ tax variable - on the right hand side of the tax reaction function 
– is the weighted sum of the tax rates in the other countries. Having found that competition is 
limited to countries belonging to the same region (Africa, or Latin America and the Caribbean), 
we weigh the other countries’ tax rates by the average tax rate in the inverse of distance to the 
country of concern. And  
 
We test the reaction functions using the spatial instrumental variables technique proposed by 
Kelejian and Prucha (1998). The length of the panel allows including country fixed effects. Next 
to a set of control variables, we also control for the presence of a common time trend or a 
country-specific time trend in the reaction function. We find strong and robust evidence of 
strategic interaction among developing countries using corporate tax holidays, in addition to 
the well-known competition over CIT. We find no robust evidence, however, of tax competition 
using investment allowances.  
It is hard to assess which mechanism underlies the spatial interaction. As mentioned above, 
there are two main candidates: the resource flow model of international tax competition, and 
the spillover model of political yardstick competition. While the evidence on spatial interaction 
cannot help discriminating between them, the results on the investment equation below may 
shed further light on this. If firms react on the same tax instruments that are used by 
governments to compete each other, tax competition becomes a more likely explanation. 
 
To answer the second question, we estimate several investment equations, using the CIT rate 
and the tax incentives simultaneously as explanatory variables. We use FDI and gross fixed 
capital formation, both as a share of GDP, as dependent variables. We estimate the investment 
specifications using dynamic panel data econometrics. Because the panel dataset is neither 
particularly wide nor long, we perform both within-country and system GMM estimations.  
 
Introduction, Summary, and Conclusion 
 
0-22 
 
We find evidence of the CIT rate and the tax holiday affecting FDI, but not (or not robustly) 
gross private fixed capital formation. We find no evidence that investment allowances affect 
any type of investment. We observe that for those tax incentives that do affect FDI, i.e. the CIT 
rate and the tax holiday - although the economic significance of the holiday is rather low-, 
lowering the tax burden has a significantly bigger impact on FDI in Latin America and the 
Caribbean, than in Africa. The impact of tax incentives on investment in Africa is even 
insignificant. A possible explanation for the low effectiveness in Africa, in accordance with the 
results in chapter 1, is that the investment climate in Africa is so poor that granting tax 
incentives is not sufficient to compensate for the poor investment climate. The higher impact 
on FDI than on fixed capital formation can have several causes: it could be that lowering the tax 
burden primarily affects the part of FDI that is not included in gross fixed capital formation, 
notably mergers and acquisitions; it is also possible that FDI more easily qualifies for tax 
incentives than gross fixed capital formation that also includes domestic investment; next, due 
to the inclusion of domestic investment, gross fixed capital formation is likely to be less mobile 
than FDI; finally, it is also possible that higher FDI crowds out domestically-financed investment.  
Why tax holidays rather than investment allowances turn out to be effective can also have 
several reasons. Countries may be trying (successfully) to compete for rent-earning FDI, 
because very profitable investments would benefit far more from a tax holiday than from an 
allowance, which would only be worth a small share of the rent. This could also explain 
countries’ reluctance to move away from tax holidays, and to offer instead investment 
allowances or accelerated depreciation as often advised by economists. Other candidates are 
that tax holidays are more visible, or can be measured more robustly than investment 
allowances.  
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Chapter 3: “The effectiveness of tax incentives in attracting investment: evidence from the 
CFA France zone and the Eastern Caribbean Currency Union”.  
 
In chapter 3, we investigate the effectiveness of tax incentives for investment in two currency 
unions in the developing world: the CFA Franc zone and the Eastern Caribbean Currency Union 
(ECCU). The countries investigated within these currency unions are much more similar than in 
the previous studies. Besides sharing the same currency, the CFA Franc countries (in West and 
Central Africa) share important cultural characteristics, all speaking French and being former 
colonies of France. They are characterized by monetary stability since the 1994 devaluation and 
have at least the intention of coordinating macroeconomic policies. The ECCU countries are all 
small islands promoting tourism. Also they have intentions for macroeconomic policy 
coordination, though not with respect to tax incentives in the tourism sector. They are 
endowed with sea, sand and sun and target the mobile capital of hotel industries in North 
America and Europe.  
 
The similarity of the countries allows evaluating tax policy changes as quasi experiments 
because all else (than tax policy) is more equal than in the previous studies. As a result these 
studies are complementary to the previous chapters. It is interesting to verify whether the 
results of chapters 1 and 2 are in line with the results in chapter 3.  
 
In chapter 3a, the Africa study, we not only examine the impact of tax incentives on investment, 
but also the impact of the transparency and complexity of the tax system, and the importance 
of legal protection of foreign investors on investment. The latter are critical in Sub-Saharan 
Africa that is generally characterized by a poor investment climate, causing investors to look for 
transparency and security. We constructed a new dataset for these variables based on the Ernst 
and Young ‘Editions FFE’ that provide a detailed overview of the fiscal legislation of the CFA 
Franc zone countries. Tracking the guides for important changes in the investment codes, we 
define two pure tax incentives and two ‘non-tax incentives’ variables: (i) the regular corporate 
income tax holiday, (ii) the corporate income tax holiday for exporters, (ii) an index of the 
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complexity of the tax incentives, (iv) and an index of the legal guarantees for investors. The data 
are constructed for the period 1994-2006, corresponding to the period after the devaluation of 
the CFA Franc. From the investment codes stems the widespread use of tax incentives in this 
region, also recognized by Keen and Mansour (2009) for the whole of Sub-Saharan Africa.  
 
We estimate investment equations using FDI and private gross fixed capital formation as a 
share of GDP as dependent variables, and the four newly created variables simultaneously as 
explanatory variables. We use within country estimation techniques, including the lagged 
dependent variable when necessary. We find that changes in tax holidays for regular 
investment projects did not have an effect on FDI inflows or on fixed capital formation. Tax 
holidays targeted to exporting firms tend to have a positive impact on investment, although the 
statistical significance disappears in some specifications and the economic significance is rather 
low. With respect to the tax compliance cost, we do find evidence that simplifying the 
complexity of tax incentives regimes helps to attract FDI. Also increasing investor certainty by 
extending the legal guarantees for investors helps to attract foreign investment. For fixed 
capital formation, none of the investment climate variables is consistently significant. The 
results suggest that firms reward higher transparency and security more than a lower tax 
burden. This confirms that the basic investment climate conditions are key to investors, before 
tax incentives. This result is in line with the lower sensitivity of FDI to taxation that we found in 
chapter 1. Also in chapter 2 we found that the response to tax holidays and the CIT rate is lower 
in African countries, than in other developing countries.   
 
In chapter 3b, the ECCU study, we investigate whether an important extension of tax incentives 
for tourism investment in Antigua and Barbuda in 2003, entailed more tourism FDI to this 
country compared to the other ECCU islands. Antigua and Barbuda increased the number of 
years of tax holiday, that big accommodations can apply for, from 5 to 25 years. At the same 
time, the other investigated ECCU countries kept their incentives regimes stable. As a result, we 
have an interesting policy experiment where Antigua and Barbuda is the treatment country, 
and the other countries constitute the control group. The tax incentives data for the seven 
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investigated countries come from the Price Waterhouse Coopers corporate tax summaries up 
to 2004. Their accuracy and evolution after 2004 was further checked using original acts and 
contacting the countries’ Investment Promotion Agencies. We obtained FDI data by sector, 
including the tourism sector, for the period 1997-2007, from the Eastern Caribbean Central 
Bank.  
  
To test whether tourism FDI significantly increased in Antigua and Barbuda after the policy 
change we use a difference in differences approach, constructing a treatment dummy variable 
with a value of one for Antigua and Barbuda after 2003, and zero for all other observations. We 
regress tourism FDI on the treatment dummy, controlling for country and time fixed effects, 
and other control variables, such as the organization of the Cricket World Cup by some 
countries in 2007. Robustness checks consist of estimating the same specification with non-
tourism investment as the dependent variable, to rule out the possibility that an improvement 
of the general investment climate rather than the tourism specific investment climate 
influences the results, and dealing with possible serial correlation following the methodology 
suggested by Betrand et al. (2004).  
 
We find robust evidence that the extension of tourism tax incentives caused tourism 
investment to rise significantly faster in Antigua and Barbuda than in the other ECCU countries. 
Several reasons can be brought forward why tax incentives in this case proved more effective 
than in the Africa case. Following the argument of chapter 1, it is possible that tax incentives 
are more effective in the ECCU because the general investment climate is better. An additional, 
non competing explanation is that the ECCU is a good example of a group of very small and very 
open economies, for which tax competition is predicted to be very tough and capital tax rates 
fall to zero (see for example Bucovetsky and Wilson 2001). Further, the capital of tourism 
multinationals is likely to be very mobile since they have the choice to invest in several 
countries with similar amenities.  
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Local tax interaction 
 
Chapter 4: “Local tax interaction with multiple tax instruments: evidence from Flemish 
municipalities”. 
 
In this chapter, we focus on strategic tax interaction between local jurisdictions. As explained in 
section 0.1., local jurisdictions tax less mobile resources. This implies that, next to pure tax 
competition models, based on tax base mobility, other models, such as the political yardstick 
competition model, come more to the fore. This chapter introduces important arguments that 
yardstick competition plays an important role at the local level in Europe and Flanders in 
particular.  
 
In this context, we investigate how local jurisdictions strategically interact with each other using 
multiple tax instruments. Most studies about local policy interaction only consider a single 
policy instrument. If the institutional setting of a country consists of a single local tax 
instrument, a spatially correlated budget automatically implies spatial correlation of the tax 
instrument. If local jurisdictions dispose of multiple tax instruments, however, tax interaction is 
more complex. We are interested in how a jurisdiction’s tax rate depends on the same tax rate 
in the other jurisdictions, but also on the other jurisdictions’ other tax rates. A high rate of one 
of the taxes in the other jurisdictions could -depending on the citizens’ preferences- entail a 
high rate of the same tax, high rates of all taxes, or high rates of some and low rates of other 
taxes, …   
 
Including multiple tax instruments in the reaction function is also important from an 
econometric perspective. Focusing on one tax instrument could cause an omitted variable bias 
on the estimation of the tax interaction coefficient. 
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We empirically investigate strategic tax interaction with multiple taxes among Flemish 
municipalities. The specific institutional setting makes Flanders8
 
 (Belgium) a unique region to 
evaluate multiple tax interaction. Municipalities in Belgium are free to set two important local 
tax rates: the local property tax rate and the local income tax rate. Both tax instruments are 
almost equally important in terms of revenue raised, each accounting for approximately 40% of 
local tax revenues. With the tax base defined at the federal level and municipalities only 
deciding on rates, the tax rates are easily comparable across jurisdictions. Additionally, 
municipalities are also institutionally homogenous with equal responsibilities.  
The division of municipalities has not changed since 1983, when the number of Flemish 
municipalities was fixed to 308. As a result, the current distribution of local income and 
property tax rates over space is the result of many years of strategic tax interaction among 
municipalities. This has resulted in a long run equilibrium that changes little over time. This is 
apparent from the little variation of Flemish local tax rates over time (as compared to over 
space). We estimate the long run impact of the other municipalities’ tax rates on a 
municipality’s income and property tax rate, by between estimating income and property tax 
reaction functions. We do so for the period 1992-2004, and for the legislature (sub)-periods. 
The between estimator produces consistent estimates of long run coefficients, also for dynamic 
models (Pesaran and Smith, 1995). Each reaction function simultaneously includes the 
neighboring municipalities’ income and property tax rate. We use the spatial instrumental 
variables approach of Kelejian and Prucha (1998) to deal with the simultaneous tax setting 
across municipalities, making sure that the instruments satisfy the orthogonality and relevance 
conditions. 
 
We find that the property tax rate of a municipality reacts significantly positive on the property 
tax rate in other municipalities. We also find that the within property tax interaction is 
estimated to be higher when we take account of the possible impact of the other 
municipalities’ income tax rate. Estimating the reaction function between, or year by year, we 
                                                 
8 Flanders is the Northern region of Belgium. 
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find that the cross impact of the other municipalities’ income tax rate on the property tax rate 
is always negative, while significant most of the time.  
Regarding the income tax reaction function the results are equivalent with respect to the sign 
but less robust with respect to the significance levels. Point estimates of within tax interaction 
are remarkably higher when allowing for cross tax interaction. With respect to the cross spatial 
impact of the other municipalities’ property tax rate on the income tax rate, most results show 
negative but insignificant interaction coefficients.  
 
A possible interpretation of the results is that the availability of three important policy 
instruments – the budget and the two tax rates – allows municipalities to strongly compete on 
one tax instrument without having to change the budget. For example, the presence of the 
income tax rate allows the municipalities to compete on the property tax rate without altering 
the budget. This implies that municipalities copy each others’ tax structure rather than each 
others’ total tax burden or budget. Within the yardstick competition model’s logic, which we 
believe is the major driving force behind policy interaction between Flemish municipalities, it is 
possible that, due to the higher visibility of tax rates than municipality budgets - rendering it 
easier for voters to use tax rates as a yardstick to evaluate politicians than budgets -, politicians 
are keener on mimicking tax rates than the budget. The fact that the interaction results are 
stronger for the property tax rate than for the income tax rate also fit into this picture. The 
property tax rate is more visible because it is filed separately, while the local income tax is 
withheld together with the federal income tax. 
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0.3. Policy implications 
 
The empirical and theoretical results found in this dissertation yield important lessons for policy 
makers. Following the structure of the dissertation we start with the policy implications of 
international tax competition focusing on developing countries, and then turn to the 
implications of local tax interaction. 
 
International tax interaction 
 
Before stating the policy advice to developing countries, it is interesting to highlight some 
particular circumstances in which these countries must make policy choices. First, the share of 
global FDI going to developing countries is still very low. While the share of global FDI inflows of 
non-OECD high income countries and upper middle income countries increased importantly 
over the last 20 years, the share of lower middle income and low income countries increased 
much less (see Figure 0.4). The potential for higher shares of global FDI in developing countries 
is therefore high. Second, in the build up to the financial crisis, between 2000 and 2007, 
developing and emerging economies together have been important net exporters of capital (up 
to 5% of their joint GDP), while in the same period the US has been a net importer of capital, for 
almost the same amount. The financial crisis has painfully shown that capital was flowing into 
the wrong direction (Sinn, 2009). The decline of profitable investment opportunities in the 
developed world can be an opportunity for developing and emerging economies to attract 
investors looking for profitable investment projects elsewhere. Third, in a further globalizing 
world tax competition is likely to become stronger, due to increased mobility of capital. In their 
struggle for capital, developing countries are likely to strategically interact with each other to 
safeguard their share, sometimes at the expense of others. In this context, sound policy advice 
on the design of their tax systems, including the use of tax incentives, is very important. Forth, 
developing countries have low tax revenues, also as a share of GDP. This leaves them less room 
than developed countries to engage in a race to the bottom with respect to tax rates to attract 
mobile capital. On the other hand, developing countries need tax revenues to improve their 
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basic investment climate. The slowdown in economic activity and trade due the financial and 
economic crisis has further increased the pressure on country budgets. 
 
Improving the basic investment climate is always beneficial to investment. 
In the tax competition framework of chapter 1, firms’ capital becomes (more) productive if 
basic public goods are available in a country. The public goods are complementary to capital, 
and in the absence of the most basic public goods for investors, capital is little productive. The 
2005 World Development Report shows that the major investment climate constraints for 
investors, based on investment climate surveys in 53 countries, with respect to public or semi-
public goods are regulations and tax administration, courts and legal systems, electricity, 
transportation and telecommunications. The empirical part of chapter 1 confirms that public 
goods like the regulatory quality, the enforcement of the rule of law, the freedom to invest, and 
a combination of doing business indicators are important determinants of FDI in  all countries. 
The first part of chapter 3 shows that increasing the legal guarantees to investors has not 
missed its effect on FDI to the CFA Franc zone.  
 
If the investment climate is bad, a country has to improve its basic investment climate before 
engaging in a tax race to the bottom. Our tax competition framework states that when the 
investment climate is poor, improvements of the investment climate enhance the productivity 
of capital more than when the initial investment climate is good. The improvement of the 
investment climate can be financed by tax revenues from investors. As a result, investors dislike 
higher corporate taxation less in countries where an improvement of the investment climate – 
financed by the extra tax revenue – contributes more to the productivity of capital. As a result, 
in countries with the worst investment climate, it is possible that a higher tax burden is 
attractive to investors, while lowering the tax burden may miss its impact. In sum, low tax rates 
do not generally compensate for a poor investment climate.  
In Chapter 1, we demonstrate that in countries where the regulatory quality, the enforcement 
of the rule of law, the quality of the legal system, or the freedom of investment is the least 
attractive, lower tax burdens do not result in higher shares of FDI to GDP. In chapter 2, we find 
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that lowering the corporate income tax rate and granting tax holidays was less or not effective 
in African countries, known for their poor quality of basic pubic goods. The findings of chapter 3 
can also be interpreted along this line. We find no evidence that extending tax holidays or 
lowering the CIT rate had an impact on investment inflows to the CFA Franc zone, while 
extending the tax holiday in the Eastern Caribbean Currency Union, where the investment 
climate is more attractive, has had a significant positive impact on tourism investment in 
Antigua and Barbuda. Important to note is that those countries for which the responsiveness of 
capital to taxation is the lowest are typically countries with low tax revenues. This is an 
additional argument for these countries, to be careful when lowering tax rates.  
This implies that for developing countries, tax competition does not necessarily need to lead to 
a race to the bottom. An important assumption in this framework is that countries use their tax 
revenue to finance public goods to improve the investment climate. Therefore, a reliable 
government that is not susceptible to corruption is an important prerequisite.  
 
If the investment climate is already attractive, lowering the tax burden is likely to be an 
effective tool to attract investment. For countries with an already good regulatory quality, 
enforcement of the rule of law, doing business climate, etc, extra improvements become less 
and less productivity enhancing. The results of chapter 1 indicate that in these countries a 
lower tax burden significantly increases the share of FDI to GDP.  
 
Tax incentives are not always effective instruments to encourage investment. Their 
effectiveness depends on the circumstances and on the type of incentive. We find mixed 
evidence on the effectiveness of tax incentives. In chapter 2, we find that tax holidays have a 
positive – though economically small – impact on FDI in Latin America and the Caribbean, but 
not in Africa. We find no evidence of investment allowances helping to attract investment in 
developing countries. In chapter 3, the use of tax incentives turns out to be unsuccessful in the 
CFA Franc zone. If there is a positive impact in the CFA Franc zone, it comes from tax holidays 
targeting exporting firms, though this effect is not robust. In the Caribbean, on the other hand, 
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tax holidays have proven their value, encouraging tourism investment. The heterogeneity of 
results gives us the chance to identify circumstances in which tax incentives may work or not.  
A first lesson is that tax incentives, just like generally lowering the tax burden, are less likely to 
work in countries with an unattractive investment climate, such as in Sub-Saharan Africa, than 
in countries with an attractive investment climate, such as in the Caribbean.  
A second lesson is that tax incentives are more likely to work where the level of tax competition 
or the degree of capital mobility is the highest. The success of tax incentives for very mobile 
tourism FDI, coming from big European or American tourism conglomerates, and the more 
likely impact of export than general tax holidays, suggests that tax incentives targeted at the 
most mobile capital have a bigger change of being effective. This confirms the result of Mutti 
and Grubert (2004) who find that export intensive investment is more sensitive to corporate 
taxation. The results also indicate that small open economies geographically close to each 
other, like the Caribbean, are most prone to a race to the bottom.  
 
The design of tax systems, including tax incentives, in developing countries, should be simple 
and transparent. In chapter 3 we state that reducing the complexity of tax incentives regimes, 
measured by the number of different regimes that exist in the country, has had a positive 
impact on FDI in the CFA Franc zone. This result suggests that the jumble of tax incentives has 
important implications for the image of a country to investors. A complex tax system is only 
credible if the tax administration capacity is appropriate to handle it. Complex tax systems can 
be welfare improving (see for example Hettich and Winer (1988)) only if the tax administrations 
are well equipped, which is generally not the case in developing countries. Simplifying tax 
incentives closes doors to corruption.  The less tax incentives, the fewer incentives can be 
granted by the executive as political favors when transparency and public awareness are 
limited and checks and balances are lacking (James 2009). Moreover, simplifying the tax system 
reduces the tax compliance costs in terms of time and money for investors. 
 
Since the benefits of tax incentives in terms of additional investment are limited, countries 
should calculate the revenue loss from granting incentives. In a context where tax revenues 
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are scarce, investments in the investment climate are vital, and the encouraging impact of tax 
incentives is doubtful, countries should think twice before granting tax incentives. A useful tool 
to do so is calculating tax expenditures, the cost of foregone revenue from granting tax 
incentives. The calculation of tax expenditures enhances the transparency and accountability of 
the tax system and forces the government to look at tax incentives as expenditures that should 
be part of the yearly budget. It urges the government to trade off the benefits of one dollar 
public investment against one dollar tax concession. 
 
Tax coordination at the regional level can improve outcomes for all countries. In chapter 2, we 
show that strategic tax interaction using the CIT rate and tax holidays exists among developing 
countries. Chapter 3 demonstrates how the strong tax competition between tiny open 
countries leads to a race to the bottom, with countries extending tax holiday periods. In a 
context where tax competition leads to a race to the bottom, individual country advice would 
consists of stimulating a country to cut tax rates to attract a higher share of investment relative 
to the others. However, from a supra-national point of view, coordination or harmonization of 
tax systems is preferable. In terms of capital attracted to the entire region, tax competition may 
be a zero sum game (see for example Chirinko and Wilson (2008) on tax competition among US 
States). If this is the case, tax competition does not increase total investment in the region, but 
decreases tax revenues in the region. Certainly in developing countries, with already low 
budgets, this jeopardizes vital public investment to improve the investment climate. In the 
Caribbean, for example, where tourism investment is likely to come in anyway, welfare gains 
could be made by harmonizing the tax treatment to tourism investment, like they did to 
manufacturing investment. I realize that tax harmonization is politically not feasible in many 
cases. But, at least international organizations can coordinate their policy advice across regions 
as much as possible. Politically more acceptable forms of harmonization could be in the form of 
harmonization of the tax base or harmonization of the way tax incentives are designed and 
administered. The former could consist of broadening the tax base and limiting exceptions that 
distort allocation of resources. The latter could consist of replacing discretionary incentives by 
automatic incentives based on clearly defined conditions that apply to all investors, 
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incorporating tax incentives in the legislation rather than assigning them by individual 
agreements between governments and investors, or streamlining monitoring and control 
mechanisms.   
 
Local tax interaction 
 
In chapter 4 we find that local jurisdictions in Flanders strategically interact with each other 
using multiple tax instruments at the same time. This means that municipalities not only set 
their budgets and tax rates based on socio-economic and other characteristics proper to the 
municipality itself, but also based on what other, geographically close, municipalities decide.  
A higher income (property) tax rate in the neighboring municipalities ultimately results in a 
higher income (property) tax rate and a lower property (income) tax rate in a municipality.  
As a result, in addition to the fact that municipalities cannot set a single tax independently of 
the same tax instrument in other municipalities, municipalities also cannot set a single tax 
independently of the other tax instruments in other municipalities.  
The signs of the interactions within and across tax instruments suggest that municipalities, with 
three fiscal instruments at hand - the budget, the income tax rate and the property tax rate -, 
mimic each others’ tax structure rather than each others’ budgets. It seems politically more 
rewarding to copy the tax structure of neighboring municipalities than the budget. In the logic 
of yardstick competition models, where information and thus the visibility of the fiscal 
instruments plays an important role, this can be explained by the fact that the tax rates are 
more visible or easier to compare across municipalities, than the budget. The fact that the 
results are stronger for the property tax, which is more visible, than the income tax strengthens 
this argument. In a pure tax competition framework, one might expect that it is rather the total 
tax burden, and resulting budget, that counts to attract mobile resources. This would increase 
the likelihood of finding positive rather than negative interaction across different tax 
instruments as well. Consequently, our results fit better in a context where the yardstick 
competition is dominant, although we cannot exclude the existence of pure tax competition.  
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The existence of yardstick competition generally means increased efficiency of the political 
system through better informed voters. By using information on the neighboring municipalities’ 
tax rates, citizens are better able to judge their own incumbents, increasing the incumbents’ 
accountability.   
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0.4. Directions for further research 
 
Which other non-tax variables can moderate the relationship between tax and investment? 
We find that the relationship between taxation and investment is heterogeneous. This emerges 
from the different results using samples of different regions, and from the moderating role of 
the investment climate for the sensitivity of investment to taxation. We explicitly model this 
heterogeneity by establishing the link between taxation and public goods or the investment 
climate. Having found that the basic investment climate is an important moderator of the 
relationship between investment and taxation, it would be useful to investigate which other 
factors may explain the heterogeneous relationship.  
An interesting line of thinking, that deserves further exploration, is about the role of 
agglomeration economies for taxation. New Economic Geography models point to the non 
linear relationship between tax and capital due to the existence of agglomeration economies 
(see Baldwin et al 2003). Still, there is much room for research on the impact of agglomeration 
economies on international tax competition. A number of studies investigate the impact of 
agglomeration economies on the sensitivity of capital to taxation on the local or national scale 
(e.g. Brülhart et al 2007, Devereux et al 2007). But on the international scale, this subject is 
largely unexplored. It would be interesting to get more insight in the impact of the existence of 
core and periphery regions on the global scale, on tax competition and the relationship 
between taxation and investment.  
 
What is the role of tax related variables other than the tax policy itself, such as the credibility 
of tax enforcement, the design of the tax system, the tax compliance cost, for investment?  
In many developing countries, tax administrations do not have the capacity or the means to 
enforce the tax rules. Often, tax payers are only superficially monitored and controlled, which 
creates uncertainty. In other cases tax administrations do not have the power to enforce the 
tax law, because they are overruled by government decisions. The credibility is even more 
eroded when tax administrations themselves are susceptible to corruption. An important factor 
determining the credibility of tax enforcement and credibility is the design of the tax system. 
Introduction, Summary, and Conclusion 
 
0-37 
 
Not only is a simple design of the tax system easier to administer, it also provides less 
opportunities for cheating. A less complex system is also beneficial for the tax compliance cost. 
Further, also the stability of the tax system over time may be an important determinant of the 
trustworthiness of a country to invest in. It would be interesting to find evidence on the extent 
to which these factors affect investment and the relationship between taxation and 
investment. Would it be possible that these factors are more important than the tax system 
itself? We slightly touched upon these issues in chapter 3 and found that these factors are 
important. This field deserves more attention, although finding reliable data will be a difficult 
task.  
 
As more detailed data become available, more detailed questions can be answered. In our 
research we are limited by the availability of data for developing countries. This forces us to 
look at the relationship between investment and taxation from a macro perspective. The 
availability of reliable aggregate investment data, and unique datasets on marginal effective tax 
rates and tax incentives for developing countries, allowed us being among the first to 
investigate the overall impact of corporate taxation on investment in developing countries. As 
more detailed data become available, scholars will be able to answer more questions more 
accurately.  
First, with respect to the investment data, the availability of bilateral FDI data would allow 
taking account of home country effects, including double taxation agreements between home 
and source country. Also the impact of Bilateral Investment Treaties (BIT), that offer better 
protection to investors, could be explored. Are tax incentives more effective if BITs are in place? 
The use of sector level data, like in the chapter 3 on tourism investment in the Caribbean, 
makes it possible to examine whether capital is equally sensitive across different sectors. For 
example, is capital in export oriented sectors or in sector that require less skilled labor, more 
sensitive to taxation than in other sectors? Knowing which sectors are more prone to changes 
in the tax burden is useful for the design of tax incentives. In addition, distinguishing between 
natural resource sectors, often subject to a different tax regime, and other sectors, would 
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enable scholars to better identify the relationship between taxation and investment in 
developing countries.  
Finally, firm level data would make it possible to assess the impact of corporate taxation in 
developing countries on the financial structure, profit shifting, etc of multinational firms. The 
World Bank’s ‘enterprise surveys’ provide a growing set of firm level data in emerging and 
developing countries. This will make micro level research possible in the future.   
Second, also the availability of tax measures for developing countries is limited.  As the panel 
dataset of marginal effective tax rates of Chen of Mintz (2008) becomes longer, it will be 
possible to use within country estimation, in addition to our cross section analysis. 
 
How about the use of tax incentives in Asia? This dissertation focuses on the use of tax 
incentives in Africa, Latin America and the Caribbean. Though, tax incentives are also rampant 
in Asia. Data on tax incentives on a selection of Asian countries could be distilled from the Price 
Waterhouse worldwide summaries of corporate taxes.  
 
If tax incentives are not effective, why are they still popular in developing countries? We find 
mixed evidence of the effectiveness of tax incentives in developing countries. Especially in poor 
investment climate countries and Africa, tax incentives seem to trigger little investment, while 
the costs can be high. Further research should clarify whether political economy motives 
underpin tax incentive decisions. Are they used because they are easier to provide than 
improving the investment climate? Do governments use them to show that they are doing 
something active to attract investment? Are they popular among government officials because 
they give them more control and power over investment projects coming into the country? 
 
How does strategic fiscal interaction look like in models where fiscal reaction functions are 
estimated simultaneously? In chapter 4 we take account of the fact that fiscal interaction is not 
limited to interaction within one single tax instrument. We find that tax decisions are also the 
result of tax interactions across different tax instruments. We estimated the reduced model of 
the local income and local property tax reaction function. The reduced model estimates show 
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the final result of the tax interaction game. Estimation of the structural model, where each tax 
reaction function also contains the other tax instruments of the own municipalities (and not 
only of the other municipalities, as in the reduced model) would offer a more detailed picture 
of how the final result of the tax interaction game is obtained. To do so, specific variables 
identifying one tax rate but not the other are needed. This has not been possible for Flanders so 
far.  
Another way of linking several fiscal reaction functions is through the budget constraint. Based 
on a Linear Expenditure System, Elhorst (2010) estimates several tax and expenditure reaction 
functions of Dutch municipalities in a seemingly unrelated regressions model. The link between 
the reaction function models is that the sum of the dependent tax variables equalizes the sum 
of the dependent expenditure variables. Doing so, he estimates the reaction functions explicitly 
taking account of the balanced budget constraint. It would be interesting to see whether this 
estimation method, which requires complicated programming, would affect tax interaction 
results for Flanders. 
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Appendix 0.A: Definitions of typical tax Incentives 
 
Tax holidays: temporary exemption of a new firm or investment from certain specified taxes, 
typically at least corporate income tax. Sometimes administrative requirements are also 
waived, notably the need to file tax returns. Partial tax holidays offer reduced obligations rather 
than full exemption. 
 
Investment tax credit: deduction of a certain fraction of an investment from the tax liability. 
Rules differ regarding excess credits (credits in excess of tax liability) and include the possibility 
that they may be lost, carried forward or refunded. 
 
Investment allowance: deduction of a certain fraction of an investment from taxable profits (in 
addition to depreciation). The value of an allowance is the product of the allowance and the tax 
rate. Unlike a tax credit, its value will thus vary across firms unless there is a single tax rate. 
Moreover, the value is affected by changes to the tax rate, with a tax cut reducing it. 
 
Accelerated depreciation: depreciation at a faster schedule than available for the rest of the 
economy. This can be implemented in many different ways, including a higher first year 
depreciation allowances, or increased depreciation rates. Tax payments in nominal terms are 
unaffected, but their net present value is reduced and the liquidity of firms is improved. 
 
Reduced tax rates: reduction in a tax rate, typically the corporate income tax rate.  
 
Exemptions from various taxes: exemption from certain taxes, often those collected at the 
border such as tariffs, excises and VAT on imported inputs. 
 
Financing incentives: reductions in tax rates applying to providers of funds, e.g., reduced 
withholding taxes on dividends. 
 
Source: Klemm 2010. 
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Chapter 1 
Why lower Tax Rates May be Ineffective to Encourage Investment:  
the Role of the Investment Climate1
 
 
 
 
 
We first analyze theoretically how the investment climate can affect the impact of corporate 
taxation on investment in a simple tax competition model where the corporate tax revenues are 
used to improve the investment climate. We find that an improvement of the investment 
climate increases the sensitivity of capital to the tax rate if the investment climate is very 
effective at enhancing the productivity of capital or if the investment climate enhances the 
productivity of capital much more when the initial investment climate is unattractive than when 
the initial investment climate is already attractive. As a result, the model calls for the estimation 
of an investment equation where the tax variable is moderated by an investment climate 
variable. 
We estimate such an investment equation using a unique panel dataset of effective corporate 
tax rates of 80 countries, including countries with an unattractive and countries with an 
attractive investment climate, for the period 2005-2008. We find two important results. First, a 
better investment climate increases the sensitivity of FDI to the tax rate. Second, in the worst 
investment climate countries, FDI reacts not negatively to a rise in the tax rate.  
These results have important policy implications. For bad investment climate countries it is 
ineffective to lower the tax rate to compensate for the bad investment climate. Instead, these 
countries should focus on improving the basic investment climate. 
 
  
                                                 
1 This chapter is the result of joint work with Sebastian James (World Bank). 
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1.1. Introduction 
 
The neoclassical investment theory, pioneered by Jorgenson (1963) predicts that lowering the 
tax burden - through a drop in the user cost of capital - increases investment. This prediction 
has been tested many times2
 
. The results of the empirical research on the relationship between 
investment and taxation are mixed, depending on how the data are defined, which periods and 
regions are covered, the methodology used, etc (Devereux 2006). In their Meta analysis De 
Mooij and Ederveen (2003) find a median tax rate elasticity of foreign capital of -3.3. Their Meta 
analysis offers interesting insights in how conceptual issues explain the heterogeneity of 
evidence. However, in this paper we investigate how differences in the investment climate 
between countries can moderate the relationship between investment and taxation. More 
precisely we focus on that part of the investment climate that can be directly affected by 
government policy, and that is crucial for the productivity of capital. Concretely, we examine 
the impact of public goods such as the regulatory quality, the rule of law, basic infrastructure, 
etc. on the effect of corporate taxation on investment. 
We want to provide policy makers and policy advisers with better insights on the extent to 
which the investment climate moderates the relationship between investment and tax. Two 
quotes from policy notes of the OECD and the World Bank demonstrate that this is a relevant 
topic: 
“There is a broad agreement that a low host country tax burden cannot compensate for a 
generally weak or unattractive FDI environment… Tax is but one element and cannot 
compensate for weak non-tax conditions” (OECD 2007). 
“…tax incentives are a poor instrument for compensating for negative factors in a country’s 
investment climate” (World Bank, Morisset 2003). 
The rationale behind this is that lower tax rates are effective in attracting investment if the 
investment climate is attractive, but not if the investment climate is unattractive. These 
statements are more based on anecdotic evidence and surveys than on theory and empirical 
                                                 
2 For excellent overviews see Devereux (2006), Feld and Heckmayer (2009), Hines (1999), and OECD (2007). 
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evidence. Common to the empirical papers is that the theoretical framework underlying the 
interaction between investment climate variables and tax are rather weak. Bénassy-Quéré et al. 
(2007) present a theoretical model but they do not completely analyze the behavior of the 
interaction between capital taxation and the investment climate. 
 
In this paper we start with providing a simple theoretical framework, based on the tax 
competition model of Zodrow and Mieszkowski (1986), in which public goods enhance the 
productivity of capital and in which the public good is financed by the corporate tax. The model 
explains that capital can react positively or negatively to a rise in the corporate tax rate 
depending on how effective the public good is at enhancing capital’s productivity, but also on 
whether a country is on the rising or falling side of the Laffer curve. Next, the model explains 
that the investment climate can have a positive or negative impact on the relationship between 
capital and the tax rate depending on: (i) how complementary the public good is to capital, (ii) 
whether a higher corporate tax rate leads to higher or lower tax revenues and (iii) the rate at 
which the effectiveness of the public good at enhancing the productivity decreases as the level 
of the public good increases. 
 
The model implies that one should take account of the moderating impact of the investment 
climate on the relationship between investment and corporate taxation when estimating 
investment equations across countries. We do so using a unique dataset of marginal effective 
tax rates (METRs) from Chen and Mintz (2009) of 80 countries, including low and highly 
developed countries, for the period 2005-2008.  Further, we impose two important restrictions 
to our data selection. First, we select investment climate variables that correspond to two 
assumptions of the theoretical model: they are complementary to investment, and their 
outcome can improve if the government disposes of higher tax revenues. Second, we select a 
sample of countries ranging from countries with very low (unattractive) levels of the investment 
climate to countries with very high (attractive) levels, allowing for variations in the 
complementarity of the investment climate variables. We use FDI inflows as a percentage of 
GDP as the dependent variable. 
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We find that in countries with a very poor basic investment climate, capital does not react 
negatively on a rise of the tax rate. The reaction gets more negative as the investment climate 
improves. As a result, if the basic investment climate is poor, governments should focus on 
improving the investment climate and not on lowering the tax burden which is ineffective in 
such a situation. Moreover, higher tax revenues help to improve the investment climate. 
 
Section 1.2 reviews the literature. Section 1.3 sets out the theoretical model. Section 1.4 
describes the data and the methodology. Section 1.5 presents the results, which are further 
discussed in section 1.6. Section 1.7 concludes. 
 
1.2. Literature review 
 
The little empirical evidence on the impact of the investment climate on the effect of corporate 
taxes on investment consists of two kinds: (i) studies that split samples in better and worse 
investment climate countries and that estimate separate elasticities of capital to taxation for 
each sample, and (ii) studies that explicitly interact investment climate variables with the tax 
variable in investment equations3
 
. Table 1.1 gives an overview of both kinds of studies that 
consider the moderating impact of the investment climate or of other development related 
variables.  
Demekas et al. (2007) study FDI flows to 16 South, Central and Eastern European countries and 
find that FDI is more sensitive to taxation in high GDP per capita countries than in low GDP per 
capita countries. At the same time, FDI is more sensitive to infrastructure in low GDP per capita 
countries.  In a study of FDI flows to 18 EU countries, Bénassy-Quéré et al. (2007) find that FDI is 
more sensitive in the sample of low public capital countries than in the sample with high public 
                                                 
3 A third option could be to look at separate studies focusing on good IC countries and bad IC countries. However, 
comparing results of studies that use good IC countries versus studies that use bad IC countries would be 
dangerous because of differences in data definitions, estimation methodology, etc. A few studies of which we 
know that only focus on poor investment climate countries, assuming for a second that developing countries are 
poor IC countries, are Gastanaga et al. (1998), Klemm and Van Parys (2009), and Van Parys and James (2010). 
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capital countries. Given the selection of EU host countries, it is likely that the variance in public 
capital is rather low and that all sample countries provide the most vital investment climate 
needs for investors. Therefore, their results should be interpreted as results within a group of 
countries with a generally good investment climate. Turning to studies using interaction 
variables, we note that Mutti and Grubert (2004) for US firms and Azemar and Delios (2008) for 
Japanese firms, find that the location decision of multinationals to developed and developing 
countries is more sensitive to tax when GDP is lower, GDP per capita is lower, host countries 
are less developed, have less public goods or a worse quality of public governance. Bellak et al. 
(2007) find that the FDI flow to 8 CEEC countries is more sensitive to taxation if the 
infrastructure is poorer. Gorg et al. (2009), on the other hand, study 18 OECD countries and find 
a higher sensitivity of FDI flows to taxation if social expenditures (as a share of GDP) are higher. 
A final empirical study that contributes to the discussion, be it from a different angle, is a study 
of Dharmapala and Hines (2009) who finds that tax havens are typically countries with high-
quality governance institutions. According to him tax havens are likely to be unsuccessful in the 
absence of high-quality governance. 
 
These apparently mixed results force us to be very careful interpreting them before drawing 
policy implications about the impact of the investment climate on the effectiveness of lowering 
the tax burden. The results depend on a number of important conceptual settings. The results 
depend on the kind of investment climate or development variable that is used, on the level of 
variance of this variable across the sample countries, the measure of investment, etc. For 
example, in studies with only developed countries, with a generally good investment climate, a 
worse investment climate does not mean a bad investment climate. Also, the location decision 
is not informative about the level of investment. Furthermore, some investment climate or 
development variables are more crucial or complementary to investment than others.  
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Table 1.1: literature overview.  
Author Period-Countries Dep var Sample split/ 
Interaction 
Results 
Demekas et al. 
(2007) 
1995-2003 
FDI from 24 (EU 15 
+9) to 16 South, 
Central and Eastern 
European countries 
FDI flows and 
stocks 
Sample split: 
GDPpc > $ 5887 
GDPpc < $ 5887  
- FDI more sensitive to STR in 
high GDPpc countries 
- FDI more sensitive to 
infrastructure in low GDPpc 
countries 
Bénassy-Quéré 
et al. (2007) 
1994-2003 
US FDI to 18 EU 
countries 
FDI stocks Sample split: 
high and low public 
capital countries 
FDI more sensitive to tax in 
low public capital countries 
Mutti and 
Gubert (2004) 
1982/1989/1994 
US MNCs to 47 (for 
activity) or 60 a (for 
location) countries 
Activity (GPO), 
and location 
decision 
Interaction: 
AETR*GDP 
AETR*GDPpc 
Activity and location more 
sensitive to tax when: 
- GDP higher  
- GDPpc higher 
Azemar and 
Delios (2008) 
1990-2000 
Japanese firms to 
66 developed and 
developing 
countries 
Location 
decision 
Interaction: 
STR*(L)DCb  
STR*GDPpc 
STR*public goods 
STR*quality of 
public governance 
Location decision more 
sensitive to STR in:  
- less developed countries 
- low GDPpc countries 
- low public good countries 
- low quality of public 
governance countries 
Bellak et al. 
(2009) 
1995-2004 
FDI from 7 western 
countries to 8 CEEC 
countries 
Bilateral FDI 
flows 
Interaction: 
BEATR*infra 
Higher sensitivity of FDI to tax 
if infrastructure low,  
Gorg et al. 
(2009) 
1984-1998 
18 OECD countries 
FDI flows Interaction: 
EMTR*soc exp (% 
GDP) 
Higher sensitivity of FDI to tax 
if higher social expenditures 
a: Only countries with >= 5 inv projects selected 
b: dummy for less developed and developed countries 
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1.3. Theoretical analysis 
 
The review of the empirical literature showed that there are important differences of the 
sensitivity of capital to the tax rate across countries and over time. Moreover, also the impact 
of the investment climate on the sensitivity of investment to taxation is ambiguous. In this 
section we present a theoretical framework to explain the impact of the investment climate on 
the derivative of capital to the corporate tax rate. Throughout this section we talk about public 
goods rather than the investment climate. An investment climate variable satisfies the 
definition of a public good in the sense of the model if it is non rival and non excludable, under 
control of the government, and if higher tax revenues can improve the investment climate 
outcome. We interpret this definition rather broadly by considering variables such as the 
regulatory quality, the rule of law, security of property rights, etc. as public good variables. 
 
1.3.1. The basic tax competition model 
 
The analysis is based on the basic tax competition model of Zodrow and Mieszkowski (1986), 
henceforth Z-M. In the model citizens play the role of consumer and producer. Together, the N 
citizens of a jurisdiction possess the amount of capital 𝐾𝐾� . The producers behave competitively 
and take government policies as given. They maximize profits by choosing the appropriate level 
of capital K. Next to capital, also the public good G is a useful production factor. The production 
function for producing the private numéraire good is denoted by ),( GKF . The production 
function is characterized by: 
- decreasing marginal productivity: 0,0 <> KKK FF   
- complementarity of capital and the public good: 0>KGF  
- decreasing complementarity of capital and the public good with rising G and K: 0<KGGF , 
0<KKGF  
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Capital is perfectly mobile between jurisdictions and it follows from international arbitrage that 
the single world price for capital is r. Next to the world price of capital, firms also face a capital 
tax rate t on capital. Firms maximize profits when marginal revenue equals marginal costs: 
 
rtFK +=  (1.1) 
 
As consumers the citizens draw utility from consumption of the private good. The output 
available for consumption of the private good by citizens is given by the consumers’ budget 
constraint: 
 
)/()(),( NKrKtrGKFC ++−=   (1.2) 
 
Citizens receive the profits from the firm, and the revenue from their endowment of capital.  
The government’s revenue is determined by the tax rate and the jurisdiction’s tax base capital, 
since t is a destination based tax rate. The government produces public goods according to the 
budget constraint: 
 
tKgG += 0  (1.3) 
 
Where 0g  is a constant. It is the amount of public goods not financed by corporate income tax 
revenue. We introduce this constant to break the direct one to one link between corporate tax 
revenues and the investment climate. It allows including institutional quality as a component of 
the investment climate G. This is particularly important when linking the theoretical model to 
the empirical analysis below, where it is hard to distinguish between pure public good and 
institutional quality variables.  
 
The government chooses the optimal tax rate to maximize the utility U(C, G) of the citizens 
under the constraint of equations (1.1), (1.2) and (1.3).  
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One can derive the change in capital demand within a jurisdiction due to a change in the tax 
rate, by differentiating equations (1.1) and (1.3) and find: 
 
KKKG
KG
FtF
KF
dt
dK
+
−
=
1
  (1.4) 
 
1.3.2. The interpretation of dK/dt 
 
The denominator of (1.4) can be called the overall marginal productivity of capital (See Dhillon 
et al. (2007)). When capital goes up, this affects the productivity of capital FK in two ways. First, 
it decreases the productivity of capital because of the decreasing marginal productivity (FKK<0). 
Second, a rise in capital also causes the public good to rise, by a factor t (according to equation 
(1.3)). Now, a rise in the public good increases the productivity of capital because they are 
complementary (FKG>0). As a result, there are two opposite forces on the productivity of capital. 
Z-M assume that the overall marginal productivity of capital is negative. This assumption rules 
out the possibility of ever increasing demand for capital since the overall productivity rises due 
to the provision of public goods.  
 
Given the negative denominator, the overall sign of dK/dt depends on the sign of the 
numerator. Z-M assume that the numerator is always positive, irrespective of the level of public 
goods4
                                                 
4 As a result, dK/dt is always negative: raising the tax rate leads to capital flight. From this result follows a race to 
the bottom with countries undercutting each other’s tax rate, resulting in under-provision of the public good. 
. However, we follow the argument of Dhillon et al. (2007) and Sinn (2003) that this 
assumption should be relaxed to allow the numerator to be negative. The sign of the numerator 
depends on the magnitude of FKG, i.e. the extent to which the public good enhances the 
marginal productivity of capital or the extent to which the public good is complementary to 
capital. It is possible that the marginal value of the public good – through productivity 
enhancement -, i.e. FKGK, is higher than the marginal cost of the tax rate, which is by 
assumption equal to one. This would mean a negative denominator and a positive overall 
Chapter 1: Why lower tax rates may be ineffective to encourage investment: the role of the 
investment climate 
1-10 
 
dK/dt5. The basic intuition is that, the more public goods contribute to the productivity of 
capital, the less capital is opposed6
 
 to a rise in the tax rate.  
However, to know the complete impact of the complementarity of the public good and capital, 
one may not solely rely on the analysis of the numerator. FKG also appears in the denominator. 
As a result, a higher complementarity of the public good and capital leads to a lower opposition 
of capital to a rise in the tax rate, but only if a rise in the tax rate leads to higher tax revenues7
This outcome is illustrated graphically in appendix 1.B1. 
, 
or the country is on the rising side of the Laffer curve. The latter condition is ignored in the 
analysis of Dhillon et al. (2007) and Bénassy-Quéré et al. (2007). 
 
Proposition 1a: Capital is less opposed to a rise in the tax rate if the complementarity of the 
public good and capital is higher, conditional on the fact that the rise in the tax rate leads to 
more public goods. 
 
Next to the complementarity of the public good and capital (FKG), we also study the importance 
for dK/dt of the rate at which the productivity of capital diminishes, i.e. FKK.  This is also 
important for section 1.3.3.  
 
A higher rate of decreasing productivity of capital decreases the sensitivity of capital to the tax 
rate: if the productivity of capital rises less with the amount of capital, the demand of capital is 
less sensitive to changes in the user cost of capital, including the tax rate. As a result, the 
change in capital (dK) becomes smaller. For dK/dt, it means that a higher rate of decreasing 
productivity of capital brings dK/dt closer to zero, whether the total dK/dt is positive or 
negative. 
 
                                                 
5 This would then lead to a race to the top with overprovision of public goods. 
6 We prefer to use the term ‘opposed’ here to ‘sensitive’ because we allow dK/dT to be positive. If dK/dT is 
positive, ‘more opposed’ still means a lower dK/dT, while ‘more sensitive’ would mean a higher dK/dT. 
7 Meaning that the extra revenue due to the higher tax rate is not undone by a drop in the tax base 
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Proposition 1b: capital is less sensitive to a rise in the tax rate, if the rate at which the 
productivity of capital decreases is higher. As a result, capital is more (less) opposed to a rise 
in the tax rate, as the productivity of capital decreases at a higher rate, if dK/dt is positive 
(negative). 
 
This outcome is illustrated graphically in appendix 1.B2. 
 
1.3.3. The interpretation of (dK/dt)/dG 
 
The above analysis shows that the sensitivity of capital to taxation depends on two forces: (i) 
the complementarity between the public good and capital and (ii) the rate at which the 
productivity of capital decreases. In this section we analyze the impact of the level of the public 
good G on dK/dt, by analyzing the impact of the level of the public good on these two forces.  
 
Concerning the complementarity of the public good and capital (i), the basic tax competition 
model assumes that the complementarity decreases when the level of the public good goes up 
(FKGG<0). The more public goods, the less an extra unit of the public good enhances the 
productivity of capital. Combining this with proposition 1a – higher complementarity of public 
good and capital lead to higher opposition of capital to a higher tax rate, provided that a higher 
tax rate leads to higher tax revenues - one would conclude that capital becomes more opposed 
to a rise in the tax rate (dK/dt becomes lower) as the level of public goods rises, provided that a 
higher tax rate leads to more public goods – through higher tax revenues –, i.e. provided that a 
country is on the rising side of the Laffer curve. 
 
However, an increase in the level of public good provision also has an impact on the rate at 
which the productivity of capital decreases (ii). The tax competition model assumes that the 
productivity of capital decreases faster at higher levels of the public good (FKKG<0). Combining 
this with proposition 1b – faster decreasing returns lead to lower sensitivity of capital to the tax 
rate - one would conclude that capital becomes less sensitive to a rise in the tax rate at higher 
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levels of the public good (dK/dt gets closer to zero). If dK/dt is positive, less sensitive means 
more opposed to a rise in the tax rate (dK/dt gets lower), while if dK/dt is negative, less 
sensitive means less opposed (dK/dt gets higher). 
 
Formally, the total derivate of dK/dt to the level of public goods G can be written as follows: 
 
2)(
)1()(/)(
KKKG
KGKKGKKKGG
FtF
KFFtKFFdG
dt
dK
+
−−−−
=  (1.5) 
 
The sign of (1.5) depends on the sign of the numerator, since the denominator is always 
positive. The first term of the numerator )( tKFF KKKGG −−  summarizes the mechanism of force 
(i), and is negative (positive) only if )( tKFKK −−  is positive (negative), implying that a country is 
on the rising (falling) side of the Laffer curve8 )1( KFF KGKKG −−. The second term, summarizes 
the second force (ii), and is negative (positive) only if )1( KFKG−  is negative (positive), implying 
a positive (negative) dK/dt.  
 
As a result, if dK/dt is positive, which automatically implies that a country is on the rising side of 
the Laffer curve9
If dK/dt is negative and a country is on the falling side of the Laffer curve, both forces work in 
the same direction: a higher level of the public good always makes capital less opposed to a rise 
in the tax rate (dK/dt gets higher). 
, both forces (i) and (ii) work in the same direction: a higher level of the public 
good always makes capital more opposed to a rise in the tax rate (dK/dt gets lower). 
Graphically, this result is illustrated in appendix 1.B3. 
If dK/dt is negative and a country is on the rising side of the Laffer curve, forces (i) and (ii) work 
in opposite directions. The overall effect then depends on the relative magnitude of the term 
with FKGG versus the term with FKKG. Only if the rate at which more public goods reduce the 
                                                 
8 Proof in appendix 1.A. 
9 Note that the case of a positive dK/dt and being on the falling side of the Laffer curve is not possible, since a 
positive dK/dt always implies that a rise in the tax rate increases the level of the public good through the budget 
constraint (see appendix 1.A). 
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complementarity of public goods is high relative to the rate at which more public goods 
enhance the decreasing productivity of capital, will capital become more opposed to a rise in 
the tax rate at higher levels of the public good. Graphically, this result is illustrated in appendix 
1.B4.  
 
Table 1.2 formally summarizes these possibilities.  
 
Table 1.2: the sign of (dK/dt)/dG. 
0/)/(0)1()()
0/)/(0)1()()0))(
0/)/(0))(0/)2
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In short, based on our theoretical model we can formulate the following propositions: 
 
Proposition 2a: if dK/dt is positive, capital always becomes more opposed to a rise in the tax 
rate as the level of public goods increases.  
 
Proposition 2b: if dK/dt is negative, and if higher tax rates lead to less public goods, capital 
always becomes less opposed to a rise in the tax rate as the level of public goods increases. 
 
Proposition 2c: if dK/dt is negative, and if higher tax rates lead to more public goods, capital 
is more likely to become more opposed to a rise in the tax rate as the level of public goods 
increases: 
- as the rate at which the level of public goods diminishes the complementarity of 
public goods and capital is higher, i.e. FKGG more negative. 
- as the rate at which the level of public goods enhances the decreasing productivity of 
capital, is lower, i.e. FKKG less negative. 
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1.3.4. An example: the Cobb-Douglas production function 
 
As stated in Bénassy-Quéré et al. (2007, p398) the Cobb-Douglas function, augmented with 
public goods satisfies all the conditions of the production function put forward in section 1.3.1. 
Using the Cobb-Douglas function: 
βαGKGKF =),(  , with 1,0 << βα  
it is easy to show that the production function conditions are satisfied: 
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The overall marginal productivity of capital (ompk), explained in section 1.3.2 becomes: 
))1(()1( 12211 GtKGKGKGKtFtFompk KKKG αβαααβα
βαβαβα −−=−+=+= −−−−−   
In the model ompk is assumed negative. This translates into the following condition: 
G
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Because of our special budget constraint, including the constant 0g , this condition is less 
restrictive than the condition of decreasing returns to scale, i.e. 1<+ βα , put forward in 
Bénassy-Quéré et al (2007).  
 
In section 1.3.2 we also defined the marginal value of the public good (mvpg). With our Cobb-
Douglas production function this becomes: 
01 >== −βαβα GKKFmvpg KG  
Depending on whether the mvpg is bigger or smaller than one, we end up with a positive or 
negative total derivative dK/dt.  
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Finally, turning to the derivative of dK/dt with respect to the public good G, the Cobb-Douglas 
production function generates the following result: 
[ ] [ ]
[ ]2211
112121
)1(
1)1()1()1(
βαβα
βαβαβαβα
ααβα
βαβααααββα
GKGKt
GKGKtGKGKdG
dt
dK
−−−
−−−−−−
−+
−−−−−−−
=  
, which is identical to equation (1.5). 
 
1.4. Empirical analysis 
 
1.4.1. From theory to empirics 
 
The theoretical framework shows that the relationship between capital and corporate taxation 
can be negative or positive. It demonstrates how the sensitivity of capital to taxation depends 
on the level of public goods. As a result, it calls for the inclusion of an interaction term between 
the tax rate and the level of public goods when investigating the relationship between capital 
taxation and investment. The model gives possible interpretations for the sign of the 
interaction term. The sign depends on how complementary the public good is, how the 
complementarity changes with the level of the public good, and on the position of countries on 
the Laffer curve. For the rest of the empirical analysis we will use the term ‘investment climate’, 
interpreted as the public goods for investors, instead of ‘public goods’.  
 
Following the model we add the interaction term between the corporate tax and the 
investment climate variable to the investment specification, which gives: 
uXICTAXICTAXINV +++++= ρδγβα .       (1.6) 
Where INV is investment, TAX denotes the capital tax rate, IC is the investment climate variable, 
X a vector of control variables and u the residual term. This kind of ad hoc investment equation 
has proven useful in assessing the impact of taxation on investment when the only available 
data are aggregate investment (cfr De Mooij and Ederveen (2003)). This is the case in this study 
since we want to include countries with good and bad investment climates.  
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In order to stick to the mechanisms of the theoretical framework, we are careful in selecting 
the variables of interest: investment, the corporate tax rate and the investment climate. 
According to the model investment must be very mobile.  We use FDI because it is very 
footloose and largely available.  Next, we want the investment climate variable to satisfy the 
definition of the public good in the model as good as possible. This means that it must be 
productivity enhancing or complementary to capital (FKG>0), and that the outcome of the public 
good variable must improve if the tax revenue increases (G=g0+tK). Further, when selecting the 
observations, we want a large variance in the investment climate variable in order to establish 
its impact on the relation of capital to the tax rate. We need observations where the 
investment climate is bad and observations where the investment climate is good, so that 
additional public goods can be more complementary in some than in other observations 
(FKGG<0).  The variance of the investment climate within countries over time is limited. 
Moreover accurate data on effective corporate tax rates and the investment climate - in the 
sense of the public good in the model - are not available for long periods of time. This 
constrains us to exploit rather cross country variance over a relatively short period of time. 
Specifically, the unique dataset of marginal effective tax rates of Mintz and Chen (2009) 
demarcates our dataset to 80 countries for the period 2005-2008. The econometric issues for 
the analysis of this kind of panel are discussed in section 1.4.3.  
 
The vector of control variables allows taking account of factors outside the model that also 
affect investment and that are correlated with the corporate tax rate and the investment 
climate variable, which could cause identification issues. It also allows to partially correct for 
certain assumptions of the model that are very restrictive, but useful to focus the analysis on 
the relationship of interest. One restrictive assumption is that the model neglects labor taxation 
despite the widespread use of it. We include labor taxation as a control variable to level the 
playing field. Another strong assumption is that governments are benevolent and use tax 
revenues to improve the investment climate. We add a measure of corruption to partially 
correct for the presence of less benevolent governments. Note that by adding a constant g0 to 
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the public goods level, the theoretical model incorporates the possibility of public goods 
independent of corporate tax revenues, such as public goods financed by other taxes, or 
depending on institutions. 
The detailed definitions of these and other control variables and the variables of interest are 
presented in the next data section. 
 
1.4.2. Data 
 
As the investment variable we use FDI inflows as a percent of GDP (FDI). The FDI inflow data 
come from the World Bank’s World Development Indicators. The most recent available FDI data 
are for 2008. We divide the FDI inflows by GDP to make them more comparable across 
countries. FDI inflow data are the best available investment data that are also available for 
countries with a poor investment climate. We believe that FDI is a good investment measure in 
the context of this paper because it is very footloose. As a result it fits well into our theoretical 
model.  
 
As the capital tax rate variable we use the unique set of marginal effective tax rates (METR) on 
capital for 80 developed and developing countries over the period 2005-2008, calculated by 
Chen and Mintz (2009). The dataset is exceptional because it calculates METRs for a selection of 
countries that, more than any other tax dataset includes countries with a very poor investment 
climate. There has been much discussion in the literature about which tax rate should be used 
in empirical analysis (e.g. Devereux and Griffith (1998), Devereux (2006), and de Mooij and 
Ederveen (2008)). Although every tax measure has its strengths and weaknesses, incremental 
investment decisions should depend on the marginal effective tax rate. Moreover the METR is a 
forward looking measure which should be generally preferred to backward looking measures. 
The advantage of a forward looking measure is that it is not based on data on realized profits 
and tax payments, which could introduce an important endogeneity bias (Devereux (2006)). In 
our theoretical model the average and marginal tax rate are the same. However, METR is the 
right measure since the model considers marginal investment decisions (see equation (1.1)). 
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The METR is a summary measure of the amount of tax paid as a percentage of the pre-tax 
return on investments that are marginal, i.e. just sufficient to cover financing and tax costs. 
Next to corporate income taxes, the METR that we use also includes sales and excise taxes on 
capital purchases and capital-related taxes10
 
 (Chen and Mintz 2009). We will also use the 
statutory corporate income tax rate (STR) from Chen and Mintz (2009) to see whether the 
results are sensitive for the tax measure.  
The investment climate (IC) variables, in order to fit the theoretical model, need to enhance the 
productivity of capital and be financed by tax revenues. The 2005 World Development Report 
(World Bank 2005) reports the major investment climate constraints for investors based on 
investment climate surveys in 53 countries. From their list, we filter those variables that are 
purely public and of which we believe that their outcome can improve as the tax revenue 
increases. This reduced list consists of: regulations and tax administration, courts and legal 
systems, and - to a lesser extent because often (semi-) privately provided- electricity, 
transportation and telecommunications. 
The ideal variable would summarize the variables of this list. We define six IC variables that 
cover at least part of the load. We choose outcome variables rather than expenditure variables 
because of more widespread availability and because the public good outcomes are what count 
for the investors.  The detailed definitions and sources are presented in table 1.3. The variables 
that best meet the requirements are the ‘regulatory quality’ (REGQUA) and the ‘rule of law’ 
(RULAW) indicators from the Kaufmann, Kraay and Mastruzzi (2009) governance indicators. 
From the Economic Freedom of the World index we take the sub-component ‘legal structure 
and security of property rights’ (LEGPROP), which is assembled from the International Country 
Risk Guide, the Global Competitiveness report and the World Bank’s Doing Business project. A 
less strict interpretation of our investment climate variables is given for the The Heritage 
Foundation’s ‘investment freedom’ indicator (INVFREE), which scrutinizes each country’s 
policies towards the free flow of investment capital. Next, we use the World Bank’s Doing 
                                                 
10 For a more detailed description of the calculation of the METR by Chen and Mintz see appendix 1.C. 
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Business (DB) indicators, which provide ten quantitative measures of regulations11. Because not 
all 10 sub-indicators equally satisfy our definition of public good, we construct the variable DB6, 
which is a score calculated on 6 DB sub-indicators12. We leave out three sub-indicators that are 
related to market regulations (see definition table 1.3) of which we believe the outcome 
depends less on tax revenues, and the ‘paying taxes’ sub-indicator because it overlaps with our 
tax variable.  Finally, as an infrastructure variable, we use the ‘basic requirements’ indicator 
(BASREQ) from the Global Competitiveness Report. This variable is broader than the definition 
of the public good that we intend, incorporating also the quality of private institutions and 
infrastructure and macroeconomic stability, which we will have to keep in mind when 
interpreting the results13
For the first four investment climate variables we have data for the period 2004-2007. For the 
DB6 and BASREQ we only have data for one year, 2007 for DB6 and 2006 for BASREQ
. But we consider it a useful robustness check. 
14
 
. In spite 
of this we find them interesting enough to use as checks for the robustness of the IC variables. 
To be able to use them, we expand the DB6 and BASREQ variable over the period 2004-2007, 
considering them as stable. 
For ease of interpretation, all IC variables are defined such that a higher value means a better 
IC. For ease of comparison, we standardize the IC variables, giving them a zero mean and a 
standard deviation equal to one. This will help us interpreting the results of the interaction 
variable across different regressions with different IC variables. Note that several IC variables 
might overlap, because summarizing indicators from common sources. This is apparent from 
                                                 
11 starting a business, dealing with construction permits, employing workers, registering property, getting credit, 
protecting investors, paying taxes, trading across borders, enforcing contracts and closing a business. 
12 We prefer to calculate a score to the DB ranking because an ordinal variable is less accurate to reflect the 
variance across countries. The calculation of the score is based on the scores of six sub-indicators that together 
constitute the World Bank DB rank. In the calculation of the score of every of the six DB sub-indicators gets an 
equal weight and within every sub-indicator every sub-sub-indicator gets an equal weight. This methodology 
corresponds to the methodology of calculating the Doing Business ranking (see www.doingbusiness.org ) but using 
the indicator scores instead of the ranks. The correlation between our DB score and the DB rank is -.91. The 
correlation between the rank based on our score and the World Bank DB score is .96.  
13 We would have liked to also cover the critical investment variable ‘transportation’. But no data are available. The 
WDI provides data on the share of roads paved, but only 47 of our sample countries are covered.  
14 Of the DB indicators not all data on the separate DB sub-indicators are available for earlier years. The global 
competitiveness index in its current form only exists since 2006. 
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table 1.4 that shows the correlations between the 6 variables. Still, most indicators also seem to 
partly cover different loads. Also METR is included in the table. The correlation between the 
investment climate variables and our tax measure is small. 
 
With the investment, tax and investment climate variables at hand we can perform a first 
descriptive analysis of the interplay between them. Table 1.5 lists the countries with their 
REGQUA rank. In figure 1.1 we set out the data points of the year 2008 for FDI and METR of 
these countries in a scatter plot. We divide the sample in two groups: the top half REGQUA and 
the bottom half REGQUA countries15.  This simple scatter discloses an interesting pattern. FDI in 
the lower REGQUA countries seems to be less responsive to differences in the METR than FDI in 
the higher REGQUA countries16
 
. This suggests that a worse investment climate reduces the 
sensitivity of capital to changes in the tax rate.  
To properly test the relationship between investment and the tax rate we will account for a 
large number of control variables. Particularly since our panel dataset is too short to use the 
within estimator it is important to control for many factors that might be correlated with our 
variables of interest (tax and the IC) and cause spurious relations if omitted. The definitions and 
sources of the control variables are detailed in table 1.6. For the selection of control variables 
we follow among others Djankov et al. (2008) and Azemar and Delios (2008). We first define a 
group of basic control variables that will be used in all regressions if they turn out significant. 
GDP per capita (GDPPC) controls for agglomeration effects since average income is higher in 
countries in agglomerated regions. But it can also point to the productivity level, wages, or the 
potential for future growth. Population (POP) points to the size of the country17
                                                 
15 We exclude Luxemburg because it is an outlier in terms of FDI as a percentage of GDP. 
. Inflation might 
influence investment through its impact on the cost of capital (Auerbach and Jorgenson 1980). 
We use the average inflation over the past five years (INFL). OPEN measures the extent to 
which the country’s economic activity is export oriented. The basic control variables also 
16 The same pattern appears when leaving out the highest and lowest FDI countries. 
17 Since FDI is already divided by GDP, we do not control for the level of GDP anymore. We tried out all regressions 
below including GDP, but it was never significant. 
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include a set of regional dummies: Africa (AFR), Latin America and the Caribbean (LAC), Asia, 
Europe (EUR), and Oceania (OCE). Finally, for the reasons explained in 4.4 we complete this 
basic set with a measure for labor taxation (LABTAX). LABTAX is the percentage of profits taken 
by labor taxation and social contributions. Next, we define groups of variables that we add to 
the basic control variables. First, we add corruption (CORRUP). CORRUP measures the 
corruption within the political system that reduces the efficiency of government. Second, as an 
alternative for OPEN we also use TRADE, an ‘Economic Freedom of the World’ index that 
measures how free countries are from tariff and non tariff barriers to trade. Third, we take 
account of some geographical characteristics of the countries. The geography variables capture 
how isolated a country is. We use the distance (DIST) of a country’s capital to the closest of 
three economic agglomerations (New York, Tokyo and Amsterdam) and we control for the fact 
that a country is landlocked (LANDLOCK) and not European. Both variables come from Gallup et 
al. (1999). Forth, we check additionally for the degree of market liberalization, using a measure 
that proxies the labor market freedom (LABMAR) and the credit market freedom (CREDMAR). 
Further, we also control for political stability of countries using a measure for political stability 
and the absence of violence (POLSTAB) and the degree of democracy and freedom of speech 
(VOICE). Finally, we also control for the presence of natural resources using the discovered oil 
reserves of a country (OIL) and for the extent to which a country is less prone to risk of internal 
or external conflicts (CONFLICT). 
 
Table 1.7 shows the descriptive statistics of all the variables. Luxemburg is left out of the 
sample because it is an outlier in terms of FDI as a percentage of GDP.  
 
  
Chapter 1: Why lower tax rates may be ineffective to encourage investment: the role of the 
investment climate 
1-22 
 
1.4.3. Econometric specification 
 
Given the panel structure of our data we transform equation (1.6) to estimate the following 
investment specification: 
 
tiiti
tittititititititi
u
uXICTAXICTAXFDIFDI
,,
,1,1,1,1,1,1,, .
εη
µρδγβλα
+=
+++++++= −−−−−−
 (1.7) 
 
where i denotes the country and t the year. tµ  are fixed year effects, iη  are fixed country 
effects in the error term. We are primarily interested in the total derivative of investment to 
the tax rate, ICδβ + , and the impact of the IC variable on the derivative of investment to the 
tax rate, i.e. the sign and magnitude of interaction coefficientδ . The interpretation of β is 
made straightforward because we normalized the IC variables.  Since the mean of IC is zero, β
is the derivative of FDI to the tax rate when the IC of a country is equal to the sample’s average 
IC.  
 
We lag the explanatory variables by one year because the investment decision is likely to be 
based on information available in the year before the investment takes place. It also reduces 
possible reverse causality. Lagging with one year reduces the length of our panel data set to 
three years, i.e. the period 2006-2008 for the dependent investment variable.  
We include many additional control variables in X  to reduce possible unobserved heterogeneity 
across countries that could cause endogenous relationships between investment, the tax rate 
and the investment climate. 
 
We adopt the lagged dependent variable 1, −tiFDI  to reduce the noise and serial correlation in 
the residuals, and to allow for persistence of investment. We use the system GMM estimator of 
Blundell and Bond (1998) that is based on a set of first-differenced and level moment 
conditions to correct for the bias due to correlation between the lagged dependent variable 
and the fixed country effects in the error. The data are transformed using forward orthogonal 
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deviations (see Arellano and Bover 1995). Thanks to the robust option the standard errors are 
consistent with panel-specific autocorrelation and heteroskedasticity in the one step 
estimation. System GMM is designed for situations with small T (number of time periods) and 
large N (number of countries) as is the case in this study. The overall validity of the moment 
conditions is checked by the Hansen test of overidentifying restrictions. The assumption of no 
serial correlation in the level residuals is tested by the Arellano-Bond m1 and m2 statistic that 
tests for first and higher order autocorrelation of the first-differenced residuals (see Arellano 
and Bond 1991)18
 
. The second order correlation test m2 cannot be calculated because our time 
period is limited to three years. However, when performing the regression with four years (not 
lagging the explanatory variables), the second order correlation tests are satisfactory. 
We start testing specification (1.7) without the interaction term as a benchmark. Then we add 
the interaction term. Next, we perform the robustness checks. We also use the STR instead of 
the METR as the tax variable to see whether the results still hold. Finally, we split the sample in 
below and above median IC countries, as an alternative to find out the impact of the 
investment climate on the relationship between corporate taxation and investment.  
 
1.5. Results 
 
1.5.1. Basic results 
 
Table 1.8 presents the results of the estimation of specification (1.7) without the interaction 
and with the basic control variables. We repeat the estimation for the six IC variables that are 
mentioned on top of each column. We find that the lagged dependent variable is informative 
about the current levels, with coefficients around .45 and significant at the 5% level. The 
Hansen J test of overidentifying restrictions does not reject the chosen instrument set. The 
                                                 
18 Therefore, to check for first order correlation in levels, one should look for m2 in differences as the right check.  
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second order correlation test cannot be calculated for the reason mentioned above19. We 
observe that the METR has a significantly negative impact on FDI as a percentage of GDP at 
least at the 10% level. On average a 10 percent point lower METR results in a 0.95 to 1.10 
percent point higher FDI rate. Evaluated at the sample averages this corresponds to semi-
elasticities20
 
 between -1.7 and -2.0, or little lower (in absolute terms) than the median -3.3 in 
De Mooij and Ederveen (2003). We can also calculate the long run impact of the METR on FDI 
taking account of the lagged dependent variable’s coefficient. The point estimates of such long 
run or steady state coefficients can be obtained by imposing the condition that the dependent 
variable has reached its equilibrium, so that current and past levels are equal, and solving for 
the equilibrium value in terms of the exogenous variables. This boils down to dividing the initial 
impact coefficients by (1-λ). The long run impact coefficients of METR on FDI as a share of GDP 
almost double the initial impact coefficients, and range between -0.18 and -0.20. The IC 
variables have the expected positive impact on FDI, except when using the basic requirements 
indicator (BASREQ), but the coefficients are (just) not significant. Note that BASREQ 
incorporates macroeconomic stability that is also captures by other control variables.  
Concerning the basic control variables, the labor tax rate (LABTAX) shows a significantly positive 
impact on FDI as a share of GDP. This result confirms the importance of controlling for labor 
taxation when investigating the impact of corporate taxation on investment. Investors may 
appreciate high taxes on labor because they alleviate the tax burden on capital. GDP per capita 
(GDPPC) is significantly negative at least at the 5% level, except when the IC variable is BASREQ. 
However, the economic significance is rather small with GDPPC expressed in thousands of 
dollars. An increase of the GDP per capita with thousand leads to a decrease of FDI with around 
.10 percent points of GDP. The negative relationship between GDPPC and FDI can be 
interpreted as the negative impact of low wages (Globerman and Shapiro 2002), or as the 
impact of a low return to capital in capital abundant countries (Asiedu 2002). The impact of 
population is negative but only significant at the 10% level in most columns. Bigger countries 
                                                 
19 When performing the regression with four years (not lagging the explanatory variables), the second order 
correlation tests are satisfactory, and the results are qualitatively the same. 
20 Semi-elasticities give the percentage change of FDI to a percent point increase of the METR rate. 
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may have a lower share of FDI to GDP because their investment depends less on foreigners.  
Inflation (INFL) is not significant at all. OPEN is significant in almost all equations with the 
expected positive sign: more trade oriented economies attract a higher share of FDI on GDP. 
The region dummies point to lower investment in Africa (AFR), Latin America and the Caribbean 
(LAC) as compared to the benchmark North American countries, although the effect is not 
always significant. 
 
Table 1.8 basically serves as a benchmark to analyze the results with interaction terms in table 
1.9, the true focus of this paper. From the comparison of the two tables we can learn how 
important it is to let the relationship between capital and corporate taxation depend on the 
investment climate.  In table 1.9 we add the variable METR*IC, which again differs over the six 
columns along with the chosen IC variable. Before proceeding to the coefficient estimates, it is 
interesting to note that our estimated equation explains approximately 43% of the between 
variance of the dependent variable, while approximately 0.2% of the within variance21
The impact of the lagged dependent variable remains approximately the same. Focusing on the 
coefficients on METR we observe that the coefficients grow in significance compared to table 
1.8. These coefficients must be interpreted as the total derivative of FDI to the METR when the 
IC is equal to zero, i.e. at the sample average investment climate. Turning to the coefficients on 
the IC variables, we observe that the IC now has a significant positive impact on the FDI rate at 
least at the 5% level, except for the broadly defined IC variable ‘basic requirements’. Apart from 
BASREQ, a one standard deviation improvement of the investment climate increases the FDI 
rate with between 2.46 percent points in case of ‘legal structure and security of property rights’ 
(LEGPRPOP) and 3.72 percent points in case of regulatory quality (REGQUA). 
 of FDI as 
a percentage of GDP. 
                                                 
21 These figures are calculated based on the coefficients using ‘REGQUA’ as the investment climate variables, and 
are similar for the other investment climate variables. The explained between variance is the correlation between 
the averaged dependent variable (by country) and the estimated averaged dependent variable, the latter being the 
result of the multiplication of the matrix of averaged explanatory variables and the vector of coefficients in column 
(1) in table 1.9. The explained within variance is the correlation between the demeaned dependent variable (by 
country) and the estimated demeaned dependent variable, the latter being the result of the multiplication of  the 
matrix of demeaned explanatory variables and the vector of coefficients in column (1) in table 1.9. 
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To get the full picture of the impact of the METR on FDI, we need to take account of the 
moderating impact of the IC variable on this relationship. The interaction term’s coefficient is 
highly significantly negative for all IC variables. This demonstrates that the relationship between 
corporate taxation and investment much depends on the quality of a country’s investment 
climate. According to the model and assuming that higher tax rates yield higher tax revenues, 
the negative sign is due to the high complementarity of the IC with capital or to a much higher 
complementarity of the IC at low levels of the IC than at high levels of the IC, or both.  
 
With the coefficient on the interaction, we can now calculate the total derivative of FDI to 
METR: ICδβ + . The minimum and maximum values of the total derivative depend on the 
sample maximum and minimum level of the IC variable. We find that the FDI rate reacts very 
differently to a rise in the METR rate in the worst IC countries than in the best IC countries. If 
Uzbekistan, the country with the least attractive regulatory quality, would have the regulatory 
quality of Hong Kong, the country with the most attractive regulatory quality, a drop of the 
METR with 10 percent points would increase FDI as a share of GDP with 4.3 percent points 
more than in its current state. If the enforcement of the rule of law in Chad would be as 
effective as in Iceland, a fall of the METR with 10 percent points would increase the FDI share 
with 3.3 percent points more. Analogously, if Iran would be characterized by the freedom to 
invest of the Netherlands, Ireland, Hong Kong, Germany or Belgium, Iran would see its share of 
investment to GDP rise with 3.5 percent points more following a 10 percent point decrease of 
the METR. Figure 1.2 shows how the total derivative (vertical axis) changes with the IC 
(horizontal axis) for the first four IC variables22
                                                 
22 The other two IC variables are left out for clearness of the figure. 
. It shows that, at low levels of IC, the derivative 
can be positive and turns negative when a certain level of IC is reached. Finding positive 
derivatives for low levels of IC does not mean yet that they are significantly positive. We cannot 
conclude that the derivative of capital to the corporate tax rate is significantly positive for the 
worst investment climate countries. However, we can say that the derivative becomes 
nonnegative. This is quite different from the message of table 1.8 – without the interaction 
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term - of an overall negative impact of the corporate tax rate on FDI23
 
. Note again, that the long 
run impact coefficients are almost double the short run impact coefficients, the latter being 
presented in the tables. 
1.5.2. Adding other covariates 
 
The first set of robustness checks focuses on adding other control variables to  reduce possible 
unobserved heterogeneity, and reject as much as possible spurious correlations between METR 
or IC and FDI due to omitted variables. We leave out the basic control variables INFL, ASIA, EUR 
and OCE that were not significant at all in tables 1.8 and 1.9. To save space, table 1.10 only 
displays the results using REGQUA as the investment climate variable. We did the same exercise 
with the other IC variables and obtained qualitatively similar results. In the first column no new 
controls are added.  
 
In column 2 we add the variable CORRUP, which partially corrects for the presence of 
malevolent governments. Despite the expected positive sign – CORRUP is inversely proportional 
to the level of corruption – the variable’s coefficient is not statistically significant. Next, we 
adopt TRADE, which includes more regulatory measures of trade freedom than the variable 
OPEN24
In column 4 we check whether it is the geographical location of the sample countries rather 
than the tax rate and the investment climate that drives FDI by adding two geographical 
. Because it is a more comprehensive measure TRADE comes in significantly positive at 
the expense of OPEN. Compared to column 1, the coefficient on METR is lower, but still 
significant at the 10% level. The coefficient on the IC variable drops but remains significant. The 
interaction coefficient is very similar and still very significant at the 1% level. As a result the 
dampening impact of a bad investment climate on the relationship between the METR and the 
FDI share remains. 
                                                 
23 To avoid concerns of outliers driving the results, we repeated the analysis of table 1.9 leaving out observations 
for which FDI as a share of GDP is higher than 20% or lower than -10%. The results are qualitatively similar and 
therefore not presented. The results are available upon request. 
24 The correlation between them is 0.61 
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variables. The air distance (AIRDIST) to one of three of the world’s biggest economic 
agglomerations enters not significantly. Also being landlocked and outside Europe (LANDLOCK) 
apparently plays no role for the FDI rate or is already captured by the combination of other 
controls. Consequently, controlling additionally for the geographical location has no qualitative 
impact on our three variables of interest, METR, IC and METR*IC.  
Column 5 shows whether the liberal character of the credit and the labor market interferes 
with the relationship between tax and the investment climate and FDI. As expected, easier 
access to the credit market stimulates investment significantly at the 5% level. Also less rigid 
labor markets encourage FDI, even at the 1% level of significance. Compared to the first 
column, controlling for market regulations makes the METR coefficient drop but it is still 
significant. The coefficient on IC remains approximately the same, while the coefficient on the 
interaction term is still very significantly negative at -0.111. 
In column 6 we add political variables. As expected political stability (POLSTAB) is important for 
FDI. It pops up positively and almost significantly. Note that this variable is highly correlated 
with any of the IC variables25
Finally in column 7, we account for the presence of oil reserves in a country, because certainly 
in less developed countries natural resources may constitute a big share of foreign investment. 
The variable ‘oil reserves’ (OIL) enters positively but just not significant. Also the variable 
CONFLICT, which gives a higher value to countries that run less the risk of internal of external 
conflicts, enters positive but not significant. Since not significant, both variables have no impact 
on the METR and IC variables. In short, despite some small changes in the coefficient levels, the 
sign and significance of the variables of interest’s coefficients are robust to the inclusion of 
many additional variables. 
. Still, the coefficients on IC and the interaction terms remain 
significant. The voice and accountability index (VOICE) does not enter significantly. 
 
  
                                                 
25 Between 0.60 and 0.84 
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1.5.3. Using the Statutory Tax Rate 
 
The second robustness check verifies whether the results are also robust for the tax rate 
measure. We are convinced that the METR is a better measure because it is the effective rate 
(taking account of the many aspects of the tax code for investment) and because it is the 
marginal rate that best fits our theoretical model, but it is interesting to check whether the 
results still hold when using the simple statutory corporate tax rate (STR). Table 1.11 provides 
the answer. As in table 1.9, we present the results for several investment climate measures, 
while including the same basic control variables.  
 
The coefficients on the STR are significantly negative, at least at the 5% level, as with the METR 
in table 1.9, and higher in absolute values. Evaluated at the sample’s average, the semi-
elasticities of FDI with respect to the STR range from -2.3 to -3.2, for an average investment 
climate. Regarding the IC variable and the interaction variable IC*STR, the result depend on the 
investment climate variable used. Regulatory quality (REGQUA) and the rule of law (RULAW) 
still have a significantly positive impact on FDI as a share of GDP, while the interaction term’s 
coefficient is still significantly negative. The coefficient’s values are even slightly more 
pronounced. However, when using legal structure and security of property rights (LEGPROP) 
and Investment Freedom (INVFREE) as IC variables, both the direct and the interaction 
coefficient become insignificant. We have no clear explanation why including the statutory tax 
rate takes away part of the explanatory power of these two investment climate variables. 
Turning to the doing business variable (DB6), we find again a significant positive impact on 
investment, while the interaction coefficient is just not significant. Finally, the basic 
requirements variable (BASREQ) is again not significant, and also here the interaction effect is 
not significant anymore.   
Although LEGPROP, INVFREE and BASREQ loose significance, the signs of their coefficients – 
including the interaction terms – remain the same. Their lower significance could point out that 
they are less productivity enhancing or less tax revenue dependent in the sense of the 
theoretical framework. 
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1.5.4. Splitting the sample 
 
As mentioned in the literature section, next to moderating the impact of taxation on 
investment by the investment climate, another clarifying exercise is to split the sample in bad 
and good investment climate countries. We perform this analysis splitting the sample into 
countries with an investment climate below or equal to the median IC and countries above the 
median IC. Table 1.12 shows the results. To save space only the coefficients for METR and the IC 
variable are presented26
 
. First, we observe that the lagged dependent variable’s coefficients are 
lower in the above median investment climate subset. Concerning the relationship between 
METR and FDI, the results confirm that there is an important difference between low and high 
IC countries. A lower METR is effective in attracting FDI for the countries with an above median 
investment climate, whatever IC measure we use. However, reducing the METR has no 
significantly negative impact on FDI in the low IC countries. Turning to the impact of the IC 
variables, we find that a better regulatory quality, rule of law or good doing business score is 
significantly effective in attracting investment in countries where the investment climate is bad, 
i.e. below median. This is not the case in countries where the investment climate is good, i.e. 
above median, apart from the slight significance for rule of law. The other investment climate 
variables are not significant within the split samples but clearly play their role in making the 
METR more or less effective over the whole sample.  
The different results for the IC variable in the subsamples raise the issue of possible 
nonlinearities in the relationship between FDI and the investment climate. In Appendix 1.D we 
investigate this in more detail. The conclusion is that non linear investment climate terms do 
not enter significantly and therefore do not qualitatively alter the results for the main variable 
of interest, the interaction term. 
  
                                                 
26 If the number of observations below or equal to the IC is different from the number of observation above the IC, 
several countries have the median IC value. If the sum of the number of countries is higher than the total number 
of countries (79), some countries are below the median in one year and above in the other year. 
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1.6. Discussion and conclusion 
 
We confirm the general finding that on average lowering the corporate tax rate is effective in 
attracting investment, irrespective of the corporate tax measure we use. However, we find that 
the sensitivity of investment to corporate taxation in a country very much depends on the 
investment climate in that country. The result that reducing the marginal effective tax rate is 
more effective in countries with a good investment climate than in countries with a bad 
investment climate is robust. The result is confirmed using various measures of the investment 
climate, adding several covariates and splitting the sample along the investment climate’s 
median. Lowering the marginal effective tax rate is even ineffective in the worst investment 
climate countries. Also the statutory corporate tax rate is a more effective policy tool in 
countries with a better regulatory quality, rule of law or Doing Business indicators. Moreover 
we find that improving the same three investment climate variables themselves is more 
effective in countries that are below the median level of the investment climate than in 
countries above the median.  
 
In the light of our theoretical framework we can interpret these results as follows. The overall 
negative tax coefficient and negative interaction coefficient, indicate that most countries are at 
the increasing left hand side of the Laffer curve, and that the effectiveness of the investment 
climate at enhancing the productivity is much higher at low (unattractive) levels of the 
investment climate than at high (attractive) levels. The nonnegative relationship between the 
corporate tax rate and investment in the worst investment climate countries can only be the 
case when there is a high complementarity of the investment climate to capital. 
The fact that results with the investment climate variables regulatory quality, rule of law and 
the Doing Business indicators are the most pronounced could point to the fact that these 
investment climate variables are the most productivity enhancing when their initial levels are 
low.  
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It is useful to consider the specific empirical setting in which the results are obtained. More 
than in the previous studies - mentioned in the literature review - the empirical setting is based 
on a theoretical framework. We opted to include a wide range of countries including industrial 
and developing countries. This gives a large variance in the investment climate with countries 
with little and much room for improvement. We could only do this because we use a unique 
dataset of marginal effective tax rates for a broad range of countries. The choice for a wide 
panel, which comes at the expense of its length, is accounted for by the fact that within 
countries the investment climate and tax policies only change gradually. The econometric issues 
from not estimating within countries are mitigated by checking for many control variables 
including institutional, geographical, and regional country characteristics.   Moreover, the use of 
system GMM allows bringing dynamics to the estimated specification.  
The theoretical framework also guided our choice of investment climate variables in the 
direction of pure public goods.  
 
Our theoretical framework has the merit to clearly explain the empirical results although we 
recognize that the framework is based on strong assumptions. On the other hand, we cannot 
exclude the existence of other mechanisms that would explain the same empirical results. 
 
The results have important policy implications. The nonnegative reaction of investment to a rise 
in the tax rate in the worst investment climate countries means that these countries should 
focus on improving the investment climate, rather than decreasing the tax rate to compensate 
for the poor investment climate. Decreasing the tax rate does not attract capital. This supports 
the view of policy advisers that “a low host country tax burden cannot compensate for a 
generally weak or unattractive FDI environment”. A general policy advice based on the results 
neglecting the interaction term would say that any country can attract investment by lowering 
its tax rate. In contrast, based on the results with interaction terms, the policy advice on 
corporate taxation should depend on the level of the investment climate in a country. In 
addition, this paper munitions the policy advice that improving the investment climate is of 
significant importance to attract investment in bad investment climate countries. Put more 
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strongly, the worst investment climate better try to raise their tax revenues in order to improve 
the basic investment requirements for investors.  
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Table 1.3: definitions of IC variables. 
Variable Definition Source 
REGQUA Regulatory quality. Captures the perceptions of the ability of the 
government to formulate and implement sound policies and regulations 
that permit and promote private sector development. 
Kaufmann et al. (2009) 
RULAW Rule of law. Captures the perceptions of the extent to which agents have 
confidence in and abide by the rules of society, and in particular the 
quality of contract enforcement, property rights, the police, and the 
courts, as well as the likelihood of crime and violence. 
Kaufmann et al. (2009) 
LEGPROP Legal structure and security of property rights. Captures judicial 
independence, presence of impartial courts, protection of property 
rights, military interference in rule of law and the political process, 
integrity of the legal system, legal enforcement of contracts, and 
regulatory restrictions on the sale of real property 
Economic Freedom of 
the World 
INVFREE Investment freedom. Measures whether there is a foreign investment 
code that defines the country’s investment laws and procedures; 
whether the government encourages foreign investment through fair 
and equitable treatment of investors; whether there are restrictions on 
access to foreign exchange; whether foreign firms are treated the same 
as domestic firms under the law; whether the government imposes 
restrictions on payments, transfers, and capital transactions; and 
whether specific industries are closed to foreign investment. 
Heritage Foundation 
DB6 Doing Business score 6. This is a score calculated like DB10 but excluding 
4 DB sub-indicators: employing workers, getting credit, paying taxes and 
trading across borders. 
DB indicators - World 
Bank- authors’ 
calculation 
BASREQ Basic requirements. Measures the quality of institutions, infrastructure, 
macroeconomic stability, and the quality of health and primary education 
Global Com-
petitiveness Report 
 
Table 1.4: correlations of IC variables and METR. 
 
 
  
METR REGQUA RULAW LEGPROP INVFREE DB6 BASREQ
METR 1
REGQUA -0.10 1
RULAW 0.00 0.94 1
LEGPROP 0.01 0.88 0.92 1
INVFREE -0.13 0.73 0.66 0.58 1
DB6 -0.10 0.72 0.71 0.67 0.52 1
BASREQ 0.03 0.87 0.91 0.87 0.54 0.72 1
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Table 1.5: list of 80 countries with their ‘regulatory quality’ (REGQUA) rank and METR for 2007. 
 
 
 
 
 
  
REGQUA rank METR Country REGQUA rank METR Country REGQUA rank METR Country
1 19.1 Luxembourg 28 17 Czech republic      55 24.1 Georgia
2 4.7 Hong Kong 29 33.4 Italy  56 26.9 Indonesia
3 30.3 United Kingdom 30 11.9 Greece 57 1.8 Kenya    
4 13.2 Ireland 31 14.8 Trinidad and Tobago 58 45.3 China       
5 18.6 Denmark        32 37.1 Korea 59 22.2 Tanzania
6 8 Singapore     33 14 Poland      60 -6 Serbia     
7 20.1 Finland 34 15.1 South Africa 61 19.2 Fiji       
8 20.1 New Zealand 35 12.2 Mauritius    62 28.9 Pakistan     
9 16.6 Netherlands 36 4.1 Bulgaria      63 10.4 Egypt    
10 29.3 Australia 37 19.3 Malaysia    64 8.7 Ukraine    
11 12.8 Iceland 38 23.3 Botswana       65 20.4 Kazakhstan     
12 26.4 Austria    39 9.4 Romania     66 13.8 Rwanda     
13 31.9 Canada        40 27.9 Costa rica      67 26.5 Lesotho     
14 36 United States   41 20 Jordan     68 37 Russian Federation
15 21.1 Sweden    42 9.6 Croatia 69 16.3 Vietnam   
16 35.1 Germany 43 15.4 Mexico    70 20.6 Zambia     
17 17.2 Switzerland 44 16.2 Jamaica 71 46 Argentina
18 14 Chile       45 19 Thailand    72 17.8 Bangladesh     
19 -3.4 Belgium        46 9.2 Turkey    73 21.9 Ethiopia       
20 24.5 Norway    47 23.1 Tunisia   74 21.9 Bolivia      
21 35 Japan       48 24.7 Peru      75 3.1 Nigeria    
22 13.5 Hungary 49 14.8 Ghana 76 13.7 Ecuador       
23 35.9 France  50 39.1 Brazil      77 21.9 Sierra Leone
24 28.7 Spain    51 17.8 Morocco   78 40.1 Chad       
25 12.6 Slovakia   52 16.4 Uganda    79 26.5 Iran
26 4.2 Latvia     53 37.6 India 80 20.1 Uzbekistan
27 19 Portugal    54 21.8 Madagascar
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Table 1.6: definitions of control variables. 
Variable Definition Source 
Basic: 
GDPPC GDP per capita (thousands of current USD). WDI-World Bank 
POP Population (millions). WDI-World Bank 
INFL Inflation. Average percentage inflation in last five years. WDI-World Bank 
OPEN Openness. A measure that combines trade intensity and the relative 
importance of a country’s trade level to total world tradea. This measure 
is proposed by Squalli and Wilson (2006). 
WDI-World Bank and 
authors’ calculations 
LABTAX Amount of taxes and mandatory contributions on labor paid by the 
business as a percentage of commercial profits. This amount include 
mandatory social security contributions paid by the employer both to 
public and private entities, as well as other taxes or contributions 
related to employing workers. 
Doing Business - World 
Bank 
CORRUP Measures corruption within the political system, which distorts the 
economic and financial environment, reduces the efficiency of 
government and business by enabling people to assume positions of 
power through patronage rather than ability, and introduces an 
inherently instability in the political system.   
Political Risk Services 
Trade freedom: 
TRADE Freedom to international trade. Index that measures taxes on 
international trade, regulatory trade barriers, size of trade sector 
relative to expected, black market exchange rates, and international 
capital market control. 
Economic Freedom of 
the World 
Geography: 
AIRDIST Closest air distance to New York, Tokyo or Amsterdam (thousand of km). Gallup et al. (1999) 
LANDLOCK Landlocked dummy. Dummy equal to one if country is landlocked and 
not in Europe. 
Gallup et al. (1999) 
Market liberalization: 
CREDMAR Credit market regulations. Index accounting for the ownership of banks, 
foreign bank competition, private sector credit and interest rate 
controls. The higher the freer. 
Economic Freedom of 
the World 
LABMAR Labor market regulations. Index accounting for minimum wages, hiring 
and firing regulations, centralized collective bargaining, mandated cost 
of hiring, mandated cost of worker dismissal, and conscription. The 
higher the freer.  
Economic Freedom of 
the World 
Political stability: 
POLSTAB Political stability and absence of violence. Captures perceptions of the 
likelihood that the government will be destabilized or overthrown by 
unconstitutional or violent means, including politically motivated 
violence and terrorism. 
Kaufmann et al. (2009) 
VOICE Voice and accountability. Captures perceptions of the extent to which a 
country’s citizens are able to participate in selecting their government, 
as well as freedom of expression, freedom of association, and free 
media. 
Kaufmann et al. (2009) 
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Oil Reserves and conflict: 
OIL The level of proved oil reserves per country in billions of barrels US Energy Information 
Administration 
CONFLICT The sum of the two Political Risk indicators ‘Internal Conflict’ and 
‘External Conflict’. ‘Internal conflict’, ranging from 0 to 12 assesses the 
political violence in the country and its actual or potential impact 
on governance. The lowest rating is given to a country embroiled 
in an on-going civil war. ‘External conflict’ assesses the risk to the 
incumbent government from foreign action, ranging from non-
violent external pressure to violent external pressure. The highest 
score (12) indicates the least risk for an external conflict. 
Political Risk Services 
a: The measure is defined as: 
∑ = +
+
n
j ji
i
MXGDP
MXn
1
2
)(
)(
, where X and M are exports and imports of country i, and 
n is the number of countries in the world. 
 
Table 1.7: descriptive statistics of all variables. 
  
Variable Obs Mean Std. Dev. Min Max
FDI (% of GDP) 314 5.59 6.56 -15.04 52.13
METR 316 20.40 10.58 -6.00 46.00
STR 316 27.13 7.08 10.00 45.00
REGQUA 316 0 1 -2.22 1.63
RULAW 316 0 1 -1.77 1.78
LEGPROP 304 0 1 -2.23 1.82
INVFREE 312 0 1 -2.34 1.73
DB6 316 0 1 -2.03 2.64
BASREQ 296 0 1 -2.17 1.76
LABTAX 316 20 13 0.00 58.90
GDPPC 316 14.54 17.45 0.14 82.48
POP 316 69.90 191.95 0.29 1318.31
INFL 298 0.05 0.03 -0.01 0.14
OPEN 316 1.98 3.64 0.00 20.20
CORRUP 286 2.97 1.27 0.5 6.0
TRADE 304 7.03 0.91 4.12 9.65
AIRDIST 308 3.72 2.80 0.14 9.59
LANDLOCK 308 0.13 0.34 0 1
CREDMAR 304 7.95 1.29 4.45 9.98
LABMAR 296 5.72 1.37 2.46 8.85
POLSTAB 316 0.08 0.89 -2.39 1.65
VOICE 316 0.30 0.96 -1.91 1.83
OIL 314 6.74 25.70 0.00 179.21
CONFLICT 286 19.94 2.28 12.50 23.50
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Table 1.8: estimation results with basic control variables and no interaction variable. 
 
a: AR(i) is the Arellano-Bond test for autocorrelation, applied to the differenced residuals. AR(1) is expected in first-differences, 
because D.e_(it) = e_(it) - e_(i,t-1) should correlate with D.e_(i,t-1) = e_(i,t-1) - e_(i,t-2). To check for AR(1) in levels, one should 
look for AR(2) in differences, on the idea that this will detect the relationship between the e_(i,t-1) in D.e_(it) and the e_(i,t-2) 
in D.e_(i,t-2). When performing the regression with four years (not lagging the explanatory variables), the AR(2) tests are 
satisfactory, and the results are qualitatively the same.   
(1) (2) (3) (4) (5) (6)
Dependent variable: FDI FDI FDI FDI FDI FDI
IC variable: REGQUA RULAW LEGPROP INVFREE DB6 BASREQ
FDIt-1 0.450** 0.440** 0.477** 0.452** 0.448** 0.459**
(2.27) (2.20) (2.39) (2.23) (2.22) (2.18)
METRt-1 -0.099* -0.110** -0.110** -0.110** -0.100** -0.110**
(-1.96) (-2.19) (-2.19) (-2.22) (-2.01) (-2.26)
ICt-1 1.427 1.367 0.506 0.704 1.033* -0.654
(1.55) (1.51) (0.80) (1.44) (1.93) (-1.04)
LABTAXt-1 0.081** 0.077** 0.076** 0.073** 0.080** 0.073**
(2.36) (2.33) (2.25) (2.25) (2.36) (2.22)
GDPPCt-1 -0.113** -0.128** -0.091** -0.090** -0.109*** -0.056
(-2.59) (-2.62) (-2.24) (-2.61) (-2.94) (-1.61)
POPt-1 -0.004* -0.004** -0.004* -0.004* -0.003 -0.005**
(-1.96) (-2.09) (-1.94) (-1.91) (-1.27) (-2.06)
INFLt-1 7.659 3.819 -1.301 -2.464 -5.613 -6.977
(0.42) (0.21) (-0.08) (-0.17) (-0.41) (-0.46)
OPENt-1 0.337* 0.378* 0.370** 0.333* 0.346* 0.434**
(1.71) (1.96) (2.03) (1.67) (1.73) (2.37)
AFR -1.917 -2.295 -2.510 -2.705 -1.660 -2.815*
(-1.04) (-1.27) (-1.43) (-1.58) (-0.97) (-1.69)
LAC -2.915 -2.620 -2.870 -3.535** -2.159 -3.202*
(-1.66) (-1.45) (-1.66) (-2.06) (-1.24) (-1.87)
ASIA -1.372 -1.727 -1.985 -1.787 -1.545 -1.718
(-0.71) (-0.93) (-1.17) (-1.01) (-0.90) (-1.05)
EUR -2.252 -1.998 -2.195 -2.276 -1.138 -2.215
(-1.14) (-0.96) (-1.09) (-1.14) (-0.54) (-1.12)
OCE -0.130 -0.263 -0.018 -0.081 -0.102 0.572
(-0.08) (-0.16) (-0.01) (-0.05) (-0.06) (0.30)
Cst 5.810* 6.568** 6.086* 6.682** 5.819* 5.915*
(1.72) (2.03) (1.92) (2.09) (1.76) (1.85)
Observations 226 226 215 223 226 213
Number of countries 79 79 78 78 79 74
Hansen J test (P value) 0.252 0.265 0.294 0.222 0.159 0.236
AR(1)a (P value) 0.0428 0.0447 0.0429 0.0462 0.0456 0.0485
t-statistics in parentheses, *** p<0.01, ** p<0.05, * p<0.1
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Table 1.9: estimation results with basic control variables and with interaction variable. 
 
a: AR(i) is the Arellano-Bond test for autocorrelation, applied to the differenced residuals. AR(1) is expected in first-differences, 
because D.e_(it) = e_(it) - e_(i,t-1) should correlate with D.e_(i,t-1) = e_(i,t-1) - e_(i,t-2). To check for AR(1) in levels, one should 
look for AR(2) in differences, on the idea that this will detect the relationship between the e_(i,t-1) in D.e_(it) and the e_(i,t-2) 
in D.e_(i,t-2). When performing the regression with four years (not lagging the explanatory variables), the AR(2) tests are 
satisfactory, and the results are qualitatively the same.   
(1) (2) (3) (4) (5) (6)
Dependent variable: FDI FDI FDI FDI FDI FDI
IC variable: REGQUA RULAW LEGPROP INVFREE DB6 BASREQ
FDIt-1 0.434** 0.426** 0.458** 0.436** 0.434** 0.444**
(2.23) (2.15) (2.27) (2.17) (2.13) (2.08)
METRt-1 -0.104** -0.118*** -0.124*** -0.081** -0.108** -0.112***
(-2.49) (-2.86) (-2.80) (-2.18) (-2.38) (-2.84)
ICt-1 3.720*** 3.424*** 2.456** 2.949*** 2.790*** 2.232
(3.61) (3.59) (2.45) (3.47) (3.17) (1.60)
METRt-1*ICt-1 -0.113*** -0.099*** -0.086** -0.116*** -0.089** -0.104**
(-3.09) (-2.97) (-2.25) (-2.87) (-2.05) (-2.29)
LABTAXt-1 0.069** 0.063** 0.062** 0.050* 0.071** 0.063**
(2.31) (2.19) (2.02) (1.76) (2.30) (2.22)
GDPPCt-1 -0.101** -0.123** -0.096** -0.098*** -0.102*** -0.071**
(-2.30) (-2.47) (-2.35) (-2.99) (-2.72) (-2.19)
POPt-1 -0.004** -0.004** -0.003* -0.005** -0.004** -0.004**
(-2.23) (-2.05) (-1.71) (-2.15) (-2.02) (-2.33)
INFLt-1 13.412 9.376 1.681 -0.056 -5.874 6.584
(0.87) (0.62) (0.13) (-0.00) (-0.48) (0.44)
OPENt-1 0.296* 0.352** 0.363** 0.301* 0.295* 0.362***
(1.82) (2.14) (2.27) (1.85) (1.76) (2.65)
AFR -2.768 -3.090 -3.026 -3.069* -2.784 -3.153*
(-1.43) (-1.61) (-1.64) (-1.95) (-1.29) (-1.83)
LAC -4.142** -3.691* -3.627* -3.947** -3.561 -4.113**
(-2.11) (-1.85) (-1.92) (-2.48) (-1.56) (-2.14)
ASIA -2.531 -2.719 -2.789 -2.449 -2.794 -2.570
(-1.22) (-1.34) (-1.49) (-1.44) (-1.27) (-1.38)
EUR -2.967 -2.491 -2.466 -1.798 -2.070 -2.372
(-1.43) (-1.14) (-1.16) (-1.02) (-0.82) (-1.15)
OCE -0.657 -0.719 -0.351 -0.102 -1.052 0.053
(-0.35) (-0.37) (-0.19) (-0.06) (-0.48) (0.02)
Cst 6.588* 7.471** 7.113** 6.765** 7.229* 6.423*
(1.94) (2.25) (2.10) (2.21) (1.91) (1.98)
Observations 226 226 215 223 226 213
Number of countries 79 79 78 78 79 74
Hansen J test (P value) 0.258 0.276 0.298 0.305 0.243 0.294
AR(1)a (P value) 0.0417 0.0442 0.0439 0.0460 0.0466 0.0513
t-statistics in parentheses, *** p<0.01, ** p<0.05, * p<0.1
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Table 1.10: estimation results as adding more control variables. 
  
(1) (2) (3) (4) (5) (6) (7)
Dependent variable: FDI                      
(% of GDP)
FDI                      
(% of GDP)
FDI                      
(% of GDP)
FDI                      
(% of GDP)
FDI                      
(% of GDP)
FDI                      
(% of GDP)
FDI                      
(% of GDP)
IC variable: Regulatory 
quality 
(REGQUA)
Regulatory 
quality 
(REGQUA)
Regulatory 
quality 
(REGQUA)
Regulatory 
quality 
(REGQUA)
Regulatory 
quality 
(REGQUA)
Regulatory 
quality 
(REGQUA)
Regulatory 
quality 
(REGQUA)
FDI (% of GDP)t-1 0.437** 0.442** 0.447** 0.518*** 0.452** 0.441** 0.446**
(2.24) (2.17) (2.37) (2.70) (2.44) (2.27) (2.22)
METRt-1 -0.091** -0.108** -0.070* -0.082** -0.069** -0.092** -0.103**
(-2.47) (-2.55) (-1.86) (-2.45) (-2.10) (-2.43) (-2.47)
ICt-1 3.308*** 3.185*** 2.494** 3.116*** 2.731*** 2.488** 3.592***
(3.44) (3.06) (2.58) (3.00) (2.99) (2.19) (3.05)
METRt-1*ICt-1 -0.097*** -0.088*** -0.099*** -0.079** -0.111*** -0.094*** -0.091***
(-2.84) (-2.85) (-2.93) (-2.32) (-3.49) (-2.68) (-3.03)
Labor taxt-1 0.049* 0.060** 0.045 0.053* 0.101*** 0.044 0.052
(1.76) (2.23) (1.57) (1.98) (2.72) (1.57) (1.58)
GDP pc (1000 USD)t-1 -0.115*** -0.135*** -0.091** -0.115** -0.097** -0.120*** -0.118***
(-2.83) (-3.11) (-2.10) (-2.48) (-2.39) (-2.75) (-2.83)
Populationt-1 -0.004** -0.003** -0.004** -0.003** -0.004** -0.004** -0.003*
(-2.61) (-2.07) (-2.60) (-2.03) (-2.07) (-2.54) (-1.91)
Opennesst-1 0.264 0.258 0.151 0.240 0.269* 0.295* 0.249
(1.66) (1.52) (0.88) (1.48) (1.81) (1.94) (1.47)
Africa -0.697 -0.148 -0.248 -0.585 0.220 -0.805 0.073
(-0.84) (-0.18) (-0.29) (-0.80) (0.26) (-0.98) (0.09)
Latin America and Caribbean -1.932** -1.399 -2.203** -1.551* -1.167 -2.020** -1.365
(-2.23) (-1.57) (-2.45) (-1.96) (-1.39) (-2.15) (-1.56)
Corruptiont-1 0.574
(1.26)
Trade freedomt-1 1.205**
(2.33)
Air distance 0.006
(0.04)
Landlocked 0.928
(1.12)
Credit market regulationst-1 0.723**
(2.46)
Labor market regulationst-1 0.667***
(2.70)
Political stabilityt-1 0.614
(1.28)
Voice and accountabilityt-1 0.383
(0.54)
Oil reservest-1 0.012
(1.30)
Conflictt-1 0.053
(0.29)
Cst 5.398*** 3.343 -3.653 4.096* -6.868** 5.365*** 3.628
(2.76) (1.55) (-0.87) (1.77) (-2.20) (2.68) (1.07)
Year fixed effects Yes Yes Yes Yes Yes Yes Yes
Observations 235 213 228 229 224 235 213
Number of countries 79 72 78 77 78 79 72
Hansen J test (P value) 0.138 0.343 0.147 0.340 0.349 0.171 0.295
AR(1) (P value) 0.0423 0.0441 0.0423 0.0569 0.0381 0.0412 0.0427
t-statistics in parentheses, *** p<0.01, ** p<0.05, * p<0.1
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Table 1.11: estimation results with STR as the tax variable. 
  
(1) (2) (3) (4) (5) (6)
Dependent variable: FDI                      
(% of GDP)
FDI                      
(% of GDP)
FDI                      
(% of GDP)
FDI                      
(% of GDP)
FDI                      
(% of GDP)
FDI                      
(% of GDP)
IC variable: Regulatory 
quality 
(REGQUA)
Rule of law 
(RULAW)
Legal 
structure 
(LEGPROP)
Investment 
freedom 
(INVFREE)
Doing 
business 
(DB6)
Basic 
requirements 
(BASREQ)
FDI (% of GDP)t-1 0.418** 0.416** 0.448** 0.420** 0.434** 0.441**
(2.23) (2.17) (2.28) (2.22) (2.25) (2.16)
STRt-1 -0.149*** -0.152** -0.187*** -0.148** -0.128** -0.180**
(-2.75) (-2.55) (-2.80) (-2.48) (-2.14) (-2.61)
ICt-1 4.638*** 4.221** 2.194 3.335 3.377** 1.322
(2.87) (2.51) (1.17) (1.53) (2.10) (0.55)
STRt-1*ICt-1 -0.126** -0.111** -0.062 -0.093 -0.087 -0.071
(-2.40) (-2.13) (-1.06) (-1.27) (-1.53) (-1.07)
Labor taxt-1 0.095** 0.086** 0.086** 0.088** 0.078* 0.085**
(2.31) (2.14) (2.04) (2.16) (1.92) (2.07)
GDP pc (1000 USD)t-1 -0.107** -0.132** -0.096** -0.097** -0.113*** -0.057
(-2.40) (-2.53) (-2.12) (-2.60) (-2.98) (-1.28)
Populationt-1 -0.006** -0.006** -0.006* -0.005** -0.005* -0.006**
(-2.19) (-2.20) (-1.97) (-2.12) (-1.72) (-2.14)
Inflationt-1 10.611 6.058 -1.830 -0.505 -4.212 -4.675
(0.71) (0.40) (-0.12) (-0.04) (-0.34) (-0.28)
Opennesst-1 0.380* 0.434** 0.417** 0.366* 0.364* 0.458**
(1.97) (2.22) (2.18) (1.90) (1.86) (2.57)
Africa -2.296 -2.526 -1.905 -2.088 -1.434 -2.333
(-1.25) (-1.38) (-1.10) (-1.41) (-0.84) (-1.42)
Latin America and Caribbean -3.832** -3.632* -3.331* -3.772** -2.522 -3.685**
(-2.06) (-1.91) (-1.86) (-2.33) (-1.47) (-2.08)
Asia -2.163 -2.493 -2.291 -2.137 -1.878 -2.002
(-1.11) (-1.27) (-1.20) (-1.25) (-1.06) (-1.07)
Europe -3.090 -2.489 -2.628 -2.436 -1.234 -2.543
(-1.66) (-1.30) (-1.40) (-1.46) (-0.69) (-1.48)
Oceania 0.323 0.391 0.642 0.565 0.736 1.141
(0.22) (0.27) (0.45) (0.43) (0.57) (0.68)
Cst 7.987** 8.777** 9.065** 8.334*** 7.366** 8.411**
(2.40) (2.56) (2.57) (2.68) (2.31) (2.50)
Year fixed effects Yes Yes Yes Yes Yes Yes
Observations 226 226 215 223 226 213
Number of countries 79 79 78 78 79 74
Hansen J test (P value) 0.254 0.266 0.311 0.260 0.237 0.265
AR(1) (P value) 0.0373 0.0391 0.0399 0.0407 0.0413 0.0444
t-statistics in parentheses, *** p<0.01, ** p<0.05, * p<0.1
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Table 1.12: estimation results with sample split according to the median IC value. 
 
 
  
IC variable:
IC<=median IC>median IC<=median IC>median IC<=median IC>median
FDI (% of GDP)t-1 0.480*** 0.424* 0.720*** 0.383 0.808*** 0.395
(3.08) (1.92) (6.24) (1.55) (7.18) (1.54)
METRt-1 0.041 -0.239*** 0.028 -0.249*** 0.018 -0.252***
(1.32) (-3.47) (1.53) (-3.17) (0.69) (-3.05)
ICt-1 1.957** 2.790 2.058** 3.377* 0.116 2.459
(2.63) (0.88) (2.26) (1.95) (0.17) (1.64)
Observations 110 116 110 116 100 115
Number of countries 42 41 40 40 43 44
IC variable:
IC<=median IC>median IC<=median IC>median IC<=median IC>median
FDI (% of GDP)t-1 0.531*** 0.500** 0.311* 0.466* 0.729*** 0.407
(3.77) (2.71) (2.01) (2.01) (6.35) (1.64)
METRt-1 0.041 -0.274*** 0.019 -0.183** 0.029 -0.232**
(1.33) (-3.58) (0.54) (-2.18) (1.45) (-2.27)
ICt-1 -0.336 -1.183 1.141* -0.402 0.366 0.206
(-0.54) (-0.92) (1.72) (-0.34) (0.55) (0.11)
Observations 122 101 112 114 105 108
Number of countries 49 39 40 39 37 37
t-statistics in parentheses, *** p<0.01, ** p<0.05, * p<0.1
Regulatory quality (REGQUA) Rule of law (RULAW) Legal structure (LEGPROP)
Investment freedom 
(INVFREE)
Doing business (DB6) Basic requirements 
(BASREQ)
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Figure 1.1: FDI and METR for low and high regulatory quality (REGQUA) countries. 
 
 
Figure 1.2: the evolution of the total derivative of FDI to METR ( ICδβ + ) between the sample 
minimum and the sample maximum of the investment climate (IC) variable. 
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Appendix 1.A: 
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Appendix 1.B1: The impact of FKG on dK/dt (FKK constant) 
Rise in tax rate (dt): 
=> (t+r) shifts up 
=> FK shifts up when dG/dt>0 (left panel), FK shifts down when dG/dt<0 (right panel) 
Left figure: dG/dt>0; green case: low FKG, red case: high FKG 
Right figure: dG/dt<0; green case: low FKG, red case: high FKG 
=> higher FKG, higher (lower) dK/dt if dG/dt>0 (dG/dt<0). 
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Appendix 1.B2: The impact of FKK on dK/dt (FKG constant) 
Rise in tax rate (dt): 
 => (t+r) shifts up 
 => FK shifts up (assuming dG/dt>0) 
Left figure: dK/dt <0; green case: high FKK, red case: low FKK 
Right figure: dK/dt >0; green case: high FKK, red case: low FKK 
 
 
 
 
 
 
 
 
 
 
Appendix 1.B3: (dK/dt)/dG <0 (if dK/dt>0, and if higher tax means more G) 
Rise in tax rate (dt): 
 => (t+r) shifts up 
 => FK shifts up (assuming dG/dt>0) 
Light blue case: low G (high FKG, high FKK); dark blue case: high G (low FKG, low FKK) 
=> higher G, lower dK/dt: (dK/dt)/dG<0 
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Appendix 1.B4: (dK/dt)/dG not determined (if dK/dt<0, and if higher tax means more G) 
Rise in tax rate (dt): 
 => (t+r) shifts up 
 => FK shifts up (assuming dG/dt>0) 
Left figure: low FKGG; light blue case: low G, dark blue case: high G 
Right figure: high FKGG (almost zero); light blue case: low G, dark blue case: high G 
=> lower FKGG (compared to FKKG), more likely negative (dK/dt)/dG  
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Appendix 1.C:  
 
The calculation of Marginal Effective Tax Rates by Chen and Mintz (2009) (based on Chen and 
Mintz 2009). 
 
The marginal effective tax rate analysis takes into account corporate income taxes, sales and 
excise taxes on capital purchases and capital-related taxes (such as asset-based taxes). It is a 
summary measure of the amount of tax paid as a percentage of the pre-tax return for 
investments that are “marginal” – they earn a risk-adjusted rate of return on capital just 
sufficient to cover financing and tax costs. For example, suppose the pre-tax risk-adjusted rate 
of return on capital is equal to 10 percent, and after payment of taxes at a 40 percent rate, the 
after-tax rate of return on capital earned by the project is 6 percent.  A business will undertake 
the investment if the return on the project is just sufficient to cover the minimum rate of return 
on capital.  If 6 percent is the minimum rate of return that is needed to attract capital from 
financial markets, then a business will undertake any “marginal” project that just earns this 
minimum rate of return on capital.  
 
The model is based on a multinational company seeking to maximize its value for projects 
around the world, raising equity and debt financing from international markets.  The 
multinational minimizes its cost of finance by choosing its optimal debt and dividend policy, 
taking into tax and non-tax factors that influencing financial decisions (independent of the 
investment decision).  The cost of equity and debt is determined by international markets and 
independent of the availability of a domestic savings in a small open economy. To calculate the 
METR, similar investment projects in manufacturing and service industries are assumed to take 
place in each country.  The same capital structure for eight industries (manufacturing, 
construction, utilities, communications, transport, wholesale trade, retail trade and other 
services that are aggregated into manufacturing and service industries) is assumed across 
countries, using data developed by Finance Canada for capital stock weights. The Statistics 
Canada’s recently estimated economic depreciation rates are used to reflect changes in service 
lives and obsolescence, and apply them across all countries.   
 
Tax systems are very complex with many specific provisions including credits, exemptions, 
deductions and limitations that make any analysis complex to apply. Given that Chen and Mintz 
(2009) model most taxes and their provisions affecting capital decisions, except for property 
taxes (that are impossible to assess empirically across jurisdictions in terms of effective tax 
rates), they believe that they have captured the most important provisions affecting capital 
decisions in each country. 
 
They do not include conditional tax incentives in their international assessment. 
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Appendix 1.D:  
 
The results obtained from the split sample analysis in section 1.5.4 suggest possible nonlinear 
effects of the investment climate on investment. Therefore, as an additional robustness check, 
table 1.D displays results adding the squared investment climate to the equation. To save space 
we only show the results for the first two IC variables, REGQUA and RULAW27
 
. In the first two 
columns, we add the squared IC variable, the next two columns include the interaction of METR 
with the squared IC variable and the final two columns incorporate both nonlinear variables.  
The overall observation is that the nonlinear variables do not enter the equation significantly. 
The (insignificant) negative sign of the squared IC in the first two columns, points to a 
decreasing impact of the investment climate on FDI as a share of GDP as the investment climate 
improves. This confirms the decreasing marginal effect of the investment climate on FDI. The 
(insignificant) negative sign of the interaction term between METR and the squared IC variable 
indicates that not only does the complementarity of capital and the public good decrease with 
higher levels of the public good but also that it decreases at a higher rate as the level of public 
goods grows. 
 
The basic interaction coefficients between METR and the IC variable, the central focus of this 
paper, remain significantly negative. 
 
Other experiments, such as with squared METR and other variables, are not reported because 
they did not affect the results. 
 
  
                                                 
27 The results are similar for the other IC variables. 
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Table 1.D: estimation results with basic controls, interaction variable and nonlinearities in the IC 
variable 
 
(1) (2) (3) (4) (5) (6)
Dependent variable: FDI FDI FDI FDI FDI FDI
IC variable: REGQUA RULAW REGQUA RULAW REGQUA RULAW
FDIt-1 0.473* 0.444** 0.446** 0.442** 0.512* 0.402*
(1.98) (2.01) (2.08) (2.06) (1.72) (1.92)
METRt-1 -0.111** -0.116*** 0.033 -0.016 -0.332 0.245
(-2.17) (-2.64) (0.19) (-0.09) (-0.37) (0.50)
ICt-1 0.757 2.484 1.927 2.106 -0.805 3.010
(0.23) (1.18) (0.91) (0.94) (-0.10) (1.08)
IC2t-1 -3.838 -1.199 -9.427 5.601
(-0.98) (-0.51) (-0.39) (0.62)
METRt-1*ICt-1 -0.140*** -0.099*** -0.146*** -0.102*** -0.130** -0.110**
(-3.40) (-2.83) (-3.88) (-2.82) (-2.01) (-2.27)
METRt-1*IC
2t-1 -0.132 -0.085 0.203 -0.311
(-1.00) (-0.68) (0.25) (-0.77)
LABTAXt-1 0.026 0.051 0.031 0.043 0.022 0.044
(0.49) (1.48) (0.63) (1.05) (0.33) (0.99)
GDPPCt-1 0.090 -0.039 0.014 -0.019 0.192 -0.139
(0.49) (-0.23) (0.13) (-0.13) (0.37) (-0.55)
POPt-1 -0.006** -0.004** -0.007** -0.005** -0.005 -0.009
(-2.07) (-2.09) (-2.21) (-2.14) (-1.09) (-1.41)
INFLt-1 20.104 11.712 14.236 5.852 28.583 -14.394
(0.86) (0.64) (0.66) (0.30) (0.63) (-0.35)
OPENt-1 0.570** 0.366*** 0.417*** 0.372*** 0.782 0.361**
(2.37) (2.75) (3.24) (2.89) (0.80) (2.06)
AFR -2.527 -2.683 -3.658* -3.314* -0.809 -5.807
(-1.01) (-1.09) (-1.91) (-1.77) (-0.11) (-1.34)
LAC -3.791 -3.507 -5.315** -4.427** -1.479 -7.234
(-1.42) (-1.53) (-2.60) (-2.33) (-0.15) (-1.50)
ASIA -0.992 -2.338 -2.763 -3.088 1.604 -5.846
(-0.27) (-0.91) (-1.15) (-1.59) (0.14) (-1.24)
EUR -2.234 -2.470 -2.705 -2.651 -1.570 -3.173
(-0.72) (-1.08) (-1.01) (-1.22) (-0.35) (-1.45)
OCE 3.755 0.439 1.828 0.583 6.367 -1.381
(0.62) (0.13) (0.44) (0.17) (0.47) (-0.28)
Cst 6.243 6.936* 5.252 6.185 7.791 5.280
(1.54) (1.71) (1.11) (1.29) (1.03) (0.94)
Observations 226 226 226 226 226 226
Number of countries 79 79 79 79 79 79
Hansen J test (P value) 0.341 0.263 0.303 0.363 0.281 0.302
AR(1)a (P value) 0.0663 0.0520 0.0556 0.0475 0.0500 0.0480
t-statistics in parentheses, *** p<0.01, ** p<0.05, * p<0.1
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Chapter 2 
Empirical Evidence on the Effects of Tax Incentives1
 
 
 
 
 
 
This chapter considers two empirical questions about tax incentives: (i) are incentives used as 
tools of tax competition and (ii) how effective are incentives in attracting investment? To 
answer these, we prepared a new dataset of tax incentives in over 40 Latin American, 
Caribbean and African countries for the period 1985–2004. Using spatial econometrics 
techniques for panel data to answer the first question, we find evidence for strategic 
interaction in tax holidays, in addition to the well-known competition over the corporate 
income tax (CIT) rate. We find no robust evidence, however, for competition over investment 
allowances and tax credits. Using dynamic panel data econometrics to answer the second 
question, we find evidence that lower CIT rates and longer tax holidays are effective in 
attracting FDI in Latin America and the Caribbean but not in Africa. None of the tax incentives 
is effective in boosting gross private fixed capital formation. 
 
 
 
 
 
 
 
 
                                                 
1 This chapter is the result of joint work with Alexander Klemm (IMF). Another version of this chapter appeared as 
IMF Working Paper WP/09/136. 
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2.1. Introduction 
Tax incentives are common around the world, especially in developing countries. 
Governments try to reallocate or attract domestic and foreign capital using tax incentives 
that give a more favorable tax treatment to certain economic activities. Common examples 
of this practice are reduced corporate income tax rates, temporary exemptions on 
corporate taxes (tax holidays), tax deductions through tax credits or investment allowances, 
etc. Whatever their intentions, the use of tax incentives in developing countries is 
controversial, as they come with significant, and sometimes overlooked, costs. Apart from 
financial costs, such as foregone revenue and administrative costs, they include important 
welfare costs through inefficient allocation of capital, especially if badly designed. A growing 
literature discusses their likely effects, including their benefits and risks.2
 
 While economists 
are generally skeptical about the use of tax incentives, they remain popular policy tools 
because policy makers—possibly unaware of their costs—tend to stress the potential 
benefits in terms of higher investment and related spillovers. There is, however, little 
empirical evidence about the impact of tax incentives on investment in developing 
countries. This paper aims to fill this gap and provide empirical evidence on the 
effectiveness of tax incentives to attract investment using a panel of developing countries. 
The theoretical work that explains why investment would react on tax incentives goes back 
to the neoclassical investment theory, pioneered by Jorgenson (1963). The basic argument 
goes that firms accumulate capital as long as the benefits exceed the costs. According to this 
theory, if tax reductions decrease the user cost of capital, investment goes up. The existing 
empirical literature on the relationship between taxes and investment has generally found 
that while other factors are also (and sometimes more) important determinants of 
investment, taxes have significant effects.3
                                                 
2 Examples include Bird (2000), Shah (1995), OECD (2001), Zee, Stotsky and Ley (2002), and Klemm (2010). 
 Building on the neoclassical investment theory, 
international tax competition models investigate how countries set corporate tax rates in an 
international context. In an international context, when capital is mobile, the sensitivity of 
capital to the tax burden leads countries to undercut each other’s tax rate to attract capital 
3 See surveys by Hassett and Hubbard (2002), Hines (1999) and De Mooij and Ederveen (2003). 
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(Zodrow and Mieszkowski 1986).4
 
 The international tax competition literature has been 
tested by estimating strategic tax reaction functions, in which the tax rate of one jurisdiction 
depends on the weighted average of the tax rates in the other competing jurisdictions. 
Devereux et al. (2008) and Altshuler and Goodspeed (2002), for example, report significant 
interactions between countries’ corporate tax rates.  
The contribution of this paper is to test two theoretical predictions about tax incentives in 
developing countries. First, we test whether positive spatial interaction also exists between 
tax incentives in addition to tax rates. In a rapidly globalizing world, governments in 
developing countries often use the strong international competition as an argument for 
using tax incentives. We confirm that spatial interdependence exists for the statutory 
corporate income tax (CIT) rate and tax holidays, but not for investment allowances. 
Second, we test whether the prediction that higher tax incentives – through a decrease of 
the user cost of capital - lead to higher investment, holds in developing countries. We find 
that lowering the cit rate and extending tax holidays is effective in attracting FDI in Latin 
America and the Caribbean (LAC) but not in Africa. We find no evidence of the effectiveness 
of tax incentives for total private investment.  
 
These two questions are not only interesting in their own right, but also interrelated. The 
first question looks at the issue from the perspective of the country, while the second looks 
at it from the firms’ angle. The finding that the CIT rate and the holiday appear to be 
relevant for FDI in LAC while it is also used as a strategic tax competition tool, suggests that 
policy makers take firms’ perspectives into account when setting the CIT rate. It suggests 
that LAC countries are indeed competing over footloose FDI, rather than just in a beauty 
contest over low tax rates. The finding that the CIT rate and the holiday are less relevant in 
Africa while also African countries strategically interact, suggests that the strategic 
interaction in Africa has rather political than economic grounds. 
The investigation of tax incentives for investment in developing countries deserves special 
attention for several reasons:  
 
                                                 
4 See Wilson (1999) for an overview of tax competition models. 
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• First, there is little empirical evidence on the effectiveness of tax incentives to attract 
investment. Econometric techniques have been used to study certain tax incentives 
that are popular in advanced economies, such as R&D tax credits and special 
enterprise zones.5 For developing countries, apart from a recent study by Van Parys 
and James (2010) on tax incentives in the CFA Franc Zone in Africa, the evidence 
does not go beyond case studies on particular countries, surveys,  or the calculation 
of marginal effective tax rates (METRs). 6
• Second, the existing evidence on the relationship between tax and investment in 
industrial countries cannot just be extrapolated to developing countries. Several 
studies show that the elasticities between FDI and its determinants, including 
corporate taxation, vary with the level of host country development.
 While case studies are often interesting and 
come to plausible conclusions, it is hard to generalize their findings, which were 
obtained by observing one country and the development of its incentive system. The 
caveat of surveys is that, even if they are well designed, an objective assessment of 
the effect of tax measures is not possible since they do not provide data on observed 
behavior before and after a policy change. Concerning the calculation of METRs, 
again, these are often useful exercises, as they can reveal the incentives for 
investment created by the tax system (at least at the margin), and document the 
variation of tax rates across sectors or regions, subject to different tax rules. But, 
while this approach can reveal incentives created by the tax system, it does not 
provide evidence on actual investment outcomes.  
7
                                                 
5 On R&D tax credits, see for example: Bloom, Griffith and Van Reenen (2002). On enterprise zones see for 
examples: Chapter 4 of OECD (2001) or Bondonio and Greenbaum (2007). 
 This has been 
established by splitting samples or using interaction coefficients. Moreover, Asiedu 
(2002 and 2006) finds that even within developing countries tax effects on FDI might 
be different in sub-Saharan Africa. This points to the need to control for enough 
institutional and political variables in the regressions and/or use ‘within groups’ or 
country fixed effects estimation. There are also theoretical arguments why the 
relationship between tax and investment may differ between developed and less 
6 Examples of case studies include papers in Shah (1995) or Wells and Allen (2001); two well designed recent 
investor surveys are done by Bolnick (2009) for Mozambique, and Nguyen, Hoang, Cun, Freeman and Ray 
(2004) for Vietnam; Shah (1995) also contains examples of METR calculations. 
7 See for example Mutti and Grubert (2004), Azemar and Delios (2008), and Blonigen and Wang (2004). 
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developed countries. New economic geography (NEG) models show that the reaction 
of investment to corporate taxation does not need to be linear. The typical core-
periphery NEG models emphasize the role of business concentration that is self 
reinforcing leaving the world with a core region (which could be thought of as 
industrialized countries) that attracts all mobile activities and a periphery region 
(developing countries) with only basic activities. Then, policy shocks, such as tax 
changes, at least along some range, have no effect on investment, because of the 
stickiness of capital in the core.8
• Third, tax incentives are widespread in developing countries, where they often 
constitute an important part of the general corporate tax policy. Moreover, some tax 
incentives, such as tax holidays, are more popular in developing countries than in the 
industrial world.
  
9 Therefore, it is interesting to look at the impact of separate tax 
incentive variables. Different tax incentives have also different impacts on the user 
cost of capital. For example Mintz (1995) points to the ambiguous impact10
 
 of tax 
holidays on the cost of capital depending on the duration of the investment, the 
evolution of the revenues and the extent to which the invested capital is deductable.  
The rest of the paper is structured as follows: section 2.2 describes the data set collected for 
this study. Section 2.3 discusses the evidence on fiscal reaction functions for tax rates and 
tax incentives. Section 2.4 considers the effect of tax instruments on FDI, gross private 
investment, and 2.5 concludes.  
 
  
                                                 
8 For example, Devereux, Griffith and Simpson (2007) show that the effectiveness of fiscal incentives depends 
on the presence of agglomeration externalities. Grants are more effective in attracting plants in regions where 
the investors find more existing plants in their industry. 
9 See for example Keen and Mansour (2009) on the evolution of tax incentives in Africa. 
10 If the objective of the country is to encourage investment in durable capital, the effectiveness of the tax 
holiday is ambiguous. If a firm must write off tax depreciation allowances during the holiday, the firm may face 
a relatively high effective tax rate if the allowances that remain after the holiday are inadequate in relation to 
the income-generating capacity of the asset. 
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2.2. Data 
 
To address the research questions econometrically, we need to combine data on tax 
incentives and macroeconomic data. The latter are readily available, but data on tax 
incentives are difficult to collect. Information on tax incentives is typically contained in 
legislation and is not standardized. It is thus necessary to devise a way of summarizing the 
information in a few quantitative variables.  
 
Our main source of corporate tax data are the Price Waterhouse worldwide summaries of 
corporate taxes, published between 1985 and 2004.11
 
 Because of our focus on developing 
countries, we extracted information for all African, Latin American and Caribbean countries, 
for which data are available for the majority of years (see Table 2.A in appendix 2.A). This 
yields an initial unbalanced panel dataset of 47 countries over 20 years, but this is further 
reduced by the availability of macroeconomic data. 
As to the precise variables, we focus on the most common incentives provided in the 
manufacturing and export sectors, which we consider to be the sectors most susceptible to 
tax competition. From those two we pick the most advantageous of the rules available, 
which can be justified by noting that they overlap and that treatment between both does 
not vary much. Table 2.1 lists the tax variables we construct, and the main underlying 
assumptions.  
 
                                                 
11 Between 1999 and 2004, they were only published biannually. Since 2005 data are published online, with 
only the most recent year available.  
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Table 2.1: tax variables, assumptions and calculation. 
 
Variable Assumptions and calculation 
  
CIT rate If multiple rates exist, the manufacturing rate for the most profitable firms is 
used. 
Tax holidays The longest available corporate income tax holiday of the manufacturing or 
export sector in years. 
Investment allowance / 
tax credit 
The most generous investment allowance of the manufacturing or export sector 
in percent of the investment. If a tax credit is offered, it is divided by the tax rate 
for comparability. 
  
 
 
The macroeconomic data are from the IMF World Economic Outlook (WEO) and the World 
Bank World Development Indicators (WDI) databases. We collected data for the same 47 
countries for which we have data on tax incentives. Given a 20-year period, that leaves us 
with a maximum of 940 observations per variable. As shown in Table 2.2, all variables, 
except population, have some missing values.  
 
We use two measures of investment: FDI and private gross fixed capital formation (for 
brevity “private investment” henceforth). The difference between them is that FDI includes 
takeovers, while private investment covers only new capital formation. Moreover, private 
investment is not restricted to foreign investment. We divide both by GDP to make them 
comparable across countries.  
 
As control variables we use the rate of inflation, general government consumption 
expenditure, GDP, population size, and openness. For openness, we use a measure 
proposed by Squalli and Wilson (2006), which combines trade intensity and the relative 
importance of a country’s trade level to total world trade to avoid biasing the measure 
upwards for small countries.12 Finally, we also include two institutional variables, a score for 
the law and order and for corruption obtained from Political Risk Services (PRS),13
                                                 
12 The measure is defined as: 
 with 
∑ = +
+
n
j ji
i
MXGDP
MXn
1
2
)(
)(
, where X and M are exports and imports of country i, 
and n is the number of countries in the world. 
13 Available at www.prsgroup.com. 
Chapter 2: Empirical evidence on the effects of tax incentives  
2-8 
higher scores indicating more effective rule of law and less corruption. Descriptive statistics 
on these variables are also provided in Table 2.2. 
 
Table 2.2: descriptive statistics. 
 
Variable Unit Mean Std. Dev. Min Max Obs. Source 
        
CIT rate Percent 34.6 9.9 0.0 56 828 PWC 
Tax holiday Years 3.5 5.0 0.0 20 821 PWC 
Inv. allow./tax credit Percent 22.6 33.4 0.0 185.7 828 PWC 
FDI Percent of GDP 2.9 7.4 -82.9 90.7 910 WDI 
Private Investment Percent of GDP 14.3 6.6 0.0 50.2 864 WEO 
Population Millions 18.4 30.2 0.1 184.3 940 WEO 
Openness (exports + 
imports / GDP) 
Percent of GDP 74.0 41.0 12.1 250.0 925 WEO 
Openness (Sqalli & 
Wilson, 2006) 
Percent of GDP 20.0 52.5 0.9 571.2 925 WEO 
GDP growth Percent 3.0 6.4 -51.0 106.3 932 WDI 
GDP per capita 1000s const. US$ 2.5 2.8 0.1 16.5 933 WDI 
GDP Bn. const. US$ 42.9 112.3 0.1 717.3 933 WDI 
Gov. Consumption  Percent of GDP  14.6 5.7 2.9 43.5 901 WDI 
Inflation Percent 135.0 1152.0 -29.2 26762.0 932 WDI 
Law and order  2.9 1.2 0 6 835 PRS 
Corruption  2.7 1.1 0 6 835 PRS 
        
Source: Authors’ calculation based on Price Waterhouse Coopers (PWC), World Economic Outlook (WEO), and 
World Development Indicators (WDI) data. 
 
Figure 2.1 provides an overview of the development of tax variables over the time period 
covered. It shows averages for the three tax variables, calculated from a perfectly balanced 
panel of 29 countries (see Table 2.A), so that changes in the average reflect tax policy rather 
than changes in the composition of the data.14
                                                 
14 A chart based on the full set of unbalanced data reveals very similar patterns for tax rates and holidays, but 
marks a temporary increase in investment allowances between 1999 and 2002. This is caused by the addition 
of Mozambique in 1999, which has an enormous allowance of 186 percent of the investment until 2002. 
 The figure reveals a downward trend in 
statutory corporate income tax rates. It also shows that there was some base broadening in 
that tax holidays have become shorter and investment allowances smaller. Note that the 
value of the allowances to taxpayers has fallen even more, as this is obtained by multiplying 
the allowance with the tax rate. The combination of reductions in tax rates and base 
broadening is in line with developments in advanced economies, although base broadening 
mainly took the form of reduced depreciation allowances, given the lesser importance of tax 
incentives in those economies (see inter alia Devereux et al 2002). The shorter average tax 
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holidays may seem surprising, given recent evidence of further spreading of tax holidays in 
Sub-Saharan Africa (Keen and Mansour 2009). A possible explanation for this may be that 
even though the number of tax holidays keeps increasing, their average length has 
shortened.  
 
Figure 2.1: average Tax Rates and Incentives over the Years. 
 
Source: Authors’ calculation based on PWC data. 
Notes: Unweighted averages over a fully balanced panel of 29 countries. 
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2.3. Empirical evidence on tax competition 
 
2.3.1. Methodology 
 
International tax competition models have been tested by estimating tax reaction functions. 
Such reaction functions are usually specified as the regression of one country’s tax rate on 
the weighted average rate of its competitors. Brueckner (2003) surveys this literature and 
discusses the main theoretical issues and econometric challenges. The main theoretical 
question in such models is how to interpret the result, because not only tax competition 
models but also other models lead to the same tax reaction functions.  
 
Recent examples of attempts to estimate reaction functions for corporate income tax rates 
in developed countries include Devereux et al. (2008) and Altshuler and Goodspeed (2002). 
In this paper, we extend this to developing countries and tax incentives. 
 
2.3.1.1. Specification 
 
Our tax reaction function specification assumes that countries react to other countries’ 
current tax choices. This contemporaneous specification is consistent with the fact that tax 
reforms are typically pre-announced, and with the theoretical prediction that at Nash 
equilibrium, every country correctly predicts the current tax rate of the other countries. This 
results in the inclusion of the current value of the spatially lagged dependent variable. Such 
model is also known as a spatial lag model15
Next, because changes in the corporate tax regime may entail adjustment costs, and be slow 
over time (see for example Dreher (2006), Overesch and Rinke (2009), Redoano (2007)), we 
account for the inertia in corporate tax systems by including a (timely) lagged dependent 
variable.  
. 
                                                 
15 The theoretical models of tax interaction justify the choice of the spatial lag model, rather than the spatial 
error model where the spatial dependency appears in the error term instead of directly in the equation. In 
order to also empirically justify this choice, Appendix 2.B presents results of the robust Lagrange Multiplier 
tests for the presence of a spatial lag and a spatial error in the specification. The results confirm the presence 
of a spatial lag in each estimated equation. 
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Further, the specification allows for dependence of the tax variable on a few control 
variables, and for unexplained heterogeneity across countries, captured by fixed country 
effects in the error.  
This yields the following dynamic spatial lag specification:  
 
itiitititNTitit TrXyWyy εηβργ +++++= − )(1   (2.1) 
 
where y is the tax variable (CIT rate or a tax incentive) and Wy is the spatial lag of variable y, 
with W the weighting matrix.16 γ Coefficient  represents the adjustment slowness of the tax 
variable. Coefficient ρ is the spatial interaction coefficient. X is a vector of control variables, 
with coefficient vector β. Tr is a time trend. η are country fixed effects, and ε is an 
independently and identically distributed error term. Subscripts i and t indicate the country 
and time period, with N and T the total number of countries and time periods.17
 
 
An important decision concerns the choice of weighting matrices. Tax competition models 
show that interaction is stronger the higher the mobility of capital. As a result, a common 
assumption is that geographically close countries interact more strongly. This can be 
implemented by using inverse distances as weights18. First, however, we are interested 
whether countries rather interact with countries of the same region or continent than with 
countries of a different region. We define two regions: Africa, and Latin America and the 
Caribbean (LAC). To find out whether competition is different within than across regions, we 
adopt two uniform weight matrices. One for which each element wij
                                                 
16 Specifically, this weight matrix is the result of the Kronecker product W⊗IT, where IT, is the identity matrix 
with rank T and W is the NxN spatial weight matrix. 
 of the weight matrix W 
17 While we estimate equation (1) independently for each tax variable of interest, one could argue that these 
three tax variables are set simultaneously and jointly by governments. A country could react to a change of 
one of the tax variables in another country by adjusting any of its tax instruments. As a result, ideally, one 
would estimate the interaction functions of the different tax variables at the same time with each reaction 
function including the other tax variables as explanatory variables. Unfortunately, this approach would go 
beyond what is currently econometrically feasible. Kelejian and Prucha (2004) developed an estimator for 
cross-sectional data, but to the best of our knowledge, no methodology for simultaneous systems of spatially 
interrelated panel equations has been developed. We therefore have no choice, but - like the other papers in 
this literature - to rely on the existing spatial econometric techniques and estimate the reaction functions 
separately. Future research on tax reactions could be refined in line with econometric progress. 
18 An alternative is to use a contingency weight matrix, which gives a weight of 1 to neighbors and zero weights 
otherwise. We do not employ this approach, because (i) competition for capital is likely to go beyond first 
order neighbors and (ii) our dataset is incomplete, which would leave some countries with few or no 
neighbors. 
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equals one if countries i and j belong to the same region. And another for which each 
element wij
itNT yW )(
 of the weight matrix W equals one if countries i and j belong to a different 
region. We estimate equation (2.1) including two times the spatial lag variable , 
once with each of the uniform weight matrices. This gives the following specification: 
 
itiitititNTitNTitit TrXyWyWyy εηβρργ ++++++= − )2()1( 211  
 
Next, having found out that strategic interaction is only significant among countries 
belonging to the same region, we estimate equation (2.1) using the inverse distance weight 
matrix that gives a value of 1/dij
 
 - the inverse of distance between countries i and j - to the 
elements of the weight matrix if i and j are countries of the same region, and a value of zero 
otherwise. 
The weight matrices have zero diagonals and are row normalized, meaning that the sum of 
each row of the weight matrix equals one. 
 
As control variables we include GDP per capita, population, openness, and general 
government consumption expenditure as a percentage of GDP. GDP per capita serves as a 
measure of the income level, as higher incomes are generally related to stronger demand 
for public services. GDP per capita, in combination with population proxies agglomeration 
rents that could be taxed by the government (see Baldwin and Krugman, 2004), as well as 
size, since larger countries are under less pressure from tax competition (inter alia 
Bucovetsky, 1991). Openness points to the exposure of a country to trade and competition 
for capital. As explained above, we use an openness measure that is not biased towards 
greater openness for small countries. Finally, government consumption is included to 
control for preferences for public goods and the government’s revenue requirement19
 
. We 
lag the control variables by one year because the decision on the tax rate in year t is based 
on information available in year t-1. 
                                                 
19 We also tried the polity2 variable, a variable summarizing the degree of democracy in a country, based on 
the Polity dataset. Since we found that this variable did not enter significantly but reduces the number of 
observed countries by 2, we did not retain this variable in the final analysis. 
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2.3.1.2. Estimation 
 
Checking econometrically for spatial interaction on tax variables is done by testing the null-
hypothesis H0
 
: ρ = 0. The estimated coefficient should be smaller than one, as the 
interaction game would otherwise be explosive. But before running this test, a few 
econometric issues need to be addressed to allow an unbiased estimation of this equation. 
Missing observations 
 
Unfortunately our data set is not complete. While missing observations typically do not 
cause major problems beyond the reduction of the sample size, an unbalanced panel is of 
greater concern in reaction functions as specified above. This is because an unbalanced 
panel would cause the main regressor, i.e. the average of tax variables in other countries, to 
vary from year to year because of a changing sample composition. To avoid this problem, 
we calculate the weighted averages only on a panel that is fully balanced in terms of the tax 
variables, thus ensuring that all variability in the weighted average is the result of tax policy, 
not sample composition. In some cases, however, it is not the tax but a control variable that 
is missing. In these cases we only drop that observation, after having calculated the 
weighted average of the tax variables. Our resulting panel is thus not fully balanced, but the 
calculated tax averages are based on a balanced panel.  
 
Given the different availability across countries and years, our aim is to use the largest 
possible balanced panel (on tax variables). The data offer two relatively large balanced data 
subsets: 37 countries over 11 years (1988-1998) or 36 countries for 12 years (1991-2002). 
Given our particular interest in spatial interaction, our results are based on the first set, 
which has more countries. 
 
Dynamic spatial lag model 
 
To estimate a dynamic spatial lag model, one has to deal with two important endogeneity 
concerns. First, in a dynamic model with fixed country effects, the lagged dependent 
variable is endogenous since correlated with the fixed effect in the error term. This leads to 
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biased results if OLS (upward bias) or fixed effect estimators (downward bias, see Nickell 
1981) are used. The second concern is the obvious endogeneity of the spatially lagged tax 
variable in a spatial lag model, as countries influence each other’s tax policies reciprocally. It 
is well known (Anselin 1988) that estimating the spatial lag and spatial error model by OLS 
leads to biased results.  
 
To circumvent both problems, dynamic spatial lag models can be estimated using the 
System GMM estimator20, suggested by Blundell and Bond (1998). Kukenova (2008) shows 
with Monte Carlo simulations that in a dynamic setting, system GMM can consistently 
estimate the spatial lag coefficient ρ, especially as N increases with T fixed. Our balanced 
dataset selection that is rather wide (37 countries) than long (11 years) corresponds with 
this setting. Because of the relatively short length of our balanced sample, we decide not to 
use the within estimator, because in a dynamic setting it is only consistent for large T.  
Examples also using System GMM for dynamic spatial lag models are Madriaga and Poncet 
(2007) and Foucault et al (2008). To deal with the endogenous variables, system GMM uses 
the combination of lagged levels to instrument current differences and lagged first 
differences to instruments levels. In addition to this standard instrument set, for the spatial 
lag variable, following Kukenova (2008) and Foucault et al (2008), we also use the 
competitors’ covariates as instruments21
 
. The latter set of instruments is also suggested by 
Kelejian and Prucha (1998) in their IV approach to deal with the endogeneity of the spatial 
lag in a static model. These instruments are constructed by pre-multiplying the control 
variables X with the same weight matrix that was used to spatially lag the dependent 
variable, which yields the vector of instruments WX.   
We check the overall validity of the instruments using the statistics commonly used with 
System GMM. The Hansen J test of overidentifying restrictions tests the hypothesis that the 
instruments are not correlated with the residuals. The Arellano and Bond (1991) statistics 
                                                 
20 Lee and Yu (2010) propose a MLL strategy for estimating dynamic spatial lag models. However, this method 
is computationally extremely challenging.  
21 We use the spatial lag of all exogenous control variables as instruments, except for government 
consumption because some observations are missing for this variable, by which the spatial lag (WX) cannot be 
calculated. 
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for first and higher order autocorrelation of the first-differenced residuals, AR(1) and AR(2),  
test the assumption of no serial correlation in the level residuals22
 
. 
To limit the instrument count we restrict the lags to three years and collapse the instrument 
matrix. The exogenous covariates instrument themselves. Thanks to the robust option, the 
standard errors are consistent with panel-specific autocorrelation and heteroskedasticity in 
one step estimation.   
 
Time effects 
 
In principle we would also like to include time dummies to control for shocks in each year 
that are common to all countries. However, if time dummies are added, this is equivalent to 
including the average tax of all countries. As a result one would estimate the following 
equation: εβργ ++++= − XxatWtaxtaxtax tititit 1 , with ittax  the tax rate of country i in year 
t; and itWtax the weighted average of all countries except i in year t and txat  the average of 
all countries in year t. Obviously, itWtax and txat are highly correlated. It is thus hard to 
identify the true impact of each variable23
 
. Therefore, instead of using time dummies, we 
add a linear time trend.  
2.3.2. Results 
 
2.3.2.1. Baseline results 
 
We present the System GMM results, using the instruments explained above. To evaluate 
the validity of the instruments we show the Hansen J test statistic’s P value and the AR(1) 
and AR(2) statistic’s P values. We start with the estimation results using the two uniform 
weight matrices, one only allowing for interaction within each region and one only allowing 
for interaction across regions. The results are displayed in table 2.3. The dependent variable 
is mentioned on top of each column. For each dependent variable we have results without 
                                                 
22 Therefore, to check for first order correlation in levels, one should look for AR(2) in differences as the right 
check.  
23 Elhorst (2010) also explains this problem.  
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and with the time trend. The Hansen J P-values indicate that the null hypothesis that the 
instruments are not correlated with the residuals is not rejected in any of the regressions. 
The second order correlation statisitc’s P-values, AR(2), used to check first order correlation 
in the levels, indicate the absence of serial correlation in the error term in all regression 
columns. 
 
Starting with the CIT rate as dependent variable (first two columns) we find high 
persistence, indicated by the lagged dependent variable coefficients close to 0.9. We 
observe positive interaction on the CIT rate, but only significantly among countries within 
the same region (using W1) when including the time trend. Interaction among countries of 
different regions (using W2) is not significant. The significant result of 0.43 is broadly in line 
with the results on corporate income tax interaction of Devereux et al (2008) and Altschuler 
and Goodspeed (2002) for OECD countries24
 
. Concerning the control variables, we find that, 
when the time trend is included, CIT rates get lower as a country’s population increases.  
Turning to the corporate income tax holiday, we again find that tax holidays only change 
slowly over time. The spatial interaction coefficients are significantly positive for interaction 
within the region but not across regions. The coefficients range between .24 and .60. This 
points to relatively strong strategic interaction on tax holidays. Apparently developing 
countries are taking account of each other when deciding on the length of the tax holiday. 
Holidays rise slightly as income per capita goes up.  
 
Regarding the investment allowance and tax credits we find again evidence of high 
persistence. Also here there is evidence of spatial interaction among developing countries of 
the same region, be it only when the time trend is included and only at the 10% significance 
level. Investment allowances get more common as population and government 
consumption expenditures increase. 
 
                                                 
24 Devereux et al. (2008) find a spatial interaction coefficient for the statutory income tax rate of around .7 
using a uniform weight matrix for a sample of OECD countries. Altschuler and Goodspeed (2002) find spatial 
interaction coefficients for the corporate tax (corporate taxation divided by GDP) between .4 and 1 for their 
most general equations using a weight matrix based on neighborhood.  
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Next, having found that strategic interaction exists among countries of the same region but 
not among countries of different regions, we further investigate interaction within a region, 
using the inverse distance weight matrix. This weight matrix imposes stronger interaction 
between geographically closer countries, which can be justified by lower capital mobility or 
information flows between more distant countries. The estimation results are presented in 
table 2.4. The results confirm significant strategic interaction using the CIT rate and the tax 
holiday, but not for investment allowances and tax credits. Compared to table 2.3, the 
spatial interaction is now also significant in the equations without the time trend. In the 
estimations with a time trend, interaction on the CIT rate is now significant at the 1% level 
rather than the 10% of table 2.3, though with a less positive coefficient of .17. The 
coefficient of the holiday is also lower than in table 2.3, with a similar level of significance. 
Apparently, with respect to the investment allowance, countries rather take the whole 
region than only the close neighbors into account. Note, however, that our sample does not 
cover all the countries of a region, implying that for some sample countries the 
geographically closest countries might not be their neighbors. 
In any case, the results in table 2.4 suggest that the strategic interaction on the CIT rate and 
the Holiday found in table 2.3 are more robust than strategic interaction using investment 
allowances. 
 
2.3.2.2. Extensions 
 
We perform two additional robustness checks by analogy with the robustness checks that 
we do for the investment equations in the next section 4. This will allow us to better link the 
results in the next section with the results in this section.  
 
In the first robustness check, we leave out the Caribbean countries from the sample. Since 
many Caribbean islands are known for being tax havens with exceptional corporate tax 
regimes, it is interesting to see whether tax interaction still exists when these countries are 
left out. Table 2.5 shows the estimation results for the reduced sample, leaving out the 
Caribbean countries. To save space we only present the results for the coefficients on the 
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spatially lagged dependent variable, which is of interest.25
 
 The results are based on the 
inverse distance weight matrix, not allowing for interaction across continents. The strategic 
interaction on the CIT rate persists. The spatial interaction on the tax holiday is also robust 
to the exclusion of the Caribbean. For investment allowances, none of the regression results 
shows evidence of spatial interaction.  
The second robustness check consists of interacting the spatially lagged variable with a 
dummy for LAC countries to see whether the spatial interaction is different in Africa than in 
LAC. The results are presented in Table 2.626
 
. Next to the spatial lag coefficients we also 
show the coefficient on the interaction term between the spatial lag and the LAC dummy. 
The most important observation is that the interaction term between the spatial lag and the 
LAC dummy never turns out significant. As a result, the basic spatial interaction coefficient 
remains robust. We conclude that, on average, tax interaction is not different in Africa 
compared to LAC. 
2.3.2.3. Discussion 
 
Overall, we find robust evidence of strategic interaction among developing countries using 
CIT rates and corporate tax holidays, but less robust evidence using investment allowances .   
 
Yet, so far we cannot conclude which interaction mechanism underlies it. As mentioned 
above, there are two main candidates as explanations for spatial interaction: a spillover or a 
resource-flow model (see discussion in Brueckner 2003). In the context of our research, the 
spillover model could mean that a country’s government takes the other governments’ tax 
policy as a yardstick to judge its own policy (as in the yardstick competition model of Besley 
and Case 1995). The resource flow model, on the other hand, predicts that governments 
strategically interact to attract resources, such as mobile capital. While the evidence on 
spatial interaction cannot help discriminating between both models, the following section, 
which addresses the effect of the three tax instruments on investment, may shed further 
                                                 
25 The complete results are available upon request. In all presented cases, the instrument validation tests are 
fulfilled.  
26 Again, in all presented cases, the instrument validity testes are fulfilled.  
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light on this. Finally, apart from the two possible interaction mechanisms, the observed 
developments could also be the results of a common trend, and, unfortunately, it is difficult 
to discriminate between this and the other explanations. 
 
2.4. Empirical evidence on the effect on investment 
 
We now turn to the question of the extent to which the CIT rate and tax incentives are 
effective in raising investment. This question certainly has its own interest but is also 
relevant with respect to the interpretation of the tax interaction results obtained in the 
previous section. Finding that investment is affected by the CIT rate or tax holidays, where 
we also found evidence of strategic interaction, would point towards a resource flow model 
interpretation of the results. 
 
2.4.1. Methodology  
 
2.4.1.1. Specification 
 
To test for the impact of tax instruments on investment, we specify an ad hoc dynamic panel 
model. This kind of specification has proven useful in assessing the impact of taxation on 
investment when the only available data are aggregate investment, as in the many studies 
reviewed by de Mooij and Ederveen (2003): 
 
 itititititit XTaxInvInv εηµβγδ +++++= −−− 111  (2.2) 
 
where Inv is the investment (or growth) variable, Tax a vector of the tax instruments (made 
up of some or all of the y above), μ are time effects and all other items are as before.  
 
Note that we systematically control for country and year effects. The inclusion of year 
effects does not pose the problem encountered in the spatial reaction model above.  
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The dependent variable 
 
We consider two investment variables, FDI and total private investment. In both cases, we 
divide it by GDP for comparability across countries. As noted above (section 2.2.), these 
variables cover different, but overlapping, definitions of investment. The regressions on FDI 
are of obvious interest, given that tax incentives are often tied to FDI or at least presented 
as measures to boost FDI. Still the ultimate policy goal of a country is likely to be an increase 
in total investment, which justifies also looking at private gross fixed capital formation, for 
brevity ‘private investment’.  
 
Unfortunately we do not have more disaggregated investment data, such as a breakdown of 
FDI into real and financial flows, or breakdown by sector or source country. A distinction 
between real and financial investment component of FDI would allow us to see how 
differently the components react to our tax variables, which could be interesting, given that 
many of the investment allowances and tax credit incentives are designed for investment in 
property, plant and equipment. Distinguishing between different sectors (as in Swenson 
1994) would have made it easier to identify the impact of incentives targeted at particular 
sectors. The use of aggregate investment data rather than bilateral investment flows makes 
it impossible to account for some important home country effects, such as relative tax rates 
and double taxation regimes.27
 
 All of these issues remain to be explored in future research. 
Explanatory variables 
 
Apart from a lagged dependent variable, which allows for persistence of investment and 
reduces autocorrelation in the residuals, we add a vector of tax variables, and controls. The 
tax variables are the same as in the previous section. Other investment studies sometimes 
use effective (average or marginal) tax rates, rather than the statutory rate presented here. 
We do not follow this approach, because we do not have the detailed depreciation data 
necessary to calculate effective tax rates for our large sample of countries. Moreover, by 
considering variables on tax holidays and investment allowances, we have also allowed to 
                                                 
27 As for example in Azemar, Desbordes and Mucchielli (2007), or Azemar and Delios (2008) 
Chapter 2: Empirical evidence on the effects of tax incentives  
2-21 
some extent for differences in the tax base, just that we cover them in separate variables, 
rather than one combined measure.  
 
The three tax variables may interact with each other, as, for example, the value of 
investment allowances would be reduced to nil in the presence of tax holidays. Therefore, 
the specification should arguable not only include the three tax instruments, but also their 
interactions. When experimenting, however, it turned out that interactions were not 
significant and, moreover, that their inclusion did not affect coefficients. We therefore 
dropped them from our specification. 
 
Drawing on the existing empirical literature, we also add a set of control variables. To 
capture the market potential of a country we include the country’s GDP in US dollars at 
constant prices. GDP per capita controls for the country’s development level. However this 
variable can also be seen as a proxy for productivity and wage rates. Inflation and the 
exchange rate are measures of macroeconomic stability. Hasset and Hubard (2002) 
demonstrate that low inflation also stimulates investment by reducing the user cost of 
capital. A weak currency can make firms more likely to invest but on the other hand it can 
be seen as a signal of instability and generate risk aversion. We also control for a country’s 
openness to international trade using the adjusted openness measure, and we control for 
the marginal benefits of public goods to investors, by including the general government’s 
consumption expenditure as in percent of GDP. Apart from these usual control variables, we 
also explicitly control for institutional quality and political stability by adopting the variables 
corruption and ‘law and order’ (like in Asiedu (2006)). Both are ratings ranging from 0 to 6, a 
higher rating implying less potential or actual corruption and a better enforcement of law 
and order respectively. Unfortunately, these two variables are not available for most of the 
Caribbean countries, and will only be used in the regressions excluding the Caribbean from 
the sample. In the System GMM estimations, we also add a dummy for Africa and a dummy 
for the Caribbean. 
We believe that other time-varying country differences, such as infrastructure, for which we 
could not find sufficiently complete data, are sufficiently reflected in the control variables 
that we do use and in the country fixed effects.  
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To allow for some delay between investment decisions and implementations, we lag all 
explanatory (tax and control) variables by one year. Lagging by one year also reduces 
reverse causality, although we realize that this may not fully resolve the endogeneity 
suspicion (in the event that the variables remain stable over time). Moreover, the use of 
fixed effects is important to reduce the possible omitted variable bias. 
 
2.4.1.2. Estimation 
 
As is well known, the inclusion of a lagged dependent variable in panel data leads to biased 
results if OLS (upward bias) or fixed effect estimators (downward bias, see Nickell 1981) are 
used. To solve this, we also use the “system GMM” estimator suggested by Blundell and 
Bond (1998). In addition to using lagged levels to instrument current differences (as in 
difference GMM), this approach also uses lagged first differences to instruments levels. 
Blundell and Bond (1998) provide Monte Carlo simulation results showing that this 
procedure leads to a more efficient and robust estimator than difference GMM.  
 
When estimating our model with OLS, within groups, difference GMM and system GMM, we 
found that the system GMM estimator outperforms the difference GMM estimator with 
respect to the lagged dependent variable’s coefficient, as predicted by theory.28
 
 
The GMM estimators are consistent for panel data as the number of groups (i.e., here 
countries) goes to infinity. They are therefore the estimators of choice for wide panels (i.e., 
large N and small T). For long panels (i.e., small N and large T), however, the within-group 
estimator may be a better choice, because its bias decreases as more periods are added 
(Nickel 1981). Moreover, the within-groups estimator tends to have a relatively small 
variance, especially compared to consistent GMM-type estimators (Harris et al. 2008). 
Furthermore, Judson and Owen (1999) show that the biases of within-groups estimates of 
coefficients on variables other than the lagged dependent variable are relatively small.  
 
                                                 
28 Only the system GMM estimator of the lagged dependent variable is consistently within the predicted 
bounds of the OLS and within-groups estimators. Another weakness of the difference approach is that it 
magnifies gaps in unbalanced panels (as remarked by Roodman, 2006), which is the case in our sample.  
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For all these reasons, and considering that our dataset is neither particularly wide nor long, 
we consistently present both the within-countries and system GMM estimation results. 
 
We apply System GMM with the following specificities. The data are transformed using 
forward orthogonal deviations (see Arellano and Bover 1995) to minimize data loss in our 
unbalanced dataset. To limit the instrument count we restrict the lags to three years and 
collapse the instrument matrix. Thanks to the robust option the standard errors are 
consistent with panel-specific autocorrelation and heteroskedasticity in one step estimation. 
The Hansen J test for instrument exogeneity is reported for each equation, just like the 
Arellano Bond test for autocorrelation AR(2).  
For both the within and system GMM estimation the GDP related control variables (GDP, 
GDP per capita, and government consumption expenditure) are instrumented by their one 
year lag. 
 
2.4.2. Data 
 
We use the same data set as above, but because a perfectly balanced panel is not required 
for this specification, we can use a much larger sample. We drop Bolivia because their 
investment pattern seems to be determined mostly by the extractive industries sectors.29
 
 All 
other countries are included in principle, although for lack of macroeconomic data all 
regressions excluded Bahamas and Mozambique. 
2.4.3. Results 
 
2.4.3.1. Baseline results 
 
Table 2.7 shows the regression results for the whole sample. In the first two columns FDI is 
the dependent variable, in the last two private investment (i.e., gross fixed capital 
formation) is the dependent variable. The uneven columns are based on the within 
countries estimation, the even columns on System GMM.  
                                                 
29 Venezuela and Nigeria are also a major oil producers, but results are unaffected by their inclusion, so we do 
not drop them. 
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Starting with FDI, we observe a significantly positive coefficient of the lagged dependent 
variable. As predicted by econometric theory, the point estimate is lower for the within 
estimation than for the system GMM estimation.  
Regarding the tax variables, we find that the CIT rate has a significantly negative impact on 
FDI irrespective of the estimation technique. This result is in line with theory and previous 
empirical results showing a negative relationship between investment and the after tax cost 
of capital (see, inter alia, Hasset and Hubbard 2002). Our results indicated that a 10 
percentage point increase of the CIT rate lowers FDI by between 0.31 percentage points of 
GDP (within groups) and 0.32 percent points of GDP (system GMM). For the tax incentive 
variables, the same investment theory would predict a positive impact of tax holidays and 
investment allowances and tax credits. The tax holiday indeed enters the equation 
significantly when using System GMM, but not when using the within-groups estimator. The 
system GMM results imply that adding ten years of tax holidays increases FDI by about 
0.7 percent of GDP. Since the within-groups estimator is not significant, we conclude that it 
is the variance across countries that accounts for this effect and not the variance within a 
country. Investment allowances or investment tax credits, on the other hand, seem not to 
explain any of the variance in FDI within countries, but have a negative impact on FDI using 
System GMM, be it only significant at the 10 percent level. This result is counterintuitive and 
its robustness will be questioned in the next tables. 
  
Regarding the control variables, we find that none is significant using the within-groups 
approach. Using System GMM, the Africa and Caribbean dummies are significant at the 5 
percent level. On average, in Africa FDI relative to GDP is around 0.9 percent points lower 
than in Latin America, while in the Caribbean it is on average 1.5 percentage points higher. 
Apart from the dummies, only the coefficient on inflation is slightly significantly positive. 
While we cannot explain it, the effect is economically insignificant. The Hansen J test 
confirms the exogeneity of instruments while the AR(2) test confirms the absence of 
autocorrelation. Concerning the R2 of the estimations, the standard output, only gives the 
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within R2 of for the within estimation, which is 29%. We also calculate30
 
 how much of the 
between variance is explained by the within estimation: 67%, and how much of the within 
and between variance is explained by the GMM estimation: respectively 27% and 49%.  
For total private investment we find again that the lagged dependent variable is very 
informative about current levels. With respect to the tax policy variables, however, we find 
a different picture. The CIT rate seems to have no impact on private fixed capital formation. 
Regarding the tax incentives we observe that neither the tax holiday, nor the investment 
allowance affects private investment.  
 
Inflation has a negative impact on private investment, as suggested by Hasset and Hubard 
(2002) who point to the positive impact of inflation on the user cost of capital. An 
appreciation of the currency has a positive impact on private investment, indicating that the 
signaling effect of a strong currency with respect to the economic stability dominates the 
cost effect of a more expensive currency. The regional dummies for Africa and the 
Caribbean are not relevant to private fixed capital formation. The within R2
 
 of the within 
estimation is 38%. We measured an explained between variance for the within estimation of 
90%, and an explained within and between variance for the GMM estimation of 41% and 
21%. 
One can argue that, since countries compete at the regional level - as found in section 2.3 -, 
firms take account of the tax rate relative to the tax rate in the region. By including region 
specific time trends we control for the general evolution of tax rates in the region31
                                                 
30 This is done by multiplying the estimated coefficients with the demeaned (within) and averaged (between) 
explanatory variables to calculate the fitted value of the dependent variable, and taking the square of the 
correlation between the fitted and the true value of the dependent variable. 
. 
Therefore, in table 2.8, we repeat the same analysis including region specific time trends 
(for Africa and Latin America and the Caribbean). We find that the region specific time 
trends do not enter significantly. They only make the CIT coefficients slightly more negative 
and slightly more significant, indicating that the tax rate relative to the region may have a 
31 An alternative way to control for the relative tax rate in the region would be to include the weighted average 
of the regional tax rates as an extra control. However, since our panel dataset is not balanced in this section, 
the weighted average would not only reflect the state of regional taxation in a particular year but also the 
selection of countries for that year. Therefore we find region specific time trends more appropriate. 
Chapter 2: Empirical evidence on the effects of tax incentives  
2-26 
slightly higher impact on FDI than the tax rate relative to all sample countries. The 
coefficient on the holiday, using system GMM, remains exactly the same but becomes 
significant at the 1% level. 
 
2.4.3.2. Is Africa different? 
 
Although the primary purpose of this paper is not to cast special light on the difference 
between the impact of taxation on investment in Africa compared to other developing 
countries, for several reasons we cannot just ignore this issue. First, it is well known and 
confirmed in the System GMM results above, that Africa did benefit less than Latin America 
and the Caribbean from the FDI boom to the developing world. Second, Asiedu (2002) finds 
that certain factors that affect FDI in developing countries affect countries in Sub-Saharan 
Africa differently, and suggest that policies that have been successful in other regions may 
not be equally successful in Africa. As a result, we want to account for the possibility that tax 
policies might affect investment in Africa differently from investment to other developing 
countries. Contrary to Asiedu (2002) who uses cross sectional data, we can explore this issue 
using panel data with or without fixed country effects. Third, a recent study by Van Parys 
and James (2009) shows that in countries with a worse investment climate FDI is less 
sensitive to changes in the tax burden. 
 
To find out whether Africa is different, we interact the tax variables with the LAC dummy 
that is zero for Africa and one for Latin America and the Caribbean. We present the results 
for FDI (columns 1 and 2) and private investment (columns 3 and 4) in table 2.9. Starting 
with FDI, the results are remarkable.  The estimated coefficients of the non interacted tax 
variables represent the results for Africa. We find that neither the CIT rate, nor the holiday 
or the investment allowance has an impact on FDI to Africa. This result holds for the within 
and the System GMM estimation. On the contrary, the coefficients on the interacted tax 
variables demonstrate that FDI to LAC countries is significantly more sensitive to the CIT rate 
and to tax holidays. Assuming that the coefficients on the non interacted CIT and holiday are 
zero (because not significant), a 10 percent point increase of the CIT rate causes FDI to fall 
by 4.5 (System GMM) to 9.3 (Within) percent points of GDP. This corresponds to semi-
elasticities between -1.6 and -3.2. An extension of the holiday with 10 years causes FDI in 
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Latin America and the Caribbean to rise with around 1 percent points of GDP, according to 
both the within and System GMM estimation. The coefficient on the investment allowance 
is not significant. The control variables results remain similar and the Hansen J test and 
AR(2) tests are satisfied. 
 
Concerning the private investment equation, the only change compared to the baseline 
specification results, is a significant positive impact of the CIT rate on private investment, 
when using the within estimator. Even though this result is counterintuitive, it is 
theoretically possible. For example Sinn (2003) shows that this is possible if the marginal 
value of the public good – through productivity enhancement – is higher than the marginal 
cost of the tax rate. Especially in countries with very low levels of public goods, like in Africa, 
this is a plausible explanation. 
 
2.4.3.3. Leaving out the Caribbean 
 
One can argue that the characteristics of the Caribbean countries are too specific for them 
to be part of the full sample of Caribbean countries. Many of them are tax havens and they 
are small islands with important touristic trumps.  Therefore, although we already partly 
controlled for their particularities by including individual country dummies (the within 
estimations) or a Caribbean dummy (system GMM estimations), we decide to repeat the 
regressions without the Caribbean countries. An additional advantage is that we can add the 
institutional control variables (following Asiedu 2006) that are not available for most of the 
Caribbean islands.  
 
The results of the baseline equation excluding the Caribbean are displayed in table 2.10. The 
dependent variable is visible on top of each column. The within estimation results for FDI 
are very similar to the results with the Caribbean in table 2.7. Apparently the country fixed 
effects were sufficient to neutralize the possible particular effects of the Caribbean. The 
significantly negative impact of the CIT rate on FDI is even exactly the same as in the 
estimation with the Caribbean. The only difference is that GDP becomes positive at the 10% 
level, pointing to a market size effect, and that government consumption expenditures have 
a slightly negative impact on FDI, which suggests that public expenditure is used for 
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spending that does not benefit foreign investors. The institutional variables, corruption and 
law and order do not enter significantly in the second column, indicating that they are 
already incorporated by other control variables or fixed effects. Their inclusion only makes 
the CIT rate coefficient slightly more negative and significant.  
 
Leaving out the Caribbean has a bigger impact on the System GMM results. Compared to 
table 2.7, only the CIT rate’s coefficient remains significant. The significance of the tax 
holiday and the investment allowance disappears. The relatively high FDI to GDP ratios of 
Caribbean countries combined with the relatively high holidays but relatively low 
investment allowances can explain the significance of the holiday and the investment 
allowance for investment in the full sample estimations using system GMM.  It indicates that 
these System GMM results on the holiday and the investment allowance are purely based 
on cross sectional variance between Caribbean and non Caribbean countries. The 
institutional variables again do not enter significantly, but they cause the CIT rate’s 
coefficient to drop and become insignificant. We can only technically attribute this result to 
the fall of number of observations and the rise of the number of variables. 
 
The results for private investment are very similar to those with the Caribbean in table 2.7. 
Except for a slightly positive effect of the CIT rate on private investment in the first within 
regression, none of the tax variables has an impact on private investment. Also here the 
institutional variables do not enter significantly. Of the control variables, again inflation has 
a negative impact, the exchange rate has a slightly positive effect, and within countries 
government consumption expenditures have a negative impact. 
 
Finally, we also repeat the interaction analysis excluding the Caribbean in table 2.11. For FDI 
the results are qualitatively the same as in table 2.9 when using the within estimation 
technique (column 1). The CIT rate has a significantly more negative impact on FDI in Latin 
America than in Africa, and the holiday has a significantly more positive impact on FDI in 
Latin America than in Africa. We do not find this result again when using system GMM. 
Here, the significance of the interaction coefficients disappears. As a result, the within 
estimation results are more robust than the System GMM estimation results. 
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For the private investment equations, the results do not differ qualitatively from the results 
with the Caribbean in table 2.9.  
 
2.4.3.4. Discussion 
 
The results suggest that the relationship between investment and tax incentives in 
developing countries depends on the definition of investment, on the type of tax incentives 
and on the region.  
 
Concerning the definition of investment, we only find evidence of tax incentives affecting 
FDI, but not (or not robustly) total private investment. A few possible explanations are the 
following: first, remembering the differences in the definition of FDI and private investment, 
it could be that these two tax instruments affect the part of FDI that is not included in 
investment, notably mergers and acquisitions. If this is the reason for the finding, than it 
would appear that the tax system mainly affects the ownership rather than amount of 
capital in an economy. Second, it is possible that higher FDI crowds out domestically-
financed investment32
 
. Since FDI is only foreign and private investment also captures 
domestic investment, FDI is likely to be more footloose and react more strongly to tax 
differences across countries. Third, investment incentives are rather designed to attract 
foreign investors than domestic investment. 
With respect to the type of tax incentives, investment allowances do not seem to affect FDI 
or private investment, while the CIT rate and tax holidays are effective for FDI in some cases. 
A possible explanation of this finding is that countries may be trying (successfully) to 
compete for rent-earning FDI, because very profitable investments would benefit far more 
from a tax holiday than from an allowance, which would only be worth a small share of the 
rent. This could also explain countries’ reluctance to move away from tax holidays, and to 
                                                 
32 This raises the question of whether there could be any positive impact on economic growth. We also ran the 
regressions with growth as the dependent variable, which revealed that none of the incentives have positive 
effects, while the tax rate has a negative effect in some specifications. Such regression is econometrically 
problematic, though. Few variables can be identified to be systematically correlated with growth due to 
simultaneity and muliticollineartiy problems that are very hard to tackle (see for example Levine and Renelt 
1992, and Mankwin et al. 1995). Hence we only mention these as indicative results.  
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offer instead investment allowances or accelerated depreciation as often advised by 
economists.  
 
Finally, we observe that for those tax incentives that do affect FDI, i.e. the CIT rate and the 
tax holiday - although the economic significance of the holiday is rather low-, lowering the 
tax burden has a significantly bigger impact on FDI in Latin America and the Caribbean than 
in Africa. The impact of tax incentives of investment in Africa is even insignificant. This result 
corresponds with the finding of Van Parys and James (2010) that tax incentives are 
ineffective for FDI in the CFA Franc zone in Africa. A probable explanation is that the 
investment climate in Africa is so poor that granting tax incentives is not sufficient to 
compensate for the poor investment climate33
 
. Consequently, the cost of tax incentives in 
Africa in terms of lost revenue is likely to be higher than the benefit in terms of additional 
investment.  
  
                                                 
33 In appendix 2.C we experiment interacting the tax variables with investment climate variables as in chapter 
1. 
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2.5. Conclusion 
 
This paper has tackled a number of separate, but related questions. We have shown that 
strategic interaction over taxes is not restricted to tax rates, but is equally present on tax 
incentives, notably tax holidays. The evidence on interactions on investment allowances is 
less robust. We found that these interaction forces are equally at work in Africa and in Latin 
America and the Caribbean. 
 
We have also shown that tax holidays, just like statutory tax rates, do appear to affect FDI in 
some cases, while investment allowances do not. In particular, in Latin America and the 
Caribbean lowering the tax rate or extending tax holidays help to attract FDI, but not in 
Africa. In combination with the findings on spatial tax reactions, the results for Latin 
America and the Caribbean suggests that LAC countries compete only over tax instruments 
that also affect FDI. This can be interpreted as evidence—though clearly not proof—of the 
resource-flow model of fiscal interactions, as opposed to pure tax mimicking, which would 
cover all taxes. For Africa, on the contrary, the spatial interaction on the CIT rate and the 
holiday cannot be explained by pure tax competition for FDI, since FDI is not affected by 
these two instruments. This suggests that the strategic interaction is rather of political 
nature with countries mimicking others’ policies.  
 
These results will hopefully add to the debate about tax incentives. They suggest at the 
same time that tax incentives may work in some cases, as their clearly is a measurable effect 
on FDI, but also that their economic impact may be limited.  
 
While the previous literature has mainly focused on case studies or evidence that focused 
on incentives used mainly in developed countries, such as R&D tax credits, this study 
provides the first econometric panel analysis of tax incentives in developing countries. It will 
hopefully not be the last, as a number of interesting extensions would merit further 
research. Notably, the analysis should be extended to Asia, as incentives are also rampant in 
that region. Moreover, it could be interesting to distinguish by sectors and, for FDI, by 
source country, provided the necessary data can be collected.   
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Table 2.3: estimation results interaction equation using the uniform weight matrices 
allowing for interaction within the same region (W1) and for interaction across different 
regions (W2). 
 
 
  
(1) (2) (3) (4) (5) (6)
dependent variable y: CIT rate CIT rate Tax 
holiday
Tax 
holiday
Inv. 
allowance
Inv. 
allowance
yt-1 0.894*** 0.923*** 0.899*** 0.957*** 0.851*** 0.823***
(19.62) (19.77) (17.81) (19.33) (11.00) (10.25)
W1y 0.082 0.437* 0.239** 0.603*** 0.506 0.801*
(1.22) (2.02) (2.63) (2.77) (1.34) (1.85)
W2y 0.002 0.386 -0.148 0.204 0.326 0.279
(0.07) (1.67) (-1.12) (1.27) (0.78) (0.65)
GDP per capita 0.101 0.091 0.109* 0.090* -0.001 -0.003
(1.60) (1.51) (1.85) (1.83) (-0.22) (-0.62)
Population -0.014*** -0.014*** -0.000 0.001 0.001** 0.001***
(-4.37) (-4.40) (-0.15) (0.37) (2.66) (2.79)
Openness 0.768* 0.616 -0.249 -0.205 -0.032 -0.044
(1.95) (1.54) (-0.78) (-0.85) (-0.54) (-0.72)
-0.002 -0.006 0.032 0.028 0.002 0.003*
(-0.06) (-0.16) (1.39) (1.14) (1.36) (1.74)
Common time trend 0.593* 0.226** 0.003
(1.80) (2.38) (0.89)
Constant 0.265 -1,209.373* -0.791 -454.686** -0.188 -5.755
(0.11) (-1.80) (-1.26) (-2.38) (-1.35) (-0.91)
Common time trend? no yes no yes no yes
Observations 367 367 367 367 367 367
Number of countries 37 37 37 37 37 37
Hansen J test P-value 0.33 0.53 0.38 0.38 0.25 0.36
AR(1) P-value 0.00 0.00 0.02 0.02 0.00 0.00
AR(2) P-value 0.49 0.45 0.31 0.10 0.55 0.60
Gov. Consumption 
expenditure
Robust t-statistics in parentheses *** p<0.01, ** p<0.05, * 
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Table 2.4: estimation results interaction equation using the inverse distance weight matrix 
not allowing for interaction between continents (Africa, Latin America, and the Caribbean). 
 
 
 
 
 
  
(1) (2) (3) (4) (5) (6)
dependent variable y: CIT rate CIT rate Tax 
holiday
Tax 
holiday
Inv. 
allowance
Inv. 
allowance
yt-1 0.812*** 0.818*** 0.835*** 0.836*** 0.842*** 0.839***
(17.69) (17.16) (17.81) (17.79) (10.15) (10.15)
Wy 0.165** 0.173*** 0.183* 0.312** 0.280 0.316
(2.72) (2.99) (1.87) (2.50) (1.44) (1.45)
GDP per capita 0.145** 0.150** 0.094* 0.089 -0.001 -0.001
(2.23) (2.30) (1.70) (1.62) (-0.24) (-0.28)
Population -0.017*** -0.016*** -0.001 -0.001 0.001** 0.001**
(-4.30) (-4.14) (-0.56) (-0.69) (2.57) (2.59)
Openness 1.264*** 1.196** -0.410 -0.434 -0.024 -0.025
(2.91) (2.68) (-1.18) (-1.18) (-0.43) (-0.46)
0.006 -0.001 0.041** 0.037* 0.002 0.002
(0.11) (-0.01) (2.14) (1.92) (1.35) (1.37)
Common time trend 0.028 0.082* 0.002
(0.50) (1.96) (0.57)
Constant 0.086 -55.157 -0.953** -165.126* -0.071 -3.209
(0.06) (-0.50) (-2.25) (-1.97) (-1.50) (-0.58)
Common time trend? no yes no yes no yes
Observations 367 367 367 367 367 367
Number of countries 37 37 37 37 37 37
Hansen J test P-value 0.80 0.82 0.55 0.66 0.67 0.79
AR(1) P-value 0.00 0.00 0.01 0.01 0.00 0.00
AR(2) P-value 0.44 0.44 0.23 0.13 0.63 0.62
Gov. Consumption 
expenditure
Robust t-statistics in parentheses *** p<0.01, ** p<0.05, * 
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Table 2.5: estimation results interaction equation leaving out the Caribbean countries. 
 
 
Table 2.6: estimation results interaction equation with tax variables interacted with LAC 
dummy. 
 
 
  
(1) (2) (3) (4) (5) (6)
dependent variable y: CIT rate CIT rate Tax 
holiday
Tax 
holiday
Inv. 
allowance
Inv. 
allowance
Wy 0.164** 0.177** 0.151** 0.213** 0.230 0.232
(2.40) (2.72) (2.19) (2.62) (1.35) (1.38)
Common time trend? no yes no yes no yes
Observations 318 318 318 318 318 318
Number of countries 32 32 32 32 32 32
W: inverse distance, without interaction across 
Robust t-statistics in parentheses *** p<0.01, ** p<0.05, * p<0.1
(1) (2) (3) (4) (5) (6)
dependent variable y: CIT rate CIT rate Tax 
holiday
Tax 
holiday
Inv. 
allowance
Inv. 
allowance
Wy 0.190** 0.303*** 0.208* 0.268* 0.168 0.192
(2.68) (3.78) (1.90) (1.95) (0.94) (1.04)
Wy*LAC 0.007 0.035 -0.059 -0.037 0.039 0.039
(0.42) (1.59) (-0.87) (-0.52) (0.48) (0.47)
Common time trend? no yes no yes no yes
Observations 367 367 367 367 367 367
Number of countries 37 37 37 37 37 37
W: inverse distance, without interaction across contine
Robust t-statistics in parentheses *** p<0.01, ** p<0.05, * p<0.1
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Table 2.7: baseline estimation results investment equation. 
 
  
(1) (2) (3) (4)
Dependent variable y: FDI FDI Private 
Investment
Private 
Investment
Estimation method: Within syst GMM Within syst GMM
yt-1 0.352*** 0.373*** 0.578*** 0.789***
(5.42) (4.88) (10.32) (10.56)
CIT rate -0.031* -0.032** 0.045 -0.005
(-1.87) (-2.32) (1.63) (-0.20)
Holiday 0.000 0.069** -0.046 0.070
(0.02) (2.68) (-0.68) (1.64)
Inv. Allowance -0.314 -0.786* -0.287 -0.620
(-1.11) (-1.86) (-0.51) (-1.15)
Inflation 0.000 0.000* -0.000*** -0.000*
(0.23) (1.69) (-2.84) (-1.94)
Exchange rate 0.026 -0.012 0.283* 0.324*
(0.38) (-0.12) (1.70) (2.00)
Openness -0.246 0.545 1.144 0.098
(-0.40) (1.66) (1.23) (0.22)
GDP 0.007 -0.000 0.001 0.001
(1.13) (-0.33) (0.10) (0.69)
GDP per capita -0.124 -0.116 -0.052 0.068
(-0.45) (-0.92) (-0.16) (0.59)
-0.067 0.045 -0.171** -0.036
(-1.40) (1.30) (-2.03) (-0.78)
Africa dummy -0.939** 0.114
(-2.62) (0.33)
Caribbean dummy 1.559** 0.342
(2.34) (0.63)
Constant 3.007*** 3.614**
(3.45) (2.55)
Observations 709 709 688 688
Number of countries 42 42 42 42
R-squared 0.29 0.38
Hansen J test P-value 0.360 0.319
AR(2) P-value 0.545 0.0691
Gov. Consumption 
expenditure
Robust z-statistics in parentheses, *** p<0.01, ** p<0.05, * p<0.1
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Table 2.8: baseline results investment equation including region specific time trends. 
 
 
  
(1) (2) (3) (4)
Dependent variable y: FDI FDI Private 
Investment
Private 
Investment
Estimation method: Within syst GMM Within syst GMM
yt-1 0.333*** 0.387*** 0.575*** 0.789***
(5.22) (5.02) (10.29) (10.50)
CIT rate -0.041** -0.035** 0.039 -0.005
(-2.36) (-2.49) (1.39) (-0.20)
Holiday 0.010 0.069*** -0.041 0.070
(0.39) (2.74) (-0.60) (1.64)
Inv. Allowance 0.067 -0.722* -0.035 -0.620
(0.20) (-1.73) (-0.06) (-1.14)
Inflation 0.000 0.000* -0.000*** -0.000*
(0.29) (1.91) (-2.88) (-1.94)
Exchange rate 0.064 -0.004 0.293* 0.324*
(0.85) (-0.04) (1.73) (1.98)
Openness -0.323 0.459 1.101 0.100
(-0.51) (1.46) (1.19) (0.22)
GDP 0.004 -0.000 -0.002 0.001
(0.55) (-0.29) (-0.23) (0.68)
GDP per capita -0.340 -0.110 -0.159 0.068
(-1.19) (-0.89) (-0.51) (0.58)
-0.092* 0.037 -0.192** -0.036
(-1.83) (1.06) (-2.08) (-0.78)
Africa dummy -0.199 0.091
(-0.39) (0.15)
Caribbean dummy 1.544** 0.342
(2.31) (0.63)
Africa trend -0.171 -0.192 0.339 0.242
(-0.29) (-0.28) (0.60) (0.58)
LAC trend -0.283 -0.253 0.267 0.244
(-0.47) (-0.38) (0.47) (0.60)
Constant 7.171 -1.240
(0.55) (-0.15)
Observations 709 709 688 688
Number of countries 42 42 42 42
R-squared 0.30 0.37
Hansen J test P-value 0.282 0.321
AR(2) P-value 0.516 0.0697
Gov. Consumption 
expenditure
Robust z-statistics in parentheses, *** p<0.01, ** p<0.05, * p<0.1
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Table 2.9: estimation results investment equation with interacted tax variables. 
 
 
 
(1) (2) (3) (4)
Dependent variable y: FDI FDI Private 
Investment
Private 
Investment
Estimation method: Within syst GMM Within syst GMM
yt-1 0.348*** 0.394*** 0.546*** 0.753***
(5.32) (4.56) (9.99) (10.29)
CIT rate 0.028 -0.006 0.093** 0.007
(1.16) (-0.33) (2.13) (0.21)
Holiday -0.046 0.019 -0.021 0.076
(-0.99) (0.60) (-0.12) (1.18)
Inv. Allowance -0.173 -0.300 0.034 -0.270
(-0.41) (-0.77) (0.05) (-0.46)
CIT rate * LAC -0.093*** -0.045* -0.081 -0.036
(-2.66) (-1.75) (-1.63) (-0.85)
Holiday * LAC 0.104** 0.098** -0.024 0.019
(2.07) (2.34) (-0.14) (0.21)
Inv. Allowance * LAC 0.223 -0.995 -0.012 -0.969
(0.50) (-1.53) (-0.02) (-1.07)
Inflation 0.000 0.000* -0.000** -0.000*
(0.14) (1.72) (-2.47) (-1.96)
Exchange rate 0.037 -0.004 0.307* 0.366**
(0.52) (-0.05) (1.85) (2.49)
Openness -0.148 0.480 1.240 0.169
(-0.24) (1.58) (1.40) (0.33)
GDP 0.002 0.000 -0.004 0.001
(0.29) (0.14) (-0.43) (0.70)
GDP per capita -0.237 -0.094 -0.074 0.117
(-0.82) (-0.86) (-0.23) (0.87)
-0.070 0.043 -0.162* -0.024
(-1.39) (1.27) (-1.88) (-0.60)
Africa dummy -2.374** -1.228
(-2.18) (-0.81)
Caribbean dummy 1.103** 0.212
(2.02) (0.32)
Constant 3.531*** 4.619***
(3.88) (2.75)
Observations 695 695 675 675
Number of country_code 42 42 42 42
R-squared 0.31 0.35
Hansen J test P-value 0.419 0.161
AR(2) P-value 0.709 0.0952
Gov. Consumption 
expenditure
Robust z-statistics in parentheses, *** p<0.01, ** p<0.05, * p<0.1
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Table 2.10: baseline estimation results investment equation leaving out the Caribbean. 
 
 
(1) (2) (3) (4) (5) (6) (7) (8)
Dependent variable: FDI FDI FDI FDI Private 
Investment
Private 
Investment
Private 
Investment
Private 
Investment
Estimation method: Within Within syst GMM syst GMM Within Within syst GMM syst GMM
yt-1 0.289*** 0.279*** 0.354*** 0.356*** 0.526*** 0.521*** 0.730*** 0.724***
(3.52) (3.16) (3.80) (3.47) (8.33) (8.15) (9.23) (9.25)
CIT rate -0.031* -0.037** -0.024* -0.017 0.049* 0.047 -0.004 0.004
(-1.76) (-1.98) (-1.71) (-1.14) (1.67) (1.52) (-0.15) (0.14)
Holiday -0.004 0.002 0.005 0.005 -0.058 -0.063 0.037 0.044
(-0.15) (0.06) (0.16) (0.18) (-0.63) (-0.67) (0.76) (0.85)
Inv. Allowance -0.228 -0.197 -0.118 -0.104 -0.313 -0.324 -0.519 -0.545
(-0.77) (-0.66) (-0.40) (-0.36) (-0.54) (-0.56) (-1.03) (-1.07)
Inflation 0.000 0.000 0.000 0.000* -0.000*** -0.000*** -0.000*** -0.000**
(0.03) (0.23) (1.34) (1.90) (-2.99) (-2.88) (-2.74) (-2.05)
Exchange rate 0.009 0.008 -0.023 -0.016 0.296* 0.286 0.303* 0.319*
(0.12) (0.10) (-0.22) (-0.15) (1.69) (1.59) (1.93) (1.89)
Openness -0.511 -0.599 0.691* 0.719* 0.977 0.958 0.310 0.393
(-0.80) (-0.97) (1.84) (1.85) (1.04) (0.99) (0.62) (0.73)
GDP 0.011* 0.011 -0.001 -0.001 0.009 0.010 0.001 0.002
(1.72) (1.58) (-1.34) (-1.30) (0.95) (1.05) (0.92) (1.24)
GDP per capita 0.058 0.127 -0.132 -0.161 -0.286 -0.257 -0.014 -0.070
(0.19) (0.38) (-1.35) (-1.64) (-0.83) (-0.66) (-0.16) (-0.83)
-0.090* -0.081* 0.014 0.003 -0.234** -0.235** -0.066 -0.067
(-1.88) (-1.70) (0.55) (0.11) (-2.45) (-2.46) (-1.36) (-1.38)
Corruption 0.269 0.107 -0.000 -0.059
(1.27) (0.84) (-0.00) (-0.34)
Law and order -0.019 0.119 0.211 0.202
(-0.12) (0.82) (1.28) (1.45)
Africa dummy -0.783** -0.817** 0.215 0.009
(-2.28) (-2.27) (0.61) (0.02)
Constant 3.228*** 2.697*** 4.788*** 4.546***
(4.46) (3.65) (3.53) (3.35)
Observations 599 571 599 571 599 571 599 571
Number of country_code 36 34 36 34 37 35 37 35
R-squared 0.26 0.29 0.35 0.34
Hansen J test P-value 0.277 0.559 0.384 0.271
AR(2) P-value 0.729 0.765 0.138 0.146
Gov. Consumption 
expenditure
Robust z-statistics in parentheses, *** p<0.01, ** p<0.05, * p<0.1
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Table 2.11: estimation results investment equation leaving out the Caribbean and with 
interacted tax variables. 
 
. 
  
(1) (2) (3) (4)
Dependent variable y: FDI FDI Private 
Investment
Private 
Investment
Estimation method: Within syst GMM Within syst GMM
yt-1 0.286*** 0.366*** 0.479*** 0.679***
(3.47) (3.36) (7.84) (8.51)
CIT rate 0.016 -0.010 0.091** 0.017
(0.69) (-0.48) (2.01) (0.45)
Holiday -0.049 0.012 -0.048 0.078
(-1.08) (0.38) (-0.28) (0.96)
Inv. Allowance -0.124 -0.253 0.007 -0.736
(-0.29) (-0.64) (0.01) (-1.13)
CIT rate * LA -0.073* -0.018 -0.083 -0.046
(-1.95) (-0.66) (-1.61) (-0.98)
Holiday * LA 0.119** -0.003 -0.049 -0.131
(2.20) (-0.07) (-0.28) (-1.37)
Inv. Allowance * LA 0.158 0.166 -0.143 0.216
(0.34) (0.33) (-0.21) (0.31)
Inflation -0.000 0.000 -0.000*** -0.000**
(-0.03) (1.35) (-2.64) (-2.68)
Exchange rate 0.022 -0.002 0.324* 0.373**
(0.28) (-0.02) (1.82) (2.45)
Openness -0.433 0.639* 1.270 0.519
(-0.67) (1.75) (1.36) (0.92)
GDP 0.006 -0.001 0.003 0.001
(0.85) (-1.30) (0.28) (0.42)
GDP per capita 0.056 -0.115 -0.197 0.005
(0.17) (-1.21) (-0.57) (0.05)
-0.091* 0.015 -0.218** -0.053
(-1.73) (0.54) (-2.22) (-1.22)
Africa dummy -1.395 -1.657
(-1.25) (-0.98)
Constant 3.310*** 6.227***
(4.15) (3.61)
Observations 585 585 586 586
Number of country_code 36 36 37 37
R-squared 0.28 0.32
Hansen J test P-value 0.362 0.231
AR(2) P-value 0.953 0.199
Gov. Consumption 
expenditure
Robust z-statistics in parentheses, *** p<0.01, ** p<0.05, * p<0.1
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Appendix 2.A: 
 
Table 2.A: countries and Periods Covered in the Corporate Tax Dataset. 
 Africa Period Latin America 1 Period Caribbean 1 Period
1. 
1 
Botswana all Argentina all Antigua and 
Barbuda 
all 
2. Cameroon  88-02 Bolivia all Bahamas all 
3. Congo, Rep.  88-00 Brazil all Barbados all 
4. Gabon  88-98, 01-02 Chile all Dominican 
Republic  
all 
5. Ghana  91-04 Colombia all Jamaica all 
6. Ivory coast all Costa Rica all St. Lucia all 
7. Kenya all Ecuador all Trinidad and 
Tobago 
all 
8. Liberia 85-91 El Salvador  85-98   
9. Malawi 85-02 Guatemala all   
10. Morocco all Guyana  88-04   
11. Mauritius  all Honduras  85-98   
12. Mozambique  99-04 Mexico all   
13. Namibia  91-04 Nicaragua  85-86,92-
97,01-02 
  
14. Nigeria  84-02 Panama all   
15. Senegal  85-02 Paraguay all   
16. South Africa All Peru all   
17. Swaziland  91-96,01-04 Uruguay all   
18. Tanzania  88-04 Venezuela all   
19. Uganda  91-04     
20. Dem. Rep. of 
Congo  
85-96, 01-04     
21. Zambia all     
22. Zimbabwe all     
       
       
 Source: Authors’ calculation based mostly on data in Price Waterhouse Coopers (various years). 
 1
  
 “All” indicates 1985 – 2004. 
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Appendix 2.B: 
 
Table 2.B presents the Lagrange Multiplier test statistics (Anselin et al. 1996) for the choice 
between spatial autocorrelation (spatial error) and spatial lag dependency. The tests are 
robust in the sense that they test for spatial autocorrelation in the presence of a spatially 
lagged variable, and for spatial lag dependence in the presence of spatial error 
autocorrelation. The test results show high spatial dependency in the dependent variable 
and the error. As a result, they do not indicate that a spatial error model is preferred to a 
spatial lag model. This would be the case if a spatial correlation was found only in the error. 
Note that these tests are constructed for non dynamic panel models and using MLL, and 
thus not fully compatible with our estimation approach.  
 
Table 2.B: robust LM tests for spatial lag and spatial error. 
 
 CIT Holiday Inv. Allowance 
W: Uniform weight matrix only allowing for interaction within the same region 
LM lag test 23.15*** 31.59*** 37.73*** 
LM error test 13.54*** 24.92*** 40.75*** 
W: Inverse distance weight matrix only allowing for interaction within the same region 
LM lag test 10.09*** 32.80*** 21.92*** 
LM error test 3.46 26.20*** 26.27*** 
***: significant at the 1% level. 
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Appendix 2.C: 
 
In chapter 1, we interact the tax variable with investment climate variables. These 
investment climate variables are not available for the length of the time period covered in 
this chapter. In this appendix we experiment with the interaction between the tax 
(incentives) variables and two investment climate variable of chapter 1, ‘REGQUA’ and 
‘RULAW’, by extrapolating them over the length of the time period 1985-2004. More 
precisely, we use the average of the investment climate variables per country of the 
available years, and replace the investment climate variables by these averages for the 
whole period. Because of the extrapolation, the results presented in this appendix should be 
interpreted with care. Also note that the construction of the investment climate variables 
only allows for cross sectional variance of the investment climate variables and no within 
country variance. 
 
Table 2.C shows the results. We limit the analysis to FDI, in correspondence with chapter 1. 
The used IC variable is mentioned on top of each column. The negative impact of the CIT 
rate on FDI is confirmed in the analysis. Moreover, using system GMM we find that the 
negative impact of the CIT rate is stronger in countries with a better regulatory quality or 
rule of law. This is a confirmation of the result in chapter 1. Concerning the tax holiday, 
using system GMM, we find a positive impact of the tax holiday on FDI as a share of GDP, 
which is also strengthened if the investment climate is better, though only significantly so 
when using rule of law as the investment climate variable. Also this supports the argument 
that tax incentives are more effective if the investment climate is good. Only for the 
investment allowance, we find counterintuitive results using system GMM, as in some of the 
previous tables in this chapter: the higher the investment allowance, the lower FDI, again 
even more so as the investment climate improves across countries. 
 
The results, except for the investment allowance, give some support to the argument that 
tax incentives are less effective in Africa because of the poor investment climate in African 
countries.  
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Table 2.C: estimation results including interactions between the tax variables and 
investment climate variables. 
  
  
(1) (2) (3) (4)
Dependent variable y: FDI FDI FDI FDI
Estimation method: Within syst GMM Within syst GMM
IC variable: REGQUA REGQUA RULAW RULAW
yt-1 0.343*** 0.369*** 0.348*** 0.360***
(5.30) (4.78) (5.31) (4.65)
CIT rate -0.036** -0.038** -0.038** -0.047**
(-2.29) (-2.64) (-2.00) (-2.57)
Holiday 0.022 0.075*** 0.029 0.097***
(1.04) (3.14) (1.15) (3.89)
Inv. Allowance -0.137 -1.013** -0.264 -1.898***
(-0.51) (-2.19) (-0.59) (-3.04)
CIT rate * IC -0.029 -0.047** -0.009 -0.061***
(-1.04) (-2.11) (-0.37) (-2.91)
Holiday * IC 0.093 0.087 0.048 0.104***
(1.58) (1.64) (1.18) (2.82)
Inv. Allowance *IC 0.249 -2.130* 0.011 -2.372***
(0.38) (-2.00) (0.02) (-2.72)
IC 2.032* 2.659***
(1.90) (3.04)
Inflation 0.000 -0.000 0.000 -0.000
(0.41) (-0.08) (0.28) (-0.09)
Exchange rate -0.035 -0.000 -0.014 -0.028
(-0.55) (-0.00) (-0.22) (-0.30)
Openness -0.094 0.494 -0.122 0.473
(-0.20) (1.60) (-0.26) (1.25)
GDP 0.002 0.001 0.004 0.001
(0.55) (0.66) (1.04) (0.81)
GDP per capita 0.064 -0.151 0.092 -0.224**
(0.25) (-1.42) (0.36) (-2.11)
-0.058** 0.027 -0.060** 0.009
(-2.32) (1.01) (-2.40) (0.38)
Africa dummy -0.937*** -1.161***
(-2.84) (-3.01)
Caribbean dummy 1.376** 1.139**
(2.44) (2.17)
Constant 2.032* 4.666***
(1.90) (6.09)
Observations 712 712 712 712
Number of countries 42 42 42 42
R-squared 0.30 0.29
Hansen J test P-value 0.320 0.322
AR(2) P-value 0.550 0.562
Gov. Consumption 
expenditure
Robust z-statistics in parentheses, *** p<0.01, ** p<0.05, * p<0.1
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Chapter 3a 
The Effectiveness of Tax Incentives in Attracting Investment: 
Panel data evidence from the CFA Franc Zone1
 
 
 
We investigate to what extent tax incentives are effective in attracting investment in 
Sub-Saharan Africa. We test whether tax incentives, by lowering the user cost of capital, 
raise investment. Next to tax incentives, we also estimate the impact on investment of 
other investment climate variables that are under direct control of the government, such 
as the transparency and complexity of the tax system, and the legal protection of foreign 
investors. In developing countries these variables might be as important as or even more 
important than the tax variables themselves.   
Therefore, we analyze the policy changes in tax incentives and in the other investment 
climate variables for 12 CFA Franc Zone countries over the period 1994-2006. Because of 
their common currency (the CFA Franc) and common language (French) these countries 
constitute an exceptional basis of comparison to evaluate their ‘policy experiments’. The 
use of panel data econometrics with fixed country and year effects allows us to isolate 
the impact of the policy changes on investment, as if it were a difference in differences 
analysis with multiple policy changes. 
We find no robust positive relationship between tax holidays and investment in the CFA 
Franc zone. However, increasing the number of legal guarantees for foreign investors 
and reducing the complexity of the tax system helps to attract investment.  
 
                                                 
1 This chapter is the result of joint work with Sebastian James (World Bank) and appeared in International 
Tax and Public Finance (2010), 17, 400-429. 
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3a.1. Introduction 
 
Many developing countries use tax incentives to promote investment. By applying 
reduced corporate income tax rates, granting periodic exemptions on corporate taxes 
(tax holidays), allowing extra investment deductions from tax liabilities (through tax 
credits or investment allowances), etc. to certain economic activities governments try to 
reallocate or attract domestic and foreign mobile capital. Despite valuable intentions 
the use of tax incentives in developing countries is controversial. The use of tax 
incentives may bring along important costs for the country. Not only financial costs such 
as foregone revenue and administrative costs, but, if not carefully designed and 
implemented, also welfare costs through inefficient allocation of capital. Moreover, 
concerning the benefits, it is unclear to what extent tax incentives are effective in 
attracting investment2
 
.  
The literature on the effectiveness of tax incentives for investment has primarily focused 
on industrial countries. However, the results for developed countries cannot simply be 
generalized to the developing world. The use of tax incentives and in particular tax 
holidays is very widespread in developing countries, and in Sub Saharan Africa in 
particular3
                                                 
2 Good overviews on the costs and benefits of tax incentives can be found in Shah (1995), OECD (2001), 
Zee, Slotsky and Ley (2002), and Klemm (2010) 
. The poor performance of tax administrations and the high compliance costs 
for investors may disturb the effectiveness of tax incentives. The lack of legal guarantees 
for investors and a poor general investment climate are other reasons to evaluate the 
effectiveness of tax incentives in developing countries more carefully. Moreover, the 
possible contribution of investment – and in particular FDI - to growth and development 
in Africa justifies a closer look at this region. FDI is not only an important source of 
3 Keen and Mansour (2009) state that tax incentives are much more widespread in SSA today than they 
were in the 80s, that CIT holidays are the most common form of incentives, and that  CIT rates are not low 
by international standards. 
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finance in this region with low income levels and domestic savings; it can also provide 
spillovers of knowhow and technology to the region4
Only a few studies have investigated the impact of tax incentives on real investment 
outcomes in developing countries. For example, Wells and Allen (2001) find that there 
was no significant change in investment after the removal of the tax holiday in Indonesia 
in 1984; Klemm and Van Parys (2009) find a positive effect of tax holidays on FDI in 
some cases but not on fixed capital for a panel of 47 developing countries in Latin 
America, the Caribbean and Africa over the period 1985-2004.  
.  
 
The controversy that still exists among policy makers in developing countries and policy 
advisers in international institutions such as the World Bank and the IMF concerning the 
costs and the benefits of the use of tax incentives, the persistently low tax revenues in 
many developing countries especially in Sub-Saharan Africa5
 
, and the little empirical 
evidence on the costs and benefits of incentives motivate us to answer the call for 
feeding the debate with more empirical evidence.  
In this paper we provide evidence of the effectiveness of tax incentives in 12 CFA Franc 
Zone countries in West and Central Africa over the period 1994-2006. During this 
period, nine countries changed their tax incentives once, the Central African Republic 
changed twice while Mali and Togo underwent no change. These policy experiments 
allow us to assess the impact of changes in the tax incentives on investment. For the 
sample countries the tax incentives are part of the investment code. In many cases 
changes in tax incentives are accompanied with other changes in the investment code, 
such as changes in the complexity of the tax incentives, the administrative procedure to 
qualify for certain incentives, or the legal guarantees for investors. We also include 
                                                 
4 Good studies that focus on FDI in Africa are Naudé and Krugell (2007), Asiedu (2002) and Morisset 
(2000). 
5 Non-resource tax revenue in Sub-Saharan Africa remained stable at a low 13% to 14% of GDP over the 
period 1980-2005 (Keen and Mansour 2009). 
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these ‘non tax’ changes in our empirical analysis. Not only to rule out their omitted 
variable bias but also because their impact on investment is interesting on its own.  
 
To assess the impact of the investment climate on investment we define four variables 
constituting the observed changes in the investment code: (i) the number of years of 
corporate income tax holiday for regular investment projects, (ii) the number of years of 
corporate income tax holidays related to exporting firms, (iii) an index for the legal 
guarantees for investors, and (iv) an index of the complexity of the design of the tax 
incentives.  
Investment is defined as aggregate FDI inflow or gross private fixed capital formation, 
both as a percentage of GDP. We treat the typical endogeneity problem of evaluating 
non random policy changes by including fixed country effects and controlling for time-
varying country characteristics. 
 
We find no convincing evidence of the effectiveness of tax holidays on investment. 
However, we do find that reducing the complexity of the tax incentives significantly 
increases investment, measured as FDI inflow. The number of legal guarantees has a 
significant positive impact on incoming FDI but not on fixed capital formation. The fact 
that legal guarantees are particularly designed for foreign investors while fixed capital 
formation also includes domestic investment explains this result.  
 
The major contribution of this paper is threefold. First, our focus is on African countries, 
for which there is very little empirical evidence6
                                                 
6 The only one we found is Cleeve (2008). This study uses a panel dataset but the data on tax incentives do 
not vary over time. The pooled regression results point to a positive effect of tax incentives on FDI. 
 on the effectiveness of tax incentives, 
despite their widespread use. The Ernst and Young tax guides “FFA” allowed us to track 
the changes in the investment codes for 13 years. Second, the 12 countries of our 
dataset are relatively comparable. For over 40 years they share the same currency. The 
fixed exchange rate of the CFA Franc to the French Franc (and later on the Euro) since 
1994 has brought monetary and relative economic stability. The countries are also 
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culturally similar since they are all French speaking and former colonies of France. The 
relative homogeneity of this set of countries helps us better isolate the impact of policy 
changes in some countries while taking other countries as controls. Third, next to the 
changes in tax incentives we also include the accompanying (non tax) changes in the 
investment code. The latter turn out to be most significant for investors. 
 
In section 3a.2 of the paper we review the theoretical and empirical literature on which 
this paper builds. Section 3a.3 informs about the general institutional characteristics of 
the CFA Franc zone and defines the variables used in the analysis. We explain the 
estimation methodology in section 3a.4 and show the results and robustness checks in 
section 3a.5. We end with a discussion of the results and the conclusions in section 3a.6. 
 
3a.2. Theoretical background and literature review 
 
3a.2.1. Theoretical background 
 
A large part of the tax literature is dedicated to the impact of tax policy on investment. 
The most widely used framework to evaluate the effects of tax on investment is the 
neo-classical investment theory, pioneered by Jorgenson (1963). The basic argument 
goes that firms accumulate capital as long as the benefits exceed the costs. With 
decreasing returns the firms will invest up to the point where the net present value of 
the cash flow from the capital equals the cost. As a result the pre tax rate of return on 
the marginal investment project is defined as the cost of capital. To assess the effect of 
corporate taxes on investment, one needs to assess the impact of taxes on the cost of 
capital. If a tax change lowers the cost of capital it is assumed that it raises investment. 
According to this theory it suffices to calculate the impact of tax changes on the cost of 
capital. This has given rise in the literature to the calculation of marginal effective tax 
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rates (METRs)7
 
. The calculation of METRs allows assessing the impact of several tax 
parameters (such as the statutory tax rate, investment allowances, tax credits etc.) on 
the cost of capital.  
Some characteristics of developing countries make the impact of tax changes on the 
cost of capital more complex. One is the extensive use in developing countries of tax 
holidays. Mintz (1995) points to the ambiguous impact8
Another characteristic is the high compliance cost of taxes in developing countries. The 
compliance burden depends on the complexity of the tax system, the transparency of 
the application of the tax laws and regulations, and the predictability and credibility of 
the tax system and authorities (OECD 2001). High compliance costs can make the 
benefits of tax incentives redundant. Therefore, they should be accounted for in the 
calculation of METRs. The time and administrative costs to navigate through the 
complex tax system and to fulfill formal requirements should be added as a cost factor 
or deducted from the investment revenue, increasing the METR. The uncertainty about 
the just implementation of the tax laws and the unpredictability of the tax system 
certainly drive the hurdle rate of return to capital that an investor requires before 
investing. 
 of tax holidays on the cost of 
capital depending on the duration of the investment, the evolution of the revenues and 
the extent to which the invested capital is deductable.  
As a result, in our empirical analysis we try to control for these factors by adding two 
variables proxying the complexity and transparency of the incentives and the legal 
protection offered to investors. 
  
The neoclassical investment theory assumes that once it is shown that the tax change 
lowers the user cost of capital, it automatically raises investment. Recently, the New 
                                                 
7 Boadway, Bruce and Mintz (1984) are one of the earliest examples. 
8 If the objective of the country is to encourage investment in durable capital, the effectiveness of the tax 
holiday is ambiguous. If a firm must write off tax depreciation allowances during the holiday, the firm may 
face a relatively high effective tax rate if the allowances that remain after the holiday are inadequate in 
relation to the income-generating capacity of the asset. 
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Economic Geography9 (NEG) theory has shown that this direct relationship should not 
be taken for granted. The typical core-periphery NEG models emphasize the role of 
business concentration that is self reinforcing leaving the world with a core region 
(often referred to as the north) that attracts all mobile activities and a periphery region 
(the south) with only basic activities. In this world policy shocks, such as tax changes, at 
least along some range have no effect on investment because of the stickiness of capital 
in the core10
For this reason, we believe it is important to investigate the direct link between tax and 
investment, and not only calculate the impact of tax on the cost of capital. 
.  
 
3a.2.2. Empirical literature 
 
Many scholars have tested the predictions of the neoclassical investment theory by 
estimating equations that are directly derived from the model. They proceed in two 
steps. First, they need to assess the impact of corporate tax on the cost of capital and 
second, they need to estimate the impact of the cost of capital on investment.  
For developing countries, only the first step has been taken through the calculation of 
METRs before and after the change in tax policies11. The calculations of the METRs are 
very useful because they reveal to what extent tax incentives reduce the cost of capital 
for various incentives including tax holidays. They have been calculated for many 
countries12
                                                 
9 For an excellent overview of the policy implications of NEG models, see Baldwin, Forslid, Martin, 
Ottaviano, Robert-Nicoud (2003) “Economic Geography and Public Policy”. For a good summary with 
respect to the implications of NEG for tax and investment, see OECD (2001) p40. 
. The main shortcoming however is that they do not continue to the second 
step of measuring the impact of the changed cost of capital on investment. In line with 
the neoclassical investment theory they assume that if tax incentives lower the user cost 
10 For example, Devereux, Griffith and Simpson (2007) show that the effectiveness of fiscal incentives 
depends on the presence of agglomeration externalities. Grants are more effective in attracting plants in 
regions where the investors find more existing plants in their industry. 
11 See for example Chapters 7-13 of Shah’s 1995 book “Fiscal Incentives for Investment and Innovation” 
12 Such as Brazil, Malaysia, Thailand, Central and Eastern European countries and Mexico 
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of capital they automatically raise investment. As a result they provide no evidence on 
actual investment outcomes. 
 
Estimating the second step directly from the theoretical model requires firm level data 
since the theory starts from the profit maximizing behavior of the firm. Because of the 
availability of these data this strand of literature has primarily focused on reforms in the 
US tax system13
Besides testing the neoclassical theory directly, a lot of studies have used more ad hoc 
specifications to estimate the sensitivity of investment to changes in the tax system in 
industrialized countries. Instead of firm level data they use aggregate investment data
, and not on developing countries. Hassett and Hubard (2002) provide an 
overview of this literature and conclude that recent empirical research is consistent with 
the negative relationship between the cost of capital and investment, predicted by 
neoclassical models.  
14. 
Particularly popular are studies on taxation and FDI. De Mooij and Ederveen (2003) 
review this literature and find a median tax rate elasticity of foreign capital of -3.3. 
However, they find substantial variation in the in the studies depending on the chosen 
specification, the definition of FDI (mergers and acquisitions had a lower elasticity then 
fixed capital investment), the tax measure15 (higher sensitivity of FDI to effective tax 
rates than to statutory tax rates), etc. These results are very useful although they do not 
focus on the effectiveness of particular tax incentives. A few papers that do focus on 
particular incentives in developed countries investigate effectiveness of tax credits in 
attracting R&D16 and the effectiveness of Special Economic Zones17
 
. 
                                                 
13 Arnold and Schwellnus (2008) provide a recent firm level data study assessing the impact of change in 
tax (incentives) on investment in the OECD. 
14 Good examples are Slemrod (1990), Swenson (1994), Benassy-Quere, Fontagne and Lahreche-Revil 
(2005) 
15 It is not clear which tax measure is preferable. For example, in case of lumpy investment the average 
tax rate is more relevant than the marginal rate. 
16 E.g. Bloom, Griffith and Van Reenen 2002 
17 E.g. Bondorio and Greenbaum 2007 
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Concerning developing countries and incentives, major contributions can be found in 
Shah’s 1995 book “Fiscal Incentives for Investment and Innovation”. Next to calculations 
of METRs, it evaluates the implementation of certain tax incentives in production 
structure models18 and Computable General Equilibrium (CGE) models19
In the absence of reliable tax and investment data, opinion surveys to investors have 
provided useful insights. Two well designed recent investor surveys are done by Bolnick 
(2009) for Mozambique and Nguyen et al. (2004) for Vietnam. However, even if well 
designed, the results of surveys should be interpreted with care. “An objective 
assessment of the effect of tax measures is not possible since they do not provide data 
on observed behavior before and after a policy change” (Shah 1995 p95).  
.  
 
Despite the valuable contribution of the above studies, studies providing evidence of 
the impact of tax incentives on investment using real investment data in developing 
countries are very scarce. Wells and Allen (2001) investigate the elimination of tax 
holidays in Indonesia in 1984. Comparing the growth rates of foreign investment inflows 
and the number of projects approved between the period before and after this “natural 
experiment”, they find no significant difference.  
Klemm and Van Parys (2009) provide evidence on the effectiveness of tax holidays and 
investment allowances on investment using a dataset of 47 developing countries over 
the period 1985-2004. They find that tax holidays in some cases help to attract FDI while 
investment allowances do not. Moreover they find that countries compete on tax 
holidays and not on investment allowances.  
 
                                                 
18 Chapters 14-16 of Shah 1995 
19 Chapters 17-18 of Shah 1995 
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3a.3. Data and institutional background 
 
3a.3.1. Institutional background 
 
The CFA Franc zone consists of the 14 member countries of the West African Economic 
and Monetary Union (WAEMU20) and the Communauté Economique et Monétaire de 
l’Afrique Central (CEMAC21). The zone’s countries share important cultural and 
economic characteristics. Culturally, they all speak the same language, French22
 
, and 
they are all former colonies of France. Guinea-Bissau and Equatorial Guinea are left out 
due to a lack of data.   
WAEMU and CEMAC are considered a monetary union since they share the same 
currency, the CFA Franc23. In order to sustain the common exchange rate with the 
Euro24 and to provide monetary certainty, there is a convertibility guarantee by the 
French Treasury and a set of legal, institutional and policy requirements (Gulde and 
Tsangarides 2008). After the 1994 devaluation25
                                                 
20 WEAMU consists of Benin, Burkina Faso, Cote d’Ivoire, Guinea-Bissau, Mali, Niger, Senegal and Togo. 
, both unions acknowledged the need to 
strengthen real and financial integration among their member countries. Key elements 
were an agreement on macroeconomic convergence criteria designed to help 
coordinate macroeconomic policies, and phased abolition of trade restrictions within 
each union and the creation of regional common markets. It also led to a reflow into the 
zone of the capital that had fled in anticipation of the exchange rate (Gulde and 
Tsangarides 2008). The exchange rate has not been adjusted since 1994, a good 
21 CEMAC consists of Cameroun, the Central African Republic, Chad, the Republic of Congo, Equatorial 
Guinea and Gabon. 
22 French is an official language in all countries except Guinea-Bissau, which is left out of the analysis 
because of lack of data. 
23 Officially both unions have their own currency, but the name is the same (CFA Franc) and they have the 
same fixed exchange rate with the euro (since 1994, one Euro is 655.957 CFA Franc). They also have 
separate Central Banks (the BCEAO for WAEMU and the BEAC for CEMAC) which are responsible for the 
conduct of monetary policy beyond the exchange rate. 
24 Before being pegged to the Euro, the CFA Franc was pegged to the French Franc, which was in turn 
pegged to and part of the European Currency Unit (ECU) since 1979. 
25 The CFA Franc of WAEMU and CEMAC were both devalued by 50 percent. 
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argument to take this year as the starting point of our analysis. Thanks to the exchange 
rate regime and the common monetary institutions the zone has achieved lower 
inflation and more macroeconomic stability than other countries in sub-Saharan Africa. 
 
Even though the common cultural and institutional characteristics of the CFA Franc Zone 
countries and their willingness to deeper integrate provide us with a unique basis for 
comparison, we are aware of the differences between and within WAEMU and CEMAC. 
Because of few transportation links between the countries and (non-)tariff barriers 
between the unions, trade between the unions is low. The downside of the fixed 
exchange rate are the regional shifts in the terms of trade. As for economic activity, 
average per capita income in 2006 in WAEMU was less than half the CEMAC level. 
Between the countries, per capita income ranged from 262 USD in Niger to 7282 USD in 
Gabon. Differences in income levels reflect historically higher average growth in CEMAC 
since the 80s. The main export product in all CEMAC countries except the Central 
African Republic is petroleum while WAEMU mainly exports agricultural goods, 
particularly cotton (Gulde and Tsangarides 2008).  
 
3a.3.2. Data 
 
 We obtained the tax incentives data for the 12 CFA Franc Zone countries over the 
period 1994-2006 from the Ernst and Young tax guides “Editions FFA”. The guides offer 
a unique and detailed overview of the fiscal legislations in the investigated countries. In 
the yearly published guides we tracked all changes in fiscal incentives for investment per 
country per year. In ten of the eleven cases when the tax incentives changed this was 
done by the adoption of an officially new Investment Code. Along with the tax 
incentives changes, came changes in the complexity of the regimes and the legal 
protection of investors. Therefore we define four investment climate variables, two of 
which are pure tax incentives variables and two ‘non tax’ investment climate variables: 
(i) the regular corporate income tax holiday (regular holiday), (ii) the corporate income 
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tax holiday for exporters (export holiday), (iii) the number of tax incentive regimes 
(regimes), (iv) and the number of common legal guarantees (guarantees). We call the 
vector of four investment climate variables ‘Inv Clim Vector’. 
 
‘Regular holiday’ is the number of years of corporate income tax holidays for a regular 
investment project26, ranging from zero to 11 years. ‘Export holiday’ is defined as the 
maximum number of years of corporate income tax holidays for firms exporting a 
minimum share of their production or of firms located in a free export zone. It varies 
between zero and 30 years. ‘Regimes’ is the number of different tax incentive regimes 
that are listed in the investment code27
 
. A high number of regimes points to a higher 
complexity and lower transparency of the investment code. Increasing the compliance 
burden and the unpredictability of tax incentives may have a negative effect on 
investment (see for example Edmiston et al. 2003). Finally, ‘guarantees’ is the number of 
legal guarantees out of six common legal guarantees for investors. The six legal 
guarantees considered to be common in developed countries are the guarantee against 
expropriation, the guarantee to protect intellectual property, the guarantee for 
expatriate labor, the guarantee of national treatment, the guarantee of access to 
international dispute settlement fora, and the capital/profit repatriation guarantee. As 
such ‘Guarantees’ is a measure of the legal protection of investors.  
This set of four variables captures practically all changes in the fiscal investment climate 
that we encountered in the E&Y tax guides. We realize that quantifying the changes in 
investment climate leaves some room for interpretation. We went consistently through 
the data for all countries and years and are confident to have a reliable dataset covering 
the most important changes in the fiscal investment climate with respect to investment.  
                                                 
26 A regular investment project is roughly defined as an investment project between 200 and 1,000 million 
CFA Franc. It is called regular because sometimes other regimes exist for small investment projects or for 
exceptionally large investment project. Sometimes the length of the holiday is the same even if there are 
different regimes according to the investment size. 
27 For example, there can be different regimes for small, medium and big enterprises, for exporters, for 
certain sectors etc. 
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In one of the robustness checks we add a fifth investment climate variable to the 
equation, to capture indirect tax incentives. Although the focus of this paper is on 
corporate income tax incentives, one can argue that also indirect tax incentives (such as 
on import tariffs and VAT or sales taxes) are important for investment, especially in 
developing countries where much of the machinery and equipment needs to be 
imported. The indirect tax incentives only changed three times out of the ten 
investment code changes. Still, omitting them could cause an omitted variable bias of 
the estimators. The variable to capture the indirect tax incentives is called ‘indirect 
holiday’. It is defined as the maximum of the number of years of tax exemption of the 
import tariff or the VAT or sales tax, on goods purchased during the set-up stage of the 
investment.  
 
Figures 3a.1 to 3a.5 show the evolution of the five investment climate variables over 
time in blue for each country. The vertical red lines announce a change in any of the five 
variables. All changes in regular holidays were negative. The regular holiday fell most 
sharply in Burkina Faso, Gabon and Niger. For the export holiday we observe important 
cuts in Burkina Faso, Cameroon and Senegal, while Benin increased it. In the late 
nineties, the number of incentives regimes increased in Burkina Faso, the Central 
African Republic, and Niger. This is in contrast with a strong reduction (to zero) in 
Gabon. The two thousands bring a downward trend, realized by the Central African 
Republic, Cameroon, Senegal and Chad. With respect to the number of guarantees, we 
only observe rising numbers. Finally, the indirect tax holidays remained rather stable, 
except for the reductions in the Republic of Congo, Niger and Chad. Table 3a.1 shows 
the correlation between the five variables. We observe no perfect or worrisome 
correlations. 
 
As investment variable (Inv) we use Foreign Direct Investment inflows (FDI) and gross 
private fixed capital formation (fixed capital), both as a percentage of GDP. Since FDI is 
foreign, it is rather footloose and most likely to react to changes in the investment 
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climate. We are also interested in gross private fixed capital formation since it covers a 
partly different load: contrary to FDI it also includes domestic investment while it 
excludes takeovers, focusing only on new capital formation. Figures 3a.6 and 3a.7 show 
the evolution of ‘FDI’ and ‘fixed capital’ formation over time. The very low level of FDI in 
many countries - on average FDI only mounts to 2.44% of GDP - is striking. ‘Fixed Capital’ 
formation is higher but still at a low average of 12.93% of GDP. It is hard to see any 
change in investment that can be linked to a change in the fiscal investment climate, 
denoted by the vertical red lines.  
Note that in our sample, for each country we have at least two years of data before the 
first investment climate change and two years after the last change. This is important 
for our analysis with fixed country and year effects, which can be interpreted as a 
multiple difference in differences analysis.  
 
Obviously, next to tax incentives we also have to include the general corporate tax 
regime in the analysis. We do so by adopting the main statutory corporate income tax 
rate (CIT). Despite the similarities of the countries, we finally define a number of 
variables that control for the differences between them. GDP serves as a proxy for the 
market potential inside a country. To adjust for the general economic environment of a 
country we also include the GDP per capita (GDPpc), GDP growth and inflation. As 
explained above, thanks to the common currency arrangement, inflation has been 
relatively stable in the CFA Franc Zone countries. However, the fixed exchange rate 
could have been cushioned by variable terms of trade (ToT), which we include. Further, 
Government consumption expenditure as a percentage of GDP (Gov Cons Exp) can point 
to revenue needs of the government but also to public expenditure that might be 
beneficial to investment. To control for the openness of a country, we use a measure 
proposed by Squalli and Wilson (2006), which combines trade intensity and the relative 
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importance of a country’s trade level to local world trade to avoid biasing the measure 
upwards for small countries28
 
. We also include the country’s population (Pop).  
Finally, we also check whether the results remain robust when taking account of 
variables that specifically drive investment in extractive industries. As mentioned earlier, 
extractive industries represent an important share of economic activity in the CFA Franc 
zone, especially in the CEMAC countries. In the absence of sector specific investment 
data, we include variables that specifically drive investment in extractives to reduce the 
chance of falsely attributing fiscal policy to total investment while investment in 
extractives is the real driver of investment. Two important drivers of investment in 
extractive industries are the discovery of reserves and mineral prices (see for example 
UNCTAD 2007). Therefore, we use the variables ‘oil res’ and ‘min price’. ‘Oil res’ is the 
level of proved oil reserves per country in billions of barrels, obtained from the US 
Energy Information Administration. It controls for investment due to the discovery of 
new oil reserves and is introduced with a one year lag. ‘Min price’ is a price index of the 
international prices of minerals produced in a country. For each country the price index 
is calculated as the weighted average of the international price indices (with basic year 
1992) for the minerals produced in the country, weighted by the minerals’ shares in 
total minerals exports29 in 199230
 
. The weights and minerals for each country are 
presented in the Appendix 3a.A table. The mineral prices come from the US Geological 
Survey and the export shares come from the central banks BEAC and BCEAO. As a third 
control variable for the extractive industry we use ‘VA min’, the value added of 
extractive industries as a percentage of GDP, obtained from the BEAC and BCEAO.  
Descriptive statistics of all variables are provided in table 3a.2.
                                                 
28 The measure is defined as:
∑ = +
+
n
j ji
i
MXGDP
MXn
1
2
)(
)(
 , where X and M are exports and imports of 
country i, and n is the number of countries in the world. 
29 As in Bruckner and Ciccone (2009), and Deaton (1999) but only for minerals. 
30 Except for Gabon, where we use the export shares of 1996 due to lack of data for previous years. 
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3a.4. Methodology 
 
To estimate the impact of tax incentives on investment we estimate an ad hoc 
investment specification. This kind of specification has proven useful in assessing the 
impact of taxation on investment when the only available data are aggregate 
investment, as in the numerous studies on taxation and FDI. We start testing a baseline 
specification that addresses the most important issues concerning the identification of 
the impact of a policy change. Then, we extend the basic specification to include the 
lagged dependent variable. 
 
3a.4.1. Baseline equation 
 
In order to establish the relationship between changes in tax incentives and investment, 
we start by estimating the following baseline panel data specification: 
 
ittiitit XInv ελµγβα +++++= 1-ti,InvClim   (3a.1) 
 
Subscripts i and t indicate the country and the time period. Inv is the level of investment 
measured as FDI and gross private fixed capital formation as a share of GDP; InvClim is 
the ‘Inv Clim Vector’ that consists of the four variables (five in one of the robustness 
checks). The key parameter that we are interested in is the sign and significance of the 
β  parameters since it quantifies the impact of the policy change on the investment 
outcome.  
 
The tax incentive changes that we are investigating are no random policy choices since 
they are decisions by governments in response to circumstances that should justify the 
policy change. To the extent that the factors driving the policy change are also driving 
the outcome of the policy change, investment, we are facing an identification problem. 
We do not know then if the change in investment is directly provoked by the change in 
Chapter 3a: The effectiveness of tax incentives in attracting investment: panel data 
evidence from the CFA Franc Zone 
3a-17 
 
the fiscal investment climate or by a variable that causes both the change in investment 
climate and the change in investment. Omitting these factors would lead to an omitted 
variables bias of the estimated parameter β . We deal with this endogeneity problem by 
including the variables that could be driving the policy change and the investment 
outcome at the same time.  
 
For this purpose it is very important to adopt country fixed effects31 iµ . Besley and Case 
(2000), Pitt et al (1992) and Rosenberg and Wolpin (1986) show how important the 
inclusion of fixed effects can be to obtain consistent estimates of the impact of policy 
changes on the outcome variable. It controls for the possibility that time-invariant 
country characteristics are responsible for the tax policy shift and the change in 
investment. If the systematic determinants of tax policy are time invariant country 
characteristics, then we will indeed remove concerns about endogeneity. Next to 
country fixed effects we also adopt year fixed effects tλ .  The year effects are important 
because, among others, they capture the exchange rate of the CFA Franc with other 
countries. Swenson (1994) has pointed to the importance of including the exchange rate 
in the analysis.  
 
Another endogeneity concern is the possible simultaneity of the policy decision InvClim  
and the level of investment Inv . Simultaneity would raise doubt about the direction of 
causality between the investment policy and investment. To break the possible reverse 
causality of (poor) investment driving the policy change we make sure that the tax policy 
change comes before investment by lagging the variable InvClim  with one year32
                                                 
31 Such as the location of the country (e.g. being landlocked, etc), geographical characteristics, the 
membership of either WAEMU or CEMAC, etc 
. Apart 
32 A good alternative to rid the analysis of potential endogeneity bias would be to use the more 
standardized instrumental variable procedure. Looking for instrumental variables for the fiscal investment 
climate policy decisions would not only be interesting as a methodological tool but also to better 
understand why governments are changing their investment climate. The political economy of the 
determinants of policy variation, where the policies themselves are taken as the dependent variable 
would be an interesting case on its own. Unfortunately we do not dispose of political variables to use as 
instruments as suggested by Besley and Case (2000). Besides, even if the political variables would exist 
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from solving the simultaneity problem this also makes sense intuitively since investment 
needs time to react to the policy change.  
 
Also time varying country amenities may determine both the tax policy changes and the 
investment outcome. Therefore, we also include the vector of control variables X 33. We 
include the CIT rate, GDP, GDP per capita, GDP growth, government consumption 
expenditure, inflation, the terms of trade, openness and population for the reasons 
explained in the data section. We realize that there might be other potential factors that 
could have an impact but that we do not include because they are unobservable or 
because we do not have them34
 
. We lag the control variables one year since investment 
decisions will likely be based on data available at the time of the investment decision, 
before the investment takes place.  
Another way of dealing with the endogeneity problem related to omitted variables, as 
suggested by Besley and Case (2000), is to try to identify the impact of the policy change 
by selecting a control group of countries that are thought to be similar to the treatment 
countries whose policy has changed. The more similar the countries are, the fewer 
variables affect their policies and investment differently, the fewer variables potentially 
bias the results if omitted. This provides us with a strong argument to limit our country 
sample to CFA Franc Zone countries. Because of the similarities between the member 
countries, countries that did not undergo a change in the fiscal investment climate in 
the same year can serve as relatively good control countries for countries that did. This 
way we try to exploit the advantages of difference in differences analysis, where highly 
similar treatment and control groups are compared before and after policy changes35
 
. 
                                                                                                                                                 
they are likely to have an independent impact on the outcome variable investment, raising new 
identification problems.  
33 The control variables are explained in the data section. 
34 An important time varying characteristics that is not explicitly adopted is political stability. We reckon 
however that a combination of the economic stability variables and fixed effects that we do include are 
highly correlated with political stability and thus to some extent take account of it.  
35 see Meyer (1995) for an overview.  
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3a.4.2. Dynamic panel model 
 
As extension of the baseline equation, we add a lagged dependent variable (LDV) 1−itInv  
to the baseline specification giving 
 
ittiittiit XInvInv ελµγβδα ++++++= − 1-ti,1, InvClim    (3a.2) 
 
Several arguments can justify the inclusion of the LDV. First, omitting the LDV could 
again cause an identification problem. If policy makers base their fiscal investment 
climate decisions on the investment in the previous year, and if investment is correlated 
with investment in the previous year, the estimate of the effect of the policy on 
investment will be biased if the LDV is excluded. Second, the LDV reduces serial 
correlation in the error terms. Finally, the inclusion of investment in the year before can 
be justified theoretically. In more advance neoclassical investment models (e.g. 
Auerbach and Hassett 1992) firms smooth their capital expenditures over time because 
of adjustment costs. 
 
Nickell (1981) showed that the fixed effects or least square dummy variables (LSDV) 
estimator of the coefficients is consistent for T→∞ but inconsistent for  N→∞ and T 
finite. Nickel (1981) predicts that the bias increases with the LDV coefficient (δ in 
equation (3a.2)) and decreases with T. Thus the LSDV estimator performs well when the 
time dimension of the panel is large relative to N. Several consistent estimators have 
been proposed when T is not large (relative to N), such as the IV procedure of Anderson 
and Hsiao (1982) and the GMM procedure of Arrelano and Bond (1991) and Blundell 
and Bond (1998). An alternative method is proposed by Kiviet (1995) who derives a 
formula for the bias of the LSDV estimator and recommends subtracting this from the 
estimated LSDV coefficients. The corrected LSDV estimator is often called LSDVc. Judson 
and Owen (1999) and Bun and Kiviet (2001) compare the LSDV, IV, GMM and LSDVc 
estimators through simulation exercises. They find that the bias of the non LDV variable 
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coefficients ( β and γ in equation (3a.2)) is relatively small and thus cannot be used to 
distinguish between estimators. Concerning the bias of the LDV coefficient they find 
that, certainly in small samples, LSDVc outperforms the other estimators. An important 
trump of LSDV is its relatively small variance. The accuracy in small samples of the t 
statistic for testing the non LDV coefficients ( β andγ ) is very reasonable for all 
estimators (Bun and Kiviet 2001). 
Considering the size of our panel dataset, which is small with a relatively high T, the fact 
that our main interest is the estimation of the β s, and the small variance feature of 
LSDV, we decided to estimate the coefficient with LSDV and LSDVc.  
 
3a.5. Results 
 
3a.5.1. Baseline equation 
 
Table 3a.3 shows the results of the estimation of baseline equation (3a.1), with FDI in 
column one and private fixed capital formation in column two as dependent variable, 
both measured as a percentage of GDP. Starting with FDI, we find that the regular tax 
holiday has no significant impact. The tax holiday for exporters has the expected 
positive sign and is significant at the 10% level. Still, economically the gains from 
extending the export holiday by 10 years are limited to .64 extra FDI as a percentage of 
GDP. Apart from the tax incentives themselves, we observe that decreasing the 
complexity of tax incentives, proxied by the number of tax incentives regimes, is 
important for foreign investors. The number of regimes has a significantly negative 
impact on FDI. Reducing the number of tax incentive regimes by one lowers FDI by .35 % 
of GDP. Also the number of legal guarantees for foreign investors is highly significant. 
Adding a legal guarantees, considered as common in the developed world, raises FDI 
by.93% of GDP.  
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The control variables do not explain much of the variance in FDI. Only GDP per capita 
(GDPpc) and the terms of trade (ToT) have an almost significantly positive impact. 
Despite the limited impact of the control variables, we have an R2 of .45.  
 
Turning to fixed capital formation, we also find a significant positive impact of export 
holidays at the 10% level. Increasing the tax holiday for exporters by 10 years raises 
capital formation by almost.85% of GDP. Contrary to FDI, here the number of regimes is 
just not significant, but the sign is the same. The number of legal guarantees has no 
significant impact on fixed capital formation. As far as the control variables are 
concerned a higher GDP level within a country, causes the share of fixed capital of GDP 
to fall. This is possible when GDP rises while fixed capital formation remains constant. 
GDP per capita on the other hand raises the share of fixed capital in GDP, which 
indicates that productivity is important for investment in fixed assets. Equation (3a.1) 
explains 30% of the variance of fixed capital formation.  
 
The results of the estimation of equation (3a.1) for fixed capital formation should be 
interpreted cautiously, since the Wooldridge test for serial correlation in the error term, 
presented at the bottom of the table, indicates the presence of auto-correlated errors. 
This is not the case for the FDI equation: with a P value of .13 we cannot reject the null 
hypothesis of the absence of first order correlation. 
 
3a.5.2. Dynamic panel model 
 
Therefore, particularly for the dependent variable fixed capital formation, it is 
interesting to see whether the results hold when adding the lagged dependent variable 
(as in equation (3a.2)). Table 3a.4 presents the dynamic panel model results for FDI and 
fixed capital formation, estimated by LSDV and by LSDVc. As expected from the serial 
correlation test, FDI of the year before has no significant impact on current FDI. The FDI 
figure 3a.6 from the data section already showed that FDI has either been steadily very 
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low or highly volatile for the investigated sample. Consequently, the results of column 1 
in table 3a.4 are approximately the same as the ones in table 3a.3 when the LDV was 
not included. Also the R2 remains unchanged. Note that the LSDVc coefficient estimates 
in column 2 hardly differ, but that the t-values are systematically lower. In case of LSDVc 
the standard errors (and thus t-values) are bootstrapped36
 
. The efficiency advantage of 
LSDV, mentioned in the methodology section, is visible.  
Adding a LDV to the fixed capital formation equation has a bigger impact. The LDV 
enters highly significant around .5, depending on the estimation method. We focus on 
the LSDV results (column 3), because of the higher efficiency, and observe that the 
export holiday is not significant anymore. Using LSDVc the standard errors of the 
estimated coefficients are even higher. GDP and the terms of trade are just significant at 
the 10% level. The CIT rate, with an expected negative sign, approximates significance. 
The R2 increases importantly from 30% to 59%. Including a LDV reduces the serial 
correlation of the errors and consequently increases the standard errors. As a result, in 
the baseline equation we rejected the null hypothesis too easily when it should not be 
rejected. 
 
The different results for the persistence and sensitivity to the included investment 
climate variables of FDI and fixed capital formation must lie in the different load they 
cover. FDI could be more volatile because it only consists of foreign investment while 
fixed capital represents foreign and domestic investment. If foreign investment is more 
footloose that could be a first explanation. Next, FDI not only contains fixed investment 
but also takeovers. Takeovers are more isolated events than investment in fixed assets 
and are less subject to adjustment costs, which could also explain the difference in 
persistence. The different reaction to our investment climate variables is probably a 
combination of two things. First, again if FDI is more footloose it reacts faster to changes 
                                                 
36 The standard errors come from a bootstrap procedure based on the errors of the estimated errors from 
the consistent IV or GMM estimators of dynamic panel data models.  Although consistent, there IV and 
GMM estimators are characterized by a lower efficiency, especially for small panels (Bun and Kiviet 2001). 
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in the investment climate. Second, the investment climate itself, and in particular the 
variables that we include, is more designed to attract foreign investment than domestic 
investment. For example changes in legal guarantees for foreign investors will affect 
only foreign investors. Also foreign investors are more likely to qualify for tax incentives. 
 
For both FDI and fixed capital formation, it is remarkable that the tax incentives 
variables ‘regular holiday’ and ‘export holiday’ are not key to investors in the CFA Franc 
zone. If anything it is the tax holiday for exporters that has a positive impact. This could 
point to the higher mobility and thus higher sensitivity of exporters to incentives or to 
the fact that a typical exporter is more substantial and profitable than a non exporting 
investor. 
 
3a.5.3. Robustness checks 
 
The first robustness check relates to the possible impact of indirect tax incentives on 
investment. The focus of the paper is on direct taxation. Yet, also indirect tax incentives 
may play an important role in investment decisions. During the set-up stage of the 
investment project, countries often offer exemptions on import tariffs and sales or VAT 
taxes for the acquisition of machinery and equipment. Omitting indirect tax incentives 
from the analysis could cause biased estimates of the direct tax incentives coefficients 
or the other investment climate variables provided that the indirect tax incentives 
correlate with the direct tax incentives or investment climate variables, and with 
investment. When indirect tax incentives and direct tax incentives or other investment 
climate variables would be perfectly correlated we would even have an identification 
problem because we would not be able to isolate the impact of the direct tax incentives 
or other investment climate variables from the impact of the indirect tax incentives on 
investment. The latter is certainly not the case, given the maximum correlation of -.44 
between the variable ‘regular holiday’ and ‘guarantees’ (see table 3a.1). Moreover the 
indirect tax incentives seem to vary less over time than the direct tax incentives. For the 
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selected dataset, only three important changes were recorded in the variable ‘indirect 
holiday’. 
 
Table 3a.5 shows the regression results with and without the variable indirect holiday. 
The uneven columns repeat the results of table 3a.3 (for FDI) and table 3a.4 (for fixed 
capital formation). In none of the two equations ‘indirect holiday’ enters significantly. As 
a result, the coefficients on the other investment climate variables remain almost 
identical with our without the additional variable. Based on these results, the negative 
impact on FDI of the number of regimes and the positive impact on FDI of the number of 
guarantees are robust to the presence of indirect tax incentives. 
 
The second robustness check concerns the importance of extractive industries in the 
investigated countries. We mentioned in the data section that extractive industries 
represent an important share of exports in some countries, such as the petroleum 
sector in CEMAC. It is reasonable to expect that this translates into significant shares of 
investment in extractive industries in total investment in these countries. The 
investment variables we use are aggregate investment data, which sum up investment 
in all sectors. Since in some countries investment in the mining sector is subject to a 
separate fiscal regime, two possible identification problems can occur. First, variations 
in investment in the extractive industries caused by determinants other than the 
investment climate variables that we defined, that coincide with variations in our 
investment climate variables, might incur spurious relationships between our 
investment climate variables and investment. Second, variations in the investment code 
for mining companies that coincide with variations in our investment climate variables 
might prompt us to falsely attribute variations in investment to variations in our 
investment climate.  
 
The latter is unlikely since we did not observe important changes of the fiscal regimes 
for mining companies in the E&Y guides for the selected countries and years. To deal 
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with the first possible problem ideally we would split the investment variable into 
investment in extractive and non extractive industries. Since these data are not 
available, we instead control for specific determinants of investment in extractive 
industries. We control for the discovery of new oil reserves (oil res), a country specific 
price index of minerals (min price), and the added value of the extractive industry as a 
share of GDP (VA min). We introduce the three variables one by one37
Consequently, the coefficients on the other variables are fairly robust: ‘regimes’ and 
‘guarantees’ keep their significance, while ‘export holiday’ just loses its significance at 
the 10 % level. It may seem surprising that the three mining related variables appear 
redundant in the regressions. However, one should remember that oil reserves that 
were present before 1994 are captured by the country effects. In addition, if all 
countries produced the same minerals in the same proportions, the international price 
index would be perfectly captured by the year effects.  
 in table 3a.6. In 
the first three columns, we observe that none of the three new control variables enters 
significantly. In the last three columns, only ‘min price’ is close to significance with the 
expected positive sign.  
 
The third robustness check is a country outlier analysis. Along with the advantage of 
having highly comparable countries, comes the disadvantage of a relatively small 
number of twelve countries. One of the consequences is that each of the countries may 
have an important impact on the results. Therefore, in order to prevent one outlier to 
drive the results we estimate each equation twelve times leaving out one country every 
time38
 
.  
Table 3a.7a presents the results for the estimation of equation (3a.1) with FDI as the 
dependent variable. On top of each column you find the name of the country that is 
                                                 
37 We also did the regression introducing the three variables simultaneously, but do not present them 
because the results are qualitatively the same. 
38 Estimating the equation separately for UEMOA and CEMAC countries, would leave us with five and 
seven countries respectively, too small to get meaningful results. Also remember that the fixed effects 
control for membership of either of the two unions. 
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dropped from the estimation. To save space, the estimates of the control variables are 
not reported. We find that the impact of the investment climate variables ‘regimes’ and 
‘guarantees’ on FDI is fairly robust for the omission of countries. They remain significant 
at least at the 10% level in all columns with stable values. The significance of ‘export 
holiday’ relies on the inclusion in the dataset of Cameroon, Gabon, Mali, and Senegal. As 
a result we have to be careful drawing conclusions on the positive impact of export 
holidays on investment overall. 
Table 3a.7b displays the results of the estimation of the dynamic equation with fixed 
capital formation. The coefficients only turn significant sporadically, not enough to 
conclude that they would have a robust impact on fixed capital formation.   
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3a.6. Conclusion and Discussion 
 
Researchers, policy makers and policy advisers agree that there is a need for more 
empirical evidence of the effectiveness of tax incentives for investment in developing 
countries. This study is one of the first to investigate the impact of tax incentives on 
investment in Africa. Because of the focus on the relatively similar CFA Franc Zone 
countries, we are able to assess tax incentives changes in some of these countries, 
taking the other countries as controls. Next to tax incentives we also examine the 
importance of compliance costs and legal guarantees for investors. 
 
For the period 1994-2006, we find that changes in tax holidays for regular investment 
projects did not have an effect on FDI inflows or on fixed capital formation. Tax holidays 
targeted to exporting firms tend to have a positive impact on investment, although the 
statistical significance disappears in some specifications and the economic significance is 
rather low. With respect to the tax compliance cost, we do find evidence that 
simplifying the complexity of tax incentives regimes helps to attract both FDI. Also 
increasing investor certainty by extending the legal guarantees for investors helps to 
attract foreign investment. For fixed capital formation, none of the investment climate 
variables is consistently significant. 
 
The robust results for reducing the complexity of tax incentives and improving the legal 
guarantees for foreign investors, as compared to the ambiguous result for the tax 
incentives themselves, suggest that for governments in developing countries it is at least 
as important to reduce the compliance costs of taxes and to secure a correct treatment 
of investors as it is to lower the tax burden itself. This is even more so because these 
measures are far less expensive since they do not incur any revenue loss. By increasing 
investment they even raise revenue. This reaffirms the point that institutional stability, 
credibility and transparency are key to investors, before tax incentives. 
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Because of the ambiguity of our tax holiday results no general conclusions can be 
drawn. Neither the finding of Wells and Allen (2001) for Indonesia that they are not 
effective nor the finding of Klemm and Van Parys (2009) that they are effective in some 
cases can be strongly confirmed. But, apparently, those holidays that are targeted on 
exporters have a bigger chance of being effective than the more general tax holidays.  
Several arguments could be put forward to explain why the link between tax holidays 
and investment is not robust. First, it could be that the neoclassical investment theory is 
not valid. This theory predicts that if (i) tax holidays lower the cost of capital, (ii) they 
would increase investment. We do not question the negative impact of tax holidays on 
the cost of capital, even though we know that the impact on the METR is more subtle 
than the one of a CIT rate of zero. As a result, it is the second relationship, between the 
cost of capital and investment, which fails. More recent theories, like the New Economic 
Geography theory, predict a more complex relationship between the cost of capital and 
investment. Due to agglomeration effects capital is sticky to the core regions and small 
tax changes are ineffective. Countries in the periphery, such as Africa, do not have the 
forces, such as the market size effect, that create endogenous capital growth.  
Another possible explanation why we do not find the neoclassical link between user cost 
of capital and investment is that the user cost of capital in developing countries cannot 
be captured by the effectiveness of the tax system alone. Other cost factors, such as the 
high hurdle rate of return for investors due to the investment risks and compliance 
costs, might outweigh the usual capital cost that is measured in industrial countries by 
calculating the METR. The significance of the guarantees and tax complexity variables 
support this view.  
A third possible explanation lies in the downside of granting tax incentives: the revenue 
forgone for the government. In countries where basic public goods such as regulatory 
quality, the rule of lax, infrastructure, etc are not sufficiently provided, it is possible that 
investors prefer paying taxes that are spent to provide the necessary public goods, to 
profiting from tax exemptions in a country where the necessary public goods are 
missing.   
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Finally, we recognize that in measuring the link between tax holidays and investment we 
are limited by the availability of more (detailed) data. It would be interesting to have 
more detailed data on other time varying investment climate variables such as the 
administrative burden, labor force skills or infrastructure. It would also help to have 
investment variables at a more disaggregate level than the ones we have. For example, 
sector level data would allow us to evaluate whether tax holidays in certain sectors are 
more effective than those in others, as we observed for exports. In one of the 
robustness checks we controlled for determinants specific to investment in extractive 
industries, which are often subject to a different tax treatment. Disaggregating 
investment would be a more optimal methodology. Still, we believe that the tax 
incentives in the developing countries we study are aimed at increasing the total 
amount of investment.  
More research on the circumstances in which tax holidays are effective is certainly 
needed. A way to analyze the circumstances in which they are effective would be to let 
the tax holiday variables interact with other investment climate variables. To do so, we 
need more observations.  
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Figure 3a.1: regular holiday 1994-2006. 
 
Figure 3a.2: export holiday 1994-2006. 
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Figure 3a.3: regimes 1994-2006. 
 
 
Figure 3a.4: guarantees 1994-2006. 
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Figure 3a.5: indirect tax holiday 1994-2006. 
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Figure 3a.6: FDI (percent of GDP) 1994-2006. 
 
 
Figure 3a.7: fixed capital formation (percent of GDP) 1994-2006. 
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Table 3a.1: correlation of the investment climate and control variables. 
 
 
Table 3a.2: descriptive statistics and sources of all variables. 
Variable Unit Mean Std. 
Dev. 
Min Max Obs. Source 
        
FDI Percent of GDP 2.44 5.44 -8.75 46.48 156 UNCTAD 
Fixed Capital Percent of GDP 12.93 7.14 1.80 50.16 156 WEOa 
CIT rate Percent 38.32 4.44 25 49 155 E&Y tax guide 
Regular Holiday Years 3.75 2.88 0 11 148 E&Y tax guide 
Export Holiday Years 7.59 10.83 0 30 148 E&Y tax guide 
Regimes  4.67 2.04 0 7 148 E&Y tax guide 
Guarantees  2.81 1.57 0 6 156 E&Y tax guide 
GDP Million USD 4707 3954 853 17953 156 WDIb 
GDPpc 1000 USD .73 1.16 .16 5.00 156 WDI 
GDP growth Percent 3.97 4.39 -8.93 33.62 156 WDI 
Inflation  Percent 5.65 9.16 -8.02 42.43 153 WDI 
ToT Index basis 2000 107.02 23.15 62.50 201.95 156 WEO 
Gov Cons Exp  Percent of GDP 12.10 4.37 4.51 26.06 153 WDI 
Openness  2.78 2.87 .09 11.06 153 WDI 
Pop Million 8.83 4.81 1.02 18.91 156 WDI 
Oil res Billion barrels 0.34 0.69 0.00 2.50 156 US EIAc 
Min price Index basis 1992 1.36 0.76 0.27 5.57 156 Own calculationd 
VA min Percent of GDP 0.10 0.18 0.00 0.66 148 BCEOA, BOAC 
a: World Economic Outlook, IMF; b: World Development Indicators, World Bank 
c: US Energy Information Administration;  
d: own calculation based on US Geological Survey price data and BCEOA and BOAC export data. 
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Regular Holiday 1
Export Holiday 0.13 1
Regimes 0.20 0.04 1
Guarantees -0.25 -0.14 -0.35 1
Indirect Holiday 0.27 -0.02 0.27 -0.43 1
CIT rate 0.13 -0.21 0.32 -0.29 0.27 1
GDP -0.27 -0.15 -0.46 0.14 0.04 -0.32 1
GDP growth 0.06 0.10 0.03 0.09 0.03 0.18 -0.10 1
GDPpc -0.24 -0.27 -0.27 -0.22 -0.28 -0.02 0.16 -0.18 1
Gov Cons Exp 0.38 0.11 0.40 -0.16 0.36 0.18 -0.35 0.05 -0.13 1
Inflation 0.16 0.00 0.09 -0.12 0.11 0.26 -0.16 0.00 -0.05 0.09 1
Pop 0.15 0.14 -0.17 0.03 0.44 -0.23 0.66 0.06 -0.48 -0.07 -0.11 1
Openness -0.22 -0.27 -0.31 -0.15 -0.27 -0.11 0.61 -0.13 0.48 -0.30 -0.03 0.09 1
ToT 0.19 -0.14 -0.27 0.08 0.05 -0.01 -0.01 0.12 0.05 0.04 0.13 0.03 -0.03
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Table 3a.3: baseline equation estimation results. 
 
 
 
FDI Fixed Capital
Inv Clim Vector:
regular holiday (t-1) -0.203 -0.625
(-1.05) (-1.56)
export holiday (t-1) 0.064* 0.085*
(1.81) (1.85)
regimes (t-1) -0.351** -0.533
(-2.89) (-1.40)
guarantees (t-1) 0.934*** 0.344
(3.67) (0.59)
CIT rate (t-1) 0.035 -0.067
(0.46) (-0.29)
GDP (t-1) -0.000 -0.001**
(-0.76) (-2.50)
GDP growth (t-1) 0.014 0.020
(0.33) (0.30)
GDPpc (t-1) 4.537 9.752**
(1.42) (2.53)
Gov Cons Exp (t-1) -0.007 0.028
(-0.06) (0.25)
inflation (t-1) 0.033 -0.007
(0.64) (-0.05)
population (t-1) -0.480 2.236
(-0.63) (1.50)
openness (t-1) -0.137 -0.316
(-0.33) (-0.53)
ToT (t-1) 0.012 0.026
(1.43) (1.52)
Constant -1.976 -2.459
(-0.24) (-0.18)
Observations 134 134
R-squared 0.45 0.30
Number of countries 12 12
F(1, 10) 2.782 27.386
Prob > F 0.126 0.0004
Wooldridge test for autocorrelation
*** p<0.01, ** p<0.05, * p<0.1
Robust t statistics in parentheses
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Table 3a.4: dynamic panel model estimation results. 
 
 
 
FDI FDI Fixed Capital Fixed Capital
Estimation method: LSDV LSDVc LSDV LSDVc
LDV -0.026 0.060 0.469*** 0.547***
(-0.35) (0.58) (15.56) (6.77)
Inv Clim Vector:
regular holiday (t-1) -0.205 -0.224 -0.138 -0.080
(-1.05) (-0.89) (-0.90) (-0.34)
export holiday (t-1) 0.065* 0.059 0.024 0.018
(1.82) (1.05) (0.90) (0.32)
regimes (t-1) -0.363** -0.341 -0.210 -0.175
(-3.00) (-1.31) (-1.04) (-0.73)
guarantees (t-1) 0.930*** 0.824 -0.168 -0.243
(3.70) (0.95) (-0.51) (-0.30)
CIT rate (t-1) 0.036 0.045 -0.146 -0.171
(0.47) (0.37) (-1.35) (-1.47)
GDP (t-1) -0.000 -0.000 -0.001*** -0.001*
(-0.76) (-0.30) (-3.14) (-1.65)
GDP growth (t-1) 0.017 0.015 0.053 0.064
(0.40) (0.21) (1.03) (0.90)
GDPpc (t-1) 4.559 4.550 2.684 1.907
(1.40) (0.87) (1.34) (0.39)
Gov Cons Exp (t-1) -0.012 -0.004 0.141 0.159
(-0.10) (-0.03) (1.41) (1.03)
inflation (t-1) 0.035 0.032 -0.097 -0.107
(0.62) (0.43) (-0.99) (-1.53)
population (t-1) -0.500 -0.609 0.828 0.655
(-0.66) (-0.83) (1.23) (0.98)
openness (t-1) -0.141 -0.171 0.221 0.262
(-0.33) (-0.35) (1.10) (0.58)
ToT (t-1) 0.012 0.012 0.022 0.024*
(1.39) (0.81) (1.73) (1.77)
Constant -1.772 6.259
(-0.22) (0.88)
Observations 134 134 134 134
R-squared 0.45 0.59
Number of countries 12 12 12 12
*** p<0.01, ** p<0.05, * p<0.1
Robust t statistics in parentheses
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Table 3a.5: robustness check: indirect tax holiday. 
 
 
 
 
FDI FDI
Estimation method: LSDV LSDV LSDV LSDV
LDV 0.469*** 0.469***
(15.56) (15.22)
Inv Clim Vector:
regular holiday (t-1) -0.203 -0.231 -0.138 0.074
(-1.05) (-1.11) (-0.90) (0.33)
export holiday (t-1) 0.064* 0.066* 0.024 0.009
(1.81) (1.88) (0.90) (0.35)
regimes (t-1) -0.351** -0.348** -0.210 -0.230
(-2.89) (-2.91) (-1.04) (-1.05)
guarantees (t-1) 0.934*** 0.943*** -0.168 -0.232
(3.67) (3.46) (-0.51) (-0.71)
indirect holiday (t-1) 0.047 -0.352
(0.12) (-1.15)
CIT rate (t-1) 0.035 0.037 -0.146 -0.159
(0.46) (0.53) (-1.35) (-1.41)
GDP (t-1) -0.000 -0.000 -0.001*** -0.001**
(-0.76) (-0.64) (-3.14) (-2.32)
GDP growth (t-1) 0.014 0.015 0.053 0.049
(0.33) (0.34) (1.03) (0.94)
GDPpc (t-1) 4.537 4.697 2.684 1.482
(1.42) (1.56) (1.34) (0.69)
Gov Cons Exp (t-1) -0.007 -0.006 0.141 0.136
(-0.06) (-0.05) (1.41) (1.38)
inflation (t-1) 0.033 0.031 -0.097 -0.087
(0.64) (0.57) (-0.99) (-0.83)
population (t-1) -0.480 -0.468 0.828 0.736
(-0.63) (-0.57) (1.23) (1.05)
openness (t-1) -0.137 -0.125 0.221 0.128
(-0.33) (-0.28) (1.10) (0.66)
ToT (t-1) 0.012 0.012 0.022 0.022
(1.43) (1.47) (1.73) (1.67)
Constant -1.976 -2.237 6.259 8.218
(-0.24) (-0.26) (0.88) (1.13)
Observations 134 134 134 134
R-squared 0.45 0.45 0.59 0.59
Number of countries 12 12 12 12
Fixed 
Capital
Fixed 
Capital
Robust t statistics in parentheses
*** p<0.01, ** p<0.05, * p<0.1
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Table 3a.6: robustness check: mining related variables. 
 
 
 
FDI FDI FDI Fixed Capital Fixed Capital Fixed Capital
Estimation method: LSDV LSDV LSDVc LSDV LSDV LSDV
LDV 0.467*** 0.460*** 0.397***
(14.74) (14.06) (5.27)
Inv Clim Vector:
regular holiday (t-1) -0.217 -0.209 -0.136 -0.148 -0.164 -0.175
(-1.05) (-1.18) (-0.81) (-0.95) (-1.15) (-1.08)
export holiday (t-1) 0.066 0.056 0.065 0.026 0.002 0.043
(1.72) (1.61) (1.66) (0.97) (0.07) (1.65)
regimes (t-1) -0.384** -0.356** -0.294** -0.229 -0.230 -0.254
(-2.28) (-2.92) (-2.34) (-0.95) (-1.09) (-1.15)
guarantees (t-1) 0.960*** 0.892*** 0.872*** -0.151 -0.275 -0.002
(3.56) (3.18) (3.42) (-0.44) (-0.93) (-0.00)
CIT rate (t-1) 0.031 0.035 0.014 -0.148 -0.146 -0.131
(0.39) (0.47) (0.17) (-1.34) (-1.54) (-1.12)
GDP (t-1) -0.000 -0.000 -0.000 -0.001** -0.001*** -0.001***
(-0.65) (-1.10) (-0.68) (-2.93) (-3.32) (-3.22)
GDP growth (t-1) 0.014 0.013 0.033 0.053 0.049 0.090
(0.33) (0.31) (0.66) (1.01) (0.94) (1.55)
GDPpc (t-1) 4.617 4.798 3.841 2.762 3.556 1.965
(1.23) (1.41) (1.09) (1.22) (1.77) (0.87)
Gov Cons Exp (t-1) 0.004 -0.017 -0.023 0.146 0.111 0.128
(0.03) (-0.12) (-0.18) (1.38) (1.13) (1.14)
inflation (t-1) 0.032 0.037 0.051 -0.097 -0.082 -0.083
(0.64) (0.74) (0.71) (-0.97) (-0.89) (-0.69)
population (t-1) -0.565 -0.528 -0.635 0.789 0.723 0.938
(-0.68) (-0.66) (-0.82) (1.06) (1.20) (1.32)
openness (t-1) -0.197 -0.130 -0.194 0.187 0.231 0.462*
(-0.38) (-0.32) (-0.54) (0.97) (1.10) (2.00)
ToT (t-1) 0.013 0.012 0.013 0.023 0.022* 0.024
(1.41) (1.47) (1.38) (1.67) (2.05) (1.68)
oil res (t-1) -0.636 -0.344
(-0.55) (-0.30)
min price (t-1) 0.353 0.978
(0.53) (1.70)
VA min -1.245 -11.020
(-0.16) (-1.41)
Constant -1.095 -1.737 -0.198 6.693 6.743 6.126
(-0.13) (-0.21) (-0.02) (0.93) (0.97) (0.81)
Observations 134 134 129 134 134 129
R-squared 0.45 0.46 0.42 0.59 0.60 0.48
Number of countries 12 12 12 12 12 12
*** p<0.01, ** p<0.05, * p<0.1
Robust t statistics in parentheses
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Table 3a.7a: country outlier analysis for FDI equation. 
 
 
 
country left out: Benin
Burkina 
Faso
Centr. 
Afr. Rep. CIV Cameroon
Rep. of 
Congo Gabon Mali Niger Senegal Chad Togo
Inv Clim Vector:
regular holiday (t-1) -0.223 -0.120 -0.232 -0.148 -0.260 -0.195 -0.079 -0.150 -0.535*** -0.064 -0.104 -0.204
(-1.14) (-0.75) (-1.24) (-0.74) (-1.14) (-1.17) (-0.52) (-0.79) (-3.32) (-0.36) (-0.73) (-1.12)
export holiday (t-1) 0.067* 0.105*** 0.067* 0.079* 0.065 0.066* 0.033 0.062 0.072** -0.011 0.057* 0.073*
(1.85) (3.69) (1.88) (1.93) (1.76) (1.97) (1.11) (1.65) (3.13) (-0.41) (1.86) (2.12)
regimes (t-1) -0.342** -0.471*** -0.432* -0.439*** -0.365** -0.371*** -0.212* -0.339** -0.245** -0.348*** -0.263* -0.375**
(-2.65) (-3.34) (-1.99) (-3.87) (-2.74) (-3.18) (-1.89) (-2.63) (-2.40) (-3.27) (-1.93) (-2.88)
guarantees (t-1) 0.954*** 1.014*** 0.784** 1.142*** 0.870*** 0.787** 0.783** 1.002*** 0.859*** 1.108*** 0.742* 0.983***
(3.82) (3.87) (2.31) (5.30) (3.25) (2.61) (2.61) (4.07) (3.57) (3.85) (2.14) (3.94)
Observations 122 122 122 122 122 124 122 122 122 122 130 122
R-squared 0.46 0.47 0.47 0.49 0.46 0.52 0.40 0.50 0.48 0.50 0.39 0.47
Number of countries 11 11 11 11 11 11 11 11 11 11 11 11
*** p<0.01, ** p<0.05, * p<0.1
Robust t statistics in parentheses
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Table 3a.7b: country outlier analysis for fixed capital equation. 
 
 
 
 
country left out: Benin
Burkina 
Faso
Centr. 
Afr. Rep. CIV Cameroon
Rep. of 
Congo Gabon Mali Niger Senegal Chad Togo
LDV 0.483*** 0.463*** 0.464*** 0.449*** 0.473*** 0.446*** 0.462*** 0.446*** 0.440*** 0.468*** 0.478*** 0.478***
(25.39) (12.57) (14.96) (10.59) (15.32) (7.39) (12.86) (10.82) (13.07) (17.39) (15.54) (16.70)
Inv Clim Vector:
regular holiday (t-1) -0.116 -0.187 -0.207 -0.125 -0.156 -0.121 -0.133 -0.077 -0.237 -0.327 -0.085 -0.104
(-0.75) (-0.82) (-1.43) (-0.70) (-0.76) (-1.03) (-0.80) (-0.55) (-0.92) (-1.42) (-0.62) (-0.67)
export holiday (t-1) 0.012 -0.000 0.009 0.028 0.025 0.038 0.020 0.039 0.004 0.087** 0.024 0.024
(0.49) (-0.01) (0.41) (1.09) (0.93) (1.78) (0.77) (1.38) (0.14) (2.92) (0.83) (0.81)
regimes (t-1) -0.183 -0.153 -0.707*** -0.225 -0.201 -0.125 -0.112 -0.275 -0.185 -0.197 -0.194 -0.230
(-1.02) (-0.76) (-3.84) (-1.07) (-0.96) (-0.83) (-0.60) (-1.17) (-1.00) (-1.00) (-0.87) (-1.24)
guarantees (t-1) -0.179 -0.216 -0.712** 0.042 -0.167 0.286 -0.131 -0.264 -0.148 -0.307 -0.252 -0.121
(-0.60) (-0.64) (-2.57) (0.10) (-0.48) (0.99) (-0.25) (-0.85) (-0.52) (-0.91) (-0.88) (-0.39)
Observations 122 122 122 122 122 124 122 122 122 122 130 122
R-squared 0.62 0.62 0.61 0.61 0.60 0.50 0.61 0.65 0.56 0.62 0.58 0.61
Number of countries 11 11 11 11 11 11 11 11 11 11 11 11
*** p<0.01, ** p<0.05, * p<0.1
Robust t statistics in parentheses
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Appendix 3a.A:  
Table 3a.A: mineral export shares in total mineral exports. 
Country  Mineral export share in total mineral exports 
Benin Oil (100%) 
Burkina Faso Gold (100%) 
Central African Republic Diamond (100%) 
Ivory Coast Gold (1%), oil (99%) 
Cameroun Oil (100%) 
Congo Oil (100%) 
Gabon Magnesium (6%), oil (93%), uranium (1%) 
Mali Gold (100%) 
Niger Uranium (100%) 
Senegal Phosphates (93%), sea salt (7%) 
Chad Oil (100%) 
Togo Phosphates (100%) 
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Chapter 3b 
The Effectiveness of Tax Incentives in Attracting Investment: 
Evidence from the Tourism Sector in the Caribbean1
 
 
 
 
We investigate to what extent tax incentives have been effective in attracting Foreign 
Direct Investment in the tourism sector in the Caribbean in the period 1997-2007. We 
use differences in difference to assess the impact of an important change in tax 
incentives for tourism investment in Antigua and Barbuda in 2003. The other Eastern 
Caribbean Currency Union (ECCU) countries serve as excellent control group countries 
since the small islands share the same currency, coordinate macroeconomic policies to 
some extent, have similar geographical characteristics, and compete for the same big 
international tourism corporations.  
Accounting for other factors driving tourism FDI in this region, we find that tourism 
investment in Antigua and Barbuda after 2003 increased significantly more than 
investment in the other six ECCU countries due to the tourism tax incentives reform.  
This study is one of the first to assess the impact of sector specific tax incentives on 
investment in developing countries. Moreover, while previous studies relied on cross 
sectional differences, our differences in difference approach offers a cleaner way to 
identify the effect of the tax incentives policy.  
 
                                                 
1 This chapter is the result of joint work with Sebastian James (World Bank). 
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3b.1. Introduction 
 
Tax incentives are popular fiscal instruments to attract investment in developing 
countries. International institutions such as the IMF and the World Bank have generally 
advised against the more favorable treatment of certain economic activities as 
compared to what is granted to the general industry. The main reasons brought forward 
against the use of incentives are (i) the economic cost - incentives for some but not for 
all disturb the efficient allocation of capital -, (ii) the cost from revenue foregone 
through the granting of tax concessions and exemptions, (iii) the costs of administering 
the incentives and (iv) the social costs related to corruption, especially when tax 
incentives are granted on a discretionary basis rather than automatically2
 
. The main 
argument that countries using tax incentives, and especially the smaller ones, put 
forward is that the incentives are necessary as a means to attract economic activity in 
an increasingly competitive world. This argument relies on the theoretical predictions 
that small open economies, for which mobile capital is highly price- (or tax-) elastic, 
have little power to levy taxes on capital income. It is for this reason that also the small 
member states of the Eastern Caribbean Currency Union (ECCU) have made extensive 
use of tax incentives. 
In the ECCU, tax incentives have primarily been granted to induce investment for the 
manufacturing industry and for the tourism industry. An important concern within the 
Caribbean is that the small countries are not only competing for investment with the 
rest of the world but also with each other. In order to prevent Caribbean countries to be 
dragged into a race to the bottom among themselves, almost all CARICOM states (and 
all ECCU states) decided to harmonize the fiscal incentives by signing the Agreement on 
the Harmonization of Fiscal Incentives to the Industry/Manufacturing Sector in 1973. 
                                                 
2 Good overviews on the costs and benefits of tax incentives can be found in Shah (1995), OECD (2001), 
Zee, Slotsky and Ley (2002), and Klemm (2010). 
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However, although implemented for the manufacturing sector, no harmonization has 
been established of tax incentives in the tourism sector. 
 
Tourism, however, is an important contributor to economic activity in the Eastern 
Caribbean Currency Union (ECCU)3. According to a recent IMF country report (2008) on 
the ECCU, the union is even increasingly dependent on tourism and the current 
economic expansion has been driven by construction investment to boost tourism 
capacity in many member countries. The importance of investment in the tourism 
sector for the whole economy stems from the share of tourism investment in total 
direct investment4
 
. This ranges from 25.9 % in Dominica to 89.3% in St Vincent and the 
Grenadines over the period 1997-2007 (see table 3b.1). In this context, tax incentives to 
the tourism sector and competition using them may have important consequences for 
the whole economy and certainly deserves a closer examination. Moreover, a recent 
FIAS (2004) study, gauging the relative importance of a large number of factors that 
could potentially influence foreign investors’ location decisions in the Caribbean region, 
finds that investment incentives are among the investment climate factors considered 
important in the tourism sectors, more so than in other sectors.  
In this paper, we investigate to what extent the tax incentives for tourism investment in 
the ECCU are effective in attracting tourism investment. We do so by looking at changes 
in tax incentives for tourism in seven ECCU member states5
                                                 
3 Hotels and restaurants accounted for 9.3 % of GDP of the ECCU in the period 1997-2007, ranging from 
around 2.3% in St Vincent to around 32% in Anguilla (see table 3b.1). This figure does not include 
construction, which share of GDP rose from 10% to 15.3% between 1997 and 2007, of which a big deal 
comprises tourism construction.  
 over the period 1997-2007. 
The major change happened in Antigua and Barbuda in 2003 when corporate income 
tax exemptions for tourism companies were extended from a maximum of five to a 
maximum of twenty five years. This change provides a policy experiment that we 
4 The investment is defined as equity and other investment, which excludes reinvestments and land sales. 
5 The seven member states we investigate are Anguilla, Antigua and Barbuda, Dominica, Grenada, St Kitts 
and Nevis, St Lucia and St Vincent and the Grenadines. Montserrat was left out of the analysis for lack of 
data and lack of tourism activities. 
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evaluate using a difference in difference approach. We compare the difference between 
tourism investment in Antigua and Barbuda, and the other ECCU countries before the 
policy change in Antigua and Barbuda happened, with the difference after the policy 
change happened. To be sure that it is the tax incentives policy change that drives the 
results we take care of other potential factors driving tourism investment in the ECCU.  
 
We find that tourism investment in Antigua and Barbuda after 2003 increased 
significantly more than investment in the other six ECCU countries. Also when 
controlling for other factors such as the beneficial effects to tourism investment from 
the organization of the Cricket World Cup in 2007 in five of the countries including 
Antigua and Barbuda the results remain robust. 
 
This paper contributes to the current literature on tax incentives in developing countries 
in several ways. First, compared to previous literature on tax incentives in the ECCU, we 
are the first to use panel data with fixed effects. As a result we are able to look at the 
impact of changes in tax incentives within a country rather than only looking at cross 
country differences to explain differences in investment, such as in Chai and Goyal 
(2008). Also we directly assess the link between incentives and investment rather than 
calculating Marginal Effective Tax Rates (METRs) as in Sosa (2006). METRs are useful to 
assess the impact of tax incentives on the cost of capital but do not give you the impact 
of incentives on the actual investment outcome. Second, as compared to previous 
studies establishing the link between tax incentives and investment in developing 
countries, the ECCU members offer an excellent playing field to assess the impact of 
incentives because of the similarities of the countries. The seven countries we adopt in 
the analysis are all small Islands with similar geographical characteristics, especially for 
tourism purposes. Moreover, sharing the same currency and monetary policy and to 
some extent coordinated macroeconomic policies, they are also economically 
comparable. The homogeneity of the islands is an important condition for doing 
difference in difference analysis. Third, we are able to look at sectoral investment data 
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while previous studies, such as Klemm and Van Parys (2009) and Van Parys and James 
(2010) had to rely on aggregate investment data. Being able to match sectoral tax 
incentives with sectoral investment data obviously helps to more accurately measure 
the effects. 
 
In section 3b.2 we review the relevant literature. Section 3b.3 explains how similar the 
investigated countries are and how their tourism tax incentives and investment evolved. 
The methodology and results of the empirical analysis are described in sections 3b.4 and 
3b.5 and we conclude and discuss the results in section 3b.6. 
 
3b.2. Literature 
 
Three streams of literature are relevant to this study: (i) the theoretical literature on tax 
competition and the relationship between corporate taxation and investment, (ii) the 
empirical literature on tax incentives and investment in the Caribbean and (iii) the 
literature on the use of the differences in difference methodology for assessing (tax) 
policy decisions. 
 
3b.2.1. Theoretical literature 
 
In the basic tax competition model6
                                                 
6 For an overview of tax competition theories, see Wilson (1999) 
 of Zodrow and Mieszkowski (1986), in a world 
where capital is perfectly mobile, labor is immobile, and only capital is taxed, similar 
countries compete for the mobile capital by lowering their capital tax rates to 
suboptimal levels. The reason is that in case of internationally mobile capital, raising the 
capital tax rate involves an extra cost, the outflow of the capital tax base to other 
countries. Bucovetsky (1991) and Wilson (1991) extend this model for asymmetric 
competition between a large and a small country. They find that the large country can 
afford to levy a higher tax rate than the small country because the large country’s tax 
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base is less sensitive to changes in the tax rate. In more recent New Economic 
Geography models7
 
, with monopolistic rather than perfect competition, agglomeration 
forces encourage economic activity to concentrate in the core region. The attractiveness 
of the concentration of capital in the core, allows ‘core’ countries to set higher tax rates 
than ‘periphery’ countries with no concentration of capital. These theoretical findings 
provide rationale for why small countries in peripheral regions, such as the ECCU 
countries, are setting low tax rates to attract investment.  
Yet, this provides no theoretical argument for using tax incentives, i.e. favoring certain 
economic activities or sectors over others, rather than lowering general corporate 
taxation. However, in more complex models of tax competition, with more than one 
single policy instrument to tax capital, the use of tax incentives next to the general tax 
regime can be beneficial. Keen (2002) for example argues that targeting reduced tax 
rates at the most mobile activities may be rational if not all capital is equally mobile, 
because only lowering the tax rate to the most mobile activities rather than all activities 
reduces the revenue lost8
 
. Against this background, we can understand why in the 1973 
Harmonization Agreement, the Caribbean countries allow for larger tax concessions to 
‘enclaves’, companies that export hundred percent of their production, since such 
companies are likely to be more mobile.  
An important assumption underlying all tax competition models is that the demand for 
capital negatively depends on the cost of capital, including the tax on capital. This 
assumption goes back to the neoclassical investment theory, pioneered by Jorgenson 
(1963), where firms, characterized by decreasing returns on capital, invest up to the 
point where the net present value of the capital equals the costs. In this paper, we test 
the assumption that a reduction in the cost of capital, through the extension of tax 
incentives, raises the demand for capital. Or translated to this study, whether increasing 
tourism incentives helped to attract more tourism investment. 
                                                 
7 See for example Baldwin and Krugman (2004) 
8 Klemm (2010) provides an interesting overview of the role of tax competition models for tax incentives. 
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3b.2.2. Empirical literature 
 
Several authors have shed their light on the controversial issue of tax incentives in the 
Caribbean. Sosa (2006) and Nassar (2008) assess the impact of the tax regimes on 
investment in Caribbean countries by respectively calculating METRs and Average 
Effective Tax Rates (AETRs) for different countries9. When taking account of the tax 
holidays, Sosa (2006) finds METRs for the tourism sector in the ECCU that are either 
close to zero or even negative, turning it into a subsidy. Nassar (2008) finds that AETRs 
for the general industry in 15 Caribbean countries have declined between 1985 and 
2005, pointing to the impact of fiercer tax competition due to higher capital mobility. 
The calculation of effective tax rates is valuable because it measures the impact of 
(changes in) tax regimes on the user cost of capital and as such indirectly measures the 
impact of tax incentives on investment. However it does not investigate whether the 
lower user cost of capital has an impact on the real investment outcome10
 
, which is a 
gap we want to fill with this paper. 
While the above authors measure how beneficial tax incentives are for the cost of 
capital, Bain (1995) and Chai and Goyal (2008) have calculated how costly they are in 
terms of revenue foregone. Bain estimates the revenue loss from tax concessions in the 
ECCU from 23.5% in Anguilla to 53.9% in Grenada. Chai and Goyal (2008) calculate that 
on average the ECCU countries would gain revenues as big as 9.1% of GDP when tax 
concessions would be removed. Chai and Goyal (2008) also attempt to estimate the 
benefits of tax concessions in terms of FDI. For this purpose they use a cross country 
analysis, which is vulnerable since it is hard to account for all non-tax country 
                                                 
9 METRs are relevant for analyzing whether the threshold of profitability has been shifted by the tax 
system, i.e. it relates to projects that just break even. The AETR, however, is a broader measure since it is 
developed for different levels of expected economic profit, allowing an impact analysis varying with the 
profitability of the investment (Klemm and Danninger (2006)). 
10 For more arguments on the use of METRs and AETRs for assessing the impact of tax incentives on 
investment, see for example Shah (1995) p58-59. 
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characteristics that simultaneously influence FDI. Instead, we are convinced that our 
approach, analyzing changes in tax incentives within a country offers more reliable 
framework for estimation. 
 
3b.2.3. Methodological literature 
 
To estimate the impact of tax incentives on investment, we draw on the literature that 
uses policy experiments to evaluate the impact of a policy on a certain outcome 
variable. This incidence analysis uses observations of a treatment group that is affected 
by the policy change (experiment) and compares it with observations of a control group, 
either within or across states, that is not affected by the policy change. The effect of the 
policy is then estimated from the difference in the outcomes between the treatment 
and control group before and after the policy change, hence the term ‘differences in 
difference’ analysis. This methodology has become increasingly popular to offer a clean 
way of identifying the effect of a policy11
Some scholars have used this methodology to evaluate tax policies. Cummins, Hassett 
and Hubbard (1994) use firm level data for the United States over the period 1953-1988 
and episodes from major tax reforms to estimate the effect of corporate taxation on 
firm level investment. They find a significant and robust negative effect of corporate 
taxation on investment. More recently, House and Shapiro (2008) use reforms of 
corporate taxation in the United States in 2002 and 2003, which temporarily increased 
depreciation allowances, and also find a negative effect of the tax adjusted user cost on 
investment at the sector level. 
.  
 
  
                                                 
11 For an overview of natural experiments in economics, see Meyer (1995). Besley and Case (2000) 
consider remedies to the possible pitfalls of this methodology. 
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3b.3. Institutional background and data 
 
3b.3.1. The ECCU 
 
The Eastern Caribbean Currency Union comprises the independent states Antigua and 
Barbuda, Dominica, Grenada, St Kitts and Nevis, St Lucia, St Vincent and the Grenadines 
and two territories of the UK, Anguilla and Montserrat. We leave Montserrat out of the 
analysis because of the lack of data on tourism investment which goes along with the 
shortage of tourism activity in comparison with the other ECCU members. 
The ECCU countries12 share a common currency, the Eastern Caribbean dollar, which 
has been pegged to the US dollar since 197613
 
. Monetary policy is conducted by the 
common and independent Eastern Caribbean Central Bank (ECCB), which preserves 
exchange rate and price stability and fosters financial development.  
The six independent nations and Montserrat are also member of the Caribbean 
Common Market, CARICOM, established in 1973. Through the CARICOM Treaty the 
members are determined to work toward establishing a single market and economy 
(CSME) and intend to “converge macroeconomic performance and policies through the 
coordination or harmonization of monetary and fiscal policies, including … policies 
relating to tax structures14
                                                 
12 Also referred to as OECS (Organization of Eastern Caribbean States) countries. 
". However, macroeconomic policy coordination has to date 
been rather weak. With respect to the harmonization of tax incentives, the original 
CARICOM Treaty of Chaguaramas was translated into an Agreement on the 
Harmonization of Fiscal Incentives to the Industry/Manufacturing Sector. Though, this 
agreement is used rather as a starting point in negotiations with multinationals, with 
large investors insisting on more generous packages on a discretionary basis (IMF Article 
IV, 2005). Importantly, tourism tax incentives were not included in this harmonization 
process.  
13 At EC dollar 2.70= US dollar 1. 
14 See The Revised Treaty of Chaguaramas , CARICOM 2005, p443 
Chapter 3b: The effectiveness of tax incentives in attracting FDI: evidence from the 
tourism sector in the Caribbean 
3b-10 
 
 
Table 3b.1 shows some basic economic statistics for the ECCU. ECCU members are small 
middle income countries with populations between 49,000 in St Kitts and 168,000 in St 
Lucia and an average GDP per capita of 5,717 USD in 2007. Despite their economic links, 
per capita income differs from 3,573 USD in Dominica to 13,323 USD in Anguilla (see 
table 3b.1). During the 70s and 80s there has been a steady shift away from agriculture 
to services, particularly government, tourism and financial services. The erosion of trade 
preferences in the 90s contributed to the decline of traditional exports (such as bananas 
and sugar). Over the investigated period 1997-2007 the share of ‘Hotels and 
Restaurants’ in GDP has remained stable at a high 9 % of GDP, while agriculture fell back 
to only 5%. Construction, much of it serving the needs of tourism, saw its share grow 
from almost 10% in 1997 to more than 15% of GDP in 2007.  
 
A closer look at the evolution of GDP and the contribution of tourism to it reveals some 
interesting patterns we have to be aware of when analyzing the impact of tax changes 
on tourism investment. First, we have to be aware of the vulnerability of the ECCU 
economies. The extremely small size of the economies limits the scope for 
diversification. The high reliance on tourism makes the economies particularly 
vulnerable to the world business cycle and shocks to global security, as became 
apparent after the terrorist attacks of September 11th 200115
                                                 
15 The risk beta for the global tourism sector rose sharply after the events (IMF, 2007 p93) 
. Figure 3b.A1 (see 
Appendix 3b.A) demonstrates that in all investigated countries growth fell and became 
even negative in a few in 2001 and the years after. This dip is particularly apparent in 
the contribution of ‘Hotels and Restaurants’ to GDP (Figure 3b.A3) and in the stagnation 
of Construction (Figure 3b.A4) in the years after 2001. Because the exposure to the 
global economy affects countries equally, this does not pose an immediate problem to 
our analysis since we account for time fixed effects. We are more concerned with the 
exposure of ECCU countries to natural disasters that have a country-specific impact. 
Figure 3b.A1 and 3b.A2 clearly reveal the impact of hurricane Ivan on Grenada in 2004, 
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reducing the size of the economy by more than 5%16. In 2005 the economy grew sharply 
thanks to the construction boom (Figure 3b.A4) to restore the devastated houses but 
despite a drop in consumption in hotels and restaurants (Figure 3b.A3). Finally, also the 
organization of the 2007 Cricket World Cup in five ECCU countries17
 
 had a positive 
impact on growth in 2006 and 2007. 
The similar institutional, economic and geographical characteristics of the ECCU 
members offer us a unique level playing field to measure the impact of changes in tax 
regimes on tourism investment. The investigated countries are all islands promoting 
tourism, they are endowed with sand sea and sun, they share the same currency and to 
a certain extent coordinate macroeconomic policies and they target the mobile capital 
of hotel industries in North America and Europe. At the same time we are aware of the 
impact on investment of particular events that only affected some countries, such as the 
organization of the Cricket World Cup and natural disasters. 
 
3b.3.2. Tourism tax incentives 
 
We obtained data on tourism tax incentives from the Price Waterhouse Coopers 
worldwide summaries of corporate taxes. These data were double checked using 
original Acts, and by contacting each country’s Investment Promotion Agency. Table 
3b.2 shows the evolution of tax incentives in the seven ECCU members of our analysis. 
Of particular interest to us are the changes in incentives. The following changes are of 
interest. First and most important, Antigua and Barbuda extended the number of years 
of corporate income tax exemptions. Since 2003, the biggest accommodations can apply 
for a tax holiday of 25 years instead of 5 years previously. We capture this big change by 
the treatment variable Antigua2003, which is zero except for Antigua and Barbuda in 
the years after 2003. Second, the five countries that hosted the Cricket World Cup 2007 
                                                 
16 And destroying nearly 90 percent of the housing stock in September 2004 
17 The five ECCU countries that hosted the World Cup are Antigua and Barbuda, Grenada, St Kitts and 
Nevis, St Lucia, St Vincent and the Grenadines 
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gave special incentives for accommodation related to the Cricket World Cup of 2007. 
These incentives did not alter the general tourism incentives regime and were only valid 
for a limited period, which is for 2006 and 2007. Because the increased demand for 
tourism in itself is a cause for new investment in the run-up to the World Cup, it is 
impossible to identify whether a rise in investment in 2006 and 2007 can be dedicated 
to the World Cup incentives or the World Cup event. As a result we define a dummy 
variable CricketWC2007 which is one for the five organizing countries (not Dominica and 
Anguilla) in the years 2006 and 2007, that captures both the effect of the World Cup and 
the related extra incentives. Third, Grenada reduced its direct tax incentives in 2006 by 
converting a 10 year income tax exemption to a 100% investment allowance for capital 
investment for a period of 10 years. We control for this change by adopting a dummy 
variable Grenada2006, which is one for Grenada after 2006. We contacted the 
Investment Promotion Agencies of each country to make sure that no other important 
investment climate changes occurred during the investigated period. We were told that 
there weren’t. 
 
3b.3.3. Tourism and non tourism investment 
 
We obtained Foreign Direct Investment (FDI)18 data by sector for the period 1997-2007 
for all ECCU countries, except Montserrat, by the ECCB19
Table 3b.1 shows that tourism investment represents the lion share of investment in the 
ECCU countries, totaling on average between 25% of investment in Dominica and almost 
90% in St Vincent and the Grenadines. Looking at the evolution of tourism FDI in Figure 
3b.1 reveals interesting patterns that justify a thorough econometric analysis in the next 
. The FDI data by sector concern 
only equity and investment other than reinvested earnings and land sales. Because, 
except for tourism, not all sectors are represented in each country, we divide the FDI 
data in two sectors: tourism investment and non tourism investment. 
                                                 
18 FDI is defined conform to the Balance of payments Manual 5 (BPM5) of the IMF.  
19 We are grateful to Gordon Manning and Prunella Charles-William for providing the data. 
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session. Parallel to the observation ‘Hotels and Restaurant’ services dropped in 2001 
and thereafter, we also see a stagnation of overall tourism investment in the period 
2001-2003. The upper panel of Figure 3b.1 demonstrates that individual country 
performances differ, but only Granada gained investment over this period.  Second, we 
observe a rising trend in overall tourism investment since 2004. In particular, Antigua 
and Barbuda and to lesser extent St Lucia and Grenada are responsible for this. If we 
look at lower panel of Figure 3b.1, where tourism FDI in Antigua and Barbuda is set off 
against the average tourism FDI in the other six ECCU countries, we see that the rise in 
Antigua and Barbuda starts in 2004 compared to 2006 for the other countries. This 
evolution suggests that the increase in tax incentives for tourism investment in Antigua 
and Barbuda in 2003 (indicated by the vertical line), could be responsible for this early 
rise in Antigua and Barbuda. The steep jump in all countries in 2006 and 2007 is 
probably explained by the run up to the organization of the Cricket World Cup 2007 in 
five of the seven countries. Other factors such as the recovery of Grenada after 
Hurricane Ivan in 2004 and the global business cycle should also be taken into account. 
Each of these will be addressed in the empirical analysis in the next section. 
 
In order to explain the performance of tourism investment, it is interesting to compare 
it with the performance of non tourism investment (see Figure 3b.A5 in Appendix 3b.A). 
The performance of non tourism investment is much more volatile, except for the rising 
trend after 2004 in Dominica and Grenada. The difference in performance between 
tourism and non tourism investment suggests that the factors responsible for the trends 
in tourism investment are specific to tourism investment rather than to investment in 
general.  
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3b.4. Methodology 
 
A policy experiment offers a clean way of identifying the impact of a policy on the 
outcome variables. In this sense, the important change in tourism tax incentives in 
Antigua and Barbuda is an interesting policy experiment to evaluate the impact of tax 
incentives on tourism investment. A perfect policy experiment would be one in which 
you have two identical countries of which one undergoes the policy change and the 
other does not. In that case the ‘all else equal’ assumption would be perfectly met and it 
would suffice to calculate the difference in investment between the two countries after 
the policy change. This approach is in contrast with cross sectional analysis where the 
impact of a policy on the outcome variable is measured using the variation of the policy 
over the countries. The problem with cross sectional analysis is often that the ‘all else 
equal’ assumption does not hold due to omitted variables or country selection bias. 
Instead, looking at variation over time within a country and carefully selecting the 
countries allows to more accurately estimating the impact of a policy. 
 
Obviously, the perfect policy experiment does not exist in the real world because two 
countries are never identical. By selecting the seven ECCU countries of which the 
similarities are extensively discussed in the previous section, we are able to construct a 
valuable control group for Antigua and Barbuda. Yet, we have to take account of the 
imperfections that could thread the validity of the causal interpretation.  
 
First, an identification problem could occur due to omitted variables that are correlated 
with the change in tax incentives and the investment outcome. These omitted 
determinants of tourism FDI could be categorized in three groups: (i) the time varying 
determinants that affect investment in all countries similarly (year fixed effects), (ii) time 
invariant country characteristics (country fixed effects), and (iii) country specific 
characteristics that vary over time. This gives the following specification: 
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ititititit uXAntiguaTourismFDI +++++= γµλβα 2003     (3b.1)  
 
Where i (i=1…7) denotes the country and t (t=1997…2007) the year. The coefficient β  
gives the sensitivity of tourism FDI to the change in tourism incentives in Antigua and 
Barbuda. The year fixed effects tλ  cover for example the global business cycle that 
affects tourism FDI in all countries equally, such as the global downturn in the wake of 
the 9/11 attacks in 2001, or the exchange rate between the Eastern Caribbean dollar 
and other currencies in the world. The country fixed effects iµ  that affect tourism are 
for example the touristic geographical characteristics of the island that do not change 
over time but that differ between the islands such as the presence of volcanoes in St 
Kitts. Fixed effects also capture the long term average level of economic variables such 
GDP, GDP per capita, population etc. If any of these determinants of investment would 
be correlated with the tax incentives policy variable Antigua2003 and omitted, it would 
be hard to tell which determinant would be the real drivers of investment. The 
differences in difference approach controls for both the year and country fixed effects. 
In a simple differences in difference analysis with only two countries (treatment and 
control group) and two time periods (before and after the policy reform), you get rid of 
the country fixed effect by calculating the difference between the two countries in each 
time period, and you get rid of the year fixed effect by then taking the difference 
between these differences of each time period. Since we have six control countries 
apart from treatment country Antigua and Barbuda and 11 years (7 before and 4 after 
the policy change) getting rid of the year and country fixed effects is done like in panel 
data analysis: by demeaning over time and demeaning over the countries. 
 
The vector itX contains country specific characteristics that vary over time and that may 
be correlated with the change in tax incentives variable Antigua2003. The OECD (2007) 
identifies three areas that determine whether a host country offers attractive 
risk/return opportunities: framework conditions, market characteristics and location 
specific profits. The location specific amenities are already captured by the fixed 
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location effects. The framework conditions, such as the stability of the political system, 
public governance, and the monetary system and fiscal framework are largely controlled 
for by the selection of the sample countries. Being former British Empire countries, 
sharing the same currency and being members of the ECCU and CARICOM that promote 
macroeconomic policy coordination and a single market economy, we believe that the 
sample countries have very similar framework conditions. Concerning the market 
characteristics, the OECD (2007) distinguishes between the domestic market size, the 
labor force characteristics and the country’s infrastructure. In case of tourism 
investment in tiny islands, the domestic market size is of very little or no importance. 
What counts is the international tourism market which is the same for all sample 
countries but varies over time, for example because of the business cycle. As a result it 
is part of the fixed year effects. With respect to the labor force, we can take account 
GDP per capita to proxy wages. Yet, in the regressions that we tried, GDP per capita was 
not significant, probably due to the inclusion of the time and country effects. Because 
the number of degrees of freedom is already low, given the small number of 
observations, we dropped this variable20. As far as the country’s infrastructure is 
concerned, we have no variables available21
                                                 
20 Moreover we do not have data for Anguilla, which would further reduce the number of observations. 
. We partly dealt with this problem by 
contacting the Investment Promotion Agencies, asking whether there were important 
non tax incentives that could have had a big impact on investment. None were signaled. 
An extra robustness check consists of using the non tourism investment as the 
dependent variable instead of tourism investment. To the extent that infrastructure or 
non tax incentive policies would not be tourism specific but beneficial to all investment, 
and highly correlated with the tax reform in Antigua and Barbuda, also non tourism 
investment should be affected by the variable Antigua2003. This robustness check does 
not take account of infrastructure or investment policies specific to tourism investment, 
however. Finally, we control for the country specific events mentioned in the data 
21 Variables such as government expenditures, share of roads paved, telecommunications or electric 
power indicators, part of the World Development Indicators are only available for some countries and 
some years. 
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section. The first and most important is the organization of the Cricket World Cup 2007, 
captured by the variable CricketWC2007. We control for the Cricket World Cup in two 
other ways. One is by limiting the sample to the five organizing countries, leaving out 
Dominica and Anguilla and the other is to limit the time period to two or three years 
after the tax reform, which is to 2005 or 2006. Another event of interest is the passage 
of hurricane Ivan in 2004, which was particularly devastating in Grenada, covered by 
Ivan2004. Finally, we include the tourism incentives change in Grenada in 2006, 
Grenada2006.  
 
Second, next to the identification problem, we have to take care of the possible 
simultaneity of the tax policy decision and the investment outcome. Just as investment 
is likely to react to the policy change, also the policy change could be a reaction to the 
amount of investment in the country. To overcome the estimation bias caused by this 
possible inverse relationship, we defined the variables Antigua2003 and Grenada2006 
such that they only affect investment in the year after the change was implemented 
(see data section). 
 
Finally, having dealt with the endogeneity issue of the policy variable, we are also aware 
of the possible serial correlation problem raised in Betrand, Duflo and Mullainathan 
(2004). The length of the time series, the correlated trend that is commonly observed 
between the policy variable and the outcome variable can lead to a standard error for 
estimated policy coefficient ( β ) that severely understates the true standard deviation. 
Following the advice of Betrand et al (2004), to solve this problem, one robustness 
check is to remove the time series dimension by averaging the data before and after the 
policy change and run specification (3b.1) using the averaged variables in a panel with 
only two time periods.   
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3b.5. Results 
 
3b.5.1. Baseline results 
 
Table 3b.3 presents the basic results of the estimation of equation (3b.1). Note that FDI 
is expressed in hundred thousands of Eastern Caribbean Dollars. In the first five columns 
all seven ECCU countries are used. We find a very significant positive effect of the tax 
change in Antigua and Barbuda on Tourism FDI. On average the tourism incentives 
change raised tourism with 300,000 Eastern Caribbean Dollars. This confirms the 
theoretical prediction that investment negatively relates to the user cost of capital. 
When controlling for the impact of the Cricket World Cup in 2006 and 2007 from column 
two on, the positive impact persists, even though the Cricket World Cup also 
contributed significantly to tourism investment. Controlling for the impact of hurricane 
Ivan in Grenada in 2004 and for the change in incentives in Grenada in 2006, does not 
alter the picture, since none of these events enters significantly.  
 
In column five we exclude Grenada from the analysis as another way to prevent 
hurricane Ivan and the Grenada tax reform to disturb the results. Again the impact of 
the Antigua and Barbuda reform remains. Finally in column six, we control for the 
impact of the Cricket World Cup by only including countries that hosted the World Cup, 
i.e. excluding Dominica and Antigua and Barbuda. Doing so, we assume that the World 
Cup had an equal impact on investment in all countries and is as such captured by the 
year fixed effects (which are not reported in the table). Even with 22 observations less 
we see that the impact of the tourism incentives reform in Antigua and Barbuda remains 
very significantly positive. 
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3b.5.2. Limiting the time period to single out the Antigua and Barbuda 
reform 
 
Next, we limit the time period in which we evaluate the tax reform in Antigua and 
Barbuda. Instead of using observations over the whole period 1997-2007, we limit the 
analysis to three years before and after the reform, i.e. the period 2001-2006, and to 
two years before and after the reform, i.e. 2002-2005. Doing so we are better able to 
single out the effect of the tax incentives change in 2003 and limit the possibility that 
other investment policies or determinants that happened years before or after the 
reform and that are correlated with it over a long period interfere with the tourism 
incentives reform we are focusing on. For example, by eliminating first 2007 and then 
2006, we limit the impact of the Cricket World Cup on the estimation results. Table 3b.4 
shows the results. The first five columns give the estimation results focusing on the 
period 2001-2006. In columns one to three, where we use all seven countries, we still 
find significant results of for the Antigua and Barbuda tax reform, be it with estimated 
coefficients lower β  s between 2.31 and 2.46 and at the 5 % level.  
 
The impact of the Cricket World Cup remains positive but is not significant anymore 
when we leave out the year that the World Cup happened, 2007. In column 4 we 
exclude Grenada for the same reason as in table 3b.6 but find similar results. In column 
5 the Cricket World Cup variable is left out because we only use observations of 
organizing countries. Again the impact of the Antigua and Barbuda incentives change 
remains robust. In the final column 6 we only consider a four year time period around 
the tax reform. Note that this limits our number of observations to 28, and that we 
leave out the variable CricketWC2007 because this variable covers a period that is now 
out of the analyzed period.  Limiting the effects of the change in tax incentives to two 
years after the reform causes the coefficient on the Antigua and Barbuda tax reform 
importantly to 0.99. Yet the coefficient remains significant at the 10% level. This is an 
important finding since it means that the tax reform had an impact irrespective of the 
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organization of the Cricket World Cup. We think of three possible reasons why the effect 
is much stronger when including years after 2005 in the analysis. The first is statistical, 
which is that the loss of observations reduces the estimation efficiency. Second, 
investment might need more time to react to the new incentives and third, the Cricket 
World Cup might have enhanced the effect of the tax reform on tourism investment.  
 
3b.5.3. Averaging to deal with serial correlation 
 
Bertrand et al (2004) found that difference in differences analysis may suffer from serial 
correlation which results in underestimation of standard errors (overestimation of t-
statistics). In table 3b.5 we show the results adopting their suggested procedure, which 
is to average the variables before and after the policy change, in our case before and 
after 2003 (where 2003 is part of the period before). This reduces the number of time 
period to two, and the number of observations to 14 when all seven countries are 
included in the analysis. In the first two columns we average over the whole period 
before and after the Antigua and Barbuda reform, in the third and forth column we 
average over the three years before and after the reform and in the last column we 
average the variables over the two years before and after the reform.  
 
Over the whole period, the tax reform remains significant, be it at a lower significance 
level of 5% instead of 1%. When reducing the sample to the World Cup countries the 
impact remains significant at the 10% level, although the number of observations drops 
to 10. Given the low number of observations this finding suggests that the impact of the 
Antigua and Barbuda incentives reform is robust to the serial correlation in the t-
statistics. Limiting the time period to three years before and after the reform, the 
impact of the tax reform only remains significant for tourism investment in column 
three at the 10% level. In column four, excluding Dominica and Anguilla, the significance 
at the 10% level just disappears. Note however, that the number of degrees of freedom 
after reducing the number of observations becomes as low as 1 in column four, making 
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it hardly possible to find significant results. The final column, only looking at two years 
before and after the reform, also reveals a positive but insignificant impact on tourism 
investment. As in the final column in table 3b.7 this could either be due to the low 
number of observations or to the number of years the incentives reform needs to take 
full effect on investment.   
 
3b.5.4. Checking for robustness using non tourism investment 
 
One could argue that we should control for more variables. We should be particularly 
careful not to oversee important changes in Antigua and Barbuda that happened at the 
same time as the change in tax incentives and that also impact investment. As long as 
these ‘parallel’ changes would be only relevant to tourism incentives and not to general 
investment, we would not be able to identify the real impact of these changes due to 
multicollinearity. However, we are able to identify the existence of ‘parallel’ changes 
that affect investment in general (and not only tourism). If general investment climate 
changes have driven investment in Antigua and Barbuda since 2003, the Antigua2003 
variable should also be relevant to non tourism investment. We investigate whether this 
is the case in table 3b.6, which repeats the analysis of table 3b.3 but using non tourism 
instead of tourism investment as the dependent variable. We find that in none of the 
regressions the variable Antigua2003 has an effect on non tourism investment. This 
confirms that the changes that have driven tourism investment in Antigua and Barbuda 
after 2003 must be tourism specific. This does not rule out the possibility that other 
tourism specific policy changes than the change in tax incentives have driven tourism 
investment but it rules out the possibility that it was only the general investment 
climate that drove tourism investment.  
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3b.6. Conclusion and discussion 
 
Tax incentives are widespread among the Caribbean Islands. Opponents of tax 
incentives stress their costs in terms of economic efficiency, revenue foregone, 
administration and corruption. Policy makers defend them arguing that tax incentives 
are necessary and beneficial, especially for small countries, in attracting investment in 
an increasingly competitive and globalized world. Generally, there is a lack of empirical 
evidence on the costs and benefits of tax incentives. We try to partly fill that gap by 
looking at the extent to which tax incentives for tourism investment have been effective 
in attracting tourism investment.   
 
We do so in a unique setting. The seven countries of our analysis share the same 
currency and monetary policy, coordinate to some extent their macroeconomic policy, 
are all very small, have similar geographical characteristics that attract tourism and as 
such constitute a unique level playing field for tax competition. The policy experiment in 
Antigua and Barbuda in 2003, where tax incentives for the tourism sector were 
extended importantly, gives us the opportunity to evaluate the effectiveness of tax 
incentives to investment in a clean way, using the other countries as a control group. 
 
We find that tourism investment in Antigua and Barbuda after 2003 increased 
significantly more than investment in the other six ECCU countries. Even when 
controlling for the beneficial effects to tourism investment from the organization of the 
Cricket World Cup in 2007 in five of the countries including Antigua and Barbuda, the 
results hold. When we limit the investigated period to two years before and after the 
Antigua and Barbuda reform, we see the significance of the positive impact of the tax 
incentives decline. This could be either due to the decreasing number of observations, 
or because investment needs more time to fully react on the incentives change. A 
robustness check rules out the possibility that the boost in tourism investment is due 
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the amelioration of the general investment climate rather than an improvement in the 
tourism specific investment climate. 
 
This result approves that tax competition is an issue. This does not mean however that 
the total welfare picture of the introduction or increase of tax incentives is positive. This 
study only looks at the benefits of tax incentives and not at the costs. Moreover, since 
tax competition is working here it may lead to suboptimal tax levels for all countries. 
The ECCU countries face the choice between two options: undercutting each other and 
try to attract more tourism investment than the other or coordinate or harmonize 
tourism tax incentives to a level that is higher and more optimal for all. The importance 
of competition for tourism investment in these countries combined with the fact that 
the investigated countries have geographical amenities that are uniquely attractive in 
the world makes the case for the latter option much bigger. It suggests that these 
countries are competing with each other rather than with the rest of the world. By 
harmonizing their tax regimes for tourism investment they would circumvent the 
regional competition and still attract investment from the rest of the world even at 
higher tax rates. Critical is of course that all Caribbean countries, also outside the ECCU, 
have to be willing to cooperate in this tax harmonization.  
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Table 3b.1: socio-economic characteristics of ECCU members (except Montserrat), 2007. 
 
 
 
 
 
Source: ECCB (national accounts, Tourism FDI) and WEO (population) 
 
  
Anguilla
Antigua & 
Barbuda Dominica Grenada
St. Kitts and 
Nevis St. Lucia
St. Vincent 
and The 
Grenadines
Pop (thousands), 2007 13.7 84.8 72.8 108.1 48.8 168.0 120.3
GDP (million USD current prices), 2007 183 916 260 485 426 788 454
GDP per capita (USD current prices), 2007 13,323 10,804 3,573 4,483 8,731 4,690 3,776
Average real GDP growth 97-07 (%) 8.6 5.7 0.8 4.2 3.1 2.4 4.5
Tourism services as percent of GDP, 97-07 31.8 10.8 2.7 8.0 7.6 13.3 2.3
Tourism FDI as percent of total FDI, 97-07 88.4 55.9 25.9 65.2 69.9 70.0 89.3
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Table 3b.2: the evolution of tourism tax incentives in the ECCU, 1997-2007. 
 
Country Tax regime 1997 1998 1999 2000 2001 2002 2003 2004 2005 2006 2007
Anguilla direct tax incentives
indirect tax incentives
Antigua and Barbuda indirect tax incentives
direct tax incentives
other tax incentives
Dominica indirect tax incentives
direct tax incentives
Grenada indirect tax incentives
direct tax incentives
other tax incentives
St Kitts and Nevis indirect tax incentives
direct tax incentives
other tax incentives
St Lucia indirect tax incentives
direct tax incentives
other tax incentives
St Vincent and the Grenadines indirect tax incentives
direct tax incentives
other tax incentives
***: not further specified
exemption from customs duties and consumption taxes of building materials and hotel equipment
income tax exemption: 9 years (expansion 5-9 rooms), 10 (expansion 10-35), 15 (expansion >35), 10 (new 5-20), 12 (new 21-
34), 15 (new >=35)
*: income tax exemption: 15 year (<50 rooms), 25 years (>50 rooms); relief on stampt duties, property taxes and non-citizen landholding licensing fees: 50 % (<50 rooms), 100% (>50 rooms); a 
percentage tax credit for financial institutions based on the amount of investment; waiver of customs duty and consumption tax on the imports of building materials, equipment, appliances, and 
vehicles used for the event
**: customs duty and consumption tax exemptions on imports of building materials, furniture or furnishings and appliances for a period to be determined by Cabinet; income tax exemption: 10 year 
(8-29 rooms), 15 year (>29 rooms)
Cricket World Cup 
Incentives***
exemption of customs and consumption tax of building materials and equipment and fittings necessary for initial construction, 
furnishing or refurnishing of the property
income tax exemption: 15 years (new), 10 years (expansion)
Cricket World Cup 
Incentives Act*
exemption from import duties of building materials or hotel equipment
income tax exemption: 5years (<30 bedrooms), 10 years (>29 bedrooms)
Cricket World Cup 
Incentives Act**
> 4 bedrooms: max 20 years income tax exemption
exemption from import duties and general consumption tax of hotel equipment and building materials
>9 bedrooms: up to 10 year income tax exemption 100% investment 
allowance for capital 
investment for a 
period of 10 years
Cricket World Cup 
Incentives***
5 years income tax exemption, then 5 years Investment Allowance of 
20% for capital expenditure
income tax exemption: 25 year (new and >100 rooms), 7 
years (expansion of 30-49 rooms), 15 year (expansion of 
50-99 rooms), 25 year (expansion of >100 rooms); 
Cricket World Cup 
Incentives Act*
> 4 bedrooms: free of all custom duties for import of building materials or articles of equipment; waiver of VAT on direct 
imports on capital investment up to commencement of operation 
no particular tourism incentives but overall zero income tax rate
> 10 bedrooms: exemption from custom duties and pier dues (usually 10-30%), on all building materials and other articles of 
hotel equipment for the construction and expansion of hotels.
exemption from customs duties on all imports of building materials, machinery, equipment and furniture for the construction or 
extension (>10 bedrooms) of hotels
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Table 3b.3: regression results tourism FDI, 1997-2007. 
 
 
 
Table 3b.4: regression results tourism FDI, limited period 2001-2006 and 2002-2005. 
 
 
  
(1) (2) (3) (4) (5) (6)
excl Grenada
excl Dominica 
and Anguilla
Antigua2003 3.147*** 2.939*** 2.973*** 3.028*** 3.002*** 3.122***
(4.98) (4.72) (4.76) (4.80) (4.48) (4.22)
CricketWC2007 1.248** 1.263** 1.171*
(2.08) (2.09) (1.90)
Ivan2004 0.877 0.962
(0.85) (0.92)
Grenada2006 0.854
(0.81)
Constant 0.685* 0.685* 0.685* 0.685* 0.766* 0.855*
(1.94) (2.00) (1.99) (1.99) (1.96) (1.81)
Observations 77 77 77 77 66 55
R-squared 0.56 0.59 0.59 0.60 0.59 0.61
Number of countries 7 7 7 7 6 5
Dependent variable: Tourism FDI (in 100,000 Eastern Caribbean Dollars)
all countries
*** p<0.01, ** p<0.05, * p<0.1
t statistics in parentheses
(1) (2) (3) (4) (5) (6)
2002-2005
excl Grenada
excl Dominica 
and Anguilla all countries
Antigua2003 2.462** 2.312** 2.345** 2.214** 2.511** 0.993*
(2.64) (2.50) (2.50) (2.23) (2.27) (1.74)
CricketWC2007 1.354 1.375 1.726
(1.41) (1.41) (1.64)
Ivan2004 0.640
(0.51)
Constant 0.169 0.191 0.095 0.381 0.097 0.686***
(0.40) (0.46) (0.21) (0.85) (0.17) (3.18)
Observations 42 42 42 36 30 28
Number of countries 7 7 7 6 5 7
R-squared 0.45 0.48 0.49 0.52 0.50 0.22
t statistics in parentheses
Dependent variable: Tourism FDI (in 100,000 Eastern Caribbean Dollars)
2001-2006
all countries
*** p<0.01, ** p<0.05, * p<0.1
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Table 3b.5: regression results tourism FDI, average before and after Antigua2003 
reform. 
 
 
 
Table 3b.6: regression results non tourism FDI, 1997-2007. 
 
 
 
  
(1) (2) (3) (4) (5)
av2002-2003 
av2004-2005
all countries
excl Dominica 
and Anguilla all countries
excl Dominica 
and Anguilla all countries
Antigua2003 3.147** 3.122* 2.462* 2.511 0.993
(3.00) (2.37) (2.11) (1.70) (1.27)
Constant 0.583* 0.687 0.504 0.603 0.515**
(2.25) (1.85) (1.74) (1.44) (2.66)
Observations 14 10 14 10 14
R-squared 0.77 0.78 0.60 0.62 0.28
Number of countries 7 5 7 5 7
Dependent variable: Tourism FDI (in 100,000 Eastern Caribbean Dollars)
av1997-2003 av2004-2007 av2001-2003 av2004-2006
*** p<0.01, ** p<0.05, * p<0.1
t statistics in parentheses
(1) (2) (3) (4) (5) (6)
excl Grenada
excl Dominica 
and Anguilla
Antigua2003 -0.184 -0.104 -0.110 -0.060 -0.070 -0.083
(-0.58) (-0.33) (-0.34) (-0.19) (-0.21) (-0.23)
CricketWC2007 -0.480 -0.483 -0.566*
(-1.55) (-1.55) (-1.80)
Ivan2004 -0.147 -0.069
(-0.28) (-0.13)
Grenada2006 0.777
(1.43)
Constant 0.231 0.231 0.231 0.231 0.156 0.294
(1.29) (1.31) (1.30) (1.31) (0.80) (1.27)
Observations 77 77 77 77 66 55
Number of countries 7 7 7 7 6 5
R-squared 0.28 0.31 0.31 0.33 0.38 0.36
t statistics in parentheses
Dependent variable: non Tourism FDI (in 100,000 Eastern Caribbean Dollars)
all countries
*** p<0.01, ** p<0.05, * p<0.1
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Figure 3b.1: tourism FDI (Eastern Caribbean dollars). 
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Figure 3b.2: non tourism FDI (Eastern Caribbean dollars). 
 
 
  
0
50,000
100,000
150,000
200,000
250,000
300,000
350,000
400,000
1997 1998 1999 2000 2001 2002 2003 2004 2005 2006 2007
ANTIGUA DOMINICA GRENADA ST KITTS-NEVIS ST LUCIA ST VINCENT & THE GRENADINES ANGUILLA
Chapter 3b: The effectiveness of tax incentives in attracting FDI: evidence from the 
tourism sector in the Caribbean 
3b-33 
 
Appendix 3b.A: 
 
Figure 3b.A1: GDP Growth rate. 
  
Figure 3b.A2: total GDP (millions of Eastern Caribbean dollars). 
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Figure 3b.A3: hotels and restaurants (millions of Eastern Caribbean dollars). 
  
 
Figure 3b.A4: construction (millions of Eastern Caribbean dollars). 
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Chapter 4 
Local Tax Interaction with Multiple Tax Instruments: Evidence from 
Flemish Municipalities1
 
 
 
 
We investigate the long run result of strategic interaction among local jurisdictions using 
multiple tax instruments. Most studies about local policy interaction only consider a single policy 
instrument. With multiple tax instruments, however, tax interaction is more complex.  
Its specific institutional setting makes Flanders (in Belgium) a unique region to evaluate multiple 
tax interaction. Municipalities in Belgium are free to set two important local tax rates: the local 
property tax rate and the local income tax rate. We analyze the long run result of strategic 
interaction between Flemish municipalities, of which the division is stable since 1983. We do so 
by between estimating income and property tax reaction functions for the period 1992-2004, 
each of which simultaneously includes the neighboring municipalities’ income ànd property tax 
rate.  
We find that the property (income) tax rate of a municipality is significantly higher if the 
property (income) tax rate in other municipalities is high, and that the coefficient is higher if the 
possible impact of the other municipalities’ income (property) tax rate is accounted for. The 
cross impact of the other municipalities’ income (property) tax rate on the property (income) tax 
rate is always negative, though the significance is higher for the property tax than for the 
income tax reaction function. The result suggests that municipalities are keener on competing 
each other’s tax structure than on mimicking the neighboring municipalities’ budget. 
 
 
 
  
                                                            
1 This chapter is the result of joint work with Bruno Merlevede (Ugent) and Tom Verbeke (HUB). 
Chapter 4: local tax interaction with multiple tax instruments: evidence from Flemish municipalities 
4-2 
 
4.1. Introduction 
 
A growing number of scholars have shown that local budgets and local tax rates are determined 
by strategic considerations vis-à-vis other jurisdictions, in addition to socio-economic variables. 
Empirical evidence for the US, Canada, and many European countries2
 
 indicates positive spatial 
correlation of local budgets and tax rates. The three theoretical reasons brought forward for 
this strategic interaction are yardstick competition, expenditure spillovers, and tax competition. 
In the case of yardstick competition, tax interaction stems from voters’ evaluation of the 
performance of local politicians relative to the neighboring jurisdictions. This performance 
evaluation induces politicians to mimic their neighbors in order to be reelected (Besley and 
Case 1995). In case of expenditure spillovers, residents of a jurisdiction may be affected by 
public expenditure in other jurisdictions as well as from their own jurisdiction, leading to 
spatially correlated expenditures and taxes (see for example Case et al. 1993). In case of tax 
competition, jurisdictions compete for a mobile tax base through their tax rates relative to 
other jurisdictions (see Wilson (1999) for an overview).  
Most studies about local policy interaction only consider a single policy instrument. They 
investigate the spatial dependency of either the most important local tax rate or the aggregate 
local budget or tax revenues. If the institutional setting of a country consists of a single local tax 
instrument, a spatially correlated budget automatically implies spatial correlation of the tax 
instrument. If local jurisdictions dispose of multiple tax instruments, however, tax interaction is 
more complex. A high rate of one of the taxes in the other jurisdictions could be associated 
with a high rate of the same tax, high rates of all taxes, or high rates of some and low rates of 
other taxes, …   
 
 
                                                            
2 For example: US: Brueckner and Saavedra (2001), Ladd (1992); Canada: Brett and Pinkse (2000), Brett and Tardif 
(2005); Belgium: Gerard et al. (2009), Geys (2006), Heyndels and Vuchelen (1998), Richard et al. (2005); the 
Netherlands: Allers and Elhorst (2005); UK: Revelli (2001); France: Charlot and Paty (2007), Racoboy and Reulier 
(2009); Switzerland: Feld and Reulier (2009), Italy: Bordignon et al. (2003), Santolini (2008);  Spain: Sollé Ollé 
(2003); Sweden: Edmark and Agren (2008); Norway: Fiva and Rattso (2007); Germany: Buettner (2001). 
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Including multiple tax instruments in the reaction function is also important from an 
econometric perspective. Focusing on one tax instrument could cause an omitted variable bias 
on the estimation of the tax interaction coefficient. In this respect we are interested in 
comparing our results with both Heyndels and Vuchelen (1998) and Gerard et al. (2010) who 
estimate separate tax reaction functions for the local property tax rate and the local income tax 
rate in Belgium, ignoring possible cross tax interactions. 
 
We empirically investigate strategic tax interaction with multiple taxes among Flemish 
municipalities. The specific institutional setting makes Flanders3 (in Belgium) a unique region to 
evaluate multiple tax interaction. Municipalities in Belgium are free to set two important local 
tax rates: the local property tax rate and the local income tax rate. Both tax instruments are 
almost equally important in terms of revenue raised, each accounting for approximately 40% of 
local tax revenues. With the tax base defined at the federal level4
 
 and municipalities only 
deciding on rates, the tax rates are easily comparable across jurisdictions. Additionally, 
municipalities are also institutionally homogenous with equal responsibilities.  
The division of municipalities has not changed since 1983, when the number of Flemish 
municipalities was fixed to 308. As a result, the current distribution of local income and 
property tax rates over space is the result of many years of strategic tax interaction among 
municipalities. This has resulted in a long run equilibrium that changes little over time. This is 
apparent from the little variation of Flemish local tax rates over time (as compared to over 
space). Besides, Gerard et al (2010) find no evidence of spatial interaction in the short run 
(using within municipalities estimation) within one tax instrument in Flanders. We estimate the 
long run impact of the other municipalities’ tax rates on a municipality’s income and property 
tax rate, by between estimating income and property tax reaction functions. We do so for the 
period 1992-2004, and for the legislature (sub)-periods. Each reaction function simultaneously 
includes the neighboring municipalities’ income and property tax rate. 
                                                            
3 Flanders is the Northern region of Belgium. 
4 The local income tax rate is a surcharge on the federal income tax payments; the local property tax rate is a 
surcharge on the regional property tax. 
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Our results confirm the existence of positive tax interaction within the local property tax rate 
and within the local income tax rate in the long run. However, we find higher estimates of 
within tax interaction if cross tax interaction is accounted for. Moreover, we find evidence of 
negative cross interaction between a municipality’s property tax rate and other municipalities’ 
income tax rates. Further we find that a municipality’s income tax rate reacts negatively on 
other municipalities’ property tax rates, although the evidence is less convincing. A possible 
interpretation of these results is that local jurisdictions mimic each other’s tax structure, giving 
more (less) importance to the tax instrument that is more (less) important in the neighboring 
jurisdictions. We believe that the budget constraint plays an important role in the interplay 
determining the level of the tax instruments. 
 
Previous studies dealing with strategic interaction using multiple policy instruments are fairly 
limited to our knowledge. Frederikson et al. (2004) examine the strategic interaction within and 
across three US state-level policy instruments: corporate taxation, infrastructure spending, and 
pollution control standards. Devereux et al. (2008) analyze within and cross interaction for the 
corporate effective marginal tax rate and the statutory tax rate for multinationals in OECD 
countries. Because these studies only consider policy instruments that affect mobile capital, 
they rely on pure tax competition models. Local jurisdictions, on the other hand, tax less mobile 
economic units –unless they use benefit taxation- for efficiency reasons (Oates and Schwab 
1991). As a result yardstick or spillover models, which justify strategic interaction without tax 
base mobility, gain weight in a local setting. We show that also in this context cross tax 
interaction should be considered. 
 
In section 4.2 we present a simple framework to evaluate within and cross tax interaction in a 
yardstick model. Section 4.3 explains the methodology, data, and institutional particularities of 
Belgium and Flanders. Section 4.4 presents the results that are summarized and discussed in 
section 4.5. 
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4.2. Yardstick competition with multiple tax instruments 
 
4.2.1. Yardstick or tax competition in Flanders? 
 
In many cases it is not clear whether strategic tax interaction stems from tax competition, 
yardstick competition or both, because the reduced form spatial reaction function of both 
theories is exactly the same (Brueckner, 2003). However, there are strong indications that 
yardstick competition is the major source of local tax mimicking in Flanders.  
 
First, European studies investigating which theory is the more likely source of local tax 
interaction point to yardstick competition5
 
. With respect to Flanders, Heyndels and Vermeir 
(2006) also present evidence of yardstick voting. They show that incumbents are punished for 
higher tax rates and that electoral punishment among others depends on tax rates in 
neighboring municipalities. For Belgium as a whole, Ashworth and Heyndels (1997) find that the 
tax policy in neighboring municipalities affects the perceived political costs of the own tax 
policy. 
Second, there are a number of facts and figures about Flanders that point to the same 
direction. The crucial difference between resource flow (such as tax competition) and spillover 
(such as yardstick competition) models is that resource flow models assume mobility of the tax 
base. Although distances between municipalities in Flanders are small, citizens are not likely to 
be mobile across municipalities for local tax reasons. As mentioned above local tax revenues 
only account for 7% of total tax revenues, and for 2.4% of GDP, much below European 
averages. As a result, the gains from moving from the municipality with the highest local tax 
burden to the municipality with the lowest local tax burden are low, even for high income 
                                                            
5 See for example Allers and Elhorst (2005) for an overview. More recently, Edmark and Agren (2008) find weak 
evidence of tax competition effects in the setting of local tax rates in Sweden. 
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households6
In addition, Flemish households are known for being home-loving. Although strong arguments 
for voting with the feet are absent, the apparent election cycle in figure 4.3 (see below) 
suggests that incumbents nevertheless do take account of their citizens’ voice. Therefore the 
particular situation of Flanders offers more arguments in favor of a theoretical framework 
based on the yardstick competition model than the resource flow model. 
. One could argue that firms that account for an estimated 40% of local property 
tax revenues are mobile. However, local property taxation only represents on average 3.5% of 
total corporate tax payments. Moreover, the local property tax can be deducted from the 
federal corporate tax base. Besides, the mobility for tax reasons is further lowered if differences 
in the tax burden are capitalized in the property values (Yinger et al., 1988).  
 
4.2.2. Yardstick competition with multiple tax instruments. 
 
In the following we assume - based on the above arguments - that yardstick competition is the 
major force driving local strategic policy interaction. We now consider the possible implications 
of yardstick competition in the presence of multiple tax instruments.  
In yardstick competition, policy mimicking stems from voters’ evaluation of the performance of 
policymakers relative to the neighboring jurisdictions. Brueckner (2003) refers to information 
spillovers between jurisdictions, by which voters have a yardstick to evaluate their politicians. 
Depending on how intense the information spillovers are, politicians will be inclined to mimic 
the other municipalities’ policies more or less. If voters would dispose of perfect information on 
all policy variables in the other jurisdictions, they would be perfectly able to judge their own 
incumbent’s policy performance. In that case voters would be able to assess the level of public 
goods and services provided relative to taxes. In the real world, however, information spillovers 
are likely to be imperfect because of partial or biased information. Moreover, information can 
be more accurate or easier to compare for some policy instruments than for others. As a result 
it is possible that politicians mimic some policy instruments more than others. For example, if 
                                                            
6 We found a gain of 633 euros per year when a 75th percentile income household with a 75th percentile property 
value moves from the highest to the lowest tax burden municipality, costs of moving excluded.  
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voters have easier or better access to information on neighboring municipalities’ tax rates than 
on neighboring municipalities’ budgets, it is possible that jurisdictions mimic each others’ tax 
structure more than each others’ budget. 
 
In case local jurisdictions dispose of only one (major) tax instrument to finance their budget, a 
strict budget constraint implies that jurisdictions automatically also mimic each others’ tax rate, 
when they mimic each other’s budget. This results in positive interaction coefficients of 
estimated budget or tax reaction functions, as found in the empirical literature mentioned in 
the introduction. The decision on the budget then coincides with the decision on how to 
finance it. In many European countries local budgets are primarily financed by one major tax, 
often the local property tax.  
In case local jurisdictions dispose of multiple important tax instruments to finance their budget, 
such as in Flanders, the possibilities of strategic interaction become more complex. If there are 
multiple tax instruments, the direct link between each tax instrument and the budget, through 
the strict budget constraint, is broken. A higher budget does not necessarily imply a rise of all 
tax instruments. It can even imply a rise of some and a drop of other tax rates. If you combine 
this additional flexibility with the above mentioned possibility that local jurisdictions mimic 
each others’ policy instruments differently, depending on the information spillovers intensity of 
each policy instrument, the possible outcomes of strategic policy interaction become more 
diverse.  
 
The following basic setting illustrates the diversity of interaction possibilities this can create. 
Consider two municipalities, the own municipality and the other municipality. There are two tax 
instruments, the local income tax rate (I) and the local property tax rate (P). Each municipality 
has a budget G. We make no assumption regarding the preference for one instrument or the 
other. Start from a situation where the other municipality increases its budget, through a rise of 
the property tax rate (not the income tax rate), thus changing the tax structure in favor of the 
property tax. Below we show four (extreme) examples of strategic interaction of the own 
municipality, depending on the information spillovers intensity (and implied mimicking 
Chapter 4: local tax interaction with multiple tax instruments: evidence from Flemish municipalities 
4-8 
 
behavior) on the budget and the tax rates. Note that because municipalities dispose of two tax 
instruments, interaction is possible within the income tax rate or property tax rate, and across 
different tax instruments. 
 
Example 1: strong budget mimicking, strong tax mimicking. 
Since the own municipality strongly mimics both the other municipality’s budget and the way it 
is financed, it reacts by raising its budget and the property tax rate. The income tax rate is left 
unchanged (thus mimicking the neighbors’ tax structure). As a result, there is strong positive 
interaction within the same tax instrument, but weak interaction across the different tax 
instruments. 
Example 2: strong budget mimicking, no tax mimicking.  
Since the own municipality strongly mimics the other’s budget, but not the way it is financed, 
the own municipality raises the budget substantially by raising both tax rates (keeping its tax 
structure unchanged). As a result there is positive interaction within the same tax instrument, 
and positive interaction across tax instruments. 
Example 3: no budget mimicking, strong tax mimicking. 
Since the own municipality does not mimic the budget, but strongly mimics the way the other’s 
budget is financed, the own municipality leaves the budget untouched, but raises the property 
tax rate and drops the property tax rate, thus mimicking the others’ tax structure. As a result, 
there is positive interaction within the same tax instrument, and negative interaction across 
instruments. 
Example 4: no budget mimicking, no tax mimicking. 
Since the own municipality does not mimic the budget, nor the way the neighbors’ budget is 
financed, our municipality leaves the budget and the tax structure untouched. As a result, there 
is no interaction within the same tax instrument, nor across different tax instruments. 
 
The four examples are schematically presented in table 4.1. Column 1 concerns the case 
explained above, column 2 vice versa considers a rise in the income tax rate with unchanged 
property tax rate. The last two columns show the resulting signs of the interaction derivatives, 
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which will be informative for the interpretation of the estimation results in the sequel of the 
paper. 
 
Table 4.1: possible interaction outcomes in a basic setting. 
 Case 1: Case 2:    
Other municipality’s action: G*↑, P*↑, I*= G*↑, P*=, I*↑  Within interaction 
(dP/dP*, dI/dI*): 
Cross interaction 
(dI/dP*,dP/dI*): Own municipality’s reaction:    
Example 1: G↑, P↑, I= G↑, P=, I↑ => + 0 
Example 2: G↑, P↑, I↑ G↑, P↑, I↑ => + + 
Example 3: G=, P↑, I↓ G=, P↓, I↑ => + - 
Example 4: G=, P=, I= G=, P=, I= => 0 0 
*: other municipality 
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4.3. Data and methodology 
 
4.3.1. Tax reaction function specifications 
 
The presence of two tax instruments allows for strategic interaction within the same tax 
instrument, but also across different tax instruments. As a result, the two reaction functions for 
the municipal tax rates I and P, include both the other municipality’s income and property tax 
rate. They can be written as )*;*,( XIPRP P=  and )*;*,( XPIRI I= , where * denotes the 
other municipality and X is a vector of municipality characteristics determining the citizens’ 
preferences. Following the literature, we elaborate on those to obtain our final estimation 
specification. First, because in reality there are N instead of two municipalities, the tax rates in 
the other municipality are replaced by a weighted average of the tax rates in the other 
municipalities. The reaction functions become  
 
);,( ij
ji
ijj
ji
ijPi XIPRP ∑∑
≠≠
= ωω          (4.1)
 
);,( ij
ji
ijj
ji
ijIi XPIRI ∑∑
≠≠
= ωω          (4.2) 
 
where ijω  is the weight municipality i attaches to another municipality j, ∑≠ ji ij Iω and 
∑≠ ji ij Pω are then weighted averages of the income and property tax rate in the other 
municipalities. Due to lack of degrees of freedom weights are imposed ex ante. Second, we 
make a linear approximation of the reaction functions and impose that the interaction 
coefficients are equal for all municipalities. As a result, the system of equations to be estimated 
(in matrix notation) is: 
 
IIII XWPWII εγδβ +++=          (4.3) 
PPPP XWIWPP εγδβ +++=         (4.4) 
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W is the (NxN) weight matrix of elements ijω , and is row normalized. Of particular interest are 
the within tax interaction coefficients Iβ and Pβ , and the cross tax interaction coefficients s Iδ
and Pδ .  
 
Regarding the choice of the weight matrix W, we follow the literature in assuming that 
geographically close jurisdictions are likely to interact more intensely. In the light of our model 
this can be justified by the fact that information and expenditure spillovers fade away with 
geographical distance. Therefore, the first weight matrix gives a value of 1 to the elements ijω
of W, if municipalities i and j are first or second order neighbors. We include the second order 
neighbors because Belgian municipalities are small (44 km2 on average). We prefer this weight 
matrix over the simple first order weight matrix because we find that the instruments based on 
it (which we need below) are more relevant than the instruments based on the first order 
weight matrix. We also test a second weight matrix that gives the value 1=ijω  if municipality j 
is within the radius of 15 km of municipality i. Contrary to the first weight matrix this weight 
matrix creates circles of equal radius around each municipality. The average number of 
neighbors is about 14 for the 15 km radius weight matrix and 17 for the first and second order 
weight matrix. Using the 15 km weight matrix municipalities with bigger surfaces (such as big 
cities) will have fewer neighbors, while municipalities with small surfaces will have more 
neighbors. A small municipality with a big neighbor is less likely to give weight to other 
neighbors of the big neighbor. Finally, to check for robustness, we also use a 25 km radius 
weight matrix. We borrow this 25 km threshold from Geys and Osterloch (2011). They find, for 
Germany, that politicians of municipalities up to 25 km from an interregional border take 
competition with jurisdictions beyond this border into consideration. As a result, one can 
interpret this 25 km as the minimum radius within which municipalities, on average, compete 
with each other. The three weight matrices are row normalized. 
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4.3.2. Institutional settings and data 
 
4.3.2.1. Institutional settings 
 
Belgium is a federal country that consists of three regions: Flanders in the north, Brussels in the 
center and Wallonia in the south. Flanders is the only region where Dutch is the only official 
language. The regions are in charge of matters related to the territory, one of which is the 
supervision of municipalities. The latter autonomy and the difference in language between 
regions incite us to only concentrate on one region, Flanders. Furthermore, Gerard et al. (2010) 
find that tax interaction in Belgium is different between municipalities of the same region than 
between municipalities of different regions.  
 
Institutionally, municipalities in Flanders are very homogenous. First, they have the same 
considerable autonomy in raising tax revenues and they assume important responsibilities on 
the expenditure side. Major expenditure categories include transport infrastructure, culture 
and entertainment, urban development, general administration, education, economics, social 
aid, and safety. Tax revenues are an important part of municipalities’ revenues. Between 1991 
and 2004 the share of tax revenues in total revenues evolved from 41% to almost 50%. The 
other revenues come from federal or regional funds, and allowances and own means. With its 
local tax revenue shares Belgium ranks high among other European countries7
Second, municipal elections take place on the same day, once every six years
. However, when 
measured as a share of the country’s total tax revenues, Belgium (Flanders) ranks low. In 2006, 
only 7.3% of total tax revenues were local, compared to 17.8% on average in the EU15 (VVSG, 
2007). In short, Flemish municipalities have relatively low budgets that are to a large extent 
financed by local taxes.  
8
                                                            
7 In 2002, the share of tax revenues in the neighboring countries was 46% in France, 33% in Luxemburg, 23% in 
Germany, and 8% in the Netherlands. 
, following the 
same electoral procedures in all municipalities. Following the election, the party (or coalition of 
parties) that controls a majority of seats in the council decides on the composition of the 
8 The second Sunday of October; for our sample in 1994 and 2000. 
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executive board, thereby choosing the Mayor and Aldermen among their council-members. The 
meetings of the city council are open to the public. This is important for yardstick competition 
because it assumes that it is easy for voters to know the voting behavior of the various parties. 
Third, In Belgium (and Flanders) the division of municipalities has been stable since 19839
 
. Since 
then Flanders has 308 municipalities. This is important because it means that Flemish 
municipalities have been interacting strategically over a long period of time with no 
institutional changes that affected some and not other municipalities. This makes it more likely 
that Flemish municipalities have evolved to a long run equilibrium. 
4.3.2.2. Tax variables 
 
Within the local tax revenues, the local income tax and the local property tax are by far the two 
major sources of tax revenue, each - on average - accounting for approximately 40% of the local 
tax revenue. A big advantage concerning the local income and property tax in Belgium is that 
they are levied on a federally defined tax base. As a result, the municipality’s only decision 
variable is the tax rate. This allows us to concentrate on the strategic interaction of tax rates.  
Both tax rates are surcharges. The local income tax rate (I), expressed as a percentage, is a 
surcharge on the federal tax. The municipality levies the local income tax rate on the federal 
income tax payments of its residents. Consequently, the local income tax is as progressive as 
the federal income tax, affecting the rich proportionally more than the poor. The local property 
tax rate is a surcharge on the regional property tax. The tax base, the property value, is 
federally defined. The local property tax rate is expressed in ‘centimes’, while the regional 
(Flemish) property tax rate is expressed as a percentage. For example, with a local property tax 
rate of 1000, combined with the Flemish rate of 2.5%, the municipality eventually charges 25% 
of the property’s cadastral income to the property owner. We use the combined property tax 
rate (P) (i.e. the 25% of the example) in our regressions because its scale is more similar to that 
of the local income tax rate. The property tax rate is levied on all property owners, companies 
included. The share of companies in the total property tax revenue is estimated at 40% on 
                                                            
9 The big merger was in 1979, but in 1983, Antwerp was merged with 7 small neighboring municipalities. 
Chapter 4: local tax interaction with multiple tax instruments: evidence from Flemish municipalities 
4-14 
 
average (VOKA (2005), VVSG (2007)). The property tax rate is likely to be more visible than the 
income tax rate since the property tax return comes in a separate letter to the citizens, while 
the income tax return is part of the federal income tax return, which is withheld by the 
employer. Another difference between the two taxes is the timing of the revenues they yield. A 
change of the property tax rate in year t has implications for the budget in year t+1, while a 
change in the income tax rate only has implications for the budget in year t+210
 
. 
Table 4.2 shows summary statistics of I and P. Overall, the income tax rate ranges from 0 
percent to 9.5 percent over the period 1991-2004. The two municipalities without local income 
tax revenues are Koksijde and Knokke, two municipalities along the coast. Because of the high 
demand for property at the coast (and consequently high property values) they solely rely on 
property taxation11
Given the panel structure of our data, we are interested in the descriptive statistics of the 
between and within components of the tax variables. Table 4.2 and the box plots in figure 4.1 
clearly show that the between component has a higher variance than the within component. 
This observation points to a relatively high variability of the tax rates across municipalities and a 
relatively stable tax rates over time within municipalities.  
. Despite these two outliers the standard deviation of the income tax rate is 
limited to 1.1. The variance of I is low compared to the variance of the local property tax rate. P 
ranges from 6.5 to 57.5, with a standard deviation of 7.83.  
The low variance within municipalities over time is also visible in figure 4.2 that shows the 
evolution of the tax rates over the period 1992-2004 in box plots. The median income tax rate 
remains constant up to 2000 and then rises slightly in the last legislature. The median property 
tax rate rises more smoothly from 23.75 in 1992 to 32.5 in 2004, with upward shifts after the 
election years 1994 and 2000.  
The election cycle is more apparent from figure 4.3, where the positive black bars denote the 
share of municipalities raising their tax rate and the negative white bars denoting the share of 
                                                            
10 Since the taxes are collected at a higher government level (federal or regional), the revenues are only 
reimbursed the year after. For the income tax there is already a lag of 1 year for the federal budget, leading to a 
lag of two years for the municipal budget.   
11 Doing so, they partly export taxation to people with a second property at the coast.  
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municipalities lowering their tax rate. Obviously, increasing the tax rate is politically less costly 
in the years following the election years 1994 and 2000, while decreasing the tax rate is most 
advantageous in the years shortly preceding the elections.   
 
4.3.2.3. Other variables 
 
The local government’s budget and tax rates depend on a vector of municipality characteristics 
(X) that determine budgetary preferences or needs. Also the income and property tax base are 
important parameters for setting the tax rates. To capture the local income tax base, i.e. the 
federal income tax payment, we calculate the revenue per resident of one percent local income 
tax (IBASE). This is a better measure than the average income per resident because our 
measure takes into account the progressiveness of the federal income tax12
With respect to the budgetary needs, we have to be careful to adopt enough variables that can 
explain differences across municipalities. We first adopt the twelve socio-economic municipality 
classification dummies of Dessoy (1998). Dessoy (1998) constitutes twelve Flemish socio-
economic clusters, applying a factor analysis and a cluster analysis based on variables related to 
the allocation of territory, the level of income, economic activity, demographic structure and 
level of attractiveness. The classification is based on data from the 1991 census in Belgium. 
Table 4.4 describes the twelve municipality categories. The advantage of the twelve dummies is 
that they are exogenous because of the timing. The variables proof very useful explaining a 
large part of the budgetary needs for our sample period 1992-2004 because local budgets are 
rather sticky. One of the categories contains the touristic municipalities bordering the coast. 
Consequently, it deals with the fact that these municipalities heavily tax the second homes 
through the property tax rate.  
. Analogously, the 
local property tax base is measured as the revenue per resident of one percent local property 
tax (PBASE).  
                                                            
12 The revenue per resident of one percent local income tax is calculated by dividing the total income tax revenue 
in year of the municipality in year t by the local income tax rate of year t-1 and by the number of residents in year 
t-2. We do so because the municipality only receives in year t the taxes based on the incomes earned in year t-2 
and the tax rate valid in year t-1.  
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In order to explain the time varying part of the budgetary needs we use population (POP), labor 
density (LABDENS) measured as hundred times the ratio of workers over population, 
percentage of young (YOUNG) and old (OLD) population13
 
, and the unemployment rate 
(UNEMPL) measured as hundred times the ratio of unemployed over population between 20 
and 64.  
Table 4.3 shows the summary statistics of the control variables, except the dummies. The 
municipality of Voeren is left out of the analysis because it has no Flemish neighbors, leaving 
307 observations over 13 years. Since the local budget decision is taken towards the end of the 
previous year, at the time of the tax rate decision, the local incumbents only have information 
on the variables in year t-1. Therefore, we include the lagged values of the X variables.  
 
4.3.3. Econometric issues 
 
To estimate this model, several econometric challenges need to be tackled. The most important 
is the simultaneous determination of the tax rates in all municipalities. This introduces 
endogeneity of WI and WP in both equations and implies that OLS would produce inconsistent 
and biased estimates of Iβ , Pβ , Iδ and Pδ . We also need to bear in mind the possible bias of 
the interaction coefficients due to spatial error correlation14. To address these issues we use 
the instrumental variables approach of Kelejian and Prucha (1998) which ensures consistent 
estimates in the presence of spatial autocorrelation15
                                                            
13 Young is defined as under 20, old is defined as over 64. 
. Following Kelejian and Prucha (1998), we 
14 The theoretical model of yardstick competition justifies the choice of the spatial lag model, rather than the 
spatial error model where the spatial dependency appears in the error term instead of directly in the equation. In 
order to empirically rule out the possibility that the spatial error model would be the right specification rather than 
the spatial lag model, appendix 4.A presents results of the robust Lagrange Multiplier tests for the presence of a 
spatial lag and a spatial error in the specification. The results present no evidence of the presence of a spatial error 
instead of a spatial lag in any of the specifications. 
15 Note that because we have an additional endogenous variable, the cross interaction term, we cannot rely on the 
spatial MLL methodology of Anselin (1988), which assumes that all other regressors are strictly exogenous. The IV 
approach has the additional advantage of being consistent for spatial autocorrelation in the error. 
Chapter 4: local tax interaction with multiple tax instruments: evidence from Flemish municipalities 
4-17 
 
select a subset of the weighted control variables X of the other municipalities as instruments16
 
. 
We construct the instruments by pre-multiplying the vector X with the same weight matrix W 
that was used to weigh the tax variables, giving WX. Out of WX, we carefully select instruments 
that have sufficiently strong prediction power to pass the weak identification test, while not 
being rejected by the standard test of over-identifying restrictions. The socio-economic 
classification dummies of Dessoy (1998) play an important role for the instruments. They are 
exogenous and their spatial lags explain an important deal of the spatially lagged tax rates.   
The small variance of the within component of the tax variables, forces us to exploit the 
variance of the cross sectional component of the data. Due to the small variance of the within 
component of the tax variables, we are not able to find a selection of instruments WX, that 
satisfies the orthogonality conditions and is strong enough - according to the weak 
identification test - to explain the ‘within’ variance of the instrumented variables WI and WP. 
The small variance over time, and the institutional stability since 1983, points to municipalities 
located in a relatively stable long run equilibrium with respect to the strategic setting of local 
income and property tax rates. In addition, Gerard et al (2010) find no evidence of strategic 
interaction among Flemish municipalities in the short run, exploiting the within component of 
the tax variables. 
Applied studies using panel data find that the within estimator based on the time series 
component tends to give short run estimates, while between estimator based on the cross 
sectional component tends to give long run estimates (Baltagi 2008, p219). We use the 
between estimator that measures how strong municipalities have interacted on multiple taxes 
in the long run. Baltagi and Griffin (1984) show that the between estimator is a robust 
estimator for the long run coefficients, also in the presence of possible dynamic 
misspecification, and especially if the between variation of the relevant explanatory variables 
greatly exceeds the within variation, which is the case in our sample. They show that the 
random effects and certainly the fixed effects estimator can be good estimators of the short run 
coefficients, but can severely underestimate the long run response. Peseran and Smith (1995) 
                                                            
16 This approach was also followed by Buettner (2001), Edmark and Agren (2008), Heyndels and Vuchelen (1998), 
Revelli (2001), and Sollé Ollé (2003). 
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and Egger and Pfaffermayer (2004) confirm the robustness of the between estimator for long 
run elasticities in the presence of other possible misspecifications, such as dynamic models with 
heterogenous coefficients.  
We estimate the model ‘between’ for the whole period, for every legislature separately, and 
year by year as an additional robustness check. 
Like the within estimates, the between estimates are only consistent as long as the 
disturbances are uncorrelated with explanatory variables (Baltagi 2008). We realize that this is a 
strong assumption. However, we are confident that the carefully selected socio-economic 
classification dummies and time varying controls are exogenous. As far as the instruments of 
the spatially lagged tax variables are concerned, we only use instruments that satisfy the 
orthogonality condition17
 
.  
The tax bases IBASE and PBASE may be endogenous if tax competition and income sorting are 
at work. Although by taking the lag and by their definition IBASE and PBASE are not affected by 
current tax rates, we test for the exogeneity of this subset of variables using a difference in 
Sargan or C statistic.  This test is robust to various violations of conditional homoskedasticity, 
and equal to the Hausman test statistic under conditional homoskedasticity (Baum and Schaffer 
2003, p24-27). For this test we use the same control variables and instruments as in the main 
regressions. Finally, we take account of heteroskedasticity by reporting t-statistics robust to the 
presence of heteroskedasticity.  
 
  
                                                            
17 Determined by the ‘difference-in-Sargan’ or C statisitic. See Baum and Schaffer (2003) p18. 
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4.4. Results 
 
Before presenting the results, we explain the statistics found at the bottom of the tables that 
testify of the carefulness with which we selected instruments for WI and WP. First, to make 
sure that the instruments are relevant we present the Anderson Canonical correlation 
likelihood test. A rejection of the null (P<0.1) indicates that the instruments are not 
underidentified. Additionally, we use the Cragg-Donald F-statistic for the presence of weak 
instruments. All results presented below are with instruments that have a high joint 
explanatory power. Second, for instrumental variables to be independent from the 
unobservable error process, we use the Hansen J statistic, which is robust to heteroskedasticity. 
Acceptance of the null (P>=0.1) implies that the instruments satisfy the orthogonality condition. 
In all our regressions the instruments pass this test, except for a few borderline cases. Third, 
although from the definition we expect the variables IBASE and PBASE to be exogenous, we 
explicitly test for their exogeneity using the C statistic. We can accept the IBASE and PBASE 
orthogonality (P>=0.1) in almost all cases.  
 
4.4.1. Between estimation whole period 
 
We start with the estimation of the between model over the full period 1992-2004. This gives 
the long run estimates of the spatial interaction and control variable coefficients. The first four 
columns of table 4.5 present the estimation results with the first and second order neighbors 
weight matrix; the next four columns use the 15 km radius weight matrix; the final four with the 
25 km radius weight matrix. The dependent variable is displayed on top of each column. The 
odd columns contain results for within spatial interaction, ignoring cross spatial interaction, as 
found in the bulk of literature. The even columns add the cross spatial interaction term. To save 
space, results on the 12 socio-economic municipality classification dummies are not reported, 
although they are crucial in reducing the noise in the error term and as instruments in their 
spatially lagged form. 
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Our results in the first and the third column confirm the existence of spatial interaction within 
local tax rates. A one percent point higher income tax rate in the neighboring municipalities 
translates in a 0.468 percent higher income tax rate in our municipality, while a one percent 
point higher property tax rate is reflected in a 0.549 percent point higher property tax rate. This 
result is consistent with existing empirical work on local tax interactions using IV estimation. For 
example Heyndels and Vuchelen (1998) find coefficients between 0.5 and 0.7 for the local 
income tax rate and the local property tax rate in Belgium for the year 1991. Compared to them 
and other Belgian studies, we explain a higher share of the variance of I and P, indicated by the 
higher R2 of 0.42 and 0.67. This is primarily due to the inclusion of the socio-economic 
municipality classification dummies of Dessoy (1998). The inclusion of these variables is 
important to reduce the omitted variable bias and to find relevant instruments for WI and WP 
that satisfy the orthogonality condition.  
Columns two and four show the impact of adding the cross spatial interaction term to the 
equation. In the local income tax equation we observe that the within spatial interaction 
coefficient (on WI) rises from 0.486 to 0.764. In the local property tax equation, the within 
spatial interaction coefficient (WP) rises from 0.549 to 0.703. In both equations this is due to 
the negative entrance of the cross spatial interaction term. In the income tax equation WP does 
not enter significantly with a coefficient of -0.038, but in the property tax equation WI enters 
significantly at the 5 % level, with a coefficient of -2.741. Note that the level of the cross spatial 
interaction coefficients is not comparable between the income and property tax equation 
because the property tax rate has a higher scale than the income tax rate.  
The results are qualitatively similar using the 15 km and the 25 km radius weights: the cross 
spatial interaction terms enter negatively and the within spatial interaction terms’ coefficients 
rise considerably if cross spatial interaction is allowed for. The coefficient and significance level 
for the within spatial interaction in the local income tax equation is lower using the 15 km 
weight matrix. This indicates that municipalities use information over a relatively long distance, 
certainly exceeding the first order neighbors. Also the higher R2 using the 25 km radius indicates 
this. 
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The results point to an underestimation of within spatial interaction when ignoring cross spatial 
interaction, although the new point estimates remain within the 95% confidence intervals of 
the previous estimates. This points to an omitted variable bias when estimating spatial 
interaction with only one tax variable when local jurisdictions actually dispose of (multiple) 
other tax instruments.  
 
Looking at the control variables, the tax bases IBASE and PBASE have the expected negative 
sign, since higher tax bases require lower tax rates. Concerning the budgetary need variables, 
population (POP) slightly increases the tax rates, though not always significantly at the 10% 
level. Labor density (LABDENS) does not enter significantly in any estimation. The share of 
young people (YOUNG) increases the tax rates and is particularly significant for the income tax 
rate. The share of old people (OLD) increases both tax rates significantly at the 1 % significance 
level. The unemployment rate (UNEMPL) seems to have no impact. The unreported 
municipality classification dummies also have important explanatory power. 
 
In order not to ignore possible non linear effects, in appendix 4.B we also control for non 
linearities in the control variables. We find that they do not qualitatively affect the results. 
 
4.4.2. Between estimation per legislature 
 
In Belgium (and Flanders) local elections take place every six years. Therefore local 
municipalities may draw budgets at the background of a six year period in office and voters may 
judge incumbents based on the whole legislature. Further yardstick competition is a plausible 
cause of tax interaction in Flanders. Therefore we also present between estimates for each of 
the three legislatures in our dataset separately. The first and the last legislature are partial and 
the middle one complete: 1992-1994, 1995-2000, and 2001-2004.  
Table 4.6 gives the results using the first and second order neighbors weight matrix, table 4.7 
using the within 15 km weight matrix, and table 4.8 using the 25 km radius weight. The tables 
have the same structure as table 4.5. The legislature is mentioned on top of each column. 
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The odd columns of table 4.6 confirm that municipalities strategically interact with each other 
within the same tax instrument in every legislature. We find significantly positive within spatial 
interaction coefficients of the same order for both tax instruments:  between 0.534 and 0.583 
for the income tax rate, and between 0.534 and 0.581 for the property tax rate.  When the 
cross spatial interaction is accounted for, we observe that a one percent point higher income 
tax rate of the neighbors now translates into a 0.792 to 0.862 higher income tax rate, and a one 
percent point higher property tax rate of the neighbors entails a 0.626 to 0.739 higher property 
tax rate. The cross interaction terms enter negatively again. WI is significant in the property tax 
equation in the first and the second legislature, but WP, although consistently negative, is not 
significant at the 10% level in the income tax equations. The control variables behave very 
similar as in the between estimations for the whole period.   
 
In table 4.7, we show the results using the weight matrix that considers as neighbors the 
municipalities within a radius of 15km. As for between estimations for the whole period, the 
within spatial interaction is lower than with the first and second order neighbor weight matrix 
for the income tax rate, but similar for the property tax rate. The cross interaction point 
estimates are again negative for all estimated equations. In the local property tax equations, WI 
is now significantly negative in all three legislatures. WP is just significant at the 10% level in the 
local income tax equation in the first legislature.  
 
Also using the 25 km radius weight matrix (table 4.8), the results are qualitatively similar. In 
terms of statistical significance the most robust results of spatial interaction are again found in 
the property tax equation. Strategic interaction using the income tax rate is only significantly 
present here in the first legislature. 
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4.4.3. Estimation by year 
 
Finally, we estimate the reaction functions year by year. This is a useful robustness check and 
can be motivated by the fact that the municipality has to make a decision on the local tax rates 
every year, and that the budgets are institutionally made on an annual basis. The yearly 
estimates also make our results with multiple taxes more comparable with the many existing 
studies that estimate single year cross section reaction functions with a single tax. Estimating 
year by year could also reveal possible evolution of spatial tax interaction over time.  
 
Figure 4.4 visualizes the results of the spatial interaction coefficient estimates using the first 
and second order neighbor weight matrix. Squares indicate the point estimates and the vertical 
lines the 90% confidence intervals. Black squares refer to within spatial interaction only 
estimates, white squares to within and cross spatial interaction estimates. Estimates are 
reported in table 4.9, control variables are not reported to save space. Panel a of figure 4.4 
shows the estimates for spatial interaction within the income tax rate. We clearly observe that 
each year the point estimates are lower if cross spatial interaction is ignored, indicated by the 
black squares, than when cross interaction is accounted for, indicated by the white squares. In 
the first (black) case, the within income interaction coefficient varies between  0.503 in 1995 
and 0.728 in 1997, while in the second (white) case we get values between 0.669 in 1995 and 
0.962 in 1992. Note that when allowing for cross spatial interaction the confidence intervals are 
wider. This stems from the fact that the instrumental variables are weaker when used to 
instrument both the within and the cross interaction term, which is apparent from the Cragg 
Donald F statistics. The coefficients are significantly positive for all years. There is no clear 
evolution pattern over time, nor is there a sign of stronger competition just before or after 
election years 1994 and 2000. Note, in this respect, that comparison over time is blurred 
because the instrument set may change over time to satisfy the instrument tests18
 
.   
                                                            
18 However, within one year the same set of instruments is used for the equations with and without the cross 
spatial interaction term. 
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Panel c of figure 4.4 shows a similar story for the within spatial interaction of the local property 
tax rate. Coefficient estimates are always significantly positive and higher if cross spatial 
interaction is accounted for (white squares). There is no strong evolution pattern or election 
cycle. The narrower confidence intervals point to higher significance levels for the property tax 
equation than the income tax equation.  
Turning to panel b for the income tax equation and panel d for the property tax equation, we 
notice only negative point estimates of the cross spatial interaction coefficients. As in the 
between estimations, the negative sign of cross spatial interaction is significant most of the 
time in the property tax equation but not in the income tax equation, as illustrated by the 
confidence intervals.  
 
Using the 15 km radius weight matrix, the year by year estimates, illustrated in figure 4.5 and 
displayed in table 4.10, follow the same pattern as the between estimates with the same 
weight matrix. There is no clear evolution over time. The results are more pronounced for the 
property tax equation than for the income tax equation.   This becomes even more apparent 
when using the 25 km radius weight matrix (figure 4.6 and table 4.11). In panels c and d, for the 
property tax equation, almost all coefficients are significant. In panels a and b, for the income 
tax equation this is much less the case. The point estimates of the impact of the other 
municipalities’ property tax rate on the income tax rate (panel b) are never significant at all, 
and even turn slightly positive in some year estimates. 
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4.5. Discussion and conclusion 
 
The particular situation of Flanders where local municipalities freely decide on the rate of two 
local tax instruments, the local property tax and the local income tax, provides a unique 
opportunity to investigate the strategic interaction within and cross multiple tax instruments. 
We find that over the long run, the levels of tax rates across Flemish municipalities are not 
randomly spread. Using three different neighbor weight matrices, we show that the property 
tax rate of a municipality is significantly positively affected by the property tax rate in the 
neighboring municipalities. We also find that the estimates of within property tax interaction 
are stronger when we take account of the possible impact of the other municipalities’ income 
tax rate. Concerning strategic interaction across different tax instruments we find that, 
estimating the reaction function between or year by year, the impact of the other 
municipalities’ income tax rate on the property tax rate is always negative and significant most 
of the time.  
Regarding the income tax reaction function the results are equivalent with respect to the sign 
but less robust with respect to the significance levels. Using the first and second order neighbor 
weight matrix, and the 25 km radius weight, within income tax rate interaction is positive and 
significant; using the 15 km radius weight matrix, within income tax rate interaction is only 
significant in some of the year by year estimations. Also here, point estimates are higher when 
allowing for cross tax interaction. With respect to the cross spatial impact of the other 
municipalities’ property tax rate on the income tax rate, almost all results show negative but 
insignificant interaction coefficients. 
 
How can we interpret the high and positive within spatial interaction coefficients and the 
negative cross spatial interaction coefficients? A possible interpretation is that the availability 
of three important policy instruments – the budget and the two tax rates – allows 
municipalities to strongly compete on one tax instrument without having to change the budget. 
For example, the presence of the income tax rate allows the municipalities to compete on the 
property tax rate without altering the budget. This implies that municipalities copy each others’ 
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tax structure rather than each others’ total tax burden or budget. But why would municipalities 
copy each others’ tax structure rather than each others’ budget? Within the yardstick 
competition model’s logic, which we believe is the major driving force behind policy interaction 
between Flemish municipalities, it is possible that, due to the higher visibility of tax rates than 
municipality budgets - rendering it easier for voters to use tax rates as a yardstick to evaluate 
politicians than budgets -, politicians are keener on mimicking tax rates than the budget. The 
fact that the interaction results are stronger for the property tax rate than for the income tax 
rate also fit into this picture. The property tax rate is more visible because it is filed separately, 
while the local income tax is withheld together with the federal income tax. 
 
We realize that this is only one possible interpretation of the results and that further theoretical 
research in support of these or other arguments is necessary. This paper shows that cross policy 
interaction, in the case of multiple tax instruments, is important and should not be ignored. Not 
only because its sign tells us something about the mechanism behind tax interaction, but also 
because ignoring it causes an omitted variable bias of the estimation of the within interaction 
coefficients.  
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Figure 4.1: box plots of the tax variables overall, between and within. 
 
 
 
Figure 4.2: box plots showing the evolution of the tax variables over time. 
 
 
 
Figure 4.3: share of municipalities raising or lowering tax rates. 
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Figure 4.4: year by year point estimates and 90% confidence intervals using the first and second 
order neighbors weight matrix.  
 
 
Black squares: coefficient estimates of equations with only within spatial interaction. 
White squares: coefficient estimates of equations with within and cross spatial interaction. 
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Figure 4.5: year by year point estimates and 90% confidence intervals using the 15 km radius 
weight matrix.  
 
Black squares: coefficient estimates of equations with only within spatial interaction. 
White squares: coefficient estimates of equations with within and cross spatial interaction. 
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Figure 4.6: year by year point estimates and 90% confidence intervals using the 25 km radius 
weight matrix.  
 
  
-0.4
-0.2
0
0.2
0.4
0.6
0.8
1
1.2
19
92
19
93
19
94
19
95
19
96
19
97
19
98
19
99
20
00
20
01
20
02
20
03
20
04
a) I equation: estimates of coefficients on WI
0
0.2
0.4
0.6
0.8
1
1.2
19
92
19
93
19
94
19
95
19
96
19
97
19
98
19
99
20
00
20
01
20
02
20
03
20
04
c) P equation: estimates of coefficients on WP
-0.08
-0.06
-0.04
-0.02
0
0.02
0.04
0.06
0.08
19
92
19
93
19
94
19
95
19
96
19
97
19
98
19
99
20
00
20
01
20
02
20
03
20
04
b) I equation: estimates of coefficients on WP
-6
-5
-4
-3
-2
-1
0
1
2
1992 1993 1994 1995 1996 1997 1998 1999 2000 2001 2002 2003 2004
d) P equation: estimates of coefficients on WI
Chapter 4: local tax interaction with multiple tax instruments: evidence from Flemish municipalities 
4-34 
 
Table 4.2: summary statistics tax variables. 
 
 
 
Table 4.3: summary statistics other variables. 
 
 
 
Table 4.4: description of municipality categories according to the classification of Dessoy (1998). 
 
Category:  Description: 
C1 Agricultural municipality with average agricultural activity 
C2 Agricultural municipality with strong agricultural activity 
C3 Residential municipality with income below regional average 
C4 Residential municipality with income above regional average and rural character 
C5 Residential municipality with average income 
C6 Residential municipality with high income 
C7 Residential municipality with high income and strong economic activity 
C8 Urban municipality, small town 
C9 Urban municipality, regional town 
C10 Urban municipality, big town 
C11 Industrial municipality  
C12 Touristic municipality 
  
Variable Obs Mean Std. Dev. Min Max
Income tax rate I
overall 3991 6.79 1.10 0.00 9.50
between 3991 6.79 1.01 0.00 8.77
within 3991 6.79 0.44 3.64 9.14
Property tax rate P
overall 3991 27.52 7.84 6.50 57.50
between 3991 27.52 6.77 11.95 48.37
within 3991 27.52 3.95 14.25 42.14
Variable Obs Mean Std. Dev. Min Max
IBASE (t-1) 3978 54.50 14.85 19.48 121.44
PBASE (t-1) 3978 13.07 5.60 3.09 61.68
POP (thousends) (t-1) 3978 19.24 31.00 0.96 467.88
LABDENS (t-1) 3978 39.21 25.49 8.13 319.86
YOUNG (t-1) 3978 24.00 2.12 17.56 32.57
OLD (t-1) 3978 15.33 2.71 6.88 25.51
UNEMPL (t-1) 3978 4.03 1.75 1.00 11.94
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Table 4.5: between estimation whole period 1992-2004. 
 
 
Robust z-statistics in parentheses; *** p<0.01, ** p<0.05, * p<0.1 
Even columns exclude cross spatial interaction term, uneven columns include cross spatial interaction term 
The 12 socio-economic municipality classification dummies are included in the estimation 
The instruments are a selection of WX satisfying the tests 
a Anderson Canonical correlation likelihood test for relevance of instruments 
b weak identification test for instruments 
c test of overidentifying restrictions for instruments 
d endogeneity test for IBASE and PBASE  
Weight matrix:
Dependent variable: I I P P I I P P I I P P
WI 0.468*** 0.764** -2.741** 0.257 0.512 -2.864*** 0.453*** 0.529** -2.893***
(2.65) (2.08) (-2.01) (1.32) (1.64) (-2.88) (2.92) (2.35) (-3.70)
WP -0.038 0.549*** 0.703*** -0.038 0.568*** 0.735*** -0.015 0.487*** 0.637***
(-1.08) (6.84) (6.18) (-1.41) (6.86) (7.08) (-0.68) (6.33) (7.52)
IBASE -0.009 -0.015 -0.180*** -0.161*** -0.011 -0.017 -0.180*** -0.152*** -0.009 -0.012 -0.170*** -0.146***
(-1.10) (-1.40) (-3.84) (-3.28) (-1.25) (-1.55) (-3.89) (-3.05) (-1.19) (-1.24) (-3.96) (-3.41)
PBASE -0.111*** -0.112*** -0.234*** -0.256*** -0.114*** -0.113*** -0.242*** -0.278*** -0.105*** -0.105*** -0.258*** -0.325***
(-4.41) (-4.38) (-2.92) (-3.23) (-4.31) (-4.28) (-3.20) (-3.66) (-4.48) (-4.53) (-3.70) (-4.57)
POP 0.003* 0.003* 0.007 0.005 0.003 0.003 0.008 0.006 0.003 0.003* 0.003 0.002
(1.85) (1.90) (1.35) (0.86) (1.59) (1.55) (1.48) (0.97) (1.63) (1.67) (0.64) (0.32)
LABDENS 0.005 0.004 -0.008 -0.008 0.005 0.004 -0.004 -0.004 0.005 0.004 -0.004 -0.004
(1.44) (1.37) (-0.50) (-0.47) (1.46) (1.36) (-0.29) (-0.29) (1.62) (1.56) (-0.31) (-0.27)
YOUNG 0.081** 0.100*** 0.321* 0.216 0.077** 0.098*** 0.271 0.149 0.083*** 0.088*** 0.419** 0.320*
(2.53) (2.94) (1.70) (1.07) (2.43) (2.87) (1.43) (0.76) (2.79) (2.95) (2.38) (1.84)
OLD 0.074*** 0.090*** 0.692*** 0.633*** 0.076*** 0.096*** 0.659*** 0.571*** 0.077*** 0.081*** 0.819*** 0.770***
(2.73) (3.04) (4.25) (3.65) (2.81) (3.45) (3.99) (3.31) (3.01) (3.23) (5.46) (5.30)
UNEMPL 0.026 -0.017 0.014 0.228 0.033 -0.010 0.055 0.273 0.031 0.015 -0.021 0.168
(0.60) (-0.28) (0.05) (0.74) (0.73) (-0.18) (0.19) (0.90) (0.75) (0.31) (-0.08) (0.68)
Constant 2.377 1.240 5.899 21.381* 3.839* 2.879 6.693 23.441** 2.178 2.135 2.514 19.559**
(1.23) (0.54) (0.66) (1.75) (1.94) (1.31) (0.77) (2.17) (1.28) (1.25) (0.31) (2.16)
Observations 306 306 306 306 306 306 306 306 306 306 306 306
R-squared 0.44 0.42 0.67 0.67 0.44 0.42 0.68 0.68 0.53 0.54 0.72 0.74
Anderson LRa (P-value) 0 0 0 0 0 0 0 0 0 0 0 0
Cragg-Donald F testb 32.06 21.16 96.66 25.53 30.90 15.26 93.70 21.45 21.32 13.44 37.55 16.08
Hansen J testc (P-value) 0.115 0.182 0.123 0.347 0.127 0.222 0.117 0.433 0.778 0.737 0.123 0.624
C statisticd (P-value) 0.474 0.905 0.138 0.412 0.282 0.635 0.382 0.915 0.166 0.182 0.181 0.755
1st and 2nd order neighbor W 15 km radius W 25 km radius W
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Table 4.6: between estimation per legislature, first and second order neighbor weight matrix. 
 
 
Robust z-statistics in parentheses; *** p<0.01, ** p<0.05, * p<0.1 
Even columns exclude cross spatial interaction term, uneven columns include cross spatial interaction term 
The 12 socio-economic municipality classification dummies are included in the estimation 
The instruments are a selection of WX satisfying the tests 
a Anderson Canonical correlation likelihood test for relevance of instruments 
b weak identification test for instruments 
c test of overidentifying restrictions for instruments 
d endogeneity test for IBASE and PBASE 
 
  
Legislature:
Dependent variable: I I P P I I P P I I P P
WI 0.583** 0.862** -3.169** 0.529*** 0.792** -2.941* 0.534*** 0.806** -1.581
(2.50) (2.32) (-2.41) (2.94) (2.18) (-1.74) (3.14) (2.39) (-1.12)
WP -0.046 0.581*** 0.727*** -0.034 0.575*** 0.739*** -0.033 0.534*** 0.626***
(-1.38) (5.52) (6.17) (-0.96) (6.02) (5.31) (-1.00) (6.53) (5.15)
IBASE -0.018 -0.025 -0.233*** -0.209*** -0.005 -0.009 -0.150*** -0.138** -0.010 -0.015 -0.190*** -0.179***
(-1.17) (-1.54) (-3.42) (-3.01) (-0.67) (-0.90) (-2.85) (-2.52) (-1.22) (-1.48) (-4.46) (-4.03)
PBASE -0.119*** -0.120*** -0.048 -0.088 -0.106*** -0.108*** -0.154* -0.167* -0.097*** -0.097*** -0.254*** -0.267***
(-2.99) (-2.96) (-0.45) (-0.85) (-4.19) (-4.22) (-1.79) (-1.94) (-5.62) (-5.56) (-3.51) (-3.60)
POP 0.004*** 0.004*** 0.011* 0.010 0.003** 0.003** 0.010* 0.007 0.001 0.001 -0.003 -0.004
(3.49) (3.41) (1.68) (1.34) (2.17) (2.21) (1.85) (1.24) (0.57) (0.53) (-0.36) (-0.52)
LABDENS 0.004 0.004 -0.032* -0.033* 0.005* 0.005* -0.012 -0.013 0.002 0.002 -0.003 -0.003
(1.10) (1.04) (-1.85) (-1.93) (1.74) (1.69) (-0.68) (-0.70) (0.57) (0.50) (-0.22) (-0.18)
YOUNG 0.050 0.065* 0.253 0.236 0.081** 0.097*** 0.234 0.138 0.090*** 0.117*** 0.404** 0.278
(1.30) (1.69) (1.20) (1.10) (2.45) (2.97) (1.13) (0.62) (2.71) (2.71) (2.18) (1.29)
OLD 0.042 0.055 0.658*** 0.670*** 0.079*** 0.093*** 0.715*** 0.677*** 0.059** 0.080** 0.533*** 0.447***
(1.17) (1.49) (3.17) (3.18) (2.79) (3.25) (3.94) (3.57) (2.03) (2.30) (3.57) (2.59)
UNEMPL -0.039 -0.076 0.001 0.123 0.015 -0.019 0.033 0.230 0.108* 0.061 0.044 0.212
(-0.83) (-1.45) (0.00) (0.56) (0.33) (-0.31) (0.11) (0.71) (1.82) (0.75) (0.09) (0.43)
Constant 3.353 2.609 5.545 21.412* 1.605 0.504 3.682 19.967 1.790 0.465 10.242 21.440*
(1.40) (0.99) (0.56) (1.82) (0.87) (0.24) (0.39) (1.43) (0.82) (0.18) (1.21) (1.67)
Observations 306 306 306 306 306 306 306 306 306 306 306 306
R-squared 0.32 0.31 0.60 0.60 0.40 0.37 0.59 0.58 0.46 0.44 0.65 0.65
Anderson LRa (P-value) 0 0 0 0 0 0 0 0 0 0 0 0
Cragg-Donald F testb 26.48 17.45 79.55 17.08 29.82 21.13 85.57 21.30 30.52 18.65 86.35 46.67
Hansen J testc (P-value) 0.159 0.380 0.256 0.699 0.126 0.191 0.253 0.493 0.138 0.143 0.0608 0.0407
C statisticd (P-value) 0.232 0.798 0.257 0.663 0.673 0.942 0.320 0.650 0.344 0.585 0.0431 0.0522
1992-1994 1995-2000 2001-2004
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Table 4.7: between estimation per legislature, 15 km radius weight matrix. 
 
 
Robust z-statistics in parentheses; *** p<0.01, ** p<0.05, * p<0.1 
Even columns exclude cross spatial interaction term, uneven columns include cross spatial interaction term 
The 12 socio-economic municipality classification dummies are included in the estimation 
The instruments are a selection of WX satisfying the tests 
a Anderson Canonical correlation likelihood test for relevance of instruments 
b weak identification test for instruments 
c test of overidentifying restrictions for instruments 
d endogeneity test for IBASE and PBASE 
  
Legislature:
Dependent variable: I I P P I I P P I I P P
WI 0.161 0.361 -2.691*** 0.138 0.313 -2.770** 0.231 0.453 -2.274**
(0.77) (1.39) (-2.68) (0.71) (1.02) (-2.15) (1.26) (1.59) (-2.12)
WP -0.044* 0.561*** 0.704*** -0.027 0.609*** 0.771*** -0.033 0.630*** 0.767***
(-1.96) (5.73) (6.37) (-0.98) (5.91) (5.95) (-1.24) (8.25) (7.42)
IBASE -0.018 -0.026 -0.234*** -0.201*** -0.007 -0.010 -0.148*** -0.131** -0.012 -0.018* -0.173*** -0.152***
(-1.20) (-1.57) (-3.48) (-2.85) (-0.84) (-1.02) (-2.82) (-2.36) (-1.51) (-1.68) (-4.10) (-3.38)
PBASE -0.126*** -0.125*** -0.079 -0.128 -0.110*** -0.111*** -0.158* -0.180** -0.101*** -0.100*** -0.248*** -0.273***
(-3.08) (-3.05) (-0.75) (-1.22) (-4.23) (-4.24) (-1.89) (-2.11) (-5.64) (-5.64) (-3.63) (-3.91)
POP 0.004*** 0.003*** 0.011* 0.010 0.003* 0.003* 0.011* 0.009 0.001 0.001 0.001 -0.002
(3.32) (3.22) (1.75) (1.38) (1.79) (1.75) (1.94) (1.43) (0.36) (0.28) (0.11) (-0.19)
LABDENS 0.004 0.004 -0.026 -0.029* 0.005* 0.005* -0.008 -0.009 0.002 0.002 -0.001 -0.001
(1.05) (0.93) (-1.59) (-1.68) (1.72) (1.66) (-0.46) (-0.52) (0.58) (0.51) (-0.07) (-0.05)
YOUNG 0.054 0.071* 0.235 0.221 0.077** 0.092*** 0.175 0.068 0.072** 0.097** 0.331* 0.139
(1.41) (1.80) (1.12) (1.05) (2.36) (2.75) (0.84) (0.31) (2.20) (2.51) (1.77) (0.67)
OLD 0.053 0.069* 0.661*** 0.647*** 0.087*** 0.101*** 0.664*** 0.605*** 0.051* 0.074** 0.482*** 0.332*
(1.48) (1.90) (3.23) (3.12) (3.10) (3.67) (3.56) (3.13) (1.72) (2.40) (3.12) (1.93)
UNEMPL -0.036 -0.072 0.034 0.127 0.024 -0.001 0.078 0.251 0.119* 0.070 0.160 0.436
(-0.77) (-1.50) (0.16) (0.59) (0.52) (-0.02) (0.26) (0.78) (1.95) (0.91) (0.35) (0.91)
Constant 5.838*** 5.484** 6.394 19.773* 4.158** 3.421* 4.351 20.337 4.503* 3.520 7.984 24.661**
(2.77) (2.53) (0.66) (1.91) (2.22) (1.69) (0.46) (1.61) (1.90) (1.40) (0.95) (2.16)
Observations 306 306 306 306 306 306 306 306 306 306 306 306
R-squared 0.34 0.33 0.62 0.61 0.41 0.39 0.60 0.59 0.46 0.45 0.66 0.66
Anderson LRa (P-value) 0 0 0 0 0 0 0 0 0 0 0 0
Cragg-Donald F testb 19.97 17.09 61.00 17.09 27.07 20.17 69.95 18.10 43.18 21.33 99.47 23.46
Hansen J testc (P-value) 0.156 0.283 0.293 0.645 0.599 0.654 0.253 0.396 0.135 0.128 0.0637 0.148
C statisticd (P-value) 0.109 0.312 0.610 0.317 0.625 0.926 0.428 0.618 0.173 0.321 0.220 0.468
1992-1994 1995-2000 2001-2004
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Table 4.8: between estimation per legislature, 25 km radius weight matrix. 
 
 
Robust z-statistics in parentheses; *** p<0.01, ** p<0.05, * p<0.1 
Even columns exclude cross spatial interaction term, uneven columns include cross spatial interaction term 
The 12 socio-economic municipality classification dummies are included in the estimation 
The instruments are a selection of WX satisfying the tests 
a Anderson Canonical correlation likelihood test for relevance of instruments 
b weak identification test for instruments 
c test of overidentifying restrictions for instruments 
d endogeneity test for IBASE and PBASE 
  
Legislature:
Dependent variable: I I P P I I P P I I P P
WI 0.472*** 0.544*** -1.517* 0.349* 0.362 -2.793*** 0.229 0.251 -2.390***
(3.17) (2.61) (-1.87) (1.88) (1.30) (-3.21) (1.44) (1.27) (-2.61)
WP -0.015 0.435*** 0.524*** -0.003 0.492*** 0.644*** -0.006 0.563*** 0.679***
(-0.68) (5.18) (5.81) (-0.10) (5.80) (6.44) (-0.29) (5.95) (6.39)
IBASE -0.013 -0.017 -0.195*** -0.185*** -0.006 -0.007 -0.123** -0.098* -0.012* -0.013 -0.214*** -0.195***
(-0.91) (-1.03) (-3.02) (-2.79) (-0.83) (-0.68) (-2.51) (-1.94) (-1.71) (-1.48) (-5.22) (-4.82)
PBASE -0.113*** -0.111*** -0.103 -0.153 -0.102*** -0.102*** -0.178** -0.245*** -0.101*** -0.101*** -0.257*** -0.286***
(-3.19) (-3.14) (-1.05) (-1.47) (-4.23) (-4.24) (-2.39) (-3.20) (-5.95) (-6.10) (-3.94) (-4.32)
POP 0.004*** 0.004*** 0.010* 0.009 0.003* 0.003* 0.007 0.006 0.001 0.001 -0.011 -0.012
(3.69) (3.65) (1.69) (1.45) (1.85) (1.85) (1.41) (1.14) (0.22) (0.22) (-1.50) (-1.61)
LABDENS 0.004 0.004 -0.025* -0.025* 0.005* 0.005* -0.009 -0.008 0.002 0.002 -0.001 -0.003
(1.17) (1.06) (-1.72) (-1.67) (1.79) (1.75) (-0.63) (-0.53) (0.68) (0.67) (-0.08) (-0.25)
YOUNG 0.062* 0.066* 0.407** 0.375* 0.083*** 0.084*** 0.342* 0.245 0.064** 0.066** 0.402** 0.298
(1.76) (1.89) (1.99) (1.84) (2.64) (2.66) (1.75) (1.28) (2.10) (2.10) (2.20) (1.62)
OLD 0.054 0.054 0.888*** 0.891*** 0.090*** 0.090*** 0.903*** 0.854*** 0.044 0.047 0.483*** 0.408***
(1.61) (1.63) (4.64) (4.71) (3.36) (3.43) (5.43) (5.36) (1.57) (1.60) (3.18) (2.66)
UNEMPL -0.040 -0.055 -0.060 0.030 0.020 0.018 -0.054 0.114 0.127** 0.120* 0.046 0.210
(-0.91) (-1.10) (-0.29) (0.15) (0.45) (0.35) (-0.20) (0.41) (2.15) (1.76) (0.11) (0.50)
Constant 3.145 3.205 -0.604 7.529 2.425 2.420 -1.675 14.609 4.887*** 4.887*** 13.352* 28.587***
(1.46) (1.48) (-0.06) (0.69) (1.41) (1.40) (-0.19) (1.51) (2.68) (2.69) (1.65) (2.98)
Observations 306 306 306 306 306 306 306 306 306 306 306 306
R-squared 0.42 0.43 0.64 0.65 0.48 0.48 0.65 0.67 0.50 0.50 0.68 0.68
Anderson LRa (P-value) 0 0 0 0 0 0 0 0 0 0 0 0
Cragg-Donald F testb 22.7 11.08 32.77 11.08 23.29 15.78 37.05 16.7 20.65 13.17 30.34 10.23
Hansen J testc (P-value) 0.178 0.165 0.672 0.801 0.856 0.796 0.072 0.209 0.926 0.884 0.003 0.006
C statisticd (P-value) 0.085 0.055 0.657 0.802 0.226 0.182 0.153 0.475 0.709 0.703 0.003 0.007
1992-1994 1995-2000 2001-2004
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Table 4.9: estimation per year, first and second order neighbor weight matrix. 
 
 
Robust z-statistics in parentheses; *** p<0.01, ** p<0.05, * p<0.1 
Even columns exclude cross spatial interaction term, uneven columns include cross spatial interaction term 
All control variables are included in the estimation 
The instruments are a selection of WX satisfying the tests 
a Anderson Canonical correlation likelihood test for relevance of instruments 
b weak identification test for instruments 
c test of overidentifying restrictions for instruments 
d endogeneity test for IBASE and PBASE 
  
Year:
Dependent variable: I I P P I I P P I I P P
WI 0.962*** 0.718*** -2.252* 0.865** 0.698*** -3.314** 0.894** 0.651*** -3.646***
(2.83) (3.16) (-1.68) (2.26) (2.74) (-2.51) (2.21) (2.59) (-2.75)
WP -0.044 0.729*** 0.623*** -0.029 0.751*** 0.607*** -0.040 0.766*** 0.598***
(-1.29) (6.12) (5.54) (-0.87) (6.38) (5.68) (-1.08) (6.55) (5.79)
Observations 306 306 306 306 306 306 306 306 306 306 306 306
R-squared 0.31 0.32 0.59 0.59 0.28 0.29 0.59 0.59 0.28 0.29 0.60 0.60
Anderson LRa (P-value) 0 0 0 0 0 0 0 0 0 0 0 0
Cragg-Donald F testb 17.27 24.97 17.35 72.11 19.45 27.53 18.55 87.65 17.74 26.13 16.40 82.86
Hansen J testc (P-value) 0.767 0.453 0.735 0.400 0.469 0.438 0.637 0.199 0.402 0.305 0.761 0.268
C statisticd (P-value) 0.890 0.291 0.781 0.488 0.792 0.552 0.782 0.159 0.690 0.363 0.650 0.164
Year:
Dependent variable: I I P P I I P P I I P P
WI 0.669* 0.503** -3.758*** 0.746** 0.635*** -2.937* 0.813** 0.728*** -2.069
(1.76) (2.51) (-2.58) (2.13) (3.30) (-1.69) (2.26) (3.40) (-1.12)
WP -0.023 0.754*** 0.561*** -0.014 0.838*** 0.677*** -0.011 0.770*** 0.658***
(-0.60) (6.60) (5.61) (-0.40) (5.84) (6.07) (-0.33) (5.09) (6.28)
Observations 306 306 306 306 306 306 306 306 306 306 306 306
R-squared 0.36 0.37 0.60 0.60 0.33 0.34 0.54 0.55 0.37 0.37 0.53 0.54
Anderson LRa (P-value) 0 0 0 0 0 0 0 0 0 0 0 0
Cragg-Donald F testb 22.96 29.15 24.77 98.21 21.76 28.59 25.58 100.5 22.77 34.27 21.51 89.16
Hansen J testc (P-value) 0.395 0.317 0.523 0.115 0.262 0.281 0.699 0.385 0.533 0.590 0.209 0.154
C statisticd (P-value) 0.643 0.370 0.775 0.196 0.451 0.636 0.664 0.300 0.336 0.333 0.963 0.734
1992 1993 1994
1995 1996 1997
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Table 4.9 (continued): estimation per year, first and second order neighbor weight matrix. 
 
 
Robust z-statistics in parentheses; *** p<0.01, ** p<0.05, * p<0.1 
Even columns exclude cross spatial interaction term, uneven columns include cross spatial interaction term 
All control variables are included in the estimation 
The instruments are a selection of WX satisfying the tests 
a Anderson Canonical correlation likelihood test for relevance of instruments 
b weak identification test for instruments 
c test of overidentifying restrictions for instruments 
d endogeneity test for IBASE and PBASE 
 
  
Year:
Dependent variable: I I P P I I P P I I P P
WI 0.881** 0.651*** -2.414 0.877** 0.641*** -2.925* 0.834** 0.610*** -3.127*
(2.33) (3.33) (-1.33) (2.55) (3.26) (-1.70) (2.47) (3.26) (-1.83)
WP -0.030 0.728*** 0.594*** -0.031 0.710*** 0.553*** -0.031 0.708*** 0.531***
(-0.81) (4.96) (6.15) (-0.92) (4.99) (5.83) (-0.84) (4.83) (5.58)
Observations 306 306 306 306 306 306 306 306 306 306 306 306
R-squared 0.34 0.36 0.56 0.57 0.33 0.35 0.57 0.58 0.34 0.36 0.57 0.59
Anderson LRa (P-value) 0 0 0 0 0 0 0 0 0 0 0 0
Cragg-Donald F testb 21.68 28.84 20.49 83.04 21.97 28.05 21.35 86.41 22.20 27.59 21.81 78.00
Hansen J testc (P-value) 0.199 0.156 0.428 0.292 0.165 0.163 0.478 0.271 0.267 0.254 0.500 0.306
C statisticd (P-value) 0.524 0.287 0.525 0.381 0.287 0.222 0.781 0.503 0.283 0.214 0.735 1.000
Year:
Dependent variable: I I P P I I P P I I P P I I P P
WI 0.840*** 0.695*** -1.116 0.903*** 0.707*** -0.957 0.831** 0.495*** -3.350* 0.775** 0.462** -2.389
(2.61) (4.24) (-0.77) (2.71) (3.76) (-0.67) (2.34) (2.88) (-1.79) (2.27) (2.41) (-1.56)
WP -0.017 0.762*** 0.691*** -0.022 0.778*** 0.724*** -0.042 0.620*** 0.443*** -0.047 0.550*** 0.424***
(-0.52) (5.93) (7.98) (-0.71) (6.80) (8.97) (-1.21) (4.48) (5.22) (-1.45) (4.53) (5.25)
Observations 306 306 306 306 306 306 306 306 306 306 306 306 306 306 306 306
R-squared 0.40 0.41 0.58 0.58 0.39 0.41 0.62 0.62 0.40 0.42 0.61 0.62 0.41 0.43 0.63 0.63
Anderson LRa (P-value) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Cragg-Donald F testb 24.32 33.81 30.01 84.53 19.32 28.78 22.12 72.15 23.70 45.30 21.55 91.52 24.40 39.12 26.48 131.9
Hansen J testc (P-value) 0.134 0.145 0.390 0.386 0.118 0.127 0.102 0.114 0.141 0.118 0.640 0.309 0.263 0.218 0.442 0.372
C statisticd (P-value) 0.810 0.716 0.308 0.263 0.189 0.157 0.507 0.546 0.399 0.135 0.565 0.210 0.611 0.252 0.988 0.445
2004
1998 1999 2000
2001 2002 2003
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Table 4.10: estimation per year, 15 km radius weight matrix. 
 
 
Robust z-statistics in parentheses; *** p<0.01, ** p<0.05, * p<0.1 
Even columns exclude cross spatial interaction term, uneven columns include cross spatial interaction term 
All control variables are included in the estimation 
The instruments are a selection of WX satisfying the tests 
a Anderson Canonical correlation likelihood test for relevance of instruments 
b weak identification test for instruments 
c test of overidentifying restrictions for instruments 
d endogeneity test for IBASE and PBASE  
Year:
Dependent variable: I I P P I I P P I I P P
WI 0.396* 0.201 -1.858* 0.409 0.242 -3.010*** 0.334 0.123 -3.116***
(1.76) (1.03) (-1.92) (1.45) (1.06) (-2.96) (1.15) (0.54) (-2.76)
WP -0.047** 0.696*** 0.591*** -0.037 0.731*** 0.582*** -0.044* 0.718*** 0.552***
(-2.30) (6.22) (5.51) (-1.61) (6.57) (5.86) (-1.71) (6.04) (5.51)
Observations 306 306 306 306 306 306 306 306 306 306 306 306
R-squared 0.34 0.34 0.60 0.60 0.30 0.31 0.60 0.61 0.31 0.32 0.61 0.62
Anderson LRa (P-value) 0 0 0 0 0 0 0 0 0 0 0 0
Cragg-Donald F testb 18.81 21.46 18.81 54.16 17.22 21.56 17.22 66.26 17.08 20.65 17.86 77.02
Hansen J testc (P-value) 0.396 0.180 0.901 0.592 0.423 0.300 0.654 0.273 0.225 0.155 0.521 0.113
C statisticd (P-value) 0.477 0.151 0.350 0.974 0.611 0.287 0.722 0.554 0.396 0.184 0.609 0.218
Year:
Dependent variable: I I P P I I P P I I P P
WI 0.416 0.173 -3.917*** 0.272 0.172 -2.825* 0.337 0.320 -1.750
(1.37) (0.89) (-3.55) (0.89) (0.89) (-1.84) (1.16) (1.54) (-1.29)
WP -0.038 0.801*** 0.591*** -0.015 0.832*** 0.661*** -0.003 0.797*** 0.698***
(-1.42) (7.50) (5.89) (-0.54) (5.09) (4.82) (-0.11) (5.59) (6.06)
Observations 306 306 306 306 306 306 306 306 306 306 306 306
R-squared 0.36 0.38 0.61 0.61 0.35 0.36 0.54 0.56 0.38 0.38 0.55 0.55
Anderson LRa (P-value) 0 0 0 0 0 0 0 0 0 0 0 0
Cragg-Donald F testb 19.07 24.26 19.53 74.78 18.84 28.01 18.46 89.31 20.88 28.53 17.55 77.05
Hansen J testc (P-value) 0.485 0.271 0.417 0.152 0.728 0.734 0.352 0.229 0.596 0.672 0.248 0.272
C statisticd (P-value) 0.659 0.297 0.896 0.161 0.914 0.994 0.814 0.433 0.561 0.683 0.362 0.489
1992 1993 1994
1995 1996 1997
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Table 4.10 (continued): estimation per year, 15 km radius weight matrix. 
 
 
Robust z-statistics in parentheses; *** p<0.01, ** p<0.05, * p<0.1 
Even columns exclude cross spatial interaction term, uneven columns include cross spatial interaction term 
All control variables are included in the estimation 
The instruments are a selection of WX satisfying the tests 
a Anderson Canonical correlation likelihood test for relevance of instruments 
b weak identification test for instruments 
c test of overidentifying restrictions for instruments 
d endogeneity test for IBASE and PBASE 
 
  
Year:
Dependent variable: I I P P I I P P I I P P
WI 0.432 0.238 -2.260 0.454 0.239 -2.575* 0.416 0.199 -2.465*
(1.38) (1.18) (-1.59) (1.41) (1.09) (-1.89) (1.34) (0.97) (-1.77)
WP -0.029 0.674*** 0.538*** -0.033 0.632*** 0.478*** -0.034 0.633*** 0.475***
(-1.07) (4.57) (4.74) (-1.21) (4.56) (4.44) (-1.17) (4.30) (4.36)
Observations 306 306 306 306 306 306 306 306 306 306 306 306
R-squared 0.35 0.37 0.57 0.58 0.34 0.36 0.58 0.59 0.35 0.37 0.58 0.59
Anderson LRa (P-value) 0 0 0 0 0 0 0 0 0 0 0 0
Cragg-Donald F testb 18.30 25.03 20.00 105.6 17.61 27.70 19.61 88.83 17.81 26.17 20.66 97.92
Hansen J testc (P-value) 0.547 0.475 0.130 0.123 0.617 0.573 0.228 0.150 0.640 0.564 0.108 0.0946
C statisticd (P-value) 0.454 0.200 0.458 0.241 0.458 0.285 0.339 0.405 0.646 0.459 0.421 0.238
Year:
Dependent variable: I I P P I I P P I I P P I I P P
WI 0.396 0.309* -1.409 0.551* 0.393** -2.128* 0.546* 0.251 -3.433** 0.532* 0.226 -1.819
(1.39) (1.72) (-1.14) (1.91) (1.96) (-1.95) (1.81) (1.30) (-2.37) (1.86) (1.14) (-1.50)
WP -0.012 0.762*** 0.670*** -0.021 0.840*** 0.715*** -0.044 0.654*** 0.472*** -0.055** 0.531*** 0.436***
(-0.45) (6.12) (7.69) (-0.87) (8.21) (9.19) (-1.55) (5.16) (5.38) (-1.99) (4.76) (5.07)
Observations 306 306 306 306 306 306 306 306 306 306 306 306 306 306 306 306
R-squared 0.41 0.41 0.57 0.58 0.39 0.40 0.63 0.63 0.40 0.42 0.63 0.63 0.42 0.43 0.63 0.63
Anderson LRa (P-value) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Cragg-Donald F testb 22.78 33.36 23.75 74.57 16.60 39.28 18.64 79.00 18.97 43.29 17.28 90.65 21.29 40.47 23.56 112.3
Hansen J testc (P-value) 0.329 0.381 0.317 0.272 0.191 0.195 0.432 0.287 0.202 0.171 0.483 0.117 0.134 0.0996 0.420 0.371
C statisticd (P-value) 0.842 0.819 0.877 0.619 0.118 0.0749 0.814 0.720 0.355 0.141 0.786 0.119 0.446 0.160 0.524 0.796
2004
1998 1999 2000
2001 2002 2003
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Table 4.11: estimation per year, 25 km radius weight matrix. 
 
Robust z-statistics in parentheses; *** p<0.01, ** p<0.05, * p<0.1 
Even columns exclude cross spatial interaction term, uneven columns include cross spatial interaction term 
All control variables are included in the estimation 
The instruments are a selection of WX satisfying the tests 
a Anderson Canonical correlation likelihood test for relevance of instruments 
b weak identification test for instruments 
c test of overidentifying restrictions for instruments 
d endogeneity test for IBASE and PBASE 
 
Year:
Dependent variable: I I P P I I P P I I P P
WI 0.362*** 0.381** -1.087 0.454*** 0.516** -2.319*** 0.463*** 0.518** -0.633
(2.85) (2.39) (-1.32) (2.97) (2.42) (-3.01) (2.94) (2.16) (-0.69)
WP -0.006 0.454*** 0.511*** -0.012 0.384*** 0.546*** -0.012 0.427*** 0.462***
(-0.30) (5.21) (5.27) (-0.52) (4.52) (6.05) (-0.46) (5.32) (5.02)
Observations 306 306 306 306 306 306 306 306 306 306 306 306
R-squared 0.40 0.40 0.63 0.63 0.40 0.41 0.62 0.62 0.40 0.40 0.65 0.65
Anderson LRa (P-value) 0 0 0 0 0 0 0 0 0 0 0 0
Cragg-Donald F testb 19.39 8.97 25.70 8.97 20.71 9.12 28.35 9.12 19.01 8.26 43.97 9.88
Hansen J testc (P-value) 0.07 0.06 0.87 0.92 0.18 0.15 0.15 0.51 0.52 0.43 0.37 0.29
C statisticd (P-value) 0.13 0.19 0.88 0.87 0.47 0.62 0.54 0.88 0.07 0.06 0.65 0.69
Year:
Dependent variable: I I P P I I P P I I P P
WI 0.297** 0.180 -1.952** 0.258 0.198 -2.148** 0.381** 0.323 -1.613**
(2.14) (0.93) (-2.16) (1.58) (0.91) (-2.05) (2.07) (1.42) (-2.20)
WP 0.024 0.472*** 0.590*** 0.012 0.495*** 0.646*** 0.019 0.535*** 0.619***
(1.11) (5.42) (5.69) (0.53) (4.33) (4.59) (0.75) (5.66) (6.07)
Observations 306 306 306 306 306 306 306 306 306 306 306 306
R-squared 0.43 0.42 0.63 0.63 0.42 0.41 0.60 0.61 0.47 0.47 0.60 0.61
Anderson LRa (P-value) 0 0 0 0 0 0 0 0 0 0 0 0
Cragg-Donald F testb 22.52 12.45 28.73 10.57 21.06 11.45 63.03 16.69 21.97 14.41 27.85 12.44
Hansen J testc (P-value) 0.08 0.08 0.46 0.47 0.97 0.96 0.32 0.88 0.64 0.69 0.05 0.11
C statisticd (P-value) 0.07 0.01 0.17 0.26 0.93 0.93 0.25 0.99 0.29 0.22 0.89 0.91
1992 1993 1994
1995 1996 1997
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Table 4.11 (continued): estimation per year, 25 km radius weight matrix. 
 
 
Robust z-statistics in parentheses; *** p<0.01, ** p<0.05, * p<0.1 
Even columns exclude cross spatial interaction term, uneven columns include cross spatial interaction term 
All control variables are included in the estimation 
The instruments are a selection of WX satisfying the tests 
a Anderson Canonical correlation likelihood test for relevance of instruments 
b weak identification test for instruments 
c test of overidentifying restrictions for instruments 
d endogeneity test for IBASE and PBASE 
Year:
Dependent variable: I I P P I I P P I I P P
WI 0.356* 0.384 -1.502 0.333* 0.349 -2.804*** 0.469** 0.557** -2.941***
(1.80) (1.47) (-1.35) (1.79) (1.51) (-3.63) (2.44) (1.99) (-2.92)
WP -0.007 0.342*** 0.414*** -0.006 0.391*** 0.542*** -0.019 0.304*** 0.505***
(-0.30) (3.55) (3.73) (-0.25) (4.03) (5.09) (-0.66) (3.04) (4.14)
Observations 306 306 306 306 306 306 306 306 306 306 306 306
R-squared 0.45 0.45 0.61 0.62 0.43 0.43 0.62 0.63 0.47 0.48 0.62 0.64
Anderson LRa (P-value) 0 0 0 0 0 0 0 0 0 0 0 0
Cragg-Donald F testb 18.93 9.90 65.46 16.93 19.20 14.44 61.19 25.13 21.77 8.77 51.59 15.81
Hansen J testc (P-value) 0.95 0.92 0.27 0.29 0.80 0.75 0.00 0.01 0.89 0.83 0.01 0.11
C statisticd (P-value) 0.64 0.65 0.23 0.40 0.34 0.24 0.07 0.12 0.58 0.58 0.02 0.15
Year:
Dependent variable: I I P P I I P P I I P P I I P P
WI 0.199 0.186 -0.705 0.372** 0.427* -2.998*** 0.216 0.230 -3.073*** 0.180 0.187 -2.445**
(1.22) (0.94) (-0.84) (2.02) (1.79) (-2.85) (1.36) (1.29) (-2.83) (1.44) (1.20) (-2.13)
WP 0.005 0.490*** 0.521*** -0.014 0.612*** 0.785*** -0.006 0.475*** 0.610*** -0.001 0.455*** 0.601***
(0.22) (4.76) (4.94) (-0.50) (5.76) (6.48) (-0.27) (4.45) (5.28) (-0.08) (4.88) (5.22)
Observations 306 306 306 306 306 306 306 306 306 306 306 306 306 306 306 306
R-squared 0.44 0.44 0.59 0.60 0.46 0.46 0.62 0.62 0.45 0.46 0.63 0.63 0.46 0.46 0.65 0.65
Anderson LRa (P-value) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Cragg-Donald F testb 22.96 14.58 34.62 11.94 19.78 10.76 24.79 9.21 15.09 11.43 53.19 15.95 16.92 9.09 59.51 15.04
Hansen J testc (P-value) 0.78 0.71 0.04 0.03 0.73 0.68 0.04 0.07 0.77 0.70 0.02 0.21 0.50 0.43 0.02 0.05
C statisticd (P-value) 0.60 0.60 0.02 0.01 0.75 0.90 0.09 0.08 0.92 0.91 0.00 0.11 0.88 0.90 0.00 0.02
2004
1998 1999 2000
2001 2002 2003
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Appendix 4.A: 
 
Table 4.A presents the Lagrange Multiplier test statistics (Anselin et al. 1996) for the choice 
between spatial autocorrelation (spatial error) and spatial lag dependency. The tests are robust 
in the sense that they test for spatial autocorrelation in the presence of a spatially lagged 
variable, and for spatial lag dependence in the presence of spatial error autocorrelation. In 
none of the equations the tests point to the presence of spatial autocorrelation in the error. As 
a result, the tests do not indicate that a spatial error specification is more suitable than a spatial 
lag model. Although the test results are consistently higher for the spatial lag than for the 
spatial error, the tests results reveal no significant spatial lag in the I equation. This is surprising 
given the often significant spatial lag results for the I equation, estimated with IV in the main 
text.  
  
Table 4.A: robust LM tests for spatial lag and spatial error. 
 
 I equation P equation 
W: 1st and 2nd order neighbors 
LM lag test 0.079 27.51*** 
LM error test 0.003 3.54 
W: 15 km radius 
LM lag test 0.109 28.80*** 
LM error test 0.033 4.30 
W: 25 km radius 
LM lag test 0.624 34.03*** 
LM error test 0.460 3.95 
Significant at the 1% level (***) 
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Appendix 4.B: 
 
In order to take account of possible non linearities in the control variables, we estimate the 
baseline equation, between for the whole period with the 1st and 2nd order weight matrix, 
adding the squared control variables one by one. Except for PBASE and labor density 
(LABDENS), all squared control variables entered insignificantly. Therefore, table 4.B only 
reports the coefficient estimates adding PBASE and LABDENS squared. It is obvious that the 
coefficients on the variables of interest, the spatial interaction variables, remain approximately 
the same as in table 4.4. The squared property tax base enters negatively in the income tax 
equation, pointing to a quadratic rather than a linear relationship between the property tax 
base and the income tax rate. The positive impact of the squared labor density in the property 
tax equation indicates that municipalities with much economic activity increasingly rely on the 
property tax rate, putting a relatively higher share of the tax burden on firms. 
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Table 4.B: between estimation whole period 1992-2004, controlling for non linearities. 
 
Robust z-statistics in parentheses; *** p<0.01, ** p<0.05, * p<0.1 
Even columns exclude cross spatial interaction term, uneven columns include cross spatial interaction term 
All control variables are included in the estimation 
The instruments are a selection of WX satisfying the tests 
a Anderson Canonical correlation likelihood test for relevance of instruments 
b weak identification test for instruments 
c test of overidentifying restrictions for instruments 
d endogeneity test for IBASE and PBASE 
  
Weight matrix:
Dependent variable: I I P P I I P P
WI 0.573*** 0.681*** -3.108*** 0.514*** 0.658*** -3.244***
(3.92) (3.22) (-4.09) (3.41) (2.97) (-4.27)
WP -0.024 0.484*** 0.659*** -0.032 0.509*** 0.681***
(-1.03) (5.93) (7.51) (-1.29) (6.43) (8.11)
IBASE -0.009 -0.014 -0.162*** -0.133*** -0.009 -0.016 -0.157*** -0.128***
(-1.22) (-1.41) (-4.06) (-3.35) (-1.19) (-1.52) (-3.85) (-3.24)
PBASE 0.054 0.035 -0.773*** -0.693*** -0.100*** -0.099*** -0.242*** -0.334***
(0.87) (0.60) (-3.27) (-2.77) (-4.56) (-4.69) (-3.63) (-4.67)
POP 0.003** 0.003** 0.005 0.002 0.003* 0.003** 0.006 0.003
(2.02) (2.17) (1.19) (0.42) (1.96) (2.13) (1.27) (0.50)
LABDENS 0.005 0.004 -0.003 -0.001 0.004 0.003 -0.041 -0.044*
(1.48) (1.38) (-0.29) (-0.06) (0.87) (0.69) (-1.51) (-1.68)
YOUNG 0.085*** 0.092*** 0.378** 0.303* 0.079*** 0.089*** 0.388** 0.305*
(2.89) (3.17) (2.29) (1.88) (2.76) (3.11) (2.33) (1.89)
OLD 0.089*** 0.096*** 0.736*** 0.703*** 0.074*** 0.085*** 0.784*** 0.736***
(3.39) (3.70) (5.15) (5.01) (3.01) (3.48) (5.46) (5.24)
UNEMPL 0.056 0.027 -0.126 0.122 0.029 -0.004 -0.050 0.161
(1.28) (0.52) (-0.53) (0.52) (0.72) (-0.09) (-0.21) (0.71)
PBASE2 -0.004** -0.004** 0.015** 0.010
(-2.18) (-1.97) (2.45) (1.45)
LABDENS2 0.000 0.000 0.000** 0.000**
(0.17) (0.27) (2.05) (2.40)
Constant -0.236 0.004 8.550 24.077*** 1.835 1.848 3.062 21.633**
(-0.13) (0.00) (1.08) (2.74) (1.15) (1.16) (0.40) (2.49)
Observations 306 306 306 306 306 306 306 306
R-squared 0.61 0.62 0.75 0.76 0.58 0.60 0.75 0.76
Anderson LRa (P-value) 0 0 0 0 0 0 0 0
Cragg-Donald F testb 12.84 9.01 24.05 11.23 12.64 8.37 25.76 10.20
Hansen J testc (P-value) 0.56 0.49 0.07 0.70 0.57 0.51 0.06 0.74
C statisticd (P-value) 0.55 0.74 0.18 0.88 0.39 0.61 0.04 0.44
1st and 2nd order neighbor W 1st and 2nd order neighbor W
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