Abstract-Training codes are introduced for the multiple-antenna, noncoherent, multiple block-Rayleigh-fading channel in which the fading coefficients, which are constant over a fixed number of dimensions (coherence interval) for each block and then change independently to a new realization, are known neither at the transmitter nor at the receiver. Each codeword of a training code consists of a part known to the receiver-used to form a minimum mean-squared error (MMSE) estimate of the channel-and a part that contains codeword(s) of a space-time block or trellis code designed for the coherent channel (in which the receiver has perfect knowledge of the channel). The channel estimate is used as if it were error-free for decoding the information-bearing part of the training codeword. Training codes are hence easily designed to have high rate and low decoding complexity by choosing the underlying coherent code to have high rate and to be efficiently decodable. Conditions for which the estimator-detector (E-D) receiver is equivalent to the optimal noncoherent receiver are established. A key performance analysis result of this paper is that the training codes when decoded with the E-D receiver achieve a diversity order of the error probability that is equal to the diversity order of the underlying coherent code. In some cases, the performance of training codes can be measured relative to coherent reception via "training efficiency," which is then optimized over the energy allocation between the training and data phases. In the limit of increasing block lengths, training codes always achieve the performance of coherent reception. The examples of training codes provided in this work have polynomial complexity in rate but an error rate comparable to the best performing unitary designs available, even though the latter require exponential decoding complexity.
Leveraging Coherent Space-Time Codes for Noncoherent Communication Via Training this channel [3] [4] [5] [6] [7] [8] [9] [10] [11] . 1 Because in [1] the capacity-achieving signals are shown to be the product of an isotropically distributed unitary matrix with an independently distributed real, nonnegative, diagonal matrix, whose entries become deterministic for high signal-to-noise ratio (SNR) [2] , all of the suggested signaling schemes implement the so-called unitary space-time modulation (USTM) [3] . In USTM, the signals transmitted in one block from the antennas are orthogonal to each other and have the same energy, i.e., the signal matrices are part of a unitary matrix.
Thus, the problem of finding good constellations for the noncoherent block-Rayleigh-fading channel has been considered to be one of finding a set of good (by some measure) complex matrices with orthonormal columns. In [3] , [5] , [6] these signal matrices are obtained from numerical optimization, yielding signal sets without structure, which would have to be stored at the transmitter and the receiver. Moreover, their detection suffers from an exponential complexity in the rate per block length of the transmission, because the optimum receiver has to test all signals [3] , [18] (for a given rate in bits per dimension and block length the number of signals ). Even the systematically generated designs of [4] suffer from this exponential decoding complexity.
USTM is not only argued for in the ergodic capacity sense of [1] , [2] (when coding is applied across the independent fading blocks) but also as a means to achieve the space-time autocapacity [19] . Autocapacity (cf. [20] ) measures the amount of information that can be transmitted reliably in a single block, when both the block length and the number of transmit antennas approach infinity, independently of whether or not the receiver knows the channel. It is argued in [20] that the effect can be exploited at moderately large transmit antennas and block lengths. Unfortunately, even though the constellations of [19] have structure, the optimum receiver has again a complexity that is exponential in . Recently, however, [7] proposed the so-called generalized noncoherent phase-shift keying (PSK) constellations (and [9] expands upon them) that can be optimally decoded with complexity independent of the rate. The same work also proposes the noncoherent orthogonal designs, whose complexity is also independent of the rate, as is the complexity of the unitary constellations of [11] . In this paper, we show that the latter two constellations are equivalent and can be more easily interpreted and analyzed as a training code. Moreover, the codes of [7] , [11] can also be easily improved upon by using the training code framework. In [8] , [10] , different transforms are used to construct unitary signals with simplified, low-complexity, albeit suboptimum, receivers, whose complexity is roughly polynomial in . The notion of training (or pilot-assisted modulation) has been a classical engineering approach for dealing with an unknown channel, see for example [21] , which analyzes pilot schemes for a single transmit and receive antenna. In training schemes, some fraction of time (dimensions) is used to send training symbols, known to the receiver. The receiver estimates the channel and detects the information as if the channel estimate were perfect. In the space-time context, training has been considered for example in
• reference [22] for a high-data-rate modem;
• reference [23] , where it is shown that for a restricted class of constant energy constellations, the original (coherent) code design criteria of [24] , [25] still apply when there is uncertainty about the channel (because it is estimated); • reference [26] , where training for Bell Labs layered space-time architecture (BLAST) [27] is considered; and • references [28] , [29] , where training sequences for frequency-selective multiple-antenna channels are designed; • reference [30] , which demonstrates that layered spacetime systems combined with training can capture a sizable portion of the autocapacity with realizable complexity.
There has also been a growing interest in the information-theoretic treatment of training and contributions in this area are as follows:
• reference [31] bounds the loss due to not knowing the channel exactly for a continuously varying channel; • reference [32] assumes a Gaussian codebook and a scaled nearest neighbor decoder in a training setting shows the optimality of the minimum mean-square error (MMSE) estimate; • references [33] , [34] characterize the achievable rate of a scheme that embeds pilot symbols and perfectly interleaves the data symbols and also show the optimality of the MMSE estimate for this setting; • reference [35] optimizes the placement of the pilots for frequency-selective channels; • reference [2] shows that a training scheme achieves all the degrees of freedom of a multiple-antenna communication systems; • reference [36] argues further that a training scheme can also achieve the optimal diversity-multiplexing tradeoff; • reference [37] lower-bounds the achievable rate with training and optimizes the energy allocation between training and data phase. When the coherence time of the channel becomes large, plots in [37] suggest that the achievable rate with training (called training capacity in the following) approaches the coherent capacity for increasing . This makes intuitive sense, because for increasing a diminishing part of the coherence interval is "wasted" on training. It is more useful, however, to compare training with USTM in terms of maximum achievable rate (or spectral efficiency) for finite values of . Unfortunately, except for the one transmit antenna case, none of the involved capacities can be evaluated exactly, so that we have to resort to bounds as summarized next.
The mutual information of unitary space-time signaling is computed in [38] and provides a lower bound on the noncoherent capacity for all SNR. This lower bound on noncoherent capacity is also known to be asymptotically tight [2] . A lower bound on the capacity that can be achieved with training (i.e., training capacity) is derived in [37] and is maximized over the training "interval" and the power allocation between training and data phase (for a very similar bound see also [2] ). It is argued in [37] that the bound on the training capacity is tight, both for low and high SNR. For a new upper bound on the training capacity, we multiply the coherent capacity of [39] by . This corresponds to the capacity of a genie-aided training based scheme, in which the genie reveals perfect channel estimates to the receiver, but the transmitter is unaware of the genie and continues to send training symbols (which the receiver ignores). This bound is obviously tighter than just the coherent capacity. Note, however, that it is not an upper bound to the true noncoherent capacity discussed in [1] , [2] .
In order to combine the above results in a common framework and present new insights, we follow the notion of the maximum achievable spectral efficiency as a function of the (transmitted) bit energy to noise ratio [40] . Thus, we present the numerical comparison of mutual information and the relevant bounds on an scale. Such a renormalization requires an explanation on how the resulting graph must be interpreted. Suppose SNR is the capacity as a function of SNR. Then, to obtain the set of achievable spectral efficiencies for a given , one simply obtains the set of rates such that . The maximum spectral efficiency is given by the largest such rate. If SNR is a lower (upper) bound on SNR as a function of SNR, then the set of achievable rates for a given contains (is contained in) the set of rates such that . The minimum value of such that the set of achievable rates is nonempty is referred to as the minimum for reliable communication with the scheme. The boundary of the achievable rate region implied by a function SNR on a plot with on the abscissa can be easily obtained by plotting SNR against . Fig. 1 displays the noncoherent capacity and the discussed bounds for the number of transmit antennas , number of receive antennas , and constant fading over dimensions. The key point to be observed is that the mutual informations with training and with isotropically distributed inputs (both yielding lower bounds on capacity) are close to each other but begin to approach the true noncoherent capacity only for of 8 dB and more. Interestingly, for the range considered, the genie-based upper bound we suggest on training capacity follows the shape of the true capacity best. Fig. 2 displays the same bounds, but for two transmit and receive antennas with constant fading over dimensions. For these parameters, the exact noncoherent capacity is not known. Besides this, similar statements as for Fig. 1 apply. Fig. 3 confirms that our observations for one and two transmit and receive antennas essentially carry over to a larger number of antennas. Moreover, the figure also confirms that there exists a nonzero threshold above which USTM becomes useful and that an upper bound on such a threshold for training, obtained from the training lower bound, is very close to it. From the figures, this threshold seems to be 9-10 dB higher (independent of the number of antennas) than the minimum required transmitted . Strikingly, even though USTM and training tackle the same-unknown channel-communications problem, the literature on noncoherent constellation design has ignored training. In this paper, we adopt the point of view that training combined with the data symbol(s) may be viewed as a noncoherent code (or constellation) and call the resulting codes "training codes." This seemingly subtle change of interpretation results in new analysis tools and high-performance (high spectral efficiencies, low error rates) efficiently decodable codes. While training schemes have been around for a long time (as pointed out above), they have not been thought of as an alternative to noncoherent signal design and their focus was always on relatively long block lengths. But just as USTM may be thought of as a coding or signaling strategy inspired by the information-theoretic work [1] , [2] , training codes may be thought of as a coding strategy inspired by [2] , [37] . As highlighted above, this inspiration is justified because the resulting mutual informations with USTM and training are very close to each other and there is a common above which both USTM and training based signaling can be near capacity achieving.
It is worthwhile to point out that the full generality of the training codes concept for the noncoherent channel also incorporates the case wherein only a subset of the transmit antennas is used for communication. When the coherence time of the channel is small, then even for high SNR, it may be best to use fewer than all transmit antennas. Similarly, when the SNR is small, conserving the energy spent on training by using fewer antennas may prove to be more effective. Insights into the number of transmit antennas to use for doing the training "right" can be obtained from an information-theoretic point of view as well. For instance, when three transmit and receive antennas are available, then the training capacity bounds for the case of and are shown in Figs. 4 and 5, respectively. In both figures, each of the upper and lower bounds on the training capacity suggest that using only one antenna leads to the smallest minimum for reliable communication. For high SNR, the number of antennas to give the largest training capacity turns out to be two for and three for . The training code designs and the corresponding results presented in this paper are applicable irrespective of the number of antennas chosen to be active for a given system.
A. Organization of Work
In Section II, we summarize our results. Section III contains the system model and the specification of the optimum noncoherent receiver. The description of the proposed training code structure and the corresponding low-complexity estimator-detector (E-D) receiver (or decoder) are presented in Section IV. The criteria for optimality of the proposed E-D receiver are also derived in Section IV. A general performance analysis of the training scheme is provided in Section V. Several examples of training codes are discussed in Section VI. Section VII provides numerical comparisons of training codes with other schemes. Section VIII concludes the paper. The two appendices contain a benchmark USTM design obtained via numerical optimization over the Grassman manifold and the details of a noncoherent code called the complex Givens codes.
B. Notation
Throughout the paper denotes complex conjugation, transpose, and complex conjugate transpose. The multivariate circularly symmetric, complex Gaussian distribution with mean-vector (and covariance matrix ) is denoted by . denotes the expected value of the expression in brackets. For any matrix we write its determinant as and its trace as . For any complex number , we write its absolute value as . The logarithm to the base is denoted by , the natural logarithm by , and the logarithm to base two by . The Kronecker (or tensor) product of two matrices is denoted by . The vector of stacked columns of a matrix is denoted by .
II. SUMMARY OF RESULTS
The training codes and the corresponding perspective entail a host of advantages and improvements over existing noncoherent multiple-antenna signaling strategies. As an alternative to the optimum noncoherent detector, a new low-complexity estimator-detector receiver structure for training codes is proposed (see also [12] ). It enables us to arrive at the following results, which will be derived in the sections to come.
• The necessary and sufficient conditions for the E-D receiver for training codes to coincide with the optimum decoder are found: the latter holds if and only if, in addition to training, one coherent codeword with orthonormal rows is transmitted in independent and identically distributed (i.i.d.) fading.
• More generally, for i.i.d. fading and possibly several information symbols with orthonormal rows within one block, an exact analysis of training codes relative to coherent decoding is performed. As an application of this result, the exact bit-error rates (BERs) of the codes in [7] , [11] are obtained.
• The estimator-detector receiver is analyzed for i.i.d.
fading and general training codes. A key result here is that the diversity order of the training code is equal to the diversity order of the leveraged coherent code. • Training efficiency is introduced as a measure of the degradation in performance of a training code relative to that of the leveraged coherent code, which is then optimized over the energy allocation over the training and data phases. Subsequently, it is shown that in the limit of increasing block lengths, a training code achieves the performance of the underlying coherent code.
• Our results are extended to the multiple-block case where each codeword can be made to experience (using frequency hopping or orthogonal frequency-division multiplexing (OFDM) and/or block time interleaving) a few but finite number of fading blocks. In particular, the E-D receiver is specified and the criterion for its optimality is obtained. It is shown that even in the multiple-block case, the diversity order of a training code is equal to that of the leveraged coherent code which, in turn, can be as high as the product of the numbers of transmit and receive antennas and the number of blocks. Numerical comparisons of codes consistently show that training codes are quite close or even better in performance to the best known USTM designs. From the plots of mutual informations in Figs. 1-3 , we see that both training and USTM perform similarly, so that the information-theoretic loss is small for a training scheme compared to USTM. This conclusion mirrors exactly the conclusion drawn from the comparison of specific constellations/codes.
III. SYSTEM MODEL, OPTIMUM NONCOHERENT RECEIVER, AND BENCHMARK USTM DESIGN
The description of the -transmit, -receive antenna system with fading that is constant over dimensions follows [18] . We write the -length vector of sufficient statistics as 
In [6] , unstructured signals for communication on the noncoherent block-Rayleigh-fading channel are obtained by numerically optimizing a bound on the symbol/frame error rate (SER/FER) with . We modify the design method of [6] to minimize an asymptotic bound on the BER rather than on the symbol (or frame) error rate (SER/FER). The resulting "minimum " designs require a decoding complexity that is exponential in the transmission rate (since all signal matrices need to be tested) but serve as a benchmark for comparisons with other designs. Since the adaptations relative to [6] are rather easy, we relegate the technical details for this design to Appendix A. 2 Relative to [6] , [18] we change our normalization of S S S and h h h slightly here to make it more obvious that = E =N . However, in [6] , [18] we call the SNR, an unfortunate nomenclature, because the received SNR is often defined as = = . Thus, we avoid the term SNR for here and reserve it for the received SNR ( ).
In [7] , the following signal design for one transmit antenna and two dimensions is suggested: (3) and termed generalized noncoherent PSK constellation. The key feature of the design is that the signals can be optimally (maximum-likelihood) detected with a complexity that is independent of the constellation size . We generalize (3) to the complex Givens codes given by (4) which maintains the detection complexity to be independent of the rate but improves significantly upon the BER performance of (3). However, since the training codes structure introduced in this paper leads to even more powerful codes, we relegate the details of the construction of the complex Givens codes to Appendix B. Performance comparisons of the complex Givens codes, the "minimum " designs and the new training codes will be provided in Section VII.
Note that since the maximum-likelihood receiver requires the knowledge of the fading covariance and , which may not always be available at the receiver, [18] also defines a generalized-likelihood ratio test (GLRT) for , which does not require this information. In the case of i.i.d. fading and USTM (the columns of all are orthogonal), both receivers are equivalent to each other and to the receiver of [3] which was derived under these assumptions.
We shall also consider the case wherein coding is performed over multiple blocks with each block experiencing a different fading realization. Specifically, consider coding over fading channel realizations . The noncoherent code for this system consists of matrices with the matrix transmitted in the th fading block. The received statistics are then given by (5) which may be compiled into . . . (6) so that each entry of is i.i.d. . The system in (6) can be viewed as a single-block noncoherent scheme for a system with transmit antennas, receive antennas, and the codewords given by .
Define and . The optimum noncoherent detector for multiple-block coding is now given by (7) where ,
, and . In the special instance of , the equivalent channel description of the multiple-block-coding scheme shows that results involving the signals for a single-block-coding scheme under i.i.d. fading can be directly extended to the independent multiple-block-fading case by substituting for .
IV. TRAINING CODES AND THE ESTIMATOR-DETECTOR RECEIVER
In this section, we define training codes formally and develop the E-D receiver. Training codes leverage existing coherent codes (and decoders) and thus can immediately profit from advances in coherent communications.
A. Specification of Training Codes
To estimate the fading, the symbol is split into two parts, one known to the receiver and used to transmit training data and the other used to transmit information. In the simplest case, the information can consist of data symbols chosen from the same -ary constellation or space-time block code so that
where, without loss of generality, we let determine uniquely the -tuple according to and . The training symbol is a matrix and the data symbols are matrices, so that . The fraction of energy of each information symbol that is spent on training is and will be optimized; and the factors ensure that the (average) symbol energy of is one if the training and each information symbol have unit (average) energy.
In general, the sequence may also correspond to the output of an outer code so that the data symbols need not be independent. For instance, one may consider concatenation of a space-time block code with an outer trellis-coded modulation (TCM) code for the information part of the noncoherent code in (8) . Alternatively, one may set and choose as a codeword from a long space-time trellis code.
The training codes framework subsumes the noncoherent orthogonal designs of [7] and the algebraic designs of [11] : for transmit antennas [7] suggests (9) where with such that is an integer, and [11] suggests (10) Both designs obviously make use of the Alamouti scheme [41] (and are extended by using the other orthogonal designs of [42] [43] [44] ) to create ad hoc noncoherent constellations that can be shown (with some effort) to be efficiently decodable. Both schemes (which are equivalent) are subsumed by the training code description. More importantly, the training codes suggested here are not restricted to the use of PSK or orthogonal designs as building blocks as they were in [7] , [11] . In fact, such training codes with quadrature amplitude modulation (QAM) alphabets as specified in this paper result in the best noncoherent codes presented so far for and . We develop a low-complexity E-D receiver next. We find the conditions under which it coincides with the optimum decoder. As an aside, it turns out that these conditions are satisfied for the code of [7] , [11] and the assumptions on i.i.d. fading therein which easily explains why the optimum decoder for those codes has a simple implementation. Moreover, an exact analysis of the code in [7] , [11] is obtained. Subsequently, we generalize the notion of training codes and the condition for optimality of the E-D receiver to the multiple-block case.
B. Estimator-Detector (E-D) Receiver
Let us rewrite the model in terms of sufficient statistics corresponding to the training and data phase, respectively. To this end, we define the expanded training and data symbols and . Then the sufficient statistics become (11) (12) The optimum receiver continues to be given by (2) with given by (8) . However, here we are interested in a receiver that estimates the fading first and then uses the estimate as if it were true for the "coherent" reception of each individual data symbol. We consider the MMSE estimate, because for some key special cases this receiver will also be optimal. Due to our notation for the channel model, the MMSE estimate can be easily obtained in a standard way (cf. [45] ). Treating the MMSE estimate as if correct, the E-D receiver is then given by (13) This receiver is in general suboptimal, because the noise enhanced by the channel estimation error is assumed white, which in general it is not. Moreover, we decide for each data symbol individually, neglecting the correlation in the noise term across individual symbols. In more detail, consider the equivalent channel model (14) where (15) The channel estimate is distributed, where
The noise term of the equivalent channel model has covariance (17) which is, in general, not white (i.e., not a scaled identity) and may depend on . Note that due to the MMSE estimate, is zero mean (conditioned on ) and is also independent of . Proposition 1: In the case of , i.i.d. fading , , and , the estimator detector receiver -is optimal, i. e., it is the same as the maximum-likelihood detector . When , the -is suboptimal even if the rest of the conditions in this proposition are met.
Proof: For , the optimal receiver given in (2) can be simplified using the structure of the signals given by (8) . This leads to an equivalent form of and is given by replacing in (13) by i.e., by accounting for the nonwhite (enhanced) noise covariance. When , , , and , the enhanced noise covariance is a constant scaled identity matrix and the two detectors -and coincide. For more than one information symbol , the receiver is clearly suboptimal, even if all other conditions for optimality are met, because the noise enhancement through the channel estimation error is treated as if independent.
As shown in the next example, Proposition 1 implies that both the optimum decoding and error probability computation of the codes in [7] , [11] are simplified because the -and decoder are identical for them.
Example 1: Consider the case of , , and the noncoherent code of [7] given by (9) which is a training code corresponding to and . Then, all the conditions of Proposition 1 are met so that the optimum decoder reduces to choosing the codeword specified by the indices given by (18) where is the channel estimate obtained as in (13) . The enhanced noise is white and so, just as in the coherent scenario, the implementation of (18) (20) where This decoupling property further enables the computation of the exact error probability of the PSK symbols with the optimum noncoherent detector. Define the function that denotes the SER of a system of the form , where is Chi-squared distributed with degrees of freedom, , is , and is drawn from a unit amplitude -PSK constellation. Then, the probability of error of the PSK symbols of the training code in (9) with the detector is . The function is, in fact, known in closed form and is given by [46] ( 21) where , , and
The use of good coherent unitary constellations combined with an identity block-to be viewed as training-has been suggested as a noncoherent constellation in [15, Sec. V-B]. However, this observation was subsequently not used to generate specific constellations in [15] and appears to have been mostly overlooked. Moreover, the benefit of simplified decoding when square orthogonal designs are employed, although implicitly contained in [15] , was only brought to attention in [7] , [11] -but without the insight gained from the training interpretation. The training interpretation was presented rigorously by the authors for the first time in [47] and subsequently led to a modification of the constellation in [11] to reflect the training codes structure in [48] .
Since i.i.d. fading has received by far the most attention in the literature, we restrict ourselves to this case and next discuss the possible choices for the training symbol . It is shown in [37] that for i.i.d. fading a training symbol with orthonormal columns minimizes the total expected estimation error and by this in turn the noise enhancement in (17) . Since conveniently this is also the choice that is necessary to make -optimal, we assume in the following discussion (in addition to i.i.d. fading). 3 Clearly, this choice requires , as one may expect. To maximize the rate we choose for all examples.
C. Multiple-Block Training Codes
The training codes structure and the E-D receiver is now generalized to the case wherein coding is performed across blocks of fading realizations as might be available in multiple-antenna OFDM or frequency-hopping-based systems.
Each codeword of a multiple-block training code corresponds to a set of subcodeword matrices , so that the training codes structure for the model in (5) is given by . . .
The received statistics may be rearranged into . . .
. . .
where the entries of and are i.i.d.
. The above equations can now be interpreted as the received statistics of an 3 As an aside, for correlated fading with known covariance 6 6 6 = I I I 6 6 6 at the transmitter, the optimal choice of T T T would equalize the estimation error over all transmit antennas by whitening and water-filling. equivalent single-block transmit and receive antenna system wherein a training code of the form . . .
is employed, where and . Define , , , . Then, the following is the generalization of the E-D receiver structure of (13) to the block-fading channel: (24) From the equivalent channel description of the multiple-block training code, the conditions for the optimality of -can be obtained using the same method as in Proposition 1 and are summarized below.
Proposition 2:
In the case of , i.i.d. fading ( and independent fading blocks),
, and the estimator detector receiver -is optimal, i.e., it is the same as the maximum-likelihood detector .
Following the training codes description in [47] , a multipleblock noncoherent code is constructed in [48] using training and orthogonal designs with PSK symbols that are encoded using a TCM outer code. Similar to the method in Example 1, it can now be explained from Proposition 2 that the optimum decoding algorithm for such codes is indeed the Viterbi algorithm. However, in this paper, the full generality of multiple-block training codes structure is presented without restricting to orthogonal designs.
V. PERFORMANCE ANALYSIS OF TRAINING CODES
In this section, we present analytic results on the performance of the training codes. First, we elaborate on the exact performance analysis of the -detector for the case and discuss the problem of choosing the optimum fraction of energy spent on training. Then, a performance analysis of general training codes with the -receiver is presented. A key conclusion that can be drawn from this analysis is that training codes when decoded with the low-complexity (and, in general, suboptimal) E-D receiver achieve the diversity order of the underlying coherent space-time code.
A. Performance of With Training Codes When
When the noise terms are all white (requiring information symbols with orthonormal rows and i.i.d. fading), it is not hard to find the optimum energy allocation and perform an exact performance analysis relative to the coherent reception of . The noise covariances become and the covariance of the channel estimate is Thus, the training efficiency , which we define as the ratio of the effective energy of one symbol with training to the corresponding energy in coherent communications (i.e., ), equals (25) Note that the training efficiency accounts for the loss in energy through spending the fraction on training, the changed statistics of , and the increased noise variance. Thus, if an analysis of the coherent constellation is available, the symbol energy in that analysis needs to be simply replaced by to obtain the performance with training. This observation is summarized in the following proposition.
Proposition 3: Consider a coherent system with transmit and receive antennas and a codebook of -sized matrices so that the received statistics are of the form , where the entries of and are i.i.d. , is known to the receiver, the symbol is drawn from , and . Let denote the symbol error probability of this coherent scheme with maximum-likelihood decoding. If satisfies then the symbol error probability with -for the training code of the form in (8) with each symbol independently chosen from is .
Example 2: Consider a noncoherent channel with , ,
, and a training code of the form (26) where each of the two data symbols corresponds to an Alamouti code. In this case, the exact probability of error for the individual PSK symbols with the -detector follows from Proposition 3
and is given by , where the function is given by (21) .
At a given value of and , Proposition 3 indicates that must be chosen so as to maximize the training efficiency . As an example, the optimum value of for is given by for for (27) which depends on for and, thus, the transmitter would have to adapt the energy distribution between training and communicating to the power level at the receiver. We propose to simplify the scheme by fixing the asymptotically (for ) optimal for all values of . With the asymptotically optimal choice the maximum training efficiency is easily obtained and becomes (28) We have found the optimum for i.i.d. fading and information symbols with orthonormal rows but the question remains as to how to choose when these conditions are not met. Since an exact answer so far remains elusive, we advocate using as before. As shown in the next proposition, at least in the limit of , the performance of coherent reception can be achieved with this choice of .
Proposition 4:
If and , then training can achieve the performance of coherent decoding with perfectly known channel state information in the limit . Proof: Choose as and keep the energy per coherent information symbol constant, i.e.,
. As can be easily verified , , and . Consequently, for all detrimental effects of training vanish and the performance of coherent reception is achieved. 
B. Performance of -With Training Codes for General
As stressed above, for i.i.d. fading and training codes that are comprised of information symbols with orthonormal rows the analysis is exact and if analytic expressions for the BER or SER of the coherent constituent constellation are available, then they can be translated into the corresponding expressions for the performance of training codes.
In the following, we establish that for general training codes (where the rows of the coherent code need not be orthogonal), the diversity order of the training codes with the -detector is equal to that of the underlying coherent code. Let us first set and consider two valid information symbols and . We seek the pairwise error probability which is the probability that, conditioned on being the symbol transmitted, the other symbol has a better likelihood with respect to the -receiver. An exact expression for this pairwise error probability in the case of i.i.d. fading is given by the following lemma.
Lemma 1: For , , , and , the pairwise error probability with the -detector is given by (29) where is the -function for a standard normal random variable and is a zero-mean complex Gaussian vector with covariance Proof: The pairwise error probability is evaluated as the expected value of probability of the pairwise error event conditioned on the channel estimate as opposed to the usual practice of conditioning on the true fading realization . Thus, sent
where . Since is the MMSE estimate of , the vectors and are statistically independent. Therefore, the distribution of conditioned on is given by the distribution of conditioned only on so that (31) Hence, the term in (30) is a real Gaussian random variable conditioned on and . From (31), we see that . Since is a circularly symmetric complex Gaussian random variable conditioned on and , we also get from (31) that Thus, the pairwise error probability expression in (30) reduces to The Craig's representation of the -function [46] , namely, will be useful in analyzing the pairwise error probability expression given by Lemma 1. While an exact evaluation of is possible in some cases, the asymptotic behavior when can be completely characterized in terms of the signal pair and leads to the following result on the diversity order of the true error probability.
Proposition 5:
When , , , and , the diversity order of the symbol error probability of the training code is equal to the diversity order of the underlying coherent code, i.e., (32) Proof: We first show that the diversity order of , given by Lemma 1, is equal to for any two distinct codewords and . Let us define the matrix of size comprised of the entries of such that . Due to the assumption of and , we get that and, therefore, the matrix is isotropically distributed and consists of i.i.d. complex Gaussian random variables. Using the Craig's representation of the -function, we write the pairwise error probability given in Lemma 1 as (33) where is the probability density function of . To obtain the diversity order of the pairwise error probability, we obtain upper and lower bounds for the expression in (33) respectively. Since and the last columns of and are equal, we get that (36) In order to obtain bounds on the ratio , we find bounds on and separately. We have that (37) and so (38) For an upper bound on , we see that (39) where the last step follows from (36) . Replacing the upper bound in (39) by a lower bound using the smallest nonzero eigenvalues and , we get that (40) Noting that each of the bounds for and are strictly positive with probability , we obtain (41) The constant bounds on in (41) can now be used with the monotonicity of the exponential function to bound the expression in (33) as (42) Now substitute into (42) and note that each entry of is i.i.d. zero-mean complex Gaussian random variable with variance . There-fore, interchanging the order of integration in the two bounds in (42) and evaluating the inner integrals, we get that (43) In the upper bound for in (43) , replace by to get a further upper bound as (44) so that the upper bound exhibits a diversity order of . Now, similar to the method in [49] , the lower bound for in (43) can be written as (45) where the second inequality is obtained by replacing in the denominator of the integrand by . The numerator in (45) is a nonzero constant and so the lower bound on exhibits a diversity order of also. Therefore, the diversity order of is exactly . Since the symbol error probability can be bounded as we see that the diversity order of the training code with thedetector is given by .
In fact, the above result is easily generalized to the case of in the following proposition. The result of Proposition 6 implies that if each information symbol is drawn independently from any coherent code , then the diversity order with the -receiver is the product of and the transmit diversity of . Therefore, both the design and decoding of noncoherent signals is greatly simplified because existing methods of coherent space-time communications can directly be leveraged in the training code and E-D receiver architecture. Moreover, it will be shown that the general class of training codes obtained in this fashion significantly improve upon the performance of previously proposed noncoherent designs.
The diversity order result of Proposition 6 leads to an interesting conclusion regarding the number of antennas to use with training. If is the number of active antennas to be used with a training code, then the maximum possible diversity is given by . Maximizing this quantity over gives the optimum number of active antennas to be . Surprisingly, the optimum number of antennas for maximum diversity does not depend on the number of receive antennas. This is in contrast to the result in [2] , wherein was found to be the optimum number of active antennas from a degrees of freedom point of view. Since diversity order is an effect which is meaningful at high SNR, it is possible that using a number of antennas different from gives better performance for low values of SNR. The analysis of this section, however, is applicable in all cases.
Next, we identify training codes that have special structure to admit a closed-form expression for the pairwise error probability given in Lemma 1.
Suppose the two signals and are such that
where and are scalars. These conditions require and naturally lead to a diversity order of for due to Proposition 5. As an example, these conditions are met when or when and an orthogonal design is employed. The pairwise error probability in the case of ( (46) and (47) Using the standard integration formula in [46] , we get that (49) where Example 3: Suppose and we wish to design a training code with two possible codewords, and , wherein . The energy constraint imposes the condition . Since the conditions of (46) and (47) are met, the exact error probability is obtained using (49) as where and . As , each of and tend to and the expression for the error probability becomes Thus, and is the asymptotically optimum choice of signals in this case.
The next example shows that nonunitary training codes can perform better than unitary training codes with the same structure.
Example 4:
The exact expressions of pairwise error probabilities in (49) can be used to evaluate the union bound on the true error probability for any value of . For example, the union bounds for a training scheme with , , ,
, and with the information symbol drawn from 8-QAM and 8-PSK constellations are shown in Fig. 7 . The multilevel 8-QAM constellation has a smaller value of the union bound for each value of in the figure. In fact, the true error probabilities, shown in the same figure, do establish a 1-dB improvement of 8-QAM over 8-PSK.
In the case of multiple-block coding, the diversity order of the proposed receiver -follows directly from Proposition 6 and is summarized as follows. 
The design criterion implied by Proposition 7 for the signals in the training code is the same as the sum of ranks criterion [50] known for the design of coherent space-time codes for the multiple-block-fading channel. Hence, the existing codes that achieve full space and time/frequency diversity can also be incorporated into the training codes structure to guarantee full space and time diversity with the low-complexity E-D receiver.
VI. EXAMPLES OF TRAINING CODES
In this section, we present several examples for the choice of the underlying coherent codes in the training code. Again, we discuss the two cases corresponding to unitary and nonunitary codes in two separate subsections.
A. Examples for

If
, i.e., the rows of all coherent information symbols are orthonormal, then the E-D receiver of (13) is optimal for and the analysis of Section V exact for . The following constellations fulfill this requirement but do not offer any advantage in terms of complexity reduction with the E-D receiver compared to the optimal detector:
• the usual PSK constellation with , • unitary (finite) matrix groups [16] , • unitary constellations generated through the Cayley transform [10] , [51] . On the other hand, as already pointed out in (9) and (26), square orthogonal designs [42] with PSK symbols lead to an efficient implementation of the -detector. Unfortunately, there are only three square, "full-rate" orthogonal designs and only the Alamouti scheme [41] can be used with complex symbols (i.e., PSK symbols, for optimum decoding). The and are real designs only and thus can be used with just binary phase-shift keying (BPSK), if -were to be optimal. In addition to these full-rate designs, generalized complex square designs or rectangular orthogonal designs in the appropriate direct or a transposed form with PSK symbols also satisfy the orthogonality constraint. Orthogonal designs with dependent data symbols can also be conceived. The Hamiltonian constellations, introduced in a differentially coherent context in [15, Sec. V-C], lift the constraint to the PSK/BPSK constellations at the price that the information symbols cannot be chosen independently any more: if the orthogonal design has indeterminates then has to be fulfilled to ensure that the transmitted matrix is (scaled) unitary.
B. Examples of General Training Codes
The constraint of unitary coherent codes is restrictive, and unnecessarily so. While the information-theoretic results for the noncoherent block-Rayleigh-fading channel suggest unitary signaling [1] , [2] , none of the results on training does [36] , [37] . And since we have seen that USTM and training perform closely, we suggest the use of nonunitary coherent codes as information symbols. From the performance analysis results in Section V-B, it is desirable and sufficient to choose a full diversity coherent code to ensure full diversity with the corresponding training code. Some examples of the general training codes are summarized as follows.
• Orthogonal designs with QAM symbols. For more than 4 symbols PSK is considerably less power-efficient than QAM for coherent reception. Since the training efficiency continues to give a good approximation of the performance loss even when the information symbols are not unitary (illustrative examples provided in Section VII) the energy-efficiency gain of QAM over PSK carries over to training codes.
• Training diagonal BLAST (D-BLAST) lattice codes. The recently introduced D-BLAST lattice codes of [52] can be leveraged for training yielding high diversity gains with low coherent decoder complexity.
• Training threaded algebraic space-time (TAST) codes. We suggest to construct a noncoherent constellation from, for example, a TAST block code for four transmit antennas [50] . For such a code would have the structure (51) where is a arbitrary unitary matrix and is codeword from the TAST code , as detailed in [50] ( denotes the number of layers in the code and the number of symbols per channel use). While an implementation of the optimum noncoherent receiver of (2) has exponential complexity in , the training perspective immediately suggests the E-D -as a suboptimum-albeit well motivated-alternative, whose complexity can be lowered by sphere decoding (cf. [53] and [54] ) due to the special structure of the data symbol part of the [50] . Also, note that the diagonal algebraic space-time (DAST) code of [55] used for the example in Fig. 11 , falls within the TAST framework [50] . Improvements over the TAST codes can also be leveraged in training codes. For instance, a space-time code equivalent to the TAST code but with considerably smaller peak-to-mean envelope power ratio (PMEPR) was proposed in [56] and leads to a low-PMEPR training code. Since the performance of coherent reception is achieved as , improvements over the TAST codes with respect to coding gain reported in [57] , [58] directly translate to better performance with the corresponding training codes for long coherence times.
In summary, our results suggest that the leveraging of coherent designs for training codes addresses both the general (for any number of transmit antennas) and flexible (in terms of achievable spectral efficiencies) signal design problem for the noncoherent multiple-antenna channel (that had occupied various researchers before in [3] [4] [5] [6] [7] [8] [9] [10] [11] ) and the decoding complexity problem (that has so far only been addressed optimally in particular ad hoc examples in [7] , [11] and suboptimally in [8] , [10] ), at once.
VII. NUMERICAL RESULTS
In this section, the performance of training codes with other schemes is compared in terms of simulated error rates. We present the performance of our training codes in increasing order of sophistication of the coherent codes on which they are based with appropriate comparisons relative to known codes. This allows us also to place most known codes in the right performance/complexity hierarchy. Fig. 8 compares the "minimum " benchmark constellations of Appendix A, the noncoherent generalized PSK constellations of [7] , the complex Givens code of Appendix B, and a trivial training code (a training symbol followed by an uncoded QAM Fig. 8 . Spectral efficiency over E =N for different constellations when the BER is fixed at 10 . Fig. 9 . Despite a higher rate, the training code performs better than the systematic design of [4] . The FER of the training code could be easily improved by channel coding. symbol) at a fixed BER for one transmit and receive antenna and dimensions. The training code is decoded by -. Note that even the simple training-QAM scheme outperforms the noncoherent generalized PSK constellations of [7] and the complex Givens codes. Also the performance of the training codes follows the benchmark of the "minimum " designs closely.
Training codes continue to perform well when the channel is constant for more than dimensions-indeed, they achieve the performance of coherent reception for ( , respectively)
, as shown in Section V. Fig. 9 illustrates this point by comparing a trivial training code for , which is decoded using -(in this case, suboptimal), with a systematic design of [4] with rate 1 bit/dimension, which requires exponentially complex decoding using . The trivial training code here uses one dimension for a training symbol (" ") and a QPSK symbol in each of the remaining dimensions. Thus, the resulting spectral efficiency is 1.75 bits/dimension in this case. The performance in terms of both SER and BER is depicted for the (asymptotically) optimal choice of and the equal-power choice . The training codes perform slightly better in terms of BER. Note that [4] does not specify a bit assignment; we assign the binary representation of to signal and our curve matches [4, Fig. 4 ]. (Reference [5] slightly improves over the systematic code of [4] by compromising the structure but the improvement is less than 1 dB, cf. [5, Fig. 2 ] while the decoding remains exponentially complex.) For frame or symbol/block-error rate (FER), the systematic design performs about 3.5 dB better than the training codes. Note, however, that the training code can afford an error correcting code of rate (within one frame or over several frames, depending on the application) to achieve the same rate as the systematic design. Fig. 10 compares the different schemes for two transmit and receive antennas in dimensions. As before, the BER is fixed at . The performance of two different training codes is depicted: the Alamouti scheme [41] with QAM symbols is leveraged in one and uncoded QAM symbols are transmitted in the other. For both schemes, when the total number of transmitted bits is not an integer multiple of the number of (uncoded) QAM symbols, the symbols are chosen from different constellations such that the minimum number of bits per constellation is maximized. The average energies of the QAM constellations are normalized to be proportional to the number of bits transmitted by them. While this is intuitive and in some sense fair, this may not be the optimum allocation of energy across the constellations. From the figure we see that the training combined with the Alamouti scheme is within 1.5 dB of the benchmark "minimum " designs.
Let us compare the performance of the Cayley transform design in [10, Fig. 1 ] with the training code of this paper using the Alamouti scheme and 16-QAM symbols combined with training ( Fig. 10 at 2 bits/dimension): the Cayley transform design needs an additional 17 dB in to achieve a BER of . 4 Moreover, [10, Fig. 2 ] compares the performance of the proposed scheme against a training scheme in which BPSK information symbols are transmitted without coding from the antennas. Not surprisingly this particular training "code" performs worse than the Cayley transform design. In contrast consider Fig. 11 , which displays the performance of a training code that leverages a DAST (cf. [55] ) code and performs about 4 dB better than the Cayley transform design of [10, Fig. 2 ] (at a higher rate!) with roughly the same complexity. Fig. 12 compares codes for and . The original systematic design of [4] for , , did not guarantee full transmit diversity and is improved upon in [6] . We compare this improved systematic design with a training code that transmits a unitary matrix as training symbol and three ( ) Alamouti codewords with quaternary phase-shift keying (QPSK) as information-carrying symbols. For comparison, we show the performance for the (asymptotically) optimal choice of and equal-power . For , the difference is negligible. Since the systematic constellation of [4] , [6] contains 2304 matrices, we restrict ourselves to the first 2048 signals. The training scheme has higher spectral efficiency (SE) (4096 matrices, 1.5 bits/dimension versus 1.375 bits/dimension). Similarly, as for in Fig. 9 , the training codes perform better in terms of BER, but require about 2 dB more to attain the same FER.
While for the Alamouti scheme performs very favorably (despite the fact that it is not optimal from a capacity perspective [59] , [60] for ), we find that for more than two transmit antennas it is necessary to leverage more sophisticated codes such as the TAST code as suggested in (51) . There is, of course, a concomitant rise in decoding complexity since the detector part of -is now a sphere decoder. In Fig. 13 , we compare the training code that leverages the complex orthogonal design for transmit antennas of [43] , [44] with the TAST training code suggested in (51) for a spectral efficiency of 3 bits/dimension. Since the orthogonal design transmits only three QAM symbols and the selected TAST code 5 transmits 12, we need 256-QAM symbols for the orthogonal design and QPSK for the TAST training code to achieve the desired 3 bits/dimension. Note that to the best of our knowledge, no other noncoherent constellations for have been suggested with such a high spectral efficiency. This is 5 We chose = e , = e , and the G G G rotation of [61] . [6] . Note that the training scheme contains 4096 matrices (frames, corresponding to a spectral efficiency of 1.5 bits/dimension) while the systematic design has 2048 matrices (i.e., the spectral efficiency is 1.375 bits/dimension).
because neither are the numerical techniques of [5] , [6] computationally tractable (even if they were the decoding complexity would be prohibitive for such a problem, since ) nor is the training code interpretation present in [7] , [11] . As one may expect, the training-TAST code considerably outperforms the noncoherent orthogonal design. For comparison, the performance of both schemes with perfect channel knowledge is given (lines with diamond markers). Interestingly, the gap between perfect channel knowledge and channel estimation is quite close to the analytic gap derived for with orthonormal rows above (3 dB asymptotically since the comparison is relative to ).
In Fig. 14 , we compare the performance of two training codes consisting of long frames of Alamouti symbols . In the uncoded case, the symbols for the Alamouti matrices are drawn from the 16-QAM constellation. In the coded case, the symbols for the Alamouti matrices are the points in the 32-CROSS constellation obtained from a 32-state outer TCM code [62] . The TCM code consists of a rateconvolutional encoder that select one of the eight partitions of the 32-CROSS constellation consisting of four points each. The concatenation of the Alamouti scheme with the TCM outer code is meant to enhance the coding gain when perfect channel knowledge is available. Fig. 14 shows that the training code with the outer TCM code leads to a 3-dB improvement in performance compared to the uncoded case even when only the channel estimates are available at the receiver.
For coding over multiple fading blocks, the impact of choosing a training code that satisfies the sum of ranks criterion is shown in Fig. 15 . In this example, with , each frame refers to the codeword employed over independent fading blocks. The multiple-block-fading TAST code employs the four-dimensional unitary rotation and the TAST code for the single-block-fading employs the two-dimensional rotation . For both TAST codes, the parameter is set to . Fig. 15 shows that the training code based on the TAST code for the multiple-block-fading channel leads to a higher diversity order and outperforms the one based on the TAST code for a single fading block. The gain achieved by coding over just two blocks is over 3 dB at a FER of 2 . Thus, the E-D receiver and training code signal structure can directly utilize the coherent space-time code design methods for multiple fading blocks.
In conclusion, training codes excel in terms of performance and also for their simplicity for encoding, and more importantly, decoding. Moreover, they easily scale to longer frames and/or higher spectral efficiencies so that codes with very high spectral efficiencies (that are comparable to those achievable for co- herent codes) are easily constructed (and decoded) in stark contrast to the implicit suggestions of other noncoherent designs presented in the literature thus far [3] [4] [5] [6] [7] [8] [9] [10] [11] .
VIII. CONCLUSION
Motivated by capacity [1] , [2] and symbol-error analysis results [18] , numerous researchers have embarked on designing USTM constellations for the noncoherent blockRayleigh-fading channel [3] [4] [5] [6] [7] [8] [9] [10] [11] . However, none of those works address simultaneously the construction of noncoherent codes for any number of transmit antennas and block lengths, with possibly high spectral efficiencies, with low-complexity decoders, and competitively low BERs. We introduce the general idea of training codes and show that all of these objectives are achieved at once by such codes. By admitting decoders of the estimator-detector type training codes essentially inherit the generality, high spectral efficiency, low decoding complexity of the constituent coherent codes, such as Alamouti, DAST, TAST, or D-BLAST lattice codes [41] , [50] , [52] , [55] , [57] .
APPENDIX A NONCOHERENT DESIGNS FOR BER AS PERFORMANCE MEASURE
A signal design method based on the minimization of the asymptotic union bound on SER is proposed in [6] . The constellations generated there outperform all previous ones for communicating noncoherently over the multiple-antenna channel and the design criterion can be used to improve previous methods. Since the constellations of [6] are obtained from numerical optimizations, they do not have an obvious structure that could be exploited to efficiently and effectively employ Gray bit labeling. We therefore adapt the design criterion of [6] to minimize an asymptotic bound on the BER, rather than on the SER. Thus, the signal design algorithm has to minimize (52) where is the Hamming distance between the binary representation of and and (53) is the asymptotic pairwise error probability that the receiver prefers signal over when is transmitted and [18] . Obviously, we assign to signal the bits corresponding to the binary representation of . Relative to [6] , only the inclusion of the factor changes and the same numerical methods can be employed to minimize over the Grassmann manifold. Whenever possible, we design the signal sets to directly minimize over all signals. For larger constellations, when this becomes numerically infeasible, we resort to the successive update algorithm of [6] .
APPENDIX B COMPLEX GIVENS CODES
Inspired by the geometric interpretation of a GLRT noncoherent detector, which was first presented in [18] and is equivalent to minimizing the sum of the Euclidean distances of the to the subspace spanned by , [7] suggests the generalized noncoherent PSK constellations. The starting point for these constellations is a construction for one transmit antenna in dimensions. Our improvement stems from interpreting these constellations as originating from a real Givens rotation and replacing the real rotation with a complex Givens rotation. Thus, we call the design complex Givens codes. The complex Givens codes can be extended to multiple transmit antennas and in the same way as are the generalized noncoherent PSK constellations in [7] .
The complex Givens rotation matrix is defined as (54) With this we can generate the signals of (3) according to (55) where . However, this construction treats the dimensions as real dimensions, not making use of the complex part. Our design makes use of the angle to transmit information and thus we generate the th signal as (56) with (57) (58)
where and is an integer such that is also an integer. By these definitions, indexes the different angles and the angles . The offset in ensures for all . For the design reduces to the design of [7] (with an extra rotation, which does not change the properties of the signal set). We avoid the special case , by assuming (for , is the optimal choice, corresponding to , because then the scheme is equivalent to transmitting a training symbol in the first dimension and a usual PSK symbol of the same power in the second, i.e., a training codes as described in Section IV).
The raison d'être of the original design (55) is that these signals can be quickly and optimally detected (at least in i.i.d. fading, otherwise, it is a fast GLRT receiver). We show next that the designs according to (56) can also be efficiently decoded (optimally in i.i.d. fading, otherwise GLRT). To this end, let be the th component of and let
where . Then, similarly as [7] , and after some straightforward manipulations, we can write the optimum/GLRT receiver equivalently as (63) and insert these expressions into (63) to finally arrive at (67)
For
, this reduces to the result obtained in [7] . In the general case, depends on (through in (64)), and it seems that and cannot be determined independently. Surprisingly, however, the optimum receiver can be split into two easy maximizations (although not independent of each other) for and ( and , respectively)
where is calculated replacing with in (64). With and one easily obtains . Note that maximizes (and thus ) and the subsequent maximization over maximizes . Fig. 16 gives a geometric interpretation of the formulas in (65)-(67) for (thus, , as indicated by the dashed lines). The distance from the origin to point equals and the distance from the origin to equals . The strategy of maximizing is optimal, because for any smaller value, the projections of on all dashed lines in the first quadrant are smaller, as is easily seen from the figure (for symmetry it is sufficient to only consider the first quadrant). The same arguments apply to other values of . As for complexity of the receiver, we see that it is roughly doubled, when compared to the original scheme in [7] . We have to find two angles ( , ) instead of one and do two rounding operations (and an additional remainder operation, with negligible complexity). Importantly, as in [7] , the complexity is independent of the size of the constellation. Note that it is not necessary to choose the different values of uniformly spaced between zero and to profit from this low decoding complexity, although we restrict ourselves to this choice in this paper.
The extension of this , design to , follows exactly [7] and amounts to a repetition code: Two dimensions are "assigned" to one antenna and over all pairs of dimensions the same symbol is transmitted, guaranteeing full order of diversity. In other words, the symbol has one nonzero entry per row and two per column, so that each antenna is only switched on for two dimensions. One may view this as "time" diversity achieved with a repetition code and switching transmit antennas. The receiver remains almost unchanged, with an additional sum over the pairs of dimensions in the definition of and in (61) and (62) (see [7] for details).
So far, we have not specified how to choose ( , ) for a desired number of signals . Since there are only limited choices (recall that and have to be integers such that ) we compared the performance of all combinations for all values of up to that are powers of two. Table I gives the combinations of ( , ) that resulted in the lowest simulated BER. (The bit assignment to the angles ( , ) is the usual Gray labeling as used in coherent PSK.) Only for (and, of course, ) is the original design of [7] optimal, for larger values the performance can be significantly improved for .
