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Zusammenfassung
Ziel der globalen Optimierung ist es, unter einer im allgemeinen groen Zahl
lokaler Optima das globale Optimum zu lokalisieren. Globale Optimierungsverfah-
ren konnen dazu zwar auf lokale Verfahren zuruckgreifen, benotigen aber zusatz-
lich globale Informationen. Ein exzellentes Hilfsmittel zur Ermittlung globaler In-
formationen ist die Intervallrechnung, da es beispielsweise eine einzige Intervall-
Funktionsauswertung ermoglicht, Aussagen uber die Lage der Funktionswerte fur
alle Punkte (im allgemeinen unendliche viele) innerhalb des Intervalls zu machen.
Neuere Intervallverfahren sind in der Lage, garantierte Einschlieungen fur alle
Losungen eines globalen Optimierungsproblems zu berechnen. Selbst Eindeutigkeits-
nachweise konnen im Rahmen der numerischen Durchfuhrung erbracht werden. In
den meisten Fallen ist die Ezienz dieser sogenannten Verikationsverfahren ver-
gleichbar mit der von klassischen Verfahren. Zahlreiche Standardtestaufgaben aus
der Literatur konnen sogar schneller gelost werden als von herkommlichen Verfah-
ren.
Es wird zunachst eine Einfuhrung in die Grundlagen und Prinzipien solcher
Verikationsverfahren zur globalen Optimierung gegeben. Im Anschlu wird ein
Uberblick uber neuere Methoden gegeben und mittels zahlreicher Beispiele ihre
Ezienz demonstriert.
1 Einleitung, Problemstellung und Motivation
Viele Probleme aus dem Bereich technisch-wissenschaftlicher Anwendungen konnen als
globale nichtlineare Optimierungsprobleme formuliert werden. Im Gegensatz zur loka-
len Optimierung, bei der eine optimale Losung in der Nahe eines vorgegebenen Punktes
gesucht wird, verlangt die globale Optimierung das Aunden des
"
besten\ lokalen Op-
timums. Wahrend das Gebiet der lokalen nichtlinearen Optimierung bereits seit vielen
Jahren erforscht wird und entsprechend zahlreiche Theorien, numerische Verfahren und
Veroentlichungen vorliegen, steckt das Gebiet der globalen Optimierung noch in den
Kinderschuhen. Wie wichtig eine zukunftige intensive Forschung auf diesem Gebiet sein
wird unterstreicht die Tatsache, da die meisten sogenannten real-world -Probleme von
globalem und nicht etwa lokalem Charakter sind (vgl. z. B. [18] und [23]).
Wir beschranken uns in diesem Artikel auf die Problemstellung der Minimierung, die
aber naturlich leicht (durch Negation der Zielfunktion) in das entsprechende Maximie-













Abbildung 1: Ein dreidimensionaler Quader (Intervallvektor)
Gegeben seien also eine stetige Funktion f : D ! IR und ein n-dimensionaler Quader
[x]  D  IRn mit
[x] = ([x]1; : : : ; [x]n) und [x]i = [xi; xi]





und alle globale Minimalstellen in [x], d. h. die Menge
X = fx 2 [x] j f(x) = fg:
Im allgemeinen existiert eine groe Zahl lokaler Minima, und ein globales Optimierungs-
verfahren kann zwar auf bekannte lokale Verfahren zuruckgreifen, benotigt aber zusatzlich
globale Informationen um garantierte Aussagen uber das tatsachliche Erreichen des glo-
balen Minimums machen zu konnen. Setzt man nur lokale Methoden ein, so mu namlich
am Ende des Verfahrens eine der lokalen Losungen zur globalen Losung gemacht werden,
ohne zu wissen, ob die
"
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Abbildung 2: Funktion von Shubert
Klassische numerische Verfahren (approximative Verfahren) zur globalen Minimierung
verwenden ublicherweise ein moglichst
"
dicht\ im Optimierungsgebiet verteiltes Raster
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von Testpunkten, die als Startpunkte fur lokale Iterationsverfahren (Abstiegsverfahren)
dienen. Entsprechend problematisch gestaltet sich deshalb die Losung von Problemen mit
einer groen Zahl lokaler Minima. Wir wollen dies anhand der Funktion von Shubert
(Abbildung 2) verdeutlichen, bei der viele Startpunkte und damit lokale Iterationen not-
wendig werden um die drei globalen Minimalstellen mittels approximativer Verfahren zu
lokalisieren.
Abbildung 3 verdeutlicht eine weitere Problematik bei klassischen Optimierungsver-
fahren, wenn das globale Minimum in einem scharfen Peak liegt. Hier kann zum Beispiel
der Fall eintreten, da das eigentliche globale Minimum durch die (mit  gekennzeich-
nete) Iterationsfolge eines Abstiegsverfahrens quasi
"
ubersprungen\ und das in der Nahe
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Abbildung 3: Funktion mit Peak
Die Notwendigkeit globaler Informationen, die sich somit oensichtlich stellt, wird
durch den nachfolgenden Satz aus [23] nochmals unterstrichen.
Satz 1 Ein globaler Optimierungsalgorithmus konvergiert genau dann gegen das globale
Minimum einer stetigen Funktion f , wenn die Folge der durch den Algorithmus generier-
ten Testpunkte uberall dicht im kompakten Minimierungsbereich [x] liegt.
Beweis: Siehe [23].
Ein exzellentes Hilfsmittel zur Ermittlung globaler Informationen uber Teilbereiche des
Optimierungsgebietes ist die Intervallrechnung, denn Intervalle stellen ein ganzes Konti-
nuum dar, d. h. sie reprasentieren im allgemeinen unendlich viele Punkte, namlich alle
Punkte, die auf und zwischen den beiden Intervallgrenzen liegen. Unter Verwendung ei-
ner einzigen intervallarithmetischen Funktionsauswertung konnen beispielsweise Aussa-
gen uber die Lage der Funktionswerte fur alle Punkte innerhalb eines Intervalls gemacht
werden, denn die Intervallauswertung liefert eine Obermenge des Wertebereichs uber dem
Intervall. Somit ersetzt eine Intervallauswertung (unendlich) viele reelle Funktionsauswer-
tungen. Bei der praktischen Durchfuhrung auf dem Rechner werden auch alle auftretenden
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Rundungsfehler mit erfat, so da garantierte Fehlerschranken automatisch mitgeliefert
werden.
Wenn wir mit diesem Hilfsmittel beispielsweise unsere bereits oben erwahnte Funktion
mit dem Peak (Abbildung 3) behandeln wollen, so bringen bereits die drei Intervallaus-
wertungen [fu], [fv] und [fw] von f uber den Intervallen [u], [v] und [w] wertvolle globale
Informationen, die den approximativ berechneten Wert 0 in Frage stellen oder aber den
zu untersuchenden Bereich verkleinern konnen. Schaut man sich die Funktionsintervalle
am rechten Rand von Abbildung 4 an, so kann [w] auf keinen Fall das globale Minimum
enthalten, da die Funktionswerte in [u] samtlich kleiner sind. Auerdem deutet die Inter-


























Abbildung 4: Intervallauswertungen fur die Funktion mit Peak
2 Intervallarithmetik
Wir wollen nun einige Grundbegrie der Intervallrechnung einfuhren und einige fur das
weitere Verstandnis notwendige Eigenschaften erlautern. Eine ausfuhrlichere Darstellung
der Intervallrechnung ndet sich zum Beispiel in [1] und in [6].
Die kompakte Menge
[a] := [a; a] := fx 2 IR j a  x  ag
mit a; a 2 IR heit reelles Intervall . Man nennt a = inf[a] das Inmum oder die Un-
terschranke von [a] und a = sup[a] das Supremum oder die Oberschranke von [a]. Ein
Intervall [a] heit Punktintervall , wenn gilt a = a. Die Menge aller reellen Intervalle
bezeichnet man mit I IR = f[a] j a  ag. Die reellen Zahlen m([a]) = 1
2
(a + a) und
d([a]) = a  a heien Mittelpunkt und Durchmesser von [a].
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Fur zwei Intervalle [a] und [b] gilt
[a]  [b] () b  a ^ a  b;
[a]
 [b] () b < a ^ a < b:
Die Verbandsoperationen \ (Schnitt) und [ (Intervallhulle) sind fur zwei Intervalle
[a] und [b] deniert durch
[a] \ [b] := [maxfa; bg;minfa; bg];
[a] [ [b] := [minfa; bg;maxfa; bg]:
Dabei ist der Schnitt nur deniert, falls maxfa; bg  minfa; bg.
Die intervallarithmetischen Operationen  2 f+; ; ; =g werden deniert durch
[a]  [b] := fa  b j a 2 [a]; b 2 [b]g:
Sie konnen auf Operationen mit den Intervallgrenzen zuruckgefuhrt werden:
[a] + [b] = [a+ b; a+ b];
[a]   [b] = [a  b; a  b];
[a]  [b] = [minfa b; ab; ab; abg; maxfab; ab; ab; abg];
[a] = [b] = [a]  [1=b; 1=b] fur 0 62 [b]:
Beispiele: [1; 2] + [3; 4] = [4; 6],
[1; 2]   [1; 2] = [ 1; 1],
[ 1; 2]  [4; 6] = [ 6; 12].
Das zweite Beispiel zeigt, da fur die Subtraktion im allgemeinen [a]   [a] 6= [0; 0] gilt.
Addition und Multiplikation sind kommutativ und assoziativ, fur Intervalle gilt jedoch
nur die sogenannte Subdistributivitat
[a]  ([b] + [c])  [a]  [b] + [a]  [c];
bei der fur [a]; [b]; [c] 2 IIR nur in Ausnahmefallen Gleichheit gilt (z. B. wenn b  0 und
c  0).
Beispiel: [ 1; 1]  ([1; 2] + [ 2; 1]) = [ 1; 1]  [ 1; 1] = [ 1; 1]
[ 1; 1]  [1; 2] + [ 1; 1]  [ 2; 1] = [ 2; 2] + [ 2; 2] = [ 4; 4]
Die zentrale Eigenschaft der Intervalloperationen ist die Inklusionsisotonie oder Ein-
schlieungseigenschaft
a 2 [a] ^ b 2 [b] =) a  b 2 [a]  [b]
[a]  [c] ^ [b]  [d] =) [a]  [b]  [c]  [d]
fur alle  2 f+; ; ; =g mit a; b 2 IR und [a]; [b]; [c]; [d] 2 IIR.
In ahnlicher Form ist es moglich die Elementarfunktionen ' : D  IR! IR (wie z. B.
sin, cos, exp etc.) fur Intervalle zu denieren durch
'([x]) := f'(x) j x 2 [x]g:
Auch diese konnen teilweise wiederum auf Operationen fur die Intervallgrenzen zuruck-
gefuhrt werden.
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Beispiele: '([x]) = ['(x); '(x)]; ' 2 farctan; arsinh; ln; sinhg;






e[x] = [ex; ex ]:
Die zentrale Eigenschaft der Inklusionsisotonie lautet fur die Elementarfunktionen
[a]  [b] =) '([a])  '([b]):
Wir wollen drei wichtige Sachverhalte im Zusammenhang mit der Intervallarithmetik
unterstreichen:
 Der Aufwand fur eine Intervalloperation ist etwa doppelt so gro wie fur die ent-
sprechende reelle Operationen.
 Beim Rechnen mit Intervallen auf einer Rechenanlage ist zu beachten, da alle
Operationen mit Auenrundung ausgefuhrt werden mussen, um alle Rundungsfehler
mit zu erfassen.
 Die reellen Intervalle mussen auf Maschinenintervalle abgebildet werden. Dazu wer-
den die Intervallgrenzen durch gerichtete Rundungen (Auenrundung) auf Maschi-
nenzahlen abgebildet. Man beachte jedoch, da ein Intervall auf dem Rechner zwar
Maschinenzahlen als Unter- und Obergrenzen besitzt, da es aber trotzdem auch al-
le reellen Werte zwischen den Grenzen umfat! Das Maschinenintervall stellt somit
auf dem Rechner ein Kontinuum dar.
Unter Einsatz der Intervallarithmetik ist es nun auf einfache Art und Weise moglich,
den Wertebereich Wf ([x]) = ff(x) j x 2 [x]g einer Funktion f : IR ! IR uber einem
Intervall [x] einzuschlieen. Ersetzt man im entsprechenden Funktionsausdruck alle reellen
Groen durch entsprechende Intervallgroen und alle auftretenden Operationen durch die
entsprechenden Intervalloperationen, so erhalt man die intervallmaige Auswertung f([x])
von f uber [x]. Man nennt dies auch naturliche Intervallerweiterung .
Es gilt stets Wf([x])  f([x]), d. h. die intervallmaige Auswertung (auf dem Rechner
einschlielich Auenrundung) liefert eine Obermenge (Einschlieung) des Wertebereichs.
Damit ist es prinzipiell moglich mit einer einzigen Intervallauswertung die Garantie dafur
zu liefern, da eine Funktion f keine Nullstelle bzw. keine negative Werte hat. Gilt namlich
0 62 f([x]), so gilt auch 0 62 Wf ([x]). Abbildung 5 demonstriert, da auch eine Vielzahl
von Gleitkommaauswertungen keine solche Garantie liefern kann, denn zwischen den Aus-
wertestellen konnte immer noch ein
"
Ausreier\ ins Negative vorliegen. Erst die Interval-
lauswertung, als Obermenge des Wertebereichs, kann dies ausschlieen.
Ganz analog zum reellen konnen die notwendigen Operationen naturlich auch auf In-
tervallvektoren und -matrizen ausgedehnt werden, wobei Begrie wie Mittelpunkt, Durch-
messer, Vereinigung oder Schnitt jeweils komponentenweise interpretiert werden. Damit
ist es moglich Einschlieungsalgorithmen zur Losung von mehrdimensionalen Problemen
zu entwickeln wie z. B. fur lineare und nichtlineare Gleichungssysteme oder globale Opti-
mierungsprobleme (vgl. auch [6]).












Abbildung 5: Intervallauswertung garantiert positive Werte von f in [x]
3 Globale Optimierung mit Ergebnisverikation
Die Zielsetzung von Intervallverfahren zur Losung des globalen Optimierungsproblems ist
die Berechnung von verizierten Einschlieungen fur das globale Minimum f und fur
die globalen Minimalstellen x 2 X innerhalb des Optimierungsbereichs [x] 2 IIRn.
Der zugrundeliegende Algorithmus basiert auf dem sogenannten Intervall-Branch-and-
Bound -Prinzip:
Zerlege den Startbereich [x] in Teilbereiche [y]  [x] (branches), bestimme
garantierte Schranken (bounds) fur f auf den Teilbereichen [y] und eliminiere
diejenigen Teilbereiche, die aufgrund dieser Schranken kein globales Minimum
enthalten konnen.
Neben der naturlicherweise eingesetzten Intervallarithmetik mu das Verfahren mit ei-
ner moglichst optimalen Aufteilungsstrategie und Listenverwaltung fur die Teilbereiche
arbeiten. Weitere Hilfsmittel zur Beschleunigung des Algorithmus sind
 Lokale (approximative) Optimierungsmethoden,
 Cut-O-Tests,
 Monotonietest (falls f eine C1-Funktion),
 Konkavitatstest (falls f eine C2-Funktion) und
 Intervall-Newton-Schritt (falls f eine C2-Funktion).
Dabei ist es moglich, die benotigten Ableitungswerte mittels der sogenannten automati-
schen Dierentiation zu berechnen. Diese ermoglicht es, bei der Berechnung eines Funk-
tionswertes automatisch die Ableitungswerte mitzuberechnen. Dazu mu lediglich die
Funktionsvorschrift bekannt sein, wahrend die Ableitungsformeln nicht explizit angege-
ben werden mussen. Wir wollen auf diese Technik jedoch nicht weiter im Detail eingehen
und verweisen fur eine ausfuhrlichere Darstellung auf [6].
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Nach einer Beschreibung des Grund-Algorithmus, werden wir im folgenden auf die
einzelnen Hilfsmittel eingehen, die in einem ezienten Verfahren zum Einsatz kommen.
Auch dabei werden wir nicht bis ins kleinste Detail vorstoen, um den Rahmen dieses
Beitrages nicht zu sprengen.
3.1 Der Grund-Algorithmus
Wir wollen zunachst einmal schematisch die Arbeitsweise unseres Algorithmus beschrei-
ben, der mit einer Liste L arbeitet, in der jeweils die noch zur Bearbeitung anstehenden
Teilbereiche [y] des Optimierungsbereichs [x] abgespeichert werden. Auer dem jeweili-
gen Teilbereich [y] ist zusatzlich die auf diesem Teilbereich berechnete garantierte Unter-
schranke
fy = inf f([y])
fur die Funktionswerte in [y] mit abgespeichert. Zusatzlich verwendet der Algorithmus
einen Wert ef , der eine garantierte Oberschranke fur den Wert des globalen Minimums
darstellt, d. h. ef  f. Der Algorithmus arbeitet nun mit L und ef folgendermaen:
Startphase:
 Die Arbeitsliste L wird mit dem Startbereich [x] initialisiert:
L = L0 :=
[x]
fx
, wobei [fx; fx] = [fx] = f([x])
 Die garantierte Oberschranke ef  f wird durch eine Intervallauswertung mit
Punktargument initialisiert:
Wahle c 2 [x] (z. B. den Mittelpunkt), berechne [fc] := f[](c) intervallmaig
und setze ef := fc.
Iteration:
 In der (i+ 1)-ten Iteration wird der erste Bereich [y] in der Liste Li (aus dem
i-ten Iterationsschritt) aus der Liste entfernt und in zwei Teile aufgeteilt. Falls
durch entsprechende Tests die Existenz einer globalen Minimalstelle in diesen
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 Im nun neuen ersten Element der Liste Li+1 wird ein neues c := m([y]) gewahlt
und [fc] := f[](c) intervallmaig berechnet. Dann wird ein Update des Wertesef durch die Bestimmung von ef := minf ef; fc g durchgefuhrt.
 Mit dem neuen Wert ef kann nun moglicherweise ein sogenannter Cut-O-Test
durchgefuhrt werden (s. u.).
Terminierung:
 Durch eine Genauigkeitsforderung (z. B. in Form einer Bedingung fur die
Durchmesser der Intervalle [y] oder f([y])) kann der Algorithmus abgebrochen
werden.
Ergebnis: Fur das globale Minimum und die globalen Minimalstellen ergibt
sich nach dem Ende des Algorithmus, da
f 2 [minffy 2 Lg; ef ]; und X  [
[y]2L
[y]:
Zu jedem Zeitpunkt wahrend der Durchfuhrung des Algorithmus stellt der kleinste
fy-Wert in der Liste stets die beste bekannte garantierte Unterschranke und ef die be-
ste bekannte garantierte Oberschranke fur das globale Minimum f dar. Somit kann auch
die Distanz beider Werte als mogliches Abbruchkriterium fur den Algorithmus verwendet
werden.
3.2 Der Cut-O-Test
Mit der garantierten Oberschranke ef fur das Minimum f ist es moglich, alle Teilboxen
[y] aus der Liste zu entfernen, die die Beziehung
f  ef < fy
erfullen, da fy ja jeweils eine Unterschranke fur die tatsachlichen Funktionswerte von f auf
der Teilbox [y] darstellt. Abbildung 6 verdeutlicht dies an einem Beispiel. Die schraerten
Rechtecke stellen dabei jeweils die Intervallauswertungen von f uber dem entsprechenden




Abbildung 6: Der Cut-O-Test
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Teil der x-Achse dar. Mit der Hohenlinie auf dem Niveau von ef sieht man sofort, da die
dunkel schraerten Gebiete kein globales Minimum enthalten konnen.
An diesemBeispiel wird auch deutlich, da dieser Cut-O-Test um so besser (schneller)
funktioniert, je besser der Wert ef ist. Somit konnen gerade hier lokale (approximative)
Verfahren (Abstiegsverfahren) zur Verbesserung des Punktes c und damit der garantierten
Oberschranke ef zum Einsatz kommen.Wurde namlich im Beispiel (Abbildung 6) der Wert
von ef in der Nahe des linken Randes von [y]1 bestimmtwerden, so konnte der Cut-O-Test
sogar alle anderen Teilintervalle [y]k mit k = 2; : : : ; 10 aus der Liste entfernen.
Diese Tatsache verdeutlicht die Vorgehensweise der Verikationsverfahren zur globalen
Optimierung, namlich die Ausnutzung der jeweiligen Vorteile beim wechselseitigen Ein-
satz von Gleitkomma- und Intervallrechnung. Der Wert c kann approximativ
"
verbessert\
werden, wahrend der garantierte Wert ef durch eine Intervallauswertung bestimmt werden
mu.
3.3 Algorithmische Darstellung
Wir wollen nun noch eine vereinfachte algorithmische Beschreibung unseres grundlegenden
Verfahrens geben, um die prinzipielle Vorgehensweise zu verdeutlichen. Bei gegebener
Arbeitsliste L, Listenelementen ([y]; fy), und zu optimierender Funktion f : IR
n ! IR,
verwenden wir dabei die folgenden Notationen:
Notation Bedeutung
L := f g Initialisierung von L als leere Liste
L := L + ([y]; fy) Einhangen von ([y]; fy) in L
([y]; fy) := PopHead (L) Aushangen von ([y]; fy) mit kleinstem fy aus L
fy Unterschranke der Intervallauswertung [fy] := f([y])
f[](c) Intervallauswertung von f im Punkt c
Algorithmus GlobalOptimize (f; [x]; "; Lres ; [f
])
1. [fc] := f[](m([x]));
ef := fc;
2. [y] := [x]; L := f g; Lres := f g;
3. repeat
(a) k := OptimalComponent ([y]); Bisect ([y]; k; [u]1; [u]2);
(b) for i := 1 to 2 do
i. [fu] := f([u]
i);
ii. if ef < fu then nexti;
iii. Apply additional tests and methods;
iv. L := L+ ([u]i; fu); fStore [u]ig
(c) Bisect := false;
(d) while (L 6= f g) and (not Bisect) do
i. ([y]; fy) := PopHead (L); c := m([y]);
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ii. Apply approximate method to improve c;
iii. [fc] := f[](c);
ef := minf ef; fcg; CutOTest (L; ef );
iv. if (d(f([y])) < ") or (d([y]) < ") then
Lres := Lres + ([y]; fy);
else Bisect := true;
until (not Bisect);
4. [f] := [minffy 2 Lg; ef ];
5. return Lres; [f
];
Als Eingabedaten erhalt GlobalOptimize die Funktion f , die Start-Box [x] und einen
(oder auch mehrere) Genauigkeitsparameter ". In Schritt 1 wird zunachst durch eine
intervallmaige Mittelpunktsauswertung eine erste garantierte Oberschranke ef fur f be-
stimmt. Danach wird die aktuelle Box [y] mit der Startbox [x] und die Arbeitsliste L
sowie die Ergebnisliste Lres jeweils mit einer leeren Liste initialisiert.
Schritt 3 stellt die eigentliche Iteration dar, in der in Schritt (a) jeweils eine Bisektion
der aktuellen Box [y] bezuglich einer moglichst optimal gewahlten Koordinate k durch-
gefuhrt wird (Details zu dieser Richtungswahl nden sich z. B. in [20]). Danach werden die
beiden Halften [u]1 und [u]2 daraufhin untersucht, ob sie eine globale Minimalstelle enthal-
ten konnen oder nicht. In Schritt (b)iii konnen dabei die in den nachfolgenden Abschnitten
beschriebenen Methoden zum Einsatz kommen. Kann die Teilbox nicht eliminiert werden,
so wird sie in Schritt (b)iv an die Liste L angehangt.
In Schritt 3(d) wird jeweils eine neue aktuelle Box [y] aus der Liste ausgehangt und
ausgehend von deren Mittelpunkt eine lokale approximative Methode zur Verbesserung
des Wertes c und damit der Oberschranke ef angewendet. Mit diesemWert wird dann der
Cut-O-Test durchgefuhrt. Wenn die aktuelle Box bereits einer bestimmten Abbruch-
bedingung bezuglich des Durchmessers genugt, dann wird diese in die Ergebnisliste Lres
eingehangt, andernfalls wird sie weiter halbiert.
In Schritt 4 wird noch die bestmogliche Einschlieung [f] fur den Wert des globalen
Minimums bestimmt, und zuletzt werden Lres und [f
] als Ergebnisse des Algorithmus
zuruckgegeben.
In den folgenden Abschnitten wollen wir nun noch auf die weiteren Hilfsmittel ein-
gehen, die in Schritt 3(b)iii zum Einsatz kommen konnen, sofern die zu behandelnde
Funktion f die jeweils erforderlichen Dierenzierbarkeitsvoraussetzungen erfullt.
3.4 Der Monotonietest
Ist f streng monoton in einer Box [y]  [x], so kann diese aus der Liste geloscht werden,
denn [y] kann in diesem Fall keinen stationaren Punkt und somit auch kein lokales oder
gar globales Minimum enthalten. Die Ausnahme bilden naturlich Randminima auf dem
Rand des ursprunglichen Optimierungsgebietes [x], die keine stationare Punkte sind.
Erfullt also die intervallmaige Auswertung des Gradienten [g] =rf([y]) die Bedin-
gung
0 62 [g]i fur ein i = 1; : : : ; n;
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[y]1 [y]2 [y]3 [y]4x x
x
f(x)
Abbildung 7: Zum Monotonietest
dann besitzt der Gradient keine Nullstelle in [y], und f ist streng monoton in [y] bezuglich
der i-ten Koordinate. Die Box [y] kann also geloscht werden. Enthalt [y] allerdings Teile
des Randes von [x], so durfen diese (zumindest vom Monotonietest) je nach Monotonie-
eigenschaft nicht geloscht werden.
In dem in Abbildung 7 skizzierten Fall mit n = 1 und fur vier Teilintervalle kann der
Monotonietest [y]1 auf den Randpunkt x reduzieren, die Box [y]2 bleibt unverandert, und
[y]3 kann geloscht werden. Da f in [y]4 monoton steigend ist, kann das ganze Intervall
geloscht werden, da ja ein Minimum gesucht wird.
In diesem Beispiel reduziert der Monotonietest die ursprungliche Liste von vier In-
tervallen [y]1, [y]2, [y]3 und [y]4 auf zwei Intervalle [x] und [y]2. Hier ware sogar der Fall
gegeben, da ein anschlieender Cut-O-Test mit einer Funktionsauswertung in [x] au-
erdem noch [y]2 eliminieren wurde und damit die eindeutige Losung x = x zum Preis
von nur vier Intervallauswertungen des Gradienten und zwei Intervallauswertungen von
f bestimmt ware.
4 Der Konkavitatstest
Dieser Test pruft eigentlich die
"
Nicht-Konvexitat\, und er erhielt seinen Namen in der
Literatur wohl zur Vereinfachung der Sprechweise. Er wird verwendet, um festzustellen
ob die zu minimierende Funktion f auf einer Teilbox [y]  [x] nicht konvex ist. Ist dies
der Fall, so braucht [y] nicht mehr weiter auf eine Minimalstelle untersucht zu werden,
auer wenn [y] Teile des Randes von [x] enthalt. In diesem Fall kann [y], wie auch im
Monotonietest, zumindest auf den Rand, der moglicherweise eine globale Minimalstelle
enthalt, reduziert werden.
Eine Funktion f ist konvex in [y], wenn ihre Hessematrix uberall in [y] positiv semide-
nit ist (vgl. Satz 1.6.3 in [24]). Eine notwendige Bedingung fur die positive Semidenitheit
ist, da alle Diagonalelemente der Hessematrix nichtnegativ sind (vgl. Satz 1.1.2 in [20]).
Gilt nun fur alle Hessematrizen in [y], da ein Diagonalelement kleiner als 0 ist, so kann
die Hessematrix nicht positiv semidenit sein.
Erfullt also die intervallmaige Auswertung der Hessematrix [H] = r2f([y]) die Be-
























































































































































































Abbildung 8: Zum Konkavitatstest
dingung
H ii < 0 fur ein i = 1; : : : ; n;
dann ist Hii < 0 fur H =r
2f(y) und fur alle y 2 [y]. Somit kann [y] geloscht werden.
Abbildung 8 skizziert den eindimensionalen Fall fur vier Teilintervalle, in dem der Kon-
kavitatstest [y]1 auf den Randpunkt x reduzieren, [y]3 loschen und [y]4 auf den Randpunkt
x reduzieren kann. Die Box [y]2 bleibt erhalten.
4.1 Intervall-Newton-(Gau-Seidel)-Schritt
Ein weiteres Hilfsmittel zur Elimination bzw. zur Verkleinerung einer Teil-Box [y] ist die
Anwendung eines einzelnen Schrittes aus der Intervall-Newton- bzw. Gau-Seidel-Iteration
zur Losung des nichtlinearen Gleichungssystems
rf(y) = 0; y 2 [y]:
Dabei wird eine a-priori Einschlieung [y] der Nullstelle des Gradienten durch Auosen
des Intervallgleichungssystems
[A](c  x) = b
mit [A] 2 IIRnn und b 2 IRn verbessert. [A] und b sind dabei gegeben durch
[A] := R r2f([y]) und b := R rf(c);
wobei R  (m(r2f([y]))) 1 und c := m([y]).















i = 1; : : : ; n




Bei der Division durch [A]ii tritt hier das zunachst formale Problem auf, da der Nenner
die Null enthalten konnte. Aus diesem Grund bedient man sich im Intervall-Gau-Seidel-
Schritt der sogenannten erweiterten Intervallarithmetik (vgl. [6], [9]), die eine Division
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durch Intervalle, die die Null enthalten, erlaubt. Wir wollen dies hier nicht weiter vertiefen
und verweisen fur eine detaillierte Beschreibung des Intervall-Gau-Seidel-Schrittes auf [1],
[6, Kapitel 13,14] und [20, Abschnitt 2.5].
Im Rahmen unseres globalen Optimierungsverfahrens ware eine vollstandige Intervall-
Newton-Iteration zwar moglich, aus
"
Kostengrunden\ wird dies aber nicht praktiziert. Der
einzelne Newton-Schritt ist aufgrund der notwendigen Hessematrix-Auswertung relativ
teuer, wahrend die anderen Tests, die moglicherweise eine Box loschen bevor ein weiterer
Newton-Schritt notwendig wird, wesentlich billiger sind. Auerdem behandelt der Newton-
Schritt das Nullstellenproblem fur den Gradienten und zielt damit auf die Berechnung
eines stationaren Punktes ab, der nicht notwendigerweise ein Minimalpunkt sein mu.
Die Anwendung des Intervall-Gau-Seidel-Schrittes innerhalb unseres Verfahrens kann
nun folgende Ergebnisse liefern:
 Die Ergebnisbox N 0GS([y]) ist leer, d. h. [y] enthalt keinen stationaren Punkt.
 Die Ergebnisbox N 0GS([y]) ist signikant verkleinert worden.
 Ergebnisbox N 0GS([y]) ist insgesamt verkleinert und in Teilboxen aufgespalten wor-
den.
Wir wollen dies im eindimensionalen Fall kurz graphisch erlautern.
Ahnlich wie das klassische Newton-Verfahren kann auch das Intervall-Newton-
Verfahren geometrisch dadurch interpretiert werden, da in jedem Iterationsschritt an
der Stelle c = m([y]) zwei Geraden an den Graphen der Funktion f angelegt werden.
Es handelt sich dabei um die Geraden mit der Steigung f 0([y]) bzw. f 0([y]), also mit der
kleinsten bzw. groten Steigung von f im Intervall [y]. Ihre Schnittpunkte mit der x-Achse
entsprechen den Intervallgrenzen der neuen Iterierten, die nachfolgend noch mit der alten
Iterierten [y] geschnitten wird. Anhand von zwei Skizzen wollen wir diese geometrische
Interpretation fur den Fall 0 62 f 0([y]) und fur den Fall 0 2 f 0([y]) veranschaulichen.
In Abbildung 9 ist fur [y] = [y; y] der Fall 0 62 f 0([y]) skizziert. Die Gerade mit
der kleinsten Steigung schneidet die x-Achse in , die Gerade mit der groten Steigung
schneidet sie in . In einem Newton-Schritt wird also zunachst das Intervall





























































































































































Abbildung 9: Intervall-Newton-Schritt mit 0 62 f 0([y])
















































































Abbildung 10: Intervall-Newton-Schritt mit 0 2 f 0([y])
berechnet, das in der Skizze links vomMittelpunkt liegt. Die imAnschlu daran erfolgende
Schnittbildung liefert somit
N 0([y]) := [w] \ [y] = [; ] \ [y; y] = [y; ];
als neue Iterierte und somit verbesserte Einschlieung der Nullstelle von f 0.
In Abbildung 10 ist fur [y] = [y; y] der Fall 0 2 f 0([y]) skizziert. Die Gerade mit
der kleinsten Steigung schneidet die x-Achse in , die Gerade mit der groten Steigung
schneidet sie in . In einem (erweiterten) Newton-Schritt wird also zunachst das erweiterte
Intervall
[w] := c  f(c)
f 0([y])
= ( 1; ] [ [;1)
berechnet und die anschlieende Schnittbildung liefert
N 0([y]) := [w] \ [y] = (( 1; ] [ [;1)) \ [y; y] = [y; ] [ [; y];
also die Vereinigung zweier Intervalle, die nach wie vor die Nullstellen von f 0 in [y] enthalt.
4.2 Eindeutigkeitsaussagen
Unter Anwendung von speziellen Fixpunktsatzen, deren Voraussetzungen mittels Inter-
vallrechnung auf dem Rechner uberpruft werden konnen, ist es moglich, da das Verfahren
selbst nachweist, da eine Teilbox [y] in der Ergebnisliste Lres eine (lokal in [y]) eindeutige
Minimalstelle enthalt. Dies ist moglich durch den Nachweis eines eindeutigen stationaren
Punktes in [y], d. h. den Nachweis von Existenz und Eindeutigkeit einer Nullstelle von
rf in [y] zusammen mit dem Nachweis, da f in [y] streng konvex ist, d. h. durch den
Nachweis der positiven Denitheit aller r2f in [y].
Aufgrund der Eigenschaften des Intervall-Gau-Seidel-Schrittes lat sich der erste
Punkt recht leicht uberprufen. Wir fassen diese im nachfolgenden Satz zusammen.
Satz 2 Sei f : D  IRn ! IR eine zweimal stetig dierenzierbare Funktion, und sei
[y] 2 IIRn mit [y]  D. Dann besitzt N 0GS([y]) die folgenden Eigenschaften:
1. Jede Nullstelle x in [y] von rf liegt auch in N 0GS([y]).
2. Ist N 0GS([y]) = ;, dann existiert keine Nullstelle von rf in [y].
3. Gilt N 0GS([y])
 [y], dann existiert eine eindeutige Nullstelle vonrf in [y] und damit
auch in N 0GS([y]).
Beweis: Siehe z. B. [9].
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Somit mu das Verfahren lediglich uberprufen, ob N 0GS([y]) echt im Inneren von [y]
liegt. Mit einer ahnlichen Inklusionsbedingung lat sich auch die positive Denitheit aller
Hessematrizen in [y] nachweisen. Wir wollen jedoch auch dies, um den Rahmen dieses
Beitrags nicht zu sprengen, hier nicht weiter vertiefen und verweisen auf [6, Kapitel 14]
und [20, Abschnitt 2.7].
5 Historie der Methoden und Varianten
Um dem interessierten Leser bzw. der interessierten Leserin die Moglichkeit zu geben,
sich tiefer in die vorgestellte Methodik einzuarbeiten, geben wir nun einen kleinen histori-
schen Uberblick. Darin fuhren wir die wichtigsten Stationen der Entstehung verschiedener
Varianten von Intervallverfahren zur globalen Optimierung einschlielich entsprechender
Literaturreferenzen auf. Wir erheben jedoch keinen Anspruch auf Vollstandigkeit.
1966: Durch das Buch von Moore [17] wird der Grundstock zur Verwendung der Inter-
vallarithmetik fur die globale Optimierung gelegt.
1974: Skelboe kombiniert in [22] eine Branch-and-Bound-Strategie mit Moores Intervall-
verfahren und entwickelt ein erstes ableitungsfreies Verfahren, das darauf abzielt,
Einschlieungen fur f zu berechnen.
1979: Ichida und Fujii [10] entwickeln eine Modikation des Skelboe-Verfahrens unter
Einbeziehung des Mittelpunktstests und des Intervall-Newton-Verfahrens. Auch die-
se zielt darauf ab, nur Einschlieungen fur f zu berechnen.
1979/80: Eines der wichtigsten Intervall-Verfahren, veroentlicht Hansen 1979 fur den
eindimensionalen Fall [7] und 1980 fur den mehrdimensionalen Fall [8]. Es inte-
griert die Mittelpunkts-, Monotonie- und Konkavitatstests sowie ein spezialisiertes
Intervall-Newton-Verfahren mit dem Ziel, Einschlieungen fur f und fur X zu
berechnen.
1988: Ratschek und Rokne fassen in [18] die obigen Verfahren zusammen und fuhren
umfangreiche Konvergenzuntersuchungen und Vergleiche durch.
1988/89/90: In [2], [3] und [4] beschreibt Csendes ein Verfahren mit Cut-O-Test und
Monotonietest speziell fur Parameterschatzungsaufgaben imBereich von Fertigungs-
toleranzen. Auch hier gilt das Interesse vornehmlich f.
1991/92: Jansson und Knuppel stellen in [11] und [12] ein Intervall-Branch-and-Bound-
Verfahren vor, das ohne Ableitungen auskommt und unter intensiver Nutzung lokaler
approximativer Verfahren sehr schnell gute Naherungen und garantierte Schranken
fur f liefert.
1991/92/93/94: In [19], [20], [6] und [21] beschreiben wir eziente Modikationen
des Verfahrens von Hansen unter Einsatz von optimierter Bisektion, Cut-O-,
Monotonie- und Konkavitatstests, Intervall-Gau-Seidel-Schritt mit modiziertem
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Box-Splitting, spezieller Randbehandlung, Eindeutigkeitsnachweisen und automati-
scher Dierentiation. Zielsetzung ist dabei, Einschlieungen von hoher Genauigkeit
fur f und X zu berechnen.
1992: In seinem Buch [9] fat Hansen Modikationen fruherer Varianten seines Verfah-




Numerical Toolbox for Veried Computing I\ [6] wird (unter anderem)
erstmals Public-Domain-Software fur die globale Optimierung mit automatischer
Ergebnisverikation zur Verfugung gestellt.
1994: Jansson beschreibt in [13] ein sehr ezientes Verfahren unter Verwendung von Ab-
leitungen, mit Eindeutigkeitstests fur stationare Punkte und mit einem sogenannten
Expansionsprinzip. Dieses Verfahren ermoglicht es, hochgenaue Einschlieungen so-
wohl fur f als auch fur X zu berechnen.
6 Numerische Resultate und Laufzeitvergleiche
Mit den nachfolgend aufgefuhrten Ergebnissen fur Testbeispiele aus der Literatur wollen
wir die Ezienz der Intervallverfahren fur die globale Optimierung unterstreichen. Wir
beschranken uns dabei auf die Resultate in [9], [14], [20] und [21].
6.1 Standard-Testbeispiele
Wir wollen uns zunachst einmal den Funktionen widmen, die in [5] zu einem Standard-
satz zum Test von globalen Optimierungsverfahren erklart worden sind. Neben den Funk-
tionsvorschriften geben wir auch die mit einer geforderten relativen Genauigkeit 10 12
berechneten Einschlieungen fur die Minimalwerte und die globalen Minimalstellen an.
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1 1 1 1
8 8 8 8
6 6 6 6
3 7 3 7
2 9 2 9
5 5 3 3
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Startbereich: 0  xi  10, i = 1; : : : ; 4.
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Ergebnisse fur S5:






















































Startbereich: 0  xi  1, i = 1; : : : ; 3.
Ergebnisse:
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10 3 17 3:5 1:7 8
0:05 10 17 0:1 8 14
3 3:5 1:7 10 17 8
17 8 0:05 10 0:1 14
1












0:1312 0:1696 0:5569 0:0124 0:8283 0:5886
0:2329 0:4135 0:8307 0:3736 0:1004 0:9991
0:2348 0:1451 0:3522 0:2883 0:3047 0:6650
0:4047 0:8828 0:8732 0:5743 0:1091 0:0381
1
CCA :
Startbereich: 0  xi  1, i = 1; : : : ; 6.
Ergebnisse:





















cos x1 + 10:
Abbildung 11: Die Branin-Funktion
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Startbereich:  5  x1  10; 0  x2  15.
Ergebnisse:
Minimalstelle(n): 1. [ 3.141592653589792E+000, 3.141592653589795E+000]
[ 2.274999999999996E+000, 2.275000000000005E+000]




Minimum: [ 3.978873577297381E-001, 3.978873577297435E-001]
SHCB: Die Six-Hump-Camel-Back -Funktion (x 2 IR2):
fSHCB(x) = 4x
2
1   2:1x41 +
1
3
x61 + x1x2   4x22 + 4x42:




2. [ 8.984201310031189E-002, 8.984201310032657E-002]
[-7.126564030207403E-001,-7.126564030207390E-001]
Minimum: [-1.031628453489896E+000,-1.031628453489858E+000]
Wir wollen nun die Laufzeiten verschiedener Verfahren vergleichen. Wir verwenden
dazu sogenannte Standardzeiteinheiten (auch STUs genannt). Bei der STU handelt es
Abbildung 12: Six-Hump-Camel-Back-Funktion
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sich um die sogenannte Standard Time Unit , die der Berechnungszeit fur 1000 reelle
Auswertungen der Shekel-5-Funktion (S5) entspricht. Sie wird als nahezu von Compiler
und Rechner unabhangige Zeitmekonstante ublicherweise in der Literatur verwendet.
In der nachfolgenden Tabelle vergleichen wir die Verikationsverfahren von Hansen [9],
Jansson [13] und Ratz [20] mit klassischen Naherungsverfahren [23]. Bei letzteren ist der
angegebene STU-Wert ein Mittel aus den Zeiten, die verschiedene dieser approximativen
Verfahren benotigen (vgl. [23]).
Vergleich der Standardzeiteinheiten
H3 H6 S5 S7 S10 BR
Naherungsverfahren (im Schnitt) 11.5 29.1 15.4 19.4 22.2 6.2
Verikationsverfahren (Hansen) 4.4 3641 2.0 6.4 10.2 0.7
Verikationsverfahren (Ratz) 2.3 57.3 1.2 1.5 2.3 0.7
Verikationsverfahren (Jansson) 5.6 40.1 1.5 1.8 2.3 2.2
Die Zahlen machen deutlich, da die neuen Verfahren in ihrer Ezienz durchaus mit
den Naherungsverfahren vergleichbar und diesen in den meisten Fallen sogar deutlich
uberlegen sind. Das ableitungsfreie Verfahren von Jansson [12], das Naherungen fur den
Minimalwert und die Minimalstellen sowie garantierte Schranken fur den Minimalwert
liefert, kann sogar mit noch kurzeren Laufzeiten aufwarten.
6.2 Weitere Testbeispiele
Wir wollen nun noch Resultate fur einige weitere Testfunktionen aus [9] und [23] angeben.
Darunter benden sich auch extreme Beispiele mit mehreren 1000 oder sogar 1010 lokalen
Minimalstellen im Optimierungsbereich.
In den jeweils nach den numerischen Ergebnissen folgenden Tabellen zu den Testfunk-
tionen vergleichen wir fur die Verfahren von Hansen [9], Ratz [20] und Jansson [14] die
Anzahl der notwendigen Funktions-, Gradienten- und Hessematrixauswertungen sowie die
Laufzeiten in Standardzeiteinheiten. Der STU-Wert fur das Hansen-Verfahren ist ein aus
den in [9] angegebenen Laufzeiten grob ermittelterWert, da keine STU-Angaben vorliegen.
Beim Verfahren von Jansson ist zu bemerken, da aufgrund des Einsatzes approximativer
Verfahren neben den Intervallauswertungen noch reelle Auswertungen notwendig sind, die
jedoch in den Tabellen nicht aufgefuhrt sind.




i cos((i  1)x1 + i)
5X
j=1
j cos((j + 1)x2 + j) + (x1 + 1:42513)
2 + (x2 + 0:80032)
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Abbildung 13: Die Levy-Funktion Nr. 5
Minimum: [-1.761375780016305E+002,-1.761375780016283E+002]
Die Abbildungen 13 und 14 zeigen die Levy-Funktion Nr. 5 im originalen Optimie-
rungsgebiet und in einem etwas kleineren Ausschnitt davon.
Levy-Funktion Nr. 5
" = 10 12 Hansen Ratz Jansson
f -Auswertungen 2166 59 732
rf -Auswertungen 2021 319 2
r
2f -Auswertungen 725 69 11
Laufzeit in STUs > 30 13.4 7.9
Abbildung 14: Die Levy-Funktion Nr. 5 (Detail)
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y2i (1 + 10 sin
2((1 + yi+1))) + sin
2((1 + y1)) + y
2
10;
mit yi = (xi   1)=4, i = 1; : : : ; 10
Startbereich:  10  xi  10, i = 1; : : : ; 10 (darin 1010 lokale Minima!).
Ergebnisse:





Minimum: [ 0.000000000000000E+000, 6.522368011415477E-030]
Abbildung 15 zeigt die Levy-Funktion Nr. 12 in nur zwei Dimensionen, so da sich der
Leser einen Eindruck uber die Gestalt der Funktion machen kann.
Levy-Funktion Nr. 12
" = 10 12 Hansen Ratz Jansson
f -Auswertungen 559 89 141
rf -Auswertungen 497 177 1
r
2f -Auswertungen 184 41 5
Laufzeit in STUs > 34 20.1 4.7
Abbildung 15: Die Levy-Funktion Nr. 12 mit x 2 IR2
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Abbildung 16: Die Griewank-Funktion fur n = 2













Startbereich:  500  xi  600, i = 1; : : : ; n (darin fur n = 2 etwa 500 und fur n = 10
mehrere 1000 lokale Minima!).
Ergebnisse:




Minimum: [ 0.000000000000000E+000, 0.000000000000000E+000]
Auch die Griewank-Funktion lat sich von Intervallverfahren ezienter bearbeiten
als von klassischen Verfahren. Vergleicht man die in [23] aufgefuhrten Ergebnisse fur die
Methoden von Griewank und Snyman mit den Resultaten fur die Verfahren von Jansson
[14] und Ratz [20], so ist zunachst festzustellen, da die verallgemeinerte Abstiegsmethode
von Griewank nur ein suboptimales lokales Minimumndet. Fur n = 2 benotigt Snymans
Multi-Start-Algorithmus etwa 1.4 STUs und fur n = 10 bereits 90 STUs. Das Verfahren
von Jansson benotigt fur n = 2 etwa eine STU und fur n = 10 rund neun STUs. Unser
Verfahren aus [20] benotigt fur n = 2 etwa zwei STUs und fur n = 10 rund 16 STUs.
RB: Die Rosenbrock-Funktion (x 2 IR2):
f(x) = 100(x2   x21)2 + (x1   1)2
Startbereiche:  1:2  xi  1:2, i = 1; 2 bzw.  106  xi  106, i = 1; 2.
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Ergebnisse:
Minimalstelle: [ 9.999999999999603E-001, 1.000000000000133E+000]
[ 9.999999999999705E-001, 1.000000000000266E+000]
Minimum: [ 0.000000000000000E+000, 2.969873293021112E-023]
Abbildung 17: Die Rosenbrock-Funktion
Die Rosenbrock-Funktion wurde in der Literatur als eine schwere Testfunktion fur
neue Optimierungsverfahren akzeptiert. Eine ihrer Besonderheiten ist die Tatsache, da
ihre Hessematrix auf allen Punkten der Parabel 800x2   800y + 4 = 0 singular ist.
Die nachfolgende Tabelle, in der wiederum die Verfahren von Hansen, Ratz und
Jansson verglichen werden, demonstriert die (im Vergleich zur enormen Vergroerung
des Optimierungsbereiches) nur geringe Erhohung der Auswertungszahlen und Laufzei-
ten, wenn der Startbereich um den Faktor 106 vergroert wird.
Rosenbrock-Funktion
" = 10 12 Hansen Ratz Jansson Hansen Ratz Jansson
Startbereich Xi [ 1:2; 1:2] [ 106; 106]
f -Auswertungen 640 111 150 12321 1213 12172
rf -Auswertungen 583 187 1 12827 2399 1
r
2f -Auswertungen 238 50 13 4949 593 13
Laufzeit in STUs > 2.5 0.2 1.5 > 50 4.1 35
7 Schlubemerkung
Viele der Anwender und Entwickler numerischer Verfahren und entsprechender Software
werden heutzutage immer noch vomBegri Intervallrechnung geradezu abgeschreckt. Dies
liegt wohl vor allem an der Tatsache, da dieses relativ junge Gebiet der Mathematik,
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aufgrund zahlreicher Fehlinterpretationen von einigen naiven Anwendern der Anfangszeit,
mit einem schlechten Ruf zu kampfen hat. So wird von vielen nach wie vor die Intervall-
rechnung als diejenige Sparte der Numerik abgetan, die
"
eigentlich den Wert 5 berechnen
will, als Ergebnis aber eine Einschlieung [ 1000; 1000] liefert\. Der Grund liegt darin,
da es bei naiver Anwendung der Intervallarithmetik zu drastischen Uberschatzungen der
Wertebereiche kommen kann.
Wir hoen, dieser Artikel weckt bei einigen Lesern, die sich vielleicht bisher eher zu
den abgeschreckten zahlten, zumindest ein gewisses Interesse an Intervallverfahren. Die
vorangegangenen Abschnitte demonstrierten schlielich, da es speziell auf dem Gebiet
der globalen Optimierung hochgenaue und schnelle Intervallverfahren gibt, die sogar ef-
zienter als klassische approximative Methoden arbeiten konnen. Daruber hinaus sind
diese Verfahren in der Lage, mathematische Aussagen uber den garantierten Einschlu
der gesuchten Losung(en) zu machen.
Die Grundlage fur die Durchfuhrung solcher Verfahren auf einem Rechner bildet eine
mathematisch formulierte Rechnerarithmetik [16] und eine entsprechende Implementie-
rung dieser Arithmetik, wie sie z. B. in PASCAL{XSC [15] realisiert wurde. Weitere
Voraussetzung fur eine erfolgreiche Entwicklung solcher Intervallverfahren ist naturlich
stets, da die eingangs angesprochenen Uberschatzungs- und Aufblahungseekte durch
ein problemspezisches und sorgfaltiges Design der Algorithmen weitestgehend vermie-
den werden.
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