Abstract. This paper deals with some characterizations of gradient-like continuous random dynamical systems (RDS). More precisely, we establish an equivalence with the existence of random continuous section or with the existence of continuous and strict Liapunov function. However and contrary to the deterministic case, parallelizable RDS appear as a particular case of gradient-like RDS. The obtained results are generalizations of well-known analogous theorems in the framework of deterministic dynamical systems.
Introduction
Let φ be a continuous (deterministic) dynamical system on a locally compact space E, that is (1) φ : R × E → E, (t, x) → φ(t, x) is continuous, (2) φ satisfies the translation equation, i.e.
φ(0, x) = x, φ(s + t, x) = φ(s, φ(t, x)); (s, t ∈ R, x ∈ E).
Then φ is said to be gradient-like if there exists a set S ⊂ E and an homeomorphism h : E → R × S such that φ(R, S) = E and h(φ(t, x)) = (t, x); (t ∈ R, x ∈ S).
By putting Y := R × S and κ(t, (r, x)) := (t + r, x), h is in fact an homeomorphism between φ and the parallel dynamical system κ. In other words φ is parallelizable. These notions were first introduced in [10] (cf. [2] and the related references). Following [2, [5] [6] [7] , the parallelization of (E, φ) is equivalent to each one of the following statements:
(1) φ possesses a continuous section, i.e. there exists a closed set S ⊂ E and a continuous map τ : E → R such that φ(τ (x), x) ∈ S for each x ∈ E. (2) φ possesses a continuous strict Liapunov function, i.e. there exists a continuous map l : E →]0, ∞[ which is strictly decreasing along all trajectories of φ. (3) Each continuous cocycle C : R × E →]0, ∞[ of φ is of the form C(t, x) = p(φ(t, x))/p(x) for some continuous p : E →]0, ∞[. The aim of this paper, is to generalize this notion and those characterizations in the framework of random dynamical systems. A continuous random dynamical system (RDS) with state space E, is defined as a pair (θ, ϕ) where θ is a translation on a measurable space (Ω, F) and ϕ is a continuous cocycle over θ. The paper is organized as follows: In the next section, we recall some useful notions related to random dynamical system. Then we adapt the deterministic case in order to introduce the notions of gradient-like random dynamical system, random section and random Liapunov function (although that the last notion has been already introduced in [8, 9] ). The main result is then formulated in the last Section. Let (φ, ϕ) be a RDS with state space E. As in the deterministic case, we prove that the following assertions are equivalent:
(1) (θ, ϕ) is a gradient-like RDS.
(2) (θ, ϕ) possesses a continuous random section S ⊂ Ω × E. 
The backward RDS associated to (θ, ϕ) is gradient-like. However and contrary to the deterministic dynamical systems, parallelizable RDS appear as a particular case of gradient-like RDS. They correspond to gradient-like RDS for which the random section is a band (i.e. S = Ω×Y for some Y ⊂ E). As in the deterministic case, we prove that a parallelizable RDS is random conjugate to a parallel RDS. Finally, we apply our results to a model from random differential equations, namely the Lorenz system perturbed by real noises.
Preliminaries
In this paper, (Ω, F) is a measurable space, R denote the real line endowed with its σ-algebra R and E is a locally compact space with countable base (LCCB) endowed with its Borel σ-algebra E. The product Ω × E is endowed with the usual σ-algebra F ⊗ E. Moreover, I Y : Y → Y denotes the identity map.
In the next section, we will give some preliminary definitions and remarks for later use. Firstly we give the definition of continuous random dynamical systems (cf [1] 1.1).
Random Dynamical Systems
A continuous random dynamical system (RDS) consists of two ingredients:
(1) A model of the noise, namely a measurable dynamical system (DS) θ defined on (Ω, F): i.e. a mapping θ : R × Ω → Ω, (t, ω) → θ t ω := θ(t, ω) such that (1) θ satisfies the translation equation, i.e.: For all s, t ∈ R, ω ∈ Ω
(2) A model of the system perturbed by noise, namely a cocycle on E over the DS θ, i.e.: A mapping
The family ϕ(t, ω) := ϕ(t, ω, .) : E → E of random mappings, satisfies the cocycle equation, i.e.: For
In this case, we say that ϕ is a continuous RDS driven by the DS θ, with state space E and with parameters R. It is denoted by (θ, ϕ). Let (θ, ϕ) be a continuous RDS on E.We may associate the skew product Φ defined by
It can be easily verified that Φ is a measurable DS on the product space Ω × E.
Remarks 1
(1) Using the skew product, it can be easily verified that t → (θ t ω, ϕ(t, ω, x) is injective.
(2) It follows from (2) that ϕ(t, ω) is a homeomorphism of E and
(3) If Ω is reduced to one point (i.e. there is no noise), then the cocycle equation is reduced to the translation equation. Indeed, if Ω := { } then θ t = for t ∈ R. Therefore, by putting ϕ t := ϕ(t, ), the relation (2) becomes
which is the translation equation on E. Hence, RDS generalize in a natural way the deterministic DS. (4) The skew product allows natural generalizations from the deterministic case to the random case. (5) Most of the time, RDS are defined over probability spaces. This is essentially connected to the concept of behaviors of RDS at infinity. Since we don't have such problems here, we omit the probability throughout this paper. Examples 1 Let θ be a DS over a measurable space (Ω, F).
(1) Let π be a continuous (deterministic) dynamical system on a LCCB E. Obviously, (θ, π) is a continuous RDS with state space E. Notice that, in this case, the associated skew product is in fact a diagonal product. It is given by
This means that the noise θ is not perturbed by the system φ.
then (θ, π) is called a parallel RDS generated by Y .
Example 2 RDS (with continuous time) are models of solutions of random differential equations and stochastic differential equations. Next, we will only investigate the first case. For the second case, we need to introduce some non-trivial concepts (Wiener shift, stochastic integral ...) and this is not the aim of our paper. However, for the two cases, we refer the reader to the monograph [1] .
Let θ be a DS over a measurable space (Ω, F), let E be an open set of R d and let f : Ω × E → E be measurable and such that for each ω ∈ Ω:
(1) (t,
admits a unique solution ϕ which is a continuous RDS. The solution is given implicitly by
RDS-isomorphism
Let ϕ and ψ be two RDS over the same driving DS θ, but with state spaces E and F respectively. The RDS ϕ and ψ are said to be topologically equivalent or RDS-isomorph or random conjugate if there exists a mapping
The cocycles ϕ and ψ are cohomologous; i.e., for all ω ∈ Ω, x ∈ E and t ∈ R:
In this case, f is called a random isomorphism or a RDS-isomorphism.
Remarks 2
(1) This notion is classical even for RDS (cf.
[1] 1.9.2). However, for the preceding convenient definition, we refer the reader to [3] . (2) Although it is not obvious but the random conjugaison is in fact an equivalence relation on the set of continuous cocycles driven by the same noise. (3) If there is no noise (i.e Ω := { }), then ϕ and ψ will be deterministic DS on E and F respectively (cf.
Remark 1). Let ϕ t := ϕ(t, ), ψ t := ψ(t, ) and u := f (., ) : E → F , then (5) becomes
However, (6) means that the deterministic DS ϕ and ψ are topologically equivalent (or conjugate) in the classical sense (cf. [4] for example). Hence, random isomorphisms (for RDS) generalize the classical notion of SD-isomorphisms.
Characterizations of Gradient-like RDS
Let (Ω, F) be a measurable space and let (E, E) be a LCCB space. We denote by d a metric on E which generates E and by P(E) the set of all subsets of E.
Note that, the set A is identified with the set-valued map also denoted by A : Ω → P(E), ω → A ω := A(ω). A measurable set A ∈ F ⊗ E is called a random set if ω → d(x, A ω ) is measurable for any x ∈ E. A random set A is said to be closed if A ω is closed for every ω ∈ Ω. For example, for each measurable subset Z of E, the band A := Ω × Z is a measurable random set, closed whenever Z is closed in E. In this case, A(ω) = Z for each ω ∈ Ω.
Random section
In this case, the section is also denoted by [S, τ ]. (2) A random section [S, τ ] of (θ, ϕ) is said to be continuous if, for every ω ∈ Ω, the function
is continuous.
The proof of the following result is adapted from that of the deterministic case (cf. [2] , Lemma 2.3).
is a continuous random section of (θ, ϕ), then the random set S is closed.
Proof. Let ω ∈ Ω and let (x n ) ⊂ S(ω) such that (x n ) → x ∈ E. Then Since τ (ω, x n ) = 0 for each n ∈ N, we get τ (ω, x) = 0 by the continuity of y → τ (ω, y). It follows from (7) that
and therefore x ∈ S(ω). Thus S is closed.
Lemma 2 Let (θ, ϕ) be a continuous RDS on E then, the following statements are equivalent (i) (θ, ϕ) possesses a continuous random section.
(ii) There exists a measurable mapping τ : Ω × E → R such that x → τ (ω, x) is continuous and
Proof. Let [S, τ ] be continuous random section of (θ, ϕ). Let t ∈ R, ω ∈ Ω, x ∈ E and putω := θ(t, ω);x := ϕ(t, ω)x. Then the translation equation (1) implies obviously that
On the other hands, from the cocycle equation (2), we have
Therefore by (7), (9) and (10) we have
Now, by definitions ofω,x, τ and S, (11) means that (8) holds. Conversely, let τ : Ω × E → R satisfying (8). Define
It remains to prove that S is a random section. To do this, let L := exp(τ ) then (8) is equivalent to
Hence t → L(θ t ω, ϕ(t, ω)x) is strictly decreasing and
In particular, for each (ω, x) ∈ Ω × E, τ (ω, x) is the unique real number such that
and therefore S = {L = 1}.
Liapunov function
(i.e. L is decreasing over all orbits of (θ, ϕ)).
for all ω ∈ Ω, x ∈ E, t = 0. (i.e. L is strictly decreasing over all orbits of (θ, ϕ)). (3) A Liapunov function is said to be continuous if, for each ω ∈ Ω, the function x → L(ω, x) is continuous.
Theorem 1 Let (θ, ϕ) be a continuous RDS on E then, the following statements are equivalent (i) (θ, ϕ) possesses a continuous random section. (iii) (θ, ϕ) admits a Liapunov function which is continuous and strict.
Proof: Let [S, τ ] be continuous random section of (θ, ϕ). It follows from Lemma 2 that L := exp(τ ) is a strict and continuous Liapunov function of (θ, ϕ) since (13) implies trivially (14) and (15). Conversely, let L : Ω × E →]0, ∞[ be a strict and continuous Liapunov function of ϕ. Define, for (ω,
While L is measurable then so isL. Moreover by the continuity of x → ϕ(r, ω)x and x → L(ω, x), we deduce the continuity of x →L(ω, x) using a classical continuity result. On the other hand, by the translation and the cocycle equations (1) and (2), it follows that
From (16) we obtain first that t → G(t, ω, x) is decreasing, second that (r, x) → G(r, ω, x) is continuous and third
Therefore, for each (ω, x) ∈ Ω × E, there exists by (17), a unique τ (ω, x) ∈ R such that
Hence τ : Ω × E → R is well defined and by putting (as in the proof of Lemma 2)
we define a random section [S, τ ] of the RDS ϕ. It remains to prove that x → τ (ω, x) is continuous. Let ω ∈ Ω, x ∈ E and (x n ) a net of E which tends to x. There are only two possibilities:
(1) The sequence (τ (ω, x n )) is bounded. Let (y n ) and (z n ) be two subsequences of (x n ) such that (τ (ω, y n )) and (τ (ω, z n )) are convergent to s and t respectively. Applying (18) to (ω, x), (ω, x n ) and (ω, z n ) we get
Letting n → ∞ in (19), we conclude that s = t = τ (ω, x) by continuity of (r, x) → G(r, ω, x) and by injectivity of r → G(r, ω, x). (2) The sequence (τ (ω, x n )) is unbounded. There exists in this case a subsequence (z n ) of (x n ) such that
then (f n ) is a decreasing sequence of functions which converges simply to 0 in view of (17). Hence (f n ) converges locally uniformly to 0. While (z n ) belong to compact neighborhood of x and lim f n (x) = 0 we must have lim G(τ (ω, z n ), ω, z n ) = 0. But from (19) we derive lim G(τ (ω, z n ), ω, z n ) = 1 and we have arrived at a contradiction. If (τ (ω, z n )) ↓ −∞, we consider
instead of f n and, by the same arguments, we obtain again a contradiction.
Remark 3
If we take Ω = { } (i.e. there is no noise), then ϕ is a continuous (deterministic) DS on E. In this case, the preceding characterization is known (cf. [5] , Theorem 19). Moreover, the preceding proof is partially adapted from that of [5] .
Real cocycle of RDS
Definition 3 Let (θ, ϕ) be a continuous RDS on E. An associated real cocycle is a measurable mapping
(2) C satisfies the equation:
In other words C is a cocycle over the skew product DS Φ and with state space ]0, ∞[. The deterministic counter-part of the next result is proved in [6] (cf. Lemma 3.2). The proof below is adapted from [6] .
Theorem 2 Let (θ, ϕ) be a continuous RDS on E then, the following statements are equivalent (i) (θ, ϕ) possesses a continuous random section. (iv) Each real cocycle C of (θ, ϕ), is of the form
for some measurable u : Ω × E →]0, ∞[ and such that x → u(ω, x) is continuous. Proof. According to Lemma 2, it is enough to prove the equivalence between (ii) and (iv). Let τ : Ω × E →]0, ∞[ satisfying (ii) and let C be a real cocycle of (θ, ϕ). Define
Clearly u is measurable and x → u(ω, x) is continuous. Further, from (2) and (8) we derive (21) since
Conversely, notice that (t, ω, x) → C(t, ω, x) := exp(t) is real cocycle of (θ, ϕ). Then there is a measurable u such that x → u(ω, x) is continuous and
.
We conclude exactly as in the proof of Lemma 2.
Gradient-like RDS
Definition 4 A continuous RDS (θ, ϕ) is said to be gradient-like, il there exists a random set S ⊂ Ω × E and a homemorphism h :
(2) For all t ∈ R, (ω,x) ∈ S h(θ tω , ϕ(t,ω)x) = (t, (ω,x)).
In this case, we say that (θ, ϕ) is generated by S.
Theorem 3 Let (θ, ϕ) be a continuous RDS on E then, the following statements are equivalent (i) (θ, ϕ) possesses a continuous random section.
It follows from (1), (2) and (8) that
If (ω, x) ∈ S then τ (ω, x) = 0 and therefore (23) appears as a particular case of (25). Now, h is one-to-one by definition of the section [S, τ ]. Moreover, h is measurable (as composition of measurable mappings). Further, for every ω ∈ Ω, x → h(ω, x) is continuous by the continuity of x → τ (ω, x) and of
On the other hand, lett ∈ R and (ω,x) ∈ S. By resolving the system h(ω, x) = (t, (ω,x)), it can be verified that
and therefore (22) is satisfied. We conclude that ϕ is gradient-like. Conversely, suppose that ϕ is gradient-like. Then the random set S in its definition, is a continuous random section of ϕ. Indeed, let (ω, x) ∈ Ω × E then there existst ∈ R and (ω,x) ∈ S (necessary unique) such that (22) holds. We set τ (ω, x) := −t. Applying h on the equality (22) and using (3), (23) and (26), we obtain the formula (24) by solving the system (ω, x) = (θ(t,ω), ϕ(t,ω)x).
In particular, τ is measurable and x → τ (ω, x) is continuous by the measurability of h and the continuity of x → h(ω, x).
Remark 4
If we take Ω = { } (i.e. there is no noise), then ϕ is a continuous (deterministic) DS on E. In this case, the preceding characterization is known (cf. [2] Theorem 2.4). Moreover, the preceding proof is adapted from that of the deterministic case.
Example 3 Let θ be a DS over a measurable space (Ω, F). Consider the Lorenz system in R 3 \ {(0, 0, 0)} perturbed by real noises:
By derivation of L w.r.t t along orbits of ϕ, we obtaiṅ
Therefore, for all x, y, z ∈ R 3 \ {(0, 0, 0)} and t > 0:
We conclude that (θ, ϕ) is gradient-like.
Parallelizable RDS
Definition 5 A continuous RDS (θ, ϕ) with state space E is said to be parallelizable if it is random conjugate to a parallel RDS (θ, π) with state space R × Y for some closed subset Y of E.
Theorem 4 Let (θ, ϕ) be a continuous RDS on E then, the following statements are equivalent
(1) (θ, ϕ) is gradient-like generated by a band as random section.
(2) (θ, ϕ) is parallelizable. Proof. Let Y be closed subset of E and τ : Ω × E → R such that [τ, Ω × Y ] is a continuous random section of (θ, ϕ) (cf. theorem 2). Let h : Ω × E → R × Ω × Y be given by (24). We define f : Ω × E → R × Y as the projection of h on R × Y , i.e. f (ω, x) := (−τ (ω, x), ϕ(τ (ω, x), ω)x); (ω ∈ Ω, x ∈ E).
Then (a) For each ω ∈ Ω, the mapping x → f (ω, x) is an homeomorphism from E onto R × Y . Indeed f is surjective since h is surjective. On the other hand, let x 1 , x 2 ∈ E such that f ω (x 1 ) = f ω (x 2 ). It follows by (27) that τ (ω, x 1 ) = τ (ω, x 1 ) and therefore h(ω, x 1 ) = h(ω, x 2 ) by definition of h (relation 24). Thus x 1 = x 2 since h is injective.
(b) For each x ∈ E, the mapping ω → f (ω, x) is clearly measurable. On the other hand, let y ∈ Y, r ∈ R. It follows by (3) and (27) that f −1 ω (r, y) = ϕ(−r, θ r ω)y.
Hence ω → f −1 ω (r, y) is measurable. (c) As in the proof of theorem 2, we derive f (θ t ω, ϕ(t, ω)x) = (t + τ (ω, x), ϕ(τ (ω, x), ω)x)
for all ω ∈ Ω, x ∈ E, t ∈ R. However, by definition of f (relation (27)) and π (relation (4)), we get (t + τ (ω, x), ϕ(τ (ω, x), ω)x) = π(t, ω)f (ω, x).
Combining (28) and (29) we obtain (5) and conclude that ϕ et π are RDS-isomorph.
Conversely, let π be a parallel RDS generated by a closed subset Y of E and let f : Ω × E → R × Y satisfying (a), (b) and (c) of the definition of random isomorphism. If we write f (ω, x) := (r(ω, x), z(ω, x)) then we define τ : Ω × E → R by τ (ω, x) := −r(ω, x). Then like f , τ is measurable and x → f (ω, x) is continuous by (i). Further, by (c), we get f (θ t ω, ϕ(t, ω)x) = (t + r(ω, x), z(ω, x)) = (t − τ (ω, x), z(ω, x))
