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Resumen
Los algoritmos de proyeccio´n han evolucionado a partir del algoritmo de proyeccio´n
alternante propuesto por J. von Neumann en 1933, donde el espacio solucio´n es la in-
terseccio´n de un nu´mero finito de subespacios o conjuntos convexos. Investigaciones
recientes se han centrado en te´cnicas para acelerar la convergencia del me´todo y ex-
plotar el multiprocesamiento.
En este trabajo consideramos el problema de restauracio´n de ima´genes. La mayor´ıa
de las te´cnicas desarrolladas para resolverlo han usado algoritmos iterativos; una de
ellas consiste en usar proyecciones ortogonales alternantes.
Llevamos a cabo una revisio´n cronolo´gica de las diferentes te´cnicas en las que
se ha aplicado el me´todo de las proyecciones ortogonales alternantes al problema de
restauracio´n de ima´genes, hasta llegar al enfoque reciente de Combettes (1997-1999),
en donde la restauracio´n se basa en el ca´lculo de proyecciones aproximadas, en lugar
de proyecciones exactas.
Palabras clave: El problem de restauracio´n de ima´genes, el me´todo de las proyecciones
alternas, proyecciones ortogonales alternantes, proyecciones sobre convexos, proyeccio´n
por subgradientes en paralelo.
Abstract
The projection algorithms have evolved from the alternating projection method
proposed by J. von Neumann in 1933, who treated the problem of finding the projec-
tion of a given point in a Hilbert space onto the intersection of two closed subspaces.
Recent researches have been centered in techniques for accelerate the convergence of
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the method and to exploit the multiprocessing.
In this work we considered the image restoration problem. In most techniques de-
veloped to solved it have used iterative algorithms; one of them consists of using
alternating orthogonal projections.
We carried out one chronological looking back of different techniques in which has
been applied the method of the alternating orthogonal projections to the problem of
imagen restoration, until arriving at the recent approach of Combettes (1997-1999), on
where the restoration process is based on the computation of approximate projections
(i.e., subgradient projections), instead of exact projections.
Keywords: Image restoration problem, alternating projection method, alternating or-
thogonal projections, convex projections, parallel subgradient projection.
Mathematics Subject Classification: 46N40.
1 Introduccio´n
En el proceso de restauracio´n de ima´genes el objetivo consiste en estimar la forma original
de una imagen degradada, de manera tal que la restauracio´n de la imagen sea un proceso
que busque recobrar la imagen a partir de algu´n conocimiento, que a priori se tenga,
del feno´meno de degradacio´n [22]. As´ı, las te´cnicas de degradacio´n tratan de modelar la
degradacio´n y aplicar un proceso inverso para recuperar la imagen original.
Las te´cnicas tradicionales de solucio´n empleadas de manera extensiva en la recu-
peracio´n de ima´genes (ver, por ejemplo, [2] y [29]), proporcionan poca flexibilidad en
cuanto a la incorporacio´n de restricciones al planteamiento del problema. En este sentido,
la nocio´n de factibilidad constituye una alternativa relevante [12], [9].
Estudiamos aqu´ı el denominado proceso de proyecciones ortogonales alternantes apli-
cado al problema de restauracio´n de ima´genes. Llevamos a cabo una cronolog´ıa de algunas
estimaciones teo´ricas y algoritmos que resuelven este problema. Tambie´n consideramos
el nuevo enfoque de Combettes denominado me´todo de extrapolacio´n de proyecciones por
subgradientes en paralelo (extrapolated method of parallel subgradient projections), el cual
introduce el concepto de las proyecciones aproximadas (approximate projections) [9], [10].
En este sentido, pretende e´ste ser un trabajo de recopilacio´n de me´todos (o estrategias),
no tradicionales, y de data reciente, en el estudio nume´rico del problema de recuperacio´n
de ima´genes (y, en particular, del problema de restauracio´n de ima´genes).
En el § 2 describimos el proceso de restauracio´n de ima´genes usando el denominado
me´todo de las proyecciones ortogonales alternantes (MAP), propuesto por Youla [42] y
Youla &Web [43]. En el para´grafo 3 hacemos una revisio´n cronolo´gica de varias extensiones
del MAP, siempre tratadas como herramientas en la resolucio´n aproximada del problema
de recuperacio´n de ima´genes. En el § 4 exponemos el nuevo enfoque debido a Patrick L.
Combettes [9] para abordar el problema de restauracio´n de ima´genes. Por u´ltimo, en el
para´grafo 5 exponemos algunos comentarios finales.
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2 Restauracio´n de ima´genes y el MAP
En esta seccio´n mostramos el primer intento (del que tengamos conocimiento) que busca
aplicar el me´todo de las proyecciones ortogonales alternantes (method of the alternating
projections, MAP) al problema de restauracio´n de ima´genes. Dicha aplicacio´n fue desa-
rrollada originalmente en 1978 por Youla [42] para subespacios cerrados (en un espacio de
Hilbert), y posteriormente, en 1982, fue extendido al caso convexo por Youla y Webb [43].
2.1 Me´todo de proyecciones ortogonales alternantes
Este me´todo en su versio´n original fue desarrollado por J. von Neumann en 1933 [40],
desde entonces muchas y diversas aplicaciones del mismo han sido desarrolladas (ver, por
ejemplo, [8], [11], [15], [17], [18]).
Sea H un espacio de Hilbert yM un subespacio cerrado de H. La proyeccio´n ortogonal
en M sera´ denotada por PM . En particular, PM es lineal, autoadjunta e idempotente.
PM (x) es el punto en M ma´s cercano a x, es decir
‖ x− PM (x) ‖= d(x,M),
donde
d(x,M) = inf{‖ x− y ‖: y ∈M},
y su propiedad caracter´ıstica es:
〈x− PM (x), y〉 = 0, ∀ y ∈M.
El complemento ortogonal de M , denotado por M⊥, es
M⊥ = {y ∈ H : 〈x, y〉 = 0, si x ∈M}.
Se sabe que si PA y PB conmutan, entonces, la composicio´n de operadores de proyeccio´n
verifica que PAPB = PBPA = PA∩B . Von Neumann estaba interesado en saber lo que se
pod´ıa decir del caso en que estos operadores no conmutaran, demostrando el siguiente
resultado.
Teorema 2.1 (von Neumann, 1933 [40]) Si PA y PB no conmutan, entonces para
cada x ∈ H
lim
n→∞(PBPA)
nx = PA∩Bx.
Este resultado sugiere un algoritmo, el conocido Me´todo de las Proyecciones Alternantes
(o MAP).
x0 = x
xn = PBPAxn−1 (≡ (PBPA)nx)
n = 1, 2, ...... xn → PA∩Bx
La interpretacio´n geome´trica de este me´todo consiste en que para encontrar la mejor apro-
ximacio´n al punto x desde A ∩B, primero se proyecta x sobre A, el elemento resultante es
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entonces proyectado sobre B, y se continu´an proyectando los resultados alternadamente
sobre A y B. La utilidad pra´ctica de este procedimiento esta´ en que, en general, re-
sulta mucho mas fa´cil ca´lcular las proyecciones individuales, sobre A o´ B, que calcular su
proyeccio´n sobre A ∩B [15], [16]. El resultado obtenido por von Neumann fue extendido
posteriormente por Halperin, en [25], a una familia finita de subespacios cerrados (ver
tambie´n [16]).
Los operadores de proyeccio´n tienen la propiedad de ser no expansivos, es decir, la
distancia entre dos puntos proyectados nunca excede la distancia entre los dos puntos
originales.
2.2 El MAP aplicado al problema de restauracio´n de ima´genes
Se persigue aqu´ı establecer un esquema iterativo para resolver problemas de restauracio´n
de ima´genes usando el me´todo de las proyecciones ortogonales alternantes.
Para ello consideraremos dos subespacios cerrados A y B que esta´n contenidos en
un espacio de Hilbert H, y supondremos que un elemento x ∈ H, pertenece tambie´n al
subespacio B, del cual so´lo se conoce su proyeccio´n sobre el subespacio cerrado A, es decir
y = PAx. ¿Co´mo reconstruiremos pues la imagen x a partir de y? Por medio de un proceso
inverso, se desea encontrar la mejor aproximacio´n a la imagen original.
Es un hecho conocido que todo elemento x en un espacio de Hilbert H se puede
escribir como x = z + w, donde z ∈ A y w ∈ A⊥ (subespacio ortogonal de A), lo que nos
lleva a observar que la proyeccio´n sobre el subespacio cerrado A se puede escribir como
PA = (I − PA⊥).
Adema´s, es claro que si x ∈ B, su proyeccio´n sobre el subespacio cerrado B es e´l mismo;
es decir, x = PBx.
As´ı, con el objeto de tratar de restaurar la imagen (por puntos) x a partir de su
proyeccio´n sobre el subespacio cerrado A, vemos primero que
y = PAx
= PAPBx
= (I − PA⊥)PBx
= PBx− PA⊥PBx
= x− PA⊥PBx.
De manera que, para que exista una solucio´n del problema planteado, y debe estar en el
rango de (I − PA⊥PB). Mas au´n, x = y + PA⊥PBx. Lo cual sugiere el siguiente esquema
iterativo:
x1 = y
xn+1 = y + PA⊥PBxn n = 1, 2, . . .
Podemos obtener un esquema iterativo equivalente haciendo uso de algunos hechos ya
verificados:
1.- xn+1 = y + PA⊥PBxn
2.- y = x− PA⊥PBx
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3.- limn→∞(PAPB)nx = PA∩Bx
4.- x1 = y
Aplicando 1.- de manera sucesiva, y suponiendo 2.-, obtenemos
xn+1 = x− (PA⊥PB)nx+ (PA⊥PB)nx1 (1)
Y por 3.- y 4.-, llegamos a que
lim
n→∞xn+1 = x− PA⊥∩Bx+ PA⊥∩By
Este esquema iterativo converge a x, que es la solucio´n del problema, si A⊥ ∩B = {0}
o´ equivalentemente si ‖ PA⊥PB ‖< 1. Si ninguna de estas dos condiciones se cumple no
podemos asegurar la convergencia del esquema iterativo.
Si A⊥ ∩B = {0}, entonces la proyeccio´n sobre esta interseccio´n es el elemento cero, por
lo que PA⊥∩Bx y PA⊥∩By ser´ıan iguales a cero, lo que implicar´ıa que el esquema iterativo
converge a x.
Ahora, si ‖ PA⊥PB ‖< 1, entonces sigue de (1) que
xn+1 − x = (PA⊥PB)ny − (PA⊥PB)nx.
Aplicando norma a ambos lados queda
‖ xn+1 − x ‖=‖ (PA⊥PB)ny − (PA⊥PB)nx ‖,
de donde
‖ xn+1 − x ‖=‖ [(PA⊥PB)n](y − x) ‖,
y por propiedades de la norma:
‖ xn+1 − x ‖ ≤ ‖ (PA⊥PB)n ‖‖ y − x ‖
= ‖ (PA⊥PB)(PA⊥PB) . . . (PA⊥PB) ‖‖ y − x ‖
≤ ‖ PA⊥PB ‖‖ PA⊥PB ‖ . . . ‖ PA⊥PB ‖‖ y − x ‖
= ‖ PA⊥PB ‖n‖ y − x ‖
Como ‖ PA⊥PB ‖< 1, al hacer n→∞ la expresio´n tiende a cero, por lo que el lado derecho
de la desigualdad tiende a cero y ‖ xn+1 − x ‖→ 0, cuando n→∞.
Para detalles adicionales, teoremas de convergencia y algunos ejemplos, ver [42]
2.3 Restauracio´n de ima´genes y el MAP en el caso convexo
En el estudio del problema de restauracio´n de ima´genes por el me´todo de las proyecciones
alternantes para el caso de subespacios cerrados, nos basamos en el hecho de que los
operadores de proyeccio´n son lineales.
Supondremos ahora que cada restriccio´n conocida de la imagen original (nos referimos
a cada propiedad de la imagen) esta´ definida por un conjunto cerrado y convexo, y que la
interseccio´n de los conjuntos as´ı definidos tambie´n es un conjunto convexo y cerrado.
46 R. Escalante
En el caso de proyecciones sobre subespacios cerrados no se admiten restricciones
(propiedades de la imagen) no lineales, y debido a que en la mayor´ıa de los casos los
algoritmos de restauracio´n de ima´genes trabajan con informacio´n incompleta, se planteara´,
para el caso convexo, un algoritmo que, en esencia, tambie´n es iterativo (recursivo) y
admite cualquier nu´mero de restricciones no lineales de un cierto tipo.
La base conceptual del algoritmo de restauracio´n de ima´genes por el me´todo de las
proyecciones ortogonales alternantes sobre conjuntos convexos, en un espacio de Hilbert
H, es similar al caso de subespacios cerrados en un espacio de Hilbert H. Suponemos
pues que el elemento original x pertenece a S0, que no es ma´s que la interseccio´n de m
conjuntos convexos cerrados y bien definidos, digamos S1, S2, ...., Sm; o bien,
x ∈ S0 = ∩mi=1Si
De manera que, contando solamente con la informacio´n de los correspondientes operadores
de proyeccio´n Pi (no lineales) sobre cada uno de los conjuntos convexos Si (i = 1, 2, . . . ,m),
se desea restaurar la imagen x, preferiblemente usando algu´n esquema iterativo.
Es importante observar que, por lo general, S0 puede ser muy complejo en estructura,
por lo que tener un operador de proyeccio´n P0 sobre S0 usualmente no es posible. De
manera que, debemos buscar resolver nuestro problema a partir de las proyecciones Pi,
i = 1, . . . ,m.
Cuando tratamos con proyecciones sobre conjuntos convexos debemos tener presente
el siguiente resultado, el cual no es ma´s que una extensio´n del conocido teorema de proyec-
ciones ortogonales para subespacios cerrados (ver, por ejemplo, [30] o [16]).
Teorema 2.2 Sea x un vector en un espacio de Hilbert H y sea C un subconjunto convexo
cerrado de H. Entonces, existe un u´nico c ∈ C tal que
‖ x− c ‖= inf
z∈C
‖ x− z ‖.
Ma´s au´n, una condicio´n necesaria y suficiente para que c sea el u´nico vector minimizador
esta´ dada por el denominado criterio de Kolmogorov:
〈x− c, z − c〉 ≤ 0, ∀ z ∈ C
Denotaremos a este vector por c = PCx, y diremos que PC es el operador asociado que
proyecta H sobre C. Si x ∈ C, entonces PCx = x, as´ı que todo elemento de C es un punto
fijo para el operador de proyeccio´n PC sobre ese conjunto.
Consideremos el siguiente operador composicio´n:
T = PmPm−1 . . . P2P1
Aunque, en general, T no es un operador de proyeccio´n sobre S0, todo punto de
S0 es un punto fijo para cada Pi y, por lo tanto, de T (i.e., si x ∈ S0, entonces x ∈ Si,
∀i = 1, 2, . . . ,m, por lo que Pix = x, ∀ i = 1, 2, . . . ,m, de donde Tx = x). Rec´ıprocamente,
si S0 6= ∅, todo punto fijo de T es un punto que esta´ en S0.
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De lo anterior, resulta claro que un esquema iterativo sencillo para generar puntos fijos
de T podr´ıa ser el siguiente:
xn = T nx
n = 0, 1, 2, . . . , x arbitrario
En efecto, T nx converge a x, pero no a una velocidad geome´trica [43]. Para mayores
detalles acerca de la convergencia del esquema propuesto sugerimos al lector revisar el
trabajo de Youla y Webb [43], y para conocer ma´s acerca de algunas aplicaciones y de la
experimentacio´n nume´rica relacionada ver [36].
3 Me´todos de proyeccio´n con extrapolacio´n
Para resolver el problema teo´rico de recuperacio´n1 de ima´genes sobre conjuntos convexos
en un espacio de Hilbert bastara´ con encontrar un punto en la interseccio´n de los mismos
(i.e., el problema de factibilidad convexa). Una importante herramienta para resolver estos
problemas es el algoritmo de las proyecciones sucesivas sobre conjuntos convexos (i.e., the
algorithm of the periodic projections onto convex sets o´ POCS [12], [9]).
En este contexto el espacio solucio´n H es un espacio de Hilbert, en el cual la imagen es
descrita u´nicamente por una familia de restricciones convexas (Ψi)i∈I , de manera tal que
la familia de conjuntos convexos y cerrados involucrados en el problema tiene la forma
(∀i ∈ I) Si = {a ∈ H : a satisface Ψi}.
De esta forma, el problema de recuperacio´n se transforma en el problema de factibilidad
convexa
Encontrar a∗ ∈ S =
⋂
i∈I
Si. (2)
Un me´todo sencillo para resolver este problema es el POCS. Si asumimos que la familia
de conjuntos es finita, es decir I = {1, ....,m}, el me´todo genera una imagen en S como el
l´ımite de una sucesio´n (an)n≥0 de proyecciones perio´dicas sobre los conjuntos involucrados;
es decir,
(∀n ∈ N) an+1 = Pn(mod m)+1(an) (3)
donde Pi ≡ PSi . La popularidad de este algoritmo se ve ensombrecida por los siguientes
inconvenientes de tipo teo´rico y nume´ricos [9]:
• Converge lentamente.
• So´lo puede procesar un conjunto por iteracio´n, por lo cual no es adecuado para
implantacio´n en procesadores paralelos.
• Requiere del ca´lculo de una proyeccio´n exacta en cada iteracio´n.
1El problema de recuperacio´n de ima´genes plantea estimar una imagen a partir de sen˜ales, f´ısica o
matema´ticamente relacionadas con ella. En este sentido, se habla tanto de restauracio´n como de recons-
truccio´n de ima´genes.
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• Esta´ limitado a problemas con un nu´mero finito de restricciones.
Se desea introducir un me´todo de proyecciones en paralelo que supere las dificultades arriba
mencionadas. Este me´todo iterativo, denominado me´todo de extrapolacio´n de proyecciones
por subgradientes en paralelo (i.e., extrapolated method of parallel subgradient projections
o´ EMOPSP) fue propuesto por Combettes en [9], [10] (ver § 4).
3.1 Me´todos de proyeccio´n
Haremos aqu´ı un breve recuento de diferentes versiones de los me´todos de proyeccio´n
que, en los u´ltimos an˜os, algunos investigadores han propuesto y aplicado al a´rea de
recuperacio´n de ima´genes. Como antes, asumiremos que (Si)i∈I es una familia finita de
m conjuntos convexos y cerrados.
3.1.1 Proyecciones perio´dicas sobre convexos (POCS)
Al comienzo del § 3 consideramos el esquema iterativo (3), el cual fue conocido inicialmente
con el nombre de te´cnica de reconstruccio´n algebraica (algebraic reconstruction technique,
ART) para encontrar una imagen en la interseccio´n de un nu´mero finito de hiperplanos
[23]. En su forma ma´s general, el algoritmo POCS esta´ descrito por el algoritmo
(∀n ∈ N) an+1 = an + λn(Pn(mod m)+1(an)− an),
donde los para´metros de relajacio´n satisfacen:
(∀n ∈ N) ε ≤ λn ≤ 2− ε, con 0 < ε < 1. (4)
El principal inconveniente del me´todo es su lenta convergencia, especialmente cuando
el a´ngulo entre los conjuntos involucrados es pequen˜o (esto fue reportado en [24]). El
para´metro λn puede ser ≤ 1 (forma sub-relajada) o´ ≥ 1 (forma sobre-relajada). De-
safortunadamente, esta flexibilidad no puede ser explotada para acelerar las iteraciones,
por lo que no hay una respuesta precisa sobre si la sub-relajacio´n es ma´s ra´pida que la
sobre-relajacio´n o viceversa [26], [31], [38].
3.1.2 Te´cnica de reconstruccio´n iterativa simulta´nea
La Te´cnica de Reconstruccio´n Iterativa Simulta´nea (Simultaneous Iterative Reconstruction
Technique, SIRT) fue desarrollada en [21] para la reconstruccio´n de ima´genes tomogra´ficas.
En este me´todo, considerado como la versio´n paralela del ART, las proyecciones del iterado
actual sobre todos los conjuntos (en este caso hiperplanos) son promediadas para obtener
el nuevo iterado, esto es
(∀n ∈ N) an+1 = 1
m
∑
i∈I
Pi(an)
Aunque el SIRT dio´ mejores resultados que el ART en ambientes con ruido, se ha com-
probado que su convergencia no es tan ra´pida [1], [26].
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3.1.3 El me´todo de proyeccio´n en paralelo
El Me´todo de Proyeccio´n en Paralelo (Parallel Projection Method, PPM) es una generali-
zacio´n del SIRT y tiene la expresio´n recursiva:
(∀n ∈ N) an+1 = an + λn
(∑
i∈I
wiPi(an)− an
)
,
donde los para´metros de relajacio´n satisfacen (4) y∑
i∈I
wi = 1 y (∀i ∈ I) wi > 0.
El PPM fue considerado inicialmente para problemas de infactibilidad convexa (S = ∅)
[13], resolviendo el problema (2), para el caso S 6= ∅, con una convergencia ma´s ra´pida
que POCS cuando usamos sobre-relajacio´n [13].
3.1.4 El me´todo de proyecciones paralelas
Aunque el PPM es u´til para problemas inconsistentes, no es muy flexible como me´todo
paralelo, ya que requiere que todos los conjuntos esten activos en cada iteracio´n. Como
consecuencia de ello, si el nu´mero de conjuntos es mayor que la cantidad de procesadores
disponibles, la implantacio´n no sera´ o´ptima. Para mejorar la carga computacional en cada
iteracio´n entre los procesadores, es deseable tener la posibilidad de activar subfamilias va-
riables de conjuntos. El Me´todo de Proyecciones Paralelas (Method of Parallel Projections,
MOPP) cumple con este requerimiento y esta´ descrito por el algoritmo
(∀n ∈ N) an+1 = an + λn
(∑
i∈In
wi,nPi(an)− an
)
, (5)
donde estamos considerando (4), y donde la sucesio´n de control (In)n≥0 impone la condicio´n
de que todo conjunto sea activado al menos una vez durante cualquier ciclo de M itera-
ciones consecutivas Segu´n [9] el primer estudio de fo´rmulas recursivas del tipo (5), en espa-
cios de Hilbert, fue dado en [33]. Asimismo, en [7] encontramos aplicaciones de ima´genes
me´dicas usando algoritmos en paralelo que procesan bloques de restricciones en las itera-
ciones.. El MOPP tiene como casos particulares los algoritmos presentados previamente2
(POCS y PPM).
Intuitivamente, un algoritmo de proyeccio´n paralelo es ma´s eficiente nume´ricamente
que un algoritmo secuencial, ya que las proyecciones pueden ser procesadas simulta´neamente.
Desafortunadamente, este no es siempre el caso para me´todos no relajados tales como el
SIRT, los cuales a menudo son ma´s lentos que el POCS. Una ventaja de los me´todos de
proyecciones paralelas es que ellos pueden ser acelerados v´ıa sobre-relajaciones [14], [13],
[28].
2El MOPP tambie´n generaliza al denominado algoritmo de Cimmino (ANCA) [28]. En [28] se estudio´
el ANCA para el caso de dimensio´n finita, mostrando ser ma´s ra´pido que el SIRT.
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3.2 El problema de factibilidad convexa en un espacio producto
En Teor´ıa de Optimizacio´n, el concepto de espacio producto ha sido usado para descom-
poner problemas de minimizacio´n con mu´ltiples restricciones en una sucesio´n de problemas
elementales con una so´la restriccio´n. La reformulacio´n del problema de factibilidad (2)
como un problema que involucra dos conjuntos en H ≡ Hm, m <∞, (el producto carte-
siano del espacio original H) fue tratado inicialmente en [34] (fue tambie´n usado en [13]
para resolver problemas de factibilidad de sen˜ales inconsistentes). Esta formulacio´n per-
mite una estructura conveniente para desarrollar los denominados me´todos de proyeccio´n
extrapolados.
3.2.1 Me´todo de proyeccio´n en paralelo extrapolado
Siguiendo a [9], [34], observamos primero que el problema de factibilidad (2) es equiva-
lente a resolver el siguiente problema ma´s sencillo (en el que solamente consideramos dos
conjuntos)
Encontrar a∗ ∈ S
⋂
D,
donde
S = ×i∈ISi = {a ∈ H : (∀i ∈ I) ai ∈ Si} y D = {(a, ..., a) ∈H : a ∈ H}.
Para hallar a∗, fijamos a0 ∈ D y constru´ımos una sucesio´n (an)n≥0 ⊂ D v´ıa el esquema
de proyecciones alternantes, llamado Me´todo de Proyeccio´n en Paralelo Extrapolado (Ex-
trapolated Parallel Projection Method, EPPM):
(∀n ∈ N) an+1 = an + λn(PD ◦ PS(an)− an) (6)
Como este algoritmo es un caso especial del POCS, obtenemos inmediatamente el siguiente
resultado.
Teorema 3.1 Toda sucesio´n (an)n≥0 constru´ıda aplicando (6), con estrategia de rela-
jacio´n (4) converge de´bilmente a un punto en S
⋂
D.
A partir del teorema anterior y de las definiciones dadas no es dif´ıcil llegar al siguiente
teorema.
Teorema 3.2 (Pierra, 1984 [34]) Toda sucesio´n (an)n≥0 generada por (6) con estrate-
gia de relajacio´n
(∀n ∈ N) ε ≤ λn ≤ Ln, con 0 < ε < 1, (7)
donde
Ln =
∑
i∈I wi ‖ Pi(an)− an ‖2
‖∑i∈I wiPi(an)− an ‖2 ,
converge de´bilmente a un punto en S
⋂
D.
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Demostracio´n: Para los detalles sugerimos al lector revisar las referencias [9] o´ [34].

Consecuencia de estos resultados, son los dos teoremas siguientes (ver [34] para de-
talles):
Teorema 3.3 Todo ciclo (an)n≥0 del me´todo PPM converge de´bilmente a un punto en S.
Teorema 3.4 Todo ciclo (an)n≥0 del me´todo EPPM converge de´bilmente a un punto en
S.
Se observo´ en [34] que la ra´pida convergencia del algoritmo EPPM se debio´ a las
“mayores sobre-relajaciones” permitidas por (7), ya que el para´metro de relajacio´n puede
alcanzar valores mayores que 2, atenuando, de esta forma, el “problema del a´ngulo”.
3.2.2 Generalizacio´n del me´todo de proyeccio´n en paralelo extrapolado
Hasta ahora hemos podido observar que el me´todo EPPM y los anteriores requieren del
ca´lculo de m proyecciones exactas. Como los subproblemas de optimizacio´n involucra-
dos son a menudo d´ıficiles de resolver, Combettes [9] propuso el uso de las denominadas
proyecciones aproximadas (ver Lema 4.1 y observaciones siguientes).
En principio, reemplazamos las proyecciones exactas de an en S por una proyeccio´n
aproximada PSn(an), de manera que
(∀n ∈ N) an+1 = an + λn(PD ◦ PSn(an)− an), (8)
donde a0 ∈D y (Sn)n≥0 es una sucesio´n de conjuntos convexos y cerrados de H tales que
(∀n ∈ N) S ⊂ Sn y an /∈ Sn − S.
En otras palabras, Sn es un “superconjunto” de S, el cual contiene a an so´lo cuando S lo
hace.
La estrategia de relajacio´n sera´ como sigue3:
(∀n ∈ N) ε ≤ λn ≤ (2− ε)Ln, con 0 < ε < 1, (9)
donde
Ln =
∑
i∈I wi ‖ Pi,n(an)− an ‖2
‖∑i∈I wiPi,n(an)− an ‖2
y donde, para todo i ∈ I, (Pi,n)n≥0 es una sucesio´n de operadores de proyeccio´n sobre
conjuntos convexos cerrados (Si,n)n≥0 tales que
(∀n ∈ N) Si ⊂ Si,n y an /∈ Si,n − Si. (10)
3Note el lector que tambie´n la extensio´n del EPPM ha inclu´ıdo aqu´ı el uso de una relajacio´n hasta 2Ln.
En consecuencia, esperamos obtener una convergencia ma´s ra´pida en determinados problemas, debido al
uso de mayores relajaciones que las permitidas por PPM y EPPM.
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El esquema (8) en H produce un me´todo de proyecciones en paralelo en H, que en [9]
denominan EPPM2, y esta´ definido por
(∀n ∈ N) an+1 = an + λn
(∑
i∈I
wiPi,n(an)− an
)
,
donde asumimos (9).
La ventaja del EPPM2 sobre el MOPP esta´ en su capacidad de usar proyecciones
aproximadas y en poder utilizar relajaciones ma´s grandes. Esto significa que el EPPM2
converge en menos iteraciones y que el costo computacional de cada iteracio´n es menor.
Por otra parte, el MOPP es ma´s flexible que el EPPM2 en el sentido de que puede procesar
un nu´mero variable de conjuntos por iteracio´n.
4 El enfoque de Combettes
Revisaremos a continuacio´n el me´todo iterativo, denominado me´todo de extrapolacio´n de
proyecciones por subgradientes en paralelo (i.e., extrapolated method of parallel subgradient
projections, EMOPSP), el cual fue propuesto por Combettes en [9]. Nos referimos al
EMOPSP al comienzo del § 3, cuando observamos una serie de inconvenientes (de corte
teo´rico y nume´ricos) que presenta el me´todo cla´sico (3).
Este me´todo combina las ventajas de los me´todos MOPP y EPPM2 con el uso de las
proyecciones por subgradientes, lo cual permite una forma sencilla de calcular expl´ıcitamente
las proyecciones aproximadas.
4.1 El me´todo de extrapolacio´n de proyecciones por subgradientes en
paralelo
El Me´todo de Extrapolacio´n de Proyecciones por Subgradientes en Paralelo (Extrapolated
Method of Parallel Subgradient Projections, EMOPSP) genera una sucesio´n (an)n≥0 de
ima´genes de la siguiente manera: En la iteracio´n n se calculan y se promedian las proyec-
ciones aproximadas (Pi,n(an))i∈In del iterado actual an sobre una subfamilia de conjuntos
(Si)i∈In⊂I , v´ıa una combinacio´n convexa para formar dn =
∑
i∈In wi,nPi,n(an). Las proyec-
ciones aproximadas son estimadas como proyecciones por subgradientes, de manera que to-
das las operaciones de proyeccio´n sera´n lineales, determina´ndose adema´s un para´metro de
extrapolacio´n Ln ≥ 1, de donde la actualizacio´n se obtiene por an+1 = an + λn(dn − an),
y λn ∈ [0, 2Ln].
4.1.1 Proyecciones por subgradientes
Revisaremos primero algunas definiciones del a´rea de ana´lisis convexo. Sea A un sub-
conjunto cerrado y convexo, no vac´ıo, de H, y sea a un vector en H. Consideremos un
semi-espacio af´ın U = {h ∈ H : 〈h, b〉 ≤ η, b 6= 0 y η ∈ R} tal que a /∈ U ⊃ A. Entonces
el hiperplano af´ın V = {h ∈ H : 〈h, b〉 = η} (asociado al semiespacio U) separa a y A, y
PU (a) = PV (a) = a+
η − 〈a, b〉
‖ b ‖2 b. (11)
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Notemos que si PA(a) ∈ V , entonces V soporta a A en PA(a).
Definicio´n 4.1 Sea g : S → R una funcio´n convexa. La µ-seccio´n (µ ∈ R), la gra´fica y
el ep´ıgrafe de g esta´n definidos, respectivamente, por
sec(g,µ) = {x ∈ H : g(x) ≤ µ},
gr g = {(x, µ) ∈ H ×R : g(x) = µ},
epi g ≡ {(x, µ) ∈ H ×R : g(x) ≤ µ},
Definicio´n 4.2 Sea S un conjunto convexo no vac´ıo de H. Decimos que un vector ξ es
un subgradiente ([32]) de g en a ∈ S si
(∀b ∈ S) g(b) ≥ 〈b− a, ξ〉+ g(a)
El vector subgradiente corresponde a la “pendiente” del hiperplano de soporte de epi g en
(a, g(a)) ∈ H × R, definido por la funcio´n g(a) + 〈b− a, ξ〉.
Definicio´n 4.3 El subdiferencial de g en a es el conjunto de sus subgradientes. Es
decir,
∂g(a) = {ξ ∈ H : (∀b ∈ H) 〈b− a, ξ〉 ≤ g(b)− g(a)}.
Si g es continua en a, g es subdiferenciable en a (∂g(a) 6= ∅). Si g es diferenciable (Gaˆteaux)
en a, entonces existe un u´nico subgradiente, ∇g(a) (el gradiente). Si g = d(., A), sigue
que, para todo a en el complemento de un conjunto A,
∇d(a,A) = a− PA(a)‖ a− PA(a) ‖ . (12)
Para revisar conceptos y resultados adicionales del campo del ana´lisis convexo, el lector
puede consultar, por ejemplo, las referencias [4], [6] y [35].
Observemos a continuacio´n que cada restriccio´n convexa puede usualmente expresarse
a trave´s de una desigualdad convexa, y que al conjunto Si asociado lo podemos escribir
como una 0-seccio´n
Si = sec(gi, 0) = {a ∈ H : gi(a) ≤ 0} (13)
de una funcional convexa semi-continua gi : H → R. En algunos casos, la proyeccio´n
Pi(an) de una imagen an en el complemento de Si puede resolverse relativamente fa´cil y
admite una solucio´n en forma cerrada (ver, por ejemplo, [43] o´ [17]). En otros casos, sin
embargo, la proyeccio´n exacta no es conocida (ver, por ejemplo, [37] o´ [39]). El candidato
natural para el conjunto Si,n es el semi-espacio af´ın que contiene a Si pero no a an.
As´ı, Pi,n(an) es simplemente la proyeccio´n sobre el hiperplano Vi,n (asociado a Si,n) que
separa an y Si. El hecho pra´ctico clave en este enfoque sera´ la determinacio´n eficiente del
hiperplano de separacio´n Vi,n.
Lema 4.1 (Combette, [9]) Sea ξi,n ∈ ∂gi(an). Entonces, el semi-espacio Si,n = {a ∈
H : 〈an − a, ξi,n〉 ≥ gi(an)} es una aproximacio´n de Si en el sentido de (10).
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Demostracio´n: De (13) sigue que, si an /∈ Si, entonces gi(an) > 0 y an /∈ Si,n (pues de
lo contrario, 〈an − an, ξi,n〉 ≥ gi(an) > 0). Adema´s, si a ∈ Si, entonces gi(a) ≤ 0 y, por
lo tanto, 〈an − a, ξi,n〉 ≥ gi(an) − gi(a) ≥ gi(an), por lo que a ∈ Si,n. De donde sigue que
Si ⊂ Si,n. 
Observaciones:
• De (11) sigue que la proyeccio´n de an (en el complemento de Si) sobre Si,n esta´ dada
por
Pi,n(an) = an − gi(an)‖ ξi,n ‖2 ξi,n, (14)
la cual denominamos una proyeccio´n por subgradiente. De manera que, so´lo reque-
rimos del ca´lculo del subgradiente ξi,n para realizar la proyeccio´n aproximada (en
lugar de calcular la proyeccio´n exacta Pi(an)).
• En la pra´ctica, gi sera´, por lo general, diferenciable, por lo que ξi,n = ∇gi(an).
• Si contamos con Pi(an), podemos hacer gi(an) = d(an, Si), y (14), junto con (12),
da la proyeccio´n exacta.
4.1.2 Algoritmo y convergencia
Algoritmo EMOPSP [9]:
Entrada: a0 ∈ H, M ∈ N∗, 0 < δ < 1/M , 0 < ε < 1.
Hacer
(∀n ∈ N) an+1 = an + λn
(∑
i∈In
wi,nPi,n(an)− an
)
,
donde, para cada (iteracio´n) n ∈ N,
i) La familia de ı´ndices In satisface4
In ⊂ I, In 6= ∅ y card{i ∈ In : an /∈ Si} ≤M .
ii) Las proyecciones por subgradientes (Pi,n(an))i∈In esta´n definidas por
Pi,n(an) =
{
an − gi(an)‖ξi,n‖2 ξi,n si an /∈ Si,
an en caso contrario.
iii) Los pesos (wi,n)i∈In satisfacen5{ ∑
i∈In wi,n = 1
(∀i ∈ In) wi,n ≥ δχcomplemento Si(an).
iv) ε ≤ λn ≤ (2− ε)Ln, donde
Ln =
{ ∑
i∈In wi,n‖Pi,n(an)−an‖2
‖∑i∈In wi,nPi,n(an)−an‖2 si an /∈ ∩i∈InSi,
1 en caso contrario
4La cardinalidad de un conjunto A sera´ denotada por cardA.
5Aqu´ı la funcio´n caracter´ıstica de un conjunto A sera´ denotada por χA.
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Salida: Se genera una sucesio´n de iterados (an)n≥0, hasta que se cumpla algu´n criterio de
parada6.
Los te´rminos en que se plantea el siguiente resultado son los requeridos por las apli-
caciones en el a´rea de restauracio´n de ima´genes (i.e., un nu´mero de restricciones finito e
ima´genes discretizadas sobre un dominio acotado).
Teorema 4.1 (Combettes, 1997 [9]) Supongamos que dim H <∞ y cardI < +∞.
Entonces, para cualquier familia de funcionales convexos (gi)i∈I , cualquier sucesio´n ge-
nerada por el Algoritmo EMOPSP converge a una imagen factible, con tal que todos los
conjuntos sean usados de manera repetida y en cualquier orden.
5 Comentarios finales
En este trabajo revisamos co´mo un grupo de me´todos de proyecciones ortogonales alternas
son aplicados al problema de recuperacio´n de ima´genes (en particular, al problema de
restauracio´n de ima´genes).
Comenzamos este art´ıculo considerando los trabajos cla´sicos de Youla [42] y Youla y
Webb [43]. Revisamos despue´s, y de una manera cronolo´gica, una serie de conocidas exten-
siones del MAP, en el contexto del problema de recuperacio´n de ima´genes. Por u´ltimo, fi-
nalizamos la exposicio´n con el aporte de Combettes [9]: el me´todo de proyeccio´n EMOPSP,
que resuelve el problema de factibilidad convexa asociado al problema de recuperacio´n de
ima´genes, a trave´s de la aplicacio´n de relajaciones extrapoladas de combinaciones convexas
de proyecciones por subgradientes sobre familias variables de conjuntos.
Observamos adema´s que, si bien es cierto que los me´todos secuenciales cla´sicos (como el
ART) no esta´n bien adaptados para ser paralelizados, vimos tambie´n que se han propuesto
diferentes te´cnicas que explotan las bondades del procesamiento en paralelo.
El EMOPSP demostro´ ser superior al POCS (y a otros me´todos conocidos) en cuatro
aspectos esenciales [9]:
1. Converge muy eficientemente.
2. No requiere del ca´lculo de proyecciones exactas.
3. Puede ser implantado en procesadores concurrentes de una manera muy flexible.
4. Puede resolver problemas con un nu´mero infinito de restricciones.
Algunas de las te´cnicas aqu´ı estudiadas han sido aplicadas en otros contextos. Por ejemplo,
Garc´ıa-Palomares en [19], aplica estas estrategias a los para´metros de relajacio´n. En otro
trabajo del mismo autor, [20], se aplican estas te´cnicas al estudio del problema de encontrar
un punto que satisfaga un sistema lineal de m ecuaciones y n inco´gnitas, usando me´todos
de proyeccio´n precondicionados y procesamiento en paralelo. Aplicaciones recientes son
consideradas en [27] y [41].
6El EMOPSP verifica la propiedad de monotonicidad de Feje´r: (∀n ∈ N) (∀s ∈ S) ‖ an+1 − s ‖≤‖
an − s ‖, que es una condicio´n fundamental para probar la convergencia de los me´todos propuestos para
resolver (2) [5].
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Los experimentos nume´ricos llevados a cabo tanto en [9] como en [3] corraboraron la
superioridad computacional del me´todo EMOPSP sobre otras versiones del MAP (tanto
secuenciales como en paralelo), cuando los mismos se aplican al problema de restauracio´n
de ima´genes.
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