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1. Introduction
In this paper we study classical solutions for the following fully nonlinear degenerate parabolic equations with sources
∂u
∂t
= Φ(u)|u|m−1u +Ψ (u), (x, t) ∈ Q T , (1)
subject to the homogeneous Dirichlet boundary value condition and the initial value condition
u(x, t) = 0, (x, t) ∈ ∂Ω × [0, T ], (2)
u(x,0) = u0(x), x ∈ Ω, (3)
where Ω ⊂RN is a bounded domain with smooth boundary, Q T = Ω × (0, T ), Φ(s), Ψ (s) are suﬃciently smooth, Lipschitz
continuous and bounded, Φ(s) > 0, m 1 and u0 ∈ C2,α(Ω).
Eq. (1) is a typical fully nonlinear degenerate parabolic equation which appears in modeling many phenomena in physics,
chemistry and other natural sciences. If Φ(u) = 1, Ψ (u) = 0, then the equation is just the dual porous medium equation
which appears in some problems in elasticity with damping [3] as well as in problems of Bellman–Dirichlet type [4].
The existence and uniqueness of weak solutions for dual porous medium equation have been studied by Kamin [13]
and Strauss [14] based on ﬁnite-difference approximation and Galerkin’s method, and by Bénilan and Ha [15,16], and
Konishi [17] for establishing the relevant semigroup theory. Moreover, this kind of equation may admit classical solu-
tions. In fact, Gao and Yin [18] (1993) obtained the existence of classical solutions for one-dimensional case by using
the method of parabolic regularization, together with some energy estimates and Schauder type estimates. While if m = 1,
Φ(u) = uq (0< q < 1), Ψ (u) = 0, Eq. (1) is just the porous medium equation, which has been studied extensively, see [23,24]
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form which have been proposed as mathematical models of physical problems in many ﬁelds such as the resistive diffu-
sion of a force-free magnetic ﬁeld [6,7], dynamics of biological groups [5], curve shortening ﬂow [8,9], spread of infectious
disease [12] and so on. The existence and non-uniqueness of solutions have been studied in [19–22].
In this paper we consider the existence and comparison principle of classical solutions for the problem (1)–(3). Through-
out this paper, we assume that Φ(s) > 0, which is almost necessary due to the fact that if Φ(s) has zero points, e.g.
Φ(s) = sq (0< q < 1), then Eq. (1) might not have classical solutions even for the special case m = 1, see for example [1]. It
should be noticed that if m > 1, then Eq. (1) is degenerate at the points where u(x, t) = 0. In addition, the second order
term of (1) is superlinear in u. So, the usually used classical techniques for uniformly parabolic equations could not be
directly applied to demonstrate the solvability. Our method is based on topological degree, which allows us to transform the
problem into the classical solvability of some kind of linearized equations. While the corresponding linearized problem can
be solved by using the Rothe method, together with some technique in the regularity theory about the generalized porous
medium equation.
This paper is organized as follows. In Section 2, the existence of strong solutions for linearized problem is established,
and subsequently, we discuss the classical regularity of such solutions in Section 3. Finally, Section 4 is devoted to the
existence and comparison principle of classical solutions for the problem (1)–(3).
2. Existence of strong solutions for linearized problem
As a preliminary, to investigate the classical solvability of the problem (1)–(3), in this section we consider the related
linearized problem of the following
∂u
∂t
= f |u|m−1u + g, (x, t) ∈ Q T = Ω × (0, T ), (4)
u(x, t) = 0, (x, t) ∈ ∂Ω × [0, T ], (5)
u(x,0) = u0(x), x ∈ Ω, (6)
where f , g ∈ C2,1(Q T ), f (x, t) > 0.
We adopt the Rothe method to establish the existence of strong solutions in the sense of the following
Deﬁnition 1. Let
W (Q T ) =
{
u ∈ L∞(Q T ); u ∈ Lm+1(Q T ), ∂u
∂t
∈ L2(Q T )
}
.
A function u ∈ W (Q T ) is said to be a strong solution of the problem (4)–(6), if (4) is satisﬁed almost everywhere, and (5),
(6) are satisﬁed in the sense of trace.
Let ∂l Q T be the lateral boundary ∂Ω × (0, T ). Denote by
o
C∞(Q T ) the set of all functions inﬁnitely differentiable on Q T ,
vanishing near the lateral boundary ∂l Q T and
o
W (Q T ) the closure of
o
C∞(Q T ) in W (Q T ).
Theorem 1. The problem (4)–(6) admits at least a strong solution u ∈ W (Q T ).
Proof. We proceed to prove the existence of strong solutions in several steps: the time discretization, the necessary esti-
mates and the limiting process.
Step 1. First, we difference the equation with respect to the time variable t to construct the approximating solutions. For
any positive integer n and function ω(x, t), denote
ωn, j(x) =ω(x, jh) ( j = 0,1, . . . ,n),
where h = T /n. Consider the approximate problem of the problem (4)–(6)
un, j − un, j−1
h
= f n, j∣∣un, j∣∣m−1un, j + gn, j ( j = 1,2, . . . ,n), (7)
un, j
∣∣
∂Ω
= 0. (8)
Noticing un,0 = u0 ∈ C2,α(Ω), suppose that un, j−1 ∈ C2,α(Ω) is known. By Theorem 10.1.1 in [1], the problem (7)–(8) admits
a solution un, j ∈ C2,α(Ω). Denote χn, j the characteristic function of the segment [( j − 1)h, jh) and
λn, j =
{
t
h − ( j − 1), t ∈ [( j − 1)h, jh), (9)
0, else.
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Ω
∂un
∂t
ϕ dx =
∫
Ω
(
f n
∣∣ωn∣∣m−1ωn + gn)ϕ dx,
where
ωn(x, t) =
n∑
j=1
χn, j(t)un, j(x),
un(x, t) =
n∑
j=1
χn, j(t)
[
λn, j(t)un, j(x)+ (1− λn, j(t))un, j−1(x)],
f n(x, t) =
n∑
j=1
χn, j(t) f n, j(x) and gn(x, t) =
n∑
j=1
χn, j(t)gn, j(x).
Step 2. Estimate the approximating solutions.
We need to prove the following estimates∥∥ωn∥∥L∞(Q T )  C,
∥∥un∥∥L∞(Q T )  C, (10)∥∥ωn∥∥Lm+1(Q T )  C, (11)∥∥∥∥∇
(
∂un
∂t
)∥∥∥∥
L2(Q T )
 C, (12)
∥∥ωn∥∥C([0,T ];Lm+1(Ω))  C, (13)∥∥un −ωn∥∥L2(Q T )  h2C, (14)
where C only depends on u0, f and g .
Notice that
un, j = un, j−1 + h( f n, j∣∣un, j∣∣m−1un, j + gn, j) (15)
and un, j ∈ C2,α(Ω) with un, j |∂Ω = 0. For every 0< j  n, there exists at least one point x0 ∈ Ω with∣∣un, j(x0)∣∣= ∣∣un, j∣∣0;Ω.
Thus we have∣∣un, j∣∣0;Ω =
∣∣un, j(x0)∣∣ ∣∣un, j−1∣∣0;Ω + h
∣∣gn, j∣∣0;Ω. (16)
Iterating (16) j times and using the deﬁnition of un , ωn , we have∣∣un∣∣0;Q T  |u0|0;Ω + T
∣∣gn∣∣0;Q T ,
∣∣ωn∣∣0;Q T  |u0|0;Ω + T
∣∣gn∣∣0;Q T
and (10) is then proved.
To prove (11), we multiply (15) by un, j and integrate over Ω . Using Hölder’s inequality, we obtain
m
m + 1
∫
Ω
f n, j
∣∣un, j∣∣m+1 dx+ 1
2h
∫
Ω
∣∣∇un, j∣∣2 dx
 1
2h
∫
Ω
∣∣∇un, j−1∣∣2 dx+ m
m + 1
∫
Ω
∣∣1/ f n, j∣∣1/m∣∣gn, j∣∣1+1/m dx. (17)
Summing (17) on j from 1 up to n yields
m
m + 1
∫ ∫
Q T
f n
∣∣ωn∣∣m+1 dxdt + 1
2
∫
Ω
∣∣∇un,n∣∣2 dx
 1
2
∫
Ω
|∇u0|2 dx+ m
m + 1
∫ ∫
Q T
∣∣1/ f n∣∣1/m∣∣gn∣∣1+1/m dxdt, (18)
which implies (11) immediately.
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h
m + 1
∫
Ω
f n, j
∣∣un, j∣∣m+1 dx+ 1
2
∫
Ω
∣∣∇(un, j − un, j−1)∣∣2 dx
 h
m + 1
∫
Ω
f n, j−1
∣∣un, j−1∣∣m+1 dx+ h2
2
∫
Ω
∣∣∇gn, j∣∣2 dx+ h
m + 1
∫
Ω
(
f n, j − f n, j−1)∣∣un, j−1∣∣m+1 dx. (19)
Summing (19) on j from 1 up to n yields
1
m + 1
∫
Ω
f n,n
∣∣un,n∣∣m+1 dx+ 1
2
∫ ∫
Q T
∣∣∣∣∇
(
∂un
∂t
)∣∣∣∣
2
dxdt
 1
m + 1
∫
Ω
f n,0|u0|m+1 dx+ 1
2
∫ ∫
Q T
∣∣∇gn∣∣2 dxdt + 1
m + 1 supj
∣∣∣∣ f
n, j − f n, j−1
h
∣∣∣∣
∫ ∫
Q T
∣∣ωn∣∣m+1 dxdt, (20)
which implies (12) and (13).
Now we begin to prove (14). By the deﬁnition of ωn and un , we have
ωn − un =
n∑
j=1
χn, j
(
1− λn, j)(un, j − un, j−1),
which and (12) imply
∥∥ωn − un∥∥2L2(Q T ) 
n∑
j=1
h
∥∥un, j − un, j−1∥∥2L2(Ω)  h2C (21)
and thus (14) is proved.
Step 3. Complete the limiting process. It follows from the estimates (10), (11) and (12) that there exist a subsequence of
{ωn}∞n=1 and a subsequence of {un}∞n=1, supposed to be {ωn}∞n=1 and {un}∞n=1 themselves, and a function u ∈ W (Q T ) such
that ωn , un converge weakly to u in L∞(Q T ), f n|ωn|m−1ωn converges weakly to χ in L1+1/m(Q T ), and ∂un∂t converges
weakly to ∂u
∂t in L
2(Q T ).
For any ϕ ∈ C∞(Q T ), we have∫ ∫
Q T
∂u
∂t
ϕ dxdt =
∫ ∫
Q T
(χ + g)ϕ dxdt. (22)
Notice that∫ ∫
Q T
f n
(∣∣ωn∣∣m−1ωn − |v|m−1v)(ωn −v)dxdt  0,
then ∫ ∫
Q T
∂un
∂t
ωn dxdt =
∫ ∫
Q T
f n
∣∣ωn∣∣m+1dxdt +
∫ ∫
Q T
gnωn dxdt

∫ ∫
Q T
f n|v|m−1v(ωn −v)dxdt
+
∫ ∫
Q T
f n
∣∣ωn∣∣m−1ωnv dxdt +
∫ ∫
Q T
gnωn dxdt.
Let n → ∞, from (11), (12) and (13), we obtain that ωn converges weakly to u in Lm+1(Q T ), ∂∇un∂t converges weakly to
∂∇u
∂t in L
2(Q T ), and ∇ωn converges to ∇u in Lm+1(Q T ). Then we obtain∫ ∫
∂u
∂t
u dxdt 
∫ ∫
f |v|m−1v(u −v)dxdt +
∫ ∫
χv dxdt +
∫ ∫
gu dxdt. (23)Q T Q T Q T Q T
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Q T
(
χ − f |v|m−1v)(u −v)dxdt  0.
Choosing v = u − λϕ , λ > 0, ϕ ∈ C∞(Q T ), we have∫ ∫
Q T
(
χ − f ∣∣(u − λϕ)∣∣m−1(u − λϕ))ϕ dxdt  0.
Letting λ → 0, we obtain∫ ∫
Q T
(
χ − f |u|m−1u)ϕ dxdt  0
for any ϕ ∈ C∞(Q T ). Obviously, if we choose λ < 0, we derive the reverse inequality, thus we have
f n
∣∣ωn∣∣m−1ωn ⇀ f |u|m−1u in L1+1/m(Q T ).
Up to now it is easy to verify that u satisﬁes (4) almost everywhere and u is a strong solution of the problem (4)–(6). The
theorem is proved. 
3. Regularity of strong solutions for linearized problem
Now, we study the regularity of strong solutions for the problem (4)–(6). To do this, for any ρ ∈ Cα(Q T ) with ρ(x,0) =
u0(x), ρ(x, t) = −|g/ f |1/m−1g/ f for (x, t) ∈ ∂Ω × [0, T ], we ﬁrst consider the dual problem
∂u
∂t
= ( f |u|m−1u + g), (x, t) ∈ Q T , (24)
u(x, t) = ρ(x, t), (x, t) ∈ ∂p Q T , (25)
where ∂p Q T is the parabolic boundary, namely,
∂p Q T = ∂l Q T ∪
{
(x, t); x ∈ Ω, t = 0}.
By a weak solution u of the problem (24)–(25), we mean a function
u ∈ {u ∈ C([0, T ]; Lm+1(Ω)); ∇( f |u|m−1u) ∈ L2(Q T )}
satisfying the following integral equality∫ ∫
Q T
uϕt dxdt +
∫
Ω
u0(x)ϕ(x,0)dx =
∫ ∫
Q T
∇( f |u|m−1u)∇ϕ dxdt −
∫ ∫
Q T
gϕ dxdt (26)
for any ϕ ∈ C∞(Q T ) with ϕ(x, t) = 0 for t = T or (x, t) ∈ ∂Ω × [0, T ], and u(x, t) = −|g/ f |1/m−1g/ f holds on ∂Ω × [0, T ]
in the sense of trace.
From the discussion in the previous section, it is easy to verify that there exists a weak solution u of the problem
(24)–(25). In fact, if v is a solution of the problem (4)–(6), then u ≡ v is a solution of the problem (24)–(25). To study the
regularity of the solution, we ﬁrst discuss the boundedness.
Theorem 2. Suppose that u is the weak solution of the problem (24)–(25), denote
K0 = min
{ |1/ f |1/m0;Q T
2
,m
}
, c = 1
m
∣∣∣∣∂(ln f )∂t
∣∣∣∣
0;Q T
,
l = sup
∂p Q T
|g|1/m and d =
√
2C |g|0;Q T
K0
|Q T |2/(n+2)2(n+4)/4,
then we have
|u|0;Q T  ecT (l + d)|1/ f |1/m0;Q T .
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obtained through an approximate process by considering a related regularized problem. Denote the spaces
V2(Q T ) =
{
u ∈ L2(Q T );
{
sup
0tT
(∥∥u(·, t)∥∥L2(Ω) + ‖∇u‖L2(Q T ))
}1/2
< ∞
}
,
o
V2(Q T ) =
{
u ∈ V2(Q T ); u(·, t)|∂Ω = 0, a.e. t ∈ (0, T )
}
,
and constants
c = 1
m
∣∣∣∣∂(ln f )∂t
∣∣∣∣
0;Q T
, l = sup
∂p Q T
|g|1/m.
Then for any s > l, denote
Us =
{
(x, t) ∈ Q T ; e−ct f 1/m(x, t)u(x, t) > s
}
.
We choose ϕ = (e−ct f 1/mu − s)+ in (26). Integrating by parts, noticing the deﬁnition of c and using Hölder’s inequality and
Young’s inequality, we derive
1
2
∫
Ω
ect f −1/mϕ2 dx+m
∫ ∫
Q T
ect
∣∣ f 1/mu∣∣m−1|∇ϕ|2 dxdt
 1
2
∫ ∫
Q T
∂(ect f −1/m)
∂t
ϕ2 dxdt +
∫ ∫
Q T
gϕ dxdt
 1
2
(∫ ∫
Q T
ϕ2(n+2)/n dxdt
)n/(n+2)(∫ ∫
Q T
∣∣∣∣∂(e
ct f −1/m)
∂t
∣∣∣∣
(n+2)/2
dxdt
)2/(n+2)
+ 1
2ε
(∫ ∫
Us
|g|2(n+2)/(n+4) dxdt
)(n+4)/(n+2)
+ ε
2
(∫ ∫
Q T
ϕ2(n+2)/n dxdt
)n/(n+2)
. (27)
Choose T > 0 such that∣∣∣∣∂(e
ct f −1/m)
∂t
∣∣∣∣
0;Q T
|Q T |2/(n+2) = ε,
from the above estimate we obtain
K0‖ϕ‖2V2(Q T )  ε‖ϕ‖2L2(n+2)/n(Q T ) +
|g|20;Q T
2ε
|Us|(n+4)/(n+2). (28)
By the embedding theorem,
o
V2(Q T ) ↪→ L2(n+2)/n(Q T ) compactly. Choosing ε = K0/(2C), we obtain
‖ϕ‖2L2(n+2)/n(Q T ) 
2C2|g|20;Q T
K 20
|Us|(n+4)/(n+2). (29)
Notice that for any h > s, Uh ⊂ Us , and ϕ  h − s on Uh , then
‖ϕ‖2L2(n+2)/n(Q T )  (h − s)
2|Uh|n/(n+2). (30)
Thus by (29) and (30), we obtain
|Uh|
(√
2C |g|0;Q T
K0(h − s)
)2(n+2)/n
|Us|(n+4)/n. (31)
Using Lemma 4.1.1 in [1],
|Ul+d| = 0,
where
d =
√
2C |g|0;Q T |Q T |2/(n+2)2(n+4)/4. (32)K0
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u  ecT (l + d)|1/ f |1/m0;Q T , a.e. in Q T . (33)
Furthermore, by the same method, we obtain the same estimate for −u. Thus we have
|u|0;Q T  ecT (l + d)|1/ f |1/m0;Q T . (34)
The theorem is proved. 
The Hölder regularity for bounded solutions of the problem (24)–(25) follows from Theorem 3.1 in [2], we present the
regularity result only but omit the details of the proof.
Theorem 3. Let u be a bounded weak solution of the problem (24)–(25). Then u is Hölder continuous in Q T . Exactly, there exist
constants α ∈ (0,1), K > 0 such that
∣∣u(x1, t1)− u(x2, t2)∣∣ K |u|0;Q T (|x1 − x2|α + |t1 − t2|α/2) (35)
for every pair of points (x1, t1), (x2, t2) ∈ Q T .
Up to now, we have given the Hölder estimates for the dual problem (24)–(25). By Theorem 3 and Schauder’s estimates
for linear parabolic equations, we further obtain the C2+α,1+α/2 estimates for solutions of the problem (4)–(6). The following
theorem is obtained.
Theorem 4. There exists at least one classical solution for the problem (4)–(6).
Now we give the uniqueness of solution for the problem (4)–(6).
Theorem 5. The problem (4)–(6) has at most one classical solution in C2+α,1+α/2(Q T ).
Proof. For u, v ∈ C2+α,1+α/2(Q T ), by Theorem 2.1 in [10] or [11], for every t ∈ [0, T ], there exists at least one point ξ(t) ∈ Ω
with
M(t) := max
x∈Ω
(
v(x, t)− u(x, t))= (v − u)(ξ(t), t)
and the function M is locally Lipschitz on [0, T ] with
dM
dt
= ∂(v − u)
∂t
(
ξ(t), t
)
a.e. on (0, T ).
For any t ∈ [0, T ], suppose that the set {x ∈ Ω: v(x, t)−u(x, t) 0} is not empty, then ξ(t) ∈ Ω and v(ξ(t), t)u(ξ(t), t),
with the deﬁnition of sub-solutions and super-solutions, we get
∂(v − u)
∂t
(
ξ(t), t
)
 0, a.e. on (0, T )
and it implies v(ξ(t), t)  u(ξ(t), t) on [0, T ] by integration. Thus we conclude that v(x, t)  u(x, t) in Q T . Similarly, we
obtain that v(x, t) u(x, t) in Q T . That is, v(x, t) = u(x, t) in Q T . The proof is complete. 
4. Existence and comparison principle of classical solutions
In this section, we consider the existence and comparison principle of classical solutions for the problem (1)–(3).
Deﬁne a mapping
L : C2,1(Q T )× [0,1] → C2,1(Q T ),
( f , θ) → u, (36)
where u ∈ C2+α,1+α/2(Q T ) is the solution of the problem
∂u
∂t
= (θΦ( f )+ 1− θ)|u|m−1u + θΨ ( f ), (x, t) ∈ Q T , (37)
u(x, t) = η(x, t), (x, t) ∈ ∂p Q T . (38)
We proceed to show that L is a completely continuous mapping.
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Proof. Assume that { fn}∞n=1 ⊂ C2,1(Q T ), {θn}∞n=1 ⊂ [0,1] and there exists a constant M > 0, such that
| fn|2,1;Q T  M, ∀n 1.
Denote un = L( fn, θn). By the estimates in above section and Schauder’s estimates for linear parabolic equations, we have
|un|2+α,1+α/2;Q T  C, (39)
where C depends only on Q T , η and fn . Thus there exists a convergent subsequence of {un}∞n=1 in C2,1(Q T ), which means
that the mapping L is compact. Furthermore, by the uniqueness of solution for problem (37)–(38), it is easy to verify that L
is continuous. Then L is completely continuous. 
Theorem 6. There exists T > 0 such that the problem (1)–(3) admits at least one solution in C2+α,1+α/2(Q T ).
Proof. As we have veriﬁed L is completely continuous. Thus solving the problem (1)–(3) in C2+α,1+α/2(Q T ) is equivalent
to solving the equation
u − L(u,1) = 0 (40)
in C2,1(Q T ). The latter will be solved by using the Leray–Schauder topological degree theory. To this purpose, we ﬁrst
choose R > 0 such that
0 = (id− L(·, θ))(∂ Bˆ R(0)), ∀θ ∈ [0,1], (41)
where Bˆ R(0) is the ball of radius R centered at the origin in C2,1(Q T ).
If (41) holds, then by Theorem 11.1.6 in [1], in order to show that (40) has at least one solution in C2,1(Q T ), we need
only to show that
deg
(
id− L(·,1), Bˆ R(0),0
) = 0. (42)
Furthermore, if (41) holds, then we have
deg
(
id− L(·,1), Bˆ R(0),0
)= deg(id− L(·,0), Bˆ R(0),0).
From the deﬁnition of L, it is seen that
L(·,0) : C2,1(Q T ) → C2,1(Q T )
is a constant mapping, that is
L(v,0) ≡ uˆ, ∀v ∈ C2,1(Q T ),
where uˆ ∈ C2+α,1+α/2(Q T ) is the solution of the following problem
∂ uˆ
∂t
= |uˆ|m−1uˆ, (x, t) ∈ Q T , (43)
uˆ(x, t) = η(x, t), (x, t) ∈ ∂p Q T . (44)
Consider the following mapping
G(v, θ) = v − θ uˆ, v ∈ C2,1(Q T ), θ ∈ [0,1].
If
0 = G(∂ Bˆ R(0), θ), ∀θ ∈ [0,1], (45)
then
deg
(
id− L(·,0), Bˆ R(0),0
)= deg(id, Bˆ R(0),0)= 1.
Thus (42) holds.
Consequently, if we ﬁnd R > 0 satisfying (41) and (45), then the proof is complete. For any 0 θ  1, if |v|2,1;Q T = R ,
noticing Φ(s) > 0, Φ(s), Ψ (s) are suﬃciently smooth, Lipschitz continuous and bounded, denote C0 the upper bound; there
exist constants σ > 0 and C1 >max{1,C0}, such that when
R >max
{
1, (8C1Cα)
1/α},
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∣∣1/Φ(v)∣∣0;Q T  σ ,
∣∣∣∣∂Φ(v)∂t
∣∣∣∣
0;Q T
 C1R, (46)
and
∣∣Φ(v)∣∣
α,α/2;Q T  C1R
1−α and
∣∣Ψ (v)∣∣
α,α/2;Q T  C1R
1−α < R
8Cα
. (47)
For any initial-boundary value condition η(x, t) ∈ C2+α,1+α/2(Q T ), we choose R suﬃciently large such that
|η|2+α,1+α/2;Q T <
R
8Cα
, (48)
∣∣L(v, θ)∣∣0;Q T  |η|0;Q T + T
∣∣Ψ (v)∣∣0;Q T  |η|0;Q T + T C0 <
R
4Cα
, (49)
and
σ 1/meσ C1
(
sup
∂p Q T
∣∣Ψ (η)∣∣1/m)< 1
4K
min
{
R
4Cα
,
(
Rα
8C1Cα
)1/m}
, (50)
where K > 1 is the constant in (35). Choose T <m/R suﬃciently small such that |Q T | is properly small, then
σ 1/meσ C1
√
2C |Ψ (v)|0;Q T
min{σ 1/m/2,m} |Q T |
2/(n+2)2(n+4)/4 < 1
4K
min
{
R
4Cα
,
(
Rα
8C1Cα
)1/m}
. (51)
Suppose v = ϕ on ∂p Q T . By (46) and noticing T <m/R , we have
∣∣1/Φ(v)∣∣1/m0;Q T exp
(
T
m
∣∣∣∣∂(lnΦ(v))∂t
∣∣∣∣
0;Q T
)
 σ 1/meσ C1 ,
together with (50) and (51), we obtain
∣∣L(v, θ)∣∣0,Q T  σ 1/meσ C1
(
sup
∂p Q T
∣∣Ψ (η)∣∣1/m +
√
2C |Ψ (v)|0;Q T
min{σ 1/m/2,m} |Q T |
2/(n+2)2(n+4)/4
)
<
1
2K
min
{
R
4Cα
,
(
Rα
8C1Cα
)1/m}
,
then
∣∣L(v, θ)∣∣
α,α/2;Q T  2K
∣∣L(v, θ)∣∣0,Q T min
{
R
4Cα
,
(
Rα
8C1Cα
)1/m}
. (52)
Furthermore, from (47) and (52), we obtain
∣∣Lt(v, θ)∣∣α,α/2;Q T 
(
(1− θ)+ θ ∣∣Φ(v)∣∣
α,α/2;Q T
)∣∣L(v, θ)∣∣m
α,α/2;Q T + θ
∣∣Ψ (v)∣∣
α,α/2;Q T <
R
4Cα
. (53)
From Schauder’s estimates for linear parabolic equations, we derive
∣∣L(v, θ)∣∣2+α,1+α/2;Q T  Cα
(|η|2+α,1+α/2;Q T + ∣∣Lt(v, θ)∣∣α,α/2;Q T +
∣∣L(v, θ)∣∣
α,α/2;Q T +
∣∣L(v, θ)∣∣0;Q T
)
,
which together with (48) (49), (52) and (53) imply
∣∣L(v, θ)∣∣2,1;Q T 
∣∣L(v, θ)∣∣2+α,1+α/2;Q T < R. (54)
This shows
L(v, θ) = v, ∀v ∈ ∂ Bˆ R(0), ∀θ ∈ [0,1],
and so (41) follows. Moreover, for the solutions of the problem (43)–(44), as the same procedure to obtain (54), we obtain
|uˆ|2,1;Q T < R/2.
Therefore
∣∣G(v, θ)∣∣ = |v − θ uˆ|2,1;Q  |v|2,1;Q − θ |uˆ|2,1;Q > R/2, ∀v ∈ ∂ Bˆ R(0), ∀θ ∈ [0,1],2,1;Q T T T T
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such that the problem (1)–(3) has at least one solution. The proof is complete. 
To end this paper, as a supplementary result, we give the comparison principle for solutions of the problem (1)–(3).
Theorem 7. Let u, v ∈ C2+α,1+α/2(Q T ) be, respectively, classical super- and sub-solutions of the problem (1)–(3). If u(0, x) v(0, x)
on Ω , then u  v on Q T .
Proof. For u, v ∈ C2+α,1+α/2(Q T ), similar to Theorem 5, for every t ∈ [0, T ], there exists at least one point ξ(t) ∈ Ω with
M(t) := max
x∈Ω
(
v(x, t)− u(x, t))= (v − u)(ξ(t), t)
and the function M is locally Lipschitz on [0, T ] with
dM
dt
= ∂(v − u)
∂t
(
ξ(t), t
)
a.e. on (0, T ).
For any t ∈ [0, T ], suppose that the set {x ∈ Ω: v(x, t)−u(x, t) 0} is not empty, then ξ(t) ∈ Ω and v(ξ(t), t)u(ξ(t), t),
with the deﬁnition of sub-solutions and super-solutions, we get
∂(v − u)
∂t
(
ξ(t), t
)

(
Φ(v)−Φ(u))(ξ(t), t)∣∣v(ξ(t), t)∣∣m−1v(ξ(t), t)
+ k(Ψ (v)−Ψ (u))(ξ(t), t) a.e. on (0, T ).
Using the Gronwall inequality [25] to the above inequality, we derive v(ξ(t), t)  u(ξ(t), t) on [0, T ], and then v(x, t) 
u(x, t) in Q T . The proof is complete. 
5. Conclusion
It should be noticed that the existence of classical solutions is hard to be obtained in general since that for m> 1, Eq. (1)
is degenerate at the points where u(x, t) = 0 and the second order term of (1) is superlinear in u, thus the usually used
classical techniques for uniformly parabolic equations is not available. As far as we know, there are few papers concerned
with the classical solutions of this kind of equation, especially for multi-dimensional case. But it is possible to happen. In the
present paper, we devoted to the study of the classical solvability of (1)–(3) using the regularization techniques developed
for degenerate problems. In addition, the comparison principle also plays an important role for studying this problem, the
proof of which based on the time evolution of the extreme of solutions is simple but interesting.
The results in this paper under assumption Φ(s) > 0 not only have an interest in their own right but also are a prelimi-
nary for the study of the problem (1)–(3) with Φ(s) 0, which appears in modeling many phenomena in physics, chemistry
and other natural sciences as we described in Section 1. In fact, the problem we consider is a good regularization problem
and the limiting problem will be studied in our future work.
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