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a b s t r a c t
A simple technique is given in this paper for the construction and analysis of monotone
iterative methods for a class of nonlinear partial differential equations. With the help
of the special nonlinear property we can construct nonstationary parameters which can
speed up the iterative process in solving the nonlinear system. Picard, Gauss–Seidel, and
Jacobi monotone iterative methods are presented and analyzed for the adaptive solutions.
The adaptive meshes are generated by the 1-irregular mesh refinement scheme which
together with the M-matrix of the finite element stiffness matrix lead to existence–
uniqueness–comparison theoremswith simple upper and lower solutions as initial iterates.
Some numerical examples, including a test problem with known analytical solution, are
presented to demonstrate the accuracy and efficiency of the adaptive and monotone
properties. Numerical results of simulations on a MOSFET with the gate length down to
34 nm are also given.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Numerical methods for the simulation of physical models play a significant role in the development of computer-aided
design. To obtain numerical solutions of nonlinear boundary-value problems, onemust solve a system of nonlinear algebraic
equations resulting from a discretization by, for example, the finite element (FE) method. Consider the nonlinear boundary-
value problem
∇ · (α(x, y)∇u+ β(x, y)u)+ r(x, y)u = R(x, y, u) inΩ, (1.1)
a
∂u
∂ν
+ bu = R∗(x, y) on ∂Ω (1.2)
in a two-dimensional region denoted by Ω with boundary ∂Ω , where α,β and γ are piecewise smooth functions on
Ω¯ ≡ Ω ∪ ∂Ω, α(x) ≥ α0 > 0, γ (x) ≥ 0 and a ≡ a(x, y) and b ≡ b(x, y) are nonnegative functions on ∂Ω with a+ b > 0,
and ∂u/∂ν is the outward normal derivative of u on ∂Ω , and R and R∗ are prescribed nonlinear and linear functions in their
respective regions. When the function R(·, u) is nonlinear in u the resulting discrete problem of (1.1) becomes a system of
nonlinear algebraic equations which is given either in the form
aiiui +
N∑
k=1,k6=i
aikuk = −Ri(ui)+ R∗i , i = 1, 2, . . . ,N
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for the ith equation or in a more compact matrix form
AU = −R(U)+ R∗,
where N is the total number of node points. We are interested in conditions for the stiffness matrix, A, to be an M-matrix
[1–3]. It is our basic hypothesis for the development of various iterative schemes for the algebraic system of the problem
(1.1) and (1.2). We recall thatA is anM-matrix if it is irreducible (i.e. the graph corresponding to A is connected) and
aii > 0 ∀i, aij ≤ 0 ∀i, j: j 6= i, (1.3)
aii ≥
N∑
j=1,j6=i
|aij| ∀i, aii >
N∑
j=1,j6=i
|aij| for at least one i.
The standardmethod for solving a system of nonlinear algebraic equations is Newton’s method or its variation. Newton’s
method is a local method that, in general, is very sensitive to the initial guess and converges quadratically in a sufficiently
small neighborhood of the exact solution [4]. The method of monotone iterations is a classical tool for the study of the
existence of the solution of semilinear PDEs of certain types [5–8]. It is also useful for the numerical solution of these types
of problems approximated, for instance, by the finite difference [9–11], finite element [12], or boundary element [13–15]
method. It is a constructive method that depends essentially on only one parameter, called themonotone parameter herein,
which determines the convergence behavior of the iterative process. However, most of the monotone iterative schemes use
the stationarymonotone parameterwhich comes from themaximumderivative value of the nonlinear function R [14,12,11].
The combinations of monotone iterative method and Newton’s method to accelerate the iteration have been used in the
treatment of elliptic boundary-value problems [16,17]. Nonlinear parabolic equations were also extensively investigated by
monotone iterativemethods both analytically and numerically [18–20]. The purpose of this paper is to extend the stationary
monotone parameter to the nonstationary monotone parameter and to give comparison results by using Picard, Jacobi and
Gauss–Seidel iterative methods. With the monotone property of the nonlinear function R(x, y, u) we can speed up the
numerical iterative process in solving the nonlinear algebraic system. In addition to Jacobi scheme we also consider the
monotone iterations of Picard and Gauss–Seidel by the idea of nonstationary monotone parameters. Based on adaptive 1-
irregular finite element meshes, we also apply these methods to device simulation by exploiting a very special nonlinear
property of the quantum corrected energy-transport model that the carriers satisfy Maxwell–Boltzmann statistical laws by
which the model can be expressed in completely self-adjoint forms [21–23,2].
The paper is divided into the following sections: In Section 2, we present the convergent results of the Jacobi method.
An existence–comparison theorem is also given herein. A complete presentation for the Picard, Gauss–Seidel and Jacobi
type of iterative schemes is then given in Section 3. The proof of the quadratic and nearly quadratic rate of convergence of
the iterations is given in Section 4. In Section 5, numerical results of a problem with known exact solution will be verified.
Moreover, a realistic device simulation onMOSFET (metal-oxide-semiconductor field-effect transistor) [24] structure is also
given. A short concluding remark is given in Section 6.
2. Monotone convergence results
Let T be a finite element partition of the domain Ω such that T = {τj: j = 1, . . . ,M, Ω¯ = ⋃Mj=1 τ¯j}. Sh(T ) denote a
finite element subspace on T . The FE approximation of the system (1.1) and (1.2) in Sh(T ) is then to find uh ∈ Sh(T ) such
that
Bh(uh, vh) = Fh(vh) ∀vh ∈ Sh(T ) (2.1)
where a suitable discretization scheme is applied to make the stiffness matrix to be an M-matrix [1–3]. We denote by Ω¯h
the set of grid points associated with the partition of Ω¯ , i.e.,
Ω¯h = {(xi, yi) ∈ Ω ∪ ∂Ω: i = 1, 2, . . . ,N} , (2.2)
where N is the total number of regular nodes [25,26] of the finite element partition. If rectangular elements are used, then
uh is of the following form:
uh =
∑
1≤i≤N
uibi, (2.3)
where ui = uh(xi, yi) are scalars and bi are bilinear baseswhich can be constructed via the following four shape functions
s1 = (1− ξ)(1− η)/4, s2 = (1+ ξ)(1− η)/4, (2.4)
s3 = (1+ ξ)(1+ η)/4, s4 = (1− ξ)(1+ η)/4,
defined on the reference element τˆ = {(ξ , η): |ξ | ≤ 1, |η| ≤ 1}. Based on adaptive 1-irregular finite element meshes, the
discrete form of (2.1) can thus be written as [1,21,2,3]
ηiui −
∑
k∈V (i)
ηkuk = −Ri(ui)+ R∗i , (2.5)
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for the ith equation or in a more compact matrix form
AU = −R(U)+ R∗, (2.6)
the set V (i) of degrees of freedom satisfies Bh(bk, bi) 6= 0, ∀k ∈ V (i), k 6= i, A is an M-matrix, Ri(ui) ≡ R(xi, yi, ui),
R∗i ≡ R∗(xi, yi), U ≡ (u1, . . . , uN)T is an unknown vector, and R(U) ≡ (R1(U), . . . , RN(U))T, R∗(U) ≡ (R∗1(U), . . . , R∗N(U))T
are vectors associated with both functions R and R∗.
The diagonal dominance of the resulting matrices (i.e., M-matrices) of the model problems provides not only stability
of numerical solutions (i.e., no non-physical oscillations) but also convergence of iterative procedures when the special
properties of the nonlinearity in R(x, y, u) is taken into account. This is our basic hypothesis for the development of various
nonstationary monotone iterative schemes for (2.6). Moreover, the existence and uniqueness of the solutions can also be
guaranteed by means of the construction of upper and lower solutions which are defined as follows:
Definition 2.1. A vector U˜ ≡ (u˜1, . . . , u˜N) ∈ RN is called an upper solution of (2.6) if it satisfies the following inequality
ηiu˜i −
∑
k∈V (i)
ηku˜k ≥ −Ri(u˜i)+ R∗i , (2.7)
and Uˆ ≡ (uˆ1, . . . , uˆN) ∈ RN is called a lower solution if
ηiuˆi −
∑
k∈V (i)
ηkuˆk ≤ −Ri(uˆi)+ R∗i , (2.8)
for 1 ≤ i ≤ N .
It is obvious that every solution of (2.6) is an upper solution as well as a lower solution. We say that Uˆ and U˜ are ordered if
Uˆ ≤ U˜ . Given any ordered lower and upper solutions Uˆ and U˜ , we define
〈Uˆ, U˜〉 ≡ {U ∈ RN; Uˆ ≤ U ≤ U˜}, (2.9)
〈uˆi, u˜i〉 ≡ {wi ∈ R; uˆi ≤ wi ≤ u˜i} (2.10)
and
λi ≡ max
{
∂Ri
∂ui
(wi);wi ∈ 〈uˆi, u˜i〉
}
λ+i ≡ max{0, λi}
and λi is any nonnegative function satisfying λi ≥ λ+i . The use of λi is intended to give some flexibility in the choice of
monotone parameters which is useful in practical computations. However, if the nonlinear function Ri(ui) is monotone
increasing in ui, the trivial choice of the nonnegative stationary monotone parameters γi is that
γi ≡ λi = max
{
∂Ri
∂ui
(wi); wi ∈ 〈uˆi, u˜i〉
}
, (2.11)
or in matrix form
Λ ≡ diag(γi), (2.12)
for 1 ≤ i ≤ N . Then by adding the term γiui on both sides of (2.5) we obtain the equivalent system
ηiui −
∑
k∈V (i)
ηkuk + γiui = γiui − Ri(ui)+ R∗i . (2.13)
It is easily seen from the definition of γi that γi > 0 and
γiui − Ri(ui)+ R∗i ≥ γivi − Ri(vi) + R∗i when u˜i ≥ ui ≥ vi ≥ uˆi. (2.14)
Let U
(0) = U˜ be an initial iterate and construct a sequence {U (m+1)} by solving the linear system
ηiu¯
(m+1)
i −
∑
k∈V (i)
ηku¯
(m)
k + γiu¯(m+1)i = γiu¯(m)i − Ri(u¯(m)i )+ R∗i , (2.15)
for m = 0, 1, 2, . . . and 1 ≤ i ≤ N . Similarly, by using U (0) = Uˆ as another initial iterate, a sequence {U (m+1)} can be
obtained from the linear system
ηiu
(m+1)
i −
∑
k∈V (i)
ηku
(m)
k + γiu(m+1)i = γiu(m)i − Ri(u(m)i )+ R∗i , (2.16)
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for m = 0, 1, 2, . . . and 1 ≤ i ≤ N . The sequences {U (m)} and {U (m)} are always referred as the maximal and minimal
sequences. About the theoretical results of these two sequences we refer [22].
Nowwe introduce the maximal and minimal sequences constructed by nonstationary monotone parameters. Let V
(0) =
U˜ be an initial iterate. We construct a sequence {V (m+1)} by solving the linear system
ηiv¯
(m+1)
i −
∑
k∈V (i)
ηkv¯
(m)
k + γ¯ (m+1)i v¯(m+1)i = γ¯ (m+1)i v¯(m)i − Ri(v¯(m)i )+ R∗i , (2.17)
form = 0, 1, 2, . . . , 1 ≤ i ≤ N and the nonstationary monotone parameter γ¯ (m+1)i is defined by
γ¯
(m+1)
i ≡
∂Ri(v¯
(m)
i )
∂ui
. (2.18)
Similarly, by using V (0) = Uˆ as another initial iterate, we obtain a sequence {V (m+1)} from the linear system
ηiv
(m+1)
i −
∑
k∈V (i)
ηkv
(m)
k + γ (m+1)i v
(m+1)
i = γ (m+1)i v
(m)
i − Ri(v(m)i )+ R∗i , (2.19)
form = 0, 1, 2, . . ., 1 ≤ i ≤ N and the nonstationary monotone parameter γ (m+1)
i
is defined by
γ (m+1)
i
≡ ∂Ri(v
(m)
i )
∂ui
. (2.20)
A similar argument like (2.14) gives that if Ri(ui) ismonotone increasing, concave upwith respect to ui and γ¯i = ∂Ri(wi)/∂ui,
then γ¯i ≥ 0, ∂Ri(wi)/∂ui ≥ ∂Ri(vi)/∂ui and
γ¯iwi − Ri(wi)+ R∗i ≥ γ¯ivi − Ri(vi)+ R∗i , (2.21)
whenwi ≥ vi. If Ri(ui) is monotone increasing, concave down with respect to ui and γ i = ∂Ri(vi)/∂ui, then
γ
i
wi − Ri(wi)+ R∗i ≥ γ ivi − Ri(vi)+ R∗i (2.22)
when wi ≥ vi. In order to guarantee the positive property of the monotone parameters we assume Ri(ui) is monotone
increasing with respect to ui in the following discussion.
We now show that these two sequences are monotone and convergent to a solution of (2.6).
Lemma 2.1. Assume the nonlinear function Ri(ui) is concave down with respect to ui, i.e., ∂2Ri(ui)/∂u2i < 0. Then the minimal
sequence {V (m)} given by (2.19) with V (0) = Uˆ possesses the monotone property
Uˆ ≤ V (m) ≤ V (m+1) ≤ U (m+1) ≤ U (m) ≤ U˜, m = 0, 1, 2, . . . . (2.23)
Moreover for each m, U
(m)
and V (m) are ordered upper and lower solutions.
Proof. Letw(0)i = v(1)i − v(0)i = v(1)i − uˆi. By (2.19)
(ηi + γ (1)i )w
(0)
i =
[∑
k∈V (i)
ηkv
(0)
k + γ (1)i v
(0)
i − Ri(v(0)i )+ R∗i
]
− (ηi + γ (1)i )uˆi
= −
[
ηiuˆi −
∑
k∈V (i)
ηkuˆk + Ri(uˆi)− R∗i
]
≥ 0.
In view of w(0)i ≥ 0 for all 1 ≤ i ≤ N . This leads to Uˆ ≤ V (1). A similar argument gives U (1) ≤ U˜ [22]. Let x(0)i = u¯(1)i − v(1)i .
By (2.15) and (2.19) we have
(ηi + γ (1)i )x
(0)
i =
∑
k∈V (i)
ηk(u¯
(0)
k − v(0)k )+ γiu¯(0)i − Ri(u¯(0)i )− γ (1)i v
(0)
i + Ri(v(0)i )− γiu¯(1)i + γ (1)i u¯
(1)
i
=
∑
k∈V (i)
ηk(u¯
(0)
k − v(0)k )+ [γ (1)i (u¯
(0)
i − v(0)i )− Ri(u¯(0)i )+ Ri(v(0)i )] + (γi − γ (1)i )(u¯
(0)
i − u¯(1)i ).
It then follows from the relation u¯(0)i ≥ v(0)i , the nonnegativity of ηk, the concave down property of Ri and (2.22) that
(ηi + γ (1)i )x
(0)
i ≥ 0,
which again leads to x(0)i ≥ 0 and hence v(0)i ≤ v(1)i ≤ u¯(1)i ≤ u¯(0)i , for all 1 ≤ i ≤ N .
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Assume, by induction, that v(m−1)i ≤ v(m)i ≤ u¯(m)i ≤ u¯(m−1)i for somem > 1. By (2.19)w(m)i = v(m+1)i − v(m)i satisfies
(ηi + γ (m+1)i )w
(m)
i =
∑
k∈V (i)
ηk(v
(m)
k − v(m−1)k )+ γ (m+1)i v
(m)
i − γ (m)i v
(m−1)
i
− Ri(v(m)i )+ Ri(v(m−1)i )− γ (m+1)i v
(m)
i + γ (m)i v
(m)
i
=
∑
k∈V (i)
ηk(v
(m)
k − v(m−1)k )+ [γ (m)i (v
(m)
i − v(m−1)i )− Ri(v(m)i )+ Ri(v(m−1)i )].
It follows again from (2.22) that
(ηi + γ (m+1)i )w
(m)
i ≥ 0.
This yieldsw(m)i ≥ 0which shows that v(m)i ≤ v(m+1)i . A similar argument gives u¯(m+1)i ≤ u¯(m)i [22]. Let x(m)i = u¯(m+1)i −v(m+1)i .
By (2.15) and (2.19) we have
(ηi + γ (m+1)i )x
(m)
i =
∑
k∈V (i)
ηk(u¯
(m)
k − v(m)k )+ γiu¯(m)i − Ri(u¯(m)i )− γ (m+1)i v
(m)
i + Ri(v(m)i )− γiu¯(m+1)i + γ (m+1)i u¯
(m+1)
i
=
∑
k∈V (i)
ηk(u¯
(m)
k − v(m)k )+ [γ (m+1)i (u¯
(m)
i − v(m)i )− Ri(u¯(m)i )+ Ri(v(m)i )]
+ (γi − γ (m+1)i )(u¯
(m)
i − u¯(m+1)i ).
It then follows from the relation u¯(m)i ≥ v(m)i , the nonnegativity of ηk, the concave down property of Ri and (2.22) that
(ηi + γ (m+1)i )x
(m)
i ≥ 0,
which again leads to x(m)i ≥ 0 and hence monotone property (2.23) thus follows by induction.
To show that U
(m)
and V (m) are upper and lower solutions for eachm, we observe from (2.19) that
ηiv
(m)
i =
∑
k∈V (i)
ηkv
(m−1)
k + γ (m)i (v
(m−1)
i − v(m)i )− Ri(v(m−1)i )+ R∗i .
By (2.19) and (2.22) we have
ηiv
(m)
i ≤
∑
k∈V (i)
ηkv
(m)
k − Ri(v(m)i )+ R∗i .
This shows that V (m) is a lower solution. The proof for the upper solution U
(m)
is similar [22]. 
Theorem 2.1. Assume the nonlinear function Ri(ui) is concave down with respect to ui. Let U˜ , Uˆ be a pair of ordered upper
and lower solutions of (2.6). Then the sequences {U (m)} and {V (m)} generated by solving (2.15) and (2.19) with U (0) = U˜ and
V (0) = Uˆ converge monotonically to the solutions U and V of (2.6), respectively. Moreover
Uˆ ≤ V (m) ≤ V (m+1) ≤ V ≤ U ≤ U (m+1) ≤ U (m) ≤ U˜, m = 1, 2, . . . (2.24)
and if U∗ is any solution of (2.6) in 〈Uˆ, U˜〉 then V ≤ U∗ ≤ U¯ .
Proof. By Lemma 2.1, the limits
limU
(m) = U and lim V (m) = V asm→∞
exist and satisfy the relation (2.24). Letting m → ∞ in (2.15) and (2.19) shows that U and V are solutions of (2.6). The
equivalence between (2.5) and (2.13) ensures that U and V are solutions of (2.6). Now if U∗ ∈ 〈Uˆ, U˜〉 is a solution of (2.6)
then U˜ and U∗ are ordered upper and lower solutions. Using U (0) = U˜ and V (0) = U∗, Lemma 2.1 implies that U (m) ≥ U∗
for everym. Lettingm→∞ gives U ≥ U∗. A similar argument using U∗ and Uˆ as ordered upper and lower solutions yields
U∗ ≥ V . This proves the theorem. 
Theorem 2.2. If the conditions in Theorem 2.1 hold, then U = V is the unique solution of (2.6).
Proof. LetW = U − V . ThenW ≥ 0 and by (2.6)
AW = −R(U)+ R(V ) ≤ σ(U − V ) = σW
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where
σ ≡ max
{
−∂Ri(wi)
∂ui
; wi ∈ 〈uˆi, u˜i〉, 1 ≤ i ≤ N
}
. (2.25)
Equivalently, we have (A−σ I)W ≤ 0where I is the identitymatrix. Hence, the inverse (A−σ I)−1 exists and is nonnegative
since σ ≤ 0 andA is anM-matrix. This implies thatW ≤ 0 which leads toW = 0, i.e., in 〈Uˆ, U˜〉, U = V = U∗ is the unique
solution of (2.6). 
Theorem 2.3. If the conditions in Theorem 2.1 hold, then U (m) ≤ V (m), m = 1, 2, 3, . . ..
Proof. Letw(1)i = v(1)i − u(1)i . By (2.16) and (2.19) we have
(ηi + γi)w(1)i =
∑
k∈V (i)
ηk(v
(0)
k − u(0)k )+ γ (1)i v
(0)
i − Ri(v(0)i )− γiu(0)i + Ri(u(0)i )+ γiv(1)i − γ (1)i v
(1)
i
= (γi − γ (1)i )(v
(1)
i − uˆ).
Following (2.11), (2.20) and (2.23) that
(ηi + γi)w(1)i ≥ 0,
which leads to w(1)i ≥ 0 and v(1)i ≥ u(1)i for 1 ≤ i ≤ N . Assume, by induction, that v(m)i ≥ u(m)i for some m > 1. By (2.16)
and (2.19)w(m+1)i = v(m+1)i − u(m+1)i satisfies
(ηi + γi)w(m+1)i =
∑
k∈V (i)
ηk(v
(m)
k − u(m)k )+ γ (m+1)i v
(m)
i − γiu(m)i − Ri(v(m)i )+ Ri(u(m)i )− γ (m+1)i v
(m+1)
i + γiv(m+1)i
=
∑
k∈V (i)
ηk(v
(m)
k − u(m)k )+ [γi(v(m)i − u(m)i )− Ri(v(m)i )+ Ri(u(m)i )] + (γi − γ (m+1)i )(v
(m+1)
i − v(m)i ).
It then follows from the relation v(m)k ≥ u(m)k , the nonnegativity of ηk, (2.14) and (2.23) that
(ηi + γi)w(m+1)i ≥ 0,
which again leads tow(m+1)i ≥ 0 and hence monotone property of the theorem thus follows by induction. 
For the maximal sequence we also have the following properties. Since the idea of the proofs is similar to the minimal
sequence, we omit the proofs.
Lemma 2.2. Assume the nonlinear function Ri(ui) is concave upwith respect to ui, i.e., ∂2Ri/∂u2i > 0. Then themaximal sequence
{V (m)} given by (2.17) with V (0) = U˜ possesses the monotone property
Uˆ ≤ U (m) ≤ U (m+1) ≤ V (m+1) ≤ V (m) ≤ U˜, m = 0, 1, 2, . . . . (2.26)
Moreover for each m, V
(m)
and U (m) are ordered upper and lower solutions.
Theorem 2.4. Assume the nonlinear function Ri(ui) is concave upwith respect to ui. Let U˜ , Uˆ be a pair of ordered upper and lower
solutions of (2.6). Then the sequences {U (m)} and {V (m)} generated by solving (2.16) and (2.17) with U (0) = Uˆ and V (0) = U˜
converge monotonically to the solutions U and V of (2.6), respectively. Moreover
Uˆ ≤ U (m) ≤ U (m+1) ≤ U ≤ V ≤ V (m+1) ≤ V (m) ≤ U˜, m = 1, 2, . . . (2.27)
and if U∗ is any solution of (2.6) in 〈Uˆ, U˜〉 then U ≤ U∗ ≤ V .
Theorem 2.5. If the conditions in Theorem 2.4 hold, then U = V is the unique solution of (2.6).
Theorem 2.6. If the conditions in Theorem 2.4 hold, then V (m) ≤ U (m), m = 1, 2, 3, . . ..
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3. Comparisons of monotone sequences
In this section we give some comparison results for the monotone sequences obtained by the three basic iterative
methods of Picard, Jacobi and Gauss–Seidel. Let A be written in the split form A = D − L − U, where D,L and U
are the diagonal, lower off diagonal and upper off diagonal matrices ofA, respectively. The elements ofD are positive and
those of L and U are nonnegative. Using Uˆ and U˜ as the initial iterates we can construct the three maximal and minimal
sequences by the three iterative schemes defined as follows:
(a) Picard method
(A+Λ)U (m+1)P = ΛU (m)P − R(U (m)P )+ R∗, (3.1)
(A+Λ)U (m+1)P = ΛU (m)P − R(U (m)P )+ R∗, (3.2)
(A+Λ(m+1)P )V (m+1)P = Λ(m+1)P V (m)P − R(V (m)P )+ R∗, (3.3)
(A+Λ(m+1)P )V (m+1)P = Λ(m+1)P V (m)P − R(V (m)P )+ R∗. (3.4)
(b) Gauss–Seidel method
(D −L+Λ)U (m+1)G = UU (m)G +ΛU (m)G − R(U (m)G )+ R∗, (3.5)
(D −L+Λ)U (m+1)G = UU (m)G +ΛU (m)G − R(U (m)G )+ R∗, (3.6)
(D −L+Λ(m+1)G )V (m+1)G = UV (m)G +Λ(m+1)G V (m)G − R(V (m)G )+ R∗, (3.7)
(D −L+Λ(m+1)G )V (m+1)G = UV (m)G +Λ(m+1)G V (m)G − R(V (m)G )+ R∗. (3.8)
(c) Jacobi method
(D +Λ)U (m+1)J = (L+U)U (m)J +ΛU (m)J − R(U (m)J )+ R∗, (3.9)
(D +Λ)U (m+1)J = (L+U)U (m)J +ΛU (m)J − R(U (m)J )+ R∗, (3.10)
(D +Λ(m+1)J )V (m+1)J = (L+U)V (m)J +Λ(m+1)J V (m)J − R(V (m)J )+ R∗, (3.11)
(D +Λ(m+1)J )V (m+1)J = (L+U)V (m)J +Λ(m+1)J V (m)J − R(V (m)J )+ R∗, (3.12)
where
Λ
(m+1)
P ≡ diag
(
γ
(m+1)
P,i
)
, γ
(m+1)
P,i ≡
∂Ri
(
v
(m)
P,i
)
∂ui
, (3.13)
Λ
(m+1)
P ≡ diag
(
γ (m+1)
P,i
)
, γ (m+1)
P,i
≡
∂Ri
(
v
(m)
P,i
)
∂ui
, (3.14)
Λ
(m+1)
G ≡ diag
(
γ
(m+1)
G,i
)
, γ
(m+1)
G,i ≡
∂Ri
(
v
(m)
G,i
)
∂ui
, (3.15)
Λ
(m+1)
G ≡ diag
(
γ (m+1)
G,i
)
, γ (m+1)
G,i
≡
∂Ri
(
v
(m)
G,i
)
∂ui
, (3.16)
Λ
(m+1)
J ≡ diag
(
γ
(m+1)
J,i
)
, γ
(m+1)
J,i ≡
∂Ri
(
v
(m)
J,i
)
∂ui
, (3.17)
Λ
(m+1)
J ≡ diag
(
γ (m+1)
J,i
)
, γ (m+1)
J,i
≡
∂Ri
(
v
(m)
J,i
)
∂ui
(3.18)
and the initial guesses areU
(0)
P = U (0)G = U (0)J = V (0)P = V (0)G = V (0)J = U˜ andU (0)P = U (0)G = U (0)J = V (0)P = V (0)G = V (0)J = Uˆ .
The following lemma gives the monotone property of these sequences.
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Lemma 3.1. Assume the nonlinear function Ri(ui) is concave down with respect to ui. Then the minimal sequence {V (m)} given
by either one of the iterative schemes (3.4), (3.8) and (3.12)with V (0) = Uˆ possesses the monotone property (2.23). Moreover for
each m, U
(m)
and V (m) are ordered upper and lower solutions.
Proof. For the Picard iterations letW (1)P = V (1)P − V (0)P = V (1)P − Uˆ . By (2.8) and (3.4),
(A+Λ(1)P )W (1)P = Λ(1)P V (0)P − R
(
V (0)P
)
+ R∗ − (A+Λ(1)P )Uˆ
= −[AUˆ + R
(
Uˆ
)
− R∗] ≥ 0.
Since (A + Λ(1)P )−1 ≥ 0, the above relation ensures that W (1)P ≥ 0. This proves V (1)P ≥ V (0)P . A similar argument gives
U
(1)
P ≤ U (0)P [22]. Let X (1)P = U (1)P − V (1)P . By (3.1) and (3.4), we have
(A+Λ(1)P )X (1)P = ΛU (0)P − R
(
U
(0)
P
)
−Λ(1)P V (0)P + R
(
V (0)P
)
−ΛU (1)P +Λ(1)P U (1)P
=
[
Λ
(1)
P U
(0)
P −Λ(1)P V (0)P − R
(
U
(0)
P
)
+ R
(
V (0)P
)]
+ (Λ−Λ(1)P )(U (0)P − U (1)P ).
SinceΛ ≥ Λ(1)P and U (0)P ≥ U (1)P , we see from the mean-value theorem that(
A+Λ(1)P
)
X (1)P ≥ [Λ(1)P − Ru
(
ξ(0)
)] (U (0)P − V (0)P ) ,
where ξ(0) ≡ (ξ (0)1 , . . . , ξ (0)N ) is an intermediate value between U (0)P and V (0)P and
Ru(ξ(0)) ≡ diag ((R1)u(ξ (0)1 ), . . . , (RN)u(ξ (0)N )).
By the concave down property of R, U
(0)
P ≥ V (0)P and the nonnegative property of (A + Λ(1)P )−1 we have U (1)P ≥ V (1)P . Let
W (m+1)P = V (m+1)P − V (m)P and X (m+1)P = U (m+1)P − V (m+1)P . We have(
A+Λ(m+1)P
)
W (m+1)P = Λ(m+1)P V (m)P − R
(
V (m)P
)
−Λ(m)P V (m−1)P + R
(
V (m−1)P
)
−Λ(m+1)P V (m)P +Λ(m)P V (m)P
= Λ(m)P V (m)P − R
(
V (m)P
)
−Λ(m)P V (m−1)P + R
(
V (m−1)P
)
,
and (
A+Λ(m+1)P
)
X (m+1)P = ΛU (m)P − R
(
U
(m)
P
)
−Λ(m+1)P V (m)P + R
(
V (m)P
)
−ΛU (m+1)P +Λ(m+1)P U (m+1)P
=
[
Λ
(m+1)
P U
(m)
P −Λ(m+1)P V (m)P − R
(
U
(m)
P
)
+ R
(
V (m)P
)]
+
(
Λ−Λ(m+1)P
) (
U
(m)
P − U (m+1)P
)
.
By the concave down property of Ri, (2.11) and (3.14) we have (A + Λ(m+1)P )W (m+1)P ≥ 0 and (A + Λ(m+1)P )X (m+1)P ≥ 0.
Induction argument yields the relations V (m+1)P ≥ V (m)P and U (m+1)P ≥ V (m+1)P . For U (m)P ≥ U (m+1)P we refer [22].
To show that U
(m)
P and V
(m)
P are upper and lower solutions for eachm, we observe from (3.4) that(
A+Λ(m)P
)
V (m)P = Λ(m)P V (m−1)P − R
(
V (m−1)P
)
+ R∗
= −
[
Λ
(m)
P V
(m)
P − R
(
V (m)P
)
−Λ(m)P V (m−1)P + R
(
V (m−1)P
)]
+Λ(m)P V (m)P − R
(
V (m)P
)
+ R∗.
By V (m−1)P ≤ V (m)P and (2.22) we have(
A+Λ(m)P
)
V (m)P ≤ Λ(m)P V (m)P − R
(
V (m)P
)
+ R∗,
AV (m)P ≤ −R
(
V (m)P
)
+ R∗.
This shows that V (m)P is a lower solution. The proof for the upper solution U
(m)
P is similar [22].
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For Gauss–Seidel and Jacobi iterations the proofs are similar. We give key relations for them. LetW (m+1)G = V (m+1)G −V (m)G
andW (m+1)J = V (m+1)J − V (m)J . We have(
D +Λ(m+1)G −L
)
W (m+1)G = U
(
V (m)G − V (m−1)G
)
+Λ(m+1)G V (m)G − R
(
V (m)G
)
−Λ(m)G V (m−1)G + R
(
V (m−1)G
)
−Λ(m+1)G V (m)G +Λ(m)G V (m)G
= U(V (m)G − V (m−1)G )+
[
Λ
(m)
G V
(m)
G − R
(
V (m)G
)
−Λ(m)G V (m−1)G + R
(
V (m−1)G
)]
and (
D +Λ(m+1)J
)
W (m+1)J = (U+L)
(
V (m)J − V (m−1)J
)
+Λ(m+1)J V (m)J − R
(
V (m)J
)
−Λ(m)J V (m−1)J + R
(
V (m−1)J
)
−Λ(m+1)J V (m)J +Λ(m)J V (m)J
= (U+L)(V (m)J − V (m−1)J )+
[
Λ
(m)
J V
(m)
J − R
(
V (m)J
)
−Λ(m)J V (m−1)J + R
(
V (m−1)J
)]
. 
Theorem 3.1. Let Uˆ, U˜ be a pair of ordered upper and lower solutions of (2.6) and let conditions in Theorem 2.1 hold. Then each
of the three pairs of maximal and minimal sequences(
{U (m)P }, {V (m)P }
)
,
(
{U (m)G }, {V (m)G }
)
and
(
{U (m)J }, {V (m)J }
)
,
converges monotonically to the maximal–minimal solutions (U, V ) and satisfies the relation (2.23). Moreover,
U
(m)
P ≤ U (m)G ≤ U (m)J , (3.19)
V (m)P ≥ V (m)G ≥ V (m)J , (3.20)
for every m = 1, 2, 3, . . ..
Proof. For (3.19) we refer [22]. It is sufficient to show the comparison results in (3.20). First, we show the relation
V (m)P ≥ V (m)G . LetW (m)PG = V (m)P − V (m)G form = 0, 1, 2, . . ., where V (0)P = V (0)G = Uˆ . By (3.4) and (3.8)(
A+Λ(m+1)G
)
W (m+1)PG = U(V (m+1)G − V (m)G )+Λ(m+1)P V (m)P − R(V (m)P )−Λ(m+1)G V (m)G + R
(
V (m)G
)
+Λ(m+1)G V (m+1)P −Λ(m+1)P V (m+1)P
= U(V (m+1)G − V (m)G )+
[
Λ
(m+1)
G V
(m)
P − R(V (m)P )−Λ(m+1)G V (m)G + R
(
V (m)G
)]
+ (Λ(m+1)G −Λ(m+1)P )(V (m+1)P − V (m)P ).
SinceU ≥ 0 and V (m+1)G ≥ V (m)G , we see from the mean-value theorem that(
A+Λ(m+1)G
)
W (m+1)PG ≥
[
Λ
(m+1)
G − Ru(ξ(m)PG )
]
W (m)PG +
(
Λ
(m+1)
G −Λ(m+1)P
) (
V (m+1)P − V (m)P
)
,
where ξ(m)PG ≡ (ξ (m)PG,1, ξ (m)PG,2, . . . , ξ (m)PG,N) is an intermediate value between V (m)P and V (m)G , and
Ru
(
ξ
(m)
PG
)
≡ diag
(
(R1)u
(
ξ
(m)
PG,1
)
, . . . , (RN)u
(
ξ
(m)
PG,N
))
.
By the concave down property of R and V (m)P ≥ V (m)G we have Λ(m+1)G − Ru(ξ(m)PG ) ≥ 0 and Λ(m+1)G − Λ(m+1)P ≥ 0.W (0)PG =
V (0)P − V (0)G = 0. Thus an induction argument yields (A+Λ(m+1)G )W (m+1)PG ≥ 0 for everym = 0, 1, 2, . . .. It follows from the
nonnegative property of (A+Λ(m+1)G )−1 thatW (m+1)PG ≥ 0. This proves the relation V (m)P ≥ V (m)G .
To show the relation V (m)G ≥ V (m)J we letW (m)GJ = V (m)G − V (m)J for m = 0, 1, 2, . . ., where V (0)G = V (0)J = Uˆ . By (3.8) and
(3.12)(
D −L+Λ(m+1)J
)
W (m+1)GJ = UV (m)G +Λ(m+1)G V (m)G − R
(
V (m)G
)
−UV (m)J +L
(
V (m+1)J − V (m)J
)
−Λ(m+1)J V (m)J
+ R
(
V (m)J
)
+Λ(m+1)J V (m+1)G −Λ(m+1)G V (m+1)G
= U
(
V (m)G − V (m)J
)
+
[
Λ
(m+1)
J V
(m)
G − R(V (m)G )−Λ(m+1)J V (m)J + R(V (m)J )
]
+L
(
V (m+1)J − V (m)J
)
+
(
Λ
(m+1)
J −Λ(m+1)G
) (
V (m+1)G − V (m)G
)
.
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SinceL ≥ 0 and V (m+1)J ≥ V (m)J , we use the mean-value theorem again and have(
D −L+Λ(m+1)J
)
W (m+1)GJ ≥ UW (m)GJ +
[
Λ
(m+1)
J − Ru
(
ξ
(m)
GJ
)]
W (m)GJ +
(
Λ
(m+1)
J −Λ(m+1)G
) (
V (m+1)G − V (m)G
)
where ξ(m)GJ is an intermediate value between V
(m)
G and V
(m)
J , and Ru(ξ
(m)
GJ ) is defined similarly like before. By the concave
down property of R and V (m)G ≥ V (m)J we have Λ(m+1)J − Ru(ξ (m)GJ ) ≥ 0 and Λ(m+1)J − Λ(m+1)G ≥ 0.W (0)PG = V (0)P − V (0)G = 0.
Thus an induction argument yields (D−L+Λ(m+1)J )W (m+1)GJ ≥ 0 for everym = 0, 1, 2, . . .. It follows from the nonnegative
property of (D −L+Λ(m+1)J )−1 thatW (m+1)GJ ≥ 0. This proves the relation V (m)G ≥ V (m)J . 
For the maximal sequence we also have the following properties. Since the idea of the proofs is similar to the minimal
sequence, we omit the proofs.
Theorem 3.2. Let Uˆ, U˜ be a pair of ordered upper and lower solutions of (2.6) and let conditions in Theorem 2.4 hold. Then each
of the three pairs of maximal and minimal sequences({
V
(m)
P
}
,
{
U (m)P
})
,
({
V
(m)
G
}
,
{
U (m)G
})
and
({
V
(m)
J
}
,
{
U (m)J
})
,
converges monotonically to the maximal–minimal solutions (V ,U) and satisfies the relation (2.26). Moreover,
V
(m)
P ≤ V (m)G ≤ V (m)J , (3.21)
U (m)P ≥ U (m)G ≥ U (m)J , (3.22)
for every m = 1, 2, 3, . . ..
For the comparisons of maximal and minimal sequences constructed by stationary and nonstationary monotone
parameters, we have the similar properties like Theorems 2.3 and 2.6.
Theorem 3.3. If the conditions in Theorem 2.1 hold, then U (m)P ≤ V (m)P ,U (m)G ≤ V (m)G and U (m)J ≤ V (m)J , m = 1, 2, 3, . . ..
Theorem 3.4. If the conditions in Theorem 2.4 hold, then V (m)P ≤ U (m)P , V (m)G ≤ U (m)G and V (m)J ≤ U (m)J , m = 1, 2, 3, . . ..
4. Rate of convergence
In this section we show the quadratic and nearly quadratic rate of convergence of the Picard, Gauss–Seidel and Jacobi
sequences given by (3.3), (3.4), (3.7), (3.8), (3.11) and (3.12). It is assumed that R(U) is a C2-function of U for U ∈ 〈Uˆ, U˜〉.
Define, for any U ≡ (u1, u2, . . . , uN) inRN ,
|U| = (|u1|, |u2|, . . . , |uN |)
‖U‖∞ ≡ max
1≤i≤N
|ui| (4.1)
Ruu(U) ≡ diag
(
∂2R1
∂u21
(u1), . . . ,
∂2RN
∂u2N
(uN)
)
M = max
{∣∣∣∣∂2Ri∂u2i (u)
∣∣∣∣ : uˆi ≤ u ≤ u˜i, i = 1, . . . ,N} .
The following theorem gives an estimate for the rate of convergence of the minimal sequence from (3.4).
Theorem 4.1. If the conditions in Theorem 2.1 hold, then for any constant  > 0 there exist a constant K > 0, independent of
m, and a norm ‖ · ‖ inRN , such that
‖U∗ − V (m+1)P ‖ ≤ K‖U∗ − V (m)P ‖2. (4.2)
Proof. Since U∗ satisfies the equation(
A+Λ(m+1)P
)
U∗ = Λ(m+1)P U∗ − R
(
U∗
)+ R∗ (4.3)
a subtraction of (3.4) from (4.3) gives(
A+Λ(m+1)P
) (
U∗ − V (m+1)P
)
= Λ(m+1)P
(
U∗ − V (m)P
)
−
[
R(U∗)− R(V (m)P )
]
. (4.4)
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We see from the mean-value theorem that
R(U∗)− R
(
V (m)P
)
= Ru
(
ξ(m)
) (
U∗ − V (m)P
)
where ξ(m) = (ξ (m)1 , ξ (m)2 , . . . , ξ (m)N ) in 〈V (m)P ,U∗〉. This implies that(
A+Λ(m+1)P
) (
U∗ − V (m+1)P
)
=
[
Λ
(m+1)
P − Ru
(
ξ(m)
)] (
U∗ − V (m)P
)
. (4.5)
This relation and the nonnegative property of (A+Λ(m+1)P )−1 imply that∣∣∣U∗ − V (m+1)P ∣∣∣ ≤ (A+Λ(m+1)P )−1 ∣∣∣[Λ(m+1)P − Ru (ξ(m))] (U∗ − V (m)P )∣∣∣ . (4.6)
Since
γ (m+1)
P,i
−
∂Ri
(
ξ
(m)
i
)
∂ui
=
∂Ri
(
v
(m)
P,i
)
∂ui
−
∂Ri
(
ξ
(m)
i
)
∂ui
= ∂
2Ri(θ
(m)
i )
∂u2i
(v
(m)
P,i − ξ (m)i )
for some intermediate value θ (m)i in 〈v(m)P,i , ξ (m)i 〉, the elements of the diagonal matrixΛ(m+1)P − Ru(ξ(m)) are bounded by∣∣∣∣∣∣
∂2Ri
(
θ
(m)
i
)
∂u2i
∣∣∣∣∣∣ ·
∣∣∣v(m)P,i − ξ (m)i ∣∣∣ ,
i = 1, 2, . . . ,N . It follows from |v(m)P,i − ξ (m)i | ≤ |v(m)P,i − u∗i | ≤ ‖U∗ − V (m)P ‖∞ and (4.1) that∣∣∣[Λ(m+1)P − Ru (ξ(m))] (U∗ − V (m+1)P )∣∣∣ ≤ M · ‖U∗ − V (m)P ‖∞ · ∣∣∣U∗ − V (m)P ∣∣∣ . (4.7)
It is well known that for any  > 0 there exist a matrix norm ‖ · ‖ and a corresponding vector norm ‖ · ‖ in RN such that
‖A−1‖ ≤ ρ(A−1) +  and ‖A−1v‖ ≤ ‖A−1‖ · ‖v‖ for v ∈ RN where ρ(A−1) is the spectral radius of A−1. Moreover,
0 ≤ (A + Λ(m+1)P )−1 ≤ A−1 implies ρ[(A + Λ(m+1)P )−1] ≤ ρ(A−1). Using the above properties and vector norm in (4.6)
and (4.7) we obtain
‖U∗ − V (m+1)P ‖ ≤
(
ρ(A−1)+ )M‖U∗ − V (m)P ‖∞‖U∗ − V (m)P ‖.
Since all the norms inRN are equivalent, there exists a constant β such that ‖U∗− V (m)P ‖∞ ≤ β · ‖U∗− V (m)P ‖, we have that
(4.2) holds with a sufficiently small  > 0. 
Similarly, the following theorem gives an estimate for the rate of convergence of the maximal sequence from (3.3).
Theorem 4.2. If the conditions in Theorem 2.4 hold, then for any constant  > 0 there exist a constant K > 0, independent of
m, and a norm ‖ · ‖ inRN , such that
‖U∗ − V (m+1)P ‖ ≤ K‖U∗ − V (m)P ‖2. (4.8)
ConsiderD ≡ (d1, . . . , dN). It is seen from (3.8) and (3.12) that the eigenvalues ofD −L+Λ(m+1)G andD +Λ(m+1)J are
di + γ (m+1)G,i and di + γ (m+1)J,i , i = 1, . . . ,N , respectively. TheM-matrix property ofA ensure that (D −L+Λ
(m+1)
G )
−1 and
(D +Λ(m+1)J )−1 exist and process the properties
0 ≤
(
D −L+Λ(m+1)G
)−1 ≤ (D −L)−1 and ρ [(D −L+Λ(m+1)G )−1] ≤ ρ [(D −L)−1] (4.9)
0 ≤
(
D +Λ(m+1)J
)−1 ≤ D−1 and ρ [(D +Λ(m+1)J )−1] ≤ ρ (D−1) . (4.10)
They lead to the following result.
Theorem 4.3. If the conditions in Theorem 2.1 hold, then for any constant  > 0 there exist constants KG > 0 and K J > 0,
independent of m, and a norm ‖ · ‖ inRN , such that
‖U∗ − V (m+1)G ‖ ≤ KG
[
‖V (m+1)G − V (m)G ‖ + ‖U∗ − V (m)G ‖2
]
(4.11)
‖U∗ − V (m+1)J ‖ ≤ K J
[
‖V (m+1)J − V (m)J ‖ + ‖U∗ − V (m)J ‖2
]
. (4.12)
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Proof. It suffices to show the Gauss–Seidel iterations in (3.8) since the proof for the Jacobi iterations is similar. Since U∗
satisfies the equation(
D −L+Λ(m+1)G
)
U∗ = UU∗ +Λ(m+1)G U∗ − R
(
U∗
)+ R∗ (4.13)
a subtraction of (3.8) from (4.13) gives(
D −L+Λ(m+1)G
) (
U∗ − V (m+1)G
)
=
(
U+Λ(m+1)G
) (
U∗ − V (m)G
)
−
[
R
(
U∗
)− R (V (m)G )] . (4.14)
In view of (3.8)(
A+Λ(m+1)G
) (
U∗ − V (m+1)G
)
= U
(
V (m+1)G − V (m)G
)
+Λ(m+1)G
(
U∗ − V (m)G
)
−
[
R(U∗)− R
(
V (m)G
)]
.
It follows from the reasoning in the proof of Theorem 4.1 that for any constant  > 0, there exists a norm ‖ · ‖ in RN , such
that
‖U∗ − V (m+1)G ‖ ≤
(
ρ(A−1)+ ) [‖U‖ · ‖V (m+1)G − V (m)G ‖ +M‖U∗ − V (m)G ‖∞‖U∗ − V (m)G ‖] .
The equivalence of norms in RN ensure that (4.11) holds for a constant KG > 0 independent of m. The proof for (4.12) is
similar. 
Similarly, the following theorem gives an estimate for the rate of convergence of the maximal sequences from (3.7) and
(3.11).
Theorem 4.4. If the conditions in Theorem 2.4 hold, then for any constant  > 0 there exist constants KG > 0 and K J > 0,
independent of m, and a norm ‖ · ‖ inRN , such that
‖U∗ − V (m+1)G ‖ ≤ KG
[
‖V (m+1)G − V (m)G ‖ + ‖U∗ − V (m)G ‖2
]
(4.15)
‖U∗ − V (m+1)J ‖ ≤ K J
[
‖V (m+1)J − V (m)J ‖ + ‖U∗ − V (m)J ‖2
]
. (4.16)
5. Numerical examples
The first example of our simulation test is given by
1u = − exp(−u)+ q(x, y), inΩ = (−1, 1)× (0, 1), (5.1)
u = g, on ∂ΩD,
where ∂ΩD = ∂Ω and g and q are defined so that, in polar coordinates, the exact solution u becomes
u = r1/2 sin
(
θ
2
)
,
and hence has a point singularity at the origin. The nonlinear functional R(x, y, u) = − exp(−u) + q(x, y) is monotone in-
creasing and concave downwith respect to u. The conditions in Theorem 2.1 are satisfied. Since q(x, y) = exp(−r1/2 sin( θ2 )),
0 ≤ u(x, y) ≤ 2 and−R(x, y, 2) = exp(−2)− q(x, y) ≤ 0 for (x, y) ∈ [−1, 1] × [0, 1] the constant pair U˜ = 2 and Uˆ = 0
are ordered upper and lower solutions. Define the exact error ‖e(m)E ‖∞ ≡ ‖u(m) − u‖∞ and the step error ‖e(m)S ‖∞ ≡
‖u(m) − u(m−1)‖∞. In order to observe the behavior of the error reduction the stopping criterion for these iterations is de-
termined from the condition ‖e(m)S ‖∞ ≤ 1.0E−8. The analytical solution in the adaptive mesh domain is represented by the
graph in Fig. 1. The numerical solutions are similar so we do not show it here. Figs. 2 and 3 represent the typical phenomena
of monotone convergence in various methods. The case of stationary monotone parameters is shown in Fig. 2 and the non-
stationary case in Fig. 3. As shown in Fig. 2, the convergence of Picard method is the fastest, and then Gauss–Seidel method
and Jacobi method follow accordingly. Since the adaptive mesh is fixed, the limit values of exact errors of three methods are
fixed about 2.7E−3. The iterative behavior of Picardmethod in the nonstationary case is remarkable for its fast convergence.
It is finished after fourth iterative step andmore faster thanGauss–Seidel and Jacobimethods. This phenomenon verifies that
the quadratic and nearly quadratic rate of convergence of the Picard, Gauss–Seidel and Jacobi sequences (see Theorems 4.1
and 4.3). The comparative results are summarized in Table 1. However, the memory storage and the CPU time consuming in
Gauss elimination are the drawbacks of Picard method. To verify Theorems 3.1 and 3.3 of minimal sequences we compute
these iterative schemes until 200th iterative step. Numerical results for the approximate solutions U J,UG, V J, VG and the
analytic solution U at x = −0.75,−0.5,−0.125, 0.125, 0.5, 0.75 and y = 0.125, 0.25, 0.5, 0.75 are listed in Table 2. The
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Fig. 1. Analytical solution of problem (5.1).
Fig. 2. The error versus the number of iteration. Stationary monotone parameter.
Table 1
Number of iterations for various methods (No.: Number of iterations).
Method
parameter
Picard
stationary
Picard
nonstationary
Gauss–Seidel
stationary
Gauss–Seidel
nonstationary
Jacobi
stationary
Jacobi
nonstationary
No. 178 4 402 250 623 478
graphs of U−U J and U−V J are shown in Figs. 4 and 5. It is clear from Table 2 and Figs. 4, 5 that the relations between these
sequences can be verified and the speed of error reduction for the nonstationary case is more faster than the stationary case.
The second example of our simulation test is a MOSFET device structure which has an elliptical 1019 cm−3 Gaussian
doping profiles in the source and drain regions and 1016 cm−3 in the p-substrate region as shown in Fig. 6. The junction
depth is 20 nm, the lateral diffusion under gate is 8 nm, the channel length is 34 nm, and the gate oxide thickness is 2 nm.
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Fig. 3. The error versus the number of iteration. Nonstationary monotone parameter.
Fig. 4. The graph of U − U J .
With VBS = 0 V, VDS = 1.0 V and VGS = 0.8 V. The quantum corrected energy-transport model [27,28,23] for the nanoscale
semiconductor device is considered. We focus our attention only on the quantum corrected equation for electrons:
1ζn = Zn(φ, u, v, ζn, ζp), (5.2)
Zn(φ, u, v, ζn, ζp) = ζn2bn
[
VT ln(ζ 2n )− VT ln(uni)− φ
]
, (5.3)
where φ is the electrostatic potential, u and v are the Slotboom variables [29], n and p are the electron and hole concentra-
tions, ζn = √n, ζp = √p, VT = (kBTL)/q is the thermal voltage. These physical variables are tightly coupled together with
the following auxiliary relationships:
u = exp
(−ϕn
VT
)
(5.4)
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Fig. 5. The graph of U − V J .
Table 2
Exact solution and minimal sequences at nodes (xi, yi).
yi xi
−0.8 −0.5 −0.1 0.1 0.5 0.8
U
0.75
0.97332 0.83707 0.65474 0.57337 0.44798 0.38545
VG 0.97322 0.83689 0.65463 0.57324 0.44795 0.38543
UG 0.97320 0.83682 0.65448 0.57308 0.44784 0.38539
V J 0.97314 0.83666 0.65411 0.57265 0.44758 0.38529
U J 0.97288 0.83586 0.65231 0.57061 0.44630 0.38482
U
0.5
0.93275 0.77688 0.55268 0.45299 0.32179 0.26814
VG 0.93275 0.77663 0.55247 0.45277 0.32172 0.26813
UG 0.93273 0.77653 0.5522 0.45242 0.32154 0.26807
V J 0.93265 0.77627 0.55151 0.45155 0.32112 0.26792
U J 0.93224 0.77503 0.54820 0.44735 0.31903 0.26720
U
0.25
0.90448 0.72767 0.42988 0.29173 0.17178 0.13874
VG 0.90428 0.72743 0.42948 0.29148 0.17161 0.13865
UG 0.90426 0.72735 0.42921 0.29113 0.17147 0.13861
V J 0.90419 0.72714 0.42852 0.29027 0.17112 0.13850
U J 0.90387 0.72614 0.42520 0.28607 0.16943 0.13796
U
0.1
0.89597 0.71144 0.34742 0.14364 0.07017 0.05549
VG 0.89591 0.71138 0.34714 0.14315 0.07003 0.05546
UG 0.89590 0.71134 0.34698 0.14294 0.06997 0.05544
V J 0.89587 0.71125 0.34659 0.14241 0.06982 0.05540
U J 0.89573 0.71080 0.34470 0.13984 0.06906 0.05518
v = exp
(
ϕp
VT
)
(5.5)
n = ni exp
(
φ − ϕn + φqn
VT
)
= ni exp
(
φ + φqn
VT
)
u = ζ 2n (5.6)
p = ni exp
(
ϕp − φ − φqp
VT
)
= ni exp
(−φ − φqp
VT
)
v = ζ 2p (5.7)
φqn ≡ 2bn
[
1
√
n√
n
]
(5.8)
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Fig. 6. Doping concentration.
φqp ≡ −2bp
[
1
√
p√
p
]
, (5.9)
where bn = h¯212m∗nq and bp = h¯
2
12m∗pq are the material parameters, q is the elementary charge, h¯ is the reduced Planck constant,
ϕn and ϕp are the generalized quasi-Fermi potentials, and φqn and φqp are quantum potentials.
Consider the nonlinear equation (5.3).
∂Zn
∂ζn
= 1
2bn
[
VT ln(ζ 2n )− VT ln(uni)− φ + 2VT
]
(5.10)
= 1
2bn
[
φqn + 2VT
]
. (5.11)
∂2Zn
∂ζ 2n
= 1
2bn
[
2VT · 1
ζn
]
> 0. (5.12)
In many physical problems the quantum potential φqn is always a small term except the junction and interface layers.
The nonstationary monotone parameter theory for maximal sequences can be applied if the critical case of the monotone
parameters can be dealt with correctly. We suggest two methods. One is the domain decomposition method [30–32], the
other is the hybrid method of stationary and nonstationary parameters used herein, i.e.,
γ¯
(m+1)
i =
∂Zn(ζ¯
(m)
i )
∂ζn
if φqn + 2VT > 0
γi otherwise.
(5.13)
We set up that the stopping criterion for the outer Gummel loop [33–36] is ‖e(k)S ‖∞ ≤ 0.1VT and the one for the inner
monotone loop is ‖e(m)S ‖∞ ≤ 0.001VT . The numerical solution of the maximal Jacobi sequence (log10 V J) at 10th Gummel
iteration is given in Fig. 7. Fig. 8 shows the typical phenomena of monotone convergence in various schemes.
After first time of Gummel iteration the graph of the difference, log10 U J− log10 V J, is given in Fig. 9 which shows that the
solution constructed by nonstationary monotone parameter is greater than the stationary case. This verifies Theorem 2.6.
After 10th time of Gummel iteration the graph of the difference is given in Fig. 10 which shows that the relative difference( ‖ log10 V J−log10 U J‖∞
‖ log10 U J‖∞
)
is a small value 1.05E−4 (≈0.001/9.5). The comparative results of various iterative schemes are
summarized in Table 3. It is seen from the table that the numbers of iterations of the monotone schemes are reduced when
corresponding nonstationary monotone parameters are used.
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Fig. 7. The numerical solution V J .
Fig. 8. The step error versus the number of iteration (St.: stationary monotone parameter, Nst.: nonstationary monotone parameter.).
Table 3
Number of iterations of U J, V J , UG , VG , UP and V P .
Gummel iteration 1 2 3 4 5 6 7 8 9 10
U J 162 69 60 51 42 34 27 20 14 11
V J 140 65 50 46 40 32 25 18 14 11
UG 121 48 45 39 32 26 22 16 12 9
VG 82 39 33 30 25 21 17 13 10 8
UP 120 39 31 23 18 15 13 10 8 6
V P 24 12 12 11 10 8 6 5 5 4
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Fig. 9. The graph of log10 U J − log10 V J, (k = 1).
Fig. 10. The graph of log10 U J − log10 V J, (k = 10).
6. Conclusion
A simple technique improving the efficiency of monotone iterative methods is proposed here for a class of nonlinear
partial differential equations. With the help of the special nonlinear property and a suitable discretization of PDE we can
construct nonstationary parameters which can speed up the iterative process in solving the nonlinear system.
Moreover, Picard, Gauss–Seidel, and Jacobi monotone iterative methods are presented and analyzed for the adaptive
finite element solutions. The adaptive meshes are generated by the 1-irregular mesh refinement scheme. Based on these
unstructured meshes, it is shown that each of these methods leads to an existence–uniqueness–comparison theorem. The
analysis for the rate of convergence of the iterations is also given.
We first validate our numerical method by checking the errors against a known exact solution. Finally, numerical results
of the simulation on a nanoscale MOSFET device structure is given to demonstrate the accuracy and efficiency of the
algorithm. This nonstationarymonotone parametermay offer an alternative in constructingmonotone parameter frequently
associated with monotone iterative methods.
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