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Abstract
Object recognition is a natural process of the human brain performed in the visual cor-
tex and relies on a binocular depth perception system that renders a three-dimensional
representation of the objects in a scene. Hitherto, computer and software systems are
been used to simulate the perception of three-dimensional environments with the aid of
sensors to capture real-time images. In the process, such images are used as input data for
further analysis and development of algorithms, an essential ingredient for simulating the
complexity of human vision, so as to achieve scene interpretation for object recognition,
similar to the way the human brain perceives it.
The rapid pace of technological advancements in hardware and software, are continuously
bringing the machine-based process for object recognition nearer to the inhuman vision
prototype. The key in this field, is the development of algorithms in order to achieve robust
scene interpretation. A lot of recognisable and significant effort has been successfully
carried out over the years in 2D object recognition, as opposed to 3D.
It is therefore, within this context and scope of this dissertation, to contribute towards
the enhancement of 3D object recognition; a better interpretation and understanding of
reality and the relationship between objects in a scene. Through the use and application
of low-cost commodity sensors, such as Microsoft Kinect, RGB and depth data of a scene
have been retrieved and manipulated in order to generate human-like visual perception
data. The goal herein is to show how RGB and depth information can be utilised in order
to develop a new class of 3D object recognition algorithms, analogous to the perception
processed by the human brain.
This dissertation presents my original work for the simulation of human vision in 3D
objection recognition, focusing in the following three areas:
3D Human Recognition: The first area addresses the problem of localisation and spatial
extent determination of a human in three-dimensional space. To this end, a Conditional
Random Field (CRF) pairwise energy function is defined for the segmentation task using
features from both RGB and depth space. Furthermore, the maximum a-posteriori (MAP)
labelling is determined in polynomial time by minimising the energy function with the use
of graph cuts. The novelty of this proposed approach is that no user interaction is required
for determining the segmentation, as opposed to related work in the field. Moreover, the
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segmentation is computed within the detection box, for which the latter is determined using
HOG-based features. In conclusion, my results and findings are then compared against
state–of–the–art approaches.
3D Human Motion Understanding: In the second part, a new approach is introduced
for capturing and tracking the shape variations of a human instance in RGBD space.
The proposed methodology consists of two components: (1) a workflow that enhances the
accuracy of an existing octree-based foreground estimation algorithm in order to determine
the shape of a human body and (2) the use of the Minimum Volume Enclosing Ellipsoid
(MVEE) algorithm for capturing the spatio-temporal changes of the moving object in a
3D scene.
Preparatory work for a Potential multi-Kinect object recognition system: Finally, in the last
part of this dissertation an evaluation workflow is presented for assessing the reliability
of merging point clouds generated from different Kinect sensors. The proposed three-step
evaluation pipeline, could be very useful for future object recognition applications; based




Die Objekterkennung ist ein natürlicher Prozess im Menschlichen Gehirn. Sie findet im
visuellen Kortex statt und nutzt die binokulare Eigenschaft der Augen, die eine drei-
dimensionale Interpretation von Objekten in einer Szene erlaubt. Kameras ahmen das
menschliche Auge nach. Bilder von zwei Kameras, in einem Stereokamerasystem, werden
von Algorithmen für eine automatische, dreidimensionale Interpretation von Objekten in
einer Szene benutzt.
Die Entwicklung von Hard- und Software verbessern den maschinellen Prozess der Objek-
terkennung und erreicht qualitativ immer mehr die Fähigkeiten des menschlichen Gehirns.
Das Hauptziel dieses Forschungsfeldes ist die Entwicklung von robusten Algorithmen für
die Szeneninterpretation. Sehr viel Aufwand wurde in den letzten Jahren in der zweidimen-
sionale Objekterkennung betrieben, im Gegensatz zur Forschung zur dreidimensionalen
Erkennung.
Im Rahmen dieser Arbeit soll demnach die dreidimensionale Objekterkennung weiterent-
wickelt werden: hin zu einer besseren Interpretation und einem besseren Verstehen von
sichtbarer Realität wie auch der Beziehung zwischen Objekten in einer Szene. In den
letzten Jahren aufkommende low-cost Verbrauchersensoren, wie die Microsoft Kinect,
generieren Farb- und Tiefendaten einer Szene, um menschenähnliche visuelle Daten zu
generieren. Das Ziel hier ist zu zeigen, wie diese Daten benutzt werden können, um eine
neue Klasse von dreidimensionalen Objekterkennungsalgorithmen zu entwickeln - analog
zur Verarbeitung im menschlichen Gehirn.
Diese Dissertation präsentiert meine Arbeit zur Simulation von menschlicher Wahrneh-
mung in dreidimensionaler Erkennung, fokussiert auf die drei folgenden Gebiete:
Dreidimensionale Erkennung von Menschen: Das erste Teilgebiet behandelt die Proble-
matik des Lokalisierens und der Erkennung räumlicher Ausdehnung von Menschen im
dreidimensionalen Raum. Dafür wrd eine Conditional Random Field (CRF) Energiefunk-
tion definiert, die der Segmentierung dient und Eigenschaften von Farb- und Tiefenraum
benutzt. Zusätzlich wird die Maximium–A–Posteriori Klassifikatorzuordnung in poly-
nomieller Zeit generiert, mithilfe von Graph Cuts. Die Neuheit bei diesem Verfahren
besteht darin, dass keinerlei Benutzerinteraktion benötigt wird, im Gegensatz zu anderen
Verfahren. Weiterhin wird die Segmentierung innerhalb einer Detektionsbox vollzogen,
v
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welche mittels HOG-basierter Eigenschaften bestimmt wird. Abschließend werden meine
Ergebnisse mit den Stand der Technik verglichen.
3D Human Motion Understanding: Im zweiten Teil wird ein neuer Ansatz vorgestellt, der
die Erscheinungsvarianten von Menschen in einem Farb- und Tiefenraum erfassen und
verfolgen kann. Die vorgeschlagene Methode besteht aus zwei Komponenten: erstens, aus
einem Prozess der die Genauigkeit eines existierenden Octree-basiertem dreidimensiona-
len Hintergrundschätzer verbessert, um die Form eines Menschen zu erkennen. Zweitens,
um aus der Verwendung des Algorithmus Minimum Volume Enclosing Ellipsoid (MVEE)
räumlich-zeitliche Veränderungen eines sich bewegenden Objektes im dreidimensionalen
Raum zu erfassen.
Vorbereitende Arbeiten für ein potentielles Multi-Kinect-Objekt-Erkennungssystem: Sch-
ließlich wird ein Arbeitsablauf für die Evaluierung der Zuverlässigkeit von zusammen-
geführten Punktwolken, verschiedener Kinect-Sensoren, präsentiert. Die Evaluierungspi-
peline kann für zukünftige Objekterkennungsapplikationen sehr nützlich sein. Sie basiert
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“Object recognition systems constitute a deeply entrenched
and omnipresent component of modern intelligent systems.“
– A. Andreopoulos and John K. Tsotsos [1]
1.1 Motivation and Objectives
Object recognition is the ability to perceive an object’s physical properties, such as shape,
colour and texture, based on some prior experience and knowledge of the object. The
range of applications span from optical character recognition, to medical imaging, bio-
metrics, defence and surveillance systems. The field of object recognition in information
technology and specifically in computer vision originated in the early 60s’, whereby sci-
entists began to investigate approaches and develop algorithms in order to distinguish
and recognise simple shapes in images. Some pioneers in the field, such as Roberts [2],
Lowe [3] and Biederman [4], marked the beginning of image-based object recognition
for intelligent systems. Likewise, a considerable amount of work has been undertaken in
order to improve and refine already esta blished methodologies in the field. For example,
a method originally devised in 1962 by Hough [5] for the field of particle physics as a
means of recognising basic geometric objects, such as lines and arcs, known as the Hough
transform, was later on extended by Duda and Hart [6] to the so-called "Generalised Hough
transform" for recognising more generalised objects.
However, an object recognition system is more than just recognising static objects in
images. An ideal system should be able to recognise non-rigid objects undergoing
temporal-dependent shape deformations. Yet, despite the progress made in algorithms
and hardware technology, existing methods in the field are not able to capture the multi-
plicity of the available representations of some deformable objects such as humans; hence,
leading contemporary recognition systems to erroneous and non-robust predictions. An
accurate machine-based vision system should therefore be able to cope with the follow-
ing process problems: viewpoint perceptiveness, illumination changes, object occlusion,
object scaling, deformation, background cluttering and intra-class variations. As a conse-
quence, dealing simultaneously with the above-mentioned issues lead us to the following
conclusion: vision is hard.
The human brain is a prototypical system that can handle the aforementioned processes for
1
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object recognition, effectively and promptly. Understanding the intricate functionalities of
the human brain is a complicated subject that requires interdisciplinary knowledge from
many research fields and is beyond the scope of this dissertation. Nevertheless, it should
be noted that approaches presented in this dissertation share common ground with our
brain perception mechanism. That is, the recognition of objects as a whole based on
already known patterns, a process that is naturally employed by our brain (Desolneux et
al. [7]).
In the field of machine vision systems, a lot of focused effort has been conducted in
two-dimensional (2D) perception and analysis of an object. However, depth perception
is crucial if one wants to approach the effectiveness of the human visual system. To this
end, a depth camera device is used in order to capture a scene and its objects in a three
dimensional space. Low cost commodity depth sensors such as the Microsoft Kinect and
Asus Xtion Pro Live are ideal for such purposes and have been widely used in the fields
of computer vision, machine learning and robotics. One great advantage of these sensors
is that they provide real-time RGBD information, even for untextured environments. The
depth (or disparity) map is created by receiving and analysing a speckle pattern (near–
infrared light) emitted by the infrared projector in the infrared image. This is the basic
principle behind structured light sensors.
The aim of this dissertation is three-fold: firstly, to develop an approach that can determine
the size and position of a human in 3D space, secondly to capture the motion of a human in
3D space and finally assess the quality of merging point cloud data acquired from multiple
Kinect-like 3D data. Therefore, my goal is to employ realistic1 data, analogous to the
processing made by the human perception system.
Applications. The work presented in this dissertation can be useful for a variety of
applications. Specifically, the RGBD human recognition system introduced in Chap. 4
can be used primarily for collecting a large set of three dimensional training data, an
essential requirement for the purposes of learning a supervised object recognition system.
The research proposed within Chap. 4, provides reliable results up to ≈ 4 m and even
though it has been only evaluated with a Kinect sensor, it can potentially be adapted to
other sensors with a higher detection range, such as the SwissRanger 4000 or CamCube
2.0 TOF sensor. Furthermore, the work presented in Chap. 5 could lead to the following
applications: Firstly, the proposed 3D background estimation algorithm could be used
for an indoor surveillance system providing concurrent metric information of the moving
object. Secondly, monitoring and tracking the spatio-temporal changes of a human figure;
using a minimum bounding ellipsoid that could also be useful for classifying the behaviour
of a normal or abnormal person. This algorithm has been developed as a proof of concept,
consequently further refinements and enhancements are potentially possible. Finally, the
work in Chap. 6 is targeted for potential RGBD-based multi-Kinect human recognition
systems that require fusing 3D data from multiple Kinect sensors. These findings could be
further useful in understanding the advantages and disadvantages of a multi-Kinect RGBD
system.





The principal contributions of this dissertation may be summarised as follows:
• The human visual system is able to perceive an object’s physical properties, such as
its location and size through a life learning interaction/experience with the object. For
a machine perception system, reality can be represented through different sources of
knowledge, such as an image or depth perception. The Kinect sensor is able to provide
both RGB and depth data in real-time. Utilising this information, I propose an approach
for detecting and segmenting a human instance in RGBD space and this work could
potentially help bridge the gap between human perception and machine vision.
More specifically, localisation was found by evaluating the performance of two object
detectors: the well known HOG detector, introduced by Dalal and Triggs [8] and an
improved version of the deformable part model (Felzenszwalb et al. [9]) introduced
by Dubout et al. [10]. The main difference between these two detectors is that the
former uses a single HOG model or filter to learn a human shape, whereas the latter
uses a star-like configuration of body-part models. Depending on the performance of
each detector, the part of the object to be processed within the detection box may vary.
The main contribution comes in the second part, whereby the segmentation decision is
given, based on a rich set of RGB and depth features defined in a Conditional Random
Field probabilistic framework. The maximum a posteriori (MAP) labelling is found by
minimising a pairwise energy function using graph cuts. One can then implement the
one-slack Structured Support Vector Machine algorithm for choosing the weights of the
energy function which give the lowest testing error.
• Object recognition is a process for detecting instances of semantic objects from camera
data. However, non-rigid objects such as humans do not remain static in time, but
undergo significant spatio-temporal deformations. This means that the task of object
recognition could be extended to the task of understanding object motion. Working
entirely with humans in RGBD space, I propose using a minimum bounding ellipsoid
as a mathematical figure for approximating the movement of the person in the scene.
Compared to a sphere, an ellipsoid has more degrees of freedom, which allows the
capturing of larger shape deformations. All information regarding the human ellipsoid
is contained in a 3×3 variance-covariance matrix. The deduced information from the
matrix is smoothed using a Kalman filter [11] for performing the tracking of the shape
variations.
Although the segmentation results from the previous contribution are promising, they
are not able to provide the complete shape of the human due to the restrictions of the
detection box. Thus, I considered using a 3D foreground estimation approach which is
able to capture the complete human shape but also remain invariant to environmental
conditions. The approach of Kammerl et al. [12] compares the octree representations of
the background and the current cloud for detecting spatial changes in the current frame
and assigning these changes to the foreground. However, depending on the size of the
leaf node, the amount of noise in the foreground may differ. Therefore, I propose a
pipeline for capturing and filtering noisy blobs in the point cloud, resulting in a clean
foreground mask. The ellipsoid in this case is able to capture the complete deformation
of the human shape.
3
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• Object recognition in RGBD space is a very challenging but an essential task for many
applications, such as surveillance systems, scene understanding and automatic driving
assistant systems (ADAS). While RGB and depth based systems have drawn considerable
attention from the computer vision and machine learning communities, little work has
been done in combining RGBD information from multiple sensors. Existing approaches
are restricted in using either a pair of Kinect sensors with significant overlapping between
the point clouds or combining the RGB information from several Kinect sensors. In view
of the above, I have therefore come to the conclusion that there is no evidence of finished
work that points out the benefits and restrictions/drawbacks of a potential multi-Kinect
RGBD-based object recognition system. Thus, I propose an evaluation pipeline that
would provide reliable information for the accuracy of merging point clouds generated
from a network of Kinect-like sensors.
The evaluation procedure consists of three stages: (a) transforming all sensors into
a global coordinate system using Perspective–n–Point algorithms, (b) optimising the
exterior orientation of the sensors through a bundle block adjustment and (c) minimising
the geometric error between different views by sequentially aligning all point clouds
using the ICP algorithm. Every step of the process is extensively evaluated, highlighting
its main advantages and disadvantages. The outcome of this work could be useful for
future development in the multi-Kinect object recognition field, when a resurgent need
may arise to combine 3D data from several sensors.
1.3 Outline of the Dissertation
The structure of the dissertation is organised as follows:
Chapter 2: Related Work. This chapter presents a brief overview on recent develop-
ments in the research areas involved in the current dissertation. Each of the contributions
is treated independently and is accompanied with its own related work in the field. Section
2.1 makes a literature survey on detecting and segmenting human instances in RGB and
RGBD space. Subsequently, Sect. 2.1 contains related work for monitoring and tracking
human instances in RGBD and finally, Sect. 2.3 presents methods that have been devel-
oped that require fusing information from multiple Kinect-like RGBD system.
Chapter 3: Conditional Random Fields, Inference and Learning. Assuming that
the reader has no prior knowledge on probabilistic graphical models, the purpose of this
chapter is to introduce some basic concepts in graphical models, with the prospect of
understanding the principles of Conditional Random Fields (CRF). This chapter lays the
foundation of knowledge that is required for understanding the work presented in the
following chapter.
Chapter 4: Human Recognition in RGBD. This chapter presents an approach for detect-
ing and segmenting human instances in RGBD. The detection performance is evaluated
using a single Histogram of Oriented Gradients (HOG) feature detector introduced by
Dalal and Triggs [8] and a star-like part-based HOG feature representation with individual
part scaling, introduced from Dubout et al. [10] and its based on the Deformable Part
Model approach of Felzenszwalb et al. [9]. In order to determine the spatial extent of the
4
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person within the detection box, my approach makes use of a rich set of RGBD features
modelled within a pairwise Conditional Random Field energy function. The most prob-
able labelling is found by minimising the energy function using graph cuts. The chapter
concludes by providing some qualitative and quantitative results of the proposed method
but also comparison results against state–of–the–art approaches.
Chapter 5: Human Motion Estimation and Tracking in RGBD. Here, a framework
is introduced for monitoring and tracking human instances in RGBD space. My results
are divided into two parts: In the first part, I propose an improvement over the approach
of Kammerl et al. [12] that takes care in removing noisy blobs from the foreground
produced by the existing algorithm. In the second part, the result from the previous step
is given to the minimum volume encapsulated ellipsoid (Moshtagh [13]) for capturing the
spatio-temporal changes of the human motion. The noise in the observation data extracted
from the variance-covariance matrix of the ellipsoid has been removed using a Kalman
filter [11].
Chapter 6: Towards a Multi Camera 3D Object Recognition System. In this chapter I
propose a workflow for assessing the reliability of merging point clouds generated from a
network of Kinect-like RGBD data. The working pipeline consists of three concrete stages:
(a) The orientation of all sensors in a global coordinate system using Perspective–n–Point
algorithms, (b) the optimisation of the exterior parameters of the sensors by solving a
bundle adjustment system and finally (c) the minimisation of the geometric error between
pairs of point clouds using the ICP algorithm.
Chapter 7: Conclusions and Future Work. This chapter concludes the dissertation
by discussing the overall contribution to in the field, pointing out the limitations of the
methods used and proposing directions for future research work.
1.4 Research Publications
According to Paragraph § 7 of the doctorate regulations of the Faculty of Mathematics
and Natural Sciences of the Humboldt University of Berlin, the vast majority of the results
in the current dissertation have been published in double blind peer reviewed conferences
and workshops, proving the originality of the presented work.
Results presented in the current dissertation have been published in the following confer-
ences and workshops:
• International Conference on Computer Vision Theory and Applications (VISAPP)
• The International Society for Photogrammetry and Remote Sensing (ISPRS)







2.1 Object Recognition in 2D and 3D Space
This section presents a brief overview on recent 2D and 3D object recognition algorithms
that determine the position and spatial extent of the objects of interest in a scene.
Ladický et al. [14] approached this problem by combining object detectors with Condi-
tional Random Fields (Lafferty et al. [15]), jointly estimating the class category, location
and spatial extent of objects/regions in a scene. Their proposed submodular energy func-
tion is based on unary, pairwise and higher order potential terms combined with the
hypothesis results of the deformable part model object detector, introduced by Felzen-
szwalb et al. [9]. The maximum a posteriori (MAP) labelling was found by minimising
the proposed higher order energy function using swap-making algorithms (Boykov et al.
[16]). This work was later on extended by the same authors for approaching the problem
of human instance segmentation in a video stream [17]. Specifically, they proposed a CRF
energy function for integrating instant level information such as shape prior and exemplar
histograms, biasing the segmentation towards human shape. Incorporating higher level
image representations, Shu et al. [18] introduced a method which improves generic detec-
tors and iteratively refines the object region from the background using a superpixel-based
Bag-of-Words model (Csurja et al. [19]). Furthermore, Hariharan et al. [20] was the
first to present a Convolutional Neural Network approach for simultaneously detecting
and segmenting objects in an image. Their algorithm is based on classifying region pro-
posals using features extracted from both the bounding box of the region and the region
foreground, integrated in a jointly trained CNN.
In the RGBD domain, Lai et al. [21] proposed a view-based approach for segmenting
objects in a point cloud generated by a depth sensor. A sliding window detector trained
from different object views was used for assigning class probabilities to every image pixel.
Then, they performed an MRF inference over the projected probabilities in voxel space,
combining cues from different views for labelling the scene. Moreover, Teichman et al.
[22] proposed a semi-automatic approach for segmenting deformable objects in RGBD
space, providing an initial seed as a prior hard constraint for inferring the segmentation.
His approach makes use of a rich set of features defined in RGBD space. Most recent
work in the field is the one of Gupta et al. [23] who studied the problem of object
detection and segmentation in RGBD by combining an RGB feature-based CNN with a
depth feature-based CNN, fed in an SVM classifier.
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2.2 Human Motion Analysis and Tracking in 3D Space
This section presents an overview on recent approaches on human motion analysis and
tracking based on depth and pure 3D information. Although very limited work has been
done in using mathematical shapes to express a human motion, related work could also
involve approaches that try to capture the human motion using other sources of information
such as features.
According to Chen et al. [24] and Aggarwal et al. [25], depth based approaches can be
further divided into space time approaches and sequential approaches. The difference
between these two categories is that space time approaches make use of features (local
or global) without modelling any temporal dynamics of the object, whereas space time
approaches learn the dynamics of an object based on local features computed within a
sequence. However, using local and global features in any of the two categories can lead
to erroneous results. For example, depth sequences containing large occlusions between
the objects may not be reliable for learning global features for a human motion recognition
system. Furthermore, depending on the quality of the depth sensor but also of the scene,
the amount of unknown areas in the depth map may vary. Thus, applying RGB based
features on a depth image will not deliver satisfactory results. These problems stimulated
researchers to develop depth-based features which are highly discriminative and robust
against occlusions.
Li et al. [26] presented a human recognition system that uses an action graph for modelling
the dynamics of the actions and a bag of 3D points representing a set of salient postures.
Orefej et al. [27] introduced a depth feature known as the 4D Histogram of Oriented
Normals descriptor (HON4D), capable of capturing complex joint shape-motion cues at a
pixel-level. A depth sequence is described based on the distribution of the surface normal
orientation in the 4D space of time, depth and spatial coordinates. The HON4D feature
is then built by creating 4D projectors which quantise the 4D space, representing possible
directions for the 4D normal. Another related work was the one of Wilson et al. [28]
who presented the so-called Space-Time Occupancy Patterns (STOP) feature descriptor
for performing human action recognition from sequences of depth images. The method
works by dividing the space and time axes into equally sized segments, defining a 4D
grid for every depth map sequence. The great advantage of STOP feature is that it is able
to preserve spatio-temporal contextual information between space-time cells, allowing to
also accommodate intra-action variations. Wang et al. [29] introduced a fast-to-train semi-
local feature, called Random Occupancy Pattern (ROP). It is based on a sampling scheme
that effectively explores an extremely large sampling space. A sparse coding approach is
then used for encoding these features in the sample space. Furthermore, Shotton et al.
[30] introduced two approaches that predict the 3D position of all body joins from a depth
image without using any temporal information. The first method introduces a per-pixel
classification of different body parts whereas in the second approach they directly regress
the position of the body parts. Both methods can run in real-time using simple depth
features and parallelised decision forests. This work was also commercialised for human-
machine interaction games performed with the Microsoft Kinect console. More recent
work in the field, Rafi et al. [31] proposed a human pose estimation approach based on a
semantic occlusion model learned by a regression forest classifier.
Similar approaches have been introduced in 3D but are quite limited compare to the
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depth-based approaches. Specifically, Buys et al. [32] presented an easy-to-train human
pose recognition system which combines both RGB and depth features. Also, Hegger et
al. [33] proposed a 3D feature descriptor based on Local Surface Normals (LSN) which
is capable of detecting human poses under severe occlusions. Features are learned in a
supervised manner and partial occlusions are detected based on a top-down/bottom-up
segmentation approach. Furthermore, Sigalas et al. [34] introduced a data-driven model-
based method for 3D torso estimation from RGBD data. Starting with the detection of
the face, the position of the shoulders is defined based on illumination, scale and pose
invariant features on the RGB silhouette. Finally, the pose of the torso is found using 3D
geometric primitives, put in a global optimisation scheme.
Interesting work was also introduced in the 3D object tracking literature: the Unscented
Kalman Filter (Ziegler et al. [35]) and the Random Hypersurface Models (Baum et al.
[36]) are some of the most recent developments in the area of 3D object tracking.
2.3 Multi-Sensor Human Recognition in RGBD
This section presents recent approaches for fusing 3D data from multiple Kinect sensors.
However, it should be stressed that some approaches are not presented as an independent
work but constitute a part of the proposed 3D object recognition system.
Schröder et al. [37] investigated the advantages and disadvantages of using multiple
Kinect sensors in an indoor environment. The interference of the infrared lasers in space
was solved using fast rotation disks, creating a time division multiple access (TDMA)
scenario. They also developed an algorithm for evaluating the quality of the depth images,
generated with and without their multiplexing approach. Tong et al. [38] proposed a
scanning system for capturing 3D full human body models using multiple Kinect sensors.
To eliminate the interference between their near-infrared emitter, two pair of sensors were
used for scanning the upper and lower part of the body. A third sensor was placed on the
opposite side of the body capturing its middle part. Different pair of point clouds were
initially registered using a template-based registration approach. For eliminating the loop
closure problem, a brute-force global solution was used for bringing all scans into the
Iterated Closest Point (ICP) iteration loop. Florian et al. [39] introduced the so-called
Random Hypersurface Models (RHMs), an extended object tracking modelling technique
capable of tracking objects in 3D space. For a person walking in the scene, tracking
is performed by observing a cylinder encapsulating the human figure from a network
of four Kinect sensors. The observation data were placed in a measurement equation,
smoothed using the Unscented Kalman Filter (Julier et al. [40]). Furthermore, Almazan
et al. [41] developed a surveillance system for detecting and tracking people within an
indoor environment using multiple Kinect sensors. Data extracted by each device was
transformed into a world coordinate system using a plane-based technique. All moving
3D pixels (also known as voxels) were transformed in a "plan view" which monitors the
activity of the people in the scene.
Finally, Michel et al. [42] presented a top-down solution for tracking the complete artic-
ulated movement of a human body from markerless visual observations acquired by two






Conditional Random Fields, Inference
and Learning
3.1 Introduction
Many computer vision applications such as natural language parsing, Context-Free Gra-
mmars and image segmentation involve predicting a set of unobserved (latent) variables
given a set of observed variables. Specifically, for the task of image segmentation, the goal
is to partition the image into object classes (also known as segments), making an intuition
that all pixels clustered under the same label also share similar properties. More precisely,
a label from a predefined label set is assigned to every pixel in the image, taking into
account (in its simplest case) the intensity of the pixel but also the intensity information
of pixels lying in its close vicinity. A well suited approach for these tasks are Conditional
Random Fields (CRF), which is a statistical modelling class used for structured prediction
outputs.
This chapter is intended to provide the reader with a firm conceptual understanding of
basic definitions and concepts in graph theory and probabilistic graphical models. For the
latter, the primary focus is on understanding the basic principles on Conditional Random
Fields, their inference and learning methods that are primarily used in Chap. 4. If the
reader has no prior knowledge on the topic, it is highly recommended to read this chapter
before moving on to Chap. 4
3.2 Preliminaries
Let G = {V , E} represent a graphical model, expressed by a set of nodes V and edges E .
For every node i ∈ V , let Xi correspond to a random variable assigned a value xi from
its state space Xi(xi ∈ Xi). If X = (Xi)i∈V denotes the joint distribution variable of the
random field, then x = (xi)i∈V is the realisation of X . Every configuration x = (xi)i∈V
takes values from its state space X which is defined as the Cartesian product of the
individual state spaces assigned to every random variable Xi, so that X =
∏
i∈V Xi. For
a subset of random variables, let xc = (xi)i∈C represent a tuple of random variables
defining a clique c ∈ V . A clique is defined as a set of variables grouped together.
The probability distribution of a random variable X is denoted as p(x) and the joint
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probability distribution over a set of random variables X is represented by p(x). For
consistency with the related literature in the current chapter, most definitions will use the
realisation of the variables rather than the random variables themselves. Also, the words
node and random variable are interchangeably used within the context.
3.3 Markov Random Fields
A Markov Random Field, also known as Markov network, is an undirected graphical
model defined over a set of random variables satisfying a Markov property (see below). A
Markov random field is similar to a Bayesian network in its representation of dependencies
but differs in that Bayesian networks are directed and acyclic, whereas Markov fields are
undirected and cyclic. For an undirected graph G, a set of random variables X is said to
form an MRF iif the following Markov properties are satisfied:
• Pairwise Markov property: Two non-adjacent random variables are said to be condi-
tionally independent given all other variables:
∀i ∈ V , ∀j ∈ V , Xi ⊥ Xj | XV\{i,j}, if {i, j} /∈ E (3.1)
• Local Markov property: Every random variable is conditionally independent of all
other variables given its neighbours1:
∀i ∈ V , Xi ⊥ XV−{i} | XNi (3.2)
where Ni = {j | {i, j} ∈ E} denotes all random variables Xj that are part of the
Markov Blanket of random variable Xi and are connected by an edge Eij .
• Global Markov property: Any two cliquesXcA andXcB are conditionally independent
of all other cliques, iif a separating clique XcS exists:
∀A ⊆ V , ∀B ⊆ V , ∀S ⊆ V , XA ⊥ XB |XS (3.3)
Finding the probability distribution over the complete random field is considered to be an
intractable task. To resolve this, a class of Markov random fields exists that factorises the
graph depending on its cliques. Specifically, a first order clique is represented by just one
random variable, a second order (or pairwise) clique by a set of two random variables and
a higher order clique by a set of more random variables. If a clique is not overlapping any
other clique, it is known to be a maximal clique. According to the Hammersley-Clifford
theorem [43], a family of such distributions can be represented as a Gibbs distribution in







1For a grid like graph (e.g. representing an image) neighbourhood relationship can be either a 4- or 8-
neighbourhood.
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X1 X2 X3




X4 X5 X6 X7
X8 X9 X10
3 f{1,2,5} 3 f{2,3,6}
3 f{4,5,8} 3 f{5,6,9} 3 f{6,7,10}
(b)
Figure 3.1: Example of a Markov Random Field and Factor Graph. The Markov Random Field
in (a) is represented by the factor graph (b) and has factors of order 3. For the current graph
configuration, the factor graph is defined on maximum cliques. (Source: The above figures have
been adopted from the survey work of Wang et al. [44])
where ψc(xc) corresponds to a real value potential function of clique c and Z(x) is known







An MRF could also be represented by a factor graph, which uses additional nodes known
as factor nodes to model the joint distribution in the graph. If F represents a set of all
factors nodes in the graph, then the joint probability distribution over the complete random






ψf (xf ) (3.6)
where ψf (xf ) is a potential function modelling a subset of random variables. An example
of a Markov random field and the corresponding factor graph is gives in Fig. 3.1.
Inference of MRF involves finding a configuration x ∈ X for which the probability
distribution of p(x) is maximum (denoted as x̂). This can be performed through a




For a potential function ψc(xc) : R → R, ∀c ∈ C, the corresponding clique energy
function ϕc : R→ R is given by:
ϕ(xc) = − logψc(xc) (3.8)
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(a) (b)
Figure 3.2: Pixel connectivity. Neighbourhood relationship of a random variable in a grid-like
topological structure such as an image): (a) 4-neighborhood and (b) 8-neighborhood. The main
random variable is represented by a green colour and all neighbourhood random variables by a red
colour. (Best viewed in colour)
where E(x) denotes the energy function of the MRF defined by the summation of all





Due to the existence of the negative log function in the right part of Eq. 3.9, the MAP










Several methods has been proposed for minimising the energy function E(x), but more
attention is been given to approaches using graph cuts due to their computational perfor-
mance and efficiency (refer to Sect. 3.6 for more information).
3.4 Pairwise MRF Energy Functions
Pairwise MRF energy functions strictly model cliques of order less than three. Specif-
ically, for grid-like graphs (e.g. an image), the pairwise energy function consists of
unary (also known as singleton) potentials functions ϕi(xi)i∈V and pairwise potential
functions ϕij(xi, xj){i,j}∈E , defined over two neighbourhood random variables in a 4 or










3.5. Conditional Random Fields
This form of an energy function is well established in the computer vision literature and
has been used in a large variety of applications, such as segmentation (Kato et al. [45], Shi
et al. [46], Björkman et al. [47]), object detection (Yin et al. [48], Colin et al. [49], Ghosh
et al. [50]), 3D reconstruction (Choi et al. [51], Li et al. [52], Pan et al. [53]) and stereo
processing (Sun et al. [54], Zhang et al. [55], Yamaguchi et al. [56]). Energy functions
modelling up to pairwise relations have proven to work well for several computer vision
problems. This form of relationship is considered as the most primitive type of interaction
but also the most computationally efficient approach.
Every random variable is assigned to a physical quantity that is problem dependent. For
an image segmentation task, a random variable representing a pixel can take a value
from a predefined label set L containing a list of objects, or for an image denoising
task, an intensity value within the range of 0-255. The data likelihood term encoded
by the sum of the unary potentials, is also problem dependent. Given an RGB image
representing an object and its background, one should assign a label class from the label
set L = {"background","object"} to every pixel in the image. As shown initially by
Boykov et al. [57] and later on by Rother et al. [58], a user can mark some regions (hard
constraints/seeds) as a prior knowledge for the background and foreground classes, and
build a Gaussian Mixture Model representing each of them. Then, every pixel in the image
can be assigned a cost computed by the negative log-likelihood of the prior distributions
of each class.
Furthermore, pairwise potentials also model contextual constraints between adjacent ran-
dom variables defined within the local neighbourhood. One of the simplest contextual
constraint is the smoothness constraint, enforcing that the states of all nodes should vary
smoothly in the spatial domain. In the field of computer vision, one of the most funda-
mental decreasing costs used to define a pairwise potential is that of the Potts model [59],
expressed by:
ϕij(xi, xj) = w(1− δ(xi − xj)) (3.14)
wherew is a weight coefficient that specifies the amount of penalisation between the pixels
and δ(·) is the Kronecker delta function which can only take the value 0 or 1. Several other
variations of the Potts model exist, such as the truncated versions, in which the maximum
cost assigned between two variables should not exceed a predefined value. A special,
harder penalisation case of the Potts model is the Ising model [60], which can only take
the value 0 or 1.
3.5 Conditional Random Fields
A Conditional Random Field (CRF), introduced by Lafferty et al. [15], is a discriminative
undirected probabilistic graphical model used to predict the values of the latent (unob-
served) variables given a set of observed variables. Modifying the previous notation, a set
of random variables x representing the complete realisation of the random field, can be
cloned into a second layer parallel to the first layer, following a one-to-one correspondence.
Let the bottom layer describe the unobserved random field denoted by y and the top layer
the observation field represented by x as depicted in Fig. 3.3. Every random variable
(yi)i∈V in the unobserved layer should be assigned a class label from a predefined label
15





Figure 3.3: A grid like structure Conditional Random Field. The red nodes correspond to the
observation variables (observation layer), the green nodes to the latent variables (unknown layer)
and the blue rectangles to the potential functions modelling a unary or pairwise relationship. (Best
viewed in colour)
space Y (previously denoted by L). This label space, depending on the application, can
take a discrete or continues number of classes. The most likely configuration of the unob-
served random variables y ∈ Y is revealed based on the observations x in the observation
layer. In its mathematical representation, this form of relationship can be expressed by the
conditional probability p(y | x), which can be read as "what it the probability of having
a labelling y ∈ Y given x". The configuration x is also part of a state space X , but due
to its nature, an infinite number of solutions exist.
Similarly to an MRF, a CRF can be represented in a form of a Gibbs distribution as follows:
p(y | x) = 1
Z(x)
exp(−E(x,y)) (3.15)





It is clear from 3.16, that no modelling over the probability distribution of the observed
variables x exists, assuming a relaxation on the dependencies between them. Thus, a CRF
can much easier model the joint probability distribution over the latent variables y, given
the observed variables x. This is considered the main advantage of a CRF compare to
an MRF. Also, all clique potentials c ∈ C are data dependent, which provides a better
interaction between the random variables in the clique.
In the context of computer vision, a CRF can be thought of as a two grid-like layer
representation, where the bottom layer corresponds to a set of observed random variables
x and the top layer to a set of latent variables y (see Fig. 3.3). For an image segmentation
task, every pixel in the image will assign a value from the label set Y to the corresponding
latent variable depending on the local interaction of the neighbourhood variables in the
observation layer. The simplest form of pairwise modelling was introduced by Boykov









Figure 3.4: Graph representation with two terminal nodes and corresponding st-cut. (a) A graph
G connected with two additional terminals called source and sink; (b) st-cut on graph G. Red and
green nodes correspond to a set of pixels grouped together due to the partition of the graph. The
direction of the blue line defines the direction of the cut, considering all edges with minimum cost.
(Best viewed in colour)
between neighbourhood pixels in an N-D image. This form of modelling is considered
to be more reliable than the pairwise smoothness constraint of the Potts model [59].








ϕij(xi, xj, yi, yj) (3.17)








Such a pairwise energy function is adopted in the work proposed in Chap. 4.
3.6 Graph Cuts
Graph cuts have been extensively used in the areas of computer vision and machine
learning, solving a variety of problems in applications such as segmentation (Kohli et al.
[61], Ladický et al. [14], Vineet et al. [17]), image restoration (Boykov et al. [16], Yan
et al. [62]), stereo vision and 3D reconstruction (Kolmogorov et al. [63], Wang et al.
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[64], Altantawy et al. [65]). They were first introduced in computer vision by Greig et al.
[66], who proved that if an edge potential of two random variables defined in a discrete
pairwise MRF energy function takes the form of an Ising model [60], then a exact solution
is feasible in polynomial time2 using graph cuts. This process is also known as the s-t cut
problem.
As stated in the work of Kolmogorov and Zabih [67], the graph cut algorithm can find
the global minimum of any arbitrary graph independently of its size and structure with a
very low polynomial run time complexity. Even in cases where a global minimum is not
achievable, it will return the best local minimum solution for the current energy function.
3.6.1 The Min-Cut/Max-Flow Algorithm
A graph G, besides its nodes V and edges E , can also contain some additional nodes
called terminals. Each terminal node is assigned a label from a predefined label set and
is initially linked to all nodes in the graph. In the simplest two label binary case, the
constructed graph involves two terminals known as source and sink. For a binary image
classification task, the source node can take the value 1 representing the "object" class,
and the sink node the value 0 for representing the "background" class. A partition of the
graph using the min-cut/max-flow algorithm (Boykov and Kolmogorov [68]) will create
two strictly separable, non-overlapping clusters, where one cluster will contain a set of
nodes representing the background class and the other cluster the foreground class.
Furthermore, the graph G consists of two additional sets of edges known as n-links and
t-links. The n-links connect neighbourhood nodes connected by an edge and the t-links
connect each node to both terminals. Thus, every node corresponding to a random variable
(Xi)i∈V has two t-links {Xi, S} and {Xi, T} and one n-link for every random variable
Xj ∈ Ni that lies in the vicinity of (Xi)i∈V . Based on the previous information, the
updated version of the graph incorporating the terminals and link edges can be expressed
in the following way (Boykov et al. [57]):




{{Xi, S}, {Xi, T}} (3.20)
Every edge e ∈ E in the graph is assigned a non-negative weight (or cost) we, computed
by the pairwise potential function ϕij .
The min-cut/max-flow algorithm tries to find a subset of edges C ⊂ E whose total cost
is minimum. The induced graph G(C) = {V , E\C} separates the terminals by excluding
the C edges. As a result, all nodes will be assigned the label of the terminal they belong
to.
According to Boykov and Kolmogorov [68], if the number of terminals added in the graph
is two, then the min-cut/max-flow can be computed in low-order polynomial time. If more
terminals are used (multi-label problem), the problem is NP-hard and can be converted
into polynomial complexity using move making algorithms such as the α− expansion or
2An algorithm can be solved in polynomial time if the number of steps required to complete the algorithm




























Figure 3.5: Graph representation of a Pseudo-Boolean submodular energy function. The figure
shows the construction of a submodular energy function defined in the binary domain, adding its
individual unary and pairwise terms. Every edge in the final graph is assigned a cost w, which
is a summation of individual edge costs θ defined between the same nodes. Every configuration
y ∈ Y of an energy function E(y) returns a different cost by the st-cut. Thus, the goal is to find
the configuration y ∈ Y for which the energy function E(y) is minimum. (Source: The above
figure has been reproduced with small modifications from the doctoral thesis of Kohli [71])
αβ − swap making algorithms (Boykov et al. [16]). These approaches have been widely
used in computer vision for solving multi-label image classification problems (Russell et
al. [69], Kohli et al. [61], Huang et al. [70]) and are beyond the scope of this chapter.
3.6.2 Minimising Energy Functions using Graph Cuts
Any energy function satisfying the submodularity constraints (see Appx. A), can efficiently
be solved in polynomial time using graph cuts. Minimising this form of energy functions
involves minimising a sum of unary and pairwise functions expressed in the binary domain
Y = {0, 1}. For an MRF energy function E(y), every configuration y ∈ Y results a
different cost by the st-cut. Thus, the objective is to find the configuration y ∈ Y for
which the energy function E(y) is minimum. According to Kolmogorov [72], a pairwise
binary submodular energy function can be represented in the following way:







θuv;jk1[yu = j]1[yv = k]
(3.21)
where θu;i represents the penalty for assigning the value i ∈ Y to random variable yu, θuv;jk
is the penalty for assigning values (j, k) ∈ Y to random variables yu and yv respectively
and 1[yu = yv] is an indicator function3 that takes the value one if the condition yu = yv is
satisfied and zero otherwise. The constant term θconst is independent from the distribution
3This is the Iverson bracket representation of the indicator function, which is also used as an alternative
to the δi(yv) form.
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of y and thus it is not involved in the minimisation process. This term ensures that the
cost induced by the st-cut will never be zero.
Binary energy functions of the form 3.21 can also be represented as:







(θst;11yuyv + θst;01ȳuyv + θst;10yuȳv + θst;00ȳuȳv)
(3.22)
where ȳ = 1− y is the complementary variable of y.
This class of pseudo-Boolean energy functions were well investigated by Kolmogorov
and Zabih [67], who stated that minimisation can be performed using graph cuts iif E(y)
is submodular and if all edge weights are strictly positive. Figure 3.5 represents the
construction of a binary graph as an accumulation of individual node and edge weights.
3.7 Learning Structured Output Spaces
The main objective of supervised learning is to learn a function f : X → Y that maps any
form of input x ∈ X to a discrete output y ∈ Y , based on a training set of input-output
pairs {(x1,y1), . . . , (xn,yn)} ∈ X ×Y . Although the size of the training dataset is said to
be fixed, its probability distribution is considered to be unknown. For image segmentation
applications, the function f should take as an input a set of image features (observations
x) and return the most probable label image ŷ ∈ Y . The main objective of this work
is to learn a discriminant function F : X × Y → R such that for any given input x,
the function F will derive a prediction that maximises F over the space of the response




where w corresponds to a parameter vector. Presuming a linear relationship between
input-output spaces, combined in a problem dependent function Ψ(x,y), the function F
is also considered to be linear and can take the form:
F (x,y;w) = ⟨w, Ψ(x,y)⟩ (3.24)
In machine learning, the quality of a classifier is measured by a loss function. There is a
variety of loss functions, each of them penalising in a different way the cost that has to
be paid for an inaccurate prediction. The simplest loss function is the standard 0-1 loss,
introduced by Weston et al. [73] and has been shown to work well for simple prediction
problems. For more complicated prediction outputs, more sophisticated loss functions are
needed. For example, using a 0-1 loss function for evaluating a natural language parsing
(NLP) classifier is senseless, since it lacks of quality measure. Knowing the correct parse
tree, the quality of the parsing can be evaluated based on the overlapping of the nodes
between the correct and predicted tree (Johnson [74]). If p(x,y) represents the probability
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distribution of the data, and△(y, ŷ) any form of a loss function, the goal of the learning




△(y, f(x)) dp(x,y) (3.25)
Although the probability distribution p(x,y) is considered being unknown, given an n set
of i.i.d training samples S = {(x1,y1), (x2,y2), . . . , (xn,yn)} ∈ X × Y , the problem







For a function f(x), the empirical risk is set to zero, iif f(x) is parametrised by a weighted
vector w, such that△(y,y′) > 0 for y ̸= y′ and△(y,y) = 0. Concretely, the condition
of zero training zero can be expressed by a set of non-linear constrains as follows:
max
y∈Y\yi
{⟨w, Ψ(xi,y)⟩} < ⟨w, Ψ(xi,yi)⟩, ∀i ∈ Y (3.27)
Converting inequality 3.27 into linear, the following formulation should hold:
∀i, ∀y ∈ Y \ yi : ⟨w, δΨi(y)⟩ > 0 (3.28)
where δΨi(y) ≡ Ψ(xi,yi)−Ψ(xi,y).
Solving inequality 3.28 provides more than one solution for w. A unique solution can
be achieved by finding a weighted vector w, subject to ∥w∥ ≤ 1, which can estimate a
current prediction score ŷi(w) = argmax
y ̸=yi
⟨w, Ψ(xi,y)⟩ uniformly different from the true
score yi. This is considered as the generalised version of the max-margin SVM principle
introduced by Vapnik [75].
Several versions of the max-margin optimisation problem exist, with the simplest problem






∀i, ∀y ∈ Y \ yi : ⟨w, δΨi(y)⟩ ≥ 1
(3.29)
Hard-margin SVM is sensitive to noise in the training data. If a single outlier in the
training set exists, this will effect the boundary (hyperplane) of the classifier. Thus, in
order to compensate for some error in the training set, a soft-margin SVM was introduced,
incorporating a slack variable for every non-linear constraint, resulting in a tighter upper









ξi, s.t. ∀i, ξi ≥ 0
∀i, ∀y ∈ Y \ yi : ⟨w, δΨi(y)⟩ ≥ 1− ξi
(3.30)
where C > 0 is a constant parameter that controls the tradeoff between training minimisa-
tion error and margin maximisation error.
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The SVM1 corresponds to a 0-1 loss, making it inappropriate for very large structured
output spaces. Tsochantaridis et al. ([76], [77]), proposed two approaches which generalise
SVM1 to a more generic representation, incorporating arbitrary loss functions in the
minimisation process. In the first approach, the slack variables are re-scaled (also known
as slack re-scaling SVM) according to the loss evaluated in every linear constraint. For
a solution yi violating the margin constraint, penalisation is proportional to the loss
△(yi,y). If the loss is severe, penalisation is high and if the loss is low, penalisation is
also low. Mathematically, this can be expressed by scaling every slack variable ξi with the









ξi, s.t. ∀i, ξi ≥ 0




The second approach involves a margin re-scaling (also known as margin re-scaling
SVM), if the loss function is expressed by a Hamming loss, as proposed by Taskar et al.









ξi, s.t. ∀i, ξi ≥ 0
∀i, ∀y ∈ Y \ yi : ⟨w, δΨi(y)⟩ ≥ △(yi,y)− ξi
(3.32)
All information provided in Sect. 3.7 was derived by the original work of Vapnik et al.
[75] and Tsochantaridis et al. ([76], [77]).
3.8 Conclusions
This chapter was intended to make the reader familiar with the basic principles of Con-
ditional Random Fields, their inference and learning process. This is important for
understanding the proposed segmentation approach introduced in Chap. 4. Extensive
analysis on the aforementioned topics are beyond the scope of this chapter, and the reader
is encouraged to refer to other literature sources, such as the surveys of Wang et al. [44]
and Sutton et al. [79] or the textbooks of Bishop [80], MacKay [81] and Koller et al. [82].
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Chapter 4
Human Recognition in RGBD
4.1 Introduction
This chapter addresses the problem of localisation and spatial extent determination of a
human instance in three-dimensional space. Both fields have been well studied in the
two-dimensional domain, showing impressive results not only in accuracy but also in
computational performance. With the rapid use of depth sensors, such as the Microsoft
Kinect, a new field of research emerged, stimulating researchers in the computer vision
and robotics fields to develop algorithms that can perceive the physical properties of a
human, bridging the gap between human perception and machine vision.
To this end, a Conditional Random Field (CRF) pairwise submodular energy function
is proposed for inferring the segmentation using features from both the RGB and depth
domain. The maximum a posteriori (MAP) inference is found in polynomial time using
graph cuts. Moreover, the segmentation is performed within the detection box, with the
latter evaluated using a single Histogram of Oriented Gradients (HOG) filter and a star-like
part-based HOG representation.
The novelty of the proposed method is that no user interaction is required for inferring the
segmentation, as opposed to related work in the field.
4.2 People Detection
People detection is an essential component for a wide range of applications such as
surveillance systems, people counting and behavioural understanding. However, due to
the viewing variations and crowd density in the scene, the reliability of the detector may
vary. This effect manifests itself by the coarse localisation of the bounding box, leading
to an imprecise detection result. To assess the quality of the detection and its effect on the
accuracy of the segmentation, the following approaches were used and evaluated: Dalal
and Triggs [8] and Dubout et al. [10]. Both methods are sliding-window approaches and
use the Histogram of Oriented Gradients (HOG) feature to learn a human representation.
Specifically, Dalal and Triggs use a single feature to represent an object category while
Dubout introduces an improved version of the deformable part model detector initially
proposed by Felzenszwalb et al. [9]. The main advantage of the deformable part models
is that is uses a star-like-structured part-based model defined by a main root filter and a set
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(a) (b)
Figure 4.1: Human detection examples using a global HOG representation and a local star-like
part-based HOG representation. (a) Example detection results using the approach of Dalal and
Triggs [8] and (b) Felzenszwalb et al. [9]. (Source: INRIA Person dataset)
of associated parts filters. Dubout et al. [10] extended this work by efficiently deforming
the parts across different scales allowing them to compensate for even a wider class of
deformations and achieving a more accurate detection output. However, the quality of the
detection is unrelated to the number of false positives proposed by the classifier. Therefore,
it is important to eliminate those candidates and preserve the ones with higher detection
scores.
Let D = {d1, . . . , dn} represent the n amount of detections found in an image and
S = {s1, . . . , sn} their corresponding detection scores. In order to ensure that the detector
will find all true positives, a low detection threshold td is given. This will produce a large
amount of false positives but will guarantee all true positive solutions. For eliminating all
false positives and preserving only the correct detection outputs, the detection scores were
converted into conditional probabilities using the Platt scaling approach (Platt [83]). This
method was originally invented in the context of support vector machines (Vapnik [75])
but was later on applied to other classification models as well.
Platt scaling (also known as Platt calibration) is used to relate the detection scores with
the conditional probabilities according to the following regression formulation:
p(c | si) =
1
1 + exp(Asi +B)
∀si ∈ S, c ∈ {cB, cF} (4.1)
where (A,B) are the parameters of the sigmoid function and can be found by minimising
the negative log-likelihood of the training or validation set and {cB, cF} represents the
foreground/background classes. In order to obtain a background probability for every
detection rectangle, the following formulation should hold:
p(cB | s) = 1− p(cF | s), ∀s ∈ S (4.2)
If the background probability of a detection box is smaller than a predefined probability
threshold, it should be removed. However, during run time, it may happen that two or
more detection boxes have similar probabilities and correspond to the same person. In




Following the notation introduced in Chap. 3, let Y = {0, 1} represent a binary label
set where 0 corresponds to the background label and 1 to the foreground/object label.
For an image of n number of pixels defined over a lattice V = {1, . . . , n}, let y be a
labelling which takes values from the Yn label space. As stated in Sec. 3.3, the goal
of MAP inference is to find the most probable labelling y ∈ Yn conditioned on a set of
observations x by minimising an energy function E(y,x). The proposed energy function








where ψi(y,x) is a node potential function defined by the product of two conditionally
independent events introduced in Sect. 4.3.1, ψij(y,x) is an edge potential function
capturing one of the different pairwise relations discussed in Sect. 4.3.2 andw = [wN , wE ]
are the corresponding node and edge weights. The proposed energy function adopts a
4-neighbourhood relationship for modelling the edge potentials.
4.3.1 Unary Potentials
Every pixel in the image should be classified as foreground or background label based on
a cost defined in the unary term of energy function 4.3. In this framework, the cost is




p1(xi) p2(xi), if yi = 1
0 otherwise,
(4.4)
where p1(xi) is the probability of pixel xi to be assign the foreground label according to
a learned prior shape probability map (see Algo. 1) and p2(xi) refers to the probability of
pixel xi to belong to the foreground, based on the probability outcome of a decision tree
classifier (Hänsch [84]), trained on RGB features.
4.3.1.1 Shape Prior
The probability p1(xi) of pixel xi to be assigned to the foreground class is based on a
learned prior shape probability map. Every detection rectangle contains regions of pixels
that do not correspond to the object of interest such as the corner areas of the rectangle.
Using a shape prior, these regions will be assigned a low probability value. An example
of a prior probability map is given in Fig. 4.2(a) with the generation process provided by
Algo. 1.
4.3.1.2 Decision trees ensemble
As prior probability, p1(xi) is completely independent of the measured RGBD data of
a specific image. A data-dependent initial estimate is represented by p2(xi), which
corresponds to the probabilistic output of a pixel-wise classification algorithm known as
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(a) (b)
Figure 4.2: Unary potentials: (a) Shape prior map, (b) ProB-RF classifier.
Algorithm 1 Generate human shape prior map
Require: A sequence of label images ym and corresponding RGB images Im of a person
in the scene:
S = {(y1, I1), (y2, I2), . . . , (yn, In)}
1: R = ∅
2: for (ym, Im) ∈ S do
3: Extract detection rectangle from image Im using the deformable part model ap-
proach from Dubout et al. [10]
4: Extract the same rectangle from the corresponding label image ym
5: Resize rectangle to a 128× 64 sized image rm
R := R ∪ {rm}
6: end for
7: return The probability map of R
the Projection-Based Random Forest (ProB-RF), proposed by Hänsch [84]. The ProB-RF
classifier is an ensemble supervised learning technique, which means that is not based only
a single classifier but on multiple sub-optimal classifiers. The combined output from all
these classifiers is expected to be more accurate compare to the output of a single classifier.
The final prediction should assign each pixel a posteriori probability belonging to either
the foreground or background based on many simple features extracted implicitly by the
decision trees themselves. Specifically, these futures can be categorised into low-level
features and high-level features. Low-level features are colour, grey and binary features
whereas high-level features model radiometric, shape and semantic information.
The ProB-RF is a two-stage process: the first stage is purely based on low-level features,
which provide an a-priori knowledge about the objects in the scene. This information is
then used in the second stage for calculating the high-level features and predicting the final
categorisation result. Figure 4.2(b) shows the estimated classification map of an exemplary
scene. However, this first pixel-wise probability estimate serves as an additional cue to the
shape prior and is now used in the global optimisation framework of CRFs. Figure 4.2(b)
shows the estimated classification map of an exemplary scene. However, this first pixel-












∥ xi − xj ∥
)
Figure 4.3: Cost assigned to neighbourhood pixels.
the global optimisation framework of CRFs.
4.3.2 Pairwise Potentials
Edge potentials capture the similarity between variables lying within a local neighbour-




αij if yi = yj
0 otherwise,
(4.5)
Taking advantage of the richness of RGBD data provided by the Kinect sensor, two
variables taking the same label should not be separated by an edge, should have similar
colours, similar depth and similar normal orientation. All these relationships are modelled
by the following edge potentials:
4.3.2.1 Canny Edges
Canny edge extractor is a very known operator for extracting strong edges in an image.
Within this framework, Canny edges were used for finding the boundaries between areas
and objects, assigning a value of 1 for neighbourhood pixels that do not lie on a Canny
edge and 0 otherwise1.
4.3.2.2 Colour Distance
Two neighbourhood pixels having similar RGB colour should also be assigned the same
label. However, in terms of colour quality, RGB space does not separate the luma (image
intensity) from chroma (colour information). For computer vision applications, one may
want to separate colour components from intensity for robustness against fast lighting
1This is the only edge potential within this work that does not follow the penalisation term proposed in
Fig. 4.3
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(a) (b) (c) (d)
Figure 4.4: Edge potentials. (a) Canny edges, (b) HSV colour distance, (c) 3D Euclidean distance,
(d) surface normals. (Best viewed in colour)
changes or shadows. After performing this conversion, the Euclidean HSV distance
between two neighbourhood pixels is defined as follows:
αij = exp
(




where ci, cj correspond to the HSV values of pixels i and j respectively and σc is a
bandwidth parameter whose value is set through cross validation.
4.3.2.3 3D Euclidean Distance
Two neighbourhood 3D points that are very close to each other are more likely to share
the same label. This relationship is expressed as follows:
αij = exp
(
− abs(pi − pj)
Tnj
σn




where pi, pj correspond to the 3D position of the points i and j respectively, nk is the
surface normal at point pj and σn, σd are bandwidth parameters whose values are defined
by cross validation.
4.3.2.4 Angles Normal
Two 3D points lying on the same part of the object should have similar normal orientation.














and σθ is a bandwidth parameter whose value is specified by cross validation.
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Algorithm 2 Generate RGBD features
Require: S = {(y1,d1), (y2,d2), . . . , (yn,dn)}
1: D = ∅
2: for (ym,dm) ∈ S do
3: Compute all features xm




As discussed in Sect. 3.7, the learning process involves finding a set of weights w that
can maximise the margin between a current segmentation result y′ and its corresponding
label image y, assuring that △(y,y′) > 0 for y ̸= y′. If {x1,x2, . . . ,xm} represents a
set of RGB and depth features and {y1,y2, . . . ,ym} are the corresponding ground truth





p(ym | xm) (4.10)
The training set was generated according to Algo. 2.
Influenced by the work of Szummer et al. [85], graph cuts were used to learn the parameters
of the proposed energy function 4.3. Satisfying the submodularity constrains (see Appx.
A), graph cuts could ensure an efficient maximum margin learning of the parameters with
an exact solution, preserving generalisation for new images via a large margin regulariser.
The one-slack margin rescaling SSVM (see Sect. 3.7) was employed for efficiently solving
the minimisation problem and finding the set of weights w that best represent the given
training set. The learning process is presented by Algo. 3. Here, C and ε are constant
values, w = [wN , wE ] are the weights that have to be optimised for a given training set D ,
ξ is a slack variable and ∆ corresponds to the Hamming loss. Depending on the expected
accuracy, different loss functions could be used. Furthermore, it must be stressed that the
constant parameter C, also known as the slack penalisation parameter, shouldn’t be set to
a very high or low value because this can significantly effect the size of the final margin
of the classifier.
Within the learning process, the goal is to enforce that the ground truth energy will have
the lowest energy value from all other labelings. If this constraint is not satisfied, or if
the margin is not achieved, this label solution will be added in the constraint set W . This
process continues until the values of the weights have converged. According to Joachims
et al. [86], the objective function is quadratic to w and linear to the constraints, also
known as the quadratic programming problem (Cottle et al. [87]). The advantage of
this objective function is that a global minimum can be reached in polynomial time. The
minimisation procedure was achieved by implementing the Nesterov non-linear quadratic
algorithm, which is part of a family of algorithms known as interior point solvers (Boyd
and Vandenberghe [88]) and are commonly used for minimising objective functions of the
form 4.11.
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Algorithm 3 The one-slack margin rescaling Structured Support Vector Machine
Require: A set of training examples, constant values C, ε
1: W ← ∅
2: repeat





∥w∥2 + C ξ










∆(ym, ŷm) − ξ
∀ (ŷ1, . . . , ŷM) ∈ W
(4.11)
4: for (ym,xm) ∈ D do
5: ŷm ← argminy E(ym,xm)
6: end for




m=1∆(ym, ŷm) − E(ŷm,xm) + E(ym,xm) ≤ ξ + ε
4.5 Quantitative analysis
The proposed algorithm was tested and evaluated on people with different poses and
costume changes observed in a simulated indoor environment of a train wagon (see Appx.
B). Working exclusively with humans, the proposed work could be potentially generalised
for recognising a variety of active objects in the scene.
Edge potentials defined on depth measurements require high precision between points
lying in the local neighbourhood. Although the objective was to develop a 3D object
recognition system using raw RGBD data, the Kinect sensor was calibrated for enhancing
the quality of the observed data (see Appx. C).
A total of 25 sequences were generated, every sequence containing 200 frames. From all
5000 images, 3200 images over 16 sequences were used for training and the rest for testing.
The training set was used for learning the weights of the Platt calibration, structured SVM
and shape prior. For the ProB-RF, a 4-fold cross validation approach was used, taking
into account all 25 sequences. This means that the algorithm was trained on 3 randomly
selected sets of sequences and tested on the remaining sets of sequences. The training and
testing times for each fold are provided in Tab. 4.1. Some classification results are shown
in Fig. 4.5.
To the best of my knowledge, no publicly available RGBD dataset exists that could provide
label images with ground truth detection boxes. Generating ground truth label images
is a very time consuming process as it requires a lot of manual work by the user. For
eliminating the effort, reference images were generated using the approach of Shotton et
al. [30], a well known human pose estimation algorithm that was also commercialised for
Kinect games.
The training set of the publicly available INRIA Person dataset was used for learning
the weights for the classifiers for both Dalal and Triggs [8] and Dubout [10] approaches,
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Figure 4.5: Probability distribution derived from the decision tree classifier. Top row: raw images
from a sequence. Bottom row: a per-pixel a posteriori probability distribution. High intensity of a
pixel indicates high probability of that pixel to belong to a person. (Best viewed in colour)








4-15 1462.20 35.13 365.55
0-3,8-15 1482.31 28.09 370.58
0-7,12-15 1487.15 30.10 371.79
0-11 1496.49 31.30 374.12
Testing
time
0-3 1092.39 53.17 273.10
4-9 1101.13 43.73 275.28
8-11 1102.03 46.43 275.51
12-15 1080.47 45.66 270.12
Table 4.1: Training and testing times per fold for the decision tree classifier (in milliseconds).
following a bootstrapping process. Subsequently, the resulting classifiers were tested on
the validation set for learning the parameters of the Platt calibration curves using a Newton
non-linear optimiser. For a detection rectangle to be assigned to the background class, a
probability threshold of 0.6 was given.
The average computational times recorded for a complete scene are presented in Fig. 4.7.
It is apparent from the pie charts that the node and edge potentials require minimum
computational effort while the object detectors are computationally more expensive. For
a VGA image resolution the proposed implementation runs on≈ 1.5 FPS using the global
HOG human representation and ≈ 2.4 FPS for the improved DPM approach. Graph cuts
require the least effort (0.7 ms) as they can be solved in polynomial time. All experiments
were conducted on a DELL M4800 Workstation with an i7-4800MQ CPU at 2.70GHz
processor and 16GB RAM. The complete pipeline was designed in a multithreaded fashion,
parallelising all computations (Boost library [89]).
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(a) (b)
Figure 4.6: Precision-Recall and ROC curves for the INRIA Person dataset. The precision-recall
and ROC curves are a result of Dalal and Triggs algorithm [8] and Dubout et al. [10]. (Best viewed
in colour)
4.6 Qualitative analysis
The qualitative analysis was divided into two main parts: evaluating the performance of
the detectors and subsequently the quality of the segmentation as a consequence of the
quality of the detection boxes. The precision-recall and ROC curves for both detectors
were calculated using the training set provided by the INRIA people dataset. Results in
Fig. 4.6 showed that the performance of Dalal and Triggs is much higher than Dubout
et al. Likewise, the ROC curves showed that the accuracy of Dalal and Triggs object
detection algorithm is much higher compare to Dubout’s algorithm. Specifically, for a
high detection threshold, the Dalal and Triggs algorithm provides a precision and recall
≈ 100% and when the detection threshold begins to drop (relaxing the parameter), false
negatives begin to appear, which makes precision go down. However, the point where the
precision drops for Dubout’s approach is in a much earlier point in time compare to Dalal.
This means that the former is more sensitive and can provide false positive results even
for a higher detection threshold. Similar interpretation could be given for the ROC curves
respectively.
Furthermore, it should be stressed that the performance of the detectors is independent
from the quality of the detection boxes. Thus, an additional metric was required for
checking the overlapping accuracy against the corresponding ground truth detection box.
Everingham et al. [90] evaluated the accuracy of the object detectors by measuring the
area of the overlapping bounding box derived by the predicted bounding box (Bp) and the





To this end, for a predicted detection box to be considered as true positive, the area a of
the overlapping region threshold was set to be greater than 50%. The accuracy of both
detectors was checked on 1800 test images capturing a person undergoing different poses
in the scene. Ground truth detection boxes were extracted from the label images of the
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Figure 4.7: Average recognition time per frame. The decision tree classifier is computationally
more expensive compare to all other potentials. The improved version of the deformable model
introduced by Dubout et al. [10] requires more time compare to the fixed-template-style HOG-
based detector of Dalal and Triggs [8]. For a VGA image resolution, the graph cut algorithm does
not preclude a real-time operation for the segmentation. (Best viewed in colour)
corresponding test images by finding the minimum area bounding rectangle of the largest
connected component (Suzuki et al. [91]). The overlapping accuracy achieved was 64.2%
(Dalal) and 72.3% (Dubout) respectively. As expected, the DPM approach provides a
better localisation compare to Dalal approach as it uses part-based star-like configuration
of HOG features to infer the position of the bounding box. Bounding boxes with low
foreground probability were removed during testing.
The segmentation accuracy was checked within the area of the ground truth detection
boxes and the ones computed from the detectors. However, in cases of extreme poses,
the detection box would partially capture the person in the scene. For instance, when a
standing person stretches his hands horizontally, the detection box would fail to include
the complete part of the arms. On the other hand, the ground truth detection box is
generated using the complete body and therefore comparison in this case is not reliable.
This problem was solved by extracting part of the label image that corresponded to the
area of the given detection box.
The segmentation approach was assessed using three different metrics:
• Hamming Loss: This metric counts the number of mis-labelled pixels in the predicted






i ⊕ yi (4.13)
• Normalised Hamming Loss: It was first introduced by Teichman et al. [22] and it’s
considered a hard penalisation metric compare to other loss functions, as it gives a zero
loss if the number of incorrectly labelled pixels is equal or exceeds the number of pixels
33
4. Human Recognition in RGBD
Metric
Edge Potentials
Canny Edges Colour Distance 3D Euclidean Distance Surface Normals
Dalal and Triggs
△HL 8032.102 8052.325 7988.132 8121.021± 2477.052 ± 2433.194 ± 2401.440 ± 2022.032
△N−HL 0.583± 0.132 0.511± 0.128 0.592± 0.105 0.554± 0.124
IOU 0.665± 0.103 0.523± 0.044 0.702± 0.022 0.698± 0.058
Dubout et al.
△HL 8012.790 7907.000 7911.910 7936.520± 2578.160 ± 2308.790 ± 2205.740 ± 2178.710
△N−HL 0.646± 0.113 0.651± 0.104 0.651± 0.102 0.650± 0.098
IOU 0.705± 0.093 0.712± 0.076 0.710± 0.075 0.710± 0.074
Ground Truth Detection Box
△HL 5508.970 5566.37 5464.600 5504.360± 1626.130 ± 1667.510 ± 1590.560 ± 1896.560
△N−HL 0.758± 0.063 0.755± 0.069 0.760± 0.064 0.758± 0.079
IOU 0.799± 0.050 0.797± 0.056 0.801± 0.052 0.798± 0.071
Table 4.2: Metric analysis on different edge potentials. Every row represents a different metric
evaluator; Every column corresponds to a different edge potential; Top table presents segmentation
results produced by the ground truth detection box; Bottom table presents segmentation results
from [10].










j=1 1[yj = 1]
)
(4.14)
• Intersection over union: This is an segmentation metric introduced by Everingham et
al. [90] and it is formulated by:
seg. accuracy =
true pos.
true pos. + false pos. + false neg.
(4.15)
where true positives represent the number of correctly classified pixels, false positives the
number of wrongly classified pixels and false negatives the number of pixels that were
wrongly not classified as true positive.
Qualitative results are provided in Tab. 4.2 for all metrics, evaluated on randomly selected
images from the generated test sequences. It is evident that all metrics computed by the
ground truth bounding box show an overall improvement in the segmentation accuracy,
outperforming the results produced by the detection boxes of Dalal and Dubout. Fur-
thermore, comparing the metrics computed by the different edge potentials, it is easy to
perceive the insignificance between the values. This can be explained as follows: the
proposed method does not require any prior information from the user for enforcing the
min-cut towards a human shape (Teichman et al. [22]) but performs the min-cut using
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Figure 4.8: Qualitative image segmentation results of different human poses. These figures
outline the improvement in quality of the proposed segmentation approach using the ground truth
box rather than the detection box provided by Dubout et al. [10]. From top to bottom: segmentation
results using Dalal and Triggs [8]; segmentation results using Dubout et al. [10]; segmentation
results using the bounding box extracted by the labelled images; labelled images. (Best viewed in
colour)
edge potential values that correspond to node potentials larger than a predefined probabil-
ity threshold (85 %). Thus, only edge potential values that lie at the borders of the object
should effect the cut.
Furthermore, the proposed segmentation approach was compared against the approach of
Zheng et al. [92]. Their method is based on a new form of convolutional neural network that
combines Convolutional Neural Networks and Conditional Random Fields probabilistic
models. Specifically, they proposed a Conditional Random Field energy function that is
based on a Gaussian pairwise potential function and a mean-field approximate inference
as Recurrent Neural Network (RNN). This network, named as CRF-RNN, is then given to
a CNN to obtain a deep network that has properties of both CNNs and CRFs.
To ensure a fair comparison, both approaches were tested on the test image set acquired
in the test field by omitting the detection boxes and replacing them with the minimum
bounding boxes generated from the label images, ensuring a complete body encapsulation.
The parametersw of the proposed energy function were re-trained using as edge potentials
the product of all edge potentials presented in Sect. 4.3.2. The proposed segmentation
approach had an overall segmentation improvement of 58.2 % over the complete test
set. Visual results are given in Fig. 4.10. One can see that the proposed segmentation
approach provides better segmentation results for extreme poses compare to the CRF-CNN
(rows one, three and four respectively). However, it should be stressed that the CRF-CNN
approach performed better for some upright poses (see rows two, five and six respectively).
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One of the main reasons may be that the authors used a pool of≈ 75.000 training images,
which means that a much larger variation in clothing, poses and number of people is
provided. It is believed that using a similar RGBD-based training set could provide an
even larger improvement over the CRF-CNN approach. The bandwidth parameter values
related to the edge potentials were set to: σc = 0.3, σn = 0.5, σd = 0.5, σθ = 0.2.
4.7 Conclusions
In this chapter an approach was introduced for detecting and segmenting human in-
stances in RGBD space based on Kinect-like RGBD data. The detection performance was
evaluated on a single HOG-based feature representation and a part-based HOG-feature
representation. Results showed that part-based representations provide more accurate, but
also more computationally expensive detection results compare to the former, allowing
higher degree of spatial variance between body parts and thus, resulting into a more robust
detection box.
In order to determine the spatial extent of the person within the detection box, the proposed
method makes use of a rich set of RGB and depth features modelled within a Conditional
Random Field pairwise energy function. For unary potentials with a probability larger
than a predefined threshold, using any of the edge potentials produced good segmentation
results. This means that the unary potentials play an integral role for the segmentation
task. Comparing the proposed method to the CRF-CNN approach (Zheng et al. [92])
showed improved results mostly for extreme human poses. However, is should be stressed
that in some normal human poses the CRF-CNN produced better results, which is assumed
to be because of the larger number of available training data.
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Figure 4.9: Results of human instance segmentations in RGBD space. (Best viewed in colour)
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Figure 4.10: Qualitative comparison results. First column: raw RGB images. Second column:




Human Motion Estimation and
Tracking in RGBD
5.1 Introduction
Object recognition is known as the process for detecting instances of semantic objects from
camera data. However, non-rigid objects such as humans do not have a fixed representation
but undergo significant shape deformations in time. This means that the task of object
recognition could also be extended to the task of understanding object motion. With the
use of low-cost commodity sensors, such as the Microsoft Kinect, the human motion could
be modelled with more human-like visual perception data using the real time RGB and
depth information provided by the sensor.
This chapter introduces a method for capturing and tracking people’s shape deformations
in time in a dynamic indoor environment from Kinect-like RGBD data. The proposed
methodology consists of two main components: (1) a workflow that enhances the accuracy
of an octree-based foreground estimation algorithm proposed by Kammerl et al. [12] and
(2) the use of the Minimum Volume Enclosing Ellipsoid algorithm for capturing the
spatio-temporal changes of the person in a 3D scene.
The motivation behind the work was to understand normal and abnormal behaviours of
people in an indoor public environment – such as a train wagon – from a network of
multiple Kinect sensors.
5.2 Extract the geometry of human motion
The current section introduces an approach for monitoring and tracking human poses in
3D space from Kinect-like RGBD data. An outline of the proposed workflow is provided
by Algo. 4 and consists of two main components: (1) a filtering process for improving an
existing octree-based 3D foreground estimation approach and (2) a method for capturing
and retrieving the geometry of a foreground instance. Specifically, steps 1–8 describe
a process for improving the algorithm proposed by Kammerl et al. [12] and extracting
accurate foreground masks and steps 9–12 use the Minimum Volume Enclosing Ellipsoid
(MVEE) algorithm proposed by Moshtagh [13] for capturing and deriving meaningful
information about its shape and the way it deforms in time. Each step of the algorithm is
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Algorithm 4 Extract the geometry of a human shape
Require: A pair of point clouds representing the background static scene and the current
scene
1: Trim both point clouds in the depth direction applying a pass-through filter
2: Extract foreground objects from the scene using the approach of Kammerl et al. [12]
3: if foreground exists then
4: for all foreground do
5: Map the foreground in an image plane using a perspective projection
6: Check if a valid contour exists using the contour extraction algorithm of Suzuki
et al. [91]
7: if contour is valid then
8: if contour size is larger than a predefined threshold then
9: Compute the convex hull for this dataset
10: Find the ellipsoid enclosing the human figure using the MVEE algo-
rithm of Moshtagh [13]
11: Decompose its variance-covariance matrix using PCA





17: return Ellipsoid information for every human instance in the scene
extensively analysed in the following sections.
5.2.1 Point Cloud Depth-Based Trimming
One major drawback of the Kinect sensor is the discretisation error in the depth mea-
surements, which increases quadratically with respect to the distance from the sensor.
According to the Kinect manufacturer, the ideal working distance should be in the range
of 0.5 m – 4.5 m. Therefore, voxels lying outside this range should be removed. This was
achieved by trimming the point cloud in the Z direction using a pass-through filter.
5.2.2 Detecting Spatial Changes using an Octree
The foreground extraction algorithm proposed in Algo. 4 is based on the approach
introduced by Kammerl et al. [12] for the problem of real time point cloud compression
and streaming. The method works by recursively encoding the structural differences
between the octree representations of two point clouds based on a logical bitwise XOR
(exclusive OR1) operator. These structural differences correspond to the spatial changes
between the clouds (see Fig. 5.1).
An octree (Meagher [93]) is a tree based data structure in which every internal/leaf node
has exactly eight children. Each node in the octree subdivides the space it represents into
eight octans. For the case of object extraction, the spatial changes encode the movement
1Exclusive or is a logical operation that outputs true only when both inputs differ.
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Figure 5.1: Comparing the octree data structures of two point clouds. (Source: The above figure
has been reproduced from the work of Kammerl et al. [12])
of the object in the 3D scene. Spatial changes in the leaf nodes, such as sparsity of points
and number of neighbours, can give an indication of these spatial changes. Depending
on the predefined size of the leaf node, detection sensitivity rate and processing time may
vary. Large leaf nodes are faster to process but provide less information of the moving
foreground and very small leaf sizes are able to capture detailed spatial changes but with
a substantial cost in the computation performance.
5.2.3 Perspective Plane Projection
The pinhole camera model (Hartley and Zisserman [94]) describes the mathematical
relationship between a 3D point and its projection onto a 2D plane (usually image plane).










where (x, y) are the projected image coordinates of the 3D point (X, Y, Z), f represents
the focal length of the camera expressed in pixel units and (x0, y0) corresponds to the
principal point of the sensor. From the above formulations, it is clear that the calibration
accuracy (see Appx. C) plays an important role for the quality of the mapping.
5.2.4 Convex Hull
In the field of computational geometry, convex hull of a shape is the smallest convex
polygon containing all points of that object. In its 2D representation, a convex hull is
defined by a number of "facets" composed of lines and edges where in 3D its always
defined by a set of planar triangles.
An important property of the convex hull is that it does not introduce new values but uses
existing ones from the original dataset. This means that it is expressed by a subset of
points referenced in the original set. For a 3D human figure, the corresponding convex
hull is defined by a set of 3D points located on its body silhouette. These points are then
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(a) (b) (c) (d)
Figure 5.2: Foreground masks for different human poses in an indoor environment. From left to
right: (a) raw point clouds capturing different human poses in a scene; (b) extracted foreground
masks using the proposed filtering approach in Algo. 4; (c) convex hull of the human figures; (d)
result of the Minimum Volume Enclosing Ellipsoid introduced by Moshtagh [13]. (Best viewed
in colour)
given as an input to the Minimum Volume Enclosing Ellipsoid algorithm (Moshtagh [13])
for deriving the best fitted encapsulated ellipsoid. Using the complete set of foreground
points would lead to a dramatic increase of the execution time of the proposed workflow.
5.2.5 Ellipsoid for human motion analysis
The shape of an ellipsoid is a well suited mathematical representation of the human
figure. Compare to a sphere, an ellipsoid has higher degrees of freedom, which helps to
capture a larger set of human poses. The Minimum Volume Enclosing Ellipsoid algorithm
(Moshtagh [13]) was used to fit an ellipsoid to a human pose. The solver is based on the
Khachiyan algorithm [95], which is able to solve non-linear convex functions in polynomial
time.
Let X = {X1,X2, . . . ,Xn} ∈ R3 correspond to a set of 3D points representing the
human figure. According to Sect. 5.2.4, the minimum bounding ellipsoid could be
computed using only the convex points proposed from the given set. Therefore, let
Xconvhull = {X1, . . . ,Xm} ∈ R3 be a subset of this dataset (Xconvhull ⊂ X). According
to Moshtagh [13], the problem of determining the ellipsoid of least volume given the
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Figure 5.3: Mathematical representation of an ellipsoid.
convex set Xconvhull, is equivalent in finding a vector Xc ∈ R3 representing the center of
the ellipsoid and a 3×3 positive definite symmetric matrixC (that is a variance-covariance




subject to (Xi −Xc)TC(Xi −Xc) ≤ 1, i = 1, . . . , n
C > 0.
(5.2)
It should be pointed out, however, thatXc is not placed precisely at the center of the human
figure but rather deviates depending on its shape variation. For instance, in situations where
a standing person raises his hands, the center of the ellipsoid is not longer positioned at
the center of his stomach but at a higher point. Hence, depending on the pose variation,
the center of the ellipsoid will deviate from the true center of the person.
After convergence is reached, satisfied a pre-defined tolerance value, all information
regarding the geometry of the ellipsoid is encoded within a 3 × 3 variance-covariance
matrix. Principal Component Analysis (PCA) is then applied for finding the eigenvalues
and eigenvectors of the matrix. For a covariance matrix representing a set of random
data, the largest eigenvalue corresponds to the dimension and direction with the strongest
correlation in the dataset, also known as the principal component. However, for the
covariance matrix produced by the MVEE algorithm, the length of every eigenvector not
only represents the amount of correlation in the corresponding direction, but captures the
complete variation of the data in that direction.
Let (λ1, λ2, λ3) represent the eigenvalues of a 3 × 3 covariance matrix C, satisfying the
condition 5.2. For a human figure, the first eigen-value corresponding to the principal
component should be much larger than the other two eigen-values (λ1 ≫ λ2 > λ3) due to
the shape of the human figure.
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Figure 5.4: Ellipsoid representation of a human figure. (Best viewed in colour)
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Every major or minor axis intersects the surface of the ellipsoid at two points known as
vertex points or fuci points. Amongst the variety of representations for parameterising
the position of a vertex, the Cartesian representation is the most commonly used and it’s
formulated as follows:
X = Xc + a cosu cos v
Y = Yc + b cosu sin v
Z = Zc + c sinu
(5.5)
where (X,Y,Z) represents a vertex position, and (u, v) are the rotation angles of the axis
intersecting the ellipsoid at that vertex. The rotation angles for every vertex point are
provided in Tab. 5.1.
A local fictitious coordinate system was defined and positioned at the center of the ellipsoid,
remaining invariant to the ellipsoid shape variations. Specifically, this local coordinate
system acts as a reference for the rotation changes of the ellipsoid, providing some reliable
information about the movement of the object in the scene. All three axes were assigned
to a pre-defined reference axis for monitoring the changes performed from each ellipsoid
representation. These constraint rotation angles were computed according to Algo. 5.
The term human approximated zero angle movement refers to the upright position of a
standing person with his arms placed in vertical position. This implies that very small
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Table 5.1: Rotation angles for every semi-major and semi-minor axes of the ellipsoid. Every axis
intersects the surface of the ellipsoid at a specific position based on a set of two angles (u, v).
variations are present, depicted by the very small values of the constrained rotation angles.
As stated at an earlier point in this section, every axis of the ellipsoid is assigned to
one of the axis of the reference system. Specifically, the reference axis X is assigned
to the ellipsoid axis b, characterising the width of the person, the Y axis to the a axis
corresponding to the depth of the person and the Z axis to the axis c representing the
height of the person.
Finally, the size of the human figure was approximated by the volume of the ellipsoid
computed by:
V = u0 det (C−1)−1/2 (5.12)
where u0 represents the volume of the unit hypersphere in n dimensions and its equal
to 4π/3 for a 3D space. The geometric representation of the proposed approach can be
visualised in Fig. 5.3.
5.3 Experimental Results
Different types of human poses were captured in an indoor simulated environment (see
setup configuration in Appx. B) for the purpose of evaluating the accuracy of Algo. 4. The
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Algorithm 5 Angle of each ellipsoid axis with respect to a 3D local reference system
Require: xa, x′a, xb, x′b, xc, xc′
1: Compute the direction vector of each ellipsoid axis:
x
′′
a = xa − x′a, x
′′
b = xb − x′b, x
′′
c = xc − x′c (5.6)






























4: if posx′′a is within octants V, VI, VII or VIII then
ωa = −ωa (5.9)
5: end if
6: if posx′′b is within octants V, VI, VII or VIII then
ωb = −ωb (5.10)
7: end if
8: if posx′′c is within octants III, IV, VII or VIII then
ωc = −ωc (5.11)
9: end if
10: return ωa, ωb, ωc
robustness of the proposed filtering method was compared against the original approach
of Kammerl et al. [12] and a simple 3D background subtraction approach that classifies
every voxel in the scene as foreground if the difference to its corresponding point in the
reference static cloud is larger than a predefined value. Ground truth foreground masks
were generated using the approach of Shotton et at. [30], a depth-based human pose
algorithm that was later on commercialised for Kinect games. Figure 5.8 shows results
from different behaviours in a scene acquired from a multi-Kinect sensor system. It is
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Figure 5.6: Trajectories of the center of the ellipsoid projected in X, Y and Z planes. (Best
viewed in colour)
clear that the proposed method outperforms the other two approaches, as it is able to filter
most of the noisy foreground blobs, resulting to a more accurate foreground mask.
According to Appx. B, evaluation and testing was performed in an indoor environment that
emulates the internal part of a train wagon. However, existing state-of-the-art depth-based
human pose estimators (see Sect. 2.2) are not able to cope with the different environmental
changes in the scene such as fast illumination changes and partial occlusions, leading to
erroneous predictions. Some of the reasons to be discussed is either because the viewing
angle of the Kinect sensors is inappropriate for these kind of algorithms or because feature
based approaches are highly sensitive to noisy depth maps or because features based
approaches are not suitable enough to capture the complexity of the human shape.
The parameters involved in the proposed workflow were empirically defined after an
extensive evaluation and testing: the leaf size of the octree, which controls the accuracy
of the foreground mask was set to 0.1 m. The trimming of the point cloud was performed
using a pass-through filter, preserving all voxels within the range of 4 m. Every contour in
the binary mask with a size less than 1000 or larger than 7000 pixels was removed. Finally,
the global distance threshold for assigning a voxel to the foreground using the Euclidean
distance between a static background cloud and the current cloud was set to 5 cm.
A Kalman filter [11] was applied to smooth all extracted information of the ellipsoid and
remove noisy representations in the data sequence.
Figure 5.6 shows the trajectory of a person for the first 100 frames of a random sequence
along with the corresponding ground truth track. For a better visualisation of the 3D
trajectory, each dimension was mapped in its own coordinate plane. One can visually
observe that the proposed method follows the motion of the person much better compare
to the other two approaches. This could be explained by the fact that the foreground
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Figure 5.7: Tracking software. (a) Shape variations of a single person and (b) two people in the
scene from a network of four Kinect sensors. (Best viewed in colour)
noise is randomly distributed in the complete scene, which forces the ellipsoid to also
incorporate voxels that appear in extreme regions.





∥ Xt −XGPt ∥
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(5.13)
where Xt represents the position of the person in the scene at time t and XtGP is the
corresponding ground truth position of the person at time t. The evaluation was carried
out on a single person in the scene, achieving a likelihood of 82.4% for the proposed
method, 55.4% for the original method of Kammerl et al. [12] and 38.6% for the cloud
to cloud background subtraction approach. One of the main drawbacks of the proposed
method is the sudden increase of the size of the ellipsoid caused by the interaction between
two or more human instances in the scene. Although this problem is controlled given a
minimum and maximum size of an accepted blob size, it still remains an unsolved issue and
should be investigated in a future work. All parameters of the ellipsoid were saved in an
XML file (see Appx. D) and imported in a tracking visualiser2 for monitoring and tracking
the shape deformations of a person in the scene (see Fig. 5.7). The visual outcome of
the software was provided to psychologists in the anthropology and disaster management
field for classifying the behaviour of the people based on their shape deformations.
5.4 Conclusions
In this chapter a method was proposed for capturing and tracking people’s temporal
shape deformations in a dynamic indoor environment using Kinect-like RGBD data.
The proposed methodology consisted of two components: (1) a workflow that enhances
the accuracy of Kammerl’s [12] foreground estimation algorithm and (2) the use of
the Minimum Volume Enclosing Ellipsoid algorithm introduced by Moshtagh [13] for
2Visualisation was provided by an industrial partner
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capturing the spatio-temporal changes of the moving objects in a 3D scene. For the
first part, the filtering pipeline proposed in Algo. 4 showed a significant improvement
over the original approach, providing accurate foreground masks even under different
environmental conditions. The complete filtering workflow was performed in real-time
independently from the amount of people present in the scene.
In the second part, the foreground mask from the previous step was used by the Minimum
Volume Enclosing Ellipsoid algorithm for finding the best fitted ellipsoid representation
for the given human pose. Results showed that the computational time of the algorithm
does not affect the overall real-time performance of Algo. 4 due to the few number of
silhouette points proposed by the convex hull algorithm. However, the accuracy of the
parameters extracted from the variance-covariance matrix of the ellipsoid, depend highly
on the quality of the convex hull, which in turn depends on the accuracy of the foreground
mask. Kalman filter was used for smoothing the parameters of the ellipsoid, removing
noisy measurements and providing a better representation of the motion.
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Figure 5.8: Some qualitative results of the proposed method. From top to bottom row: raw point
clouds; foreground masks extracted from the original method of Kammerl et al. [12]; foreground
masks extracted from the cloud to cloud approach; ellipsoids encapsulating the foreground mask
from the proposed method; ground truth masks generated from the depth-based human pose
estimation algorithm introduced by Shotton et al. [30], implemented in the OpenNI [96] framework.
(Best viewed in colour)
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Chapter 6
Towards a Multi Camera 3D Object
Recognition System
6.1 Introduction
Human recognition has been an actively field of research from the early beginning of
computer vision, maintaining its popularity due to its wide range of applications. While
traditional approaches rely mostly on image-based information, with the appearance of
low-cost commodity sensors, such as the Microsoft Kinect, a new field of research emerged,
adding some advantages in the field. One of the most challenging problems in human
recognition is the identification of humans under partial occlusion either in the form of
intra-occlusion with other human instances or with respect to other objects in the scene.
While much research has been done in this direction, distinguishing between instances
depends strongly on the amount of their overlapping but also from the complexity of the
environment. In order to overcome this problem, additional information of the human
instances is required from different viewing angles of the scene.
Making use of the real-time RGB and depth information of the Kinect sensor, the afore-
mentioned problems could be performed directly in 3D space. Working purely with 3D
data has definitely some advantages that should be utilised to overcome the aforementioned
problems. Development of such a multi-sensor 3D object recognition system requires the
integration of information from all sensors present in the scene.
Therefore, the purpose of this chapter is to perform a preparatory work for a potential multi-
Kinect object recognition system, introducing a workflow for assessing the reliability of
merging point clouds from different sensors. The proposed work could be very useful
for future object recognition applications, where accurate combination of 3D data maybe
required.
6.2 Single Camera Orientation
6.2.1 Pinhole Camera Model
Pinhole camera model is known to be a special case of a general projective camera model.
The origin of the model, which is also the origin of a Euclidean coordinate system, is
defined at the centre of projection, where all points in 3D space are mapped from. The
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Figure 6.1: Pinhole camera geometry. (a) Pinhole camera geometry, where C represents the
projection center, p the principal point and X a point in 3D space; (b) shows a projection of the
pinhole camera model in the Y plane, demonstrating how a 3D point is mapped on the image plane
positioned at a distance Z = f from the principal plane. (Source: The above figures have been
reproduced with small modifications from the textbook of Hartley and Zisserman [94])
plane defined by the X and Y axis of the coordinate system is called the principal plane
and the plane where Z = f , is known as the image plane or focal plane. Every point
X = (X,Y,Z) in 3D space is mapped to a point on the image plane, defined by the
intersection of the line connecting point X with the projection centre and the image plane.
Also, the Z axis meets the image plane at the principal point, which is the mapping of
the projection center (also known as camera center) on the image plane. Working with
homogeneous coordinates in projective space, a 3D point X can be mapped to the point
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where the 3× 4 matrix represents the ideal camera projection matrix with 7 DOF.
Equation 6.1 can be expressed in a more compact representation as follows:
x = diag(f, f, 1)[I | 0]X (6.2)
The aforementioned transformation is a simple linear relation, which relates the projected
3D point to a 2D point, positioned on an plane at depth Z. For getting the corresponding
2D point defined on the image plane at Z = 1, all elements of the point x must be divided
by Z.
When the principal point does not go through the center of the image plane, but rather
deviates from the ideal point in both x and y directions, then the ideal camera projection
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6.2. Single Camera Orientation
where p = [px, py] are the parameters (in pixel units) that define the offset from the ideal
point.
However, in the case of CCD cameras, the shape of a pixel may not be strictly square,
introducing an additional scaling factors mx and my for the X and Y axis respectively.
Furthermore, adding a skewness factor s representing the non orthogonality of the image
axes and its for most normal cameras set to zero. This is considered as the finite repre-





cx s x0 0
0 cy y0 0
0 0 1 0
⎤
⎦ (6.4)
where cx = mxf, cy = myf represent the focal length of the camera in terms of pixels
dimensions, s corresponds to the skewing parameter defined by the ratio cy/cx and x0 =
mxpx, y0 = mypy express the principal point in pixel dimensions. Substituting 6.4 in 6.1,
the 2D↔3D mapping can be compactly represented by:










is a 3 × 3 upper triangular matrix, known as the calibration matrix. The importance of
this matrix is that it encapsulates all internal (intrinsic) information of the camera.
Equation 6.5 considers that the position of the camera is at the origin of the Euclidean
coordinate system. Generally, all 3D points are defined within a coordinate system known
as the world coordinate system. The relationship of this system with respect to a camera
system is expressed by a non-ideal 3D rigid transformation matrix. Thus, for a 3D point
to be mapped in the camera coordinate system, the following transformation should hold:
X = R(Xw −C) (6.7)
where C = [Xc,Yc,Zc] represents the coordinates of the camera centre in the world
coordinate system, Xw is a 3D point defined in the world coordinate frame and R is a
3 × 3 rotation matrix representing the orientation of the camera coordinate with respect
to the world coordinate frame. Extending relation 6.5, Eq. 6.7 takes the form:
x = KR[I | −C]X (6.8)
where the projection camera matrix P = KR[I | −C] performs a general mapping of a
pinhole camera model and has 11 DOF.
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In the area of photogrammetry, the 3 × 4 projection camera matrix P is a reformulation
of the well known collinearity equation, expressed by:
x = x0 + f
r11(X− X0) + r12(Y− Y0) + r13(Z− Z0)
r31(X− X0) + r32(Y− Y0) + r33(Z− Z0)
y = y0 + f
r21(X− X0) + r22(Y− Y0) + r23(Z− Z0)
r31(X− X0) + r32(Y− Y0) + r33(Z− Z0)
(6.9)
where (x0, y0, f) are the interior camera parameters, (X0,Y0,Z0) represents the position
of the camera in the world coordinate system and (r11, . . . , r33) are the rotation parameters
of a right handed 3× 3 rotation matrix R. By definition, all parameters in the collinearity
equation should be expressed in metric units such as meters, centimetres or millimetres.
For strictly square pixels, the focal length f in the collinearity equation will be equal to
f = cx = cy.
6.2.2 Lense distortions
In photography, two types of distortions exist: optical and perspective. While optical
distortion is caused by the optical design of the lens (also known as "lens distortion"),
perspective distortion is caused by the position of the camera relative to the object of
interest or by the position of the object within the image frame. Within this context, image
points will be corrected for errors caused by optical distortions. This process of correction
is known as camera resectioning or camera calibration.
Camera calibration involves finding the parameters that will eliminate the offset in the
observed image points caused by the lens. Most important type of optical distortion is the
radial (symmetric) distortion, which causes an inward or outward position of the image
point from its ideal position. This error constitutes the major imaging error for most
camera systems and its mathematically defined by:
∆xrad = x [k1r2 + k2r4 + k3r6 + . . . ]
∆yrad = y [k1r
2 + k2r
4 + k3r
6 + . . . ]
(6.10)
where (x, y) are the distorted coordinates of an image point, r defines the image radius of
the image point from the image’s principal point, and (k1, . . . , kn) are the radial distortion
coefficients that model the radial distortion curve. According to Eq. 6.10, the distortion
curve is modelled with a polynomial series (Seidel series) and has a quadratic representa-
tion, which increases depending on the radius distance of an image point to the principal
point. For most standard types of lenses, corrections larger than the third order parameter
(≤ k3) could be neglected without any significant loss in the accuracy of the points.
Furthermore, the sign of the distortion coefficients defines the form of the distortion.
According to Fig. 6.2, radial distortions can be represented either by a barrel distortion
or a pincushion distortion. It is generally said, that negative values of the distortion
coefficients correspond to a barrel distortion and positive values to a pincushion distortion.
Nevertheless, cases exist where a combination of these two distortions may occur, leading
to a distortion known as mustache distortion.
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Figure 6.2: Types of radial distortion curves. From left to right: No distortion, Barrel distortion,
Pincushion distortion and Mustache distortion. (Best viewed in colour)
Second form of distortion is the decentering (or tangential) distortion, which is caused by
physical elements in a lens not being perfectly aligned to the image plane. The source of
this error is mostly due to manufacturing defects, and can be compensated by the following
equation:
∆xdec = p1(r2 + 2x2) + 2p2xy
∆ydec = p2(r
2 + 2y2) + 2p1xy
(6.11)
where p1, p2 correspond to the decentering parameters. This lens correction part can give
large values for low cost lenses (such as the ones embedded in surveillance cameras) and
smaller quantity distortion values for high quality lenses (e.g. space cameras).
Finally, the affinity and shearing parameters are used to describe deviations of the im-
age coordinate system with respect to the non-orthogonality and uniform scaling of the
coordinate axes. This is mathematically expressed by:
∆xaff = b1x + b2y
∆yaff = 0
(6.12)
where b1, b2 correspond to the affinity and shearing parameters respectively. It is note-
worthy that for the majority of cameras used in close range applications, b1 and b2 can be
neglected as they are set to zero.
Finally, all individual error terms could be summarised a follows:
∆x = ∆xrad +∆xdec +∆xaff
∆y = ∆yrad +∆ydec +∆yaff
(6.13)
Considering a radial distortion correction up to k3, all optical lens distortion parameters
k1, k2, k3, p1, p2, b1, b2 together with the focal length f and principal point x0, y0, define
the Brown 10-parametric calibration model [97].
Incorporating the optical correction terms from 6.13 into the collinearity Eq. 6.9, a more
complete mathematical representation of the collinearity equations is given by:
x = x0 + f
r11(X− X0) + r12(Y− Y0) + r13(Z− Z0)
r31(X− X0) + r32(Y− Y0) + r33(Z− Z0)
+ ∆x
y = y0 + f
r21(X− X0) + r22(Y− Y0) + r23(Z− Z0)
















Figure 6.3: Bundle adjustment problem. Bundle adjustment from n images. The optimum 3D
point X is reconstructed from all n images, finding the optimal camera poses and corresponding
2D points that will minimise the objective cost function 6.15. (Best viewed in colour)
6.3 Bundle Adjustment
Bundle adjustment is defined as the problem of jointly estimating optimal 3D structure
and camera pose parameters. It was originally conceived in the field of photogrammetry
during the 1950s’ (Triggs et al. [98]) and has been extensively used by the computer vision
community during recent years. It is a process involving three forms of observations:
camera pose parameters, image points and corresponding 3D points. After performing a
bundle adjustment, image points, 3D points and cameras pose parameters should minimise
some form of a cost function. This boils down to minimising the reprojection error between
the observed image points and the predicted image points. As this is a non-linear problem,
the number of iterations required depends from several factors, such as accuracy of feature
points, initial camera pose parameters, viewing angle, images overlapping, etc. Formally,










, x̂ij = P̂iX̂j (6.15)
where xij corresponds to the image point j of image i, x̂ij is the corrected image point
computed by the updated projection camera matrix P̂i, and X̂j is the corrected 3D point.
Depending on the input data, some parameters such as the internal calibration parameters,
might have already been optimised from a previous calibration of the cameras. Thus, these
parameters should be declared as constant during the minimisation process.
As was previously stated, every observed image point xij can be represented by a set of
two collinearity equations. Let’s define a 1-dimensional observation vector l, containing
all image points observed across images m. These image points should be valid tie points
lying in the overlapping region of two or more image. Furthermore, if k represents the
number of unknown parameters to be optimised, let dx be a k × 1 correction vector of
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the unknowns. If the number of observations is larger than the number of unknowns
(over-determined non-linear system), an adjustment method is required for estimating the
unknown parameters. The Gauss-Markov linear model is a least-squares (LS) adjustment
method that could be used for this purpose. This solver is based on the assumption that
the observations and unknowns have a functional relation to each other.
Since the collinearity equations are non-linear functions, they should be linearised using
a Taylor series expansion of the function with respect to each of the unknown parameters.
This will result in a linear function of the original collinearity form 6.14, evaluated on some
estimated values of the unknowns. After linearisation, the resulting system of observation










where J is the design or Jacobean matrix, containing the partial first-order derivatives
of the observations with respect to the unknowns, evaluated on the approximated values
of the unknowns, and ν is the vector of residuals. Each component in ν is equal to the
difference between the observation l and the corresponding predicted value from the initial






































The matrix N is known as the normal matrix and W is a diagonal matrix containing the
weights of the observations l. If no weights exist, this weighted matrix is set to unity.
Due to the non-linearity of the problem, an iteration process is required. This iteration
process continues until a termination criterion is met. The most common conditions to be
met is when no more changes in the correction vector appear or when a predefined number























6. Towards a Multi Camera 3D Object Recognition System
(a) (b) (c)
Figure 6.4: ICP registration example between two point clouds. Performing ICP registration
between two point clouds capturing part of an interior staircase from different viewing angles;
From left to right: (a) source point cloud, (b) target point cloud, (c) registered cloud. (Best viewed
in colour)
The variance-covariance matrix of the unknowns Q is given by:
Q
{k×k}








which should result into a diagonal matrix where each elementQii represents the variance
of every unknown.
The Gauss-Markov model is a well known mathematically model extensively used in the
field of photogrammetry for solving bundle adjustment problems. However, applications
lying in the computer vision domain, such as Structure from Motion (SfM) or Simultaneous
Localisation and Mapping (SLAM) are expected to provide a real time 3D reconstruction
or mapping of the scene. Thus, more robust objective cost functions or minimisation
techniques are required that can provide a real time solution. Although several approaches
have been proposed (Ni et al. [99], Agarwal et al. [100], Maier et al. [101]), Levenberg-
Marquardt has proven to be the most successful, due to the existence of a damping factor
that forces the objective function towards a fast convergence even for initial solution that are
far away from convergence. Within this work, the classical Gauss-Markov mathematical
model is used, due to the simplicity of the data and small number of sensors.
6.4 Registration of Point Clouds
The process of aligning a set of two point clouds representing the same object from a
different view point is known as registration. The Iterative Closest Point (ICP) algorithm,
introduced by Besl and McKay [102] is one of the most known and used registration
method for performing these form of tasks. The basic principle of the ICP algorithm
works is that one point cloud acts as the reference cloud (also known as target), while the
other one, known as source, is transformed to best match the reference. This involves an
iteration process where the source cloud undergoes a rigid transformation (that implies
translation and rotation) for minimising the distance to the reference point cloud. Figure
6.4 shows a registration example between two point clouds capturing part of an interior
staircase from different viewing angles. The complete staircase cloud is given in Fig.
6.4(c). A step by step explanation of the ICP process is provided by Algo. 6.
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Algorithm 6 Iterative Closest Point (ICP) algorithm
Require: P (source) dataset; M (target) dataset; convergence threshold T
Ensure: Transformation (R′, t′), error ε
1: R′ ← I, t′ ← 0, ε←∞
2: while (ε > T ) do
3: Y ← {m ∈M | p ∈ P : m = ClosestPoint(p)}




|yk − (Rpk + t)|2
5: P← R ·P+ t
6: R′ ← R ·R′
7: t′ ← R · t′ + t
8: end while
9: return R′, t′
6.5 Sensors Pose estimation and Bundle Adjustment
Finding the rotation and translation parameters of the sensors with respect to a world
coordinate system requires a set of 2D↔3D point correspondences of a reference object
in the scene. This was achieved by placing a regular chessboard in the center of the scene
and setting its upper left corner as the origin of the reference system (see Fig. 6.5). Thus,
every sensor could be oriented with respect to that corner.
Using a regular chessboard as a reference object for initialising a world coordinate system
has the following advantages: portability and explicitness. For the latter, GCPs can be
explicitly defined without using any measuring devices (error free GCPs) but only the
dimensions and pattern size of the chessboard. This form of GCPs are known to be
degenerated due to the lack of depth information, which is important for most camera
pose estimators. For example, the Direct Linear Transformation (DLT) algorithm (Hartley
and Zisserman [94]) is a well-known algorithm for finding the camera pose parameters.
However, the main drawback of DLT is that it is not able to compute the pose parameters of
a sensor from coplanar1 reference object points. Thus, these cases require the use of more
sophisticated algorithms as proposed by Fischler and Bolles [103]. Among the family of
algorithms developed for this purpose, more attention is been given to a class of algorithms
known as the "Perspective–n–Point", originally introduced by Fischler and Bolles [103]
with many applications in Computer Vision and Robotics. This Perspective–n–Point
problem" has received a great deal of attention in both the Photogrammetry (McGlove et
al. [104]) and Computer Vision (Hartley and Zisserman [94]) communities. The aim of
the PnP problem is to determine the EO of a sensor, given the IO parameters of the sensor
and a set of n 2D↔3D correspondences between 3D points defined on a reference object
and their 2D mapping.
Solutions to the PnP problem can be categorised into linear and non-linear. Within this
1Coplanar points are three or more points that lie in the same plane.
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Figure 6.5: World coordinate system defined on a regular chessboard pattern. A large chessboard
is placed at the center of the scene, with its upper left corner defined as the origin of the world
coordinate system. (Best viewed in colour)
context, taking into consideration the planarity of the 3D coordinate system, two non-
linear approaches were considered: PnP with Levenberg-Marquardt optimisation and the
EPnP (Lepetit et al. [105]). The PnP-LM algorithm tries to find the EO parameters of
the sensor by minimising the reprojection error expressed by Eq. 6.15. Likewise, the
EPnP algorithm can provide a unique solution for both planar and non-planar cases iif the
number of 2D↔ 3D correspondences is ≥ 4. The main idea of EPnP is to express the n
number of 3D points as a weighted sum of four virtual control points.
The (X,Y) coordinates of the GCPs were generated by multiplying the current index
of the rows and columns with the corresponding horizontal and vertical pattern size.
Having the XY plane coinciding with the surface of the chessboard, the Z coordinates
were set to zero, converting the full GCPs into horizontal GCPs. Figure 6.6 shows the
optimised 2D projections of the corresponding GCPs after applying the EPnP algorithm
(PnP-LM produces similar visual results). At first, the image points of all internal corners
on the chessboard were found and refined by a subpixel gradient-based corner optimiser
implemented in OpenCV [106]. Setting the IO parameters of the Kinect sensors to be fixed
during the minimisation process, both the PnP-LM and EPnP algorithms were applied for
finding the best EO parameters for all sensors. The corresponding translation and rotation
values are provided in Tab. 6.1. Results showed that even though the difference between
the EO parameters deduced from both methods are approximately in the same range, the
main difference occurs in the RMS error. The PnP-LM algorithm is within the range of a
quarter of a pixel whereas the EPnP algorithm is in the range of half a pixel. Therefore,
one can perceive the sensitivity and importance of the initial chessboard 2D corner points
in the minimisation process for achieving a low RMS error.
In the next step of the evaluation pipeline, a bundle adjustment was carried out for
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(a) (b)
(c) (d)
Figure 6.6: Mapped chessboard points of the corresponding ground control points. (Best viewed
in colour)
optimising the EO of all four Kinect sensors, holding the IO parameters fixed and providing
as initial values for the EO parameters the EO results from the previous step (see 6.1). The
advantage of running a bundle process is that all observations and unknowns are linear
dependent from each other as expressed in the Jacobean matrix J (see Sect. 6.3). Thus,
the amount of correction in the correction vector dx̂ is subject to this dependency. The
minimisation condition 6.15 was set to 0.01 px and the maximum number of iterations to
20. The bundle converged after 8 and 14 iterations for the PnP-LM and EPnP algorithm
respectively, resulting a standard deviation of the unit weight of σPnP−LM0 = 0.211 px and
σEPnP0 = 0.342 px respectively. The small number of iterations, along with the very small
standard deviation of the unit weights indicate the robustness of both the PnP algorithms.
Another interpretation of the solution could be that the GCPs have a fixed location and
geometry in 3D space and thus the mapping or projection of these points in the images
could accurately be found using a corner detector.
6.6 Sequential Point Cloud Registration
Results from bundle adjustment were given as an input in the current step of the evaluation
workflow for refining the 3D geometry of the scene. This task was achieved by performing
a sequential registration of all point clouds of the same time stamp into a single cloud
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A 2.748 −0.135 2.175 119.232 1.368 −76.261 0.240
B 2.690 0.768 2.128 124.905 −1.972 −91.559 0.247
C −1.576 1.139 2.146 120.264 1.428 98.205 0.255
D −1.575 −0.122 2.165 119.634 −0.818 85.313 0.231
EP
nP
A 2.722 −0.161 2.345 121.639 1.828 −75.974 0.463
B 2.649 0.729 2.259 127.082 −0.881 −91.444 0.432
C −1.565 1.148 2.246 121.639 1.250 98.377 0.389
D −1.547 −0.077 2.238 120.951 0.199 85.428 0.372
Table 6.1: Exterior orientation parameters of all Kinect sensors. Exterior orientation parameters
and corresponding RMS error of all Kinect sensors defined within the chessboard coordinate
system.
representing the complete scene. Moreover, it should be stressed that optimising the
exterior orientation of the sensors is independent from the ICP process. Thus, bundle
adjustment was applied for optimising the EO parameters of all Kinect sensors, whereas
ICP was used to minimise the geometric error between pairs of point clouds. The relative
rigid transformation derived from the EO parameters of the sensors was used as an initial
guess matrix for the registration process. After refinement, the resulting matrix remained
fixed during the complete sequence, preserving the relative transformation of the initial
state of the scene.
Starting from sensor A (see Fig. 6.6), registration was performed following a counter-
clockwise orientation. Given a pair of sensors, for example A and B, let RB,A be the 3× 3
rotation matrix expressing the relative rotation between the sensors and TB,A the relative





TB,A = −RARTBTB +TA
(6.23)
Proof of the relations can be found in Appx. E.
The complete evaluation workflow, involving the orientation of the sensors (Sect. 6.5) and
the sequential registration process proposed in the current section is outlined in Algo. 7.
For the convergence of the ICP algorithm, two termination criteria were set: Maximum
number of iterations imposed by the user (30) and the difference between the previous
transformation and the current estimated transformation to be smaller than a predefined
value (10−3). Figure 6.7 shows the minimisation of the fitness score for every pair of
clouds in relation to its number of iterations. It is apparent from the figure that the initial
fitness scores for pairs (A,B) and (C,D) are much lower than the (CD,AB) pair. The
reason for this is because the overlapping region between the first two pairs is much larger
than the last pair, which is critical for performing a good registration. Furthermore, as
the number of iterations increases, the amount of correction is significantly reduced. For
pairs (A,B) and (C,D) the fitness scores are improved but with slower rates compare to the
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Algorithm 7 Proposed approach for sequentially aligning a set of four point clouds.
Require: A set of GCPs denoted as XGCP and their corresponding set of 2D projected
points {xA, . . . ,xD} acquired from four Kinect sensors (A, . . . ,D).
1: Compute the EO parameters for every Kinect sensor with respect to the chessboard
world coordinate system using the PnP-LM or EPnP algorithms. Spatial resection is
performed given a set of 2D↔3D correspondences, in this case defined by:
{{xA ↔ XGCP}, . . . , {xD ↔ XGCP}}
The output from the aforementioned pose algorithms is a set of rotation matrices and








2: Carry out a bundle adjustment using the EO values from Step 1 as initial values for
the unknowns (IO parameters are considered fixed).




B TA,B = −RARTBTB +TA
RC,D = RCR
T
D TC,D = −RCRTDTD +TC
RCD,AB = RCDR
T
AB TCD,AB = −RCDRTABTAB +TCD
4: Use the relative transformations from step 3 as initial guess matrices for performing
the registration task through the ICP algorithm.
return Optimised relative transformation matrix for every pair of point clouds.
(CD,AB) pair, which rapidly converges after a few iterations. This is due to the minimum
overlapping area between these clouds caused by the diametrically opposed configuration
of the corresponding sensors. Furthermore, results showed that the ICP algorithm is able
to register two clouds with significant overlapping without getting effected by the error of
depth measurement.
Figure 6.12 illustrates the best case of the problem, where the noisy part for the registration
is restricted towards the end of the scene. A severe case of the problem is depicted in Fig.
6.13. On can observe that the error introduced by the increasing distance to the sensor
does not share similar geometries between the two point clouds, causing the registration
algorithm to fail. Therefore, this leads to the conclusion that for diametrically opposed
point clouds the registration should not be based on similar global structures in the scene
but rather on local structures such as normals and curvature.
To this end, the normal-based ICP approach of Holz et al. [107] was used for registering
a a pair of point clouds by comparing their normals. Results showed that even though the
registration process didn’t converge, there were small but stable movements compare to the
normal ICP algorithm, which means that surface normals are more stable for comparing
local appearances with respect to global scene structures. Nevertheless, due to the sensor
dependent random depth measurement error, the surface normals of the ground plane may
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Figure 6.7: Fitness scores for all pairs of point clouds. It is clear that the initial fitness scores for
pairs (A,B) and (C,D) are much lower than the (CD,AB) pair. The reason for this is because the
overlapping region between the first two pairs is much larger than the last pair, which is critical for
performing a good registration. Furthermore, as the number of iterations increases, the amount
of correction is significantly reduced. For pairs (A,B) and (C,D) the fitness scores are improved
but with slower rates compare to the (CD,AB) pair, which rapidly converges after a few iterations
(≈ 3). (Best viewed in colour)
vary from sensor to sensor, which also affects the registration process.
6.7 Conclusions
In this chapter, a three-step evaluation workflow was presented for assessing the reliability
of registering point clouds generated from multiple Kinect sensors. In the first part of the
workflow, all point clouds were transformed to a world coordinate system defined by a
regular chessboard object. The EO orientation of the sensors was found using the PnP-LM
and EPnP algorithms. Both approaches provided very accurate EO parameters in the range
of half and a quarter of a pixel respectively.
In the second step, the results from the PnP algorithms were used as initial values to a
bundle adjustment system for optimising the EO of the sensors. Convergence in this step
was achieved after a very few iterations, proving the robustness of the pose estimators.
Thus, it should be stressed that if a chessboard patter is used as a world coordinate reference
system, the bundle adjustment step could be omitted iif the sensors are oriented using one
of the tested PnP algorithms. The reason for this is because the amount of correction in the
EO parameters is in the range of millimetres and therefore does not provide a significant
improvement of the overall accuracy of the system.
In the last step of the proposed workflow, all point clouds of the same time stamp were
sequentially registered in a counter-clockwise manner using the ICP algorithm. The
relative orientation for a pair of point clouds was replaced by the relative orientation
between the corresponding sensors. Results showed that for point clouds looking in the
same direction in the scene and have a large amount of overlapping, the registration is




Figure 6.8: Registration of a pair of point clouds capturing a person sitting on a chair. Before
registration (a) and after registration (b). (Best viewed in colour)
would fail. Therefore, this form of configuration should provide additional hints to the
ICP algorithm, in the form of comparing similar local features between the two scenes.
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A B C D
A - B C - D
A - B - C - D
Figure 6.9: Sequential registration of point clouds. The registration procedure follows the pipeline




Figure 6.10: Registration of a pair of point clouds capturing people standing and sitting. Before
registration (a) and after registration (b). (Best viewed in colour)
(a) (b)
(c) (d)
Figure 6.11: Registration of a pair of point clouds capturing people fighting. Left column: Before
registration; Right column: After registration. (Best viewed in colour)
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Figure 6.12: Registration problem (Best case).(Best viewed in colour)
(a)
(b)
Figure 6.13: Registration problem (Difficult case). Difficult case of registration (perspective view
(a) and top view (b)). (Best viewed in colour)
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Chapter 7
Conclusions and Future Work
7.1 Conclusions
The human brain performs object recognition effortlessly and instantaneously based on
visually collected data. It is a result of a life learning process, where visual information
is constantly updated in the inferior temporal cortex of the brain. This enables the rapid
recognition of objects despite their substantial appearance variations. Hence, the task of
object recognition is not just the identification of an object at a particular moment in time
but also tracing the way it evolves in time. The human eyes work stereoscopically, which
means that the data processed by the visual human system is a real time reconstruction of
the scene. Therefore, the purpose of the current dissertation was to develop algorithms
that can recognise objects in three-dimensional space and capture their temporal shape
variations by processing data similar to the ones obtained by the human visual system.
Such data were acquired by a Kinect sensor, a structure light technology that provides real
time RGB and depth information of the scene.
The results of my work can be concluded as follows: For the first part, the accuracy of
the segmentation depends strongly on the accuracy of the detection box. After evaluating
the performance of both detectors, the precision and recall for Dalal and Triggs algorithm
was higher than Dubout’s algorithm. However, Dubout’s approach had a higher IOU
accuracy compare to Dalal and Triggs, which means that DPM approaches provide a better
localisation and approximate size determination of a person in a scene. Furthermore, in the
segmentation part results showed that using different edge potentials does not significantly
affect the segmentation accuracy. This means that the unary potentials have a larger
influence for the graph cut algorithm compare to the edge potentials. Comparing the
segmentation approach to the CRF-CNN approach (Zheng et al. [92]) showed improved
results mostly for extreme poses. It is believed that using a larger amount of training data
with a larger variety of poses could improve the weights of the classifier and thus achieve
better segmentation results.
Articulated objects experience time-dependent shape variations, which are also recognised
by the human visual perception system. In the second part of the dissertation, a system was
proposed for capturing and tracking these variations in three-dimensional space by using
the information deduced by the minimum volume enclosing ellipsoid (MVEE) algorithm
introduced by Moshtagh [13]. Results have shown that the reliability of the ellipsoid
information depends mainly on the quality of the extracted foreground mask of the person.
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In the last part, an workflow was established for evaluating the accuracy of merging
point cloud data from multiple Kinect sensors. In the first part the results showed that
the PnP-LM and EPnP approaches are well suited for initially orienting all sensors with
respect to a global coordinate system. This was proven in the second part of the workflow,
where a bundle adjustment was performed for optimising the exterior orientation of the
sensors using as initial values the results provided in the previous step. Convergence was
reached after a few iterations, proving the robustness of the PnP approaches. However, the
accuracy of the orientation of the sensors is independent from the quality of the generated
point clouds and thus, a geometric correction was performed using the Iterative Closest
Point (ICP) algorithm. For sensors that capture approximately the same area in the scene,
registration would converge after few iterations whereas for diametrical opposed views
the registration process would make very small corrections due to the limited overlapping
information. Applying the surface-normal ICP approach didn’t improve the registration
result, which means that the orientation of the surface normals is strongly affected by the
quality of the point cloud. I believe that the results presented in Chap. 6 could be useful
for future object recognition approaches, where accurate combination of 3D dataset will
be required.
7.2 Future Work
The work presented in the current dissertation could be extended as follows:
In Chap. 4, a Conditional Random Field pairwise energy function was presented, for
the task of segmenting human instances in RGBD space. One direction of future work
could be to replace graph cuts (Boykov and Kolmogorov [68]) with dynamic graph cuts
(Kohli et al. [108]) for reducing the computation time of the cut. Although graph cuts are
well known for their low polynomial time complexity, dynamic graph cuts require time
which is proportional to the total amount of change in the edge weights between two graph
instances. Considering only sub-modular energy functions, MAP inference can be found
in less time, significantly improving the performance of the complete recognition task.
Another direction of future work could be to extend the proposed energy function 4.3 by
incorporating a higher order potential termψc(xc), which adds an additional constraint that
all pixels constituting a segment should be part of the same object. Spatial consistency for
pixels corresponding to an object can be encouraged by giving a high score to pixels taking
a different label than the correct one. Absence of partial inconsistency will lead to a hard
penalisation assuming that all or none of the pixels should take the correct label. To prevent
this, one could use the Robust P n Potts model (see Kohli et al. [109]), which gives a cost
that is modelled by a linear truncated function and depends on the number of inconsistent
pixels. Partial inconsistency also depends on the number of pixels disagreeing with the
dominant label. This requires an a-priori knowledge of the object’s shape. Ladický et al.
[14] employed a local colour model using the pixel information within the detection box to
distinguish between foreground-background pixels. While colour is not a discriminative
feature, foreground/background pixels sharing similar colours could lead to undependable
results. This could significantly be improved by utilising the depth information from the
Kinect sensor and clustering voxels with similar depth. A simple 3D connected-component
could be used for this purpose.
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Higher order potentials can efficiently be solved using move making algorithms such as
the α-expansion and αβ swapping. While these methods have shown impressive results
for multi-label image classification tasks (see Kohli et al. [109], [61]), their computation
performance depends highly on the size of the label set. For a binary label set, a higher
order submodular energy function could efficiently be solved using swapping or expansion
move algorithm in lower computation time.
Apart from the segmentation task, the quality of the detection box could be improved
by learning human representations jointly from RGB and depth information such as the
Combo-HOD (Spinello et al. [110]) or the depth-based sub-clustering approach for
detecting people in groups introduced by Munaro et al. [111].
A third line of research which arises from Chap. 5 is to develop an approach that can
"learn" the relation between the parameters of the ellipsoid i.e. the variations in the angles
or the size of the ellipsoid indication of a predefined motion. Furthermore, the quality
of the ellipsoid is highly depended on the accuracy of the foreground. Thus, although
the proposed pipeline in Algo. 2 removes all noisy blobs resulted from Kammerl’s [12]
foreground estimation approach, one could seek improving the existing method in terms
of computational performance.
Finally, the most direct extension of the proposed work in Chap. 6 should focus on
developing approaches that can solve the error introduced by the Kinect sensor as a function
of the distance between the sensor itself and the object/-s placed in the center of scene.
This could be improved or eliminated by learning a depth multiplier image (Teichman et al.
[112]). Furthermore, the registration accuracy between the point clouds could be further
evaluated by combining different geometrical information such as comparison between
similar normals, or feature points.
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Submodular energy functions have been extensively used in the computer vision field,
especially for image segmentation tasks (Kohli et al. [61], [109], [108]) as they can be
minimised in polynomial time (Kolmogorov and Zabih [67]). The definition presented
here follows the notation introduced in Chap. 3, Sects. 3.2 and 3.3 respectively.
If every random variable (Xi)i∈V is assigned a value xi from its configuration space
Xi (xi ∈ Xi), a pairwise MRF energy function is said to be submodular, if its pairwise
term ϕ(xi, xj),∀ (i, j) ∈ E satisfies:
∀x1i , x2i ∈ Xi, s.t. x1i ≤ x2i
∀x1j , x2j ∈ Xj, s.t. x1j ≤ x2j
(A.1)









j) ≤ ϕij(x1i , x2j) + ϕij(x2i , x1j) (A.2)
In case of binary energy functions, where Xi ∈ {0, 1},∀i ∈ V , condition A.2 is given by:
ϕij(0, 0) + ϕij(1, 1) ≤ ϕij(0, 1) + ϕij(1, 0) (A.3)
Potential functions with one binary variable are always submodular.
73




The proposed algorithms in the dissertation were tested and evaluated in a simulated indoor
environment (see Fig. B.1) that emulates the internal part of a train wagon. In order to
record the complete FOV of the scene, four Kinect sensors were mounted on an aluminium
construction as depicted in the images below. Every Kinect sensor was assigned a unique
ID, which was used throughout the dissertation. Depending on the lighting conditions
and texturing of the scene, point clouds of varying qualities were generated. Within this
context, the word quality refers to the density of the point cloud, which depends highly on
the texturing, lighting and structure of the scene.
(a) (b)
Figure B.1: Multi sensor environment setup. Sensors setup emulating the internal part of a train
wagon. Every Kinect sensor was assigned a unique ID for consistency. From left to right: The
environment shown in Fig. B.1(a) was dynamically reconfigured, allowing different texturing and
lighting conditions in the scene (Fig. B.1(b)). This was important for testing and evaluating the
proposed algorithms on point clouds generated from different conditions in the scene.
The aluminium construction covers an area of≈ 4.5 m× 2.2 m× 2.3 m depth, width and
height respectively. Different scenarios were recorded in parallel from all sensors with an
acquisition rate of ≈ 19 FPS. One of the main drawbacks of using multiple speckle-based
structured light sensors, is the drastic reduction in the quality of the depth images due to
the interference of the near-infrared light of different sensors. To eliminate this effect,
all sensors where oriented towards the lower part of the scene, restricting the amount of
interference on the ground area of the FOV. Synchronisation was performed in a multi-
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threaded fashion (using the Boost library [89]), overcoming the problem caused by the




There is a variety of calibration tools that have been developed within several open source
projects, such as ROS [113], MPRT [114] and OpenCV [106]. While working on 3D
applications, the quality of the generated point cloud depends highly on the quality of the
calibration parameters (also known as intrinsic or interior parameters (see Sect. 6.2.1)).
Within the dissertation, a pinhole camera model is employed. The image distortion is
assumed to be expressed by the Brown model [97], which contains a set of 10 parameters
1. The manufacturer of Kinect provides a set of default calibration values that are well
suited for large scale applications but not accurate enough for modelling local 3D geometry.
One main advantage of the Kinect sensor is that it uses low distortion lenses, producing
faintly apparent displacement errors around the corners of the image. This is also depicted
by the radial distortion curves in Fig. C.2. Inadequate calibration generates a systematic
error in the 3D coordinates of individual points. Also, misalignment between the IR and
RGB coordinate systems may lead to a inaccurate assignment of the RGB values to the 3D
points. As a consequence, these sources of errors may or may not be taken into account,
depending on the application and its requirements.
In recent years, several studies have presented a list of factors influencing the geometric
accuracy and quality of the depth data. To the best of my knowledge, Khoshelham [115]
was the first to perform a theoretical error analysis on the depth data and the impact of
the error in indoor mapping applications (Khoshelham et al. [116]). His results showed
that the error of depth measurement increases quadratically with the increasing distance
to the sensor, ranging from a few millimetres up to≈ 4 cm at the maximum distance of the
sensor (≈ 5 m). Although this is a sensor-dependent random error it was not considered in
this work, due to the fact that achieving maximum accuracy of the generated point cloud
is not a prerequisite for performing object recognition tasks.
To determine the interior parameters of the IR and RGB cameras, a standard calibration
approach was employed. A chessboard pattern of 5 cm grid size and dimensions of 5×7
rows and columns respectively was used as a reference pattern for both camera systems.
The inner corners of the grid served as GCPs and the corresponding image points were
computed using a sub-pixel accuracy corner detector implemented in the OpenCV [106]
library. Since the IR and RGB cameras are not able to acquire data simultaneously due to
hardware restrictions, acquisition was performed by enabling/disabling the camera shatters
every 500 ms. Due to the observation of the emitted speckles by the IR camera, the quality




Figure C.1: Example of a chessboard pattern acquired during the calibration process from both
the IR and RGB cameras of a Kinect sensor. Fig. C.1(a) shows the chessboard points detected
from the IR camera and Fig. C.1(b) from the RGB camera respectively (The RGB image is shown
in grey scale because the chessboard corner detector in OpenCV [106] only works on grey scale
images. (Best viewed in colour)
of the chessboard corners was highly noisy. Thus, to avoid any disturbances caused by
the encoded speckles in the IR camera, the infrared emitter was covered with opaque
tape. The light from the emitter was replaced by an external halogen lamp (also known
as tungsten halogen) for improving the visibility of the chessboard corners and helping to
acquire approximately the same chessboard images from the IR and RGB cameras. This
step was essential for finding the relative transformation between the camera poses. The
parameters for every sensor are provided in Tab. C.4.
A total of 100 chessboard images in different poses were recorded from each sensor for
performing the calibration task. Every pool was split in 10 different random sets of 24
images using a random selection algorithm. Each set was calibrated separately using the
calibration algorithm proposed by Zhang2 [118]. Tables C.2 and C.3 provide the interior
parameters values for every Kinect sensor.
The RMS error for the IR and RGB cameras is given in Tab. C.1. It is well known from
literature (Khoshelham [115], Zhang et al. [119], Herrera et al. [120]) that the IR camera
uses lower distortion lenses compare to the RGB camera, leading to a smaller RMS error
as it is evident from the results in Tab. C.1.
Approach Sensor ID
A B C D
Infrared 0.171 0.217 0.208 0.216
RGB 0.228 0.241 0.216 0.336
Table C.1: Average reprojection error (in pixels)
2An alternative approach could be the one of Herrera et. al [117]. The method is not based on depth
discontinuities but uses a set of planar images recorded from various poses
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Figure C.2: Radial distortion curves for the IR and RGB cameras of the Kinect sensors. The IR
curves follow of a barrel-like distortion curve, while the RGB radial distortion curves follow also
a more moustache type representation. (Best viewed in colour)




d A 569.833 569.117 335.038 259.227
B 569.220 569.198 323.839 260.600
C 586.786 585.971 327.520 240.808
D 591.379 591.084 330.742 241.404
RG
B
A 511.908 510.640 330.890 259.780
B 497.488 497.568 326.354 267.325
C 516.212 516.059 324.874 246.470
D 521.307 520.709 323.213 242.130
Table C.2: IR and RGB intrinsic camera parameters (in pixel unit)




d A −0.1648 0.7673 0.0069 0.0064 −1.3135
B −0.1480 0.6950 0.0079 0.0017 −1.2501
C −0.0992 0.2648 0.0022 −0.0036 −0.2833
D −0.1933 1.1570 0.0002 0.0039 −2.4079
RG
B
A 0.0288 −0.1249 0.0070 0.0056 −0.0506
B 0.0093 −0.1718 0.0124 0.0048 0.1517
C 0.0803 −0.4595 0.0072 −0.0008 0.5304
D 0.0187 0.0259 −0.0009 0.0030 −0.2990
Table C.3: IR and RGB lens distortion parameters.
Moreover, the mean square error for all sensors was 1/4 of a pixel, which is acceptable if
one would consider the low distortion of the lenses. Figure C.2 shows the radial symmetric















A −2.160 0.010 0.780 0.937 0.280 −0.386
B −2.680 0.410 −0.630 0.842 0.049 0.100
C −1.840 −0.730 −0.090 0.536 −2.676 −0.282
D −2.010 0.110 −0.190 −0.118 0.483 0.294
Table C.4: Translation and rotation parameters between the IR and RGB cameras coordinate
systems. These parameters define the relative rigid transformation between the two camera poses.
IR cameras, it is clear that all sensors have the form of a barrel distortion curve, achieving
a maximum displacement error of 0.14 pixels in the extreme regions of the image. For the
RGB cameras, the radial distortion error is considered negligible, even though the form




XML Structure of the Ellipsoid
According to Sect. 5.2.5, an ellipsoid can be mathematically represented by its variance-
covariance matrix. After applying principal component analysis (PCA) on the matrix, the
extracted information is stored in an XML file for performing post-processing tasks. The
structure and description of the elements of the XML file are given in Fig. D.1 and Tab.
D.1 respectively. If no ellipsoid is found in the current scene, the corresponding XML
elements are set to zero.
The XML file was given as an input to a tracking software for visualising the variations of
the ellipsoid in time. The results from the software was provided to psychologists in the
anthropology and disaster management field for classifying the behaviour of the people
according to their shape deformations.
Element Name Description
SemiMajorAxis The length of the semi-major axis a, b and c of the ellipsoid
Center Position of the center of the ellipsoid
UpperPoint Upper vertex position
LowerPoint Lower vertex position
FrontPoint Front vertex position
Volume Volume of the ellipsoid expressed in m3
Rotations
Angles defined between every semi-major axis and their
corresponding predefined reference axis of the fictitious
coordinate system.
HumanInfo Approximated values for the height, width and depth of a person
Table D.1: A description of the XML elements containing the ellipsoid information.
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Figure D.1: XML structure containing the ellipsoid data. The XML tree starts at a parent node
(also known as root element) corresponding to the person’s ID and branches into several child
elements representing the attributes of the ellipsoid. The numerical values of the ellipsoid were




The Iterative Closest Point (ICP) algorithm is one the most known approaches for the
geometric alignment of a pair of point clouds. However, this alignment procedure requires
an initial estimate of the relative pose between the point clouds, expressed by a rigid
transformation (rotation + translation) matrix. The purpose of this chapter is to derive the
mathematical relation that expresses the relative orientation between the source (s) and
target t dataset, utilising the information from the sensor poses.
Specifically, let [Rrel | Trel] correspond to the relative transformation matrix representing
the relative rotation Rrel and relative translation Trel of the source to the target point
cloud. Given the exterior orientation of the Kinect sensors, computed by the Perspective-
n-Point algorithms (see Sect. 6.5), one can approximate [Rrel | Trel], by finding the
relative transformation matrix between the exterior orientations of the sensors. Even
though the accuracy of the sensors poses differs from the accuracy of the point clouds,
the relative transformation between the two sensor systems could be considered as a good
approximation for the true initial guess.
Setting the upper left corner of a chessboard as the origin of a world coordinate system
(see Fig. 6.5), let [Rs | Ts] and [Rt | Tt] represent the relative transformation matrices of
the left Kinect sensor (t cloud) and the right sensor (s cloud) with respect to that system.
Every spatial point XW corresponding to a horizontal GCP on the chessboard surface can
be transformed to both coordinate systems from the following relations:
Xt = RtXW +Tt (E.1a)
Xs = RsXW +Ts (E.1b)
Solving E.1b for XW, it becomes:
XW = R
T
s Xs −RTs Ts (E.2)
Inserting E.2 in E.1a:
Xt = Rt(R
T
s Xs −RTs Ts) +Tt
= RtR
T
s Xs −RtRTs Ts +Tt
(E.3)
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Trel = −RtRTs Ts +Tt (E.4b)
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