Weighted voting is the commonly used strategy for combining predictions in pairwise classification. Even though it shows good classification performance in practice, it is often criticized for lacking a sound theoretical justification. In this paper, we study the problem of combining predictions within a formal framework of label ranking and, under some model assumptions, derive a generalized voting strategy in which predictions are properly adapted according to the strengths of the corresponding base classifiers. We call this strategy adaptive voting and show that it is optimal in the sense of yielding a MAP prediction of the class label of a test instance. Moreover, we offer a theoretical justification for weighted voting by showing that it yields a good approximation of the optimal adaptive voting prediction. This result is further corroborated by empirical evidence from experiments with real and synthetic data sets showing that, even though adaptive voting is sometimes able to achieve consistent improvements, weighted voting is in general quite competitive, all the more in cases where the aforementioned model assumptions underlying adaptive voting are not met. In this sense, weighted voting appears to be a more robust aggregation strategy.
Introduction
Learning by pairwise comparison (aka all-pairs, one-against-one, round robin learning, and pairwise classification) is a well-known decomposition technique which allows one to transform a multi-class classification problem, i.e., a problem involving m > 2 classes, into a number of binary classification problems [1] . To this end, a separate model is trained for each pair of class labels. Typically, the technique produces more accurate models than the alternative one-against-rest decomposition, which learns one model for each class using the examples of this class as positive examples and all others as negative examples. Also, despite the need to train a quadratic instead of a linear number of models, pairwise classification is computationally not more complex than one-against-rest. The reason is that the binary classification problems not only contain fewer training examples (because all examples that do not belong to either of the two classes are ignored), but the decision boundaries for each of the problems may also be considerably simpler than for the problems generated by the one-against-rest technique [2, 1, 3] . Both techniques are special cases of a more general approach that uses error correcting output codes to decompose a multi-class problem into several binary classification problems [4] .
A critical step in pairwise learning is the aggregation of the predictions from the ensemble of binary models into a final classification. A large number of strategies have been proposed for this purpose, see for example [5] [6] [7] [8] [9] . Since the aggregation problem also occurs in all other decomposition methods and in ensemble methods, these research areas as well provide a large number of aggregation strategies (sometimes called classifier combination schemes); see for example [10] and references therein. However, since the semantics of these problems are different, we note that the aggregation strategies from different fields are not always interchangeable. In this paper, we solely focus on aggregating predictions from binary models learned by pairwise comparison. Judging from the relevant research literature, it is clear that the most commonly used aggregation strategy in practice is the simple weighted voting. In this strategy, the prediction of each binary model is counted as a weighted "vote" for a class label, and the class with the highest sum of votes is predicted. Even though weighted voting performs very well in practice, it is often criticized as being ad-hoc to some extent and for lacking a sound theoretical basis [11, 12] .
In this regard, the current paper makes the following three contributions. First, we propose a formal framework in which the aforementioned aggregation problem for pairwise learning can be studied in a convenient way. This framework is based on the setting of label ranking which has recently received attention in the machine learning literature [13] [14] [15] 11] . Second, within this framework, we develop a new aggregation strategy called adaptive voting. This strategy allows one to take the strength of individual classifiers into consideration and, under certain assumptions, is provably optimal in the sense that it yields a MAP prediction of the class label (i.e., it predicts the label with maximum posterior probability).
1 Third, we show that weighted voting can be seen as an approximation of adaptive voting and, hence, approximates the MAP prediction. This theoretical justification is complemented by arguments suggesting that weighted voting is quite robust toward incorrect predictions of the binary models. Finally, all these results are confirmed by strong empirical evidence showing that adaptive voting is indeed able to outperform weighted voting in a consistent way, albeit by a very small margin. The experimental results also show that the superiority of adaptive voting only holds as long as its underlying model assumptions are (approximately) met by the ensemble of binary models. If these assumptions are strongly violated, weighted voting is at least competitive and, in this sense, appears to be more robust than adaptive voting.
The remainder of the paper is organized as follows. In Section 2, we review learning by pairwise comparison. In Section 3, we present the setting of label ranking and we argue for analyzing learning by pairwise comparison in this setting. We introduce the adaptive voting strategy and its underlying formal model in Section 4. In Section 5, we provide experiments with synthetic data. In Section 6, we focus on weighted voting and show that it can be seen as an approximation of adaptive voting. Experimental results on benchmark data sets are presented in Section 7. The paper ends with concluding remarks and future work in Section 8.
Learning by Pairwise Comparison
Learning by pairwise comparison is a popular decomposition technique that transforms an m-class classification problem, m > 2, into a number of binary problems [1] . To this end, a separate model or base classifier M ij is trained for each pair of labels (λ i , λ j ) ∈ L × L, 1 ≤ i < j ≤ m; thus a number of m(m − 1)/2 models is needed in total (see Fig. 1 ). The base classifier M ij is intended to discriminate instances with class label λ i from those having class label λ j .
The binary base classifier M ij is trained using examples of classes λ i and λ j only. More specifically, an example (x, λ x ), i.e., an instance x belonging to class label λ x = λ i , is considered as a positive example (x, 1). Similarly, the instance is used to create a negative example (x, 0) to train M ij when λ x = λ j . A base classifier can be implemented by any learning algorithm. Given the outputs of the base classifiers, a decision has to be made for the final classification of the instance. As mentioned in the introduction, we focus on the weighted voting (WV) aggregation strategy in order to make this decision. It is an intuitive and very simple strategy which has shown to be very accurate in practice.
Without loss of generality, we assume binary classifiers that map instances to the unit interval [0, 1] . In other words, we work with soft classifiers producing scores as output, in contrast to discrete classifiers that map to {0, 1} and thereby produce crisp classifications. The output of a scoring classifier is usually interpreted as a probability or, more generally, as a degree of confidence in the classification. Hence, the WV strategy considers the output s ij = M ij (x) as a weighted "vote" for class label λ i . Correspondingly, assuming the learners to be additively reciprocal (which is natural in learning by pairwise comparison), we have that
and this score is then considered as a weighted vote for class label λ j . Finally, each class label λ i is scored in terms of the sum of its votes
and the class label with the maximal sum of votes is predicted. Possible ties are often broken at random or are decided in favor of the majority class.
The Setting of Label Ranking
The optimal voting strategy that we will present is formally analyzed using the label ranking setting. In the next three subsections, respectively, we explain this setting, we show how to use weighted voting to predict a label ranking on the basis of pairwise classifications, and we discuss several benefits of the label ranking setting over the conventional classification setting.
Generalizing the Classification Setting
The setting of label ranking can be seen as an extension of the conventional setting of classification [13] [14] [15] 11] . Roughly speaking, the former is obtained from the latter through replacing single class labels by complete label rankings. So, instead of associating every instance x from an instance space X with one among a finite set of class labels L = {λ 1 , . . . , λ m }, we now associate x with a total order of the class labels. This means that we have a complete, transitive, and asymmetric relation x on L where λ i x λ j indicates that λ i precedes λ j in the ranking associated with x.
It follows that a ranking can be considered (metaphorically) as a special type of preference relation, and therefore we shall also say that λ i x λ j indicates that λ i is preferred to λ j given the instance x. To illustrate, suppose that instances are students (characterized by attributes such as sex, age, and major subjects in secondary school) and is a preference relation on a fixed set of study fields such as Math, CS, Physics. The goal in label ranking is to learn a "label ranker" in the form of a mapping from the instance space X to the space of all possible rankings.
Formally, a ranking x can be identified with a permutation τ x of the set {1, . . . , m}. The class of all permutations of this set is denoted by S m . For ease of presentation, it is convenient to define τ x such that τ x (i) = τ x (λ i ) is the position of class label λ i in the ranking. This permutation encodes the following ground truth ranking:
where τ −1
x (j) is the index of the class label at position j in the ranking. Clearly, seen the other way around, we have that τ x (i) < τ x (j) if and only if λ i x λ j . By abuse of terminology, though justified in light of the above one-toone correspondence, we refer to elements τ ∈ S m as both permutations and rankings.
In analogy with the conventional classification setting, we do not assume the existence of a deterministic mapping from instances to permutations. Instead, every instance is associated with a probability distribution over S m . This means that there exists a probability distribution P(· | x) for each x ∈ X such that, for every τ ∈ S m ,
is the probability that τ x = τ (i.e., for each permutation there is a probability that it is the correct permutation for the instance under consideration). As an illustration, going back to our example, the following probability distribution may be given for a particular student: These probability distributions can be used to reduce a ranking to a single class label prediction. To see this, we note that in the setting of conventional classification, training data consists of tuples (x k , λ x k ) which are assumed to be produced according to a probability distribution over X × L. This implies that we can associate with each instance x a vector of conditional probabilities
where P(λ i | x) denotes the probability of observing the class label λ x = λ i given x. Now, in label ranking, the class label λ x can be naturally associated with the top-label in the ranking τ x , i.e., λ x = τ −1
x (1). The probability vector (4) is then the image of the measure in (3) under the mapping τ → τ −1 (1). In other words, P(λ i | x) corresponds to the probability that λ i occurs as a top-label in a ranking τ , and it is computed by summing the probabilities of all possible rankings in which the label is at the first (top) position. In our example, this yields the following probabilities:
To show that the label ranking setting is a proper generalization of the conventional setting of classification, it is also necessary to have a mapping in the reverse direction, i.e., a mapping from probability vectors (4) to measures (3) . Such a mapping can be defined in different ways. Since the order of the non-top labels L \ {λ x } is irrelevant in the classification setting, it appears reasonable to distribute the probability mass P(λ i | x) equally on {τ ∈ S m | τ −1 (1) = λ i }. The result is an inverse mapping expressing "indifference" with respect to the order of non-top labels. In our example, this would give the following probability distribution over the rankings: 
Predicting a Label Ranking
Pairwise learning for classification can be extended to the setting of label ranking as follows [17] . It is natural to interpret the output of base classifier M ij as a decision whether λ i x λ j or λ j x λ i . Since we are assuming the most general case of scoring classifiers, we again have to "soften" the preference decision. This means that the closer the output of M ij to 1, the stronger the preference λ i x λ j is supported. More formally, we express a soft decision by a valued preference relation R x for a test instance x:
Given a valued preference relation R x for an instance x, the question is how to derive a label ranking from it. This question is non-trivial since such a relation does not always suggest a unique ranking in an unequivocal way [18, 19] . Nonetheless, we remark that the weighted voting strategy can be extended to the prediction of a label ranking in a consistent and straightforward way. To this end, class labels are simply ordered according to their total scores, which are again interpreted as individual degrees of support. Thus, each class label λ i is evaluated by means of the sum of its weighted votes
and a ranking is obtained by ordering according to these evaluations:
Like for weighted voting in the classification setting, possible ties can be broken at random or decided in favour of the majority class. At first sight, this prediction rule may appear rather ad-hoc. However, in [11] it has been shown that, under mild technical assumptions, (7) is a risk minimizer with respect to the sum of squared rank differences as a loss function on rankings. In other words, (7) maximizes the expected Spearman rank correlation between the predicted ranking and the true ranking.
Benefits of the Label Ranking Setting
We believe that analyzing the learning by pairwise comparison framework in the label ranking setting is useful for several reasons. Each "vote" of a classifier has a clear and consistent semantics in this setting, namely the degree that λ i should be ranked higher or lower than λ j in τ x . More specifically, from a probabilistic perspective, we have the following intuitive interpretation:
This offers an interesting alternative to the conventional classification setting in which an output s ij is usually interpreted as the conditional probability of λ i given that the class is either λ i or λ j [20] :
Without going into much detail, we mention three reasons why this interpretation is not uncritical, neither semantically nor technically:
• For a new test instance x, which is submitted to all base classifiers, the interpretation (8) is actually only valid for those M ij for which λ x ∈ {λ i , λ j } since the probability is conditioned on that event [21] . In other words, a learner M ij with λ x ∈ {λ i , λ j } is not "competent" for x and, therefore, its prediction is meaningless. In label ranking, this problem does not exist since class label predictions are replaced by preferences and, by definition, each base classifier is "competent" for all instances (since for each instance there exists a total order of the class labels).
• Most machine learning techniques, even those that perform well for classification, do actually yield poor probability estimates [22, 23] . This again calls the interpretation (8) into question. Current research on classifier calibration, i.e., transforming classifier outputs into accurate estimations of true conditional probabilities, is still scarce and often classifier-dependent or related to characteristics of the data sets; see for example [24] and references therein.
• Finally, the problem of deriving the probabilities (4) from the pairwise probabilities (8) is non-trivial. It involves m−1 variables and m(m−1)/2 equality constraints, and thus the system is over-constrained and can only be solved approximately. Different solution methods have different motivations and assumptions, and therefore it is difficult to know which method is most suitable for the data set under consideration [8] .
By approaching the aggregation task within the setting of label ranking, we avoid the first problem. Adaptive voting, to be introduced in the next section, addresses also the second issue: Instead of requiring a classifier to output probabilities directly, we derive probabilities indirectly by fitting a model to the classifier outputs. Finally, the third problem also does not occur in the label ranking setting since the probability distribution over all rankings (3) can be used to derive the posterior probabilities for all the class labels.
Adaptive Voting
We introduce adaptive voting (AV) as a novel aggregation strategy for pairwise learning. In Section 4.1, we present its formal framework and in Section 4.2, we show that AV is optimal in the sense that it yields a MAP prediction under certain model assumptions. Finally, in Section 4.3, we discuss the validity of these model assumptions.
Formal Framework
Suppose that, for a particular test instance x, the predictions of all base classifiers are given by
Adopting a probabilistic perspective, we assume that the output s ij is a random variable. Its distribution depends on whether λ i x λ j or λ j x λ i ; we shall denote the former event by E ij and the latter by E ji . For the classifier M ij to be accurate, it is natural that values of s ij close to 1 are more probable than values close to 0 when E ij occurs, and vice versa when E ji occurs.
More concretely, we need a model for the probabilities P(s ij | τ ) of observing scores s ij given a ranking τ . In principle, any type of probability distribution (parametric or non-parametric) can be used for this purpose (compare our discussion of model assumptions in Section 4.3), and indeed, our framework is completely general in this regard. Yet, we shall subsequently assume a particular distribution that has reasonable theoretical properties and is also supported by empirical evidence, namely a truncated exponential distribution:
where c = α ij /(1 − exp(−α ij )) is a normalizing constant and α ij is a positive scalar. The term d(s ij ) is the prediction error defined as 1 − s ij when E ij occurs and as s ij when E ji occurs. So, in other words, this term is the distance from the "ideal" outputs 1 and 0, respectively, depending on the event that occurred. Figure 2 gives an illustration where the score histograms are obtained from two classifiers applied on a representative benchmark data set.
We note that the higher the constant α ij in (10), the more precise the outputs of the classifer M ij are in the sense of stochastic dominance: For every constant t ∈ (0, 1), the probability to make a small prediction error d(s ij ) ≤ t increases by increasing α ij . Hence, adapting α ij is a means to take the strength of M ij into account. This can be done, for example, by using a maximum likelihood estimation, i.e., by maximizing the log-likelihood function:
where n ij is the number of examples M ij is trained on, s
is the prediction of the base classifier for the k-th validation instance x k , and d k ∈ [0, 1] is the corresponding prediction error. To prevent an unwanted bias we advise to use a separate validation set for parameter fitting. Setting the derivative of (11) with respect to α ij equal to zero gives the following implicit solution:
whered = n ij k=1 d k /n ij is the mean prediction error. This equation cannot be solved explicitly for α ij , but it can be used as an iteration function; see Fig. 3 for a visualization of this function. Thus, starting with an initial value, the value of α ij is updated according to (12) , and this is repeated until convergence. A good initial value is 1/d since the second term in the sum of (12) goes fast to zero when alpha is increased, so the initial value is already close to the solution, and indeed, the whole iteration converges extremely quickly.
For the sake of simplicity and for ease of exposition, we will now assume equal prior probabilities for the events E ij and E ji . Then, the following posterior probabilities p ij = P(E ij | s ij ) and p ji = P(E ji | s ji ) are obtained by applying Bayes' rule:
For strong classifiers with a large α ij , these probabilities are "reinforcements" of the original scores s ij in the sense that the p ij are more toward the extreme values of 0 and 1. In contrast, original scores are weakened for classifiers with small α ij , i.e., the scores are pushed toward the indifference value of 0.5. Figure 4 gives an illustration of these effects. Making an idealized assumption of independence for the base classifiers, the probability P(τ ) = P(τ | x) of a ranking τ ∈ S m , given the predictions (9) and corresponding posterior probabilities as defined above, is
where c is a normalizing constant. Essentially, this corresponds to a model known as Babington Smith in the statistical literature [25] . The resulting probability distribution over S m defined by (15) can serve as a point of departure for various types of inferences. In the following, we shall focus on classification, i.e., estimating the top-label. Needless to say, as the number of different rankings |S m | = m! can become very large, it is important to avoid an explicit construction of the distribution over S m .
MAP Classification
In the conventional classification setting, one is interested in the probabilities
Recalling that λ x = λ k means that λ k is the top-label in τ x (see Section 3), we have the following:
The expression (*) evaluates to 1 since it is of the form
Scoring the class labels λ i in terms of the logarithm of their probability gives
where the individual adapted scores are defined as
Hence, the MAP prediction
is obtained by finding the class label λ i for which the sum (17) is maximal. We call this aggregation strategy adaptive voting because the original scores s ij are replaced by adapted scores w ij incorporating the strength of the base classifiers M ij . In this way, base classifiers with high performance are seen as more reliable than classifiers with lower performance, and the aggregation strategy becomes less sensitive to (likely incorrect) outputs from the weak and unreliable classifiers.
Since the w ij are non-positive numbers, it may appear more natural to consider their negationsw ij df = −w ij as positive "penalties", so that (19) comes down to predicting the class label with lowest total penalty. Indeed, according to (18), a class label λ i is penalized when s ij is small, and the degree of penalization is in direct correspondence with the probability to observe the output s ij given that λ i is the true class label: The smaller s ij , the smaller the probability and, hence, the higher the penalty.
The computational complexity of AV is not much higher than that of WV. More specifically, fitting the truncated exponential can be done off-line in time O(m 2 n). At the classification stage, the only difference between AV and WV is the transformation from scores s ij to adapted scores w ij .
Discussion of Model Assumptions
Even though is is clear that, without any model assumptions, it is impossible to justify a predictor in a theoretical way, let alone to prove its optimality, it is legitimate to ask whether our concrete assumptions are reasonable and realistic. Therefore, we briefly comment on the two main assumptions underlying our adaptive voting method.
The first main assumption is the independence of predictions produced by the base classifiers. Even though it is unlikely to be completely valid in practice, we mention four reasons to defend it. First, independence is routinely assumed in statistics, mainly because without this simplifying assumption, a formal analysis is greatly complicated and often not possible at all. Second, special types of independence assumptions are also made by other successful machine learning methods, notably the famous Naive Bayes classifier. Third, one may argue that assuming any specific type of dependency between the classifiers is at least as speculative as assuming independence. Finally, we note that the assumption of independence is, at least implicitly, also made by weighted voting. In this sense, it is even a necessary prerequisite for our goal to establish a formal connection between adaptive voting and weighted voting (as we shall do in Section 6.1).
The second assumption concerns the (conditional) distribution of scores and is less critical since, as mentioned previously, every type of distribution can in principle be used. Nevertheless, we would like to give some arguments in favor of the truncated exponential distribution (10) . Using this model essentially comes down to assuming a monotone behavior, expressing that correct scores are more probable than incorrect ones. This assumption is clearly reasonable for better-than-random classifiers and, moreover, is less restrictive than it may appear at first sight. In fact, the most critical (implicit) property of an exponential model typically concerns the asymptotic behavior (thin tails), which is often violated by real data. Since we use a truncated distribution, however, this point is irrelevant in our case. The truncated model is flexible enough to capture a large family of reasonable shapes, ranging from the extreme boundary distribution to the uniform (which, by the way, cannot be obtained with the conventional (non-truncated) exponential). As another advantage, we mention that our model is easily interpretable since the parameter α is in direct correspondence with the strength of a base classifier. Finally, even though it is clear that no distribution will be able to agree with all types of classifiers, it will be shown empirically in Section 7 that (10) is indeed an accurate model for classifiers such as multilayer perceptrons.
Simulation Studies with Synthetic Data
In this section, we present two simulation studies to investigate in more detail the effectiveness of AV and its robustness toward estimation errors when fitting the exponential distributions. We compare the classification performance with WV since this aggregation strategy has shown good performance in practice.
Experimental Setup and Results
The setup of the simulation studies is as follows. We assume that the scores s ij are generated independently according to the truncated exponential distribution (10) . For a fixed number of classes m, we generate a random set of α ij -values (1 ≤ i < j ≤ m), each one in the range [1, 3] , and then proceed as follows. A random ranking is generated and the output of the base classifiers are computed according to their distributions. These outputs are directly used by WV in order to make a final classification, while AV first adapts them to take the strength of the classifiers into account. The predictions of the aggregation strategies are compared with the top-label in the ranking. This process is repeated for 300.000 times, each time with different rankings and scores. The test statistic to our interest is the expected relative improvement (a − b)/b, where a is the classification rate of AV and b that of WV. The expectation is computed by averaging the results of the single classifications.
In Fig. 5 , we show the expected relative improvement as a function of the strength of the base classifiers. More specifically, each position t ∈ [1, 15] on the horizontal axis shows the result when the initially generated α ij -values are multiplied with t. The plots are representative for all the initial values that we have generated; in total we generated 200 curves and at least 95% of these curves lie in-between the plotted 20 curves. We may formulate the following three observations. First, AV can improve on WV when its model assumptions are met. Second, there is hardly any difference between the strategies for classifiers with large α ij (so when we focus on the rightmost part of the curves). The reason is that, for very strong base classifiers, the true class label is likely to be a clear winner among all class labels, so an extra adaptation of the scores becomes unnecessary. Third, the benefit of AV over WV increases with the number of classes since there are more scores to adapt (and hereby, more possibilities to correct the final classification of WV). We clearly see this trend when we consider the absolute values on the vertical axis as well as the variance among the curves.
The second simulation study investigates the robustness of AV toward errors in estimating the α ij . The outputs of the base classifiers are computed with the randomly generated α ij , but AV uses a noisy version of them in its calculations. Noise is incorporated by replacing an α ij -value by a randomly drawn number that at most deviates respectively 10%, 20%, and 30% from the true value. Figure 6 shows the expected relative improvement of AV for each of these three noise levels. The depicted solid curves are again a representative set of all 200 curves that we generated. The curve corresponding to the results obtained by using the true α ij is not depicted since it is visually almost indistinguishable from the other curves. In general, the true curve can be considered as the highest curve in the figure. For a similar reason, we refrained from presenting results with m = 10. We may formulate the following three observations. First, in general, AV is remarkably robust toward estimations errors in the α ij . Second, the robustness increases with the number of classes. Third, independent of the number of classes, inspecting differences in terms of absolute numbers indicates that adding noise has most impact for α ij < 7 (the corresponding differences represent more than 95% of all differences). This is again in agreement with our intuition.
Discussion of the Experimental Results
In the above experiments, it is not unintentional that the expected improvement is computed with respect to weighted voting, which is known to perform extremely well in practice. Moreover, our experiments with real data sets and classifiers (to be detailed in Section 7) have shown that the predictions of AV and WV are quite likely to coincide, often with a probability significantly higher than 0.9.
To explain this observation, we note that a good probability estimation is a sufficient but not necessary prerequisite for a good classification. More specifically, classification is quite robust toward inaccurate probability estimates: The classification remains correct as long as the highest estimated probability (score) is assigned to the true class label. Consequently, AV and WV will coincide as long as the label with highest w i does also receive the highest s i . In fact, there is often a relatively clear winner among the candidate classes, especially if the underlying classification problem is simple or the base classifiers are strong (or both). Note that, as a consequence, all "reasonable" aggregation strategies will perform more or less en par in such cases, so that large differences in performance cannot be expected.
In the next section, the above line of reasoning will be substantiated more formally by showing that WV indeed provides a good approximation of AV.
Weighted Voting
We now focus on the weighted voting strategy, which has shown excellent performance in practice; see for example [26, 12] . We offer a new and formal explanation of this observation by proving that WV yields an approximation to the optimal AV prediction. In addition, we argue that WV can sometimes be considered as being more robust than AV, which is potentially advantageous from a classification point of view.
Approximate MAP Prediction
In this section, it will be shown that weighted voting can be seen as an approximation to adaptive voting, i.e., to the MAP prediction (19) . Recalling the posterior probabilities (13) we derive from their logarithm:
where
This term, which depends on α ij and the prediction error d ij = d(s ij ) of classifier M ij , is bounded in size by |α ij /2 − log(2)|. Since exp(x) ≈ 1 + x for small x, we have that e(d ij , α ij ) is small and nearly constant for small α ij . For larger α ij , we have e(d ij , α ij ) ≈ log(1 + e −α ij ) ≈ 0 at least for d ij close to 1 or close to 0, so that
In summary, we can conclude that
if the α ij are either not too large or if the predictions are precise, which in turn is likely in case of large α ij . We note that this is in perfect agreement with the results of our simulation studies in which the maximal differences between AV and WV have been observed for alphas of medium size.
If we furthermore assume that the strengths of the classifiers are not too different, that is, α ij ≈ α for all 1 ≤ i < j ≤ m, then we have
In other words, the scores obtained by weighted voting yield an approximate affine transformation of the theoretically optimal score log(P(λ i )) and, hence, are likely to produce the same or a similar ordering of the class labels λ i , i = 1, . . . , m. We may conclude that, under the above assumptions, weighted voting provides a good approximation of the MAP prediction (19) .
Nevertheless, the above derivation has also shown that AV and WV may not coincide in cases where the α ij are rather different and, moreover, when some base classifiers produce poor estimates. Thus, it is still possible that AV will produce better results in practice, and in fact, this hope is supported by our simulation results in Section 5. However, recalling that these results have been obtained under idealized conditions in which the model assumptions underlying AV are completely valid, one may also suspect that AV could fail if these assumptions are not satisfied. And indeed, apart from its approximation properties, WV seems to have the advantage of making less assumptions and, therefore, being more robust toward deviations from expected score distributions. Before presenting experimental results in the next section, we elaborate on this aspect in more detail.
Robustness Toward Inaccurate Scores
The scores (18) are rescalings of the original scores s ij ∈ [0, 1] to a potentially larger range [− log(1 + exp(α ij )), − log(1 + exp(−α ij ))] ⊂ (−∞, 0]. It follows that the sum of these adapted scores, w i , may have a considerably higher variance than the corresponding s i . Moreover, it can happen that a class is disqualified by a single small adapted score w ij or, equivalently, by a large penaltyw ij . While being correct and fully legitimate from a theoretical point of view, the penalization in AV may become problematic if its model assumptions are violated. In particular, recalling that thew ij are in direct correspondence with the probabilities to observe a score s ij given that λ i is the true class, it becomes obvious that an "over-penalization" will occur in cases where the probability of a small s ij is under-estimated by the exponential model underlying AV.
As an illustration, inspired by our experiments with decision trees (see the next section), consider the fit of the distribution shown in Fig. 7 . Since this distribution is discrete and far from being exponential, the fit is obviously poor. More importantly, the probability of a small score 0.05 is strongly underestimated. Consequently, if this score is output (which happens with probability 0.2), the class label will be strongly punished and is unlikely to win the adapted voting procedure.
More concretely, consider a scenario with m = 4 classes, and suppose that all base classifiers have the distribution shown in Fig. 7 . Moreover, suppose that λ 1 is the true class label, and that the following scores are produced: 
Obviously, the learner M 14 has made an incorrect prediction. WV tolerates this error in the sense that it still assigns the highest score (namely 1.85) to λ 1 . According to AV, however, class label λ 2 is better than λ 1 : the latter is penalized by ≈ 2.07, while the former has a smaller penalty of ≈ 2.04. As explained above, the main reason is that the small score of 0.05 produced by M 14 is over-penalized.
We can see the above effect also from the other way around, that is, the scores s ij used in weighted voting can be considered as "regularized" scores which are normalized to the range [0, 1], thereby especially reducing the effect of small scores. While perhaps being suboptimal for probability estimation, this can be reasonable from a classification point of view: As long as the true class receives correct votes, i.e., high scores, nothing will change anyway. However, if the true class receives one (or even more) incorrect votes, an aggregation strategy which is tolerant toward low scores is more likely to preserve this class as the overall winner than a strategy which is more sensitive in this regard.
Interestingly, the situation is to some extent comparable to estimating conditional probabilities of attributes given classes, P(a | λ i ), in Naive Bayes classification. Estimating these probabilities by relative frequencies yields unbiased estimates, but it causes the problem that small probabilities have an extreme influence on the rank position of a class. In particular, if a single probability is 0 (since the attribute value of a has not yet been observed for λ i ), then multiplication of all conditional probabilities causes the probability of the class label to become 0 as well. In practice, probabilities are therefore estimated by using a Laplace correction or another smoothing technique [27] . A similar problem occurs in AV so that, as soon as one of the probabilities p ki in (16) becomes small, the probability of the true class label λ k becomes small as well. Correcting transformed scores in AV is not a trivial task since scores lie in different intervals (unbounded from one side).
Experimental Analysis
In this section, we provide an extensive empirical evaluation and comparison between WV and AV using benchmark data sets. We also include binary voting (BV) for two reasons. First, it is often used in practice as an alternative to WV. Second, this strategy maps the original scores s ij to transformations b ij ∈ {0, 1} where b ij = 1 iff s ij ≥ 0.5. So, BV can also be seen as a reinforcement of the outputs of the base classifiers, although this happens independently of their strength (in Fig. 4 , this reinforcement would correspond to the step function).
Data Sets and Base Classifiers
To compare BV, WV, and AV, experiments have been conducted on a collection of 17 benchmark data sets obtained from the UCI machine learning repository and the StatLib project [28, 29] . We have chosen these data sets because they vary greatly in size, number of classes, and other characteristics such as class distribution. We performed experiments with several learning algorithms to produce base classifiers. Below we present three of them. All learning algorithms produce multi-class classifiers, but it has been shown that even these classifiers benefit from a pairwise decomposition [7] . In addition, and more importantly, we have chosen these algorithms because they are representative in the sense that they learn base classifiers that satisfy or do not satisfy to a certain degree the AV assumptions.
Our first classifier is a multilayer perceptron (MLP) where each network node has a sigmoid transfer function. As we could verify by statistical goodnessof-fit tests, the scores produced by MLPs are sufficiently well in agreement with our model assumptions. That is, the scores s ij produced by a classifier M ij can usually be fitted by an exponential model (10); see again Fig. 2 . It is our hypothesis that AV can outperform WV and BV for this classifier. We make the same claim for our second classifier, which is a distance-weighted k-nearest neighbour classifier (k-NN), although admittedly, the exponential model is this time less clearly pronounced. This classifier computes scores
, where d l is the distance of the l-th neighbor; moreover, e l = 1 if this neighbor is from class λ i and e l = 0 if its class is λ j . Just for comparison, and also to investigate the robustness of adaptive voting toward strong violations of its model assumptions, we included a third base classifier: J48, an implementation of the C4.5 decision tree learner. This classifier outputs relative class frequencies in the leaves as scores. These scores are relatively poor and hard to fit by an exponential model; see Fig. 8 . In particular, the scores do often not exhaust the whole interval [0, 1] but instead only produce a limited number of different values. This makes a good estimation of the α ij difficult. Therefore, we hypothesize that in this case AV will not yield a gain in performance.
Experimental Setup
In our experiments, we used the WEKA machine learning software [30] . The experimental setup was as follows. For all three base learners we used the default options, except for a variable learning rate in MLP, a fixed number of 10 nearest neighbours in k-NN, and Laplace correction for probability estimation in J48. Stratified ten-fold cross validation is applied and repeated for five times, each time with a different random permutation of the data set. The alpha values for AV are obtained by maximum likelihood estimation on an independent 20% subset of the training data. Ties among the ranking of class labels occurred for binary voting, but only sporadic on some data sets. We simply resolved these ties at random.
Experimental Results
In a first experiment, we compute error rates as averages over the crossvalidation runs. For readability and completeness, we refrained from presenting error rates for all aggregation strategies and base classifiers in the main text; instead, these test statistics are gathered in the appendix in Tables A.1-A.3 . We summarized these values as pairwise win-loss-equal statistics and with critical distance (CD) diagrams. Since both evaluation methods agreed on the conclusions that we can draw from them, we will only present the CD diagrams since they are easier to understand; see Fig. 9 . These diagrams depict the result of the Nemenyi test which has been advocated as stronger than other widely-used significance tests [31] . The test compares the average ranks of the strategies over all data sets. A lower average rank implies a better aggregation strategy (thus, strategies on the right side in the diagrams are better) and strategies that are not significantly different when compared to each other are connected through a bold line. The significance level is α = 0.05 which implies that two strategies are significantly different when the difference between their average ranks is at least CD = 0.88.
The results confirm what could be expected from our theoretical considerations and the simulation results. More specifically, for MLPs we have a significant improvement by AV when compared to WV. Also, from the fact that BV is ranked better than WV, we can conclude that reinforcements are beneficial, yet the strength of the classifiers have to be taken into account. For the nearest neighbour classifier we have identical observations and conclusions although we cannot guarantee that the differences are statistically significant. For J48, the classifier that strongly violates our model assumptions, we see that WV wins significantly from BV, but not from AV which this time is ranked second. As a side note, we also tried to use unpruned decision trees with the idea that increasing the number of possible scores (making the score distribution less discrete) could give rise to a better fit of the exponential model. However, from statistical tests, we did not see a significant gain when using unpruned trees.
As a final experiment, we are interested in the robustness of the strategies with respect to inaccurate scores of the base classifiers. To investigate this issue, we note that the final classifications of the aggregation strategies often coincide; see Table C .1 for details. This implies that the strategies often make mistakes for the same instances, and a measure for how severe the mistake is will give a good indication about the robustness of the strategy toward inaccurate votes. For this reason, we apply experiments in the same setting as above but replace the error rate as a loss function by the normalized position error which is defined by
where we recall that τ −1 (λ x ) is the position of the true class label λ x in the predicted ranking τ and m the number of classes [32] . Hence, the larger the normalized position error, the further away the true class label is from the top position in the predicted ranking. Values of this performance metric are gathered in the appendix in Tables B.1-B.3 and corresponding CD diagrams are presented in Fig. 10 .
Interestingly, the ranking of the aggregation strategies is indeed sometimes different compared to that when we consider error rate. For MLP we still have the same ranking and for k-NN we have that AV changed second place with BV, but differences are not significant. The ranking for J48 shows that AV makes the largest incorrect predictions in the sense that, when an incorrect prediction is made, the true class label is not at all among the labels that try to compete for the top label in the predicted ranking. So, large variance among the scores in combination with inaccurate votes is disadvantageous for adaptive voting. Weighted voting and binary voting are clearly more robust. All these results are again in correspondence with our previous theoretical analysis, simulation studies, and discussions.
In light of the above results, we may also explain why the binary voting strategy performs quite reasonable in terms of error rate and normalized position error, despite its apparent simplicity. In a sense, BV can be seen as a combination of AV and WV. Like AV, it reinforces scores s ij , albeit in a fixed rather than adaptive manner (always mapping to 0 or 1). Thus, it considers all classifiers as perfect, an assumption which is only approximately true for an ensemble of strong learners. Like WV, however, the scores remain in the unit interval and thereby BV is less sensitive toward inaccurate probability estimates than AV (recall the discussion in Section 6.2).
Beyond the Truncated Exponential Distribution
Throughout the paper, we advocated the truncated exponential distribution for fitting scores, in particular as it ensures monotonicity while still being quite flexible. Yet, an obvious question is whether, in some cases, a more flexible model could be advantageous. To address this question, we conducted additional experiments with two other types of distributions, namely the beta distribution and kernel density estimation. In the following, we briefly summarize our main findings, without going into technical details.
The beta distribution is a family of continuous probability distributions on the unit interval, well-known in the field of statistics [33] . Depending on its two scalar parameters, the distribution can be a U-shaped curve, straight line, strictly convex, monotone increasing or decreasing, and so on. Nevertheless, for MLP, AV with the exponential is still the best aggregation strategy. As expected, AV with beta distribution comes close, since the beta distribution is often shaped as an exponential. For J48, AV performs much better with a beta distribution, but it is still worse than WV (albeit this time there is no statistically significant difference). For the third base learner, weighted k-NN, we obtained poor results despite several efforts to improve the fits. We found that, in this case, the beta distribution is too flexible and often gives nonmonotone distributions that severely over-or underestimate the probability of unseen scores (which occur frequently for this classifier).
The application of a kernel density estimator was more difficult, especially as the results turned out to be extremely sensitive toward the choice of the bandwidth. Moreover, even a careful tuning of this critical parameter could not avoid that, in some cases, quite non-intuitive (e.g., non-monotone) density functions were produced as estimates. And indeed, for MLP and k-NN, we were unable to outperform the results obtained with the truncated exponential.
In summary, we may conclude that more flexibility is not necessarily an advantage. On the one hand, it is true that more flexible models can in principle yield better approximations. On the other hand, fitting such models is also more difficult and more likely to fail. Roughly speaking, a good fit of a simple model, even if it is slightly too restrictive, is often better than a poor fit of a more flexible model which is difficult to estimate.
Conclusions and Outlook
In this paper, we have studied the problem of aggregating predictions in pairwise classification, a special binary decomposition technique commonly used in practice. In this regard, two important contributions have been made. First, the method of adaptive voting has been derived in the formal framework of label ranking. Adaptive voting is a generalized voting strategy in which the predictions of base classifiers are adapted according to their strength. Under our model assumptions, it is provably optimal in the sense of yielding a MAP prediction of the class label of a test instance. Second, we offered hitherto missing theoretical arguments in favour of weighted voting as a quasi-optimal aggregation strategy in pairwise classification and, thereby, improve the understanding of its good performance in practice. Roughly speaking, weighted voting approximates the optimal adaptive voting prediction. Moreover, compared with adaptive voting, it has the additional advantage of being more robust in situations where the AV model assumptions are violated. Our empirical results are in perfect agreement with all theoretical considerations. In summary, we have shown that weighted voting is quite competitive, even though slight but consistent improvements can be achieved by adaptive voting, provided its underlying model assumptions are approximately valid.
The formal framework that we have used for our analysis of aggregation strate-gies is interesting in its own right and may provide the basis for further developments. Indeed, one should note that there is space for further improving adaptive voting, namely by relaxing some model assumptions mainly needed to adhere to corresponding properties of weighted voting. For example, one could think of incorporating prior probabilities in the estimation of the conditional class probabilities p ij , and using asymmetric distributions to model the scores produced by a classifier M ij (i.e., the distribution of scores given that λ i x λ j is not necessarily the same, except for reflection, as the distribution of scores given that λ j x λ i ). Also, the maximum likelihood approach for estimating the strengths of base classifiers is susceptible to over-fitting, so using other estimation techniques might be advisable.
We finally note that our framework of label ranking is quite general and not restricted to the conventional classification problem. Instead, it also allows for studying other problems including multi-label classification and, of course, label ranking itself. Problems of that kind shall be addressed in future work. ... 
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