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Abstract
Let k be a perfect field of characteristic p and set K = k((t)). In this paper
we study the ramification properties of elements of Autk(K). By choosing a
uniformizer for K we may interpret our theorems in terms of power series over k.
The most important tool that we use is the field of norms construction of Fontaine
and Wintenberger.
1 Introduction
Let k be a perfect field of characteristic p and let K be a local field of characteristic
p with residue field k. Let Autk(K) denote the group of continuous k-automorphisms
of K and let σ ∈ Autk(K). Let vK denote the normalized valuation of K and let
πK be a uniformizer for K. The (lower) ramification number of σ is defined to be
i(σ) = vK(σ(πK) − πK) − 1; this value does not depend on the choice of πK . We say
that σ is a wild automorphism of K if i(σ) ≥ 1. In this paper we study the ramification
numbers of the pn-powers of wild automorphisms of K. Our most important tool is the
field of norms construction of Fontaine and Wintenberger, which allows us to interpret
p-adic Lie subgroups of Autk(K) in terms of totally ramified p-adic Lie extensions of
local fields.
Automorphisms of local fields of characteristic p are closely connected to power series
over the residue field k. Let k((t)) denote the field of formal Laurent series in one variable
over k. There is a continuous k-isomorphism from k((t)) to K which carries t to πK ; in
particular, there is ησ ∈ k[[t]] such that σ(πK) = ησ(πK). The set of power series
A(k) = {a0t+ a1t
2 + a2t
3 + · · · : ai ∈ k, a0 6= 0}
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forms a group with the operation φ(t) · ψ(t) = φ(ψ(t)), and the map θ : Autk(K) →
A(k) defined by θ(σ) = ησ−1(t) is a group isomorphism. The results of this paper are
phrased in terms of elements and subgroups of Autk(K), but they can be interpreted as
statements about A(k). We work with Autk(K) rather than A(k) because the functor
F described in Section 2 maps Galois groups to subgroups of Autk(K).
2 The field of norms
Let k be a perfect field of characteristic p. We define a category L whose objects are
totally ramified Galois extensions E/F , where F is a local field with residue field k,
and Gal(E/F ) is a p-adic Lie group of dimension d ≥ 1. An L-morphism from E/F to
E ′/F ′ is defined to be a continuous embedding ρ : E → E ′ such that
(1) ρ induces the identity on k.
(2) E ′ is a finite separable extension of ρ(E).
(3) F ′ is a finite separable extension of ρ(F ).
Let ρ∗ : Gal(E ′/F ′) → Gal(E/F ) be the homomorphism induced by ρ. It follows from
conditions (2) and (3) in the definition that ρ∗ has finite kernel and finite cokernel.
Let K be a local field with residue field k and let Autk(K) denote the group of
continuous automorphisms of K which induce the identity map on k. Define a metric
on Autk(K) by setting d(σ, τ) = 2
−a, where a = vK(σ(πK) − τ(πK)) and πK is a
uniformizer for K. We define a category C whose objects are pairs (K,G), where K is a
local field of characteristic p with residue field k, and G is a closed subgroup of Autk(K)
which is a compact p-adic Lie group of dimension d ≥ 1. A C-morphism from (K,G) to
(K ′, G′) is defined to be a continuous field embedding γ : K → K ′ such that
(1) γ induces the identity on k.
(2) K ′ is a finite separable extension of γ(K).
(3) G′ stabilizes γ(K), and the image of G′ in Autk(γ(K)) ∼= Autk(K) is an open
subgroup of G.
Let γ∗ : G′ → G be the map induced by γ. It follows from conditions (2) and (3) in the
definition that γ∗ has finite kernel and finite cokernel.
Let E/F be a totally ramified p-adic Lie extension. Then the field of norms of E/F
is defined [13, Th. 1.2]. The field of norms XF (E) is a local field of characteristic p with
residue field k, and there is a faithful continuous k-linear action of Gal(E/F ) on XF (E).
It follows from the properties of the field of norms construction that there is a functor
F : L → C defined by
F(E/F ) = (XF (E),Gal(E/F )).
Let Lab denote the full subcategory of L consisting of extensions E/F ∈ L such that
Gal(E/F ) is abelian, and let Cab denote the full subcategory of C consisting of pairs
(K,G) such that G is abelian. Wintenberger proved the following:
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Theorem 2.1. F induces an equivalence of categories from Lab to Cab.
Proof. See [12] for an outline of the proof; see [11] and [3] for the details.
Let (K,G) ∈ C. The lower ramification number of σ ∈ Autk(K) is defined to be
i(σ) = vK(σ(πK)−πK)−1, where πK is any uniformizer for K. If σ 6= idK then i(σ) is a
nonnegative integer. For x ∈ R≥0 we define the xth lower ramification subgroup of G by
Gx = {σ ∈ G : i(σ) ≥ x}. We also define the Hasse-Herbrand function φG : R≥0 → R≥0
by
φG(x) =
∫ x
0
dt
|G : Gt|
.
Since G is compact the open subgroup Gx of G has finite index. Hence |G : Gx| < ∞
for all x ≥ 0, so φG is one-to-one.
For σ ∈ G we define the upper ramification number of σ by uG(σ) = φG(i(σ)). Note
that while the lower ramification number i(σ) depends only on σ, the upper ramification
number uG(σ) depends on G as well. If σ 6= idK then u
G(σ) is a nonnegative rational
number, but not necessarily an integer. For x ≥ 0 we define the xth upper ramification
subgroup of G to be Gx = {σ ∈ G : uG(σ) ≥ x}. Suppose lim
x→∞
φG(x) =∞. Then φG is
a bijection, so we may define ψG : R≥0 → R≥0 by ψG(x) = φ
−1
G (x). We have then
ψG(x) =
∫ x
0
|G : Gt| dt.
We say that σ is a wild automorphism of K if i(σ) ≥ 1. In this case we define
in(σ) = i(σ
pn) and uGn (σ) = u
G(σp
n
) for n ≥ 0. Then (in(σ))n≥0 and (un(σ))n≥0 are
increasing sequences. Let H be the closure of the subgroup of Autk(K) generated by σ.
Then σ is a wild automorphism ofK if and only if either H is a cyclic p-group orH ∼= Zp.
Hence if G ≤ Autk(K) is a pro-p group then every σ ∈ G is a wild automorphism of K.
Suppose E/F ∈ L. Then Gal(E/F ) has a filtration by upper ramification groups
Gal(E/F )x for x ≥ 0 (see [10, IV] or [1, III §3]). Since E/F is a totally ramified p-adic
Lie extension, E/F is arithmetically profinite [13, Th. 1.2]. In other words, for every
x ≥ 0 the upper ramification group Gal(E/F )x has finite index in Gal(E/F ). Therefore
we may define Hasse-Herbrand functions
ψE/F (x) =
∫ x
0
|Gal(E/F ) : Gal(E/F )t| dt
and φE/F (x) = ψ
−1
E/F (x). We define the lower numbering for the ramification subgroups
of Gal(E/F ) by setting Gal(E/F )x = Gal(E/F )
φE/F (x). The crucial fact for our pur-
poses is that the functor F respects the ramification filtrations:
Theorem 2.2. Let E/F ∈ L and suppose F(E/F ) ∼= (K,G). Then φG is onto, so
ψG = φ
−1
G is defined. Furthermore, for all x ≥ 0 the following hold:
(a) The isomorphism Gal(E/F ) ∼= G induces isomorphisms Gal(E/F )x ∼= Gx and
Gal(E/F )x ∼= Gx.
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(b) φE/F (x) = φG(x) and ψE/F (x) = ψG(x).
Proof. See [14, Cor. 3.3.4].
Say that a ≥ 0 is an upper ramification break for E/F if Gal(E/F )a 6= Gal(E/F )a+ǫ
for all ǫ > 0. Say that b ≥ 0 is a lower ramification break for E/F if Gal(E/F )b 6=
Gal(E/F )b+ǫ for all ǫ > 0. Let E/F ∈ L and let (K,G) = F(E/F ). Let σ ∈ Gal(E/F )
and let σ be the automorphism of XF (E) induced by σ. We define the upper and lower
ramification numbers of σ by u(σ) = uG(σ) and i(σ) = i(σ). If σ ∈ Gal(E/F )1 then
for n ≥ 0 we set un(σ) = u(σ
pn) and in(σ) = i(σ
pn). It follows from Theorem 2.2 that
in(σ) = ψE/F (un(σ)). Suppose σ, τ ∈ Gal(E/F ). Since i(στ) ≥ min{i(σ), i(τ)} we get
i(στ ) ≥ min{i(σ), i(τ )}.
3 p-adic Lie subgroups of Autk(K)
Suppose we have an isomorphism F(E/F ) ∼= (K,G) in the category C. We wish to
compute the absolute ramification index eF of F using the ramification data of G. In
Section 4 of [6] eF is computed in the cases where G ∼= Zp or G ∼= Zp × Zp. In [13,
Th. 1.2] it is proved that eF =∞ if and only if lim
x→∞
|G : Gx|
x
= 0. The following theorem
gives a general method for computing eF in terms of the ramification data of G.
Theorem 3.1. Let K be a local field of characteristic p with residue field k and let G
be a p-adic Lie subgroup of Autk(K) of dimension d ≥ 1. Assume there is E/F ∈ L
such that F(E/F ) ∼= (K,G). Set eF = vF (p), so that eF =∞ if char(F ) = p. Then
lim
x→∞
logp(|G : G
x|)
x
=
d
eF
.
Proof. Suppose char(F ) = p. Set λ(x) =
|G : Gx|
ψG(x)
=
ψ′G(x)
ψG(x)
, where ψ′G(x) denotes
the left derivative of ψG(x). Then Λ(x) := logψG(x) is an antiderivative of λ(x), and
ψG(x) = e
Λ(x). It follows that
|G : Gx| = ψ′G(x) = e
Λ(x) · λ(x)
logp(|G : G
x|)
x
= logp e ·
Λ(x) + log λ(x)
x
. (3.1)
By [13, Th. 1.2] we have lim
x→∞
λ(x) = 0. It follows that log λ(x) < 0 for sufficiently large
x. Using (3.1) we see that for sufficiently large x we have
0 ≤
logp(|G : G
x|)
x
≤ logp e ·
Λ(x)
x
.
Since Λ′(x) = λ(x) goes to 0 as x→∞, we have lim
x→∞
Λ(x)
x
= 0. Therefore
lim
x→∞
logp(|G : G
x|)
x
= 0 =
d
∞
.
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Now suppose char(F ) = 0. By [5, III, Prop. 3.1.3] there exists a sequence G ≥ G(0) ≥
G(1) ≥ . . . of open normal subgroups of the p-adic Lie group G such that G(n)/G(n+1)
is an elementary abelian p-group of rank d for every n ≥ 0. Since G is compact, G(0) has
finite index in G. Hence by setting A = |G : G(0)| we get |G : G(n)| = Apdn for all n ≥ 0.
By Sen’s theorem [9] and Theorem 2.2 there is c > 0 such that GneF+c ≤ G(n) ≤ GneF−c
for all n ≥ 0, where we define Gx = G for x < 0. It follows that for x ≥ c we have
G(a) ≤ Gx ≤ G(b) with a =
⌈
x+ c
eF
⌉
and b =
⌊
x− c
eF
⌋
. Hence
logpA + d
⌈
x+ c
eF
⌉
≥ logp(|G : G
x|) ≥ logpA+ d
⌊
x− c
eF
⌋
.
Dividing these inequalities by x and taking the limit as x→∞ gives the theorem.
For the rest of this section we restrict our attention to the cases where G ∼= Zdp for
some d ≥ 1. For groups G of this form we set G(n) = {σp
n
: σ ∈ G} for n ≥ 0. In order
to prove our next theorem we need some preliminary results.
Lemma 3.2. Let G be a subgroup of Autk(G) such that G ∼= Z
d
p for some d ≥ 1.
Assume that there exist positive real numbers C and λ such that for every n ≥ 0 and
σ ∈ GrG(1) we have in(σ) < Cp
λn. Then for every x ≥ 0 we have |G : Gx| > (x/C)
d/λ.
Proof. Let n ≥ 0 and let τ ∈ GCpλn. If τ 6∈ G(n+ 1) then τ = σ
pm for some m ≤ n and
σ ∈ GrG(1). It follows that i(τ) = im(σ) ≤ in(σ) < Cp
λn. This is a contradiction, so
we have τ ∈ G(n + 1). It follows that GCpλn ≤ G(n+ 1), and hence that
|G : GCpλn| ≥ |G : G(n+ 1)| = p
d(n+1).
If 0 ≤ x < C then the conclusion of the lemma certainly holds. Suppose x ≥ C. Then
there is n ≥ 0 such that Cpλn ≤ x < Cpλ(n+1). Therefore
|G : Gx| ≥ |G : GCpλn| ≥ p
d(n+1) > (x/C)d/λ.
Proposition 3.3. Let F be a local field of characteristic p with perfect residue field k
and let (an)n≥0 be a sequence of positive integers. Then the following statements are
equivalent:
(1) There exists a totally ramified Zp-extension E/F whose upper ramification sequence
is (an)n≥0.
(2) p ∤ a0, and for all n ≥ 0 we have an+1 ≥ pan, with p ∤ an+1 if an+1 > pan.
Proof. This follows from [4, Th. 3]. Note that the hypothesis in [4] that the Galois group
of the maximal abelian pro-p extension of F is a free abelian pro-p group is automatically
satisfied when char(F ) = p (see Theorem 8 and Remark 5 of [8]).
Corollary 3.4. Let E/F ∈ L, with char(F ) = p. Set (K,G) = F(E/F ) and let σ be a
nontorsion element of G1. Then u
G
n (σ) ≥ p
n for all n ≥ 0.
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Proof. Let H ∼= Zp be the closure of the subgroup of G generated by σ, and let H be
the subgroup of Gal(E/F ) that corresponds to H . Set D = EH . If |G : H| is finite then
(K,H) ∼= F(E ′/F ′), with F ′ = D and E ′ = E. If |G : H| is infinite then it follows from
[14, Prop. 3.4.1] that (K,H) ∼= F(E ′/F ′), where F ′ = XF (D) and E
′ = XD/F (E) is the
injective limit of XF (C) over all finite subextensions C/D of E/D. In either case we
get (K,H) ∼= F(E ′/F ′) with char(F ′) = p. Hence by Proposition 3.3 and Theorem 2.2
we have uGn (σ) ≥ p
n for all n ≥ 0.
The case d = 1 of the following theorem can be deduced from [4, Th. 3]; the case
d = 2 follows from [6, Th. 3.1].
Theorem 3.5. Let K be a local field of characteristic p with residue field k. Let G be a
subgroup of Autk(K) such that G ∼= Z
d
p for some d ≥ 1. Then the following statements
are equivalent:
(1) There is M ∈ N such that for every n ≥ M and every σ ∈ G r {idK} we have
in+1(σ)− in(σ)
in(σ)− in−1(σ)
= pd.
(2) For every σ ∈ Gr {idK} the limit lim
n→∞
in(σ)
pdn
exists and is nonzero.
(3) There is E/F ∈ L such that char(F ) = 0 and F(E/F ) ∼= (K,G).
Proof. The equivalence of statements (1) and (3) is proved in Theorem 1 of [2]. We will
prove (1)⇒ (2)⇒ (3).
(1)⇒ (2): Let σ ∈ Gr {idK} and set
A =
pdiM(σ)− iM+1(σ)
pd − 1
, B =
iM+1(σ)− iM (σ)
pd − 1
.
Then for n ≥M we have in(σ) = A+Bp
d(n−M). It follows that
lim
n→∞
in(σ)
pdn
= lim
n→∞
A+Bpd(n−M)
pdn
=
B
pdM
6= 0.
(2) ⇒ (3): By Theorem 2.1 there is E/F ∈ L such that (K,G) ∼= F(E/F ). Let
S = Gr G(1) and define f : S → R by f(σ) = sup
n≥0
in(σ)
pdn
. Since we are assuming that
statement (2) holds, the function f is well-defined. We claim that f is locally constant.
Let σ ∈ S and set A = f(σ). Then in(σ) ≤ Ap
dn for all n ≥ 0. Let {τ1, . . . , τd} be
a generating set for the Zp-module G. Since lim
n→∞
in(τi)
pdn
> 0 there is Bi > 0 such that
in(τi) ≥ Bip
dn for all n ≥ 0. Choose r ≥ 0 such that Bip
rn > A for 1 ≤ i ≤ d. Then
ir+n(τi) > Ap
dn for all n ≥ 0 and 1 ≤ i ≤ d. It follows that for every γ ∈ G(r) and
n ≥ 0 we have in(γ) > Ap
dn. Since Apdn ≥ in(σ) we get in(σγ) = in(σ). Therefore
f(σγ) = f(σ) for all γ ∈ G(r), which shows that f is locally constant.
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Since S is compact there is σ0 ∈ S such that f(σ0) is the maximum value of f .
Setting C = f(σ0) + 1 we get in(σ) < Cp
dn for all σ ∈ S and n ≥ 0. Hence by
Lemma 3.2 we have |G : Gx| > x/C for all x > 0. Therefore for x ≥ 1 we get
φG(x) = 1 +
∫ x
1
dt
|G : Gt|
< 1 +
∫ x
1
Ct−1 dt = 1 + C log x.
Since in(σ0) < Cp
dn this implies
uGn (σ0) = φG(in(σ0)) < 1 + C(logC + (log p) · dn)
for all n ≥ 0. If char(F ) = p then by Corollary 3.4 we have uGn (σ0) ≥ p
n for all n, which
gives a contradiction. It follows that char(F ) = 0.
Remark 3.6. We easily see that statement (2) of Theorem 3.5 implies
(4) lim
n→∞
in+1(σ)
in(σ)
= ph for all σ ∈ Gr {idK}
(cf. equation (4.1) below). It follows from [6, Th. 3.1] that when d = 2 statement (4)
is equivalent to statements (1)–(3) of Theorem 3.5. It would be interesting to know
whether this holds when d ≥ 3.
4 Heights of elements of Autk(K)
Let K be a local field of characteristic p with residue field k and let σ be a wild auto-
morphism of K. There are several possible definitions for the height of σ. (In all three
cases we set Htj(σ) =∞ if σ has finite order.)
(1) Say Ht1(σ) = h if there is M ∈ N such that
in+1(σ)− in(σ)
in(σ)− in−1(σ)
= ph for all n ≥M .
(2) Say Ht2(σ) = h if lim
n→∞
in(σ)
phn
exists and is nonzero.
(3) Say Ht3(σ) = h if lim
n→∞
in+1(σ)
in(σ)
= ph.
Let 1 ≤ j ≤ 3. Then Htj(σ) = h for at most one h > 0. If there is no h > 0 with
Htj(σ) = h we say that Htj(σ) is undefined.
The definition of Ht1(σ) is implicit in the definition of the height of an invertible
stable series given in [7, Def. 1.2]. The definition of Ht2(σ) is motivated by statement
(2) of Theorem 3.5, and also by statement (2) of [6, Th. 3.1]. The definition of Ht3(σ)
agrees with the definition of height given in [6, Def. 1.1].
It follows from the proof of (1) ⇒ (2) in Theorem 3.5 that if Ht1(σ) = h then
Ht2(σ) = h. Suppose Ht2(σ) = h. Then lim
n→∞
in(σ)
phn
= L for some L 6= 0. Hence
lim
n→∞
in+1(σ)
in(σ)
= lim
n→∞
in+1(σ)/p
h(n+1)
in(σ)/phn
· ph =
L
L
· ph = ph, (4.1)
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so we have Ht3(σ) = h. In Example 5.2 we will construct a wild automorphism σ such
that Ht3(σ) is defined but Ht2(σ) is undefined. In Example 5.3 we will construct a wild
automorphism τ such that Ht2(τ) is defined but Ht1(τ) is undefined.
Proposition 4.1. Let σ, σ′ be wild automorphisms of K such that Htj(σ) = h, Htj(σ
′) =
h′, and σσ′ = σ′σ. Let 1 ≤ j ≤ 3 and α ∈ Zp r {0}. Then
(a) Htj(σ
α) = h.
(b) If h < h′ then Htj(σσ
′) = h.
Proof. Let w = vp(α). Then in(σ
α) = in+w(σ), so we get Htj(σ
α) = Htj(σ) = h. If
h < h′ then for n sufficiently large we have in(σ) < in(σ
′), and hence
in(σσ
′) = i(σp
n
(σ′)p
n
) = i(σp
n
) = in(σ).
Therefore Htj(σσ
′) = Htj(σ) = h.
LetG be a closed subgroup of Autk(K) such that G ∼= Z
d
p and let 1 ≤ j ≤ 3. It follows
from the proposition that Htj(σ) takes on at most d distinct values for σ ∈ Gr {idK}.
Suppose that Htj(σ) is defined for every σ ∈ G. Then Ht3(σ) = Htj(σ) for every σ ∈ G,
and for every h > 0 the set
G[h] = {σ ∈ G : Ht3(σ) ≥ h}
is a Zp-submodule of G such that G/G[h] is a free Zp-module. We define the multiplicity
of h > 0 to be
m(h) = rankZp(G[h])− rankZp(G[h+ ǫ])
for sufficiently small ǫ > 0. Then G has d heights when they are counted with multi-
plicities.
Let σ be a wild automorphism of K. The possibilities for Ht1(σ) are quite limited,
since if Ht1(σ) = h then p
h must be rational. On the other hand, Proposition 4.3
below shows that if h = 1 or h ≥ 2 then there exists a wild automorphism σ with
Ht3(σ) = Ht2(σ) = h. To prove the proposition we need a lemma.
Lemma 4.2. Let σ be a wild automorphism of K such that Ht3(σ) = h for some
h > 0. Then for every ǫ > 0 there exists N ≥ 1 such that for all n ≥ N we have
p(h−ǫ)n ≤ in(σ) ≤ p
(h+ǫ)n.
Proof. Let ǫ > 0. Since Ht3(σ) = h there is M ≥ 1 such that for all n ≥M we have
| logp(in+1(σ))− logp(in(σ))− h| ≤
1
2
ǫ
| logp(in(σ))− logp(iM(σ))− (n−M)h| ≤
1
2
(n−M)ǫ.
Let C = | logp(iM (σ))−Mh| and N = max{M, ⌈2C/ǫ⌉}. Then for n ≥ N we have
| logp(in(σ))− nh| ≤
1
2
(n−M)ǫ+ C ≤ 1
2
nǫ+ 1
2
nǫ = nǫ.
It follows that p(h−ǫ)n ≤ in(σ) ≤ p
(h+ǫ)n for n ≥ N .
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Proposition 4.3. Let K be a local field of characteristic p with residue field k and let
h > 0 be a real number. Then the following statements are equivalent:
(1) There exists a wild automorphism σ of K such that Ht2(σ) = h.
(2) There exists a wild automorphism σ of K such that Ht3(σ) = h.
(3) Either h = 1 or h ≥ 2.
Proof. (1)⇒ (2): If Ht2(σ) = h then Ht3(σ) = h.
(2)⇒ (3): Let σ be a wild automorphism of K such that Ht3(σ) = h, and let G = σ
Zp
be the closure of the subgroup of Autk(K) generated by σ. By Theorem 2.1 there is
a local field with residue field k and a totally ramified Zp-extension E/F such that
F(E/F ) ∼= (K,G). If char(F ) = 0 then by Theorem 3.5 we get h = 1. Suppose
char(F ) = p and h < 2. Then there is δ such that 0 < δ < 1 and h < 2 − δ. Let
ǫ = 2 − δ − h > 0. Then by Lemma 4.2 there is N ≥ 1 such that for n ≥ N we have
in(σ) ≤ p
(h+ǫ)n = p(2−δ)n. Hence there is C > 0 such that in(σ) < Cp
(2−δ)n for all n ≥ 0.
It follows from Lemma 3.2 that |G : Gx| > (x/C)
1/(2−δ) for all x ≥ 0. Therefore we have
φG(x) =
∫ x
0
dt
|G : Gt|
<
∫ x
0
C1/(2−δ)t−1/(2−δ) dt = Dx(1−δ)/(2−δ)
with D = C1/(2−δ)
2− δ
1− δ
. It follows that
uGn (σ) = φG(in(σ))
< D · in(σ)
(1−δ)/(2−δ)
< D · (Cp(2−δ)n)(1−δ)/(2−δ)
= DC(1−δ)/(2−δ)p(1−δ)n.
By Corollary 3.4 we have uGn (σ) ≥ p
n. This gives a contradiction, so we have h ≥ 2 if
char(F ) = p.
(3)⇒ (1): Let h ∈ {1}∪ [2,∞). To prove statement (1) for h it suffices by Theorem 2.2
to prove the following: There exists a local field F with residue field k and a totally
ramified Zp-extension E/F such that for any generator σ of the Zp-module Gal(E/F ),
the limit lim
n→∞
in(σ)
phn
exists and is nonzero.
If h = 1 we let F be the field of fractions of the ring of Witt vectors of k. Using
Artin-Schreier-Witt theory we construct a totally ramified Zp-extension E/F . Let σ be
a generator for the Zp-module Gal(E/F ). Then by Theorem 3.5 the limit lim
n→∞
in(σ)
pn
exists and is nonzero. If h = 2 we let F = k((t)). By Proposition 3.3 there exists a
Zp-extension E/F such that for all n ≥ 0 the nth upper ramification break of E/F is
an = p
n. The nth lower ramification break of E/F is then bn = (p
2n+1 + 1)/(p + 1).
Hence if σ is a generator for Gal(E/F ) then
lim
n→∞
in(σ)
p2n
= lim
n→∞
(p2n+1 + 1)/(p+ 1)
p2n
=
p
p+ 1
.
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This proves (1) in the cases h = 1 and h = 2.
Let h > 2. Then there is n0 ≥ 1 such that
ph−1 − 1
p− 1
≥ 1 +
1
p(h−1)n − 2
=
p(h−1)n − 1
p(h−1)n − 2
(4.2)
for all n ≥ n0. For 0 ≤ n ≤ n0 let
an =
pn+1 − 1
p− 1
bn =
p2(n+1) − 1
p2 − 1
.
Then a0 = b0 = 1, and for 1 ≤ n ≤ n0 we have bn = bn−1 + p
n(an − an−1). For n > n0
we define an, bn recursively by letting an be the largest integer such that p ∤ an and
an ≤ an−1 + p
−n
(
ph(n+1) − 1
ph − 1
− bn−1
)
(4.3)
and setting bn = bn−1 + p
n(an − an−1). Then for n > n0 we have
an > an−1 + p
−n
(
ph(n+1) − 1
ph − 1
− bn−1
)
− 2. (4.4)
It follows that
ph(n+1) − 1
ph − 1
− 2pn < bn ≤
ph(n+1) − 1
ph − 1
. (4.5)
We claim that an ≤
p(h−1)(n+1) − 1
ph−1 − 1
for all n ≥ 0. Since h > 2 this holds for n ≤ n0.
To prove the claim for n0 + 1 we note that since h > 2 we have
p−n0−1
n0∑
i=0
(phi − p2i) ≤
n0∑
i=0
p−i(phi − p2i) =
n0∑
i=0
(p(h−1)i − pi).
It follows that
p−n0−1
(
ph(n0+1) − 1
ph − 1
−
p2(n0+1) − 1
p2 − 1
)
≤
p(h−1)(n0+1) − 1
ph−1 − 1
−
pn0+1 − 1
p− 1
p−n0−1
(
ph(n0+1) +
ph(n0+1) − 1
ph − 1
− bn0
)
≤ p(h−1)(n0+1) +
p(h−1)(n0+1) − 1
ph−1 − 1
− an0
an0 + p
−n0−1
(
ph(n0+2) − 1
ph − 1
− bn0
)
≤
p(h−1)(n0+2) − 1
ph−1 − 1
.
Hence by (4.3) we get an0+1 ≤
p(h−1)(n0+2) − 1
ph−1 − 1
. Let n ≥ n0 + 2 and assume the claim
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holds for n− 1. Since n− 1 > n0 it follows from (4.3) and (4.5) that
an < an−1 + p
−n
(
ph(n+1) − 1
ph − 1
−
phn − 1
ph − 1
+ 2pn−1
)
≤
p(h−1)n − 1
ph−1 − 1
+ p(h−1)n + 2p−1
=
p(h−1)(n+1) − 1
ph−1 − 1
+ 2p−1.
Since an is an integer the claim holds for n. Hence by induction the claim holds for all
n ≥ 0.
We claim that an+1 > pan for all n ≥ 0. For 0 ≤ n ≤ n0−1 we have an+1 = pan+1 >
pan. Let n ≥ n0. Then by the preceding paragraph and (4.2) we get
(p− 1)an ≤ (p− 1)
p(h−1)(n+1) − 1
ph−1 − 1
≤ p(h−1)(n+1) − 2.
Hence by (4.5) and (4.4) we get
pan ≤ an + p
(h−1)(n+1) − 2
≤ an + p
(h−1)(n+1) + p−n−1
(
ph(n+1) − 1
ph − 1
− bn
)
− 2
= an + p
−n−1
(
ph(n+2) − 1
ph − 1
− bn
)
− 2
< an+1.
Set F = k((t)). Since p ∤ an and an+1 > pan for all n ≥ 0 it follows from Propo-
sition 3.3 that there is a totally ramified Zp-extension E/F whose upper ramification
breaks are a0, a1, a2, . . .. Hence by construction the lower ramification breaks of E/F
are b0, b1, b2, . . .. Let σ be a generator for the Zp-module Gal(E/F ). Then in(σ) = bn.
It follows from (4.5) that
lim
n→∞
in(σ)
phn
= lim
n→∞
bn
phn
=
ph
ph − 1
.
This proves (1) for the cases with h > 2.
5 Some examples
In this section we construct several examples which illustrate and limit the results of
the previous section. We begin with an example of a subgroup G of Autk(K) such that
(1) G ∼= Zp × Zp.
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(2) Ht2(γ) is defined for all γ ∈ G.
(3) There are σ1, σ2 ∈ Gr {idK} such that Ht2(σ1) 6= Ht2(σ2).
Example 5.1. Let p > 2, set F = Fp2((t)), and let F
sep be a separable closure of F .
Let E1/F be a totally ramified Zp-subextension of F
sep/F such that
(1) The sequence of upper ramification breaks of E1/F is p
4 + 1, p8 + 1, p12 + 1, . . ..
(2) The automorphism φ of F which fixes t and acts as the Frobenius on Fp2 extends
to an automorphism of E1 which induces γ 7→ γ
−1 on Gal(E1/F ).
Such an extension can be constructed as follows. Set
θ(X) =
1 +X
1−X
= 1 + 2X + 2X2 + 2X3 + · · · ∈ Fp[[X ]],
let b ∈ Fp2 satisfy φ(b) = −b, and set S = {n ≥ 1 : p ∤ n}. Then every element v in the
group 1 + tFp2[[t]] of 1-units in F can be expressed uniquely in the form
v =
∏
n∈S
θ(tn)λn ·
∏
n∈S
θ(btn)µn
with λn, µn ∈ Zp. Let S1 = {p
4i+4+1 : i ≥ 0} and S2 = SrS1. We define a continuous
homomorphism χ : F× → Zp by setting
χ(t) = 0
χ(r) = 0 for r ∈ F×p2
χ(θ(tn)) = 0 for n ∈ S
χ(θ(btn)) = 0 for n ∈ S2
χ(θ(btn)) = pi for n = p4i+4 + 1.
Let E1/F be the abelian extension associated to χ by local class field theory. Then
Gal(E1/F ) ∼= χ(F
×) = Zp. Since p
4(i+1)+4+1 > p(p4i+4+1) for all i ≥ 0, the sequence of
upper ramification breaks of E1/F is p
4 + 1, p8 + 1, p12 + 1, . . .. Since θ(−X) = θ(X)−1
we get χ(φ(v)) = −χ(v) for all v ∈ F×. Hence φ stabilizes E1 and induces γ 7→ γ
−1 on
Gal(E1/F ).
We now construct another totally ramified Zp-subextension E2/F of F
sep/F . Let
α ∈ R be the solution to the linear equation
p6 − p− p2α + pα = p9/2α− p9/2 + p5/2 − p−3/2α. (5.1)
Then α =
p5/2 + p
p5/2 + 1
· p3/2 satisfies p3/2 < α < p2. For n ≥ 0 let cn be the smallest
integer such that cn ≥ p
4nα and p ∤ cn. Then |cn − (p
4nα + 1)| < 1. Combining this
inequality with the bounds on α we get cn > p(p
4n + 1) and p4(n+1) + 1 > pcn. Hence
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by Proposition 3.3 there is a totally ramified Zp-extension E
′
2/Fp((t)) whose sequence
of upper ramification breaks is
p0 + 1, c0, p
4 + 1, c1, p
8 + 1, c2, p
12 + 1, c3, . . . .
Let E2 = FE
′
2. Then E2/F is a totally ramified Zp-extension with the same upper
ramification sequence as E ′2/Fp((t)). The automorphism φ of F stabilizes E2 and induces
the identity on Gal(E2/F ).
Viewing E1 and E2 as subfields of F
sep we define E = E1E2. For i = 1, 2 let
E
(1)
i /F be the unique (Z/pZ)-subextension of the Zp-extension Ei/F . Then E
(1)
1 /F has
ramification break p4+1 and E
(1)
2 /F has ramification break 2. Therefore E
(1)
1 ∩E
(1)
2 = F
and E
(1)
1 E
(1)
2 /F is a totally ramified (Z/pZ)
2-extension. It follows that E1 ∩ E2 = F ,
and that E/F is totally ramified. Set G = Gal(E/F ), H1 = Gal(E/E2), and H2 =
Gal(E/E1). Then H1 ∩H2 = {idE} and H1H2 = G, so we get
G ∼=H1 ×H2 ∼= Zp × Zp.
Let σ1 be a generator for the Zp-module H1 and let σ2 be a generator for the Zp-
module H2. Since φ ∈ Aut(F ) can be extended to automorphisms of both E1 and E2,
there is an automorphism φ˜ of E such that φ˜|F = φ, φ˜(E1) = E1 and φ˜(E2) = E2. It
follows from the constructions of E1/F and E2/F that
(φ˜ ◦ σ1 ◦ φ˜
−1
)|E1 = σ
−1
1 |E1
(φ˜ ◦ σ2 ◦ φ˜
−1
)|E2 = σ2|E1.
We also have
(φ˜ ◦ σ1 ◦ φ˜
−1
)|E2 = idE2 = σ
−1
1 |E2
(φ˜ ◦ σ2 ◦ φ˜
−1
)|E1 = idE1 = σ2|E1.
It follows that
σ
φ
1 = φ˜ ◦ σ1 ◦ φ˜
−1
= σ−11
σ
φ
2 = φ˜ ◦ σ2 ◦ φ˜
−1
= σ2.
Let v˜F denote the valuation on E which extends vF . Then
(v˜F ◦ φ˜)|F = vF ◦ φ = vF .
Since vF extends uniquely to a valuation on E we get v˜F ◦ φ˜ = v˜F . It follows that for
γ ∈ G we have i(γ) = i(γφ). Writing γ = σa1σ
b
2 with a, b ∈ Zp we get γ
φ = σ−a1 σ
b
2,
and hence
i(γ) ≤ i(γγφ) = i(σ2b2 ) = i(σ
b
2).
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A similar argument gives i(γ) ≤ i(σa1). Since we also have i(γ) ≥ min{i(σ
a
1), i(σ
b
2)}
we get i(γ) = min{i(σa1), i(σ
b
2)}. Hence for x ≥ 0 we have σ
a
1σ
b
2 ∈ Gx if and only if
σa1 ∈ Gx and σ
b
2 ∈ Gx.
For n ≥ 0 set an = u(σ
pn
1 ). Then σ
pn
1 ∈ G
an , so we have σp
n
1 H2 ∈ G
anH2/H2. In
addition, for ǫ > 0 we have σp
n
1 6∈ G
an+ǫ. Therefore σp
n
1 σ
b
2 6∈ G
an+ǫ for all b ∈ Zp, so we
have σp
n
1 H2 6∈ G
an+ǫH2/H2. Let σ1 = σ1|E1 denote the image of σ1 in Gal(E1/F )
∼=
G/H2. Then σ
pn
1 ∈ (G/H2)
an and for ǫ > 0 we have σp
n
1 6∈ (G/H2)
an+ǫ. Thus an
is the nth upper ramification break of E1/F , so we have u(σ
pn
1 ) = an = p
4n+4 + 1 for
n ≥ 0. A similar argument shows that u(σp
n
2 ) is equal to the nth upper ramification
break of E2/F . Therefore for n ≥ 0 we have u2n(σ2) = p
4n + 1 and u2n+1(σ2) = cn.
Combining these facts we get
|G : Gx| =

1 (0 ≤ x ≤ 2)
p3i+1 (p4i + 1 < x ≤ ci)
p3i+2 (ci < x ≤ p
4i+4 + 1).
(5.2)
For sequences (dn) and (en) we write dn ∼ en to indicate that (dn) is asymptotic to
(en) as n→∞. Using (5.2) we get
ψE/F (p
4n + 1) =
∫ p4n+1
0
|G : Gx| dx
= 2 +
n−1∑
i=0
(p3i+1(ci − p
4i − 1) + p3i+2(p4i+4 + 1− ci))
= 2 +
n−1∑
i=0
(p7i+6 − p7i+1 + p3i+2 − p3i+1)−
n−1∑
i=0
(p3i+2 − p3i+1)ci
= 2 + (p6 − p)
p7n − 1
p7 − 1
+ (p2 − p)
p3n − 1
p3 − 1
− (p2 − p)
n−1∑
i=0
p3ici
∼
p6 − p
p7 − 1
p7n − (p2 − p)
n−1∑
i=0
p3i · p4iα
=
p6 − p
p7 − 1
p7n − (p2 − p)
p7n − 1
p7 − 1
α
∼
p6 − p− p2α + pα
p7 − 1
p7n. (5.3)
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ψE/F (cn) = ψE/F (p
4n + 1) + p3n+1(cn − p
4n − 1)
∼
p6 − p− p2α+ pα
p7 − 1
p7n + p3n+1(p4nα− p4n)
=
p8α− p8 + p6 − p2α
p7 − 1
p7n
=
p9/2α− p9/2 + p5/2 − p−3/2α
p7 − 1
(p7/2)2n+1. (5.4)
Let (K,G) = F(E/F ) and let σ1, σ2 ∈ G be the automorphisms of K induced by
σ1,σ2 ∈ Gal(E/F ). Then the Zp-module G ∼= G ∼= Zp × Zp is generated by σ1 and σ2.
Since
in(σ1) = in(σ1) = ψE/F (un(σ1)) = ψE/F (p
4(n+1) + 1)
it follows from (5.3) that Ht2(σ1) = 7. Similarly, we have
i2n(σ2) = i2n(σ2) = ψE/F (u2n(σ2)) = ψE/F (p
4n + 1)
i2n+1(σ2) = i2n+1(σ2) = ψE/F (u2n+1(σ2)) = ψE/F (cn).
Since α was chosen to satisfy (5.1) it follows from (5.3) and (5.4) that Ht2(σ2) = 7/2.
Let γ ∈ G. Then γ = σa1σ
b
2 for some a, b ∈ Zp. Therefore for n ≥ 0 we have γ
pn =
σap
n
1 σ
bpn
2 , and hence i(γ
pn) = min{i(σap
n
1 ), i(σ
bpn
2 )}. Since Ht2(σ1) = 7 and Ht2(σ2) = 7/2
there are L1, L2 > 0 such that i(σ
pn
1 ) ∼ L1p
7n and i(σp
n
2 ) ∼ L2p
7
2
n. Hence if b 6= 0 then
i(γp
n
) ∼ L′2p
7
2
n with L′2 = L2p
7
2
vp(b), while if a 6= 0 and b = 0 then i(γp
n
) ∼ L′1p
7n with
L′1 = L1p
7vp(a). Therefore Ht2(γ) is defined in all cases, and we have
Ht2(σ
a
1σ
b
2) =

7/2 (b 6= 0)
7 (a 6= 0, b = 0)
∞ (a = b = 0).
It follows that
G[h] =

G (0 < h ≤ 7/2)
σ
Zp
1 (7/2 < h ≤ 7)
{idK} h > 7.
Let σ be a wild automorphism of K and let h ≥ 1. In Section 4 we showed that
if Ht1(σ) = h then Ht2(σ) = h, and if Ht2(σ) = h then Ht3(σ) = h. In order to give
examples which show that the converses of these implications do not hold, we describe
a method for producing wild automorphisms of K with specified ramification data. Let
F be a local field of characteristic p with residue field k and let (νn)n≥0 be a sequence
such that ν0 ∈ Nr pN and νn ∈ (Nr pN)∪{0} for n ≥ 1. Define a sequence (an)n≥0 by
a0 = ν0 and an = pan−1 + νn for n ≥ 1. Then p ∤ a0, and for n ≥ 0 we have an+1 ≥ pan
with p ∤ an+1 if an+1 6= pan. Therefore by Proposition 3.3 there is a totally ramified
Zp-extension E/F whose upper ramification sequence is (an)n≥0.
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Let F(E/F ) ∼= (K,G) and let σ be a generator for G. Then uGn (σ) = an =
n∑
j=0
pn−jνj
for n ≥ 0. In addition, the lower ramification numbers of σ are given by
in(σ) = a0 +
n∑
h=1
ph(ah − ah−1)
=
n∑
h=0
phah −
n−1∑
h=0
ph+1ah
=
n∑
h=0
h∑
j=0
p2h−jνj −
n−1∑
h=0
h∑
j=0
p2h−j+1νj
=
n∑
j=0
n∑
h=j
p2h−jνj −
n−1∑
j=0
n−1∑
h=j
p2h−j+1νj
=
n∑
j=0
p2n+2−j − pj
p2 − 1
νj −
n−1∑
j=0
p2n+1−j − pj+1
p2 − 1
νj
=
n∑
j=0
p2n+1−j + pj
p+ 1
νj. (5.5)
It follows that
in+1(σ)− p
2in(σ) = p
n+1νn+1 +
n∑
j=0
pj − pj+2
p + 1
νj
= pn+1νn+1 − (p− 1)
n∑
j=0
pjνj
in+1(σ)
in(σ)
= p2 +
1
in(σ)
(
pn+1νn+1 − (p− 1)
n∑
j=0
pjνj
)
. (5.6)
Example 5.2. Let ν0 = a0 = b0 = 1, and for n ≥ 1 define νn, an, bn recursively by
νn =
⌊
bn−1
npn
+ (p− 1)
n−1∑
j=0
pj−nνj
⌋
+ γn (5.7)
an =
n∑
j=0
pn−jνj
bn =
n∑
j=0
p2n+1−j + pj
p+ 1
νj , (5.8)
where γn ∈ {0, 1} is chosen so that p ∤ νn. Then the construction above gives σ ∈ G
such that uGn (σ) = an and in(σ) = bn for n ≥ 0. We claim that Ht3(σ) = 2 but Ht2(σ)
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is undefined. Using (5.7) we get
νn =
bn−1
npn
+ (p− 1)
n−1∑
j=0
pj−nνj + ǫn,
with |ǫn| ≤ 1. Therefore by (5.6) we have
in(σ)
in−1(σ)
= p2 +
1
n
+
pnǫn
bn−1
. (5.9)
Since ν0 = 1 it follows from (5.8) that bn−1 ≥
p2n−1 + 1
p+ 1
. Therefore lim
n→∞
pnǫn
bn−1
= 0, so
we get lim
n→∞
in(σ)
in−1(σ)
= p2. Hence Ht3(σ) = 2.
On the other hand, since i0(σ) = b0 = 1 it follows from (5.9) that
iN (σ)
p2N
=
N∏
n=1
(
1 +
1
np2
+
pn−2ǫn
bn−1
)
.
Since bn−1 > p
2n−1/(p+ 1) and ǫn ≥ −1 we get p
n−2ǫn/bn−1 > −(p + 1)p
−n−1. Hence
iN (σ)
p2N
>
N∏
n=1
(
1 +
1
np2
− (p+ 1)p−n−1
)
.
Since the product on the right diverges, lim
N→∞
iN (σ)
p2N
is undefined. Hence Ht2(σ) and
Ht1(σ) are undefined.
Example 5.3. For n ≥ 0 let νn =
p2n+1 + 1
p+ 1
+ p. Then νn ∈ N r pN, and the element
τ ∈ Autk(K) associated to the sequence (νn)n≥0 satisfies
in(τ) =
n∑
j=0
p2n+1−j + pj
p+ 1
(
p2j+1 + p2 + p+ 1
p+ 1
)
=
n∑
j=0
p2n+2+j + p3j+1 + (p2 + p+ 1)(p2n+1−j + pj)
(p + 1)2
=
1
(p+ 1)2
(
p3n+3 − p2n+2
p− 1
+
p3n+4 − p
p3 − 1
+ (p2 + p+ 1)
p2n+2 − 1
p− 1
)
=
1
(p+ 1)2
(
p3n+3 − 1
p− 1
+ p ·
p3n+3 − 1
p3 − 1
+ (p2 + p)
p2n+2 − 1
p− 1
)
=
1
(p+ 1)2
(
(p2 + 2p+ 1)(p3n+3 − 1)
p3 − 1
+ (p2 + p)
p2n+2 − 1
p− 1
)
=
p3n+3 − 1
p3 − 1
+ p ·
p2n+2 − 1
p2 − 1
.
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It follows that lim
n→∞
in(τ)
p3n
=
p3
p3 − 1
, so Ht3(τ) = Ht2(τ) = 3. In addition, we get
in+1(τ)− in(τ) =
p3n+6 − p3n+3
p3 − 1
+ p ·
p2n+4 − p2n+2
p2 − 1
= p3n+3 + p2n+3
in+1(τ)− in(τ)
in(τ)− in−1(τ)
=
p3n+3 + p2n+3
p3n + p2n+1
=
pn + 1
pn−1 + 1
· p2.
Therefore Ht1(τ) is undefined.
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