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Introduction
This thesis is devoted to studying fibers of commutator maps over algebraic groups, specifically,
• for m ≥ 1, let [, ]m : Gm×Gm → G via [a, b]m = [a1, b1] · · · [am, bm] with a = (a1, · · · , am), b =
(b1, · · · , bm) ∈ Gm and [ai, bi] = aibia−1i b−1i , what can we tell about size of the fibers
([, ]m)−1(g) for any g ∈ G, say for G an algebraic group over C?
There are many interesting algebraic questions on commutators, for instance, the Ore conjecture,
which says in a finite non-abelian simple group, every element is a commutator. The conjecture
was proved by Liebeck, O’Brien, Shalev and Tiep in [23].
Besides the simple algebraic definition above, the question is also rooted in a geometric background.
The fundamental group of a compact Riemann surface of genus g Sg has the presentation
pi1(S
g) = 〈a1, b1, · · · , ag, bg | [a1, b1] · · · [ag, bg] = 1〉.
For any group G, every ρ ∈ Hom(pi1(Sg), G) is determined by ρ(a1), ρ(bi) which could be arbitrary
and the relation
[ρ(a1), ρ(b1)] · · · [ρ(ag), ρ(bg)] = 1.
Hence
Hom(pi1(S
g), G)↔ φ−1g (1),
i.e. fiber of the commutator map over the identity can be identified with the representation space
of a surface group into G. What about any other fiber φ−1g (g) over arbitrary g ∈ G?
This leads to considering Riemann surface deleting a point. Using the uniformization above, Sgr{∗}
has deformation retract to the wedge of 2g circles. Then the fundamental group of Sg r {∗} is just
1
F2g = Z ∗ · · · ∗ Z, the free group generated by 2g letters, which can also be presented as
pi1(S
g r {∗}) = 〈a1, b1, · · · , ag, bg, c | [a1, b1] · · · [ag, bg]c = 1〉.
Now for any group G, any ∀ρ ∈ Hom(pi1(Sg r {∗}), G) is determined by ρ(a1), ρ(bi), ρ(c) which
could be arbitrary and the relation
[ρ(a1), ρ(b1)] · · · [ρ(ag), ρ(bg)] = ρ(c)−1.
Hence
Hom(pi1(S
g r {∗}), G)↔ φ−1g (G),
i.e. any fiber φ−1g (g),∀g ∈ G determines the representation space of pi1(Sg r {∗}) into G of type
with the free quantifier c mapped to x. In particular, φ−1g (1)↔ Hom(pi1(Sg), G).
When G is an algebraic group, then any representation space φ−1g (g), for any g ∈ G, is an algebraic
set. Moreover if G is (connected) over C (Lie group), then φ−1g (g) inherits both the Zariski and
(locally) Euclidean topology of G2g. The key example is as follows:
• Let G = GLn(C), then
φg : GLn(C)2g → GLn(C)
has image SLn(C). The thesis focuses on studying dimension of the fibers φ−1g (g),∀g ∈
SLn(C), which relates to the moduli space of complex vector bundles over Sgr{∗} for g = 1,
the flat torus case.
For any ρ ∈ Hom(pi1(Sg r {∗}), GLn(C)), n ≥ 1, a complex representation of the surface group, we
can define a complex vector bundle over Sg r {∗} as follows:
let X be the universal cover of Sg r {∗} with deck transformation group pi = pi1(Sg r {∗}), then
2
X × Cn is equipped with a pi-action
α · (x, v) = (α · x, ρ(α)v),∀α ∈ pi, x ∈ X, v ∈ Cn.
Since pi acts properly and freely on X hence also X × Cn, the resulting quotient
(X × Cn)/pi → X/pi = Sg r {∗},
is a rank n bundle, called the flat bundle with holonomy ρ, denoted by Eρ. Note that Eρ inherits
a flat connection (zero curvature) from the trivial bundle.
Especially when g = 1, Sgr{∗} deformation retracts to a wedge of two circles, which has a universal
cover as the Cayley graph T of F2 = Z ∗Z. Hence any flat bundle with holonomy ρ can be seen as
the quotient of T ×Cn. Actually, T looks like a fractal tree which has four branches at each node,
see page 77 of Hatcher [13]. In particular, F2 is linearly realizable, say by the Sanov representation
〈
1 2
0 1
 ,
1 0
2 1
〉.
Hence the flat structure of Eρ’s over S
g r {∗} (g = 1) naturally comes from the trivial bundle
T × Cn quotient by linear representation of F2. Similar for any g ≥ 2.
Inversely, we can construct a linear representation of pi from a flat vector bundle by holonomy. Let
E be a rank n vector bundle over Sg r {∗} and ∇ be connection on E. Given any smooth loop
γ : [0, 1] → Sg r {∗}, based at x, the connection defines a linear and invertible parallel transport
Pγ : Ex → Ex along the loop, hence a linear transformation in GL(Ex) = GLn(C). Define
Holx(∇) = {Pγ ∈ GL(Ex) | γ a loop based at x}.
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Clearly any other base point gives a conjugation of the above group, hence up to isomorphism, we
denote it by Hol(∇) and call it the holonomy group of the connection. If ∇ is flat, contractible loops
gives trivial transport, resulting a surjective group homomorphism pi → Hol(∇) ⊂ GLn(C) which
sends [γ] to Pγ . This gives a representation of pi into GLn(C) with image Hol(∇). By construction,
the flat bundle of holonomy Eρ, ∀ρ ∈ Hom(pi,GLn(C)) with the natural flat connection, gives back
the representation ρ through holonomy as above.
By this far, we see the following identifications
φ−1g (SLn(C))↔ Hom(pi,GLn(C))
↔ {flat complex vector bundles over Sg r {∗}},
via
φ−1g (g)↔ {ρ : pi → GLn(C), ρ(c) = g−1}
↔ {complex vector bundle with flat connection ∇ of type ∇c = g−1}.
More generally for any Lie group G, we can consider principal G-bundles over Riemann surfaces
and establish the correspondence in a similar way. Then flatness of the commutator map in the
geometric setting, basically means that the flat complex vector bundles (or generally principal G-
bundles) of types in consideration have equal dimension.
For g ≥ 2, it was proved that φg = [, ]g : G2g → G is flat for any simple algebraic group G. Thus,
spaces of principal G-bundles of any type over hyperbolic surfaces all have the same dimension
(2g − 1) dimG. Jun Li proved in [19] the flatness of [, ]g for g > 1 and any connected complex
semi-simple Lie group G, hence shows that those moduli spaces of Eρ basically have the same size
for hyperbolic surfaces. Moreover, Liebeck and Shalev in [21] gave a new proof of Li’s result by
studying zeta function ζG(Z/p)(s). We will introduce the latter approach following Aizenbud-Avni [1]
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and try to illustrate the thesis work for g = 1 and G = SLn(C), i.e. complex vector bundles over
the flat torus in the geometric setting, in scheme of the approach.
First, we have a formula by Frobenius [8]: Let G be a finite group, and let k ≥ 1 be an integer.
Then ∀g ∈ G, the number of solutions in G2k to the equation [x1, y1] · · · [xk, yk] = g is equal to
|G|2k−1
∑
χ∈Irr(G)
χ(g)
χ(1)2k−1
,
where |G| denotes the order of the group and Irr(G) the set of all irreducible characters of G.
Second, in Liebeck and Shalev’s paper [22], they studied for any finite group G the associated “zeta
function”, ∀t > 0
ζG(t) =
∑
χ∈Irr(G)
χ(1)−t,
and showed that for any simple algebraic group G defined over a finite field Fq, the zeta function
ζG(Fqm )(t) < C is uniformly bounded by some constant C for any integer m ≥ 1 and real t > 1.
Rewrite the definition φG,k = [, ]
k : G2k → G for any group G, we will outline a proof of the
following result: for G group scheme over Z such that the generic fiber is simple and k ≥ 2, φG,k is
flat.
We first prove it for G(Fqm), for m ≥ 1. By Frobenius’ formula and Liebeck-Shalev’s result on zeta
function (k ≥ 2)
|φ−1G(Fqm ),k(g)| = |G(Fqm)|
2k−1
∣∣∣∣∣∣
∑
χ∈Irr(G(Fqm ))
χ(g)
χ(1)2k−1
∣∣∣∣∣∣
≤ |G(Fqm)|2k−1
∑
χ∈Irr(G(Fqm ))
1
χ(1)2k−2
= |G(Fqm)|2k−1ζG(Fqm )(2k − 2) ≤ C|G(Fqm)|2k−1.
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Now we use Lang-Weil bound: suppose V be a variety over F¯p, dimV = f , and V has e components
of top dimension f , then there is a power q0 of p such that
|V (q)| = (e+ o(1))qf
for all powers q of q0.
Here the dimension is the Krull dimension over F¯p, which is same with the Krull dimension over
Fq for almost all power q of p. Thus for any g ∈ G,
dimφ−1G,k(g) ≤ (2k − 1) dimG,
which actually implies = (2k − 1) dimG.
To extend the result to characteristic 0, we resort to the following theorem by Grothendieck (9.2.6.1
of EGA IV [6]) that if f : X → S is a scheme morphism of finite presentation, then the function
s 7→ dim(f−1(s)) is locally constructible. Hence first dimG is generically the same. Now for any
g ∈ G(Q¯), let X = φ−1G,k(g)
= {(x1, y1, · · · , xk, yk) ∈ G2k | [x1, y1] · · · [xk, yk] = g}.
There are large enough number fields K/Q such that g ∈ G(K), hence for any good prime p,
Xp = X ×Spec Z Spec Fp = X(Fp) contains φ−1G,k(gq) as its closed points for some gq ∈ G(Fq).
Thus dimXp = (2k − 1) dimG for almost all fibers (over good finite characteristics p). Again by
Grothendieck’s theorem, for the generic fiber,
dimX = dimφ−1G,k(g) = (2k − 1) dimG.
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To show
dimφ−1G,k(g) = (2k − 1) dimG, ∀g ∈ G(C),
we notice that the Zariski closure Xg = ¯{σ(g) | σ ∈ Aut(C)} is defined over Q, and Xg(Q¯) is
Zariski dense in Xg. We showed for any h ∈ Xg(Q¯),dimφ−1G,k(h) = (2k − 1) dimG, hence again by
Grothendieck’s theorem applied to φG,k : G
2k → G, we get the result.
Finally we turn the equi-dimension property into flatness by Ex. 3.10.9 of Hartshorne [12] that for
f : X → Y a morphism of varieties, Y regular, X Cohen-Macaulay, and that every fiber of f has
dimension equal to dimX − dimY , f is flat.
However, when k = 1, the above arguments all work except that ζG(Fqm )(2k − 2) = ζG(Fqm )(0).
Hence we can’t use zeta functions to control the character sum in Frobenius’ formula
|φ−1G(Fqm ),1(g)| = |G(Fqm)|
∑
χ∈Irr(G(Fqm ))
χ(g)
χ(1)
,
unless we can estimate the character ratio
χ(g)
χ(1)
more precisely. To do this, we need the generic
character table of G(Fq). Fortunately for GLn(Fq), it was calculated by J.A. Green. Moreover,
unlike k ≥ 2, dimension of the fibers over central elements may be higher than those over non-
central elements. The thesis deals with these issues for G = SLn(C) and shows that fibers of the
commutator map on SLn(C) almost all have the same dimension except over the finite number
of non-primitive central elements, hence sizes of those moduli spaces of holonomy bundles over a
torus with one hole are mostly about the same. We will first study the commutator map on the
finite quasi-simple groups GLn(Fq) and show that most fibers have the same sizes using character
estimates of which the starting point is Frobenius theorem on character sums as in [8]. This can
be seen as a strengthening of Ore’s conjecture in this special case. The basic tool for estimating
the character sum of GLn(Fq) is Green’s character formula in [10]. Then to transform the result to
GLn(C) by Lang-Weil bound which turns counting of q-rational points to information of dimension
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over F¯p, and exploiting the structural morphism f : [, ]−1(g)→ Spec Z which builds a flat families
of varieties over each characteristic and suffices us to just prove for finite characteristics. Hence the
thesis will be presented as follows
• Chapter 1 introduces basics of representation theory of finite groups, especially Frobenius
character formula and irreducible characters of symmetric groups which will be used through-
out the thesis.
• Chapter 2 devotes to explanation of Green’s character formula for GLn(Fq) which is the
main tool for estimating character sums. Green’s notations and conventions are basically
maintained to ease reader’s reference.
• Chapter 3 includes character tables and the detailed computation of sizes of fibers of the
commutator map on GL2(Fq) and GL3(Fq), which motivates the general treatment of GLn(C).
• Chapter 4 discusses character estimates in details and consists of the major part of the thesis.
Especially, it resorts to a crucial estimate from [20] and dramatically reduce the amount of
computation.
• Chapter 5 finally translates the result from GLn(Fq) first by Lang-Weil bound (see Lemma
7.1 of [21]) to GLn(F¯p), then through the flat family given by the natural morphism to Spec Z
and Lefschetz’s principle to GLn(C).
At the end all relevant references are listed under the Bibliography.
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CHAPTER 1
Representation of finite groups
This chapter briefly reviews the representation theory of finite groups, developed mainly by Frobe-
nius, Burnside, Schur and Brauer from the end of the nineteenth century. As general references,
please check Serre [31], Fulton-Harris [9], Etingof et al. [7] and D.E. Littlewood [24].
1.1 Preliminaries of representation theory
In a general sense, representations of a group are ways of manifesting actions by the group on
various objects. One example is Cayley’s theorem stating that any group can be embedded into
permutation groups, say via the action of the group on itself, which can also be viewed as embedding
of the group into a permutation group. In this thesis we consider only the matrix representation,
i.e. linear action of groups on finite dimensional vector spaces.
Definition 1.1.1. A representation of group G (not necessarily finite) on an n-dimensional complex
vector space V is a homomorphism ρ : G → Aut(V ) = GLn(C) (with a basis specified), via the
action of G on V by left multiplication of ρ(g), ∀g ∈ G. A subrepresentation of a representation V
is a vector subspace W of V which is invariant under the action of ρ(G). A representation V is
called irreducible if it has no proper nonzero subrepresentation.
Example 1.1.2. For any group G, let C[G] = ⊕g∈GC · g be the group algebra, which is a vector
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space endowed with a multiplication
(
∑
g∈G
agg)(
∑
g∈G
bgg) =
∑
g∈G
(
∑
h1h2=g
ah1bh2)g
for any finite sums, which induces an action of G by left multiplication on the group algebra, which
makes C[G] a representation of G, finite dimensional if G is finite. This is the so called regular
representation.
From 1.1.1 there directly arises various computational aspects of linear algebra, one significant
of which is the following
Definition 1.1.3. Let ρ : G → GLn(C) be a representation. Then the naturally assigned complex
valued function χρ : G → C given by
χρ(g) = trace(ρ(g)),∀g ∈ G,
is called the character of the representation ρ. The number n = χρ(1) is called the degree of the
character. If n = 1, the character is said to be linear. By an irreducible character we mean the
character of an irreducible representation. The set of all irreducible characters of G is denoted by
Irr(G).
Remark 1.1.1. If every element of G has finite order, then for any g ∈ G, every eigenvalue of ρ(g)
must be a root of unity. Hence by definition, it is immediate that χ(g−1) = ¯χ(g). Moreover, for any
finite group, its representations can all be realized as unitary representations, see 3.6 of Etingof et
al. [7].
Example 1.1.4. (1) For any group G, the representation ρ : G → GL1(C) = C× given by ρ(g) =
1, ∀g ∈ G, is an irreducible representation with character χ = 1, called the trivial character, denoted
by 1, and the representation is called the trivial representation.
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(2) If G is a finite group, then the character of its regular representation has
χ(g) =

|G| for g = 1
0 for g 6= 1,
since elements of G act on the basis of C[G] as permutations.
(3) Actually (2) is a special case of the so called permutation characters. Let G act on a finite set
Ω = {ω1, · · · , ωk} and denote C[Ω] the free vector space with basis ω1, · · · , ωk, then the action of
G on Ω extends linearly to C[Ω], i.e.
g ·
k∑
i=1
aiωi =
k∑
i=1
ai(g · ωi),∀g ∈ G, a1, · · · , ak ∈ C,
which gives a representation G → GLk(C), called the natural representation. Clearly its character
is
χ(g) = the number of fixed points of g on Ω.
It is called the permutation character given by the action of G on Ω.
Definition 1.1.5. A complex valued function f : G → C on any group G is a class function, if
f(h−1gh) = f(g),∀g, h ∈ G, i.e. the value of a class function depends only on conjugacy classes.
For any two class functions χ1, χ2 on a finite group G, we can define an inner product as follows
〈χ1, χ2〉 = 1|G|
∑
g∈G
χ1(g) ¯χ2(g),
where χ¯ denotes the complex conjugate of χ.
Immediately from the definition, a character is a class function.
With those basic notions defined, two cornerstones support the representation theory of finite
groups, Schur’s lemma and Maschke’s theorem.
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Theorem 1.1.6 (Schur’s lemma). Let (V1, ρ1), (V2, ρ2) be irreducible representations of a group
G (not necessarily finite) and ϕ : V1 → V2 a homomorphism of representations, i.e. ϕ(ρ1(g)v) =
ρ2(g)ϕ(v),∀g ∈ G, v ∈ V1. Then
(1) Either ϕ is an isomorphism, or ϕ = 0.
(2) If V1 = V2, then ϕ = λ · I for some λ ∈ C and I the identity.
Schur’s lemma implies representation vector spaces of abelian groups have less content in the
following sense
Corollary 1.1.6.1. Every irreducible finite dimensional representation of an abelian group G is
1-dimensional. In particularly any irreducible character is a group homomorphism from G to C×.
Proof. Let (V, ρ) be irreducible, then any g ∈ G induces a endomorphism of V as follows
ρ(g)(ρ(h)v) = ρ(gh)v = ρ(hg)v = ρ(h)(ρ(g)v), ∀h ∈ G, v ∈ V.
By Schur’s lemma, ρ(g) = λ · I is a scalar operator on V . Hence every subspace of V is a subrep-
resentation. Since V is irreducible, it follows that dimV = 1. Then χρ(g) = λ, which defines a
multiplicative homomorphism G → C×.
For abelian groups, Irr(G) forms a group, called the dual group of G and Irr(G) ' G. For
details, see chapter 6 of Apostol [2].
Schur’s lemma also implies that for a finite group the set of class function on it forms an inner
product space having the irreducible characters as an orthonormal basis defined in 1.1.5. Specifically
Corollary 1.1.6.2 (Schur’s orthogonality). For any χ, χ′ ∈ Irr(G) for any finite group G,
〈χ, χ′〉 =

1 if χ = χ′,
0 if χ 6= χ′.
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For a proof see Theorem 3.9 of Etingof et al. [7]. It can also be generalized to locally compact
groups (for integrable class functions), by Pontryagin duality [30] and by the Peter-Weyl theorem
[18].
Theorem 1.1.7 (Maschke’s theorem). Let G be a finite group. Then there is an isomorphism of
representations C[G] ' ⊕iV dim(Vi)i , summing over all the irreducible representations Vi of G. In
particular,
|G| =
∑
i
dim(Vi)
2 =
∑
χ∈Irr(G)
χ(1)2.
Also, there are as many irreducible representations as conjugacy classes of G. Further, every
representation of G is a direct sum of irreducible representations.
For a proof, see Theorem 3.1 of Etingof et al. [7].
1.2 Induced character and Mackey’s formula
Given a representation (V, ρ) of a group G and a subgroup H ⊂ G, the restriction of the group action
on V to H gives a representation of the subgroup. This is a representation of H with the same
vector space V and the restricted homomorphism ρ|H. There is an adjoint construction producing
a representation of a group from a representation of its subgroup.
Definition 1.2.1. If G is a finite group, H ⊂ G a subgroup, and (V, ρ) a representation of H.
Suppose g1, · · · , gn is a set of representatives in G of the left cosets in G/H, and for any g ∈
G, ggi = gjihi for some hi ∈ H, 1 ≤ ji ≤ n, ∀i. Then the induced representation IndGHV is the
representation of G with the vector space
IndGHV =
n⊕
i=1
giV,
13
and the action ρIndGHV
of G via
g ·
n∑
i=1
givi =
n∑
i=1
gjiρ(hi)vi
where vi ∈ V,∀i.
Proposition 1.2.2. With the above notations,
dim(IndGHV ) = dim(V )
|G|
|H| .
Also if K ⊂ H ⊂ G are groups and V a representation of K, then
IndGH(Ind
H
KV ) = Ind
G
KV.
Example 1.2.3. Let H be a subgroup of a finite group G, and ρ : H → C× a 1-dimensional
representation. Then
eρ =
1
|H|
∑
g∈H
ρ(g)−1g ∈ C[H]
is an idempotent and IndGHV ' C[G]eρ.
Notably the character χ of IndGHV has the following expression
Theorem 1.2.4 (Mackey’s formula). Suppose x1, · · · , xn is a set of representatives of the right
cosets H\G and χV the character of the representation V , then
χ(g) =
∑
xigx
−1
i ∈H
χV (xigx
−1
i ),∀g ∈ G.
By Mackey’s formula, it is easy to check the degree χ(1) = |H\G|χV (1) = dim(V ) |G||H| , which
coincides with the proposition above.
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1.3 The Frobenius theorem
In this section we recall a theorem of Frobenius [8].
Proposition 1.3.1. For any finite group G, let g, h ∈ G and Zg denote the centralizer of g in G.
Then
∑
χ∈Irr(G)
χ(g) ¯χ(h) =

|Zg| if g is conjugate to h
0, otherwise.
For a proof, see Theorem 3.9 of [7].
Proposition 1.3.2. Let G be a finite group and χ the character of the irreducible representation
Vχ of G, let
ψχ =
χ(1)
|G|
∑
g∈G
χ(g) · g−1 ∈ C[G].
Then ψχ acts on Vχ as identity while as null map on any other irreducible representation Vχ′ of G
if χ 6= χ′ ∈ Irr(G). Also ψχ is idempotent, i.e. ψ2χ = ψχ, and ψχψχ′ = 0 for χ 6= χ′ ∈ Irr(G). In
particular,
χ′(ψχ) =
χ(1)
|G|
∑
g∈G
χ(g) ¯χ′(g) = χ(1)〈χ, χ′〉 =

χ(1) if χ′ = χ
0 if χ′ 6= χ.
Proof. Directly compute χ′(ψχ) using Schur’s orthogonality.
Corollary 1.3.2.1. With the same notations, ∀g ∈ G, g · ψχ = χ(1)|G|
∑
h∈G χ(h) · gh−1 ∈ C[G] acts
on Vχ as a permutation while as null map on any other Vχ′ for χ 6= χ′ ∈ Irr(G). In particular,
χ′(g · ψχ) =

χ(g) if χ′ = χ
0 otherwise.
Now we are ready to present Frobenius’ theorem.
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Theorem 1.3.3 (Frobenius [8]). For any finite group G, ∀g ∈ G and any integer k ≥ 1, the number
of solutions (x1, · · · , xk, y1, . . . , yk) ∈ Gk × Gk to the equation [x1, y1] · · · [xk, yk] = x1y1x−11 y−11 · · ·xkykx−1k y−1k =
g, denoted by Nk,g, is
Nk,g = |G|2k−1
∑
χ∈Irr(G)
χ(g)
χ(1)2k−1
Proof. We prove it for k = 1 then use induction in general.
First, note that if [x, y] = [x1, y] = xyx
−1y−1 = x1yx−11 y
−1, then xyx−1 = x1yx−11 , i.e. y =
(x−1x1)y(x−1x1)−1, thus x−1x1 ∈ Zy, where Zy denotes the centralizer of y in G. Hence for any
fixed y ∈ G, the number of solutions to the equation [x, y] = g is either |Zy| or 0.
Second, we employ the fact from Proposition 1.3.1 that
∑
χ∈Irr(G)
χ(y) ¯χ(z) =

|Zy| if z is conjugate to y
0 otherwise.
Comparing with the analysis above and using a variation that [x, y] = g ⇔ xyx−1 = gy, i.e. gy is
conjugate to y, we get another expression of N1,g
N1,g =
∑
y∈G
∑
χ∈Irr(G)
χ(gy) ¯χ(y) =
∑
χ∈Irr(G)
∑
y∈G
χ(gy) ¯χ(y).
Third, we focus on the inner sum
∑
y∈G χ(gy) ¯χ(y), which is just the value of χ on φg,χ :=∑
y∈G χ(gy) · y−1 ∈ C[G]. We can also transform it into
φg,χ =
∑
y∈G
χ(gy) · y−1 =
∑
y∈G
χ(gy) · (gy)−1 · g =
∑
y∈G
χ(y) · y−1 · g,
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i.e. φg,χ =
|G|
χ(1)
g · ψχ. Hence by Proposition 1.3.2, χ(φg,χ) = |G|χ(g)
χ(1)
. In conclusion,
N1,g =
∑
χ∈Irr(G)
χ(φg,χ) = |G|
∑
χ∈Irr(G)
χ(g)
χ(1)
.
Now suppose the formula is true for ≤ k, then by
[x1, y1] · · · [xk, yk][xk+1, yk+1] = g⇔ [x1, y1] · · · [xk, yk] = g[yk+1, xk+1]
we get
Nk+1,g =
∑
h∈G
Nk,ghN1,h =
∑
h∈G
|G|2k−1 ∑
χ∈Irr(G)
χ(gh)
χ(1)2k−1
|G| ∑
χ∈Irr(G)
χ(h)
χ(1)

= |G|2k
∑
χ,χ′∈Irr(G)
1
χ(1)2k−1χ′(1)
∑
h∈G
χ(gh)χ′(h)
= |G|2k
∑
χ,χ′∈Irr(G)
1
χ(1)2k−1χ′(1)
χ′(φg,χ)
= |G|2k+1
∑
χ∈Irr(G)
χ(g)
χ(1)2k+1
,
in which the last equality is deduced again from Proposition 1.3.2. Then by induction, the formula
is true for all k ≥ 1.
Example 1.3.4. Let G be a finite abelian group. Since χ(1) = 1,∀χ ∈ Irr(G), we get
N1,g = |G|
∑
χ∈Irr(G)
χ(g) =

|G|2 if g = 1
0 if g 6= 1,
by the orthogonality in Proposition 1.3.1. This coincides with the obvious facts for abelian
groups that [g, h] = 1, ∀g, h ∈ G.
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1.4 Characters of symmetric groups
The last section of the first chapter is devoted to introducing the Frobenius character formula
for symmetric groups, which will be used in the computation of character estimates later. Some
standard notations for symmetric groups and partitions need to be fixed first.
Definition 1.4.1. A partition λ of any integer n ≥ 1 is a row of positive numbers l1 ≥ l2 ≥ · · · ≥
lk ∈ Z+ with sum l1 + · · · + lk = n, denoted by λ = {l1, · · · , lk} and each li is called a part of
the partition. |λ| = n always means λ is a partition of n. Another notation for a partition is
λ = {1r12r2 · · · }, meaning that λ consists of r1 parts equal to 1, r2 parts equal to 2, etc. The
following notations will also be used:
m · {1r12r2 · · · } = {(m)r1(2m)r2 · · · },
{1r12r2 · · · }+ {1s12s2 · · · } = {1r1+s12r2+s2 · · · }.
Definition 1.4.2 (Young diagram). To each partition λ = {l1, · · · , lk} with l1 ≥ l2 ≥ · · · ≥ lk, we
associate a union of n unit squares in k rows, called its Young diagram, denoted by Yλ, in which the
first row has l1 squares, second row has l2 squares, . . . , and k-th row has lk squares. The conjugate
of Yλ is its transpose, i.e. the first column has L1 squares, second column has l2 squares, etc, and
the corresponding partition is called the conjugate of λ.
Definition 1.4.3 (Young tableau). A Young tableau corresponding to a Young diagram is obtained
by filling the numbers 1, · · · , n into the n unit squares one for each in any way. By convention,
a standard Young tableau often denoted by Tλ for a given partition λ, is obtained by filling the
numbers in increasing order, left to right, top to bottom.
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Example 1.4.4. Let λ = {5, 4, 1}, then its Young diagram and the conjugate look like
and the conjugate of λ is hence {3, 2, 2, 2, 1} = {112331}. The Young tableau of λ
1 2 4 7 8
3 5 6 9
10
is standard.
Definition 1.4.5 (Young projectors). Given a Young tableau Tλ, define two subgroups of Sn as
follows:
(1) The row subgroup Pλ: the subgroup which maps every element of {1, · · · , n} into an element
lying in the same row in Tλ.
(2) The column subgroup Qλ: the subgroup which maps every element of {1, · · · , n} into an element
lying in the same column in Tλ.
(Pλ ∩Qλ ={1} since their intersection fixes every element of {1, · · · , n}.)
Define the Young projectors (row projector and column projector) as:
aλ :=
1
|Pλ|
∑
g∈Pλ
g ∈ C[Sn],
bλ :=
1
|Qλ|
∑
g∈Qλ
(−1)gg ∈ C[Sn],
where (−1)g denotes the sign of the permutation g.
Definition 1.4.6 (Specht Module). Set cλ = aλbλ, then the subspace Vλ := C[Sn]cλ of C[Sn] is
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called the Specht module associated to the partition λ of n.
Remark 1.4.1. Clearly for any two Young tableaux of a given partition λ of n the row subgroups
and column subgroups can be conjugated by a common permutation of Sn. The same is true for
the Young projectors. This shows that Specht modules of Young tableaux of a given partition are
all isomorphic.
Example 1.4.7. (1) For λ = {n}, P{n} = Sn, Q{n} = {1}, and so b{n} = 1, c{n} = a{n} =
1
n!
∑
g∈Sn g, which is invariant under the action of C[Sn], i.e. ∀g ∈ Sn, g · c{n} = c{n}. Hence
V{n} = C[Sn]c{n} = C · c{n}, a 1-dimensional subspace, on which Sn acts trivially as identity, i.e.
V{n} is the trivial representation.
(2) For λ = {1n}, P{1n} = {1}, Q{n} = Sn, and so a{1n} = 1, c{1n} = b{1n} =
1
n!
∑
g∈Sn(−1)gg.
Clearly, for any h ∈ Sn,
h · c{1n} =
1
n!
∑
g∈Sn
(−1)ghg = 1
n!
∑
g∈Sn
(−1)h−1gg = 1
n!
(−1)h
∑
g∈Sn
(−1)gg = (−1)h · c{1n}.
Hence dimV{1n} = 1 and the action of Sn on it gives the sign character, denoted by χsgn.
In general, the irreducible representations of Sn are classified by Specht modules:
Theorem 1.4.8. Any Specht module Vλ for a partition λ of n is an irreducible representation of
Sn under left multiplication. Every irreducible representation of Sn is isomorphic to Vλ for a unique
λ.
For a proof, see Theorem 4.36 of Etingof et al. [7].
Remark 1.4.2. By Maschke’s Theorem 1.1.7, there are as many irreducible representations as
conjugacy classes of a finite group. For the symmetric group Sn, the above theorem shows that
an irreducible representation is uniquely determined by a partition of n. On the other hand, any
conjugacy class of Sn can be determined by a partition as follows:
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Any permutation of 1, · · · , n can be decomposed into a composition of disjoint cycles, say with r1
many 1-cycles (fixed numbers), r2 many 2-cycles, etc, and any two permutations decomposable into
same numbers of disjoint k-cycles for any k are conjugate. Hence such a conjugacy class of Sn is
determined by the partition {1r12r2 · · · } of n.
Now we are ready to present the Frobenius character formula for symmetric groups. First, a
conventional notation for character values will be fixed as follows
Definition 1.4.9. For any partitions λ, ρ of n, χλ denotes the character of Vλ and by χλρ the value
of χλ at the conjugacy class of Sn determined by ρ. Also given a row of variables x = (x1, · · · , xN ),
∀m ≥ 0, let
Hm(x) =
N∑
i=1
xmi ,
and
∆(x) =
∏
1≤i<j≤N
(xi − xj).
Theorem 1.4.10 (Frobenius character formula). Suppose λ = {l1, · · · , lk}, ρ = {1r12r2 · · · } are
partitions of n, and N ≥ k, then χλρ is the coefficient of
∏N
j=1 x
lj+N−j
j in the polynomial
∆(x)
∏
m≥1
Hm(x)
rm .
Equivalently, χλρ is the coefficient of
∏N
j=1 x
lj
j in the Laurent polynomial
∏
1≤i<j≤N
(
1− xi
xj
) ∏
m≥1
Hm(x)
rm .
For a proof, see Theorem 4.47 of Etingof et al. [7]. There is also a detailed discussion in Chapter
V of D.E. Littlewood [24].
Example 1.4.11. (1) For λ = {n}, N can be chosen as N = 1, then there’s only one variable,
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denoted by x. In this case, ∆(x) = 1,
∏N
j=1 x
lj+N−j
j = x
n, and for any partition ρ = {1r12r2 · · · } of
n,
∏
m≥1Hm(x)
rm = xn, hence ∆(x)
∏
m≥1Hm(x)
rm = xn and by Frobenius character formula
χ{n}ρ = the coefficient of x
n in xn = 1.
This coincides with Example 1.4.8 where V{n} is shown to be the trivial representation.
(2) For λ = {n− 1, 1} (n ≥ 2), choose the Young tableau as
1 2 · · · n-1
n
The row subgroup P{n−1,1} = Sn−1 is the stabilizer of n, hence
aλ =
1
(n− 1)!
∑
g∈Sn−1
g,
which is fixed by all g ∈ Sn−1. Then Uλ = C[Sn] · aλ ' C[Sn/Sn−1] · aλ, where C[Sn/Sn−1] denotes
the n-dimensional free vector space. Clearly this is the natural representation (see Example 1.1.5
(3)) of Sn, which gives the permutation character of the action of Sn on {1, · · · , n}.
Actually (2) is a special case of the more general result on induction of the trivial representation
Lemma 1.4.12. Let G act transitively on a finite set Ω and ω ∈ Ω, then IndGGω1 gives the per-
mutation character of the action, where Gω denotes the stabilizer of ω in G and 1 the trivial
representation.
Proof. Since G acts transitively on Ω, the left cosets G/Gω, say with representatives g1, · · · , gk, are
in one to one correspondence with the elements of Ω via giGω 7→ giGωω = giω. Hence for any g ∈ G,
left multiplication by g on the cosets G/Gω gives an action isomorphic to the one on Ω. Then by
1.2.1, IndGGω1 must be the representation given by the action of G on Ω and its character must be
the permutation character. This can also be verified by investigating the induced character using
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Mackey’s formula 1.2.4.
By the Frobenius character formula, the first non-trivial irreducible character of Sn can be
computed as follows
Proposition 1.4.13. The character of V{n−1,1} is χ{n−1,1} = χperm − 1, where χperm denotes the
permutation character given by the action of Sn on {1, · · · , n} and 1 the trivial character. Actually,
U{n−1,1} = C[Sn] · aλ = V{n−1,1} ⊕ 1, where 1 is the trivial representation.
Proof. For λ = {n − 1, 1}, N can be chosen as 2 and variables x1, x2. In this case, ∆(x) =
x1 − x2,
∏N
j=1 x
lj+N−j
j = x
n
1x2, and for any partition ρ = {1r12r2 · · · } of n,
∏
m≥1Hm(x)
rm =∏
m≥1(x
m
1 + x
m
2 )
rm , hence
∆(x)
∏
m≥1
Hm(x)
rm = (x1 − x2)
∏
m≥1
(xm1 + x
m
2 )
rm = x1
∏
m≥1
(xm1 + x
m
2 )
rm − x2
∏
m≥1
(xm1 + x
m
2 )
rm .
The second term on the right gives −x2xn1 for any partition ρ. For the first term, to get xn1x2, there
must be parts equal to 1 in ρ and the coefficient of xn1x2 equals the number of 1’s in ρ, which is the
number of fixed points of the permutation corresponding to ρ (as in 1.4.10) on 1, · · · , n. Thus the
coefficient of xn1x2 in the first term is the value of the permutation character χperm(ρ) (see Example
1.1.5 (3)) and
χ{n−1,1} = χperm − 1,
where 1 denotes the trivial character.
To verify the latter, notice that dimV{n−1,1} = χ{n−1,1}{1n} = n−1, and also any permutation character
for any finite group G acting transitively on a finite set Ω can be computed as
〈χperm, 1〉 = 1|G|
∑
g∈G
χperm(g)
=
1
|G|
∑
g∈G
#{ω ∈ Ω | g · ω = ω}
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=
1
|G|
∑
ω∈Ω
#{g ∈ G | g · ω = ω}
=
1
|G|
∑
ω∈Ω
|Gω| = 1|G|
∑
ω∈Ω
|G|
|Ω|
= 1,
hence the trivial representation 1 is a constituent of the natural representation U{n−1,1}. Counting
dimensions, by Maschke’s theorem 1.1.7
U{n−1,1} = V{n−1,1} ⊕ 1.
Remark 1.4.3. V{n−1,1} is actually the standard representation of Sn. In general, for any finite
group G acting transitively on a finite set Ω and its natural representation C[Ω], let V = {∑ω∈Ω aω ·
ω ∈ C[Ω] | ∑ω∈Ω aω = 0}, called the standard representation of the action G on Ω. Then by the
computation in the proof above,
C[Ω] = V ⊕ 1.
Further, it can be shown that V is always irreducible as follows:
First, for general action (not necessarily transitive) of any group H on a finite set X, a similar
computation as above gives Burnside’s lemma (see Theorem 3.22 of [29]) which says
1
|H|
∑
h∈H
#{x ∈ X | h · x = x} = |X/H|,
where |X/H| denotes the number of orbits.
Second, since the diagonal action of G on Ω2 = Ω × Ω has two orbits, {(ω, ω) | ω ∈ Ω} and
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{(ω, ω′) | ω 6= ω′ ∈ Ω}, then by Burnside’s lemma
〈χperm, χperm〉 = 1|G|
∑
g∈G
χ2perm(g) = |C[Ω]2/G| = 2.
Hence
〈χV , χV 〉 = 〈χperm − 1, χperm − 1〉
= 〈χperm, χperm〉 − 〈χperm, 1〉 − 〈1, χperm〉+ 〈1, 1〉
= 2− 1− 1 + 1 = 1.
In general, the calculation of character values of symmetric groups using the Frobenius character
formula 1.4.10 is tedious. There are other explicit character formulas for symmetric groups, for
instance the Murnaghan–Nakayama rule (see Stanley [32]), which will not be of use in the thesis.
Rather, an exploitation of the conjugation of partitions gives an interesting result which we will
put to good use later.
Theorem 1.4.14. If µ is the partition conjugate to λ, then
χµρ = χ
λ
ρχ
{1n}
ρ .
For a proof, see 5.3.V of D.E. Littlewood [24]. In particular, this gives
Corollary 1.4.14.1.
χ{1
n−221} = χ{n−1,1}χsgn = (χperm − 1)χsgn,
where χperm denotes the permutation character, 1 the trivial character and χsgn the sign character.
Proof. Directly by Theorem 1.4.17 together with Proposition 1.4.15 and Example 1.4.8 (2).
For a detailed treatment of representation theory of symmetric groups and Specht modules,
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check James [15] and James, Kerber [16].
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CHAPTER 2
The characters of finite general linear groups
This chapter introduces the classification of irreducible characters of finite general linear groups,
following the conventions of Green’s original work [10]. In that paper, a number of special characters
are first constructed with the help of Brauer’s theorem [5], then by analogy of Schur functions (see
VII of D.E. Littlewood [24]), general irreducible characters can be constructed based on those
special characters. Especially, some fundamental cancellation properties of Green’s polynomials
and counting methods of p-modules are used to establish irreducibility of the resulting characters,
which will also be utilized in this thesis.
As to study of finite dimensional representations of complex general linear groups, please check
Schur-Weyl duality in Etingof et al. [7] or Weyl [34], and polynomial representations in Green [11].
2.1 Basic definitions and notations
This section introduces all necessary notations following Green [10]. There are some variants of
Green’s original notations to suit a modern treatment, which will be listed as follows:
Definition 2.1.1. For a fixed prime number p and any power q = pr, Fq denotes the finite
field with q elements. For any n ∈ Z+,GLn(Fq) denotes the general linear group AutFq(Fnq ).
(F := Fq,Fd := Fqd , GL(n, q) or Gn := GLn(C) and Sn := Sn were used in [10].)
Recall previous notations on partitions in 1.4.1, there are the following definitions:
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Definition 2.1.2 (Jordan canonical form over Fq). For any polynomial f(x)=xd−ad−1xd−1−· · ·−a0
over Fq and any positive integer m, define the matrix
U(f) = U1(f) =

0 1 0
0 0 1
... ... ... ... 0
0 0 0 ... 1
a0 a1 a2 ... ad−1

and
Um(f) =

U(f) Id 0
0d U(f) Id
... ... ... 0
0d ... U(f) Id
0d ... ... U(f)

.
Also, if λ = {l1, l2, ..., lm} is a partition of n, we denote
Uλ(f) = diag(Ul1(f), Ul2(f), ..., Ulm(f)).
Then for any matrix A ∈ GLn(Fq) with characteristic polynomial decomposed over Fq as fA =
fk11 f
k2
2 ...f
kN
N , where f1, f2, ..., fN are distinct irreducible polynomials over Fq, we have
A∼diag(Uν1(f1), Uν2(f2), ..., UνN (fN ))
in which ν1, ν2, ..., νN are partitions of k1, k2, ..., kN respectively determined by A. Hence each
conjugacy class c of GLn(Fq) is determined by a set of irreducible polynomials and the corresponding
partitions, and can be represented by
c ∼ (fν11 · · · fνNN ),
28
in which
∑N
i deg(fi)|νi| = n with |ν| the sum of all the parts in the partition ν. Sometimes for
short, we will just write c = (· · · fν(f) · · · ), which assigns a partition ν(f) to each irreducible f (if
it does not occur in the characteristic polynomial of c then ν(f) is null).
Definition 2.1.3 (p−module). For any matrix A ∈ Mn(Fq), VA(q) denotes the module over the
subring of Mn(Fq) generated by A, with abelian group structure of Fnq , i.e. VA(q) := (Fnq , A) with
A acting on Fnq . Then a submodule of VA(q) can be just characterized as an invariant subspace of
Fnq under the action of A. For any partition λ, denote by Vλ := VUλ(f)(q) for f(x) = x. (Actually
for any fα(x) = x − α, ∀α ∈ Fq, VUλ(f)(q) ' VUλ(fα)(q), so we don’t distinguish them and Vλ is
well-defined.) Also by definition 2.1.2, if f is an irreducible polynomial of degree d over Fq, then
U(f) generates the field Fqd in Md(Fq). Hence VUλ(f)(q) ' Vλ(qd) as modules over Md|λ|(Fq).
Definition 2.1.4 (Substitution into conjugacy class). Let ρ = {1r12r2 · · · } be the partition with r1
parts equal to 1, r2 parts equal to 2 etc, and let c ∼ (fν11 · · · fνNN ) be a conjugacy class in GLn(Fq),
as in 2.1.2. Let α be a map sending partitions to rows of irreducible polynomials over Fq, such that
(Green used the notation ρα)
α(ρ) = (f1,1, . . . f1,r1 ; f2,1, · · · , f2,r2 ; · · · ),
in which the polynomials may not be all distinct, and
deg(fi,j) | i,∀i ≥ 1, j ≤ ri.
In other words, it is a substitution of every part of the partition by an irreducible polynomial of
degree dividing the part. For a part τ of ρ (denoted as τ ∈ ρ), α(τ) (or τα in Green’s notation)
denotes the polynomial the part is sent to by α. For each irreducible polynomial f over Fq, ∀k ≥ 1,
let rk(α(ρ), f) = #{(i, j) | k · deg(f) = i, j ≤ ri, fi,j = f}, i.e. the number of parts of ρ sent to f
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by α, and ρ(α, f) be the partition {1r1(α,f)2r2(α,f) · · · }, i.e.
deg(f) · ρ(α, f) := {(deg(f))r1(α,f)(2 deg(f))r2(α,f) · · · }
is the sub-partition of ρ consisting of parts sent to f by α. Then we say α is a substitution of ρ
into c if |ρ(α, fl)| = |νl|, ∀l = 1, · · · , N .
Example 2.1.5. Clearly, for any q, n ≥ 1 and partition ρ of n, there is a substitution of ρ into
In ∼ ((t− 1){1n}) which sends all parts to t− 1.
Suppose q = 2, n = 10, ρ = {112331}, and c ∼ ((t+ 1)ν1(t2 + t+ 1)ν2(t3 + t+ 1)ν3) a conjugacy class
in GL10(F2) with ν1 = {1321}, ν2 = {1}, ν3 = {1}, then
α(ρ) = (t+ 1; t+ 1, t+ 1, t2 + t+ 1; t3 + t+ 1)
is a substitution of ρ into c, since ρ(α, t+1) = {1122} is a partition of |ν1| = 5, and ρ(α, t2 +t+1) =
ρ(α, t3 + t+ 1) = {1} = ν2 = ν3.
Definition 2.1.6 (Simplex and dual class). For an integer s ≥ 1, if g = {k, kq, · · · , kqs−1} is a
set of distinct residues modulo (qs − 1), we call it a simplex (over Fq) of degree s (denoted by
deg(g) = s, or simply d(g) = s), or an s−simplex, and we call any residue in the set a root of g. A
dual class of degree n ≥ 1 is represented by e = (gν11 · · · gνNN ) with gi simplices, νi partitions, and∑N
i=1 deg(gi)|νi| = n.
Remark 2.1.1. There are exactly as many s−simplexes as irreducible polynomials of degree s over
Fq since s−simplexes consist of exponents of roots with respect to a fixed primitive element of Fqs
for irreducible polynomials of degree s over Fq. Moreover, the notion of substitution applies to dual
classes accordingly if we replace irreducible polynomials by simplices. (Green calls a substitution
into dual classes a dual substitution.)
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Definition 2.1.7 (zρ, nλ, φn, Nλ, g
λ
λ1,λ2,··· ,λk , Q
λ
ρ , Ts,e(k : γ)). For any partitions λ, λ1, λ2, · · · , λk,
ρ = {1r12r2 · · · }, |ρ| = |λ| = |λ1|+|λ2|+· · ·+|λk|, and θ : F×qn! → C× a fixed faithful homomorphism
for all our purpose later on, we define the numbers
zρ = 1
r1 · r1! · 2r2 · r2! · · · · ,
nλ =
∑
(i− 1)li =
∑(ki
2
)
, if l1 ≥ l2 ≥ · · · are all the parts in λ and
ki’s are parts in the dual partition of λ,
φn(t) = (1− t)(1− t2) · · · (1− tn),
Nλ denotes the number of parts in λ.
(Hall’s polynomial)
gλλ1,λ2,··· ,λk(q) = number of chains Vλ = V0 ⊃ V1 ⊃ · · · ⊃ Vk−1 ⊃ Vk = 0 of
submodules of Vλ such that Vi−1/Vi ' Vλi (as in 2.1.3), ∀i = 1, · · · , k;
(Green’s polynomial)
Qλρ(q) =
∑
gλλ1,λ2,···(q)φNλ1−1(q)φNλ2−1(q) · · · , with the sum being over all
rows of partitions (λ1, λ2, · · · ) s.t. λ1, · · · , λr1 are partitions of 1, λr1+1, · · · ,
λr1+r2 are partitions of 2 etc.
In addition, for any positive numbers s, e, integer k and any γ ∈ F×
qn!
with deg(γ)|se where deg(γ)
denotes the degree of its minimal polynomial over Fq (in other words, γ ∈ Fqse), we define
Ts,e(k : γ) = θ
k(γ1+q
s+···+q(e−1)s) + θqk(γ1+q
s+···+q(e−1)s)
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+ · · ·+ θqs−1k(γ1+qs+···+q(e−1)s).
For any conjugate γ′ of γ over Fq, i.e. any other root of the minimal polynomial of γ, Ts,e(k : γ′) =
Ts,e(k : γ).
Definition 2.1.8 (Parabolic induction for GLn(Fq)). Let n = s1 + s2 + · · · + sk with si ≥ 1 and
Fnq = V0 > V1 > V2 > · · · > Vk = 0 be a flag of vector spaces such that dim(Vi−1/Vi) = si−1,∀i =
1, · · · , k. Then matrices of the subgroup Gs1,··· ,sk ≤ GLn(Fq) which leave the flag invariant are all
of the form
A =

A11 A12 · · · A1k
0 A22 · · · A2,k
· · · · · · · · ·
0 0 · · · Akk

with Aii ∈ GLsi(Fq), ∀i = 1, · · · , k. If χi is a character of GLsi(Fq), then χ defined via
χ(A) = χ1(A11)χ2(A22) . . . χk(Akk)
is a character of Gs1,··· ,sk . Then we define χ1 ◦ χ2 ◦ · · · ◦ χk to be the character IndGLn(Fq)Gs1,··· ,skχ.
Green showed basic properties and gave an explicit formula of the parabolic induction as follows
Proposition 2.1.9 (Theorem 2, Lemma 2.5 and 2.6 in [10]). With notations as in the above
definitions, the parabolic induction operation ◦ is multi-linear, associative and symmetric. Moreover
for any conjugacy class c = (· · · fν(f) · · · ) of GLn(Fq),
χ1 ◦ χ2 ◦ · · · ◦ χk(c) =
∑
gcc1,··· ,ckχ1(c1)χ2(c2) · · ·χk(ck),
summing over all rows of conjugacy classes ci = (· · · fνi(f) · · · ), respectively of GLsi(Fq), i =
1, · · · , k, in which
gcc1,··· ,ck =
∏
f
g
ν(f)
ν1(f),··· ,νk(f)(q
deg(f)).
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2.2 Irreducible characters of GLn(Fq)
Now Green’s classification of irreducible characters of GLn(Fq) can be stated as follows
Theorem 2.2.1 (Theorem 14 in [10]). Irreducible characters of GLn(Fq) are in 1-1 correspondence
with dual classes of degree n. For any dual class e = (gλ11 · · · gλkk ), denote the corresponding
character by Ie. Then for any conjugacy class c ∼ (fν11 · · · fνNN ) of GLn(Fq) we have
Ie(c) =
(
N∏
i=1
I
(g
λi
i )
)
(c) = (−1)n−
∑ |λi| ∑
ρ,m,M
χ(m, e)Q(M, c)Bρ(h
ρm : ξρM).
In the above formula,
∏
denotes the parabolic induction on irreducible characters I
(g
λi
i )
of GLdeg(gi)|λi|, i =
1, · · · , k, ∑ is over all partitions ρ with at least one (dual) substitution m into e and at least one
substitution M into c,
χ(m, e) =
k∏
i=1
1
zρ(m,gi)
χλiρ(m,gi),
Q(M, c) =
N∏
i=1
1
zρ(M,fi)
Qνiρ(M,fi)(q
deg(fi)),
for any partition ρ = {1r12r2 · · · }, row of integers hρ = (h11, · · · , h1r1 ;h21, · · · , h2,r2 ; · · · ) and row
of variables ξρ(ξ11, · · · , ξ1r1 ; ξ21, · · · , ξ2,r2 ; · · · ),
Bρ(h
ρ : ξρ) =
∏
d
∑
σ∈Srd
Sd(hd1 : ξdσ(1)) · · ·Sd(hdrd : ξdσ(rd)),
in which Sd(h : ξ) := θ
h(ξ) + θqh(ξ) + θq
2h(ξ) + · · ·+ θqd−1h(ξ) (with θ fixed since 2.1.7). Moreover,
the degree of Ie is (1 will be short notation for In throughout)
Ie(1) =
φn(q)∏k
i=1 φdeg(gi)|λi|(q)
k∏
i=1
φdeg(gi)|λi|(q){λi : qdeg(gi)}
= φn(q)
k∏
i=1
{λi : qdeg(gi)},
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where
{λ : q} = qnλ
∏
1≤r<s≤t(q
lr−ls−r+s − 1)∏t
r=1 φlr+p−r(q)
,
for any partition λ = (l1, l2, · · · , lt) with l1 ≥ l2 ≥ · · · ≥ lt ≥ 1.
Definition 2.2.2. For a dual class e = (gλ) with a single simplex g, a character of the form Ie is
called a primary character.
Remark 2.2.1. By the theorem, we can deduce that linear characters of GLn(Fq) (q > 2 or n > 2)
are all of the form θk(det(A)), for k = 1, · · · , q−1, where det(A) is the determinant of A. Actually,
to get Ie(1) = 1 we can only have e = (g
λ) with a single simplex g, i.e. a primary character. Then
|φdeg(g)|λ|(q)/φλ(qdeg(g))| = 1 implies deg(g) = 1, hence λ = {n} and the character must be linear.
With the above theorem, irreducible characters can be classified according to their corresponding
dual classes following Green’s classification of conjugacy classes
Definition 2.2.3. Two dual classes e = (gλ11 · · · gλkk ) and e′ = ((g′1)λ
′
1 · · · (g′l)λ
′
l) of degree n are
of same type, if k = l and there is a permutation σ ∈ Sk such that deg(gi) = deg(g′σ(i)) and
λi = λ
′
σ(i),∀i = 1, · · · , k. We denote it by e ' e′ and also Ie ' Ie′ for the corresponding characters.
Especially two primary characters e = (gλ) and e′ = ((g′)λ′) are of the same type if and only if
deg(g) = deg(g′) (which we also write g′ ' g) and λ = λ′.
Remark 2.2.2. There is a 1-1 correspondence between degree s simplexes and degree s irreducible
polynomials over Fq (Lemma 7.7 in [10]), hence
#{s− simplexes} = #{degree s irreducible polynomials in Fq[x]}
=
1
s
∑
t|s
µ(t)qs/t = O(qs).
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Clearly for general e = (gλ11 · · · gλkk ), we have
#{e′ | e′ ' e} = O(q
∑k
i deg(gi)).
With this typification, by Theorem 2.2.1, it is direct that
Proposition 2.2.4. Characters of the same type have the same degree. Also suitable substitutions
in their character formulas are in 1-1 correspondence.
2.3 Frobenius sum and character estimate
By Theorem 1.3.3, for any finite group G,
∣∣[, ]−1(g)∣∣ = |G| ∑
χ∈Irr(G)
χ(g)
χ(1)
,∀g ∈ G.
It is convenient to define by Theorem 2.2.1
Definition 2.3.1 (Frobenius sum). For any n ∈ Z+ and g ∈ GLn(Fq), let
S(g) =
∑
χ∈Irr(GLn(Fq))
χ(g)
χ(1)
=
∑
deg(e)=n
Ie(g)
Ie(1)
,
where the sum is taken over all the dual classes of degree n. This is called the Frobenius sum of g
for GLn(Fq). Since characters are class functions, we also use the notation S(c) for any conjugacy
class c of GLn(Fq). The Frobenius sum S(c) can be grouped into partial sums over characters of
the same type, i.e. for a given dual class e of degree n, let
Se(c) =
∑
e′'e
Ie′(c)
Ie′(1)
=
1
Ie(1)
∑
e′'e
Ie′(c),
called the partial Frobenius sum for c over the type e.
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It can be defined for any finite group, but in the thesis S(c) is only treated for finite general
linear groups. The notion is clearly related to the general notion of representation zeta function
for topological groups, see Liebeck, Shalev [22] and Aizenbud, Avni [1].
Example 2.3.2. If e = (g{1n}) for some simplex g with deg(g) = 1, the partial Frobenius sum Se
is taken over all linear characters and by Remark 2.2.3
Se(c) = 1
Ie(1)
∑
e′'e
Ie′(c) =
q−1∑
k=1
θk(det(c)) =

q − 1 if det(c) = 1
0 if det(c) 6= 1.
Clearly if det(c) 6= 1, then Se(c) = 0 by Theorem 1.3.3.
Now we define the following concept for Frobenius sums in general
Definition 2.3.3 (Numerical flatness). Let ϕ : X → Y be a morphism of schemes which can be
defined over Fq. If for any y ∈ Y (Fq), ϕ−1(y) as a subset of X(Fq) has cardinality |ϕ−1(y)| ∼ qm
for a fixed m not depending on y or q, then we say ϕ is numerically flat.
In our case, we consider [, ] : GLn(Fq) × GLn(Fq) → SLn(Fq). Actually, we consider Y =
SLn(Fq)rC(SLn(Fq)) and X = [, ]−1(SLn(Fq)rC(SLn(Fq))), where C(SLn(Fq)) denotes the center.
Clearly to prove numerical flatness for the commutator map, it suffices to prove, for any partial
Frobenius sum Se(c) of any given dual class type e and any non-central c
∑
e′'e
Ie′(c)
Ie′(1)
=
1
Ie(1)
∑
e′'e
Ie′(c) = O(q)
since the number of types is independent of q (just depending on n). Especially for primary
characters of the type I(gλ), we need to show the partial sum
∑
g′'g
I((g′)λ)(c)
I((g′)λ)(1)
=
1
I(gλ)(1)
∑
g′'g
I((g′)λ)(c) = O(q).
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Because #{g′ | g′ ' g} = O(qdeg(g)), it suffices to show for any non-central c
Theorem 2.3.4 (Primary numerical flatness).
∣∣∣∣∣ I(gλ)(c)I(gλ)(1)
∣∣∣∣∣ . q1−deg(g).
For deg(g) = 1, we have ∣∣∣∣ Igλ(c)Igλ(1)
∣∣∣∣ ≤ q1−deg(g) = q1−1 = 1,
which is trivially true for any conjugacy class c by the definition of degree of a character. Hence we
always consider deg(g) ≥ 2 for the primary case. Generally because #{e′ | e′ ' e} = O(q
∑
i deg(gi)),
for any dual class e = (gλ11 · · · gλkk ) it suffices to prove
Theorem 2.3.5 (General numerical flatness).
∣∣∣∣ Ie(c)Ie(1)
∣∣∣∣ . q1−∑ki=1 deg(gi).
In Chapter 3, the above two theorems will be established for n = 2, 3 by explicit calculations,
which inspires a treatment for general n later in Chapter 4.
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CHAPTER 3
Numerical flatness on SL2(Fq) and SL3(Fq)
For n = 1, the general linear group is just the multiplicative group F×q , a cyclic (abelian) group.
As shown in Example 1.3.4, the Frobenius sum is zero for non-identity elements, so there’s no
numerical flatness for n = 1. For n = 2, 3, the character tables of GL2(Fq) and GL3(Fq) can be
directly computed by Theorem 2.2.1. It turns out, by detailed computation of the Frobenius sums,
numerical flatness holds in these two cases, which will be generalized to general n ≥ 2 in Chapter
4.
We need the following notations throughout this chapter. Let θ be a fixed faithful homomorphism
of Fqn! into C. Also
Definition 3.0.6.
K1 = {0, 1, . . . , q − 2};
K2 is the subset of {1, · · · , q2 − 1} such that for any l ∈ K2, q + 1 - l or equivalently l and lq are
different modulo q2 − 1;
K3 is the subset of {1, · · · , q3 − 1} such that ∀k ∈ K3, k, kq, kq2 are distinct modulo q3 − 1.
Also l 6= k 6= m means they are all distinct.
3.1 Character table of GL2(Fq)
This section recalls the character table for GL2(Fq). We need a detailed classification of conjugacy
classes and irreducible characters or equivalently dual classes. For detailed information about
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representations of GL2(Fq), please check Etingof et al. [7] or Fulton and Harris [9].
3.1.1 Conjugacy class of GL2(Fq)
For n = 2, there are three possible forms the characteristic polynomial of a matrix A ∈ GL2(Fq)
can have, i.e.
1. f(t) = (t− α)2 for some α ∈ Fq×;
2. f(t) = (t− α)(t− β) for distinct α, β ∈ Fq×;
3. f(t) = (t2 + b1t+ b0) for some irreducible t
2 + b1t+ b0 over Fq.
Then the conjugacy classes can be represented as follows
1. In this case, there are two subcases as follows
(i) c = ((t− α){12}), i.e. the matrices
A ∼ U{12}(t− α) =
α 0
0 α
 .
(ii) c = ((t− α){2}), i.e. the matrices
A ∼ U2(t− α) = U{12}(t− α) =
α 1
0 α
 .
2. c = ((t− α){1}(t− β){1}), i.e. the matrices
A ∼ U2(t− α) = U{12}(t− α) =
α 0
0 β
 .
3. In this case, clearly A ∼ U(f) for f = t2 + b1t+ b0 irreducible over Fq. Consider the conjugation
over Fq2 , in which f(t) decomposes as f(t) = (t− r)(t− rq) for some r ∈ Fq2 (but not in Fq), then
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b0 = r
1+q, b1 = −r − rq. Therefore c = (f{1}) consists of matrices
A ∼
 0 1
−b0 −b1
 =
 0 1
−r1+q r + rq
 .
3.1.2 Character table of GL2(Fq)
According to the typification as in Definition 2.2.4, all types of irreducible characters of GL2(Fq)
can be grouped corresponding to the following 4 types of dual classes
1. e = (gλ) with deg(g) = 1, |λ| = 2. Hence g = {k} for some k ∈ K1 and there are 2 types of those
primary characters corresponding to the two partitions of 2
({k}{2}), ({k}{12}).
2. e = (g
{1}
1 g
{1}
2 ) with deg(g1) = deg(g2) = 1. Hence g1 = {k}, g2 = {l} for k 6= l ∈ K1 (k < l to
avoid repetition) and the only type of such characters corresponds to
({k}{1}{l}{1}).
3. e = (g{1}) with deg(g) = 2. Hence g = {k, kq} for some k ∈ K2 and the only type of such
characters corresponds to
({k, kq}{1}).
With the above classification of conjugacy classes and irreducible characters, by Theorem 2.2.1, the
character table of GL2(Fq) is computed as follows (see 28.5 Theorem of James and Liebeck [17])
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Type 1.(i) 1.(ii) 2. 3. Range
Reps of g
(
α 0
0 α
) (
α 1
0 α
) (
α 0
0 β
) ( 0 1
−r1+q r + rq
)
α 6= β ∈ F×q , r ∈ Fq2
({k}{2}) θ2k(α) θ2k(α) θk(αβ) θk(r1+q) k ∈ K1
({k}{12}) qθ2k(α) 0 θk(αβ) −θk(r1+q) k ∈ K1
({k}{1}{l}{1}) (q + 1)θ−k+l(α) θ−k+l(α) θ(α−kβ−l) + θ(α−lβ−k) 0 k, l ∈ K1, k < l
({k, kq}{1}) (q − 1)θk(α) −θk(α) 0 −θk(r)− θkq(r) k ∈ K2, kq /∈ K2
Table 3.1: The character table of GL2(Fq)
3.2 Numerical flatness on SL2(Fq)
Now we are ready to use the Frobenius character formula (Theorem 1.3.3) and the above character
table to compute the number of solutions to the commutator equation [x, y] = g in GL2(Fq).
3.2.1 Calculation of partial Frobenius sums on GL2(Fq)
It is necessary that matrices on the right hand side of the commutator equation must have det(g) =
1. Denote by Sj , j = 1, · · · , 4, the partial Frobenius sums on each of the 4 types of characters in
order from top to bottom listed in the character table.
For the conjugacy classes of type 1.(i) (the central elements, especially α = 1 which gives the
identity). Since det(g) = 1, α2 = 1, i.e. α = −1. Here are the details of calculation on Sj ’s
S1 =
∑
k∈K1
θ2k(α)
θ2k(1)
=
q−2∑
k=0
1 = q − 1,
S2 =
∑
k∈K1
qθ2k(α)
qθ2k(1)
=
q−2∑
k=0
1 = q − 1,
S3 =
∑
k<l∈K1
(q + 1)θ−k+1(α)
(q + 1)θ−k+l(1)
=
∑
0≤k<l≤q−2
θ−k+1(α)
=
1
2
 ∑
0≤k≤q−2
θ−k(α)
∑
0≤l≤q−2
θl(α)−
∑
0≤k=l≤q−2
θ−k+l(α)

=
1
2
(
θ−(q−1)(α)− 1
θ−1(α)− 1 ·
θ(q−1)(α)− 1
θ(α)− 1 − (q − 1)
)
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=
1
2
(0 · 0− (q − 1)) = −q − 1
2
,
S4 =
∑
k∈K2,kq /∈K2
(q − 1)θk(α)
(q − 1)θk(1)
=
1
2
 ∑
1≤k≤q2−1
−
∑
k(q+1),1≤k≤q−1
 θk(α)
=
1
2
(
θ(α)
θ(q
2−1)(α)− 1
θ(α)− 1 − (q − 1)
)
= −q − 1
2
.
Hence
S(1.(i)) = S1 + S2 + S3 + S4 = q − 1.
For the conjugacy classes of type 1.(ii). Again det(g) = 1, then α = ±1. Here are the details
of calculation on Sj ’s
S1 =
∑
k∈K1
θ2k(α)
θ2k(1)
= q − 1,
S2 = 0,
S3 =
∑
k<l∈K1
θ−k+l(α)
(q + 1)θ−k+l(1)
=
1
2(q + 1)
 ∑
0≤k≤q−2
θ−k(α)
∑
0≤l≤q−2
θl(α)−
∑
0≤k=l≤q−2
θ−k+l(α)

=
1
2(q + 1)
(
θ−(q−1)(α)− 1
θ−1(α)− 1 ·
θ(q−1)(α)− 1
θ(α)− 1 − (q − 1)
)
= − q − 1
2(q + 1)
,
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S4 =
∑
k∈K2,kq /∈K2
−θk(α)
(q − 1)θk(1)
= − 1
q − 1
1
2
 ∑
1≤k≤q2−1
−
∑
k(q+1),1≤k≤q−1
 θk(α)
= − 1
2(q − 1)
(
θ(α)
θ(q
2−1)(α)− 1
θ(α)− 1 − (q − 1)
)
= −−(q − 1)
2(q − 1) =
1
2
.
Hence
S(1.(ii)) = S1 + S2 + S3 + S4 = q − 1 + 0 + q − 1
2(q + 1)
+
1
2
= q − 1
q + 1
.
For the conjugacy classes of type 2.. Again det(g) = αβ = 1, i.e. β = α−1. Here are the
details of calculation on Sj ’s
S1 =
∑
k∈K1
θk(αβ)
θ2k(1)
= q − 1,
S2 =
∑
k∈K1
θk(αβ)
qθ2k(1)
=
q − 1
q
,
S3 =
∑
k<l∈K1
θ(α−kβ−l) + θ(α−lβ−k)
(q + 1)θ−k+l(1)
=
1
q + 1
 ∑
0≤k≤q−2
θ−k(α)
∑
0≤l≤q−2
θl(β)−
∑
0≤k=l≤q−2
θ−k+l(α)

=
1
q + 1
(
θ−(q−1)(α)− 1
θ−1(α)− 1 ·
θ(q−1)(β)− 1
θ−1(β)− 1 − (q − 1)
)
= −q − 1
q + 1
,
S4 = 0.
Hence
S(2.) = S1 + S2 + S3 + S4 = q − 1 + q − 1
q
− q − 1
q + 1
+ 0 = q − 1 + q − 1
q(q + 1)
.
43
For the conjugacy classes of type 3.. Again det(g) = r1+q = 1, for r ∈ Fq2 . Here are the
details of calculation on Sj ’s
S1 =
∑
k∈K1
θk(r1+q)
θ2k(1)
= q − 1,
S2 =
∑
k∈K1
−θk(r1+q
qθ2k(1)
= −q − 1
q
,
S3 = 0,
S4 =
∑
k∈K2,kq /∈K2
−θk(r)− θkq(r)
(q − 1)θk(1)
= − 1
q − 1
1
2
 ∑
1≤k≤q2−1
−
∑
k(q+1),1≤k≤q−1
 (θk(r) + θkq(r))
= − 1
2(q − 1)θ(r)
θ(q
2−1)(r)− 1
θ(α)− 1 −
1
2(q − 1)θ
q(r)
θq(q
2−1)(r)− 1
θq(α)− 1 +
2(q − 1)
2(q − 1)
= −0− 0 + 1 = 1.
Hence
S(3.) = S1 + S2 + S3 + S4 = q − 1− q − 1
q
+ 0 + 1 = q − 1 + 1
q
.
3.2.2 Numerical flatness on SL2(Fq)
The last subsection shows by computation the following more explicit result
Theorem 3.2.1 (Numerical flatness on SL3(Fq)). S(g) = q + O(1),∀g ∈ SL3(Fq) non-central,
hence the commutator map on SL3(Fq) is numerically flat.
This is better than what is needed for numerical flatness, i.e. not only S(g) = O(q) but
S(g) = q + O(1). Note also that for non-identity central element as in 1.(i), i.e. g = −I, the
Frobenius sum is q − 1, also about the same size with the non-central elements. In general, the
central elements behave differently from the non-central ones which will be discussed in more detail
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in Chapter 5.
3.3 Character table of GL3(Fq)
This section recalls the character table for GL3(Fq). We start with a classification of conjugacy
classes and irreducible characters or equivalently dual classes.
3.3.1 The conjugacy classes of GL3(Fq)
For n = 3, there are five possible forms the characteristic polynomial of a matrix A ∈ GL3(Fq) can
have, i.e.
1. f(t) = (t− α)3 for some α ∈ Fq×;
2. f(t) = (t− α)2(t− β) for distinct α, β ∈ Fq×;
3. f(t) = (t− α)(t− β)(t− γ) for distinct α, β, γ ∈ Fq×;
4. f(t) = (t2 + b1t+ b0)(t− α) for some irreducible t2 + b1t+ b0 over Fq;
5. f(t) = t3 + b2t
2 + b1t+ b0 irreducible over Fq.
Before entering into the details, the following notation will be handy to use
Definition 3.3.1 (Exclusive degree). For any d ≥ 1, r ∝ Fqd means r ∈ Fqd but r /∈ Fqd′ ,∀d′ |
d, d′ 6= d.
Now, the conjugacy classes can be classified as follows
1. In this case, there are three subcases
(i) c = ((t− α){13}), i.e. the matrices
A ∼ U{13}(t− α) =

α 0 0
0 α 0
0 0 α
 .
(ii) c = ((t− α){12}), i.e. the matrices
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A ∼ U{12}(t− α) =

α 1 0
0 α 0
0 0 α
.
(iii) c = ((t− α){3}), i.e. the matrices
A ∼ U3(t− α) = U{3}(t− α) =

α 1 0
0 α 1
0 0 α
.
2. In this case, there are two subcases as follows
(i) c = ((t− α){12}(t− β){1}), i.e. the matrices in the standard Jordan form (Definition 2.1.2)
A ∼ diag(U{12}(t− α), U{1}(t− β)) =

α 0 0
0 α 0
0 0 β
 .
(ii) c = ((t− α){2}(t− β){1}), i.e. the matrices
A ∼ diag(U{2}(t− α), U{1}(t− β)) =

α 1 0
0 α 0
0 0 β
 .
3. c = ((t− α){1}(t− β){1}(t− γ){1}), i.e. the matrices
A ∼ diag(α, β, γ) =

α 0 0
0 β 0
0 0 γ
 .
46
4. In this case, let f1(t) = t
2 + b1t + b0. The matrices are A ∼ diag(U1(f1), α), in which f1(t)
decomposes as f1(t) = (t− r)(t− rq) for some r ∝ Fq2 , then b0 = r1+q and b1 = −r − rq, therefore
c = (f
{1}
1 (t− α){1}) consists of matrices
A ∼

0 1 0
−b0 −b1 0
0 0 α
 =

0 1 0
−r1+q r + rq 0
0 0 α
.
5. Lastly, let f(t) = t3 + b2t
2 + b1t + b0 = (t − s)(t − sq)(t − sq2) for some s ∝ Fq3 . Then
b0 = −s1+q+q2 , b1 = s1+q + s1+q2 + sq+q2 and b2 = −s− sq − sq2 , so
A ∼

0 1 0
0 0 1
−b0 −b1 −b2
 =

0 1 0
0 0 1
s1+q+q
2 −s1+q − s1+q2 − sq+q2 s+ sq + sq2
.
3.3.2 Character table of GL3(Fq)
Now we are ready to give a full classification of all the irreducible characters of GL3(Fq) by Theorem
2.2.1 (Green’s Theorem 14 [10]). According to the typification as in 2.2.3, all types of irreducible
characters of GL3(Fq) can be grouped corresponding to the following 8 types of dual classes
1. e = (gλ) with deg(g) = 1, |λ| = 3. Hence g = {k} for some k ∈ K1 and there are 3 types of those
primary characters corresponding the 3 partitions of 3
({k}{3}), ({k}{12}), ({k}{13}).
47
2. e = (gλ11 g
λ2
2 ) with deg(g1) = deg(g2) = 1, g1 6= g2 and |λ1|+ |λ2| = 3. Hence g1 = {k}, g2 = {l}
for k 6= l ∈ K1, and there are 2 types of such characters
({k}{1}{l}{2}), ({k}{1}{l}{12}).
3. e = (g
{1}
1 g
{1}
2 g
{1}
3 ) with deg(gi) = 1, i = 1, 2, 3. Hence g1 = {k}, g2 = {l}, g3 = {m} for
k 6= l 6= m ∈ K1 and the only type of such characters is
({k}{1}{l}{1}{m}{1}).
4. e = (g
{1}
1 g
{1}
2 ) with deg(g1) = 1,deg(g2) = 2. Hence g1 = {k}, k ∈ K1, g2 = {l, lq}, l ∈ K2 and
the only type of such characters is
({k}{1}{l, lq}{1}).
5. e = (g{1}) with deg(g) = 3. Hence g = {k, kq, kq2} for k ∈ K3 and the only type of such
characters is
({k, kq, kq2}{1}).
With the above classification of conjugacy classes and irreducible characters, by Theorem 2.2.1, the
character table of GL3(Fq) can be presented as follows (see Table 5.12 of [3]).
Type 1.(i) 1.(ii) 1.(iii) Range
Reps of g
(
α 0 0
0 α 0
0 0 α
) (
α 1 0
0 α 0
0 0 α
) (
α 1 0
0 α 1
0 0 α
)
α ∈ F×q
({k}{3}) θ3k(α) θ3k(α) θ3k(α) k ∈ K1
({k}{12}) (q2 + q)θ3k(α) qθ3k(α) 0 k ∈ K1
({k}{13}) q3θ3k(α) 0 0 k ∈ K1
({k}{1}{l}{2}) (q2 + q + 1)θk+2l(α) (q + 1)θk+2l(α) θk+2l(α) k 6= l ∈ K1
({k}{1}{l}{12}) q(q2 + q + 1)θk+2l(α) qθk+2l(α) 0 k 6= l ∈ K1
({k}{1}{l}{1}{m}{1}) (q + 1)(q2 + q + 1)θk+l+m(α) (2 + 1)qθk+l+m(α) θk+l+m(α) k 6= l 6= m ∈ K1
({k}{1}{l, lq}{1}) (q3 − 1)θk+l(α) −θk+l(α) −θk+l(α) k ∈ K1, l ∈ K2, ql /∈ K2
({k, kq, kq2}{1}) (q − 1)2(q + 1)θk(α) −(q − 1)θk(α) θk(α) k ∈ K3, kq /∈ K3, kq2 /∈ K3
Table 3.2: The character table of GL3(Fq)
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Type 2.(i) 2.(ii) 3. Range
Reps of g
(
α 0 0
0 α 0
0 0 β
) (
α 1 0
0 α 0
0 0 β
) (
α 0 0
0 β 0
0 0 γ
)
α 6= β 6= γ ∈ F×q
({k}{3}) θk(α2β) θk(α2β) θk(αβγ) k ∈ K1
({k}{12}) (q + 1)θk(α2β) θk(α2β) 2θk(αβγ) k ∈ K1
({k}{13}) qθk(α2β) 0 θk(αβγ) k ∈ K1
({k}{1}{l}{2}) (q + 1)θ(α
k+lβl) θ(αk+lβl) θ(αkβlγl) + θ(αlβkγl) k 6= l ∈ K1
+θ(α2lβk) +θ(α2lβk) θ(αlβlγk)
({k}{1}{l}{12}) (q + 1)θ(α
k+lβl) θk+l(α)θl(β) θ(αkβlγl) + θ(αlβkγl) k 6= l ∈ K1
+qθ(α2lβk) θ(αlβlγk)
({k}{1}{l}{1}{m}{1})
(q + 1)(θ(αk+lβm) θ(αk+lβm) θ(αkβlγm) + θ(αkβmγl) k 6= l 6= m ∈ K1
+θ(αk+mβl) +θ(αl+mβk) +θ(αmβlγk) + θ(αmβkγl)
+θ(αl+mβk)) +θ(αk+mβl) +θ(αlβkγm) + θ(αlβmγk)
({k}{1,lq}{l}{1}) (q − 1)θ(αlβk) −θ(αlβk) 0 k ∈ K1, l ∈ K2, ql /∈ K2
({k, kq, kq2}{1}) 0 0 0 k ∈ K3, kq /∈ K3, kq2 /∈ K3
Type 4. 5. Range
Reps of g
(
0 1 0
−rq+1 r + r1+q 0
0 0 α
)  0 1 00 0 1
s1+q+q
2 −∑2i=0 sqi(1+q) ∑2i=0 sqi
 α ∈ F×q , r ∈ Fq2 , s ∈ Fq3
({k}{3}) θk(αrq+1) θk(q2+q+1)(s) k ∈ K1
({k}{12}) 0 −θk(q2+q+1)(s) k ∈ K1
({k}{13}) −θk(αrq+1) θk(q2+q+1)(s) k ∈ K1
({k}{1}{l}{2}) θ(αkrl(q+1)) 0 k 6= l ∈ K1
({k}{1}{l}{12}) −θ(αkrl(q+1)) 0 k 6= l ∈ K1
({k}{1}{l}{1}{m}{1}) 0 0 k 6= l 6= m ∈ K1
({k}{1,lq}{l}{1}) −θk(α)(θl(r) + θql(r)) 0 k ∈ K1, l ∈ K2, ql /∈ K2
({k, kq, kq2}{1}) 0 θk(s) + θkq(s) + θkq2(s) k ∈ K3, kq /∈ K3, kq2 /∈ K3
Table 3.3: The character table of GL3(Fq) (continued)
3.4 Numerical flatness on SL3(Fq)
Now it is ready to use the Frobenius character formula (Theorem 1.3.3) and the above character
table to compute the numbers of solutions to the commutator equation [x, y] = g in GL3(Fq).
3.4.1 Calculation of partial Frobenius sums on GL3(Fq)
It is necessary that matrices on the right hand side of the equation must have det(g) = 1. Denote
by Sj , j = 1, ..., 8, the partial Frobenius sums of χ(g)
χ(1)
for each of the 8 types of characters in order
from top to bottom. To write it more compactly, αˆ is used instead of θ(α).
For the conjugacy classes of type 1.(i) (except for α = 1). Since det(g) = 1, it follows that
α3 = 1. Also note that αq−1 = 1 always. Here are the details of calculation on Sj ’s (
∑∗
l means l
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is taken over the corresponding range in the character table)
S1 = S2 = S3 =
q−2∑
k=0
αˆ3k =
q−2∑
k=0
1 = q − 1,
S4 = S5 =
q−2∑
k,l=0,l 6=k
αˆk+2l =
q−2∑
k=0
αˆk
(
1− αˆ2q−2
1− αˆ2 − αˆ
2k
)
= 1− q,
S6 =
∑
0≤k<l<m≤q−2
αˆk+l+m =
1
3!
 q−2∑
k,l,m=0
αˆk+l+m − 3S4 − S1

=
1
6
(0− 3(1− q)− (q − 1))
=
q − 1
3
,
S7 =
q−2∑
k=0
∗∑
l
αˆk+l =
(
1− αˆq−1
1− αˆ
) ∗∑
l
αˆl = 0,
S8 =
∗∑
k
αˆk =
1− αˆq3
1− αˆ − αˆ
q2+q+1 1− αˆq
3−1
1− αˆq2+q+1 −
q−1∑
i=0
αˆi
q2−1∑
j=0
αˆjq
−
q2−1∑
i=0
αˆi
q−1∑
j=0
αˆjq
2
+
q−1∑
k=0
αˆk(q
2+q+1)
=
1
3
µ(3)(q − 1).
Hence
S(1.(i)) =
8∑
j=1
Sj = 3(q − 1) + 2(1− q) + 1
3
(q − 1) + 0− 1
3
(q − 1) = q − 1.
For the conjugacy classes of type 1.(ii). Assume the same for α as in 1.(i) except that there
could be α = 1.
S1 =
q−2∑
k=0
αˆ3k = q − 1,
S2 = 1
q2 + q
q−2∑
k=0
qαˆ3k =
q − 1
q + 1
,
S3 = 0,
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S4 = 1
q2 + q + 1
q−2∑
k,l=0,l 6=k
(q + 1)αˆk+2l =
1− q2
q2 + q + 1
,
S5 = 1
q(q2 + q + 1)
q−2∑
k,l=0,l 6=k
qαˆk+2l =
1− q
q2 + q + 1
,
S6 = 1
(q + 1)(q2 + q + 1)
∑
0≤k<l<m≤q−2
(2q + 1)αˆk+l+m =
(q − 1)(2q + 1)
3(q + 1)(q2 + q + 1)
,
S7 = 1
q3 − 1
q−2∑
k=0
∗∑
l
(−αˆk+l) = 0,
S8 = 1
(q − 1)2(q + 1)
∗∑
k
(1− q)αˆk = 1
q2 − 1 .
Hence
S(1.(ii)) =
8∑
j=1
Sj = q + o
(
1
q
)
.
For the conjugacy classes of type 1.(iii). Assume the same for α as in 1.(i) except that there
could be α = 1.
S1 =
q−2∑
k=0
αˆ3k = q − 1,
S2 = S3 = 0,
S4 = 1
q2 + q + 1
q−2∑
k,l=0,l 6=k
αˆk+2l =
1− q
q2 + q + 1
,
S5 = 0,
S6 = 1
(q + 1)(q2 + q + 1)
∑
0≤k<l<m≤q−2
αˆk+l+m =
q − 1
3(q + 1)(q2 + q + 1)
,
S7 = 1
q3 − 1
q−2∑
k=0
∗∑
l
(−αˆk+l) = 0,
S8 = 1
(q − 1)2(q + 1)
∗∑
k
αˆk =
−1
(q − 1)2(q + 1) .
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Hence
S(1.(iii)) =
8∑
j=1
Sj = q − 1 + o
(
1
q
)
.
For the conjugacy classes of type 2.(i). In this case it is necessary that α2β = 1, or β =
α−2,but α 6= 1, otherwise the matrix will be the identity.
S1 =
q−2∑
k=0
αˆ2kβˆk =
q−2∑
k=0
1 = q − 1,
S2 = 1
q2 + q
q−2∑
k=0
(q + 1)αˆ2kβˆk =
q − 1
q
,
S3 = 1
q3
q−2∑
k=0
qαˆ2kβˆk =
q − 1
q2
,
S4 = 1
q2 + q + 1
q−2∑
k,l=0,l 6=k
(
(q + 1)αˆk+lβˆl + αˆ2lβˆk
)
=
1
q2 + q + 1
q−2∑
k,l=0,l 6=k
(
(q + 1)αˆk−l + αˆ2l−2k
)
=
1
q2 + q + 1
 q−2∑
k,l=0
((q + 1)αˆk−l + αˆ2l−2k)− (q + 1)(q − 1)− (q − 1)

=

− 3(q − 1)
q2 + q + 1
if α2 = 1
−(q − 1)(q + 2)
q2 + q + 1
if α2 6= 1,
S5 = 1
q(q2 + q + 1)
q−2∑
k,l=0,l 6=k
(
(q + 1)αˆk+lβˆl + qαˆ2lβˆk
)
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=
1
q(q2 + q + 1)
 q−2∑
k,l=0
(
(q + 1)αˆk−l + qαˆ2l−2k
)
− (q + 1)(q − 1)− q(q − 1)

=

q(q − 1)2 − (q − 1)(2q + 1)
q(q2 + q + 1)
=
(q − 1)(q2 − 3q − 1)
q(q2 + q + 1)
if α2 = 1
−(q − 1)(2q + 1)
q(q2 + q + 1)
if α2 6= 1,
S6 = 1
(q + 1)(q2 + q + 1)
∑
0≤k<l<m≤q−2
(q + 1)
(
αˆk+lβˆm + αˆk+mβˆl + αˆl+mβˆk
)
=
1
(q + 1)(q2 + q + 1)
∑
0≤k<l<m≤q−2
(q + 1)
(
αˆk+l−2m + αˆk+m−2l + αˆl+m−2k
)
=
1
3!(q2 + q + 1)
(
∑
k,l,m
−
∑
k 6=l=m
(
2αˆk−l + αˆ2l−2k
)
−
∑
l 6=k=m
(
2αˆl−k + αˆ2k−2l
)
−
∑
m6=k=l
(
2αˆm−l + αˆ2l−2m
)
−
∑
k=l=m
3)
=
1
3!(q2 + q + 1)
3 ∑
k,l,m
αˆk+l−2m − 3
∑
k 6=l
(2αˆk−l + αˆ2l−2k)− 3(q − 1)

=

−(q − 1)(q − 3)
2(q2 + q + 1)
if α2 = 1
q − 1
q2 + q + 1
if α2 6= 1,
S7 = 1
q3 − 1
q−2∑
k=0
∗∑
l
(q − 1)αˆlβˆk
=
1
q2 + q + 1
q−2∑
k=0
∗∑
l
αˆl−2k
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=
− (q − 1)
q2 + q + 1
if α2 = 1
0 if α2 6= 1,
S8 = 0.
Hence
S(2.(i)) =
8∑
j=1
Sj =

q − 1 + 1 + 1− 12 + o
(
1
q
)
= q +
1
2
+ o
(
1
q
)
if α2 = 1
q − 1 + 1− 1 + o
(
1
q
)
= q − 1 + o
(
1
q
)
if α2 6= 1.
For the conjugacy classes of type 2.(ii). In this case it is necessary that α2β = 1, or β =
α−2,but α 6= 1, otherwise the matrix will be the identity.
S1 =
q−2∑
k=0
αˆ2kβˆk = q − 1,
S2 = 1
q2 + q
q−2∑
k=0
αˆ2kβˆk =
q − 1
q2 + q
,
S3 = 0,
S4 = 1
q2 + q + 1
q−2∑
k,l=0,l 6=k
(
αˆk+lβˆl + αˆ2lβˆk
)
=
1
q2 + q + 1
q−2∑
k,l=0,l 6=k
(
αˆk−l + αˆ2l−2k
)
=
1
q2 + q + 1
 q−2∑
k,l=0
(αˆk−l + αˆ2l−2k)− (q − 1)− (q − 1)

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=
(q − 1)(q − 3)
q2 + q + 1
if α2 = 1
− 2(q − 1)
q2 + q + 1
if α2 6= 1,
S5 = 1
q(q2 + q + 1)
q−2∑
k,l=0,l 6=k
(
αˆk+lβˆl
)
=
1
q(q2 + q + 1)
 q−2∑
k,l=0
(αˆk−l)− (q − 1)

= − q − 1
q(q2 + q + 1)
,
S6 = 1
(q + 1)(q2 + q + 1)
∑
0≤k<l<m≤q−2
(
αˆk+lβˆm + αˆk+mβˆl + αˆl+mβˆk
)
=
1
(q + 1)(q2 + q + 1)
∑
0≤k<l<m≤q−2
(
αˆk+l−2m + αˆk+m−2l + αˆl+m−2k
)
=
1
3!(q + 1)(q2 + q + 1)
(
∑
k,l,m
−
∑
k 6=l=m
(2αˆk−l + αˆ2l−2k)−
∑
l 6=k=m
(2αˆl−k + αˆ2k−2l)
−
∑
m 6=k=l
(2αˆm−l + αˆ2l−2m)−
∑
k=l=m
3)
=
1
3!(q + 1)(q2 + q + 1)
3 ∑
k,l,m
αˆk+l−2m − 3
∑
k 6=l
(2αˆk−l + αˆ2l−2k)− 3(q − 1)

=

− (q − 1)(q − 3)
2(q + 1)(q2 + q + 1)
if α2 = 1
q − 1
(q + 1)(q2 + q + 1)
if α2 6= 1,
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S7 = 1
q3 − 1
q−2∑
k=0
∗∑
l
(
−αˆlβˆk
)
=
1
q3 − 1
q−2∑
k=0
∗∑
l
(
−αˆl−2k
)
=

q − 1
q3 − 1 if α
2 = 1
0 if α2 6= 1,
S8 = 0.
Hence
S(2.(ii)) =
8∑
j=1
Sj =

q − 1 + 1 + o(1
q
) = q + o
(
1
q
)
if α2 = 1
q − 1 + o(1
q
) = q − 1 + o
(
1
q
)
if α2 6= 1.
For the conjugacy classes of type 3. In this case it is necessary that αβγ = 1. Note that there
can only be one of α, β, γ with value 1, since otherwise the matrix will be identity or of type 2.(i).
S1 =
q−2∑
k=0
αˆkβˆkγˆk =
q−2∑
k=0
1 = q − 1,
S2 = 1
q2 + q
q−2∑
k=0
2αˆkβˆkγˆk =
2(q − 1)
q2 + q
,
S3 = 1
q3
q−2∑
k=0
αˆkβˆkγˆk =
q − 1
q3
,
S4 = 1
q2 + q + 1
q−2∑
k,l=0,l 6=k
(
αˆkβˆlγˆl + αˆlβˆkγˆl + αˆlβˆlγˆk
)
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=
1
q2 + q + 1
q−2∑
k,l=0,l 6=k
(αˆk−l + βˆk−l + γˆk−l)
=
1
q2 + q + 1
 q−2∑
k,l=0
(αˆk−l + βˆk−l + γˆk−l)− (q − 1)− (q − 1)− (q − 1)

=

(q − 1)(q − 4)
q2 + q + 1
if 1 ∈ {α, β, γ}
− 3(q − 1)
q2 + q + 1
if 1 /∈ {α, β, γ},
S5 = 1
q(q2 + q + 1)
q−2∑
k,l=0,l 6=k
(
αˆkβˆlγˆl + αˆlβˆkγˆl + αˆlβˆlγˆk
)
=

(q − 1)(q − 4)
q(q2 + q + 1)
if 1 ∈ {α, β, γ}
− 3(q − 1)
q(q2 + q + 1)
if 1 /∈ {α, β, γ},
S6 = 1
(q + 1)(q2 + q + 1)
∑
0≤k<l<m≤q−2
(
αˆkβˆlγˆm + αˆkβˆmγˆl + αˆmβˆlγˆk + αˆmβˆkγˆl + αˆlβˆkγˆm + αˆlβˆmγˆk
)
=
1
(q + 1)(q2 + q + 1)
∑
0≤k<l<m≤q−2
∑
τ∈S3
αˆτ(k)βˆτ(l)γˆτ(m)
=
1
(q + 1)(q2 + q + 1)
∑
0≤k<l<m≤q−2
∑
τ∈S3
αˆτ(k)−τ(m)βˆτ(l)−τ(m)
=
1
3!(q + 1)(q2 + q + 1)
∑
τ∈S3
(
∑
k,l,m
αˆτ(k)−τ(m)βˆτ(l)−τ(m) −
∑
k 6=l=m
αˆτ(k)−τ(m) −
∑
l 6=k=m
βˆτ(l)−τ(m)
−
∑
m 6=k=l
αˆτ(k)−τ(m)βˆτ(l)−τ(m) −
∑
k=l=m
3)
=
1
3!(q + 1)(q2 + q + 1)
∑
τ∈S3
− ∑
k 6=l=m
αˆτ(k)−τ(m) −
∑
l 6=k=m
βˆτ(l)−τ(m) −
∑
m 6=k=l
γˆτ(m)−τ(k) − 3(q − 1)

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=
1
3!(q + 1)(q2 + q + 1)
∑
τ∈S3
− q−2∑
k,m=0
αˆτ(k)−τ(m) −
q−2∑
l,m=0
βˆτ(l)−τ(m) −
q−2∑
m,k=0
γˆτ(m)−τ(k)

=

− (q − 1)
2
(q + 1)(q2 + q + 1)
1 ∈ {α, β, γ}
0 1 /∈ {α, β, γ},
S7 = S8 = 0.
Hence
S(3.) =
8∑
j=1
Sj =

q − 1 + 1 + o
(
1
q
)
= q + o
(
1
q
)
if 1 ∈ {α, β, γ}
q − 1 + o
(
1
q
)
= q − 1 + o
(
1
q
)
if 1 /∈ {α, β, γ}.
For the conjugacy classes of type 4. In this case it is necessary that αrq+1 = 1. Note that
r ∝ Fq2 , rq+1 ∈ Fq, and r + rq ∈ Fq.
S1 =
q−2∑
k=0
αˆkrˆk(q+1) =
q−2∑
k=0
1 = q − 1,
S2 = 0,
S3 = 1
q3
q−2∑
k=0
(
−αˆkrˆk(q+1)
)
= −q − 1
q3
,
S4 = 1
q2 + q + 1
q−2∑
k,l=0,l 6=k
αˆkrˆl(q+1)
=
1
q2 + q + 1
q−2∑
k,l=0,l 6=k
αˆk−l
=
1
q2 + q + 1
q−2∑
k,l=0
(
αˆk−l − (q − 1)
)
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=
(q − 1)(q − 2)
q2 + q + 1
if α = 1
− q − 1
q2 + q + 1
if α 6= 1,
S5 = 1
q(q2 + q + 1)
q−2∑
k,l=0,l 6=k
(
−αˆkrˆl(q+1)
)
=

−(q − 1)(q − 2)
q(q2 + q + 1)
if if α = 1
q − 1
q(q2 + q + 1)
if α 6= 1,
S6 = 0,
S7 = 1
q3 − 1
q−2∑
k=0
∗∑
l
(
−αˆk
(
rˆl + rˆql
))
=
1
q3 − 1
(
1− αˆq−1
1− αˆ
) ∗∑
l
(
−rˆl − rˆql
)
,
=

− 2
q2 + q + 1
if α = 1
0 if α 6= 1,
S8 = 0.
Hence
S(4.) =
8∑
j=1
Sj =

q − 1 + 1 + o
(
1
q
)
= q + o
(
1
q
)
if α = 1
q − 1 + o
(
1
q
)
if α 6= 1.
For the conjugacy classes of type 5. In this case it is necessary that s1+q+q
2
= 1. Note that
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s ∝ Fq3 .
S1 =
q−2∑
k=0
sˆk(q
2+q+1) =
q−2∑
k=0
1 = q − 1,
S2 = 1
q2 + q
q−2∑
k=0
(
−sˆk(q2+q+1)
)
= − q − 1
q2 + q + 1
,
S3 = 1
q3
q−2∑
k=0
sˆk(q
2+q+1) =
q − 1
q3
,
S4 = S5 = S6 = S7 = 0,
S8 = 1
(q − 1)2(q + 1)
∗∑
k
(
sˆk + sˆkq + sˆkq
2
)
= 0.
Hence
S(5.) =
8∑
j=1
Sj = q − 1 + o
(
1
q
)
.
Thus, we conclude that the commutator map on SL3(Fq)r {1} is numerically flat.
3.4.2 Numerical flatness on SL3(Fq)
The last subsection shows by computation the following more explicit result
Theorem 3.4.1 (Numerical flatness on SL3(Fq)). S(g) = q + O(1), for any non-identity g ∈
SL3(Fq), hence the commutator map on SL3(Fq) is numerically flat.
This is better than what is needed for numerical flatness, i.e. not only S(g) = O(q) but
S(g) = q +O(1). Unfortunately, this is not true for general n as shown in Chapter 5.
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CHAPTER 4
Character estimates for GLn(Fq)
4.1 Specification of Bρ(h
ρm : ξρM)
Before proving two estimates of character ratios in Theorem 2.3.4 and Theorem 2.3.5, and the
numerical flatness on SLn(Fq)rC(SLn(Fq)), Bρ(hρm : ξρM) appearing in Theorem 2.2.1 needs to
be evaluated more explicitly. For details, please check section 6 of Green [10]. Specifically, we need
Proposition 4.1.1. (Green’s theorem 12 in [10])
For any primary character I(gλ) with g = {k, kq, · · · , kqs−1} an s-simplex and any conjugacy class
c ∼ (fν11 · · · fνll ) in GLn(Fq) with deg(fi) = Fi, i = 1, · · · , l, we have for any dual substitution m
and substitution M
Bρ(h
ρm : ξρM) =
l∏
i=1
∏
τ∈ρ(M,fi)
Ts,τFi/s(k : ξfi)
=
l∏
i=1
∏
τ∈ρ(M,fi)
s−1∑
j=0
θkq
j
(
ξ
(qFiτ−1)/(qs−1)
fi
)
in which τ ∈ ρ(M,f) means τ is a part of the partition ρ(M,f) (as in Definition 6), ξf any root of
the irreducible polynomial f . Any suitable ρ must be of the form s · pi for some partition pi of n/s,
and for each such ρ we have the unique substitution m which sends all parts of ρ to g. In addition,
Fi · ρ(M,fi) = s · pifi for some sub-partition pifi of pi, i.e. pifi = (Fi/s) · ρ(M,fi).
Then by Theorem 1.3.3, the partial Frobenius sum Se(c) for any primary type e = (gλ) can be
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rewritten as
Se(c) = 1
Ie(1)
(−1)n−|λ|
∑
g′'g
I((g′)λ)(c)
=
1
Ie(1)
∑
|pi|=n/s,M
1
zs·pi
χλs·piQ(M, c)
∑
g′'g
l∏
i=1
∏
τ∈ρ(M,fi)
s−1∑
j=0
θkq
j
(
ξ
(qFiτ−1)/(qs−1)
fi
)
=
1
Ie(1)
∑
|pi|=n/s,M
1
zs·pi
χλs·piQ(M, c)Bρ(g
λ,m,M), (4.1.1)
in which any dual substitution m into e = ((g′)λ) is determined by the partition pi, Q(M, c) as in
Theorem 2.2.1 while Bρ(g
λ,m,M) in (4.1.1) is defined as
Definition 4.1.2. With all notations in the proposition above,
Bρ(g
λ,m,M) :=
∑
g′'g
l∏
i=1
∏
τ∈ρ(M,fi)
s−1∑
j=0
θkq
j
(
ξ
(qFiτ−1)/(qs−1)
fi
)
.
Since we are summing over all s-simplices (for the fixed partition λ) in Bρ(g
λ,m,M), the root
k (together with its conjugates kq, · · · , kqs−1) run through all numbers t ∈ {1, 2, · · · , qs− 1} which
make t, tq, · · · , tqs−1 all distinct modulo qs − 1, by the definition of simplex. We denote the set of
such numbers in {1, · · · , qs − 1} by Ks, i.e.
Definition 4.1.3 (Ks).
Ks := {1 ≤ t ≤ qs − 1 | t ∈ g for some simplex g of deg(g) = s}.
Actually, for a fixed primitive element ξ of F×qs ,
Ks = {1 ≤ t ≤ qs − 1 | Fq[ξt] = Fqs},
by the correspondence between s−simplexes and irreducible polynomials of degree s over Fq.
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Example 4.1.4. As defined in Chapter 3, simply K1 = {1, 2, · · · , q − 1}. For s = 2, we need
t 6≡ tq (mod q2 − 1), i.e. q2 − 1 - t(q − 1) or q + 1 - t, hence
K2 = {1, 2, · · · , q2 − 1}r {q + 1, 2(q + 1), · · · , (q − 1)(q + 1) = q2 − 1}.
Now Bρ(g
λ,m,M) defined above can be rewritten as (maintaining notations from above)
Bρ(g
λ,m,M) =
1
s
∑
t∈Ks
l∏
i=1
∏
τ∈ρ(M,fi)
s−1∑
j=0
θtq
j
(
ξ
(qFiτ−1)/(qs−1)
fi
)
=
1
s
∑
u∈{0,··· ,s−1}pi
∑
t∈Ks
θt
(
ξ
∑
τ∈pi cτM q
u(τ)(qsτ−1)/(qs−1)
∗
)
=
1
s
∑
u∈{0,··· ,s−1}pi
∑
t∈Ks
θt(ξu) (4.1.2)
Here ξ∗ is a fixed primitive element of Fqn! , ξ
cτM∗ := ξτM is any root of the irreducible polynomial
τM (the part τ of ρ is sent to by the substitution M as in Definition 2.1.4), and for any function
u : pi → {0, · · · , s− 1} which sends each part of the partition pi to a number, we denote
Definition 4.1.5.
ξu := ξ
∑
τ∈pi cτM q
u(τ)(qsτ−1)/(qs−1)
∗ =
∏
τ∈pi
ξ
qu(τ)(qsτ−1)/(qs−1)
τM .
Note that we need the functions u and ξq
u(τ)
τM to distinguish different choices of roots of the polyno-
mials τM .
Thus more explicitly we have for Bρ(g
λ,m,M)
Lemma 4.1.6. With all the notations above,
Bρ(g
λ,m,M) . |Ks| = O(qs).
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Also for any class c = (fν) with f(x) = x− ξ for some ξ ∈ Fq, we have
Bρ(g
λ,m,M) = sNpi−1
∑
t∈Ks
θt(ξn/s).
Proof. Since c is primary and ξ ∈ Fq, we have ∀τ ∈ pi, τM = f and ξq
u(τ)
τM = ξ
qu(τ) = ξ, hence for
any function u,
ξu =
∏
τ∈pi
ξ(q
sτ−1)/(qs−1) =
∏
τ∈pi
ξ1+q
s+···+q(τ−1)s =
∏
τ∈pi
ξτ = ξ|pi| = ξn/s.
Then by (4.2)
Bρ(g
λ,m,M) =
1
s
∑
u∈{0,··· ,s−1}pi
∑
t∈Ks
θt(ξu)
=
1
s
sNpi
∑
t∈Ks
θt(ξn/s) = sNpi−1
∑
t∈Ks
θt(ξn/s).
4.2 Exponential sum over Ks
Now look at Ks closer. If tq
i ≡ tqj mod (qs − 1) for some 1 ≤ i < j ≤ s − 1, then (qs − 1) |
sqi(qj−i − 1), or (qs − 1)|i(qj−i − 1). Furthermore we have
Lemma 4.2.1. For any positive integers a, b, c and q a power of any prime p we have
(qa − 1, qb − 1) = q(a,b) − 1
and if c|b (
qa − 1, q
b − 1
qc − 1
)
= (q(a,c) − 1, b
[(a, b), c]
)
q(a,b) − 1
q(a,c) − 1 ,
where (a, b) denotes their greatest common divisor and [a, b] their least common multiplier.
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Proof. Suppose a < b and b = d1a+ b1 with 0 ≤ b1 < a. Multiply qa − 1 by q(d1−1)a and subtract
by it from qb − 1 we get
(qa − 1, qb − 1) = (qa − 1, qd1a+b1 − 1− qd1a + q(d1−1)a)
= (qa − 1, qd1a(qb1 − 1) + q(d1−1)a − 1) = (qa − 1, qb1 − 1),
then continue the Euclidean algorithm to get the first result. As to the second equality, we first
prove the case where a | c, for which we have
(
qa − 1, q
b − 1
qc − 1
)
= (qa − 1, qc(b/c−1) + qc(b/c−2) + · · ·+ qc + 1)
= (qa − 1, 1 + 1 + · · ·+ 1 + 1) =
(
qa − 1, b
c
)
,
since qat ≡ 1 mod (qa − 1). In general we reduce it to
(
qa − 1, q
b − 1
qc − 1
)
=
1
qc − 1
(
(qa − 1)(qc − 1), qb − 1
)
=
q(a,b) − 1
qc − 1
(
qa − 1
q(a,b) − 1(q
c − 1), q
b − 1
q(a,b) − 1
)
=
q(a,b) − 1
qc − 1
(
qc − 1, q
b − 1
q(a,b) − 1
)
· · · · · · (∗)
by the former result. But then by putting the outer multiplier in we get
(
qa − 1, q
b − 1
qc − 1
)
=
(
q(a,b) − 1, q
b − 1
qc − 1
)
.
Hence we just need to work out the case where a | b. Also we can just consider a < c and c = d1a+c1
for some 0 ≤ c1 < a, otherwise we just flip them using the equality (∗). Now we can just prove it
by induction on a, but it is better to show the idea behind it as follows. Still by qat ≡ 1(modqa−1)
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we can rewrite the gcd as
(
qa − 1, q
b − 1
qd1a+c1 − 1
)
=
qa − 1, b/c−1∑
i=0
q(d1a+c1)i

=
qa − 1, b/c−1∑
i=0
qc1i
 = (qa − 1, qbc1/c − 1
qc1 − 1
)
=
qa − 1
qc1 − 1
(
qc1 − 1, q
bc1/c − 1
qa − 1
)
.
Now if c1 | a, then (a, c) = c1 and by our previous result
(
qa − 1, q
b − 1
qc − 1
)
=
qa − 1
qc1 − 1
(
qc1 − 1, bc1
ca
)
=
qa − 1
q(a,c) − 1
(
q(a,c) − 1, b
[a, c]
)
,
which is what we want. If c1 - a, we can repeat the same Euclidean procedure again and it is easy
to check that we will again get the promised result. This keeps on until we get to the gcd. Tracing
back our reduction, we get the second equality of the lemma.
Clearly
{1 ≤ t ≤ qs − 1}r Ks = {1 ≤ t ≤ qs − 1, t = l q
s − 1
qr − 1 ,∃r|s, 1 ≤ r < s}
=
⋃
1≤r<s,r|s
qs − 1
qr − 1{1 ≤ t ≤ q
r − 1},
while for any r|s, r′|s,
qs − 1
qr − 1{1 ≤ t ≤ q
r − 1} ∩ q
s − 1
qr′ − 1{1 ≤ t ≤ q
r′ − 1}
=
qs − 1
q(r,r′) − 1{1 ≤ t ≤ q
(r,r′) − 1}.
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Also, by the inclusion-exclusion principle (for any ξ ∈ Fqs)
Lemma 4.2.2 (Sum over Ks and definition of id number).
∑
t∈Ks
θt(ξ) =
∑
r|s
µ(s/r)
qr−1∑
t=1
θt(q
s−1)/(qr−1)(ξ) =
∑
r|ids(ξ)
µ(s/r)(qr − 1),
in which µ() is the Mo¨bius function. Here ids(ξ) denotes the largest divisor r | s such that
ξ(q
s−1)/(qr−1) = 1, called the identity number with respect to s. Clearly the id of 1 is just s. Also,
if there is no divisor r | s such that ξ(qs−1)/(qr−1) = 1, we let ids(ξ) = 0 and then
∑
t∈Ks θ
t(ξ) = 0.
4.3 Character ratio for central element 6= 1
Keep notations from the last section that e = (gλ) is a primary dual class with deg(g) = s, etc.
Now for any 1 6= ξ ∈ Fq, ξ(qs−1)/(qr−1) = ξs/r, ∀r | s. So to decide ids(ξ) (as in Lemma 4.2.2), it is
necessary to know if the order of ξ (in the multiplicative group F×q , denoted as ord(ξ)) divides s.
If ord(ξ) - s then ids(ξ) = 0; if ord(ξ) | s, we can compute for any w ∈ Z that
ids(ξ
w) =
s
ord(ξw)
=
s · gcd(ord(ξ), w)
ord(ξ)
=
sw
lcm(ord(ξ), w)
(4.3.1)
Then for any central element of the class c ∼ ((x− ξ){1n}) which will be denoted as ξ throughout,
using (4.3.1) and the lemma above (note that ρ = s · pi)
Bρ(g
λ,m,M) = sNpi−1
∑
t∈Ks
θt(ξn/s) = sNpi−1
∑
r| n
lcm(ord(ξ),n/s)
µ(s/r)(qr − 1)
and the partial sum (in the central element case the substitution M into ξ is also determined by pi)
∑
g′'g
I(g′)λ(ξ) = (−1)n−|λ|
1
s
∑
|pi|=n/s
1
zpi
χλs·piQ(M, c)
∑
r| n
lcm(ord(ξ),n/s)
µ(s/r)(qr − 1),
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in which zpi as in 2.1.7 and Q(M, c) as in Theorem 2.2.1.
If ξ = 1, by the character formula in Theorem 2.2.1 and the above lemma, the degree of the primary
characters can be expressed as
I(g)λ(1) = I(g′)λ(1) = (−1)n−|λ|
∑
|pi|=n/s
1
zpi
χλs·piQ(M, c), (4.3.2)
for any g′ ' g. Note that directly from the formula in Theorem 2.2.1 we have for Green’s polyno-
mials
Lemma 4.3.1. Q(M, c) = Q(M, 1) for any central c = ξIn of GLn(Fq).
Hence
∑
g′'g
I(g′)λ(ξ)
I(g′)λ(1)
=
1
s
∑
t∈Ks
θt(ξn/s) =
1
s
∑
r| n
lcm(ord(ξ),n/s)
µ(s/r)(qr − 1) (4.3.3)
Also for any dual class e = (gλ11 · · · gλkk ) with si = deg(gi) all distinct,
{e′ ' e} =
k∐
i=1
{si − simplexes},
in which
∐
denotes concatenation of words. Hence it deduces from (4.4) that
∑
e′'e
Ie′(ξ)
Ie′(1)
=
1
s1 · · · sk
k∏
i=1
∑
t∈Ksi
θt(ξ|λi|)
=
1
s1 · · · sk
k∏
i=1
∑
r| si|λi|
lcm(ord(ξ),|λi|)
µ(si/r)(q
r − 1) (4.3.4)
If si are not all distinct, the set of dual classes of the same type does not have such a split-
ting decomposition, but it can be expressed by an inclusion-exclusion-principle-formula of the sets
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∐k
i=1{si− simplexes}. In general using the induced character formula as in Proposition 2.1.10, the
partial Frobenius sum can be written as
Proposition 4.3.2. For any dual class e = (gλ11 · · · gλkk ),
∑
e′'e
Ie′(ξ)
Ie′(1)
=
∑
e′'e
k∏
i=1
θs(g
′
i)(ξ|λi|),
in which s(g′i) denotes a root of the simplex g
′
i occurring in the dual class e
′.
For general central elements, the sum in the proposition above is not easy to calculate. However
for primitive central elements
Proposition 4.3.3. The Frobenius sum S(ξ) = O(q) for ord(ξ) = n.
Proof. We just need to prove it for each type of characters (dual classes), since the number of types
is independent of q. For any primary dual class e = (gλ) with deg(g) = s, n = s|λ|, equation (6)
shows ∑
g′'g
I(g′)λ(ξ)
I(g′)λ(1)
=
1
s
(q − 1)
for ids(ξ) = 1 =
n
[ord(ξ), n/s]
= 1 by ord(ξ) = n. Also (7) shows for any dual class e = (gλ11 · · · gλkk )
with k ≥ 2 and si = deg(gi) all distinct,
∑
e′'e
Ie′(ξ)
Ie′(1)
= 0,
for si|λi| < n = ord(ξ) and idsi(ξ) = 0. This implies by the inclusion-exclusion principle that if
there are some si 6= sj , the partial Frobenius sum is still zero. Then together with the inclusion-
exclusion principle, we can show that the partial Frobenius sum over all dual classes of the same
type with k ≥ 2 and at least some si 6= sj , is also zero. Hence we just need to consider the types
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with k ≥ 2 and s1 = · · · = sk = s. In this case, again by the inclusion-exclusion principle, we have
∑
e′'e
Ie′(ξ)
Ie′(1)
=
1
sk
k∏
i=1
∑
r| s|λi|
lcm(ord(ξ),|λi|)
µ(s/r)(qr − 1) +
∑
e′′<e
(±1)
∑
e′'e′′
Ie′(ξ)
Ie′(1)
,
in which e′′ < e means any dual class of the form (gλ
′
1
1 · · · g
λ′l
l ) with l < k, deg(gi) = s and λ
′
j a sum
of some partitions among λ1, · · · , λk, ∀j = 1, · · · , l. In this order, a smallest class is of the type
((g′)λ1+···+λk) for any deg(g′) = s. Again similar to (7) the first term on the right hand side is zero,
so that ∑
e′'e
Ie′(ξ)
Ie′(1)
=
∑
e′′<e
(±1)
∑
e′'e′′
Ie′(ξ)
Ie′(1)
.
Then for any e′′ < e we can do the same thing using inclusion-exclusion principle until we get down
to the smallest type which gives O(q) by (6) as we did in the beginning of the proof. There are
apparently O(1) many partial sums of the smallest type at the end, hence S(ξ) = O(1) · O(q) =
O(q).
If n is a prime, this implies
Corollary 4.3.3.1. If n is prime, then the commutator map is numerically flat over SLn(Fq)r{In},
hence flat over SLn(C)r {In}.
4.4 Character values of unipotent classes
Besides central central elements, the next simplest is for unipotent classes (matrices with diagonal
entries all equal). First it is easy to evaluate them on some special types of characters, i.e. Ig{n/s}
with s = deg(g), which serves as a special case of the next section.
Consider any conjugacy class c ∼ (fλ) with deg(f) = 1, i.e. c ∼ ((x − ξ)λ) for some ξ ∈ Fq and
partition λ of n. Then similar to the central case, by Theorem 1.3.3, (4.1) and (4.3), it is direct
to compute that ∀J ∈ {0, · · · , s − 1}Npi , ξJ = ξ|λ|, ids(ξJ) = n/[ord(ξ), |λ|] and so by χ{n}ρ = 1
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(Example 1.4.13 (1))
∑
g′∼g
Ig{n/s}(c) =
1
s
∑
r|(n/lcm(ord(ξ),|λ|))
µ
(s
r
)
(qr − 1)
 ∑
|pi|=|λ|
1
zpi
Qλs·pi(q),
where Qλρ for any partitions λ, ρ and zpi are defined in Definition 2.1.8. Define the latter sum as
Definition 4.4.1 (Green’s sum). The sum
Qλs :=
∑
|pi|=|λ|/s
1
zpi
Qλs·pi(q)
is called Green’s sum with respect to a partition λ and a divisor s of |λ|.
If λ = {1n}, Qλs is just the degree of Ig{n/s} (say by (4.3.2)). For non-central classes, we prove
a cancellation proposition for the special case where λ = {1n−22} that
Proposition 4.4.2 (First Cancellation Proposition). For n/s = 2 and λ = {1n−22}, the sum
Qλs =
∑
|pi|=2
1
zpi
Qλs·pi(q) =
1
z{12}
Qλ{n/2,n/2}(q) +
1
z{2}
Qλ{n}(q) . qnλ−1,
where zpi, nλ are defined as in Definition 2.1.8.
To prove the proposition, there needs some results about Green’s polynomials
Lemma 4.4.3 (Appendix tables of Qλρ(q) in [10]). For any partitions λ, ρ = {1r12r2 · · · krk} of n,
we have
Q{n}ρ (q) = 1,
Q{1
n}
ρ (q) =
φn(q)
(1− q)r1(1− q2)r2 · · · (1− qk)rk ,
Qλ{n}(q) = φNλ−1(q) (Nλ is the number of parts in λ as in Definition 8),
Qλρ(q) has leading term χ
λ
ρq
nλ (nλ as defined in Definition 8).
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Proof of Proposition 4.4.2. As the leading term of Qλρ(q) is χ
λ
ρq
nλ , the leading coefficient cλ of
Qλ(s=n/2) is
cλ =
1
2
(χλ{(n/2)2} + χ
λ
{n}),
since by 2.1.7 z{12} = 1 · 2! = 2 and z{2} = 2 · 1! = 2.
Now the Frobenius character formula 1.4.10 for symmetric groups can be used to find the explicit
values. Simply, χλρ is the coefficient of x
λ in the Lorentz series
∏
i<j
(1− xi
xj
)
∏
m≥1
Hm(x)
rm),
where x = (x1, · · · , xN ), Hm(x) = xm1 + · · ·+ xmN , ρ = (1r12r2 · · · ), for any N ≥ Nλ. In our case we
can set N = n− 1 and then look for coefficients of xλ = x21x2 · · ·xn−1.
For ρ = {n}, the target term in ∏i<j(1− xixj )∏m≥1Hm(x)rm = ∏i<j(1− xixj )(xn1 + · · ·+ xnn−1) is
(−x2
x1
)(−x3
x1
) · · · (−xn−1
x1
)xn1 = (−1)n−2x21x2 · · ·xn−1
and it is easy to see there is no other like term. Since n is even (n/G = 2) we see that χλ{n} =
(−1)n−2 = 1.
For ρ = {n/2, n/2}, ∏i<j(1− xixj )∏m≥1Hm(x)rm = ∏i<j(1− xixj )(xn/21 + · · ·+ xn/2n−1)2. There are
two target terms
(−x2
x1
)(−x3
x1
) · · · (−xn−1
x1
)xn1
and
(−x2
x1
) · · · (−xj−1
x1
)(−xj+1
xj
) · · · (−xn−1
xj
) · 2xn/21 xn/2j ,
in which there must be j = n/2 to get x21x2 · · ·xn−1. Combining the two coefficients we get
χλ{n/2,n/2} = (−1)n−2 + (−1)n−3 · 2 = 1− 2 = −1.
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Altogether we proved
cλ =
1
2
(χλ{n/2,n/2} + χ
λ
{n}) =
1
2
(−1 + 1) = 0,
hence Qλs . qnλ−1 for n/s = 2.
Another perspective comes from Corollary 1.4.17.1. Actually, for λ = {1n−22}, χλ = (χperm −
1)χsgn where χperm is the permutation character and χsgn the sign character. For n ≥ 2, χperm({(n/2)2}) =
0, and for n ≥ 1, χsgn({n}) = 0. However, χsgn({(n/2)2}) = 1 while χsgn({n}) = −1 (n is even).
Hence
cλ =
1
2
(χλ{n/2,n/2} + χ
λ
{n}) =
1
2
(−1 + 1) = 0,
and Qλs . qnλ−1 for n/s = 2.
Although the above result suits our purpose on estimating the character ratio, by applying the
Littlewood-Richardson rule (see 6.3 Theorem V in [24] or 1.9 in [25]) it is possible to find exact
formulas of Qλs when s = n/2 and s = n/3 for λ = {1n−22}, even though the full power of it
is not needed. The original rule is about expressing product of Schur functions, but by Green’s
homomorphism between the algebra of Schur functions and that of class functions (see section 7
of [10]), a weaker version of the rule for Hall’s polynomials can be stated as follows
Lemma 4.4.4. Let λ, µ, ν be partitions. Then gνλµ = 0 if either of the Young diagrams of λ, µ is
not included in that of ν.
Proposition 4.4.5 (A precise version of Proposition 4.4.2).
Q{1
n−22}
s =
φn−2(q)
1− qs , for s = n/2.
To prove the proposition, there needs a decomposition rule on Green’s polynomials as follows
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Lemma 4.4.6 (Green’s lemma 4.4 in [10]). For any given partitions ρ, σ and ν with |ρ|+ |σ| = |ν|
Qνρ+σ =
∑
|λ|=|ρ|,|µ|=|σ|
gνλµQ
λ
ρQ
µ
σ,
where ρ+ σ is the partition consisting of all parts of ρ and σ together.
Proof of Proposition 4.4.5. By the above lemma, with ν = {1n−22}, by Littlewood-Richardson
rule, to make gνλµ 6= 0 there must be λ ⊂ ν and µ ⊂ ν, i.e. their Young diagrams are included in
that of ν. For n/s = 2, we have then
Q
{1n−22}
{s2} = g
{1n−22}
{1s}{1s}Q
{1s}
{s} Q
{1s}
{s} + 2g
{1n−22}
{1s−22}{1s}Q
{1s}
{s} Q
{1s−22}
{s}
+g
{1n−22}
{1s−22}{1s−22}Q
{1s−22}
{s} Q
{1s−22}
{s} ,
in which we used commutativity gνλµ = g
ν
µλ. Fortunately, it is not hard to compute those Hall
polynomials with those simple indexes. By definition, gνλµ is the number of flags Vν ⊃ V1 ⊃ V2 = 0
such that Vν/V1 ' Vλ and V1/V2 = V1 ' Vµ.
We first compute g
{1n−22}
{1s}{1s}. Let ν = {1n−22}, λ = µ = {1s} with s = n/2, and ei = (δi1, · · · , δin)
(with the i-th coordinate 1 and others 0) be the standard basis so that Aei = ei for i ≤ n − 1
and Aen = en−1 + en if A = ((t − 1){1n−22}). The two conditions on flags mean A acts trivially
on the s-dimensional subspace V1 and the quotient Vν/V1. Suppose V1 = 〈f1, · · · , fs〉 with fk =∑n
j=1 akjej , k = 1, · · · , s, then 0 = Afk − fk = aknen−1, i.e. akn = 0,∀k, which means V1 ⊂
〈e1, · · · , en−1〉. Then A acts trivially on the quotient means for ∀v,Av−v ∈ V1, especially Aen−en =
en−1 ∈ V1. Hence we can show the two conditions are equivalent to V1 = 〈e1〉 ⊕W for any s − 1
dimensional subspace W ⊂ 〈e1, · · · , en−2〉. Thus g{1
n−22}
(1s)(1s) is the number of s − 1 dimensional
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subspace in Fn−2q , i.e. the size of the Grassmannian Gr(s− 1, n− 2)(Fq). Hence for s = n/2,
g
{1n−22}
{1s}{1s} = |Gr(s− 1, n− 2)(Fq)| =
φn−2(q)
φ2n/2−1(q)
.
Second for g
{1n−22}
{1s−22}{1s}, we keep the previous notations except µ = {1s−22}. Suppose fk, k = 1, · · · , s
is a basis of V1 such that Afk = fk, for k ≤ s − 1, while Afs = fs−1 + fs, then {f1, · · · , fs−1} ⊂
〈e1, · · · , en−1〉 and Afs − fs = asnen−1 = fs−1 which forces asn 6= 0. This means en−1 ∈ V1 and
V1 * 〈e1, · · · , en−1〉. Again A acting trivially on Vν/V1 just means en−1 ∈ V1. Hence we can
show the two conditions in this case are equivalent to V1 = 〈en−1〉 ⊕W for any s− 1 dimensional
subspace W ⊂ 〈e1, · · · , en−2, en〉 such that W * 〈e1, · · · , en−2〉. Then the number of such subspaces
is |Gr(s− 1, n− 1)(Fq)| − |Gr(s− 1, n− 2)(Fq)|, hence
g
{1n−22}
{1s−22}{1s} =
φn−1(q)
φn/2−1(q)φn/2(q)
− φn−2(q)
φ2n/2−1(q)
.
Thirdly we can show g
{1n−22}
{1s−22}{1s−22} = 0. We keep the notations except λ = µ = {1s−22} and
again similarly we get en−1 ∈ V1. We consider any extended basis f1, · · · , fs, g1, · · · , gs of Vν
such that by the action of A on Vν/V1 we can have Agk − gk = bknen−1 ∈ V1, k ≤ s − 1 and
Ags − (gs−1 + gs) = bsnen−1 − gs−1 ∈ V1, in which gk =
∑n
j=1 bkjej . But since en−1 ∈ V1, from the
last equation we get gs−1 ∈ V1 (s ≥ 2), a contradiction. Hence there are no compatible flags.
Finally by Qλ{n}(q) = φNλ−1(q) we can compute that
Q
{1n−22}
(s=n/2) =
1
2
φn−2(q) +
1
2
g
{1n−22}
{1s}{1s}φ
2
n/2−1(q) + g
{1n−22}
{1s−22}{1s}φn/2−1(q)φn/2−2(q)
+
1
2
g
{1n−22}
{1s−22}{1s−22}φ
2
n/2−2(q)
=
1
2
φn−2(q) +
1
2
φn−2(q)
φ2n/2−1(q)
φ2n/2−1(q)+
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+(
φn−1(q)
φn/2−1(q)φn/2(q)
− φn−2(q)
φ2n/2−1(q)
)φn/2−1(q)φn/2−2(q)
=
1
2
φn−2(q) +
1
2
φn−2(q)
1 + qs
1− qs
=
φn−2(q)
1− qs ∼ q
(n2−4n+2)/2.
Moreover, following the above proof verbatim
Corollary 4.4.6.1. ∀r ≥ 2, s ≥ 2,
g
{1r+s−22}
{1r}{1s} (q) = |Gr(r − 1, r + s− 2)(Fq)| =
φr+s−2(q)
φr−1(q)φs−1(q)
,
g
{1r+s−22}
{1r−22}{1s} = |Gr(r − 1, r + s− 1)(Fq)| − |Gr(r − 1, r + s− 2)(Fq)|
=
φr+s−2(q)qs(1− qr−1)
φr−1(q)φs−1(q)(1− qs) ,
g
{1r+s−22}
{1r−22}{1s−22} = 0.
Moreover,
Q
{1r+s−22}
{rs} (q) = φr+s−2(q)
1− qr+s
(1− qr)(1− qs) ,
and especially,
Q
{12r−22}
{r2} (q) = φ2r−2(q)
1 + qr
1− qr .
Now using the induction rule on Hall polynomials and the above counting method, it can be
computed that
Proposition 4.4.7 (Second Cancellation Proposition). For s = n/3 ≥ 2,
Q
{1n−22}
s·{13} = φn−2(q)
1− qn
(1− qn/3)3
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and
Q{1
n−22}
s =
1
3!
Q
{1n−22}
s·{13} +
1
1 · 2Q
{1n−22}
s·{12} +
1
3
Q
{1n−22}
s·{3}
=
φn−2(q)
(1− qn/3)2(1 + qn/3) .
Proof. By the corollary we have
Q
{1n−22}
s·{13} = g
{1n−22}
{1s}{12s}Q
{1s}
{s} Q
{12s}
{s2} + g
{1n−22}
{1s}{12s−22}Q
{1s}
{s} Q
{12s−22}
{s2}
+g
{1n−22}
{1s−22}{12s}Q
{1s−22}
{s} Q
{12s}
{s2} + g
{1n−22}
{1s−22}{12s−22}Q
{1s−22}
{s} Q
{12s−22}
{s2} ,
=
φn−2(q)
φs−1(q)φ2s−1(q)
φs−1(q)φ2s(q)/(1− qs)2
+
φn−2(q)qs(1− q2s−1)
φ2s−1(q)φs−1(q)(1− qs)φs−1(q)φ2s−2(q)
1 + qs
1− qs
+
φn−2(q)q2s(1− qs−1)
φs−1(q)φ2s−1(q)(1− q2s)φs−2(q)φ2s(q)/(1− q
s)2 + 0
= φn−2(q)
1− q2s
(1− qs)2 + φn−2(q)
qs(1 + qs)
(1− qs)2 + φn−2(q)
q2s
(1− qs)2
= φn−2(q)
1 + qs + q2s
(1− qs)2 = φn−2(q)
1− qn
(1− qn/3)3 .
Finally we can compute
Q
{1n−22}
(s=n/3) =
1
s
φn−2(q)(1− qn)
(1− qn/3)3 +
1
2
φn−2(q)(1− qn)
(1− qn/3)(1− q2n/3) +
1
3
φn−2(q)
=
φn−2(q)
(1− qn/3)2(1 + qn/3) ∼ q
(n2−5n+2)/2.
In general as a corollary
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Corollary 4.4.7.1. ∀r, s, t ≥ 2,
Q
{1r+s+t−22}
{rst} = φr+s+t−2(q)
1− qr+s+t
(1− qr)(1− qs)(1− qt) .
Moreover, for general ri ≥ 2, i = 1, · · · ,m and r =
∑
i ri, it can be proved inductively that
Q
{1r−22}
{r1···rm} = φr−2(q)
1− qr∏
i(1− qri)
.
4.5 Partial Frobenius sum over type (g{v})
Now look at the simplest primary characters which correspond to (g{v}) with deg(g) = s and sv = n
over non-central conjugacy classes of SLn(Fq). If s = 1 then it is a linear character and evaluated
at 1 on any matrix in SLn(Fq). Hence
∑
deg(g)=1
I(g{n})(c)
I(g{n})(1)
= |K1| = q − 1, ∀c ∈ SLn(Fq).
Consider s ≥ 2. By Theorem 1.3.3 and evaluating Bρ(gλ,m,M)(c) in section 4.1 (note that χ{v}ρ = 1
for any partition ρ of v)
I(g{v})(1) · S(g{v})(c) = (−1)n−v
∑
g′'g
I((g′){v})(c)
=
∑
|pi|=v,M
1
zs·pi
Q(M, c)
∑
g′'g
l∏
i=1
∏
r∈ρ(M,fi)
s−1∑
j=0
θsg′q
j
(
ξ
(qFir−1)/(qs−1)
fi
)
=
∑
|pi|=v,M
1
zs·pi
Q(M, c)Bρ(g
λ,m,M)(c) (4.5.1)
whose magnitude is determined by Q(M, c)’s. Also its degree can be computed as
I(g{v})(1) = φn(q)/φv(q
s) ∼ qn(n+1)/2−s·v(v+1)/2 = q(n/2)(n−n/s) (4.5.2)
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Now there comes the major estimate by Liebeck et al. as follows
Proposition 4.5.1. (Theorem 3.1 in [20])
For any n ≥ 5 (we will treat n = 2, 3, 4 as separate cases), any non-central element c in GLn(Fq)
and any of its irreducible character χ,
|χ(c)/χ(1)| . |χ(1)|− 12n .
By the proposition, for χ = I(g{v}), we have
|I(g{v})(1)|−
1
2n ∼ q(n/2)(n−n/s)·(− 12n ) = q n4s (1−s).
So if n/s ≥ 4, we have |χ(c)/χ(1)| . q1−s, which is needed for Theorem 2.3.4. Hence the three
discrete cases where n/s = 1, 2, 3 are all left over. We need some results about nλ in Definition
2.1.8 first
Lemma 4.5.2. For any m ∈ Z+ and any partition λ,
n{m} = 0;
nλ ≤ n{1m} =
(
m
2
)
, for |λ| = m;
nλ ≤ n{1m−22} =
(
m− 1
2
)
, for |λ| = m with Nλ ≤ m− 1.
Now consider it case by case for general non-central conjugacy classes in SLn(Fq).
(i) n/s = 1 or s = n. There is only one suitable partition, s · {1} = {n}, and a substitutable
conjugacy class c must only have one irreducible polynomial such that c = (fν) with deg(f) = F | n.
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Then by Lemma 4.4.3
Q(M, c) = Qν{n/F}(q
F ) = φNν−1(q
F ) ∼ qFNν(Nν−1)/2,
compared with I(g{v})(1) in (4.8), to achieve Theorem 2.3.4 there needs
Q(M, c)/Ig{n}(1) ∼ qFNν(Nν−1)/2−n(n−1)/2 ≤ q1−n,
i.e. we want
FNν(Nν − 1)− n(n− 1)− 2(1− n) = FNν(Nν − 1)− (n− 1)(n− 2) ≤ 0.
If deg(f) = F = 1, then ν 6= {1n} to avoid being central, so that Nν ≤ n− 1 and
FNν(Nν − 1)− (n− 1)(n− 2) ≤ (n− 1)(n− 2)− (n− 1)(n− 2) = 0;
if F ≥ 2, then
FNν(Nν − 1)− (n− 1)(n− 2) ≤ n(n/2− 1)− (n− 1)(n− 2)
= −n2/2 + 2n− 2 = −(n− 2)2/2 ≤ 0.
Thus by those two really niche estimations we proved it for n/s = 1 over non-central classes.
(ii) n/s = 2, the suitable partitions are s · {12} = {(n/2)2}, s · {2} = {n}. Then the substitutable
classes are c = (fν) or c = (fν11 f
ν2
2 ). Here consider c = (f
ν) and leave the other to case (iv).
For non-unipotent classes (equivalent to F = deg(f) ≥ 2), by Lemma 4.4.3 that Qνρ(q) . qnν , to
achieve Theorem 2.3.4 it is necessary to show
Q(M, c)/I(g{n})(1) ∼ qFnν−n(n−2)/2 ≤ q1−s = q1−n/2.
80
But again similar to the second estimation in (i) there is
2Fnν − n(n− 2)− 2(1− n/2) ≤ F |ν|(|ν| − 1)− (n− 1)(n− 2)
≤ n(n/2− 1)− (n− 1)(n− 2) = −1
2
(n− 2)2 ≤ 0.
For deg(f) = F = 1, the unipotent classes, there needs
Q(M, c)/I(g{n})(1) . qnν−n(n−2)/2 ≤ q1−n/2.
By nν ≤ (n− 1)(n− 2)/2 for ν 6= {1n} (again to avoid being central)
nν − n(n− 2)/2 ≤ (n− 1)(n− 2)/2− n(n− 2)/2 = (−n+ 2)/2 = 1− s,
in which the equality can only be achieved by the extreme case ν = {1n−22}. However in that case
by the first cancellation proposition (Proposition 4.4.2)
I(g{v})(c)
Ig{v}(1)
. qnν−1−n(n−2)/2 = q−n/2,
and even better by Proposition 4.4.5 we have
I(g{v})(c)
I(g{v})(1)
∼ q(n−1)(n−2)/2−s−n(n−2)/2 = q1−2s = q1−n.
Hence in summary for n/s = 2, c = (fν) non-central we have
I(g{v})(c)
I(g{v})(1)
. q−s,
which is better than what we want for Theorem 2.3.4 (. q1−s).
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(iii) n/s = 3. Then the suitable partitions are s · {13} = {(n/3)3}, s · {12} = {n/3, 2n/3}, s · {3} =
{n}, and the substitutable classes are c = (fν), c = (fν11 fν22 ), or c = (fν11 fν22 fν33 ). Again consider the
primary conjugacy classes and leave the other two cases to (iv). Then similar for F = deg(f) ≥ 2
it needs to show
Q(M, c)/I(g{n})(1) ∼ qFnν−n(n−3)/2 ≤ q1−n/3.
i.e. there needs
6Fnν − 3n(n− 3) + 2n− 6 ≤ 3n(n/F − 1)− (3n− 2)(n− 3)
= (3/F − 3)n2 + 8n− 6 ≤ 0 (4.5.3)
If F = 2, then n ≥ 6 (F |n and n/s = 3) so that (4.9) becomes
(3/F − 3)n2 + 8n− 6 ≤ −3/2(n2 − 16n/3 + 4) = −3/2((n− 8/3)2 − 28/9)
≤ −3/2(100/9− 28/9) = −12 < 0,
since the parabola decreases as n gets bigger than 8/3, so it suits our purpose.
If F = 3, (4.9) becomes
(3/F − 3)n2 + 8n− 6 = −2n2 + 8n− 6 = −2(n− 2)2 + 2,
which is exactly 0 for n = 3 (then s = 1) and negative for n = 3m with m ≥ 2. Hence again it
suits our purpose.
If F ≥ 4, then n ≥ 6 (so that 3 | n and n ≥ 4), (4.9) becomes
(3/F − 3)n2 + 8n− 6 < −2n2 + 8n− 6 = −2(n− 2)2 + 2 < −30.
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If F = 1 and ν 6= {1n} (to avoid being central) or {1n−22}, then nν ≤ (n− 2)(n− 3)/2 + 1 so that
6Fnν − 3n(n− 3) + 2n− 6 ≤ 3(n− 2)(n− 3) + 6− (3n− 2)(n− 3) = 6− 4(n− 3) < 0
for n > 3 (then n ≥ 6 for n/s = 3). If n = 3, then there can only be ν = {3}, so that nν = 0 and
6Fnν − 3n(n− 3) + 2n− 6 = 0.
If ν = {1n−22}, by the second cancellation proposition (Proposition 4.4.7) (on Q{1n−22}s )
I(g{v})(c)
I(g{v})(1)
∼ q(n2−5n+2)/2−n(n−3)/2 = q1−n.
In summary there is for n/s = 3 and c = (fν),
I(g{v})(c)
I(g{v})(1)
. q1−s.
(iv) Now let’s consider the general case c ∼ (fλ11 · · · fλkk ) for k ≥ 2. Denote Fi = deg(fi), |λi| =
mi, ni = Fimi so that
∑
i Fimi =
∑
i ni = n. Then Q(M, c) =
∏
iQ
λi
ρ(M,fi)
(qFi). Again by the
estimate by Liebeck et al. as in Proposition 4.5.1, it only needs to consider n/s = 1, 2, 3. Then
k ≤ 3 because the suitable partitions can have at most 3 parts (s·{13} = {(n/3)3}) and substitutable
conjugacy classes can not have more irreducible polynomial factors in its characteristic polynomial.
1© For n/s = 1, I(g{v})(c) = 0 because there is no substitution of s · {1} = {n} into c (number of
parts in potential partitions must not be less than the number of irreducible polynomials in c).
2© For n/s = 2, to have non-zero character values, there must be k = 2 and n1 = n2 = s = n/2.
Then
Qλiρ(M,fi)(q
Fi) . qFinλi ≤ qni(mi−1)/2 = q(n/2)(n/(2Fi)−1)/2
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and
Q(M, c) . qn(n/2−1)/2.
Compared with the degree we get
∣∣∣∣∣ Q(M, c)I(g{v})(1)
∣∣∣∣∣ . qn(n/2−1)/2−n(n/s+1)/2−n(n+1)/2 ≤ q1−s−(n2/2−3n/2+1),
which satisfies Theorem 2.3.4 for n ≥ 2 when n2/2− 3n/2 + 1 = (n− 1)(n− 2)/2 ≥ 0.
3© For n/s = 3, k ≤ 3. To have substitutions from s · {13} or s · {12} (again no substitutions from
s · {3} = {n}), there must be either k = 2, n1 = s = n/3, n2 = 2s = 2n/3, or k = 3, n1 = n2 = n3 =
s = n/3.
a© k = 2, then
Q(M, c) . qs(s−1)/2+2s(2s−1)/2 = q(5n2/9−n)/2
and
|Q(M, c)|
|I(g{v})(1)|
. q(5n2/9−n)/2−n(n/s+1)/2−n(n+1)/2 = q1−s−(2n2/9−4n/3+1),
which suits Theorem 2.3.4 for n ≥ 6. (This is fine, because to have n/s = 3 and s ≥ 2, there must
be n ≥ 6.)
b© k = 3, then
Q(M, c) . q3s(s−1)/2 = q(n2/3−n)/2
and
|Q(M, c)|
|I(g{v})(1)|
. q(n2/3−n)/2−n(n/s+1)/2−n(n+1)/2 = q1−s−(n2/3−4n/3+1),
which satisfies Theorem 2.3.4 for n ≥ 3 when n2/3− 4n/3 + 1 = (n− 1)(n− 3)/3 ≥ 0.
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Hence using the above crude estimation it is clear for any non-central class c
|I(g{v})(c)|
|I(g{v})(1)|
. q1−s (4.5.4)
for any simplex g with s = deg(g) ≥ 2 and sv = n.
4.6 For general primary characters
To deal with general primary characters I(gλ), it is necessary to prove
Lemma 4.6.1 (Degree comparison lemma). |I(gλ)(1)| & |I(g{v})(1)|, for any |λ| = v = n/s with
deg(g) = s.
Proof. By Green’s lemma 7.4 in [10] or Theorem 1.3.3 we have
I(gλ)(1) = φn(q){λ : qs},
in which
{λ : q} = q
l2+2l3+···∏
1≤r<t≤u(1− qlr−lt−r+t)∏u
r=1 φlr+u−r(q)
,
if λ = {l1, l2, · · · , lu} with l1 ≥ l2 ≥ · · · ≥ lu > 0. To prove the desired result, we just need to show
{λ : q} & φ−1|λ| (q). Rather than directly compare them, we comprise to show
{λ : q}φ|λ|(q) & {λ : q}
u∏
r=1
φlr(q) & 1.
By the above formula we get
{λ : q}
u∏
r=1
φlr(q) ∼ ql2+2l3+···+
∑
1≤r<t≤u(lr−lt−r+t)−
∑u
r=1
∑u−r
t=1 (lr+t).
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We compute the middle sum that
∑
1≤r<t≤u
(lr − lt − r + t) =
u∑
r=1
(u− r)lr −
u∑
r=1
(r − 1)lr +
u∑
r=1
(u− 2r + 1)(u− r),
then the starting sum that
l2 + 2l3 + · · · =
u∑
r=1
(r − 1)lr,
and the last sum that
u∑
r=1
u−r∑
t=1
(lr + t) =
u∑
r=1
[(u− r)lr + (u− r + 1)(u− r)/2].
Then combining all those we get
u∑
r=1
(u− r)(u− 3r + 1)/2.
Then this sum is supposed to be zero and interestingly it is always zero for u ≥ 1. Thus we proved
the desired result.
On the other hand, the estimate in Proposition 4.4.7 covers for n/s ≥ 4 and general non-central
conjugacy classes. Hence one again just needs to consider the cases n/s = 1, 2, 3. By the degree
comparison lemma above we find all the arguments on the simplest primary case involving only
Q(M, c)/I(g{n/s})(1) in section 4.5 can apply. Hence it works for all the cases of (i)-(iv) which
needs only the estimation for single Q(M, c) but not Q
{1n−22}
s , i.e. in (iii) for λ 6= {n/s = 3} and
c = ((x− ξ){1n−22}). In this case the best estimation by Proposition 4.4.5 gives
Q(M, c) ∼ φn−2(q) ∼ q(n−1)(n−2)/2,
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while the direct comparison with I(g{n/s=3})(1) gives
Q(M, c)/I(g{n/s=3})(1) ∼ q(n−1)(n−2)/2−n(n−3)/2 = q.
But for λ = {l1, · · · , lu} 6= {n/s = 3} it can be seen from proof of the degree comparison lemma
that
Igλ(1)/Ig{3}(1) & φ3(qs)/
u∏
r=1
φlr(q
s)
=

φ3(q
s)/φ31(q
s) ∼ q3s if λ = {13}
φ3(q
s)/φ1(q
s)φ2(q
s) ∼ q2s if λ = {12}.
Hence we get Q(M, c)/I(gλ)(1) ∼ q1−3s or q1−2s respectively.
4.7 General irreducible characters Corresponding to any complexes
Now look at the general case for I
(g
λ1
1 ···g
λk
k )
with si = deg(gi), bi = |λi|,mi = sibi and n =
∑k
i=1mi.
We need to prove the following
Proposition 4.7.1. For any non-central conjugacy class c of n× n matrices, we have
∣∣∣∣ Ie(c)Ie(1)
∣∣∣∣ ≤ q1−∑ki=1 si .
(When k = 1 we can see it is compatible with the result about primary characters.)
Proof. For any complex e = (gλ11 · · · gλkk ), we have Ie = I(gλ11 ) ◦ · · · ◦ I(gλkk ), which denotes the
parabolic induction. If χ is induced from the character I
(g
λ1
1 )
of GLm1(Fq), by the induction
formula in Proposition 2.1.10 (which is a variant of Mackey’s formula 1.2.4), for any matrix C in
the class we have
χ(C) =
∑
I
(g
λ1
1 )
(DCD−1),
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in which the sum is over all cosets D ∈ GLn(Fq)/GLm1(Fq) such that DCD−1 ∈ GLm1(Fq) ⊂
GLn(Fq), i.e. GLm1(Fq)DC = GLm1(Fq)D. Note that the cosets of GLn(Fq)/GLm1(Fq) are in
one-to-one correspondence with flags Fnq = V0 ⊃ V1 ⊃ 0 with dimV0/V1 = m1, we can see that
the suitable ones in the sum correspond to the flags with V1 fixed by C (i.e. a submodule of the
p−module VC , with Fnq acted on by C).
Hence inductively we can see that
Ie(C) =
∑
F
I
(g
λ1
1 )
(C1) · · · I(gλkk )(Ck),
in which the sum is over flags F = (V0 ⊃ V1 ⊃ · · · ⊃ Vk = 0) with dimVi−1/Vi = mi, CVi =
Vi, i = 1, · · · , k, while Ci = C|Vi−1/Vi and Vi−1/Vi ' VCi . Denote the set of such flags by Fm,C
where m = (m1, · · · ,mk), and for each subset S ⊆ {1, · · · , k}, let Fm,C,S = {(Vi) ∈ Fm,C |
C|Vj−1/Vj is scalar, ∀j ∈ S}. Also, if C is the identity, denote Fm := Fm,1. Then in this context
Ie(1) = |Fm|I(gλ11 )(1) · · · I(gλkk )(1) and
∣∣∣∣Ie(C)Ie(1)
∣∣∣∣ =
∑
F∈Fm,C I(gλ11 )
(C1) · · · I(gλkk )(Ck)
|Fm|
=
1
|Fm| ·
∣∣∣∣∣∣
∑
F∈Fm,C
I
(g
λ1
1 )
(C1) · · · I(gλkk )(Ck)
I
(g
λ1
1 )
(1) · · · I
(g
λk
k )
(1)
∣∣∣∣∣∣
≤ 1|Fm| ·
∑
S⊆{1,··· ,k}
∑
F∈Fm,C,S
∣∣∣∣∣∣
I
(g
λ1
1 )
(C1) · · · I(gλkk )(Ck)
I
(g
λ1
1 )
(1) · · · I
(g
λk
k )
(1)
∣∣∣∣∣∣ .
Since we proved
I
(g
λi
i )
(Ci)
I
(g
λi
i )
(1)
. q1−si , for all non-central (non-scalar) Ci, ∀S we have
∑
F∈Fm,C,S
∣∣∣∣∣∣
I
(g
λ1
1 )
(C1) · · · I(gλkk )(Ck)
I
(g
λ1
1 )
(1) · · · I
(g
λk
k )
(1)
∣∣∣∣∣∣ . |Fm,C,S |q
∑
i/∈S(1−si).
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Now we claim that
|Fm,C,S |
|Fm| . q
1−n+∑i/∈S(mi−1).
Actually, if we use Green’s notations, |Fm,C | = gCC1,··· ,Ck , the Hall’s polynomial. If C ∼ (f
ν(f1)
1 · · · fν(fl)l ),
then simply by direct sum decomposition of VC or Proposition 2.1.10
gCC1,··· ,Ck =
l∏
j=1
g
v(fj)
ν1(fj)···νk(fj)(q
deg(fj)),
if Ci = (f
νi(f1)
1 · · · fνi(fl)l ).
First we consider the case where S = {1, · · · , k}. Then Ci = ((t− ξi){1mi}), i = 1, · · · , k, in which
ξi ∈ Fq. Without loss of generality we can assume ξ1 = · · · = ξi1 = η1, ξi1+1 = · · · = ξi2 =
η2, · · · , ξil−1+1 = · · · = ξk = ηl, and C ∼ ((t − η1)ν1 · · · (t − ηl)νl) with |νj | = mij−1+1 + · · · + mij ,
in which for convenience we denote 0 = i0 < i1 < i2 < · · · < il−1 < il = k. Then
gCC1,··· ,Ck =
l∏
j=1
g
vj
{1mij−1+1}···{1mij }(q)
. q
∑l
j=1(nνj−mij−1+1(mij−1+1−1)/2−···−mij (mij−1)/2)
= q
∑l
j=1 nνj−
∑k
i=1mi(mi−1)/2.
by Green’s theorem 4 [10] that gλλ1,··· ,λk(q) has leading term c
λ
λ1,··· ,λkq
nλ−nλ1−···−nλk . Also we can
compute
|Fm| = |Gr(mk, n)||Gr(mk−1, n−mk)| · · · |Gr(m1, n−mk − · · · −m2)|
=
|GLn(Fq)|∏k
i=1 |GLmi(Fq)|q
∑k−1
j=1 mj(n−m1−···−mj)
=
φn(q)∏k
i=1 φmi(q)
∼ qn(n−1)/2−
∑k
i=1mi(mi−1)/2.
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Then we get
|Fm,C,S |
|Fm| . q
∑l
j=1 nνj−n(n−1)/2.
Now if l = 1 and C ∼ ((t − η)ν), since C is not central we must have ν 6= {1n}, and so nν ≤
(n− 1)(n− 2)/2. Then we get
|Fm,C,S |
|Fm| . q
nν−n(n−1)/2 ≤ q(n−1)(n−2)/2−n(n−1)/2 = q1−n,
which is exactly what we want. It is clear that for l ≥ 2, ∑lj=1 nνj is even smaller, so the result is
valid for S = {1, · · · , k} with any possible non-central matrix.
If S 6= {1, · · · , n}, we prove it by induction on k. First for k = 1, then n = m1 and S is either {1}
or ∅. But if S = {1} then C must be central. So we can only have S = ∅, and the result is trivially
true because 1− n+∑i/∈S(mi − 1) = 1− n+ (m1 − 1) = −n+m1 = 0. For all k ≥ 2, assume the
result for 1, · · · , k − 1 and any n. We separate it into two cases as follows
1© k ∈ S, then for any flag (Fnq = V0 ⊃ V1 ⊃ · · · ⊃ Vk = 0) ∈ Fm,C,S , the flag (Fn−mkq = V0/Vk−1 ⊃
V1/Vk−1 ⊃ · · · ⊃ Vk−1/Vk−1 = 0) belongs to F(m1,··· ,mk−1),C|V0/Vk−1 ,Sr{k}, denoted by F
′
m,C,S . If
S 6= {1, · · · , k} then S r {k} 6= {1, · · · , k − 1} and we can use induction to get
|Fm,C,S |
|Fm| =
∣∣∣F ′m,C,S∣∣∣
|Fm| =
∣∣∣F ′m,C,S∣∣∣
|F(m1,··· ,mk−1)|
· |F(m1,··· ,mk−1)||Fm|
. q1−(n−mk)+
∑
i∈{1,··· ,k−1}rS(mi−1) · |F(m1,··· ,mk−1)||Fm|
= q1−n+mk+
∑
i/∈S(mi−1) |F(m1,··· ,mk−1)|
|Fm| .
With the above formula we can compute that
|F(m1,··· ,mk−1)|
|Fm| =
φn−mk(q)φmk(q)
φn(q)
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∼ q(n−mk)(n−mk+1)/2+mk(mk+1)/2−n(n+1)/2 = q(1−n)mk .
Therefore,
|Fm,C,S |
|Fm| . q
1−n+∑i/∈S(mi−1)+mk+(1−n)mk ≤ q1−n+∑i/∈S(mi−1),
since mk + (1− n)mk = (2− n)mk ≤ 0 for n ≥ k ≥ 2.
2© k /∈ S. If S = {1, · · · , k − 1} and we look at the quotient flags as in 1©, we get into the case we
consider before so then
|Fm,C,S |
|Fm| =
∣∣∣F ′m,C,S∣∣∣
|F(m1,··· ,mk−1)|
· |F(m1,··· ,mk−1)||Fm|
. q1−(n−mk)+(1−n)mk = q1−n+(mk−1)+1−(n−1)mk ≤ q1−n+(mk−1),
since n ≥ k ≥ 2 and mk ≥ 1. For S 6= 1, · · · , k − 1 we use induction to get
|Fm,C,S |
|Fm| =
∣∣∣F ′m,C,S∣∣∣
|F(m1,··· ,mk−1)|
· |F(m1,··· ,mk−1)||Fm|
. q1−(n−mk)+
∑
i/∈{1,··· ,k−1}rS(mi−1)+(1−n)mk
= q1−n+
∑
i/∈S(mi−1)+1−(n−1)mk ≤ q1−n+
∑
i/∈S(mi−1),
which is again what we want. Hence altogether we can prove the claim.
Finally, we can conclude that
∣∣∣∣Ie(C)Ie(1)
∣∣∣∣ . |Fm,C,S ||Fm| q∑i/∈S(1−si) . q1−n+∑i/∈S(mi−1)+∑i/∈S(1−si)
= q1−n+
∑
i/∈S(mi−si) ≤ q1−
∑k
i=1 si .
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4.8 Proof of Numerical flatness on SLn(Fq)
To prove numerical flatness on SLn(Fq), we further need the Lang-Weil bound to turn the above
arithmetic result into a dimension result.
Proposition 4.8.1 ( [21], lemma 7.1). Let V be a variety over F¯p which can be defined over Fq.
Suppose dimV = f , and that V has e components of top dimension f . For any power q of p, let
V (q) denote the set of Fq − rational points in V . Then there is a power q0 of p such that
|V (q)| = (e+ o(1))qf
for all powers q of q0.
Through 3.1-3.7 we proved ∑
χ∈Irr(GLn(Fq))
χ(g)
χ(1)
. q,
which by Frobenius counting formula (Proposition 3) gives
|[, ]−1(g)| . q|GLn(Fq)| ∼ qn2+1,
for any g of SLn(Fq) which is non-central, or g ∼ ((x − ξ){1n}) with ξ a primitive n-th root
of unity. Hence for any such g in SLn(F¯p), [, ]−1(g) ⊂ GLn(F¯p) × GLn(F¯p) is a subvariety, and∣∣[, ]−1(g)(q)∣∣ . qn2+1. By Lang-Weil, this is to say
dim[, ]−1(g) ≤ n2 + 1.
On the other hand, [, ] : GLn(Fq) × GLn(Fq) −→ SLn(Fq) is a surjective morphism by Theorem 1
in [28], then [, ] : GLn(F¯p)×GLn(F¯p)→ SLn(F¯p) is also surjective. Hence by standard counting of
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dimension of fibers (see Theorem 4.1 of [14])
dim[, ]−1(c) ≥ dim GLn ×GLn − dim SLn = dim GLn + 1 = n2 + 1.
Altogether we must have numerical flatness for those g, i.e.
dim[, ]−1(g) = n2 + 1, over F¯p.
This implies for ∀gp ∈ SLn(Fq)r {ξIn, ξ ∈ Fq not primitive n-th root of 1},
|[, ]−1(g)| ∼ qn2+1.
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CHAPTER 5
Flatness of the commutator map on GLn(C) and related topics
5.1 Proof of Geometric flatness
We have dealt with numerical flatness in the previous sections, now we turn to prove geometric
flatness of the commutator map. Now let Vg,p be the fiber in GLn(F¯p)×GLn(F¯p) of the commutator
map over g ∈ SLn(F¯p)r{ξ ·In, ξ is not primitive n-th root}. In last section of the previous chapter,
we proved dimVg,p = n
2 + 1.
To prove flatness of the commutator map on SLn(C), we introduce Grothendieck’s theorem on
constructible dimension of fibers:
Proposition 5.1.1 (Grothendieck’s theorem, see [6], 9.2.6.1). If f : X → S is a morphism of finite
presentation, then the function s 7→ dim(f−1(s)) is locally constructible.
Now for any g ∈ SLn(Q)r{ξIn, ξ ∈ Q}, let X = Vg, where Vg is the fiber [, ]−1(g) in GLn×GLn,
i.e. defined by a set of quadratic equations given by
xy = gyx.
By multiplying an integer scalar N to make all entries of g integers which have no common factors,
then clearly Vg can be defined over Z (of finite presentation) as an algebraic variety, given by
Nxy = (Ng)yx (with Ng ∈Mn(Z)).
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Denote by gp the matrix in SLn(Fp) with all entries of g modulo p. Let f : Vg → Spec Z be the
structure morphism, and we denote the function s 7→ dim(f−1(s)) on S = Spec Z by h. Since for
any point (p) ((0) if generic) of Spec Z, the fiber f−1((p)) = Vg(Fp) is just the variety defined over
Fp (Q if generic), which contains the fiber of Vgp = [, ]−1(gp) ⊂ GLn(Fp)×GLn(Fp) as a dense set
of closed points. (This is because Vgp → Vg(Fp) is a morphism of finite type between Jacobson
schemes, which then sends closed points to closed points, see 10.4.6 and 10.4.7 of EGA IV [6].)
Since the set of closed points are Zariski dense (see exercise 3.17 of Hartshorne [12]), hence we can
apply our result of numerical flatness that for those co-finitely many characteristics p such that
gp ∈ SLn(Fp) r {ξIn, ξ ∈ Fp not primitive n-th root of unity}, dim(f−1((p))) = n2 + 1. Then by
Grothendieck’s theorem, h−1(n2 + 1) is a (locally) constructible subset of Spec Z, which therefore
must contain the generic point (0). Thus we know
dimVg(Q) = n2 + 1.
Now using the similar argument as above, we go on to show ∀g ∈ SLn(Q¯) r {ξ · In | ξ ∈ Q¯} and
Vg = [, ]
−1(g) fiber of the commutator map over Q¯, there’s also dimVg = n2+1. Since the entries of g
falls in some finite extension of Q, Vg is again definable over Z, and we have the structure morphism
f : Vg → Spec Z. Then similarly for any point (p) of Spec Z, f−1((p)) = Vg×Spec ZSpec Fp = Vg(Fp)
contains [, ]−1(gq) ⊂ GLn(Fq) × GLn(Fq) for some power q of p and some matrix gq ∈ SLn(Fq) as
its closed points. Again by density of the closed points, applying numerical flatness for those co-
finitely many characteristics p such that gq is not central or non-primitive n-th root of unity, we
have dim f−1((p)) = n2 + 1. Then by Grothendieck’s theorem, dimVg = n2 + 1.
By Lefschetz’s principle (see [4]) we can cheaply extend the result to C, i.e. ∀g ∈ SLn(C)r{ξIn, ξ ∈
C not primitive n-th root of unity} we have
dim[, ]−1(g) = n2 + 1.
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To make it more precise, we notice that the Zariski closure Xg = ¯{σ(g) | σ ∈ Aut(C)} is defined over
Q, and Xg(Q¯) is Zariski dense in Xg. We showed for any h ∈ Xg(Q¯),dim[, ]−1(h) = dim GLn(C),
hence again by Grothendieck’s theorem applied to [, ] : GLn(C) × GLn(C) → GLn(C), we get the
result.
Now we use the Cohen-Macaulay machinery to turn the equi-dimension argument into a flatness
argument:
Proposition 5.1.2 (Hartshorne [12], Ex. 3.10.9). Let f : X → Y be a morphism of varieties
(over some field k). Assume that Y is regular, X is Cohen-Macaulay, and that every fiber of f has
dimension equal to dimX − dimY . Then f is flat.
We let
X = GLn(C)×GLn(C),
and
Y = SLn(C)r {ξ · In | ξ is not a primitive n-th root of 1},
and f be the commutator map, then they clearly satisfy all the prerequisites of the theorem above,
hence we get the flatness of f .
5.2 Fibers of commutator maps over central elements in SLn(C)
5.2.1 For primitive roots of unity
Following the process in the last section, Proposition 4.3.3 suffices it to prove Theorem 2 for a central
element ξ := ξ · In ∈ GLn(C) with ξ any primitive n−th root of unity. Actually directly counting
dimension in C of fibers of the commutator map over such central elements is also manageable and
we can show
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Theorem 5.2.1. For [, ] : GLn(C) × GLn(C) → SLn(C) and any primitive n−th root ξ ∈ C of 1,
the fiber over ξ is a disjoint union of orbits
[, ]−1(ξ) =
⊔
a,b∈C×
GLn(C) · (aσ, bτn(ξ)),
in which GLn(C) acts on GLn(C) × GLn(C) by conjugation on both entries, σ = (12 · · ·n) the
n−cycle in the permutation group Sn and τn(ξ) = diag(1, ξ, · · · , ξn−1). Consequently,
dimC[, ]
−1(ξ) = dimC GLn(C) + 1.
Proof. First, by computation [σ, τn(ξ)] = στn(ξ)σ
−1τn(ξ)−1 = ξ using σ represented by the permu-
tation matrix (ai,j = δi+1,j)n×n. For simplicity we set δn+1,1 = 1 and consider indexes all modulo
n.
Second, suppose there are x, y ∈ GLn(C) such that xyx−1y−1 = ξ, then xyx−1 = ξy. WLOG,
we assume y is in its Jordan canonical form and has spectrum {λ1, · · · , λn}. Now that y is sim-
ilar to ξy, we must have ξλ1 = λi1 with i1 6= 1, otherwise λ1 = 0. Then ξ2λ1 = ξλi1 = λi2 ,
with i2 6= 1, i1, and subsequently, ∀k = 1, · · · , n − 1, ξkλ1 = λik with ik 6= 1, i1, · · · , ik−1, un-
til ξnλ1 = λ1 = λin . Thus (1i1i2 · · · in−1) forms a n − cycle and the spectrum of y is actually
λ1, λ1ξ, · · · , λ1ξn−1. Hence y is diagonalizable and by conjugation we can make y = cτn(ξ) for some
c ∈ C×. Then the equation becomes xτn(ξ)x−1 = ξτn(ξ), and compared with στn(ξ)σ−1 = ξτn(ξ)
we get (σ−1x)τn(ξ) = τn(ξ)(σ−1x). Clearly the matrices commuting with τn(ξ) must be diagonal,
so x = σb for some b = diag(b1, · · · , bn).
Finally, we claim that if det b = 1 then there is a diagonal matrix d = diag(d1, · · · , dn) such that
σb = dσd−1. Simply by computation we have
dσd−1 = (ai,j = δi+1,jdid−1j )n×n, σb = (ai,j = δi+1,jbi+1)n×n,
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to set them equal we must have
d1 = b2d2, d2 = b3d3, · · · , dn−1 = bndn, dn = b1d1.
So given any a ∈ C×, there is a solution for d as
d = diag(a, ab−12 , ab
−1
2 b
−1
3 , · · · , ab−12 · · · b−1n−1, ab−12 · · · b−1n−1b−1n = ab1),
in which detb = b1b2 · · · bn = 1 makes the last entry valid. Hence in general we have σb =
(det b)1/ndσd−1. Clearly for each a, b ∈ C×,GLn(C) · (aσ, bτn(ξ)) is a distinct orbit and each
solution to the commutator equation falls into some of those orbits.
Consequently, since the stabilizer of any (aσ, bτn(ξ)) is just the center C× · In, we have
dimC[, ]
−1(ξ) = 2 + dimC GLn(C)− 1 = dimC GLn(C) + 1.
5.2.2 For non-primitive root of unity in SLn(C)
Over C with the GLn(C) action, we investigate the following example and check that
[, ]−1(ξ2) ⊃
⊔
a,b1 6=b2,c∈C×
GL4(C) · (aσ2, diag(b1, b2ξ, b1, b2ξ) + cE1,2 + cξE3,4),
which has dimension ≥ dimC GL4(C) + 2, note that Ei,j denotes the matrix with entry ai,j = 1
and all other entries 0. This suggests that for non-primitive root central elements, their fiber of the
commutator map could be of bigger size than non-central elements.
Keep the notations as in section 5.1, for non-primitive roots we first prove the following
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Theorem 5.2.2. For n = ml, l ≥ 1, D the set of all semi-simple elements in GLn(C), we have
[, ]−1(ξm) ∩ (GLn(C)×D) =
⊔
b1,··· ,bm∈C×,A∈GLn(C)/Cb1,··· ,bm
GLn(C) · (σmA, τ b1,··· ,bmn (ξ)),
in which
τ b1,··· ,bmn (ξ) = diag(b1, · · · , bm, ξmb1, · · · , ξmbm, · · · , ξ(l−1)mb1, · · · , ξ(l−1)mbm),
and Cb1,··· ,bm = C(τ
b1,··· ,bm
n (ξ)) ∩ SLm1,··· ,mkn (C) with C(τ b1,··· ,bmn (ξ)) the centralizer of τ b1,··· ,bmn (ξ)
and SLm1,··· ,mkn (C) defined by (5.2) below.
Consequently we have
dimC[, ]
−1(ξm) ∩ (GLn(C)×D) = dim GLn(C) +m.
Proof. First simply by computation we have [σm, τ b1,··· ,bmn (ξ)] = ξm.
Second, using the similar argument as in the previous proof to deal with xyx−1 = ξmy with y
semi-simple, we can see the action of ξm on the spectrum of y is partitioned into m many l−cycles,
hence we can make y = τ b1,··· ,bmn (ξ) for some b1, · · · , bm ∈ C× by conjugation. Then compared with
σmτ b1,··· ,bmn (ξ)σ−m = ξmτ b1,··· ,bmn (ξ) we get
(σ−mx)τ b1,··· ,bmn (ξ) = τ
b1,··· ,bm
n (ξ)(σ
−mx),
i.e. σ−mx = A ∈ C = C(τ b1,··· ,bmn (ξ)), the centralizer of τ b1,··· ,bmn (ξ). We need to know whether
[x = σmA, τ b1,··· ,bmn (ξ)] belongs to a different orbit from [σm, τ b1,··· ,bmn (ξ)] under the conjugation
action of GLn(C). Knowing that y can always be conjugated to τ b1,··· ,bmn (ξ), we actually just need
to know the orbits under conjugation action of C.
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First, we have [Cσ−m, C] ⊂ C ∩ SLn(C), i.e. C acts on σmC via conjugation: ∀A,B ∈ C,
(σmA)−1B(σmA)B−1τ b1,··· ,bmn (ξ)
=(σmA)−1Bσmτ b1,··· ,bmn (ξ)AB
−1
=ξm(σmA)−1Bτ b1,··· ,bmn (ξ)σ
mAB−1
=ξmA−1σ−mτ b1,··· ,bmn (ξ)Bσ
mAB−1
=ξmξ−mA−1τ b1,··· ,bmn (ξ)σ
−mB(σmA)B−1
=τ b1,··· ,bmn (ξ)(σ
mA)−1B(σmA)B−1
⇒(σmA)−1B(σmA)B−1 ∈ C
⇒B(σmA)B−1 ∈ σmAC = σmC. (5.2.1)
(Actually it is easy to see that any word consisting of σm, σ−m and elements of C belongs to C
if σm appears as many times as σ−m.) Now we want to count the orbits of this action. More
specifically, by
B(σmA)B−1 = σmA′ ⇔ [(σmA)−1, B] = A−1A′,
σmA and σmA′ belong to the same orbit if and only if their difference A−1A′ ∈ [(σmA)−1, C]. We
have shown in the proof of Theorem 5.2.1 that for m = 1, the action is transitive on C ∩ SLn(C),
and [σ,C] = C ∩ SLn(C). In general we can show that [σm, C] = C ∩ SLm1,··· ,mk(C) for any m | n,
C = C(τ b1,··· ,bmn (ξ)) and SLm1,··· ,mkn (C) will be defined by (5.2) in the following.
We notice that C = C(τ b1,··· ,bmn (ξ)) ⊂ GLm(C)l. More specifically, looking bi as representatives
of the l-cycles, if for m1 + · · · + mk = m with mi ≥ 1 we have b1 = b2 = · · · = bm1 = β1;
bm1+1 = · · · = bm1+m2 = β2; · · · ; bm1+···+mk−1+1 = · · · = bm1+···+mk−1+mk = bm = βk with
βiβ
−1
j 6= ξrm for any integer r, then
C ∼ (GLm1(C)× · · · ×GLmk(C))l.
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Thus for any A,B ∈ C, they are of the form
A ∼ diag(A11, · · · , A1k; · · · ;Al1, · · · , Alk), Aij ∈ GLmj (C),∀1 ≤ i ≤ l, 1 ≤ j ≤ k,
B ∼ diag(B11, · · · , B1k; · · · ;Bl1, · · · , Blk), Bij ∈ GLmj (C), ∀1 ≤ i ≤ l, 1 ≤ j ≤ k
and
A = σ−mBσmB−1
=diag(Bl1B
−1
11 , · · · , BlkB−11k ;B11B−121 , · · · , B−12,k; · · · ;B(l−1)1B−1l1 , · · · , B(l−1)kB−1lk )
⇒A1jA2j · · ·Alj = BljB−11j B1jB−12j · · ·B(l−1)jB−1lj = In, ∀1 ≤ j ≤ k. (5.2.2)
Conversely, if A satisfies the condition (5.2), then ∀Bj ∈ GLmj (C), 1 ≤ j ≤ k, setting Bij =
A−1ij · · ·A−11j Bj ,∀1 ≤ i ≤ k, we have A = σ−mBσmB−1. Denote by SLm1,··· ,mkn (C) the subgroup of
GLn(C) consisting of matrices with diagonal blocks satisfying (5.2). This shows that orbits of the
conjugation action of C on σmC are classified by GLm1(C)× · · · ×GLmk(C).
Together with the conjugation by GLn(C) it enables us to see that if (x, y) ∈ [, ]−1(ξm) with y
semi-simple then it falls in some orbit of the form GLn(C) · (σmA, τ b1,··· ,bmn (ξ)), for some A ∈
GLn(C)/(C ∩ SLm1,··· ,mkn (C)) which is one-to-one corresponding to GLm1(C)× · · · ×GLmk(C).
Now we count the dimension of the fiber over ξm. By (5.2) we see that any matrix in the centralizer
of (σm, τ b1,··· ,bmn (ξ)) must have the form
A ∼ diag(A11, · · · , A1k; · · · ;A11, · · · , A1k),
i.e. Aij are all the same for i = 1, · · · , l and a fixed j. Hence the dimension of any such centralizer
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is
∑k
i=1 dim GLmi(C), and
dim GLn(C) · (σm, τ b1,··· ,bmn (ξ)) = dim GLn(C)−
k∑
i=1
dim GLmi(C),
For centralizers of (σmA, τ b1,··· ,bmn (ξ)), by solving the linear equations given by BσmAB−1 = σmA
in (Mm1(C)×Mmk(C))l, we can see they all have the same dimension as above. Consequently the
dimension of the union of all such type of orbits is then
k∑
i=1
dim GLmi(C) + k + dim GLn(C)−
k∑
i=1
dim GLmi(C) = k + dim GLn(C),
which achieves maximum when k = m.
For [x, y] = xyx−1y−1 = ξm in GLn(C) with y not semi-simple, we can use the multiplicative
Jordan decomposition (see Chapter VI of Humphreys [14]) to reformulate the commutator equation
as follows
xyx−1 = ξmy = xysx−1xyux−1 = ξmysyu
⇔xysx−1 = ξmys and xyux−1 = yu
⇔[x, ys] = ξm and [x, yu] = 1.
By Theorem 5.2.2 which deals with the first equation, further confined by the second equation, we
have
Theorem 5.2.3. With the notations from above (including the proof),
[, ]−1(ξm) =
⋃
|λ1|+···+|λk|=m
⋃
β1,··· ,βk∈C×,A∈GLn(C)/Cb1,··· ,bm
GLn(C) · (σmA, τβ1,··· ,βkλ1,··· ,λk (ξ)),
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in which
τβ1,··· ,βkλ1,··· ,λk (ξ) = diag(Uλ1(t− β1), · · · , Uλk(t− βk);Uλ1(t− β1ξm), · · · , Uλk(t− βkξm);
· · · ;Uλ1(t− β1ξ(l−1)m), · · · , Uλk(t− βkξ(l−1)m)),
for any partitions |λi| = mi, m = m1 +m2 + · · ·+mk with mi ≥ 1 and β1, β2, · · · , βk have distinct
l-cycles, i.e. βiβ
−1
j 6= ξrm, ∀i 6= j, 0 ≤ r ≤ l − 1. (Note that if k = m, then λi = {1} and
τβ1,··· ,βkλ1,··· ,λk (ξ) = τ
β1,··· ,βk
n (ξ).)
Consequently we have
dimC[, ]
−1(ξm) = dim GLn(C) +m.
5.2.3 For non-primitive root of unity in SLn(Fq)
Besides the results obtained in section 4.3, in general, for ord(ξ) | n with 1 < ord(ξ) < n, i.e.
non-primitive n−th roots of unity, the fiber [, ]−1(ξ) could be of higher dimension. Say for n =
4, ord(ξ) = 2, by mere computation on basically 11 cases using Proposition 20, we get |[, ]−1(ξ)| =
2q2 + O(q). Using the Cohn-Macaulay machinery and Lefschetz principle in section 5.1, we can
verify Theorem 5.2.3 when n = 4,m = 2.
It is computationally complicated to verify it for general n and m | n. However, for m = n, i.e.
the fiber over the identity, the verification of Theorem 5.2.3 directly comes from the fact that the
number of conjugacy classes of GLn(Fq) is a degree n polynomial in q, hence by Frobenius character
formula (Theorem 1.3.3), dimq[, ]
−1(1) = dimq GLn(Fq)+n. Then again by the machinery in section
5.1 we get dim[, ]−1(1) = dim GLn(C) + n.
Remark 5.2.1. At the end of section 1 in [10], Green gave the generating function for the number
of conjugacy classes (denoted by c(n, q)) of GLn(Fq), but did not give the explicit formula which
shows that c(n, q) is degree n polynomials with constant rational coefficients. For smaller n = 2, 3, 4,
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we can count from the known character tables from [7], [3] and [33] that
c(2, q) = q2 − 1,
c(3, q) = q3 − q,
c(4, q) = q4 − 2
3
q3 +
5
2
q2 − 23
6
q + 1.
For p ≥ 3, GL4(Fq) has 11 types of conjugacy classes. When q = 2 it has 9 types of conjugacy
classes since there are only 3 linear polynomials and 1 degree 2 irreducible polynomials over F2, i.e.
q2 + q + 1, which is consistent with c(4, 2) = 14.
5.3 Line bundles over Riemann Surfaces
In the introduction, we related spaces of n-dimensional representations of the fundamental group
pi of a compact Riemann surface with one point deleted to the moduli spaces of rank n vector
bundles over the surface. For torus with one point deleted, pi = 〈A,B,C | [A,B]C = 1〉. By all
the previous work which proves the geometric flatness of the commutator map, we showed that the
moduli spaces of Eρ, the flat bundle of holonomy ρ, for representation ρ : pi → GLn(C) of type
ρ(C) = g ∈ SLn(C) non-central, are all about the same size. More specifically, by Narasimhan
and Seshadri’s work [26], those moduli spaces are parametrized by complex manifolds and those
manifolds have the same dimension by the work of this thesis. By the previous two sections, we
see that the parametrization manifolds for representation types ρ(C) central in SLn(C) may be of
higher dimension, and especially for the trivial type with ρ(C) = 1, i.e. the moduli space of those
vector bundles over a torus (without marked points), its parametrization manifold has much higher
dimension.
We explain a little bit more explicitly. For n = 1, we look at ρ : pi → GL1(C) = C× and the
only type is ρ(C) = 1, i.e. the line bundles over the torus with one point deleted are same with
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line bundles over the torus. In other words, there are flat line bundle of holonomy arising from
representations of the torus group acting on the Riemann sphere with a branch point (branch type).
For n ≥ 2, there are flat bundles of holonomy arising as branch type and by section 5.2, the space
of such flat bundles Eρ over the torus is of dimension dim GLn(C) + n.
5.4 Lefschetz Principle
In this section, we briefly introduce a baby version of Lefschetz Principle that we mentioned in
section 5.1. For details, there is a thorough “metamathematical analysis” in Barwise and Eklof [4].
Proposition 5.4.1. Let k be an algebraically closed field, and K an algebraically closed extension
of k. Let P be any first-order statement in the language of fields. Then P is true for k if and only
if it is true for K.
First, a first-order theory means a theory modeled by a set, finite arity functions on variables
evaluated as true or false. A first-order logic statement is a true or false sentence quantified on
individuals. First-order theories basically captures all mathematics of finite provability. In our case
of section 5.1, the set consists of the general linear groups and the fibers of commutator map which
are all algebraic varieties over Q¯ and C. Our statement is about the validity of the equality of
dimensions for individuals of fibers of commutator map, hence a first-order statement. Since C is
an algebraically closed extension of Q¯, Lefschetz principle certainly works in our case. All our work
in Chapter 4 was trying to translate the first-order statement over finite characteristic to first-order
statement over characteristic zero, to establish a local-global principle for the theory of this specific
problem.
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