Abstract: The probabilistic machinery (Central Limit Theorem, Feynman-Kac formula and Girsanov Theorem) is used to study the homogenization property for PDE with second-order partial differential operator in divergence-form whose coefficients are stationary, ergodic random fields. Furthermore, we use the theory of Dirichlet forms, so that the only conditions required on the coefficients are non degeneracy and boundedness.
Introduction
Some averaging -or homogenization -properties for some elliptic or parabolic partial differential equations (PDE) in a stationary, ergodic random media are studied with probabilistic techniques.
This consists in finding constant coefficients which approximate in some suitable sense highly oscillating coefficients that represent the random media. In other words, we study the limit of the solutions of some PDEs when a coefficient -which represents the scale of the heterogeneities -decreases to 0.
Using the probabilistic representation of the solutions of parabolic and elliptic PDE, this leads to establishing a Central Limit Theorem for the stochastic process generated by a second-order partial differential operator.
More precisely, we are interested in PDEs with second-order partial differential operators of the form
where
under the assumption that the coefficients are bounded stationary random fields and that the matrix a is symmetric. The operator A ε,ω contains in fact a lower-differential term of the form ∂ x i (e i (x/ε, ω)·) = e i (x/ε, ω)∂ x i + ε −1 (∂ x i e i )(x/ε, ω), assuming that e is differentiable. The solution of the parabolic equation As it will be shown in Section 4, the Girsanov theorem allows to reduce this problem, where the first-order coefficient of the operator is of order ε, to the study of the Central Limit Theorem for the process X 1,ω whose generator is the self-adjoint divergence-form operator L 1,ω . A rather similar use of the Girsanov transform in a different context to prove some homogenization results may be found in [23] .
A Central Limit Theorem for the process · 0 d(X ω s ) ds has to be proved to deal with our initial problem (i.e., with a highly-oscillating zero-order term).
The homogenization property for the divergence-form operator ∂ x i (a i,j (·/ε, ω)∂ x j ) with random coefficients has been studied with analytical tools first by S. Kozlov [17, 18] and G. Papanicolaou and S.R.S. Varadhan [34] (see also [35] ).
The probabilistic method consists in finding functions which are solutions of auxiliary problems, so that our process is transformed as the sum of a local martingale and a process that converges to 0. Then, the Central Limit Theorem for the local martingale is applied with the help of the Ergodic Theorem. See e.g., [10, 3, 16] for various applications of this procedure.
The difficulty for homogenization in random media lies in the resolution of the auxiliary problem, that has to be done on a suitable space.
For a general random media -in contradistinction to what happens in the case of periodic media where the Poincaré inequality holds (see e.g., [24] for results under weaker hypotheses in periodic media) -, the resolution of the auxiliary problem cannot be considered in a direct way, because the needed function is not a stationary random fields. Three strategies may be used: 1) The solution is approximated by a sequence of stationary random fields, and one studies the convergence of their gradients. This method is especially well-suited to the case of an initial environment whose law is the invariant distribution. (see e.g., [6, 29, 13, 31] ). 2) The solution is directly constructed using the spectral theory for the shift operators of the random media (see e.g., [34, 9] ). 3) The gradient of the solution is given directly in an appropriate space with the help of the Lax-Milgram Theorem (see [15] for an analytical use of this method).
The two last approaches may be used to prove that the family of processes converges for almost every realization. We have chosen here to use the third method. Our approach is close to that used by S. Kozlov in [19] for random walks.
Furthermore, this approach does not really relies on the idea of mean forward velocity as in [30, 6, 13, 31] . Our proof of the Central Limit Theorem for the process associated to L 1,ω is then rather different to that of [31] , which itself adapts to Dirichlet forms the ideas developed in [16, 6, 29, 13] .
Solving the auxiliary problem or finding the invariant measure shows the difficulty to study the limit behaviour of the processes associated to 1 2
for a general b, which so far remains an open problem. In fact, there exists some counterexamples to the homogenization property for some stationary, divergence-free random fields [1, 14] . We have also assumed that d is the derivative of a bounded function.
Although some results may be given for general non-symmetric Dirichlet forms [32] provided the mean forward velocity exists, two classes of problems are generally considered: The first concerns the case where b is the derivative of the skew-symmetric matrix which is a stationary random field [28, 9, 22, 34] . The second concerns the case where b is a gradient of a stationary random field. In this case, the second-order differential operator is reduced to a self-adjoint operator.
The term V is a potential. If a and V are regular enough, then the operator L ε,ω can be written
and a stochastic process may be associated to L ε,ω via the theory of stochastic differential equations.
However, any regularity assumption on a and V may be dropped if one use the theory of Dirichlet forms as developed e.g., in [11] instead of Itô stochastic calculus. Hence, our results generalize those of [6, Section 6] and [29, Chapter 2] . In fact, our proofs use some considerations on the semi-group associated to a divergence-form operator, but hardly require the theory of Dirichlet forms.
Afterwards, we prove that the solution to the parabolic PDE (3) converges to the solution to the parabolic PDE
where the coefficients of the PDE operator A are constant and are averages of the coefficients of A 1,ω with respect to the law of the media. We use the method introduced byÉ. Pardoux in [33] to deal with the highly-oscillating zero-order term, which also uses the Girsanov theorem.
In Section 5.2, we consider the case of the elliptic equations of the form
is invertible for α greater to some value α 0 that does not depend on ε nor ω. Provided that α α 0 , the solution u ε converges to the solution of (α − A)u = f , with A as above. The method to deal with first-order and highly oscillatory zero-order terms may be easily used to solve some other homogenization problems (e.g., the operators of the forms + 1 ε b(·/ε, ω), where b is divergence-free). In Section 2, we recall some generalities about random media and the construction of the environment viewed from the particle. Section 3 contains our proof of the homogenization property both for the operator L 2 The environment viewed from the particle
Random media
A random media is a probability space (Ω, G, µ) on which is defined a group (τ x ) x∈R n of transformations acting on Ω such that
for any δ > 0. The group (τ x ) x∈R n is said to be stochastically continuous.
. We use bold letters to denote functions on Ω, while their italic counterparts denote stationary random fields.
If f belongs to L 
where (e 1 , . . . , e n ) is the canonical basis of R n . These operators are closed and densely defined.
For any f in L 2 (µ) and any smooth function ϕ with compact support, the operation
. This operation has to be seen as a convolution. Let C be the set
This space is dense in L 2 (µ) (see e.g., [22] ). Let us denote by ·, · µ the usual scalar product on L 2 (µ). Let H 1 (µ) be the closure of C with respect to the norm associated to the scalar product
This space C plays the role of smooth functions for the set of functions on (Ω, G, µ). Using the condition of invariance of (τ x ) x∈R n with respect to µ,
This relation is particularly useful, because it allows to switch between formulation given for random variables, and formulations given for stationary random fields for almost every realization.
Divergence-form operator
We assume in first time that the first-order differential term b is equal to 0. The following hypothesis are assumed on the coefficients of L ε,ω defined by (2) .
is measurable on (Ω, G, µ) and a(·) is a symmetric matrix. Furthermore, we assume that there exist two positive constants λ and Λ such that
The measurable function V is bounded by Λ on (Ω, G, µ) and we may assume without loss of generality that
dµ(ω) = 1.
Using our notations, the stationary random fields corresponding to a and V are denoted by a = (a i,j ) n i,j=1 and V . Let us consider the family of Dirichlet forms on L
It is well known that there exists a weak solution, -called the fundamental solution, -to the equation
where δ x−y is the Dirac mass at the point x − y. This solution p ε (ω, t, x, y) corresponds to the density of the semi-group (P ε,ω t ) t>0 (see e.g., [2, 21] ). One remarkable results about the density is that it satisfies the Aronson Estimate:
, where the constant M depends only on λ, Λ and n. It is also known that there exist two constants C and α depending only on λ, Λ and n such that for every δ > 0,
with |y − y| ∨ |x − x| δ. A proof of these estimates may be found in [38] . The key tool for studying such a process is the Theory of Dirichlet forms: see [11, 27] for example.
From now, we denote by X is the canonical process on the space of continuous functions, i.e., X t (ω) = ω t for any ω in C([0, +∞); R n ).
The environment viewed from the particle
The aim of this paragraph is to construct the process
where X 
. As a result, we set
Let L 2 (π) be the Hilbert space equipped with the scalar product
dµ.
The closed bilinear form and densely defined on L
The last equation is true for any smooth function ϕ with compact support and any u in L
We also deduce that
Hence, (G α ) is also the resolvent of the process Y 
The operator allows to proves rigorously that f is constant. For any smooth function ϕ with compact support and for i = 1, . . . , n,
which proves that for almost every realization, the function f (·, ω) is just a function of ω. But, with the hypothesis of ergodicity (ERG), f is constant. Clearly,
Hence, e
−2V
dµ is the invariant, ergodic measure for Y ω . Remark 1. We choose here to use a bilinear form and the resolvent, but we also may have construct a "differential" operator and the corresponding semi-group as in [29] .
Homogenization of the divergence-form operator
We still assume that the first-differential order term b is equal to 0. Let d and c be some bounded measurable functions on (Ω, G, µ). These terms give the zero-order terms of the partial differential operator A
This hypothesis implies that
We prove now the joint convergence of X (see formula (16) ) such that for almost every environment ω ∈ Ω,
Let us defined the auxiliary problems. For that, we need to work on some appropriate space.
Let V 2 pot be the Hilbert space
This space is equipped with the scalar product ·, · L 2 (µ) n . The second identification for the space V 2 pot follows from the fact that, if 
Remark 2. The elements (
sol . But the Weyl decomposition implies that g is unique. Definition 1 (Auxiliary problems). The problems (10) and (11) are called auxiliary problems.
for any smooth function ϕ with compact support on R , R) ) (see e.g., [18] or [9, 8] 
Corollary 1 is then proved using Proposition 2.
Before proving Proposition 1, we state a Lemma which allows us to pass to the limit. Proof. Assuming that X ε,ω 0 = 0, it follows from the Ergodic Theorem that
dµ, P ω -a.s.. 
where M ε,ω is a (n + 1)-dimensional local martingale and
Remark 3. We start at time ε 2 to be sure that decomposition (13) holds really under P ε 0,ω , which is not ensured by the results in [11] when the dimension n is greater than 1, since { 0 } is a set of zero capacity.
The cross-variations of M
if i = n + 1 and j = n + 1. 
dµ = tD
Addition of a first-order term
We add now a first-order differential term to the operator A 
).
There exists also a Feller semi-group associated to this operator, and this semi-group admit a density which also satisfies the Aronson estimate (5) and is Hölder continuous. But, in this case, these estimates (5) and (6) are only valid on any compact interval [0, T ] of time, for some constants that depend also on T (see e.g., [38] ). Thus, there exists a conservative, continuous strong Markov process (X,
For any point x, the Markov process X under P ε x,ω may be decomposed as the sum of a martingale M X ε,ω and a continuous process N ε,ω locally of zero-quadratic variations [37] . is an exponential martingale. It can be proved that [26] or [5] ). But, we know that P ε,ω t f (x) is continuous, and using Proposition 3.7 in [5] 
Proposition 4. For any bounded function
where λ is the ellipticity constant of a, and Λ is the bound of the coefficients a and b.
Proof. Using the Cauchy-Schwarz inequality, it is standard that
is an exponential martingale and M ε,ω t is bounded by Λ 
Proof. We may now consider the process (X, V ε,ω (X)) under the distribution P ε 0,ω . It follows from the Girsanov transform that under P ε 0,ω , Equation (13) becomes
where R ε,ω has been defined previously by (14) , M ε,ω is a local martingale whose cross-variations are given by (15) , and
With (17), it is clear that the convergence in probability under P ε 0,ω to some deterministic function implies the convergence in probability to the same function under P converges in probability to t → (0, . . . , 0, tc), and U ε,ω converges to t → tb. Finally, we remark that
for any η > 0 and for almost every realization ω. Proposition 5 is proved by combining all the previous convergences.
Application to PDEs
Let O be an open, connected subset of R n . We assume that the boundary of O is regular enough.
From the Theory of Dirichlet form, the process associated to the strong local, regular Dirichlet form Since the boundary of O is regular, the set of discontinuities for the function that gives the exit time of a path is of null measure with respect to the distribution P and P. In other words, if O belongs to O and
Parabolic PDE
We are first interested in the behaviour of the solutions of the parabolic PDEs
as ε goes to 0. 
where for i, j = 1, . . . , n + 1,
dµ,
dµ for f i j and g j defined in (10) and (11) . Then a version of the generalized solution to the parabolic equation (19) converges pointwise for any (t, x) ∈ R + × O to the solution u of the parabolic PDE
A version of the generalized solution u ε of this equation is given by the Feynman-Kac formula:
has been defined in (9) . From the stationarity of the coefficients of the operator A 1,ω , the density transition function p
We first remark that the family (exp(V ε,ω t (X ε,ω ))) ε>0 is uniformly integrable.
Lemma 4. Under the probability
The following Lemma will be used.
Lemma 5.
There exists some constant C depending only on the bounds
Proof. Let u be a bounded function in
So,
and the Lemma is proved with the Cauchy-Schwarz Inequality.
Proof of Lemma 4.
To prove (21), we use an argument borrowed from Chapter 3 in [29] . Let u ε (t, ω) be the solution to the parabolic equation
with the initial condition u ε (0, ω) = 1. This solution u ε (t, ·) belongs to H 1 (µ) for any t 0, and is given by the Feynman-Kac formula:
is bounded for any t 0 and any ε > 0.
. It follows from (22) that
The Gronwall inequality [7, Theorem A.5.1, p. 598] yields
so that, from the Feynman-Kac formula applied to the solution of (22) and the Cauchy-Schwarz Inequality,
With (17), there exists some constant C depending only on λ, Λ and t such that
Hence (21) is satisfied.
With Hypothesis 2, there exists some bounded stationary random fields
We may assume that e , it is clear that this sequence is bounded on O for any fixed t by some constant that does not depends on ω. Let u(t, x, ω) be the limit of a converging subsequence of ( P ε,ω t f (x)) ε>0 . Then the convergence also holds in L
1
(Ω, µ), and u(t, x, ω) is almost surely equal to the limit u(t, x) when the initial condition of the parabolic PDE (20) is f .
Again with the Aronson estimate (5) 
Elliptic PDE
Let us start with the definition of some convergence on a family of operators. 
for some constants C and C is said to be G-convergent to some operator B if the family of solutions (u 
converges weakly to the solution u ∈ V of the problem Bu = f .
In fact, a family (B ε ) ε>0 of operators satisfying (26) and (27) has a convergent subsequence in the G-topology. (see e.g., [39, 40] In view of (1), it is not clear that the operator α − A ε,ω is invertible for some α larger than some α 0 independent from ε and ω. Again under Hypothesis 2, the form (25) is suitable for elliptic PDEs, since it allows to assert that there exist some constants C and C depending only on λ, Λ and α such that (26) and (27) are true for α − A ε,ω [36] . Hence α − A ε,ω is invertible when α is greater than some α 0 depending only on the ellipticity constant λ and the bound Λ of the coefficients.
In particular, the family (α−A ) ε,ω implies the convergence of the parabolic operators [40] .
Remark 5. In the cited article [2, 39, 40, 38, 36] , it is assume that V = 0, but all the results may be easily adapted to the case of V = 0. Influence of the highly oscillatory zero-order term. Let d be a bounded measurable function, and d = Ω de
