We analyze the convex structure of the set of positive operator valued measures (POVMs) representing quantum measurements on a given finite dimensional quantum system, with outcomes in a given locally compact Hausdorff space. The extreme points of the convex set are operator valued measures concentrated on a finite set of k ≤ d 2 points of the outcome space, d < ∞ being the dimension of the Hilbert space. We prove that for second countable outcome spaces any POVM admits a Choquet representation as the barycenter of the set of extreme points with respect to a suitable probability measure. In the general case, Krein-Milman theorem is invoked to represent POVMs as barycenters of a certain set of POVMs concentrated on k ≤ d 2 points of the outcome space.
I. INTRODUCTION
In the modern formalism of Quantum Mechanics the statistical description of a measurement is provided by the concept of positive operator valued measure (POVM) (6; 13; 16; 17) , whose introduction in the literature on quantum probability dates back to the seminal papers by Davies and Lewis (14) and Holevo (18) . A POVM associates to any possible event in a quantum experiment a positive semidefinite operator on the Hilbert space of the measured system, in such a way that the probability of the event is given by the expectation value of the corresponding operator on the quantum state describing the system preparation. The concept of POVM generalizes, as far as it concerns the statistical aspects, the traditional concept of "observable" by von Neumann (37) , which turned out to be a too restrictive idealization to efficiently describe actual experimental settings (such as the heterodyne measurement in quantum optics (24) ), and even to give a realistic modeling of photon-counting in the presence of losses (28) .
In the case of finite dimensional quantum systems, the number of different outcomes of a von Neumann observable must be finite, as the number of eigenvalues of a self-adjoint operator cannot exceed the dimension d < ∞ of the Hilbert space. Based on this observation, it is commonly argued that all quantities measured on finite dimensional systems must be intrinsically discrete or "quantized". For example, when measured, a spin j particle would be found in only d j = 2j + 1 possible spatial configurations, corresponding to the possible values of the angular momentum along a given quantization axis. The limitation on the number of possible values, however, only holds for von Neumann measurements, which are a very particular subset of all possible measurements in the statistical model of Quantum Mechanics (19) . If one considers arbitrary POVMs, then there is no bound on the number of outcomes in an experiment, a number which can be even uncountably infinite, despite the Hilbert space dimension is finite. This is indeed the case for the optimal measurement of the spatial orientation of a spin j that has been devised in Ref. (20) : in this measurement any direction in the unit sphere is a possible outcome of the experiment.
From an operational point of view, a statement about the discreteness of physical quantities of finite dimensional quantum systems cannot rely on the concept of von Neumann observables. The question is then: Is it possible to give a rigorous account to the intuitive idea that the information carried by finite dimensional systems is intrinsically discrete? This intuitive idea is indeed supported by several features, such as the existence of fundamental dimension-dependent limits to the precision of phase measurements on atomic clocks (7) , to the extraction of directional information from quantum gyroscopes (10) , and to the maximum accessible information in a coding-decoding scheme (21) . Since all mentioned limits arise in optimization problems where the goal is to find quantum measurements that maximize some convex figure of merit, it is natural to analyze the convex structure of the set of measurements (POVMs) with given outcome space, expecting that the discrete nature of information in finite dimensional systems will be unveiled by the characterization of extreme points. This paper fully characterizes the convex structure of the set of POVMs with outcomes in a given locally compact Hausdorff space Y , by i) identifying the extreme points, and ii) proving a representation of arbitrary POVMs as barycenters of sets of POVMs with finite outcomes. We will first show that any extreme positive operator valued measure is concentrated on a finite number k of points, with k not greater than d 2 , the square of the Hilbert space dimension. If ∆ ⊆ Y is a possible event and M (∆) is the corresponding POVM operator, this means that an extreme POVM M must be of the form
where χ ∆ is the indicator function of the set ∆, {y i ∈ Y | i = 1, 2, . . . , k} is a finite set of distinct points, and {P i | i = 1, 2, . . . , k} is a finite set of operators forming an extreme POVM with finite outcome space X = {1, 2, . . . , k}, i.e. P i ≥ 0, i P i = 1 1 d . Operationally, this means that any extreme POVM P can be realized by first performing a quantum measurement with finite set of outcomes X = {1, 2, . . . , k}, and then by injecting the result i ∈ X in the outcome space Y via a post-processing rule i → y i . This result reduces the characterization of the extreme POVMs with locally compact outcome space to the simpler characterization of extreme POVMs with finite outcomes, which is has been extensively studied in the works by Störmer (32), Parthasarathy (30) , and D'Ariano, Lo Presti, and Perinotti (12) . Finally, we exploit Choquet theorem to show that for second countable outcome spaces any POVM can be represented as a barycenter of the set of extreme POVMs. For general outcome spaces a barycentric representation in terms of the closure of the set of extreme points is obtained instead by means of Krein-Milman theorem. In both cases, combining the barycentric decomposition with the characterization of the extreme POVMs shows that for finite dimensional quantum systems any measurement with a continuum of outcomes is nothing but the randomized choice, according to a continuous probability distribution, of a certain set of measurements with finite outcomes. In this sense, the continuum of outcomes is simply equivalent to the presence of classical randomness controlling the choice of the measuring apparatus. This provides the rigorous and complete proof of the results presented in Ref. (11) . It is worth stressing that all our results are derived for finite dimensional Hilbert spaces, while in infinite dimensions the situation is dramatically different. Indeed it is well known that von Neumann observables always correspond to extreme POVMs, and any observable with continuous spectrum is an example of extreme POVM with genuinely uncountable outcome space, despite the Hilbert space has a countable orthonormal basis. Moreover, a remarkable feature in infinite dimensions is that von Neumann observables are dense in the set of POVMs with given outcome space (22) .
The paper is organized as follows: In Section II we provide the basic notation and definitions. In particular, we highlight the equivalence between POVMs and regular operator valued expectations (OVEs), a class of positive maps that will be extensively used in the statement and in the derivation of the main results. Regular operator valued expectations coincide with what is known as quantization maps in the literature on geometric quantization (1; 25), namely positive maps from functions on a classical phase-space to operators on the system's Hilbert space. It is worth stressing that the present paper can be read as well as a characterization of the extreme quantization maps for finite dimensional quantum systems, along with a barycentric representation of arbitrary quantization maps. The characterization of extreme POVMs/regular OVEs is carried out in Sec. III. Section IV presents a few topological properties that will be useful for deriving barycentric decompositions. Finally, Section V is devoted to the proof of barycentric representations of POVMs and regular OVEs, first in the case of second countable outcome spaces, and then in the general case. 
is fulfilled for any Borel set ∆ ∈ σ(Y ).
The set of regular Borel POVMs is a convex set, denoted by M (Y, d), and will be the focus of our investigation. In quantum mechanics, any POVM yields the probabilities of events occurring in a particular experimental setup. The elements of the space Y are the possible outcomes of the experiment, and Y is accordingly referred to as outcome space. The possible events are measurable subsets of Y , the subset ∆ corresponding to the event "the outcome of the experiment belongs to ∆". The states of a quantum system with finite dimensional Hilbert space H ≃ C d are positive normalized functionals over the C*-algebra of complex matrices M d . For a quantum system prepared in the state ρ ∈ M * d the probability of the event ∆ is given by the Born rule
Accordingly, the POVM M assigns to every quantum state ρ a classical probability distribution m ρ via the relation m ρ (∆) = ρ(M (∆)). Any bounded measurable function f can by averaged with respect to m ρ , thus yielding the expectation value
The expectation E mρ (f ) in Eq. (4) can be extended by linearity to a unique functional on M * d , i.e. to a unique operator E(f ) ∈ M d satisfying the relation:
The map E : f → E(f ) can be viewed as an operator valued expectation: indeed, comparing Eqs. (4) and (5) we obtain
the integral converging in the weak operator topology (4).
B. Operator valued expectations
Dealing with locally compact Hausdorff spaces, it is convenient to focus our attention to the C*-algebra C 0 (Y ) of continuous functions vanishing at infinity, equipped with the sup-norm f = sup y∈Y |f (y)|. In the following, we will consider C 0 (Y ) as a subalgebra of the unital C*-algebra of functions that are constant at infinity
where 1 1 Y is the constant function 1 1 Y (y) = 1 ∀y ∈ Y . Moreover, we will extensively use that fact that the C*-algebra C 0 (Y ), obtained by adding the unit to C 0 (Y ), is naturally isomorphic to C (Ȳ ), the C*-algebra of continuous functions on the one-point compactificationȲ = Y ∪ {∞} (38) .
satisfying the following conditions:
Operator valued expectations form a convex subset of the set B(Y, d) of bounded maps from C 0 (Y ) to M d , where the norm is defined by
O denoting the operator norm of O ∈ M d . The set of all operator valued expectations will be denoted by E (Y, d).
Remark 1 Since the domain of the positive map E ∈ E (Y, d) is the abelian algebra C 0 (Y ), E is automatically completely positive (27) . Therefore, for any OVE E ∈ E (Y, d) we have
This shows that the set E (Y, d) is contained in the intersection between the cone of positive maps and the unit ball in B(Y, d). Notice that such an intersection also contains positive maps that are not OVEs: not any positive map E with E = 1 satisfies
Remark 2 Since the unital algebra C 0 (Y ) can be identified with C (Ȳ ), the set of OVEs E (Y, d) can be identified with the set of OVEs
). In the following we will make often exploit this identification.
C. Relation between POVMs and OVEs
) via the relation (6). The converse, however, is not straightforward, as in the definition of OVE there are no requirements entailing σ−additivity and regularity of measures. This motivates the following definition:
The subset of regular OVEs will be denoted by R(Y, d). Notice that for compact outcome spaces Y all OVEs are regular, namely
As already mentioned in the introduction, regular OVEs are also known as quantization maps in the literature on geometric quantization (1; 25) . The relation between between regular OVEs (quantization maps) and POVMs is a well known fact in such a literature (see e.g. (25)), and is reported here for completeness of presentation.
Theorem 1 (Characterization of regular OVEs) Let Y be a locally compact Hausdorff space. An OVE E ∈ E (Y, d) is regular if and only if there exists a POVM
The above 
Theorem 1 also provides a characterization of the whole set E (Y, d):
Corollary 1 Let Y be a locally compact Hausdorff space, and letȲ be its one-point compactification. Then the following chain of isomorphisms holds
Proof.
D. Convexity and topology
The sets
) possess a natural convex structure, namely the convex combination of two (regular) OVEs is a (regular) OVE. Operationally, the convex combination of two quantum measurements corresponds to a random choice of the corresponding measurement apparatuses with suitable probabilities. The extreme OVEs are those which cannot be decomposed into nontrivial convex combinations:
Similarly one can define the extreme regular OVEs. The extreme points of E (Y, d) and R(Y, d) will be denoted by
The notion of finite convex combination can be generalized to the notion of barycenter, that includes the possibility of infinite combinations with arbitrary probability distributions. For this generalization, however, one has to first specify a topology on the set of OVEs. We will consider here the weak*-topology induced by the family of seminorms
with ρ ∈ M * d and f ∈ C 0 (Y ). This topology has a direct operational interpretation in quantum mechanics: what can be tested in experiments are indeed the expectation values ρ(E(f )) where ρ is the state of the quantum system, E describes the measurement, and f is a function of the outcome. If the expectation values ρ(E n (f )) obtained in a sequence of measurements {E n } converge to ρ(E(f )) for any state ρ and any function f , then the sequence of measurements {E n } converges to E. Accordingly, the weak*-closure U of a set of quantum measurements contains all OVEs that can be arbitrarily approximated with measurements in U in the sense of expectation values.
Let σ(E (Y, d)) be the Borel σ-algebra generated by weak*-open sets.Then we have the following definition:
if for any ρ ∈ M * d and for any f ∈ C 0 (Y ) the following relation holds:
Notice that the integral in Eq. (15) is well defined since the expectation value ρ(F (f )) is by definition a weakly*-continuous function of F , and therefore can be integrated with respect to any Borel measure p(d F ).
III. CHARACTERIZATION OF EXTREME POVMS A. Existence of densities for OVEs in finite dimensions
We first prove that every regular OVE admits a density with respect to a finite measure on Y .
Lemma 1 For any regular OVE
The density function D E has unit trace, namely tr[D E (y)] = 1 µ E -almost everywhere.
Proof. Let tr be the trace on M d . Thenμ E := tr • E is a positive functional with norm μ E = d. Since E is regular, by Riesz-Markov theoremμ E can be represented by a regular finite measure µ E on Y . Moreover, the dominance relation E ≤μ E 1 1 d holds. Indeed, for any positive function f one has 
which implies tr[D E (y)] = 1 µ E -almost everywhere.
B. Extreme OVEs
We show here that every extreme POVM in dimension d is concentrated on a finite set of k ≤ d 2 points. This is done by characterizing the set of extreme regular OVEs.
Proof. Let µ E and D E be the finite measure and the density function associated to E as in Lemma 1, respectively.
The dimension of the image ofD E is clearly bounded by d 2 , which is the dimension of its domain. By absurdum, suppose that E is extreme and the support of the measure µ E contains more than d 2 points. Since the space Y is Hausdorff, this implies that the dimension of L ∞ (Y, µ E ) is strictly larger than d 2 1 . Hence, there is at least one function h ∈ L ∞ (Y, µ E ) that is linearly independent from all elements in the image ofD E . The function h can be chosen to be real without loss of generality. Moreover, since µ E is a finite measure on
It is then possible to choose a non-zero real function g ∈ S with g ∞ < ∞ that is orthogonal to all elements in the image ofD E , namely
This implies the decomposition E = 1 2 (E + + E − ) where
We claim that the above decomposition is a nontrivial convex decomposition of E, in contradiction with the fact that E is extreme. First, E ± is a positive map:
Hence, E ± is an OVE. Finally, the decomposition is nontrivial, namely E + = E − . Indeed, one has E + (f ) − E − (f ) = 2τ E(f g), which cannot be zero for any f ∈ C 0 (Y ), otherwise using Lemma 1 one would have also
for any f ∈ C 0 (Y ), in contradiction with the fact that g ∈ L 2 (Y, µ E ) is nonzero by construction.
As a consequence of the previous Lemma one can reduce the characterization of extreme OVEs with locally compact Hausdorff space Y to the characterization of extreme OVEs with finite outcome space:
Theorem 2 (Characterization of extreme regular OVEs) Let Y be a locally compact Hausdorff space, and X be a finite set with cardinality |X| = min{d 2 , |Y |}. A regular OVE E ∈ R(Y, d) is extreme if and only if there exists an extreme OVE P ∈ E (X, d) and an injective function ϕ ∈ C (X, Y ) such that the following identity holds:
Proof. Suppose that E is extreme. Then, according to Lemma 2, the measure µ E is concentrated on a finite set of points
where X = {1, 2, . . . , min{d 2 , |Y |}, P (h) = i h(i)P i for any h ∈ C (X),
and ϕ ∈ C (X, Y ) is any injective function such that ϕ(i) = y i , ∀i = 1, . . . , k. Obviously P must be extreme in E (X, d), otherwise one would obtain a non-trivial convex decomposition of E. Conversely, suppose E is as in Eq. (24) . Then the measure µ E associated to E has finite support supp(µ E ) ⊆ ϕ(X) = {y i | i = 1, . . . , min{d 2 , |Y |}}. Suppose that E = 1/2(E + + E − ) with E ± ∈ E (Y, d). Since E ± are positive maps, we have E ± ≤ 2E ≤ 2μ E 1 1 d , whereμ E is the functional associated to µ E . Due to the Radon-Nikodym theorem for OVEs [Lemma 11 of the Appendix], E ± admits a density with respect to µ E , whence
upon defining the OVE P ± ∈ E (X, d) by P (h) = i∈X p i D ± (y i )h(i), ∀h ∈ C (X). Moreover, since Y is a locally compact Hausdorff space and ϕ is injective, the mapping f → f • ϕ is surjective on C (X)
2 . Therefore we have P (h) = 1/2(P + (h) + P − (h)) for any h ∈ C (X), i.e. P = 1/2(P + + P − ) and, due to extremality of P , P + = P − = P . In conclusion, we obtained E + = E − = E, i.e. E is extreme.
For any continuous function ϕ : X → Y , we now define the continuous mapφ :
We denote by I (X, Y ) the set of injective functions in C (X, Y ), and define a map ι X,Y that transforms subsets of
With this definition, we can state the following
Corollary 2 Let X, Y be as in Theorem 2, and letȲ be the one point compactification of Y . Then the following equalities hold:
Moreover,
Proof. Eq. (33) directly follows from Theorem 2. Eq. (34) follows from Theorem 2 and from the identification
Finally, combining Eqs. (33) and (34 we have the inclusion
Conversely
The characterization of extreme POVMs immediately follows as a corollary from the previous Theorem:
Corollary 3 (Extreme POVMs) Let X and Y be as in Theorem 2. A POVM M ∈ M (Y, d) is extreme if and only if there exist an injective function ϕ ∈ C (X, Y ), and an extreme finite-outcome POVM
χ ∆ denoting the indicator function of ∆.
Remark 3
The above characterization implies that any extreme quantum measurement M ∈ M (Y, d) with locally compact outcome space Y can be realized by first performing finite-outcome measurement {P i | i ∈ X}, and then, conditionally to outcome i ∈ X, by declaring outcome ϕ(i) ∈ Y . In such a scheme the function ϕ ∈ C (X, Y ) simply represents a classical post-processing of the measured data. It is worth stressing that for extreme POVMs such a post-processing must be injective:
For the sake of completeness we conclude this Section with a characterization of extreme OVEs in E (X, d), which coincides with the characterization of extreme finite-outcome POVMs of Ref. (32) .
Theorem 3 (Extreme finite-outcome OVEs) Let P ∈ E (X, d) be an OVE with finite outcome space, given by
Denote by H i the range of P i and by B(H i ) the algebra of linear operators on H i . Then, P is extreme if and only if the map T P : i∈X B(H i ) → M d given by
is injective.
Proof. Suppose P = 1/2(P + + P − ) for some P ± ∈ E (X, d). This implies that 2P − P ± ≥ 0, i.e. P ± is dominated by 2P . Let (H P , π P , V P ) be the minimal Stinespring representation (31) of P , given by H P = i H i , π P (h) = i h i 1 1 Hi , and V P = i √ P i ⊗ |i (here the tensor with |i denotes the embedding of H i in H P and the operator √ P i ⊗ |i is defined by (
The Radon-Nikodym theorem for completely positive maps (2; 3; 34) then implies P ± (h) = V † P D ± π P (h)V P , for some positive operator D ± in the commutant of π P , i.e. in i B(H i ). Accordingly, we have
Since we have P ± (1 1 X ) = T P (D ± ), the normalization condition P ± (1 1 X ) = 1 1 d is satisfied with P + = P − if and only if the map T P is not injective, i.e. P is not extreme if and only if T P is not injective. Proof. Any map E ∈ B(Y, d) induces a linear functionalÊ ∈ V * , which is defined on product vectors bŷ E(f ⊗ ρ) := ρ(E(f )) and uniquely extended on V by linearity. The correspondence E →Ê is invertible and preserves the norm, i.e. E = Ê V * where Ê V * = sup B, B =1 |Ê(B)|. Indeed, on the one hand we have
On the other hand, for any possible decom-
Taking the infimum over all decompositions we get Ê V * ≤ E , and, therefore, E = Ê V * .
Owing to the above isomorphisms, in the following we identify the map E with the functionalÊ and the set B(Y, d) with V * .
Lemma 4
The convex set E (Y, d) ⊂ V * is closed and compact in the weak*-topology.
Proof. Suppose that a net (E a ) a∈A ⊂ E (Y, d) converges to the linear functional E ∈ V * in the weak*-topology, i.e. lim a E a (B) = T (B) for any B ∈ V . In particular, for B = f ⊗ ρ we have ρ(E(f )) = lim a ρ(E a (f )). Since for any positive function f ≥ 0 one has E a (f ) ≥ 0 for any a ∈ A, one necessarily has also E(f ) ≥ 0. Similarly,
is contained in the unit ball of V * (see Eq. (9)), it is weak*-compact due to the Banach-Alaoglu theorem.
Lemma 5 If Y is second countable, then the set E (Y, d) is metrizable.
Proof. Since Y is second countable, also its one point compactificationȲ is second countable. Being a second countable compact space,Ȳ is then metrizable due to Urysohn's metrization theorem (36) . This implies that the Banach space of continuous functions C (Ȳ ) is separable (29) . Moreover, since the dimension d is finite, the Banach space V = C (Ȳ ) ⊗ M * d is also separable. We now invoke the well known result that the unit ball in the dual of a separable Banach space is weak*-metrizable (15) . Since E (Y, d) is a subset of the unit ball in V * , it is metrizable.
We conclude with the following useful Lemma about the set of regular OVEs
Proof. Definition 4 of a regular OVE is equivalent to the condition
where τ = tr/d is the normalized trace on M d . Denote by
The set S n is a weak*-closed subset of
is not regular, then it must be in one of the sets S n for some n ∈ N, namely
Taking the supremum with respect to f and using the regularity condition (39), we then obtain p E (S n ) = 0 for any n. As a consequence, R(Y, d) has unit measure. Remark 5 Notice that in most situations the set ∂E (Y, d) is not weak*-closed. For example, take d = 2 and Y ≡ X = {1, 2, 3, 4}, and consider the OVEs E a defined by E a (h) = i h i E i,a , ∀h ∈ C (X) with
where 
Then, any regular OVE E ∈ R(Y, d) is the barycenter of the set F (Y, d) with respect to a suitable probability measure p E .
Proof. By Lemma 8, any OVE E is the barycenter of the set ∂E (Y, d) with respect to a probability measure p E . Combining this fact with Lemma 6 we immediately obtain the thesis.
Although the set F (Y, d) contains also OVEs that are not extreme, it is simple to realize that it only contains OVEs that correspond to POVMs concentrated on a finite set of points of Y . We now conclude the paper by proving this fact, by first showing that all OVEs in ∂E (Y, d) correspond to POVMs concentrated on a finite set of points ofȲ , and then using the regularity condition. Let us identify C (X, Y ) with X × Y ⊆ X ×Ȳ and equip it with the product topology. Accordingly, I (X, Y ) denotes the closure of the set of injective functions in C (X, Y ). Define the mapῑ X,Y transforming subsets of E (X, d) into subsets of E (X, d) as follows
where the mapφ is defined as in Eq. (31). We then have the following:
Lemma 9 Let X and Y be as in Theorem 2, and ι X,Y andῑ X,Y be the maps defined in Eqs. (32) and (49), respectively. Then, for any subset C ⊆ E (X, d), one has
Proof. Let E be a point of ι X,Y (C), and take a net (E a ) a∈A ⊂ ι X,Y (C) converging to E. Since E a ∈ ι X,Y (C), one has E a (f ) = P a (f • ϕ a ), with P a ∈ C and ϕ a ∈ I (X, Y ). Moreover, since C is compact, the net (P a ) a∈A ⊂ C will have a cluster point P ∈ C. Similarly, the net (ϕ a ) a∈A ⊂ I (X, Y ) will have a cluster point ϕ ∈ I (X, Y ). We can then choose a subnet (E b ) b∈B such that lim b P b = P and lim b ϕ b = ϕ, thus obtaining
To evaluate the limit we used the fact that E (X, d) is finite dimensional, whence the weak*-convergence of the net (P b ) b∈B is equivalent to norm convergence. The above equation proves that E is inῑ X,Y (C), namely ι X,Y (C) ⊆ ι X,Y (C). Conversely, let E be a point inῑ X,Y (C), defined by E(f ) = P (f • ϕ), with P ∈C and ϕ ∈ I (X, Y ). Take a net (P a ) a∈A ⊆ C such that lim a P a = P and a net of injective functions (
Let us equip A × B with the product order, and define the net
As a consequence, we have the following characterization:
Lemma 10 The closure of the set ∂E (Y, d) is given by
namely every E ∈ ∂E (Y, d) is of the form
for some suitable OVE P ∈ E (X, d) and some suitable function ϕ ∈ C (X,Ȳ ), obtained as a limit of injective functions.
Proof. By Corollary 2 we have ∂E (Y, d) = ι X,Ȳ (∂E (X, d)). Application of Lemma 9 then yields the thesis. 
with P ∈ ∂E (X, d) and ϕ ∈ I (X,Ȳ ). Clearly, an OVE E in ∂E (Y, d) is regular iff the function ϕ in Eq. (56) satisfies ϕ(X) ⊆ Y , namely, iff ϕ ∈ I (X,Ȳ ) ∩ C (X, Y ). We now claim that I (X,Ȳ ) ∩ C (X, Y ) ≡ K (X, Y ). Indeed, we have the inclusion K (X, Y ) = I (X, Y ) ∩ C (X, Y ) ⊆ I (X,Ȳ ) ∩ C (X, Y ). Viceversa, let ϕ be in I (X,Ȳ ) ∩ C (X, Y ) and (ϕ a ) a∈A ⊆ I (X,Ȳ ) be a net of injective functions such that lim a ϕ a = ϕ. Since the topology of C (X,Ȳ ) ≃ X ×Ȳ contains the topology of C (X, Y ) = X × Y , for any neighborhood U ⊆ C (X, Y ) of ϕ we have that the net (ϕ a ) a∈A must eventually be in U . Hence, ϕ is the limit of a net of injective functions in I (X, Y ) as well. Therefore, we have ϕ ∈ I (X, Y ) ∩ C (X, Y ) = K (X, Y ), thus proving the reverse inclusion.
Any OVE in F (Y, d) corresponds to a POVM concentrated on |X| ≤ d 2 points of Y . Indeed, we have
where M is the POVM defined by M (∆) := 
holds for any function f ∈ C (K).
Proof. By Krein-Milman Theorem (35) , any x ∈ K is in the closure of the convex hull of ∂K, i.e. that there exists a net (x a ) a contained in the convex hull such that lim a x a = x. Equivalently, f (x a ) = i p i } is a finite set of points in ∂K. Clearly, the restriction of the functionalp a to the C*-algebra C (∂K) is a state, i.e. a positive normalized functional. Since the set of states is compact, the net (p a ) a∈A must have a cluster point p x within it. We then have f (x) = lim a f (x a ) = lim apa (f ) = p x (f ) = ∂K p x (d E) f (E), p x being the probability distribution on ∂K associated top x by Riesz-Markov theorem.
