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Abstract
In this note, we apply Stein’s method to analyze the performance of general load balancing
schemes in the many-server heavy-traffic regime. In particular, consider a load balancing system of
N servers and the distance of arrival rate to the capacity region is given by N1−α with α > 1. We
are interested in the performance as N goes to infinity under a large class of policies. We establish
different asymptotics under different scalings and conditions. Specifically, (i) If the second moments
linearly increase with N with coefficients σ2
a
and ν2
s
, then for any α > 4, the distribution of the
sum queue length scaled by N−α converges to an exponential random variable with mean
σ
2
a
+ν
2
s
2
.
(3) If the second moments quadratically increase with N with coefficients σ˜2
a
and ν˜2
s
, then for any
α > 3, the distribution of the sum queue length scaled by N−α−1 converges to an exponential
random variable with mean
σ˜
2
a
+ν˜
2
s
2
. Both results are simple applications of our previously developed
framework of Stein’s method for heavy-traffic analysis in [9].
1 Introduction
Load balancing has attracted increasing attention recently due to its application in cloud computing
and data centers. In this note, we consider a system consisting of one load balancer and N servers
each with an infinite buffer queue. The arrival is immediately dispatched to one of the servers based
on a certain load balancing policy. In particular, we consider a set of systems where the distance of
arrival rate to the capacity is given by N1−α with α > 1 and let N go to infinity, which is often called
the many-server heavy-traffic regime.
Many previous works have investigated the system performance under different values of α. For
example, if α = 12 , i.e., Halfin-Whitt regime, Join-Shortest-Queue (JSQ) has been extensively stud-
ied [1, 2, 3]. In the Sub-Halfin-Whitt regime where α ∈ (0, 12), several load balancing policies are
investigated [8]. Recently, the authors also extend the analysis to the case when α ∈ (12 , 1) [7]. In [5],
load balancing policies in Nondegenerate Slowdown regime (NDS) (i.e., α = 1) are studied. More
recently, [6] studied JSQ and they show that the total queue length scaled by N−α converges to an
exponential random variable via transform method and Stein’s method.
In this paper, instead of only focusing on JSQ policy under one particular scaling situation as in [6],
we investigate a large class of load balancing policies and establish their asymptotic performance for
different values of α under different scalings. This is possible because we adopt the framework of
Stein’s method for heavy-traffic analysis developed in our early work [9] for general load balancing and
scheduling problems. In details, we have made the following key contributions.
First, we present the asymptotic performance for a large class of load balancing schemes. For any
policy in this class, we show that the asymptotic performance depends on the scaling properties of the
second moments of total arrival and service processes, i.e., σ
(N)
Σ and ν
(N)
Σ . In particular, if σ
(N)
Σ = Nσ
2
s
and ν
(N)
Σ = Nν
2
s , then for any α > 4, the distribution of the sum queue length scaled by N
−α
converges to an exponential random variable with mean σ
2
a
+ν2
s
2 . If σ
(N)
Σ = N
2σ˜2s and ν
(N)
Σ = N
2ν˜2s ,
1
then for any α > 3, the distribution of the sum queue length scaled by N−α−1 converges to an
exponential random variable with mean σ˜
2
a
+ν˜2
s
2 . It is worth noting that this class not only includes
policies that achieve a single-dimensional state-space collapse (e.g., JSQ, Power-of-d, p-JSQ as in [11],
and many others in [12]), but also includes all the policies under which the state-space collapse region
is multi-dimensional as long as it can be covered by a cone. On one hand, this directly indicates that
a single-dimensional state-space collapse is not necessary for the asymptotic performance as in [6]. On
the other hand, it also allows us to explore the trade-off between flexibility and performance.
Second, although Stein’s method serves as the key idea behind both [6] and our work, the execution
in our work is totally different from [6]. In particular, our analysis is purely based on the general
framework of Stein’s method developed in our early work [9]. This framework of Stein’s method for
heavy-traffic analysis can be used to analyze single-server system, general load balancing problems
and scheduling problems. The result in this paper is just another application of our early framework
with a very simple proof. By using this framework, we are not only able to establish asymptotic
performance for a large class of policies, but also obtain different asymptotics under different scalings.
The simplicity and broader applicability of our framework comes from the fact that it inherits the same
intuitions and mathematical bounds as in the drift-based method. As a result, we can directly plug
in previously well-known bounds established by drift-method into this framework, and hence easily
establish new asymptotic performance beyond first moment result (e.g., convergence in distribution)
without analyzing each policy by going through all the details repeatedly. For interesting readers,
please refer to [9] for more details.
2 System model and preliminaries
We consider a single-hop queueing system in the discrete time, i.e., a time-slotted system. There are
N separate servers, each of them maintains an infinite capacity FIFO queue. Once a task or job is in
a queue, it remains in that queue until its service is completed. Each server is assumed to be work
conserving, i.e., a server is idle if and only if its corresponding queue is empty.
Let Qn(t) be the queue length (i.e., tasks in the queue and the server) of server n at the beginning
of time-slot t. Let AΣ(t) denote denote the number of exogenous tasks that arrive at the beginning
of time-slot t. We assume that AΣ(t) is an integer-valued random variable with mean of λΣ, which is
i.i.d. across time-slots. We further assume that there is a positive probability for AΣ(t) to be zero. We
assume that Sn(t) is also an integer-valued random variable with mean µn, which is i.i.d. across time-
slots. We also assume that Sn(t) is independent across different servers as well as the arrival process.
Let SΣ(t) ,
∑N
n=1 Sn(t) denote the hypothetical total service process with mean of µΣ ,
∑N
n=1 µn.
We assume that both arrival and service processes have a bounded support, i.e., AΣ(t) ≤ Amax and
Sn(t) ≤ Smax for all t.
We consider a set of load balancing systems parameterized by ǫ , N1−α such that λ
(ǫ)
Σ = µΣ − ǫ
and µΣ = θ(N), Amax = θ(N)
1. In particular, we have λ
(ǫ)
Σ = E
[
AΣ
]
, (σ
(ǫ)
Σ )
2 = Var(AΣ), µΣ = E
[
SΣ
]
and ν2Σ = Var(SΣ). A load balancing policy is adopted by the dispatcher to determine to which queue
the new arrivals should be sent.
In each time-slot, the order of events is as follows. First, queue lengths (or partial queue lengths)
are observed. Based on these observations, a control problem is solved (i.e., the load balancing problem
or the scheduling problem). Then, arrivals happen and the server processes tasks at the end of each
time slot. In particular, the evolution of the length of queue n is given by
Qn(t+ 1) = Qn(t) +An(t)− Sn(t) + Un(t), (1)
where Un(t) = max(Sn(t)−An(t)−Qn(t), 0) is the unused service due to an empty queue.
1This condition is necessary since the mean total arrival rate is on the order of N .
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In this paper, we add a line on top of variables and vectors to denote steady-state (e.g., Q, A and
S). In order to perform our heavy-traffic analysis, we consider a set of systems parametrized by a
positive parameter ǫ (or equivalently by N). In particular, the parameter ǫ captures the distance of
arrival vector to a particular point on the capacity region, i.e., a smaller ǫ means a heavier load.
Definition 1. A control policy is said to be throughput optimal if for any ǫ > 0, the system is positive
recurrent and all the moments of ‖Q(ǫ)‖ are finite.
The main convergence metric used in this paper is the Wasserstein distance metric, which is defined
as follows for non-negative random variables.
dW (X,Y ) = sup
h∈Lip(1)
|E [h(X)] − E [h(Y )] |
where for a metric space (S, d), Lip(1) = {h : S → R, |h(x) − h(y)| ≤ d(x, y)}. The class Lip(1) is
simple to work with but at the same time rich enough so that convergence under the Wasserstein
metric implies the convergence in distribution [4].
3 Main Results
In this section, we directly apply the framework of Stein’s method for heavy-traffic analysis developed
in our early work [9] to study load balancing in many-server heavy-traffic regime. As can be seen from
the proof, all we need to do is basically replace ǫ by N1−α and plug in previous bounds obtained via
drift-based method. This directly implies the simplicity and general applicability of our framework.
Lemma 1. Consider a set of load balancing systems parameterized by N such that ǫ = N1−α, α > 1
with µΣ = θ(N) and Amax = θ(N). Assume that (σ
(N)
Σ )
2 = Nσ2a and (ν
(N)
Σ )
2 = Nσ2s . Suppose that
the load balancing policy is throughput optimal and there exists a function g(N) such that
1
N
E
[
‖Q(N)(t+ 1)‖1‖U(N)‖1
]
= O(g(N)). (2)
Then, we have
dW (N
−α
N∑
n=1
Q
(N)
n , Z) = O(max(g(N), N
2−α)).
where Z ∼ Exp( 2
σ2
a
+ν2
s
).
Proof. The proof is a direct application of the framework of Stein’s method developed in [9]. The full
proof is presented in Appendix A.
Lemma 2. Consider a set of load balancing systems parameterized by N such that ǫ = N1−α, α > 1
with µΣ = θ(N) and Amax = θ(N). Assume that (σ
(N)
Σ )
2 = N2σ˜2a and (ν
(N)
Σ )
2 = N2σ˜2s . Suppose that
the load balancing policy is throughput optimal and there exists a function g(N) such that
1
N2
E
[
‖Q(N)(t+ 1)‖1‖U(N)‖1
]
= O(g(N)). (3)
Then, we have
dW (N
−α−1
N∑
n=1
Q
(N)
n , Z) = O(max(g(N), N
−α)).
where Z ∼ Exp( 2
σ˜2
a
+ν˜2
s
).
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Proof. The proof is nearly the same as that of Lemma 1. See Appendix B
Now, armed with the lemmas above, we can directly analyze a class of load balancing schemes in
the many-server heavy-traffic regime. In particular, we focus on the class introduced in one of our early
works [10], which have been well-studied via drift-based method. Based on our framework, we can
directly plug in the bounds obtained in the previous work to establish new asymptotic performance.
We first summarize the key ideas behind this class as follows. More details can be found in [10].
Consider an N -dimensional cone Kγ , which is finitely generated by a set of N vectors {b(n), n ∈ N},
i.e.,
Kγ =
{
x ∈ RN : x =
∑
n∈N
wnb
(n), wn ≥ 0 for all n ∈ N
}
, (4)
where b(n) is an N -dimensional vector with the nth component being 1 and γ everywhere else for some
γ ∈ [0, 1]. It follows that, if γ = 0, the cone Kγ is the non-negative orthant of RN , and if γ = 1, the
cone Kγ reduces to the single-dimensional line in which all the components are equal.
For a given cone Kγ , we decompose Q into two parts as follows
Q = Q‖ +Q⊥,
where Q‖ is the projection onto the cone Kγ , referred to as the parallel component, and Q⊥ is the
remainder, referred to as the perpendicular component
Given a load balancing policy η(t), we define the dispatching preference as
∆η(t)(t) = Pη(t)(t)−Prand(t),
where Pη(t)(t) is the dispatching distribution vector and the nth component is the probability of
selecting the nth shortest queue under η(t). Prand(t) is the dispatching distribution under (weighted)
random routing.
Definition 2 (Flexible Class Π1). A load balancing scheme is said to be in the class Π1 if there exists
a cone Kγ such that for all Q(t) /∈ Kγ,
1. there exists a k ∈ {2, 3, . . . , N} such that ∆n ≥ 0 for all n < k and ∆n ≤ 0 for all n ≥ k.
2. min(|∆1|, |∆N |) ≥ δ for some constant δ.
Remark 1. The flexibility of this class comes from three dimensions: (a) it includes JSQ and Power-
of-d as special cases. Moreover, it also include many other useful policies as discussed in [12, 10]. (b)
it does not require that the state-space collapse onto the line c = {1, 1, . . . , 1} as in previous policies.(c)
it also enables us to study the trade-off between flexibility and performance by scaling the constant δ
and α with the load or the number of servers.
Theorem 1. Given any load balancing scheme in class Π1. Consider a set of load balancing systems
parameterized by N such that ǫ = N1−αand µΣ = θ(N), Amax = θ(N).
1. Assume that (σ
(N)
Σ )
2 = Nσ2a and (ν
(N)
Σ )
2 = Nσ2s . For any r ≥ 2, we have
dW (N
−α
N∑
n=1
Q
(N)
n , Z) = O(N
4−α+α−1
r ).
Z ∼ Exp( 2
σ2
a
+ν2
s
). Thus, for any α > 4, the distribution of the sum queue length scaled by N−α
converges to an exponential random variable with mean σ
2
a
+ν2
s
2 .
2
2Note that instead of α > 2 in [6], it indeed needs α > 4 for the same result to hold since Amax has to be θ(N) rather
than a constant.
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2. Assume that (σ
(N)
Σ )
2 = N2σ˜2a and (ν
(N)
Σ )
2 = N2σ˜2s . We have for any r ≥ 2
dW (N
−α−1
N∑
n=1
Q
(N)
n , Z) = O(N
3−α+α−1
r ).
Z ∼ Exp( 2
σ˜2
a
+ν˜2
s
). Thus, for any α > 3, the distance approaches zero as N →∞
Proof. Based on Lemmas 1 and 2 all we need to study is the term E
[
‖Q(N)(t+ 1)‖1‖U(N)‖1
]
. In
particular, it follows from the proof in [10] that for any scheme in class Π1 and any r ≥ 2
E
[
‖Q(N)(t+ 1)‖1‖U(N)(t)‖1
]
≤N
γ
E
[
〈U,−Q+⊥〉
]
≤N
γ
(
E
[∥∥U∥∥r′
r′
]) 1
r
′
(
E
[∥∥∥Q+⊥∥∥∥r
r
]) 1
r
.
≤N
γ
(cr′ǫ)
1
r
′
(
E
[∥∥∥Q+⊥∥∥∥r
2
]) 1
r
.
≤N
γ
(cr′ǫ)
1
r
′
(
E
[∥∥Q⊥∥∥r2]) 1r
(a)
≤ N
γδ
(Smax)
1
rKrǫ
1−1/r
=
Lr
γδ
N5−α−
1−α
r , (5)
where in (a)Kr ,
[(
8NL
µΣ
)r
+ r!
(
32D2N+4DµΣ
µΣ
)r] 1
r
, and L = N max(Amax, Smax)
2, D =
√
N max(Amax, Smax).
Since Amax = θ(N) and µΣ = θ(N), we have Kr ≤ LrN3 for some constant Lr independent of N .
Thus, we have for any r ≥ 2
E
[
‖Q(N)(t+ 1)‖1‖U(N)(t)‖1
]
= O(N5−α+
α−1
r ).
Then, the results of Theorem 1 directly follow from Lemmas 1 and 2.
4 Conclusion
In this note, we apply the recently developed framework of Stein’s method for heavy-traffic analysis to
study asymptotic performance of general load balancing schemes in many-server heavy-traffic regime.
The main results can be easily obtained by plugging in well-known bounds obtained by drift-based
method.
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Appendix
A Proof of Lemma 1
Proof. Replace ǫ‖Q(ǫ)‖1 in Eq.(6) of [9] by ǫˆ‖Q(ǫ)‖1 with ǫ = N1−α = µΣ − λΣ and ǫˆ = N−α. Taking
expectation of both sides, yields∣∣∣E [h(ǫˆ‖Q(ǫ)‖1)]− E [h(Z)]∣∣∣ = ∣∣∣∣E
[
1
2
σ2f ′′h
(
ǫˆ‖Q(ǫ)‖1
)
− θf ′h
(
ǫˆ‖Q(ǫ)‖1
)]∣∣∣∣ (6)
Now, we focus on the RHS. In particular, we have
E
[
1
2
σ2f ′′h
(
ǫˆ‖Q(ǫ)‖1
)
− θf ′h
(
ǫˆ‖Q(ǫ)‖1
)]
(a)
=E
[
1
2
σ2f ′′h
(
ǫˆ‖Q(ǫ)‖1
)
− θf ′h
(
ǫˆ‖Q(ǫ)‖1
)
−
(
fh
(
ǫˆ‖Q(ǫ)(t+ 1)‖1
)
− fh
(
ǫˆ‖Q(ǫ)(t)‖1
))]
=E
[
1
2
σ2f ′′h
(
ǫˆ‖Q‖1
)− θf ′h (ǫˆ‖Q‖1)
]
− E [fh (ǫˆ(‖Q(t)‖1 + ‖A(t)‖1 − ‖S(t)‖1 + ‖U(t)‖1)) − fh (ǫˆ‖Q‖1)]
where (a) holds since the policy is throughput optimal and the result (a) in Lemma 1 of [9].
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For the second expectation, we have
E
[
fh
(
ǫˆ(‖Q(t)‖1 + ‖A(t)‖1 − ‖S(t)‖1 + ‖U(t)‖1)
)− fh (ǫˆ‖Q‖1)]
=E
[
ǫˆ2
f ′′h (ǫˆ‖Q‖1)
2
(‖A‖1 − ‖S‖1)2 + ǫˆf ′h(ǫˆ‖Q‖1) (‖A‖1 − ‖S‖1)
]
+ E
[
ǫˆ3
f ′′′h (η)
6
(‖A‖1 − ‖S‖1)3 + ǫˆ‖U‖1f ′h(ǫˆ‖Q(t+ 1)‖1)− ǫˆ2 f ′′h (ξ)2 ‖U‖21
]
=E
[
ǫˆ2
f ′′h (ǫˆ‖Q‖1)
2
(
Nσ2a +Nν
2
s
)−Nǫˆ2f ′h(ǫˆ‖Q‖1)
]
+ E
[
ǫˆ4
f ′′h (ǫˆ‖Q‖1)
2
+ ǫˆ3
f ′′′h (η)
6
(‖A‖1 − ‖S‖1)3 + ǫˆ‖U‖1f ′h(ǫˆ‖Q(t+ 1)‖1)− ǫˆ2 f ′′h(ξ)2 ‖U‖21
]
Now, let σ2 = Nǫˆ2
(
σ2a + ν
2
s
)
and θ = Nǫˆ2 in Eq. (6), we have
∣∣∣E [h(ǫˆ‖Q(ǫ)‖1)]− E [h(Z)]∣∣∣ ≤ E [∣∣∣∣ǫˆ3 f ′′′h (η)6 (‖A‖1 − ‖S‖1)3
∣∣∣∣+
∣∣∣∣ǫˆ2 f ′′h (ξ)2 ‖U‖21
∣∣∣∣+
∣∣∣∣ǫˆ4 f ′′h (ǫˆ‖Q‖1)2
∣∣∣∣
]
︸ ︷︷ ︸
T1
+ E
[∣∣ǫˆ‖U‖1f ′h(ǫˆ‖Q(t+ 1)‖1)∣∣]︸ ︷︷ ︸
T2
For T1, we have
T1 ≤ ǫˆ3 ‖f
′′′
h ‖
6
E
[
A
3
Σ + S
3
Σ + 3µΣ(A
2
Σ + S
2
Σ)
]
+ ǫˆ2
‖f ′′h‖
2
E
[‖U‖21]+ ǫˆ4 ‖f ′′h‖2
≤ 2ǫˆ
3 (Nσ2a +Nν
2
s )
E
[
A
3
Σ + S
3
Σ + 3µΣ(A
2
Σ + S
2
Σ)
]
+
1
2N
E
[‖U‖21]+ 12N ǫˆ2
(a)
≤ O(N2ǫˆ) + SmaxE
[‖U‖1]
(b)
= O(N2−α),
where (a) holds since Amax = θ(N), µΣ = θ(N) and Smax is a constant independent of N ; (b) is true
since E
[‖U‖1] = ǫ = N1−α and ǫˆ = N−α.
For T2, we have
T2 = E
[∣∣ǫˆ‖U‖1f ′h(ǫˆ‖Q(t+ 1)‖1)− ǫˆ‖U‖1f ′h(0)∣∣]
= E
[∣∣ǫˆ2‖Q(t+ 1)‖1‖U‖1f ′′h(ζ)∣∣]
≤ 1
N
E
[‖Q(t+ 1)‖1‖U‖1]
= O(g(N))
Thus, we have ∣∣∣E [h(ǫ‖Q(ǫ)‖1)]− E [h(Z)]∣∣∣ ≤ T1 + T2 = O(max(g(N), N2−α)),
which completes the proof of Lemma 1.
B Proof of Lemma 2
Proof. It follows exactly the same procedure as the proof of Lemma 1 with ǫˆ = N−α−1, σ2 =
N2ǫˆ2
(
σ˜2a + ν˜
2
s
)
and θ = N2ǫˆ2. For T1, we have
7
For T1, we have
T1 ≤ ǫˆ3 ‖f
′′′
h ‖
6
E
[
A
3
Σ + S
3
Σ + 3µΣ(A
2
Σ + S
2
Σ)
]
+ ǫˆ2
‖f ′′h‖
2
E
[‖U‖21]+ ǫˆ4 ‖f ′′h‖2
≤ 2ǫˆ
3 (N2σ˜2a +N
2ν˜2s )
E
[
A
3
Σ + S
3
Σ + 3µΣ(A
2
Σ + S
2
Σ)
]
+
1
2N2
E
[‖U‖21]+ 12N2 ǫˆ2
(a)
≤ O(Nǫˆ) + 1
N
SmaxE
[‖U‖1]
(b)
= O(N−α),
where (a) holds since Amax = θ(N), µΣ = θ(N) and Smax is a constant independent of N ; (b) is true
since E
[‖U‖1] = ǫ = N1−α and ǫˆ = N−α.
For T2, we have
T2 ≤ 1
N2
E
[‖Q(t+ 1)‖1‖U‖1] = O(g(N)).
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