Abstract. Using elliptic regularity results for sub-Markovian C 0 -semigrous of contractions in L p -spaces, we construct for every starting point weak solutions to SDEs in d-dimensional Euclidean space up to their explosion times under the following conditions. For arbitrary but fixed p > d the diffusion coefficient A = (a ij ) is supposed to be locally uniformly strictly elliptic with functions a ij ∈ H 1,p
Introduction
Consider the stochastic differential equation (SDE)
where W = (W 1 , ..., W m ) is a standard m-dimensional Brownian motion starting from zero, A = (a ij ) 1≤i,j≤d = σσ T , σ = (σ ij ) 1≤i≤d,1≤j≤m and G = (g 1 , ..., g d ) are measurable and ζ := inf{t ≥ 0 :
is the explosion time (or lifetime) of X, i.e. the time when X has left any Euclidean ball B n of radius n about the origin. By a classical result, if σ, G consist of locally Lipschitz continuous functions and satisfy a linear growth condition, then (1) with ζ = ∞ has a pathwise unique solution that is strong, i.e. adapted to the filtration generated by W ([19, IV. Theorems 2.4 and 3.1]). Note that the just mentioned reference and most of those below also cover the time inhomogeneous case but we only discuss results in the time homogeneous case, i.e. results related to (1) . Moreover, we will call a solution that is pathwise unique and strong up to ζ (ζ being possibly finite, cf. [19, IV. Definition 2.1]) strongly unique. Strong uniqueness results for (1) with ζ = ∞ for only measurable coefficients were given starting from [34] , [30] , [31] . In these works σ is non-degenerate and σ, G are bounded.
Regarding bounded coefficients one can also mention the later work [3] .
To our knowledge the first strong uniqueness results for unbounded measurable coefficients start with [16, Theorem 2.1]. There σ may be chosen locally Lipschitz, with σσ T globally uniformly strictly elliptic and g i ∈ L 
Note that this growth condition does not allow for linear growth and that it is formulated with respect to almost every starting point, which is natural since integrals such as the one in (1) involving G should not depend on the particular Borel version chosen for G.
In [32] , the following result was obtained: if σ consists of continuous functions and is globally uniformly non-degenerate, i.e. A(x) ≥ C · Id in the quadratic form sense for some constant C > 0 and every x ∈ R d and g i , ∂ k σ ij ∈ L 2(d+1) loc (R d ) for any i, j, k, then (1) has a strongly unique solution up to its explosion time. In [32, Theorem 1.1(i) and (ii)] two non-explosion conditions are given. Both require the global boundedness of σ and then only depend on G. The first one is similar to the one of [16] given above. The second one is as follows: there exist a constant M ≥ 0, and vector fields H, F i , with
This non-explosion condition allows for linear growth and can cover singularities of G, a phenomenon that can not occur for SDEs with continuous coefficients, since these are of course locally bounded. Prior to [32] , the following was obtained in [20] : if σ is the identity matrix, so that the local martingale part in (1) 
where r = 2 and P x 0 is the distribution on the paths starting form x 0 , then (1) has a strongly unique solution up to its explosion time. Only one rather special and not really explicit non-explosion condition is presented in [20] . Its precise formulation is quite long but roughly one can say it is given by assuming that G is the weak gradient of a function ψ which is a kind of Lyapunov function for (1) . For the precise statement, we refer to [20, Assumption 2.1] . The strong uniqueness result of [20] was generalized among others in [33] to the case of non-trivial continuous d × d-dispersion matrix σ with σ ij ∈ H 1,p loc (R d ) where p > d is the same as for G, relaxing condition (2) to the natural one, i.e. r = 1 (although in our work it will not play a role, see Remark 3.6(i)). However, the remaining conditions on σ are quite strong compared to the conditions of [32] . Moreover, no non-explosion condition is given in [33] . The strong uniqueness results of [20] were also recovered in [12] using a different method of proof which allowed to obtain additional insight on the solution. For instance the α-Hölder continuity of the solution for arbitrary α ∈ (0, 1) and the differentiability in
(Ω is the path space) with respect to the initial condition. For the latter result see [13] . Finally, we mention a result from [11] . There strong uniqueness up to lifetime is obtained for continuous coefficients σ, G satisfying a log-Lipschitz condition (see [11, Theorem B] ). The growth condition ( [11, Theorem A] ) is for a typical choice of growth function as follows
for some N 0 ∈ N. This allows for linear growth but not for more since the growth conditions are formulated separately for dispersion and drift coefficient and hence do not allow interplay between them. Now our results can be described as follows. Let p > d be arbitrary but fixed. For
such that A is locally uniformly strictly elliptic (cf. (7) below), and
, we can construct a weak solution to (1) up to ζ using elliptic regularity results and generalized Dirichlet form techniques. This is achieved in Theorem 3.18 and Remark 3.19 and σ can be chosen as in Theorem 3.18(i) or (ii). Then, using in particular the facts that we obtained from the construction method and the elliptic regularity results, the solution can be shown to be non-explosive, if there exists a constant M ≥ 0 such that
for a.e. x ∈ R d , or such that for some N 0 ∈ N ∪ {0}
for a.e. x ∈ R d \B N 0 (B 0 := ∅). This is proven in Theorem 4.1 using supermartingales. The conditions allow for linear growth, for locally unbounded drifts and an interplay between diffusion and drift coefficients such that superlinear growth is possible if diffusion and drift coefficients compensate each other. Once we have constructed a weak solution up to its explosion time and we restrict our assumptions further to any set of assumptions as in the papers [16, 32, 33, 20, 11] , we must by the uniqueness results of the mentioned papers have that the solutions coincide. Hence our non-explosion criteria, can be seen as new non-explosion criteria for all the mentioned papers in case the conditions there are further restricted to ours. This idea was first employed in [23] . As applications of this idea, we obtain pathwise uniqueness results under these growth conditions for SDEs with Sobolev diffusion coefficients and locally integrable drifts. For instance, the SDE
is strongly unique and unique in law, whenever
for a.e. x ∈ R d \B N 0 , see Theorem 5.1. Another application (cf. Theorem 5.3) concerns the case with possibly unbounded dispersion coefficient σ satisfying condition (σ) of Section
and we assume either of the growth conditions (3) or (4), then strong uniqueness holds up to infinity for (1) . This improves the non-explosion result from [32] in two regards. First the boundedness of σ is no longer required and consequently by our non-explosion results we can allow for interplay between the dispersion and drift coefficients. Note that these were only two selected applications. We may as already said apply our results to any of the works [16, 32, 33, 20, 11] and to any future work in which strong uniqueness up to an explosion time is shown. The paper is organized as follows. In Section 2 we introduce the notations that are used throughout the text. In Section 3 we develop the analysis to define rigorously the infinitesimal generator L that a solution to (1) should have under our assumptions. We first use a result of [26] , i.e. that a strongly continuous semigroup of contractions and a generalized Dirichlet form on some L 2 -space associated to an extension of L as in (10) below, can be constructed. For this construction, one needs some weak divergence free property of the anti-symmetric part of the drift. Theorem 3.2 (from [6, Theorem 2.4.1]) implies that one can obtain this property with respect to a measure m = ρ dx, where ρ is some strictly positive continuous function, under the mere assumption that a ij ∈ H 1,p
is locally uniformly strictly elliptic and that g i ∈ L p loc (R d ) for some p > d. Typically, the density ρ is not explicit and not a probability density but has the regularity ρ ∈ H 1,p
In the whole article we just use its existence as a tool and do not need its explicit form, except in parts of Section 4.2, see Remark 4.6. Subsequently, we use the elliptic regularity result Proposition 3.3 (from [4, Theorem 5.1]) and our L 2 -semigroup regularity result Theorem 3.8(i) which we derive from results in [2] to obtain the regularity as stated in Proposition 3.9. Following the basic idea from [1] , we may then use the Dirichlet form method to obtain the existence of a Hunt process M associated to the mentioned extension of L, with continuous sample paths on the one point compactification R d ∆ of R d with ∆ (see Theorem 3.11). The crucial point is here the existence of such a Hunt process for merely almost every starting point which we obtain from [29, 28] . Once M is constructed, we can use standard methods from [19] (see Theorem 3.18 and Remark 3.19) to arrive at the identification of a weak solution to (1) up to ζ. In Section 4, we first develop non-explosion criteria for M. The first such statement is obtained in Theorem 4.1 by some probabilistic technique using supermartingales and we suppose it might be known since long. Unfortunately, we do not know exactly to whom it can be attributed. The statement is basically that there exists a strictly positive C 2 -function on R d with nice growth properties at infinity such that Mu − Lu ≥ 0 a.e. for some constant M ≥ 0. In the case of an analytic proof it seems to go back to [18] (see [9, Theorem 2.4] ). In the probabilistic case, we could only find a similar technique in [10, Chapter 5.3] . Using our Proposition 4.2, the non-explosion conditions of Theorem 4.1 can also be recovered from [26] , as explained in Remark 4.3. In Section 4.2, we discuss recurrence and non-explosion results involving the density ρ. As previously mentioned, ρ is usually not explicit but it can be made explicit as explained in Remark 4.4. Using a Harnack inequality from [2] , we then show that the underlying generalized Dirichlet form is strictly irreducible in Lemma 4.5. Consequently, we can apply explicit volume growth conditions from [15] to obtain recurrence (cf. Remark 4.6). Section 5 is devoted to the mentioned selected applications that in particular comprise pathwise uniqueness results.
Notations
Throughout, we consider the Euclidean space R d , d ≥ 2, equiped with the Euclidean inner product ·, · , the Euclidean norm · and the Borel σ-algebra B(R d ). We write | · | for the absolute value in R. For r ∈ R, r > 0 and 
denotes the set of all locally q-fold integrable vector fields, i.e.
The Lebesgue measure on R d is denoted by dx and we write
respectively. In order to avoid notational com-plications, we assume that locally integrable functions are whenever necessary pointwisely given (not for instance equivalence classes) and hence measurable. Moreover, whenever a function f possesses a continuous version, we will assume it is given by it. However, if in a situation, it should be necessary or important to distinguish between classes and pointwisely given functions, we will mention it. If A is a set of measurable functions
As usual, we also denote the set of continuous functions on R d , the set of continuous bounded functions on R d , the set of compactly supported continuous 
denotes the set of all q-fold continuously differentiable functions with compact support in U. Let B be a ball and f : B → R be a function. For β ∈ (0, 1) define
and the Hölder continuous functions of order β ∈ (0, 1) on B by
is a Banach space with norm
The space of all locally Hölder continuous functions of order
for any ball B}. 
Weak solutions via generalized Dirichlet forms
Let
it holds
Then it is shown in [26, Theorem
) the corresponding closed generator with graph norm
and by (G α ) α>0 the corresponding resolvent. For (T t ) t>0 and (G α ) α>0 we do not explicitly denote in the notation on which L r (R d , m)-space they act. We assume that this is clear from the context. Moreover, (T t ) t>0 and (G α ) α>0 can be uniquely defined on L ∞ (R d , m), but are no longer strongly continuous there. Writing
we observe that (9) is equivalent to
hence
where
Noting that g i := 2β
, we see that L and L have the same structural properties, i.e. they are given as the sum of a symmetric second order elliptic differential operator and a divergence free first order perturbation with same integrability condition with respect to the measure m. Therefore all what will be derived below for L will hold analogously for L. Denote the operators corresponding to L (again defined through [26,
E is called the generalized Dirichlet form associated with (L 2 , D(L 2 )). Using integration by parts, it is easy to see that
. (14) The following lemma, see [26, Remark 1.7(iii)], will be used later:
We are going to restrict our previous assumptions to the ones of the following theorem. The theorem itself is an immediate consequence of an important result [6, Theorem 2.4.1], which itself is derived by using elliptic regularity results from [27] in an essential way.
In particular, setting
as the sum of the logarithmic derivative β A,ρ associated to A and ρ and a ρdx-divergence free vector field
From now on unless otherwise stated, we fix one density ρ as in Theorem 3.2 and hence assume that
are as in Theorem 3.2 with
This implies all assumptions prior to Theorem 3.2 and we fix from now on the corresponding generalized Dirichlet form E associated with (L 2 , D(L 2 )) and all the corresponding objects under the assumptions of Theorem 3.2. As before, we set m := ρ dx.
Note, that due to the properties of ρ in Theorem 3.2, we have that
We will use the following result from [4, Theorem 5.1], adapted to our needs. 
where h i , c are locally µ-integrable. Then µ has a density in H 
Then for every ball B with B ⊂ B ′ , we obtain the estimate
where c 0 < ∞ is some constant independent of e and u.
Now, we will apply the standard arguments from [1] whose details have been exposed in a very clear way in [4] . We will briefly explain (until and including Remark 3.6) the line of arguments how Propositions 3.3 and 3.4 lead to elliptic regularity results for (G α ) α>0 and (T t ) t>0 by using well-known arguments (see for instance [1] , [4] , or [23] ). However, as we will see later, we will slightly improve some regularity results compared to the just mentioned papers. First, we choose an arbitrary g ∈ C
Then, we apply Proposition 3.4 with
By the properties of ρ and the contraction property of (G α ) α>0 , we obtain
where c 0 is possibly different form the constant in Proposition 3.4, but also doesn't depend on g. The last inequality is easily seen to extend to
defines a measure for m-a.e. x ∈ R d , cf. e.g. Remark 3.6(ii) below). From that we then get that for any r ∈ [q, ∞), α > 0
where c 0 is a constant that may be different for different α and r, but doesn't depend on g. (16) immediately implies
where c 0 in (16) may be different from c 0 in (17) but has the same properties. Writing T 0 := id and
we can see by (16) that for any r ∈ [q, ∞), t ≥ 0
where c 0 is a constant that may be different for different r, but doesn't depend on f . By Morrey's inequality applied to an arbitrary ball B, there exists a constant c > 0 independent of f such that
where f on the left hand side is the unique continuous dx-version of f ∈ H 1,p (B) and
In our situation ρ ∈ C 0,β (B) for any ball B ⊂ R d and since inf x∈B ρ(x) > 0, we obtain that
For any ball B,
are bounded and so by Morrey's inequality applied to each ball B and (20) there exist unique locally Hölder continuous m-versions R α g, P t f of G α g, T t f , where we set
and (17) , (18) to the last two inequalities, we get for any r ∈ [q, ∞),
where c 0 is a constant that may be different for different r, but doesn't depend on f , nor on g. We summarize consequences of the derived estimates in the following proposition.
Proposition 3.5 Let t ≥ 0, α > 0 be arbitrary and q, β be defined as in (15), (19) . Then under the conditions of Theorem 3.2, it holds:
(i) G α g has a locally Hölder continuous m-version
(ii) T t f has a locally Hölder continuous m-version
Proof (i) and (ii) are direct consequences of (21), (22), (23) . In order to show (iii), let f ∈ D(L r ) for some r ≥ q and ((t n , x n )) n≥1 be a sequence in [0,
Then there exists a ball B such that x n ∈ B for all n ≥ 0. By (23) applied with t = 0 to
Remark 3.6 (i) In comparison to [1] , [4] , [23] , we obtained in Proposition 3.
, which is an improvement to the mentioned papers since there it is only obtained for r ∈ [p, ∞]. This plays a role, since it will imply (2) for r = 2 . Indeed, we will see later in Lemma 3.14(ii) that t 0 |f | 2 (X s )ds is finite in the sense of (2), whenever
For an application where this is relevant see proof of Theorem 5.1.
(ii) We can use Proposition 3.5(i) to get a resolvent kernel and a resolvent kernel density for any x ∈ R d . Indeed, for any α > 0, x ∈ R d , Proposition 3.5(i) implies that
defines a finite measure
is a subprobability measure) that is absolutely continuous with respect to m. The RadonNikodym derivative
then defines the desired resolvent kernel density. 
Therefore, (23) can be improved and extended as follows: for any r ≥ q ∨ 2,
We can then use (25) to get a heat kernel and a heat kernel density for any x ∈ R d . Indeed, for any t > 0, x ∈ R d , (25) implies that
defines a sub-probability measure
) that is absolutely continuous with respect to m. The Radon-Nikodym derivative
then defines the desired heat kernel density. However, in general (T t ) t>0 is not analytic and therefore we cannot impose analyticity. Moreover it is in general very difficult to check analyticity, in particular the sector condition of the corresponding bilinear form.
Unfortunately, by what is explained in Remark 3.6(iii) the semigroup estimate (23) which leads to Proposition 3.5(ii) seems just not good enough to obtain a pointwise heat kernel from which one could then try to build a transition function of a nice Markov process. We will proceed by deriving more regularity in the following Theorem 3.8(i). The nice result of Theorem 3.8(ii), where more structure with respect to duality is derived and which is actually due to [5, Theorem 4.1] is added for the sake of completeness. First, we need a lemma: 
If there exists some constant γ such that f ∈ C 0,γ (R x k (r)) for all k = 1, ..., N, then we have f ∈ C 0,γ (B) and the following estimate
Rx k (r)) x − y . Then for any x ∈ B and R < R 0 , we
f (z)dz, where |B R (x)| denotes the volume of B R (x). Then for any y ∈ B x (R),
Then by [17, Theorem 3.1], f ∈ C 0,γ (B) and we have
, t > 0, and some γ ∈ (0, 1), possibly different from β, T t f has a locally γ-Hölder continuous m-version P t f on R d such that for any ball B there exists a constant C(B, t) (independent of f ) with (26), we see that there exist unique sub-probability measures
, absolutely continuous with respect to m and with Radon-Nikodym derivatives p t (x, ·) defined by (27) . Then for all
(ii) Let A := (a ij ) 1≤i,j≤d , G, ρ, β A,ρ , and B be as in Theorem 3.2, but suppose p > d+2.
Then there exist unique sub-probability kernels
with P t (x, dy) = p t (x, y) m(dy), such that p t (x, y) is locally Hölder continuous on
, t > 0, and some γ ∈ (0, 1), possibly different from β, T t f has a locally γ-Hölder continuous version P t f on R d such that for any ball B there exists a constant C(B, t) (independent of f ) with
the analogous statements hold. Moreover, if p t (x, y) denotes the heat kernel corresponding to ( T t ) t>0 , then p t (x, y) = p t (y, x) for any (t, x, y)
Therefore the same is true for u(x, t). Let L be as in (13) and T > 0 be arbitrary. Then exactly as in [5, (4.7)] (note that there the underlying measure m = µ is a probability measure but it doesn't matter), we get for any
Since u(·, t) ∈ H 1,p loc (R d ) for any t ∈ (0, ∞), we can use integration by parts in the right hand term of (28) and see that it equals 
Moreover for any pair r 2 , τ 2 > 0 with τ 2 ≥ 9r 
Then by combining (29) and (30) with r 1 = r, τ 1 = τ 2 = 10r 2 , r 2 = 3 −1 r and τ 1 ≥ 9r , we obtain for all (x, t), (y, s) ∈ R x 0 (3 −1 r) × (10r
2 ). Using (31), (29) , the local boundedness of ρ and the contraction property of P t on L 2 (R d , m), we obtain
Now let B be any open ball in R d and t > 0 be arbitrary. Then we can find r > 0 such that t ∈ (10r
2 ) and finitely many open cubes R x 1 (3
Consequently, using (20) , Lemma 3.7 and the estimate on the previous page
where (32) implies that T t f has a Hölder continuous m-
Let g ∈ C ∞ 0 (R d ) by arbitrary. By Proposition 3.5(iii), we know that (t, x) → P t g(x) is continuous on [0, ∞)×R d . Then by (29) , since ρ is bounded above and below on compacts, for any pair r 1 , τ 1 > 0 with τ 1 ≥ 9r 2 1 , and any x 0 ∈ R d , we get the following estimate
where C is a constant that is independent of g.
It then follows from (34) that P t g n (x) converges uniformly on Q := R x 0 (r 1 ) × [τ 1 − r 2 1 , τ 1 ] to some jointly continuous function K t (x) on Q. But by (33) for each t ∈ [τ 1 − r 2 1 , τ 1 ], we must have P t g = K t on R x 0 (r 1 ). Thus P · g is jointly continuous on Q. Taking the union of all Q, with x 0 ∈ R d , r 1 , τ 1 > 0 with τ 1 ≥ 9r 2 1 , we obtain (0, ∞) × R d . Thus P · g is jointly continuous on (0, ∞) × R d . To prove the last statement, we first remark that for
, we have by definition
For arbitrary g ∈ L 2 (R d , m) we split it in positive and negative parts. We may hence assume that g is positive. Then we use a monotone L 2 (R d , m)-approximation of g with simple functions involving indicator functions like above. By this we can use monotone integration for the two right hand terms and (33) Using Theorem 3.8(i), we obtain the following improvement of Proposition 3.5: Proposition 3.9 Let t, α > 0 be arbitrary. Let q, β be defined as in (15) , (19) , p t (x, y) as in Theorem 3.8(i). Define
Then under the conditions of Theorem 3.2, it holds:
.
The right hand side of (35) is as a function of x an m-version of G α g and continuous. Thus by the uniqueness of continuous m-versions, it must coincide with R α g from Proposition 3.5. Thus
.e. and so by monotone convergence
On the other hand, we can see by (21) that (R α g l ) l≥1 is a Cauchy sequence in C 0,β (B) for any ball B. Thus lim
and we obtain the desired identity for g
− and use linearity. This concludes the proof of (i).
(ii) From Theorem 3.8(i) the statement is already clear for
, we may assume that h ≥ 0 m-a.e. Then
increases to h m-a.e. and so by monotone convergence
Moreover,
and since continuous m-versions are unique (thus P t G α h l from Proposition 3.5 and Theorem 3.8(i) define the same function). Then by (23) , the identity L r T t G α h l = T t L r G α h l and the contraction property of (T t ) t>0 , we can see similarly to the proof of (i) that (P t G α h l ) l≥1 is a Cauchy sequence in C 0,β (B) for any ball B. Thus
and we can conclude exactly as in the proof of (i) to obtain the desired statement.
Remark 3.10
We extend P t f with the properties of Proposition 3.
in a natural way through monotone integration. Then we obtain analogously to [1] that 
with lifetimeζ := inf{t ≥ 0 |X t = ∆} and cemetery ∆ such that E is (strictly properly) associated withM. 
andX t (ω) = ω(t), t ≥ 0. Now, we can apply the Dirichlet form method of [24, Section 2.1.2]. There it was only developed in a symmetric setting. But here we are in the non-sectorial setting. However one can readily check that it works nearly in the same way using Lemma 3.1 instead of [24, Lemma 2.
5(i)] and modifying (H2)
′ of [24, Section 2.1.2] in the following way:
(i) For all ε ∈ Q ∩ (0, 1) and y ∈ D, where D is any given countable dense set in R d , there exists n ∈ N such that u n (z) ≥ 1, for all z ∈ B ε 4 (y) and u n ≡ 0 on E \ B ε 2 (y),
Consequently by Theorem 3.8(i) and Proposition 3.9, (H2) ′ is satisfied for some countable subset of
Consequently, we obtain:
There exists a Hunt process
with state space R d and lifetime
having the transition function (P t ) t≥0 as transition semigroup, such that M has continuous sample paths in the one point compactification R Lemma 3.13 Let E x denote the expectation with respect to
In particular, integrals of the form
d , whenever they are well-defined, P x -a.s. independent of the measurable mversion chosen for h.
and
Proof (i) By Remark 3.10 and Theorem 3.11, we have for any
Since the expressions in (37) do not change for any m-version of f , (37) extends in a unique way to
. Now the resolvent and semigroup representations follow by splitting functions in
into their positive and negative parts, using monotone approximations of these with functions in L ∞ (R d , m) 0 and finally linearity, which is possible since all expressions are finite by Proposition 3.9. In particular, the limits will as the original expressions in (37) also not depend on the chosen m-versions, which concludes the proof. Using (i), the proof of (ii) and (iii) works exactly as in [1, Lemma 5.1]. However, we emphasize that due to the increased regularity r ≥ q from (i) (coming from Proposition 3.5) in comparison to r ≥ p in [1] , we obtain more general statements.
Lemma 3.14 (i) For any x ∈ R d , we have
(ii) For any x ∈ R d , t ≥ 0, we have
Proof (i) By Proposition 3.9 and Lemma 3.13(i), we have that (ii) The first statement immediately follows from Lemma 3.13(ii). For the second statement it is enough to show that for any t ≥ 0 and
It holds P x (σ R d \B k < ζ) = 1 for any x ∈ R d , since M has continuous sample paths on the one-point-compactification R d ∆ . Thus using (i), we get that the left hand side of (38) equals
Now, fix x ∈ R d . Then there exists N 0 ∈ N with x ∈ B n for any n ≥ N 0 . Consequently, for any n ≥ N 0 we have P x -a.s. that X s ∈ B n for any s ∈ [0, t], if t < σ R d \Bn . It follows with the help of Lemma 3.13(ii)
Thus each sequence member in (39) is equal to one and therefore (38) holds.
Proof The first result is an immediate consequence of Lemma 3.13 (see for instance [10, Chapter 7, (1.6) Theorem]). The second follows from Lemma 3.13(i) and (ii).
A∇u, ∇u (X s )ds.
In particular, by Lemma 3.13(ii) M u t is P x -integrable for any x ∈ R d , t ≥ 0 and so M u is square integrable.
, we get by Proposition 3.15 and Lemma 3.1
Applying Itô's formula to the continuous semimartingale (u(X t )) t≥0 , we obtain
The last two equalities imply that
is a continuous P xmartingale of bounded variation for any x ∈ R d . This implies the assertion.
For the following result, see for instance [7, (i) Let (σ ij ) 1≤i,j≤d be as in Lemma 3.17. Then it holds P x -a.s. for any x = (x 1 , ...,
(ii) Let (σ ij ) 1≤i≤d,1≤j≤m , m ∈ N arbitrary but fixed, be any matrix consisting of continuous functions σ ij ∈ C(R d ) for all i, j, such that A = σσ T (where A satisfies the assumptions of Theorem 3.2), i.e.
Then on a standard extension of (Ω, F , ( where
Note that we then do no longer have
globally as opposed to Lemma 3.17. However, choosing
we can obtain (43) locally on B n , hence (41) locally on {t ≤ D n } for each n ≥ 1. Consequently, we also get (42) locally on {t ≤ D n } for each n ≥ 1. Then showing consistency of the local martingale and drift parts, we obtain (40) up to ζ by Lemma 3.14(i).
Criteria for non-explosion and recurrence
We saw in Theorem 3.18 and Remark 3.19 that we can obtain a weak solution up to the lifetime ζ. In this section, we provide explicit non-explosion criteria, i.e. explicit criteria that imply the assumption P x (ζ = ∞) = 1 for any x ∈ R d of Theorem 3.18.
Non-explosion criteria without involving the density ρ
In this subsection we consider non-explosion criteria that only depend on the coefficients of the underlying SDE. We first derive a non-explosion criterion by following a probabilistic technique.
Theorem 4.1 Suppose that (3) or (4) holds. Then
Proof We first show the statement corresponding to (3). Let u n ∈ C 2 0 (R d ), n ≥ 1, be positive functions such that
Then by Proposition 3.15 Y n t := u n (X t ), t ≥ 0, is a positive continuous P x -semimartingale for any x ∈ R d , n ≥ 1. Thus, by Itô's formula applied to Y n with the function e −M t ϕ(y), ϕ(y) := ln(1 + y) + 1, we obtain P x -a.s. for any
where L is defined as in (8) .
on B n for each n ≥ 1. Therefore, using the last part of Lemma 3.13(i), we can see that
is a continuous P x -supermartingale for any x ∈ B n , n ≥ 1. Since M has continuous sample paths on the one-point-compactification R d ∆ , we have that X t∧σ R d \Bn = n on {σ R d \Bn ≤ t} P x -a.s. for any x ∈ B n . Now let x ∈ R d be arbitrary. Then x ∈ B k 0 for some k 0 ∈ N and since supermartingales have decreasing expectations, we get for any n > k 0
for any t ≥ 0, which implies the assertion. The statement corresponding to (4) follows exactly in the same manner, by defining for arbitrarily given but fixed N 0 ∈ N ∪ {0} positive functions u
Analoguously to [1, Proposition 3.8], we obtain:
e. for some (and hence all) t > 0. 
Non-explosion and recurrence criteria involving the density ρ
The measure m = ρ dx, where the density ρ is as at the beginning of Section 3 or as in Theorem 3.2, can be seen to define a stationary distribution. In fact, if the 
so that for any A ∈ B(R d ) and t ≥ 0
However, usually m is not a probability measure, hence P m is also not such a measure. But if it is, then P m is a stationary distribution. Main parts of the monograph [6] focus on the density ρ ore more generally on m, in case m is a probability measure and aim in deriving properties of both (since both are in general not explicit). However, here we may also assume that ρ is explicit as is explained in the following remark.
Remark 4.4
All results up to now and further hold exactly in the same form, if we assume that ρ ∈ C
is explicitly given from the beginning, that A := (a ij ) 1≤i,j≤d is as in Theorem 3.2 and that
Indeed, we then just have to set G := β A,ρ + B. Then all conclusions of Theorem 3.2 hold with the explicitly chosen density from above.
Non-explosion results, more precisely results implying (44) and involving the density ρ can be found in [14, Corollary 15] . Here, we will only mention an explicit result for recurrence involving the density ρ. First, we need some definitions and a lemma. A ∈ B(R d ) is called weakly invariant relative to (T t ) t>0 , if
is said to be strictly irreducible, if for any weakly invariant set A relative to (T t ) t>0 , we have m(A) = 0 or m(R d \ A) = 0.
Lemma 4.5 (T t ) t>0 is strictly irreducible.
is an arbitrarily chosen weakly invariant set. Then
We assume that m(A) > 0 (otherwise, we are done). Suppose that
In order to conclude our proof, we will show that (47) leads to a contradiction. (46) implies: for any t > 0, there Now we want to apply a Harnack inequality, so we need some preparation. Let u :
loc (R d ) for a.e. t ∈ (0, ∞). Hence, as in the proof of Theorem 3.8(i) we obtain that for any
A∇u, ∇ϕ + u β, ∇ϕ − u∂ t ϕ dxdt,
and applying the Harnack inequality [2, Theorem 3] to each u k := ρP t f k and noting that ρ is pointwise bounded below and above on each open cube, we obtain
which holds for any τ ∈ R with τ ≥ 9r 2 . Thus in particular
Let x 0 ∈ A ∩ Rx(r) be arbitrary. Then for τ = 10r 2 , we get P t 1 A∩Rx(r) (x 0 ) = 0, ∀t ∈ (2r 2 , 3r 2 ). Now set τ 1 := τ , r 1 := r and τ 2 := 3r P · 1 A∩Rx(r) ≤ 0.
Thus with r Since x 0 ∈ R(r n ) for any n ∈ N, we get P t 1 A∩R(r) (x 0 ) = 0, ∀t ∈ (2r 2 n , 3r 2 n ), n ∈ N.
By this, we can choose t n > 0 with t n ց 0 (independently of x 0 , since the choice of x 0 only has influence on the space variables not on the time variables), such that P tn 1 A∩Rx(r) (x 0 ) = 0, ∀n ∈ N.
Since x 0 ∈ A ∩ Rx(r) was arbitrary and (t n ) n≥1 is independent of x 0 , 1 A∩Rx(r) P tn 1 A∩Rx(r) ≡ 0, ∀n ∈ N.
Using this and the strong continuity of (T t ) t>0 on L 1 (R d , m), we get the desired contradiction 0 = lim Remark 4.6 Suppose that lim n→∞ a n = ∞ and lim n→∞ log(v 2 (n) ∨ 1) a n = 0.
Then M is recurrent and non-explosive. Indeed, the given assumption together with Lemma 4.5 imply that (T t ) t>0 is recurrent by [15, Theorem 21] applied with ρ(x) = x (the ρ of [15] is different from the ρ defined here). Then (44) 
Applications to pathwise uniqueness and strong solutions
In this section, we present two selected applications of our weak existence and nonexplosion results. Both can actually be seen as new non-explosion results for the pathwise unique and strong solutions up to lifetime ζ constructed in [20] and [32] . 2 ds < ∞ on {t < ζ}, P x -a.s.,
for any x ∈ R d by Lemma 3.14(ii). (Alternatively, we could also have used [33, Theorem 1.1] where only t 0 G(X s ) ds < ∞ on {t < ζ} is required, but at least in this case it is not necessary to take advantage of the weaker condition due to Lemma 3.14(ii)). 
