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Re´sume´ – Une ge´ne´ralisation de l’analyse en composantes inde´pendantes (ACI) est introduite: au lieu de de´terminer une application line´aire qui
rend les composantes inde´pendantes, nous cherchons une application line´aire qui rend les composantes mode´lisables par un re´seau Baye´sien dont
la structure est un arbre. Ce nouveau mode`le, que nous de´nommons TCA (Tree-dependent Component Analysis), permet de relaxer l’hypothe`se
d’inde´pendance et d’adapter la structure de de´pendance aux observations. En particulier, lorsque l’arbre a plusieurs composantes connexes, notre
me´thode permet de trouver des « amas » de composantes de telle sorte que les composantes a` l’inte´rieur d’un amas sont de´pendantes les unes
des autres, mais inde´pendantes de composantes dans d’autres amas. Notre approche s’applique aussi bien a` des sources intemporelles et non
Gaussienne qu’a` des sources stationaires.
Abstract – We present a generalization of independent component analysis (ICA), where instead of looking for a linear transform that makes
the data components independent, we look for a transform that makes the data components well fit by a tree-structured graphical model. This
tree-dependent component analysis (TCA) provides a tractable and flexible approach to weakening the assumption of independence in ICA.
In particular, TCA allows the underlying graph to have multiple connected components, and thus the method is able to find “clusters” of
components such that components are dependent within a cluster and independent between clusters. Our framework applies equally well for
temporally independent non-Gaussian sources and for stationary Gaussian sources.
1 Introduction
L’analyse en composantes inde´pendantes (ACI) est une tech-
nique statistique dont l’objectif est de de´composer un signal
ale´atoire multivarie´ x ∈ Rm en une combinaison line´aire de
signaux inde´pendants, i.e. x = As, ou` s est un signal a` com-
posantes inde´pendantes et A une matrice a` coefficients re´els.
Cette technique est couramment applique´e a` des proble`mes ou`
les sources peuvent eˆtre suppose´es inde´pendantes, comme la
se´paration aveugle de sources sonores ou l’imagerie me´dicale
[16, 10, 8, 14]. Dans le cas ou` il y a autant de sources s que
d’observations x, le proble`me de l’ACI peut eˆtre reformule´ de
la fac¸on suivante : le but est de trouver une matrice carre´e W
(qui correspond a` A−1) telle que le vecteur obtenu par action
de W sur les observations x aient des composantes les plus
inde´pendantes possible [8].
Dans cet article, nous ge´ne´ralisons cette technique en per-
mettant aux sources d’eˆtre de´pendantes les unes des autres :
nous cherchons une matrice W telle que les composantes de
s = Wx peuvent eˆtre mode´lise´es par un re´seau Baye´sien dont
la structure est un arbre. La topologie T de l’arbre n’est pas
de´termine´e a` l’avance ; en effet, notre algorithme permet de
trouver a` la fois la matrice W et l’arbre T . De plus, lorsque
l’arbre comprend plusieurs composantes connexes, le re´seau
Baye´sien permet de mode´liser le phe´nome`ne d’amas (clusters)
de composantes, i.e. les composantes a` l’inte´rieur d’un amas
sont de´pendantes les unes des autres, mais inde´pendantes des
composantes appartenant a` d’autres amas (ce mode`le est aussi
appele´ ACI multidimensionnelle [12, 7]). Contrairement aux
me´thodes de´ja` propose´es pour ce mode`le d’amas [7, 13], notre
me´thode permet de de´terminer de manie`re automatique le nom-
bre d’amas et leur dimension. Nous de´nommons ce nouveau
mode`le TCA (Tree-dependent Component Analysis).
Tout en conservant un mode`le flexible et traitable, nous pou-
vons relaxer l’hypothe`se d’inde´pendance et notre algorithme
peut s’appliquer a` des situations plus ge´ne´rales que l’ACI, en
particulier dans des situations dans lesquelles les sources ne
sont pas toutes inde´pendantes, par exemple en imagerie me´di-
cale (e´lectrocardiogramme d’une me`re et de son fœtus [7]),
ou pour la se´paration de signaux musicaux, ou` certains instru-
ments sont de´pendants les uns des autres.
Nous proposons deux cadres d’applications de nos techni-
ques, le premier pour des signaux temporellement inde´pendants
et non Gaussiens, le deuxie`me, en vue d’application en traite-
ment du signal audio, pour les processus stationnaires Gaus-
siens.
2 Re´seaux Baye´siens
Les re´seaux Baye´siens (Bayesian networks, graphical mo-
dels) forment un ensemble de mode`les probabilistes pour de
larges collections de variables ale´atoires ou` une repre´sentation
parcimonieuse est ne´cessaire, a` la fois pour des raisons nume´-
riques (afin d’e´viter la manipulation de tableaux trop larges)
et statistiques (afin de limiter le nombre de parame`tres a` esti-
mer). Ils sont couramment utilise´s en intelligence artificielle et
en apprentissage automatique (machine learning) [18, 15].
2.1 Arbres
Soient s = (s1, . . . , sm), m variables ale´atoires re´elles avec
densite´ p(s)1. Un re´seau Baye´sien permet de de´finir une den-
site´ conjointe a` partir de densite´s marginales ou conditionelles
locales. L’implication des variables dans ces lois locales est
repre´sente´e a` l’aide d’un graphe : deux variables sont relie´es
par une areˆte si et seulement si elles apparaissent dans une
meˆme loi locale. Dans le cas d’un arbre T , il existe une for-
mule ferme´e pour exprimer la loi conjointe en fonction des lois
marginales (en particulier, il n’y pas de constante de normali-
sation) :
p(s) =
∏
(u,v)∈T
p(su, sv)
p(su)p(sv)
m∏
u=1
p(su) (1)
(p(su), p(su, sv) sont les densite´s marginales). On dit qu’une
distribution se factorise dans le graphe T , si et seulement si elle
ve´rifie l’e´quation (1). Une distribution qui se factorise dans un
arbre trivial (i.e. sans areˆtes) a des composantes inde´pendantes
et la loi conjointe est simplement le produit des lois margi-
nales (ce qui implique que l’ACI est un sous-mode`le de TCA).
Tout au long de l’article, nous montrerons comment les princi-
pales technique couramment applique´es a` l’ACI se ge´ne´ralisent
a` TCA.
Il existe une caracte´risation des re´seaux Baye´siens a` l’aide
de relations d’inde´pendance conditionnelle. Dans le cas des
arbres, une loi de probabilite´ se factorise dans T , si et seule-
ment si, deux variables appartenant a` deux composantes conne-
xes diffe´rentes sont inde´pendantes et deux variables apparte-
nant a` la meˆme composante sont conditionnellement inde´pen-
dantes sachant toutes les autres variables de cette composante.
2.2 Foreˆts et amas
Un arbre non couvrant est un arbre qui comprend plus d’une
composante connexe, et est commune´ment appele´ une « foreˆt»,
comme montre´ en Figure 1. Nous proposons de mode´liser le
phe´nome`ne d’amas par une foreˆt. Soient C1, . . . , Ck les k com-
posantes connexes de la foreˆt T . Chacune de ces composantes
connexes C1, . . . , Ck mode´lise un amas. L’inde´pendance entre
les amas est mode´lise´e exactement, alors que la de´pendance au
sein d’un amas est mode´lise´e de manie`re approche´e par une
distribution qui se factorise dans un arbre couvrant (i.e. avec
une seule composante connexe). Ces distributions sont cou-
ramment utilise´es en traitement du signal [21] et permettent de
mode´liser une large classe de signaux multivarie´s tout en be´ne´-
ficiant d’algorithmes d’infe´rence et d’estimation de complexite´
line´aire par rapport au nombre de variables.
1Les re´seaux Baye´siens peuvent eˆtre aussi bien de´finis pour des variables
discre`tes, en remplac¸ant la densite´ par la loi de probabilite´.
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FIG. 1 – Une foreˆt avec 10 variables et 4 amas.
3 Vraisemblance semi-parame´trique
Dans le reste de l’article, nous utiliserons les notations sui-
vantes : x est une variable ale´atoire a` valeurs dans Rm ; p(xu, xv)
et p(xu) sont les lois marginales. La divergence de Kullback-
Leibler (KL) entre deux distributions p(x) et q(x) est de´finie
par D(p || q) = Ep(x) log p(x)q(x) . Nous utiliserons aussi les infor-
mations mutuelles entre les deux variables xu et xv , de´finies
par
I(xu, xv) = D(p(xu, xv) || p(xu)p(xv))
ainsi qu’entre les m variables x1, . . . , xm, de´finies par
I(x1, . . . , xm) = D(p(x) || p(x1) · · · p(xm)).
Ces informations mutuelles peuvent s’exprimer en termes d’en-
tropie, i.e. I(xu, xv) = H(xu) + H(xv)−H(xu, xv).
3.1 Contraste pour TCA
Dans une approche semi-parame´trique de l’ACI, ou` le pa-
rame`tre d’inte´reˆt est la matrice de de´mixage W et les den-
site´s des sources sont conside´re´es comme des parame`tres de
nuisance, maximiser la vraisemblance est e´quivalent a` minimi-
ser l’information mutuelle I(s1, . . . , sm) entre les estimations
s = Wx des sources [8]. Nous pouvons ge´ne´raliser ce re´sultat
au contexte de TCA, les parame`tres d’inte´reˆt e´tant maintenant
la matrice W et l’arbre T :
The´ore`me 1 Etant donne´e une variable ale´atoire x a` valeurs
dans Rm, minimiser la vraisemblance semi-parame´trique du
mode`le TCA est e´quivalent a` minimiser l’expression suivante
par rapport a` la matrice de de´mixage W et l’arbre T (s = Wx
est l’estimation des m sources) :
J(W, T ) = I(s1, . . . , sm)−
∑
(u,v)∈T
I(su, sv) (2)
Le re´sultat pre´ce´dent, prouve´ dans [3, 4], ge´ne´ralise a` la fois
le re´sultat classique pour le mode`le d’ACI—qui est e´quivalent
a` TCA avec un arbre sans areˆte—et le re´sultat de Chow et
Liu [9]—e´quivalent a` TCA sans mixage. L’algorithme que nous
proposons est simplement une minimisation du contraste J(W, T )
de´fini par l’e´quation (2), par rapport aux variables W et T , et
est pre´sente´ dans la section 4.2.
Comme pour l’ACI, dans le cas intemporel, le mode`le n’est
identifiable que pour des sources non Gaussiennes [10]. Cepen-
dant cette condition n’est pas toujours suffisante pour le mode`le
TCA [3].
3.2 Distribution a priori et arbres
Afin d’obtenir des arbres non couvrants, nous imposons une
distribution a priori p(T ) pour l’arbre T , i.e. le contraste a` mi-
nimiser est la somme du contraste de´fini a` l’e´quation (2) et de
f(T ) = − log p(T ). Les distributions a priori que notre algo-
rithme peut utiliser incluent toutes les distributions p(T ) telles
que f(T ) = − log p(T ) est une fonction concave du nombre
d’areˆtes de T . Le contraste que nous minimisons est alors
F (W, T ) = I(s1, . . . , sm)−
∑
(u,v)∈T
I(su, sv) + f(T ). (3)
4 Estimation et minimisation
Comme dans le cadre de l’ACI, afin de minimiser le contraste
de´fini a` la section pre´ce´dente, il faut tout d’abord pouvoir l’es-
timer a` partir d’un e´chantillon fini des signaux x.
4.1 Estimation pour des sources intemporelles
Dans le cadre de sources temporellement inde´pendantes et
non Gaussiennes, il est possible d’e´tendre certaines techniques
de l’ACI a` TCA.
Comme l’entropie conjointe de s = Wx peut se de´composer
en H(s) = H(x) + log | det W |, il est seulement ne´cessaire
d’estimer les entropies unidimensionelles et bidimensionnelles,
Pour la premie`re me´thode, nous estimons m(m − 1)/2 den-
site´s en utilisant l’estimateur de Parzen [20] et nous utilisons
ces densite´s estime´es pour calculer les entropies.
Dans une deuxie`me approche, nous e´tendons le contraste
pre´sente´ dans [2], qui est base´ sur la « variance ge´ne´ralise´e a`
noyaux» (kernel generalized variance, KGV), une approxima-
tion de l’information mutuelle utilisant des espaces de Hilbert
a` noyaux reproductifs [19].
Enfin, dans une troisie`me approche, nous utilisons des ex-
pansions de Gram-Charlier pour les entropies unidimension-
nelles et bidimensionnelles [1]. La fonction de contraste est
calcule´e a` partir de cumulants d’ordre au plus quatre et est donc
plus facile a` calculer et a` optimiser. Meˆme si elle ne permet pas
d’arriver toujours a` un re´sultat satisfaisant, elle permet de trou-
ver une initialisation rapide pour les deux autres approches.
4.2 Optimisation
Le contraste de´pend de la matrice W et de l’arbre T . Nous
utilisons une proce´dure de minimisation alterne´e.
Par rapport a` T , l’objectif J(W, T ) est une somme indexe´e
par les areˆtes de l’arbre T , plus une fonction concave du nombre
d’areˆtes. Ainsi, une fois que les informations mutuelles I(su, sv)
sont calcule´es pour chaque paire, nous faisons face a` une simple
modification d’un proble`me d’arbre couvrant de poids mini-
mal (minimum weight spanning tree [11]), que nous pouvons
re´soudre exactement en temps polynomial par un « algorithme
gourmand» (greedy algorithm), pre´sente´ en Figure 2, que nous
appliquons avec wuv = −I(su, sv). Cet algorithme suit un
principe tre`s simple—tant que l’on peut ajouter une areˆte sans
Input : Poids {wuv, u, v ∈ {1, . . . , m}}
tmax > 0, fonction concave w(t)
Algorithme :
1. Initialisation : T = ∅, t = 0
E = {1, . . . , m} × {1, . . . , m}
2. Tant que E 6= ∅ et t < tmax
a. Calculer wu0v0 = max(u,v)∈E wuv
b. Si wu0v0 + f(t + 1)− f(t) > 0
T ← T ∪ (u0, v0), t← t + 1
E ← {e ∈ E, T ∪ {e} n’a pas de cycle}
sinon E = ∅
Output : arbre T
FIG. 2 – Algorithme gourmand pour trouver l’arbre (non-
couvrant) de poids maximal avec au plus tmax areˆtes.
Input : Observations {x} = {x1, . . . , xN}, ∀n, xn ∈ Rm
Algorithme :
1. Initialisation : T = ∅, W random
2. Pour i = 0, . . . , m− 1
a. Tant que F (W, T ) de´croıˆt
1. Fixer W et calculer l’arbre (non-couvrant) T
avec au plus i areˆtes
2. Calculer le gradient of F par rapport a` W
3. Rechercher exhaustivement le minimum de F
par rapport a` W , dans la direction du gradient
b. Wi = W , Ti = T , Ji = J
3. Calculer i∗ = argmaxi Ji
Output : matrice de de´mixage W = Wi∗ , arbre T = Ti∗
FIG. 3 – l’algorithme TCA
cre´er de cycle, on ajoute l’areˆte qui ge´ne`re le gain imme´diat
maximal—et de´termine toujours un arbre optimal.
Enfin, pour minimiser par rapport a` la matrice de de´mixage
W , nous utilisons une me´thode de descente de gradient, pour
laquelle nous avons de´veloppe´ plusieurs heuristiques afin d’e´vi-
ter certains minimums locaux (pour plus de de´tails et simula-
tions nume´riques, voir [4]). Une d’entre elles est de commencer
par des arbres sans areˆtes, i.e. de commencer par un algorithme
d’ACI, et ensuite d’augmenter progressiment le nombre maxi-
mal d’areˆtes. L’algorithme final est pre´sente´ en Figure 3
4.3 Ge´ne´ralisation aux se´ries temporelles
Dans les cas des source stationnaires Gaussiennes, nous pou-
vons estimer les diffe´rentes informations mutuelles, a` l’aide de
la densite´ spectrale multidimensionnelle, ge´ne´ralisant la fonc-
tion de contraste de Pham [17] au mode`le TCA. Ce contraste
correspond a` une ge´ne´ralisation de la notion de re´seaux Baye´-
siens aux se´ries temporelles [6] et permet d’appliquer notre
me´thode a` des signaux ou` la de´pendance temporelle est essen-
tielle. Pour plus de de´tails, voir [4].
TAB. 1 – Re´sultats de simulation pour des sources intempo-
relles non Gaussiennes.
m Jade FastICA TCA-Cum TCA-Kde TCA-Kgv
4 0.6 0.65 0.25 0.15 0.14
6 1.3 1.2 0.7 0.51 0.5
8 2.4 2.5 1.1 0.9 0.9
5 Simulations
Dans toutes les simulations que nous pre´sentons, nous avons
ge´ne´re´ des donne´es a` partir de mode`les d’amas connus (i.e. la
matrice W et les amas C1, . . . , Ck sont connus), afin de pou-
voir comparer la performance de notre algorithme avec des al-
gorithmes de´die´s a` l’ACI, i.e. dont le but n’est pas d’obtenir
des amas, mais des composantes unidimensionnelles (pour une
description plus pre´cise du cadre expe´rimental, voir [4]). Le
but de ces simulations est de montrer que pour des examples
simples d’amas, utiliser l’ACI n’est pas suffisant pour de´termi-
ner la matrice de de´mixage et des techniques comme celle que
nous avons pre´sente´e sont donc ne´cessaires.
Afin de comparer les re´sultats, nous avons construit une me´tri-
que qui est invariante par rapport aux invariances connues du
proble`me (i.e. seuls les sous-espaces sont potentiellement iden-
tifiables [7]). Cette me´trique permet de mesurer la performance
d’une matrice Wˆ sachant que la matrice optimale est W et la
de´composition en amas est connue. Le proble`me est invariant
par permutation des composantes et notre me´trique est base´e
sur la minimisation par rapport a` tous les assignements pos-
sibles ; cette minimization est rendue possible par l’utilisation
de l’« algorithme Hongrois » [5]. Cette me´trique est toujours
comprise entre 0 et m, et e´gale a` 0 pour un de´mixage parfait
(voir [4] pour une de´finition pre´cise).
Dans le Tableau 1, nous comparons notre approche avec deux
algorithmes d’ACI, Jade [8] et FastICA [14] : l’ACI toute seule
ne permet pas de retrouver parfaitement la matrice de de´mixage
correcte, alors que notre approche permet de la retrouver plus
efficacement.
6 Conclusion
Nous avons pre´sente´ un algorithme qui ge´ne´ralise l’analyse
en composantes inde´pendantes en mode´lisant les sources par
un re´seau Baye´sien a` structure d’arbre. Cet arbre T et la matrice
de de´mixage sont obtenus par la minimisation d’une fonction
de contraste, dans une approche semi-parame´trique. En parti-
culier, lorsque l’arbre est non couvrant, notre algorithme per-
met de trouver des amas. La de´termination de l’arbre (non cou-
vrant) optimal nous permet de trouver a` la fois le nombre et la
taille de ces amas, ce qui n’e´tait pas possible avec les approches
existantes [7, 13].
Enfin, bien que dans cet article nous nous limitons aux arbres,
il est possible de ge´ne´raliser notre approche a` des re´seaux Baye´-
siens plus complexes afin de conside´rer des de´pendances plus
riches.
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