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INTRODUCTION
The prediction of boundary layer transition on a gas turbine blade is crucial in determining both the drag and heat transfer. Design codes currently achieve this by using empirical correlations (e.g., Abu-Ghannam and Shaw (1980) ) to predict transition. One drawback of such correlations is that they only account for some of the factors affecting transition (typically freestream turbulence level and streamwise pressure gradient), but other important factors are neglected (e.g., turbulent length scale, blade curvature and blade sweep). Even if empirical correlations which encompassed all of these factors were available, it would be difficult to incorporate them in a general CFD code for complex 3-D blade geometries.
A more generally applicable approach to the problem is to develop an intermittency model for use in a conventional CFD turbulence model. The objective of the current work was to develop such a model for spot initiation and growth and hence intermittency. Here, for simplicity, the model is incorporated within a simple integral boundary layer code, but the model could be incorporated in more general CFD codes. The accuracy of the model is assessed by comparison with established empirical correlations.
EXPERIMENTAL PROCEDURE
The wind tunnel and instrumentation used in obtaining the experimental data presented in this paper, are described in detail by Fasihfar and Johnson (1992) . The measurements were made using hot wire anemometry within laminar boundary layers developed on a flat plate. A range of adverse and favourable streamwise pressure gradients was used with freestream turbulence levels between 0.5% and 5%.
TRANSITION MODEL
An outline description of the transition model is given here. Full details are presented by Johnson and Ercan (1996) . Johnson (1994) suggested that a turbulent spot is initiated in a laminar boundary layer when a local instantaneous separation occurs and this separation takes place when the local instantaneous velocity in the near wall region decreases to 50% of the local time mean velocity. The spot formation rate can therefore be predicted if statistical information on the number and depth of the minima within the near wall velocity signal can be derived. In order to achieve this the response of laminar boundary layers to freestream turbulence must be considered.
fioundary Laver ftesoonse to Freestream Turbulence
A number of possible mechanisms exist through which turbulence can enter the laminar boundary layer from the freestream. Velocity perturbations could be convected along streamlines or can 'diffuse' into the boundary layer from the freestream. However, if these perturbations were to convect at the fluid velocity within the boundary layer, strong gradients in fluctuation velocity would rapidly develop because of the strong variation in convection rate within the shear layer and hence the perturbations would be quickly dissipated by viscosity. Furthermore, the strength of the perturbations at any streamwise location would depend on the manner in which they had developed (i.e., their history). This would mitigate the success of empirical correlations based on local parameters (i.e., neglecting history). If the near wall velocity fluctuations depend primarily on the local turbulence and pressure gradient in the freestream, a more plausible mechanism than convection or diffusion is that the near wall velocity perturbations result from the unsteady pressure field generated by the freestream turbulence. This mechanism has recently been modelled by Mayle and Schulz (1996) and has been shown to give excellent predictions of the response of the laminar boundary layer to freestrearn turbulence. In the current model, the unsteady pressure field is also assumed to be responsible for generating near wall velocity fluctuations. Figure 1 shows the ratio of the local to freestream turbulence levels (gain) in six frequency bands through a typical laminar boundary layer. It can be seen that for the highest frequency bands, the gain is approximately one throughout the boundary layer indicating that the local and freestream turbulence levels are similar. However, for the lowest frequency bands the gain rises to around 40, indicating that these low frequencies become dominant in the velocity signal close to the wall. The spectra are also invariant (constant gain) for y/8 values up to approximately 0.3. The gain within this near wall region is shown for a number of different zero pressure gradient boundary layers in Figure 2 . For dimensionless frequencies greater than 0.1 the results are very similar, but for low frequencies the ratio increases with decreasing C,. The results for these and other adverse and favourable pressure gradient boundary layers can be reasonably represented (within ± 10%) by
CI + (2Ebf/uy )2 It is now assumed that the freestream turbulence is isotropic and can be represented. Hinze (1959) , by
where L is the freestream integral length scale and E(f) is the Power Spectral Density. It therefore follows that if B is small (less than approximately au, TUNW a Cic Tu
and hence is independent of the freestream length scale. This is true if the majority of the freest:tam turbulent energy is for the low fitquencies which have the highest gain in Figure 2 . This is generally the case for high freestream turbulence levels where both the length scale and cr are comparatively large and hence B is small. Figure 3 
Near Wall Velocity Signal
The near wall integral length scale ( is evaluated, from its definition, through the equation
Substituting for e(f) from equation (3) and integrating, this becomes 2.
• 13 The near wall velocity signal was synthesised from the power spectral density fora range of B values. These signals were then analysed to obtain the number and magnitude of the velocity minima. The number of minima per local wavelength z as a function of the length scale ratio (UL) is shown in Figure 4 . The equation z = 3.2-23 exp (-0.043 eiL) (9) fits the data.
The instantaneous velocities have a normal distribution about the mean value as shown in Figure 5 . It was also found that the minima have a distribution If Johnson's (1994) criterion is now adopted, namely that any minima where uciu < 0.5 will lead to the generation of a turbulent spot, it follows that the proportion of minima P which will generate spots is given by jntermittency The intermittency at a point is defined as the proportion of time which the flow is turbulent at that point. For a two dimensional boundary layer however this intermittency is also equal to the proportion of a spanwise line, which passes through the same point and is occupied by turbulent flow at a particular instant Consider such a spanwise line, which is travelling downstream at the local spot trailing edge velocity U. Figure 9 shows that any spots initiated in the shaded X4 window will cross the spanwise line as it travels downstream through the distance Az. It therefore follows that the spot generation rate per unit span
The first term in this equation represents the rate at which spots generated upstream arrive at laminar regions on the line. Only a fraction (1-y) of generated spots will reach laminar points on the spanwise line and the factor (1J, E-UTE)/Uti results because the spots travel at a velocity (11,E-UTE) relative to the moving spanwise line. The second term represents the rate at which spots already on the line merge. (17) and (18) are unique to the present transition model; however, they are consistent with the frequently adopted Narasimha (1985) concentrated breakdown model, where the values of a and a are assumed to be constant through transition.
X
JBoundary Laver Profiles
The laminar boundary layer is assumed to have a Pohlhausen profile and hence The turbulent boundary layer integral parameters C,, Re e and H were evaluated using the Ludwieg Tillman (1950) C, = 0.246 (10)' Ree42" ( 21) and Goksel (1968) In ( H -0.1016 In Reo + 0.4822 H-1 relations.
JBoundary Laver Intezral Technique
The development of the boundary layer is computed through numerical integration in the strearnwise x direction of the boundary layer momentum equation
For the transitional boundary layer, the laminar and turbulent portions are integrated separately and the integral parameters are evaluated as intantittency weighted avenges of the laminar and turbulent values. The intermittency y is obtained by integration of equations (17) 
GOSTELOW DATA PREDICTIONS
Gostelow eta]. (1992) have undertaken an extensive series of wind tunnel experiments to investigate the influence of freestream turbulence level and streamwise deceleration on transition. Various grids were placed 1200 mm upstream of the plate leading edge to induce freestream turbulence levels (measured at the leading edge) of 1.2, 2.1, 3.1, 3.9 and 5.4%. These levels were used for the current modelling work and were assumed to decay along the plate according to the Roach (1987) correlation. Thus
X -5n
Tu = Tu0 ( 1 + xo (24) Roach's correlation was also used to determine the integral length scale -0.2 x + x.) (25) from grid bar diameters given by Gostelow et al. (1992) . Calculations were not attempted for the no grid case (Tu = 0.3%) where Tollrnien Schlichting instability would lead to transition rather than the bypass mode modelled here.
A hinged roof to the wind tunnel was used to produce the adverse pressure gradients. The streamwise velocity gradients induced are therefore given by 1 dU = Constant U dx Calculations were performed for II values of this constant (0 to 2 at 0.2 increments) for each turbulence level with a leading edge fteestream velocity of 10 m/s.
Gostelow defined his start and end of transition position by fitting the Narasimha (1985) intermittency correlation through the? = 0% (start) and 99% (end) positions. For consistency, the same procedure was adopted here for the model results.
ZERO PRESSURE GRADIENT RESULTS
The predicted and measured Ree start and end of transition values are plotted in Figure 10 . The start of transition is accurately predicted by both the model and the Mayle (1991) correlation. The Abu-Ghannam and Shaw (1980) correlation also gives reliable predictions except for the Tu = 1.2% Case. A likely reason for this is that Abu-Ghannam and Shaw used a tunnel where the turbulence grid was only 750 mm upstream of the plate leading edge. This results in a shorter integral length scale and hence transition inception occurs later at the lowest turbulence levels. The effect of length scale is therefore believed by the authors to be responsible for the diverepancies between empirical correlations at low freestrearn turbulence levels. The inclusion of the effects of length scale in the current model should therefore improve prediction at low turbulence level. The accuracy of the predictions for end of transition is difficult to judge because of the greater degree of sraner in the experimental data. The predicted Re e values are generally rather lower than measured however. Nevertheless the predictions are rather more accurate than the Abu Ghannam and Shaw correlation for all but the Tu = 2.1% case.
ADVERSE PRESSURE GRADIENT RESULTS
The start of transition results are presented in Figure 11 . Both the Abu-Ghannam and Shaw correlation and the present calculations are reasonably accurate for the turbulence levels of 3.1%, 3.9% and 5.4%; however, the current prediction is superior at the lowest turbulence level. The calculations indicate a slightly larger effect from the pressure gradient than observed in the measurements, particular at the higher turbulence levels. Johnson and Ercan (1996) also concluded that the current prediction technique was over sensitive to the effects of pressure gradient for the ERCOFTAC test cases. One reason for this may be that Roach's correlations for turbulence level and length scale used here were formulated for zero pressure gradients. They may therefore be inaccurate when a pressure gradient is present. The experimental results for end of transition (Figure 12 ) suggest that the effect of turbulence level is much reduced in an adverse pressure gradient. This is because intermittency increases in an adverse pressure gradient primarily due to the rapid growth of existing spots with a large spreading angle (Figure 7) rather than through the generation of further spots. Freestream turbulence level only affects spot generation, but not their subsequent growth. The end of transition is predicted fairly well, for all except the Tu = 1.2% case where the transition length is predicted to be too long for moderate pressure gradient where l e is between -0.05 and -0.01. One possible explanation for this discrepancy is that transition is largely through a Tollmien Schlichting mechanism rather than the bypass mode modelled here. Tollrnien Schlichting waves increase the number of velocity minima and hence the rate of spot generation resulting in a reduced transition length.
The correlations for end of transition provided by Abu-Oharmam and Shaw were found to over-estimate the Re e end value by over 100% for the strongest adverse pressure gradients. A better correlation has been provided more recently by Walker and Gostelow (1990) . By consideration of the Tollmien Schlichting wavelength, they established a minimum transition length = 2.3 Re ! 1 64
An empirical correlation was then established to relate the minimum transition length to the actual length For the Tu = 3.1%, 3.9% and 5.4% cases the transition length is overestimated by the correlation but is reasonably accurately determined by the authors calculation procedure. The measured transition length for Tu = 2.1% is approximately double the length of all the other rocas and these results lie close to the correlation. Both the correlation and authors' prediction result in transition lengths greater than those measured for the Tu = 1.2% case. Once again, it is believed that there is significant Tolimien Schlichting activity for this case which is not accounted for in the authors' model and thus the transition length is over predicted.
An alternative method of comparing transition lengths is to consider Narasimha's (1985) Dimensionless Spot Parameter N H which is plotted in For turbulence levels above 1.2%, the experimental results are reasonably represented by the predictions when the degree of experimental scatter (particularly for the Tu = 3.1% case) is taken into account. The higher values measured for Tu = 1.2% (and Tu = 0.3% which was not predicted) is amibutable to Tont:lien Schlichting activity increasing the spot generation
INTERMITTENCY
Gostelow and co-workers plotted measured intermittency values against the dimensionless distance t. One such plot is shown in Figure 15 together with the Nansimha (1985) equation 20 and the current prediction. Narasintha's theory assumes a concentrated breakdown at = 0 and the increase in intermittency beyond this point is then entirely due to the subsequent growth in the spots initiated at = 0. However, the measured intemfinencies deviate from this curve both at low and high intemiluencies. Johnson and Fasihfar (1994) measured the statistical properties of spot length through transition and showed that these were better predicted by a distributed breakdown model, similar to the current one, rather than the Narasimha concentrated breakdown model. This deduction is confirmed by the more accurate prediction of intermittency by the current distributed breakdown model shown in Figure 15 . and is used to predict turbulent intermittency within a simple boundary layer integral code. 2.
The current model predicts start of transition with similar accuracy to empirical correlations. End of transition is predicted more reliably by the model, particularly at higher freestrearn turbulence. The overprediction of transition length at Tu = 1.2% is most likely due to significant Tolknien Schlichting activity which is not accounted for in the current model. The Narasimha spot propagation parameter is also accurately predicted for all but the Tu = 1.2% case. 3.
The development of intermittency through transition is predicted considerably better by the current distributed breakdown model than by the Narasimha concentrated breakdown model.
FUTURE WORK
Although the current transition model has significantly reduced the number of empirical constants required to predict spot generation (only three constants are required in equation OD, a significant number of constants are still required (equations (II) and (12)) to predict spot growth. A future objective is to derive theoretical models both for the laminar boundary layer response to freestream turbulence and for spot growth in order to reduce the number of empirical constants further. This should lead to improved reliability of the model particularly for predicting flows where lack of empirical data makes the empirical correlations inaccurate.
The predictive capability of the current model will also be tested on cases with surface curvature and sweep.
