ABSTRACT Mortality data from the literature on the southwestern corn borer, Diatraea grandiosella Dyar, were analyzed to determine which factors have the most impact on populations of this insect. Adult mortality, presumed to occur primarily as a result of dispersal, appears to have been the largest source of mortality, as well as the key factor in the annual variance of mortality. Nonpredation mortality during diapause was also an important factor. Of the density-dependent mortality factors, predation by the ßicker, Colaptes aruaus (L.) appears to be the factor that limits the size of overwintering populations in the southeastern United States, while cannibalism among prediapausing larvae limits the size of overwintering populations in the western Great Plains. Based on the analysis of mortality rates and historical Þeld data, the annual Þnite capacity for increase (multiplication rate) was estimated to be Ϸ10 in the central United States. This analysis suggests that to comprehend more clearly the factors that inßuence population variation in D. grandiosella, future research efforts should be focused on understanding adult dispersal, and the interaction between ßicker predation and nonpredation mortality in the diapausing larvae stage.
UNDERSTANDING THE FACTORS that inßuence the distribution and abundance of an insect is a fundamental issue of insect ecology (Andrewartha and Birch 1954) and is a practical concern with insects that produce economic damage. The southwestern corn borer, Diatraea grandiosella Dyar (Lepidoptera: Crambidae), a widespread pest of maize (Zea mays L.), provides an opportunity to examine this issue. This insect has been studied extensively for 70 yr in the Þeld and in the laboratory, and much progress has been made in understanding both its basic biology and the nature and extent of ecological factors that produce mortality in the species (Davis et al. 1933 , Wilbur et al. 1950 , Rolston 1955 , Davis 1965 , Chippendale 1979 . However, there has been no comprehensive analysis of the literature to place this information in the context of population biology, which is required to draw conclusions about the larger issues of distribution and abundance.
Factors that produce mortality are of prime interest in the study of pest insects. I will show that the factor likely to produce the largest mortality in D. grandiosella is one that has been unrecognized previously and never studied. Density-dependent mortality factors increase in magnitude with increasing population density and play a special role in population dynamics because they can set an upper limit on the population size (Varley and Gradwell 1970) . I will outline what are likely to be important density-dependent factors for D. grandiosella, the limits they may set for populations, and how these factors may vary geographically. Rates of population increase are important characteristics of a population, inßuencing how quickly the population can recover from catastrophic declines and the rate at which the species can invade a new habitat. The only growth rate estimates for D. grandiosella in the literature (Knutson and Gilstrap 1990a) imply that a population in the Texas High Plains was growing by a factor of 380, while the Þeld censuses on which the growth rates were based imply that the population was relatively stable. I will discuss what assumptions inßuence the calculation of growth rates and estimate what growth rates are likely to be for D. grandiosella. Finally, I will discuss where the results of these analyses suggest future research should be focused.
Definitions
In conventional life table analyses, populations are measured at the beginning and end of distinct life stages. Therefore, life table analyses actually identify important stages in which developmental transitions occur or arbitrary age classes, rather than factors associated with survival and fecundity (Yamamura 1999) . However, the longstanding convention of referring to stage mortalities as "factors" will be followed here. Valid comparison of mortality factors can be made using either stage survival rate, s x , the fraction of a population surviving life stage x, or killing power, k-value (Varley and Gradwell 1970) , deÞned as -log 10 (s x ). The use of k-values places mortality on a linear scale, allowing the total cumulative mortality (K) to be calculated as the sum of k-values of all stages, rather than the product, as in the case of cumulative survival rate.
Measured mortality values can be related to the exponential growth rate of a population, r (Ricklefs 1973) , which describes the change of a population during any particular interval. The value of r during short intervals may be variable and have either positive or negative values. However, the long-term average r of a persistent, stable population must be zero, otherwise the population would either become extinct or grow without bounds.
The relationship among factors describing population change can be complex. However, three simplifying conditions are present in D. grandiosella: essentially discrete generations, semelparity (i.e., one reproductive event per individual), and a relatively short reproductive period. Because of these conditions, net reproductive rate (Ricklefs 1973) , R 0 is equivalent to the multiplication per generation () or Þnite rate of increase, where ϭ N tϩ1 /N t , and r ϭ ln() [1] with r expressed per generation. Under these simplifying conditions, can be estimated as the product of s x for all stages to reproduction in the generation multiplied by mean viable eggs per adult, E. E is the product of the fecundity (i.e., average number of eggs laid per Þeld-reared female), the sex ratio, and the fraction of eggs that were viable. Egg viability could be considered a mortality factor and, as such, be included in the k-value for the egg stage. However, in the study considered here, that of Knutson and Gilstrap (1990a) , egg viability was measured in the laboratory and considered to be constant, in contrast to egg stage mortality, which was measured repeatedly in the Þeld. Therefore, for convenience, egg viability is included as a component of E. Substitution into equation 1 leads to the equation
Multiplication by ln(10) in the last term converts the total cumulative mortality, traditionally expressed as a common logarithm, into a natural logarithm.
One to two nondiapausing generations of D. grandiosella occur in developing maize plants during the Þrst part of summer in the northern and southern parts of its range, respectively (Fig. 1) . Under temperature, photoperiod, and host plant conditions (Davis 1965, Takeda and Chippendale 1982) that occur in the late summer, development in the last summer generation is interrupted by larval diapause. This generation overwinters in the root crown of the maize stubble and, following completion of development in the early spring, must Þnd maize plants of the new season on which to oviposit. Thus, D. grandiosella is predominantly bivoltine in the northern part of its range and trivoltine in the south.
The overwintering generation can be divided into the following stages: egg, small larvae (instars onetwo), medium larvae (instars three-four), large larvae (instars Þve-seven), diapausing larvae, pupae, and adult. Diapausing larvae would be excluded in the earlier summer generations.
Mortality Factors in the Texas High Plains
Magnitude of First Generation Adult Mortality. The most comprehensive Þeld study of D. grandiosella to date was conducted by Knutson and Gilstrap (1990a) in the Texas High Plains, an area where two complete generations occur each year. From their data, they constructed life tables for the egg through pupal stages over a period of three years in two maize Þelds per year. They used information from these life tables to calculate stage-speciÞc mortalities (mean listed in Table 1 ), and to infer key factors, densitydependent factors, and R 0 for each generation. Knutson and Gilstrap (1990a) did not discuss adult stage mortality of either generation nor include it in their life tables or any calculations based on them. Ignoring mortality in adult stage could be justiÞed if s x differed negligibly in the stage from unity or equivalently if the k-value for the stage is effectively zero. However, data from these investigators indicate that this is probably not the case for the Þrst generation. The apparent survival in a Þeld for this stage could be calculated in the same way as the other life stages by comparing the size of the population entering the stage (number of females eclosing as adults) in the Þeld with population size at the end of the stage (number of females that oviposit successfully) in the Þeld. Knutson and Gilstrap (1990a) measured the number of adults eclosing but not the number successfully ovipositing.
However, Knutson (1987) effectively calculated the apparent survival values of Þrst-generation adults from the data (although he did not refer to them as such) by a comparison of "potential and estimated numbers" of eggs. He compared the estimated (i.e., observed) overwintering-generation eggs with potential eggs calculated from the product of the number of Þrst-generation adults eclosing, the sex ratio (0.5 females), and the mean fecundity of Þrst-generation females (498 eggs per female). This calculation assumed a constant fecundity, so part of the variation in the calculated values could have resulted from unmeasured variation in fecundity, but, otherwise, the difference between these values represents adult stage survival. The mean of k-values for Þrst-generation adults estimated from egg data in Knutson (1987) was 1.273 (Table 1) . This result corresponds to s x ϭ 0.053, which makes it apparent that something was drastically reducing populations in the measured Þelds during the Þrst generation adult stage. Knutson (1987) noted that only a small fraction of potential eggs of the overwintering generation were oviposited in the study Þelds and interpreted this to mean that most adult D. grandiosella dispersed from their Þeld of origin. This result may be true. However, one must also consider dispersers that immigrate into the Þeld as well. It can be shown that for insects dispersing long distances in areas of high host patch density, survival in the dispersal stage can be represented by
in which s x is the apparent survival measured in a patch by a sequential census, s m is the survival due to density-independent mortality factors unrelated to dispersal, f is the constant fraction of mated females in patches that disperse, p is the fraction of the surface area covered by uniformly distributed host patches (assumed to represent the probability of a disperser Þnding a host patch), v is the average fraction of dispersers surviving dispersal, N m is the mean population density of females for the region before dispersal, and N is the density of females before dispersal in the patch being censused.
There are several possible interpretations of the low apparent Þrst-generation adult survival. One possibility is that effective survival during dispersal, represented by pv, is zero. If this were the case, then immigration, represented by the third term in the brackets in equation three, would be negligible. Assuming that no females successfully disperse to other patches is unrealistic because of the high density of maize in the Texas High Plains.
If the third bracketed term has a noticeable effect, then the accuracy with which the mean k-values of Knutson (1987) represents adult stage mortality is contingent on sampling Þelds with densities that are representative of the region. If the population density of the Þelds sampled is average for the region, then the calculated mean s x value represents the actual survival for the stage. However, if densities (N) of sampled Þelds are higher than average (N m ), the apparent survival is lower than the actual survival because there is a net movement of females out of sampled Þelds, and some of these emigrants survive in the underrepresented lower density Þelds. Likewise, when sampled Þelds have lower than average density, the apparent survival is higher than the actual because of net movement into the sampled Þelds. Knutson and Gilstrap (1990a) stated that "study Þelds were located near untilled corn stubble to ensure a nearby source of overwintering southwestern corn borer." This nonrandom selection of study Þelds probably produced higher Þrst-generation populations than average for the region. Therefore, it is likely that the calculated apparent survival of Þrst-generation adults is an underestimate of the actual survival. At one extreme, one could assume that k and N were so high that all the reduction in apparent s x is due to population translocation and that there was no actual mortality during the stage (i.e., s m ϭ 1 and pv ϭ 1). If these assumptions were true, they would justify ignoring the adult stage in further calculations, as was done by Knutson and Gilstrap (1990a) . At the other extreme, one could assume that the difference between mean N and N m for the region was negligible.
In that case, a calculated mean s x (and, hence, k-value) would accurately represent survival in the adult stage for the region. For simplicity, I will assume the latter extreme and use the calculated k-value of 1.273 to represent an upper limit of the k-value for the Þrst-generation adult stage. In the discussion of growth rates, I will examine the possible effects of deviation from the assumption that the calculated apparent adult survival represents actual survival. Magnitude of Overwintering Generation Adult Mortality. Knutson (1987) did not estimate the apparent mortality of overwintering-generation adults.
It cannot be calculated for individual Þelds as in the Þrst generation because the Þelds in which observations were made changed between spring eclosion of overwintering-generation adults and observed Þrst-generation eggs of the next season. However, mortality of overwintering-generation adults can be estimated if one assumes that the overall population size in the study area remained constant over the years of the study. In that case, r 1st generation ϩ r overwintering generation ϭ 0 [4] and equation two can be used to calculate the missing k-value of overwintering-generation adults because all other k-values are known. Using values from Knutson and Gilstrap (1990a) for the Þrst and overwintering generations, respectively (498 and 384 for fecundity, 1.0 and 0.96 for the egg viability, and 0.5 for the fraction of females), as well as the mean k-values from Table  1 , the "missing mortality" has a k-value of 1.218. If there was no population growth, this represents mortality of overwintering-generation adults. The accuracy of this value depends on the validity of the assumption that the population size was not changing during the years of the study. Figure 2 shows the population sizes of the Þrst stage (Þrst-generation egg) and last stage (overwintering-generation adult) censused in each Þeld studied by Knutson and Gilstrap (1990a) . There is no apparent pattern of population change over the years of the study (egg: slope ϭ Ϫ0.07286; r 2 ϭ 0.02; P ϭ 0.82; adult: slope ϭ 0.1375; r 2 ϭ 0.26; P ϭ 0.30). If there were no mortality of overwintering-generation adults, then all the "missing mortality" would produce population growth (i.e., the right side of equation 4 would be 1.218 rather than 0). In that case, considerable population growth (represented in Fig. 2 by the dotted line, which has a slope of 1.218) should be apparent in the Þeld data, and is not. If some of the apparent mortality of Þrst-generation adults (k-value ϭ 1.273) were due to population translocation rather than actual mortality (i.e., inaccuracies introduced by nonrandom sampling), population growth should have been represented by a slope even larger than 1.218. Even if violations of the assumption of no population change and representative sampling resulted in overestimation of adult mortality in the two generations, the lack of evident population growth indicates that the size of adult mortality is still likely to be considerable. The comparison of mean k-values for all stages (Table 1) suggests that the Þrst and overwintering-generation adult stages missing from the published life tables probably have the highest k-values of any stages in the annual cycle. Each of their estimated k-values is more than twice that of any other stage, and their combined k-values exceed the total of all other stages combined.
Equation three recognizes that mortality in the adult stage could have resulted from factors unrelated to dispersal (i.e., s m ) as well as dispersal-related factors. However, most D. grandiosella females mate the evening they eclose, then disperse to oviposit on subsequent nights (Schenck and Poston 1979) . Because of the short time between eclosion and oviposition, it is likely that most of the mortality in the adult stage occurs during dispersal (v) or because of failure to Þnd a Þeld suitable for oviposition (p).
Key Factors. The key factor has been deÞned as the factor having the largest effect in producing annual population ßuctuations (Varley and Gradwell 1960) . Traditional key factor analysis (Podoler and Rogers 1975) has been criticized recently by several investigators. Sibly and Smith (1998) advocate a modiÞed analysis to compensate for variation in expected reproduction with age. Because of the semelparous nature of D. grandiosella, and because variation in fecundity among Þelds was not measured by Knutson and Gilstrap (1990a) , reanalysis of their data using the method proposed by Sibly and Smith would produce the same outcome as the traditional method. Royama (1996) conÞrmed the statistical validity of the Podoler-Rogers method but asserted that key factor analysis provided no information about the causal mechanisms of population dynamics because it failed to recognize stages that had important effects on overall population trends. Royoma cautioned that the role of mortality factors in determining population ßuctu-ations must be carefully examined beyond their contribution to the variance of total mortality.
Several aspects of the key factor analysis by Knutson and Gilstrap (1990a) make it difÞcult to determine what stages are most responsible for annual variance in mortality. Within each year, data were collected from two different Þelds, and Þelds in all years spanned over 100 km. Because data were not collected from a single location over a long period of time, spatial effects may have confounded presumed temporal effects (Varley and Gradwell 1970) . The analysis also was conducted separately for each generation and did not include adult mortality. If all available mortality data for an annual cycle are included (Table 1) , apparent mortality of Þrst-generation adults becomes the key factor. Although the diapausing larvae stage, indicated as the key factor in the analysis by Knutson and Gilstrap (1990a) of the overwintering generation, still has a relatively large effect, egg mortality, implicated as the key factor in the Þrst generation, becomes relatively unimportant. Because k-values for overwintering-generation adults could not be calculated for individual Þelds, they could not be included in the analysis, and this omission could also have a signiÞcant impact on the results. If one accepts the validity of the key factor analysis, adult stages omitted from the original analysis are likely to have the largest impact on population change. Density Dependence. Knutson and Gilstrap (1990a) tested mortality in each life stage for density dependence using the method of Varley and Gradwell (1968) . In this method, log density of survivors of an age interval is regressed against log density of those entering the interval. Density dependence is shown if the slope is signiÞcantly different from one. The mortality of medium larvae in the Þrst generation was determined to be signiÞcantly density-dependent (slope ϭ 1.07; r 2 ϭ 0.99; P ϭ 0.001). However, it appears that the signiÞcant result was due primarily to the very low variance around the regression line. There is no apparent reason why mortality in this stage should be density-dependent. The size of the difference of the slope from one was very small, indicating that the density dependence was very weak and not likely to be biologically signiÞcant. In addition, mortality with a slope higher than one indicates inverse density dependence, which would tend to destabilize population levels. Thus, even if survival of Þrst-generation medium larvae had a nontrivial, density-dependent effect, it would not contribute to establishing an upper limit to population size.
The large-larval stage of the overwintering generation was strongly density-dependent (slope ϭ 0.49; r 2 ϭ 0.91; P ϭ 0.003). Because there is only enough space in the overwintering site in the maize root crown for one diapausing larva, intense contest competition in the form of cannibalism occurs among large, prediapausing larvae (Davis et al. 1933 , Wilbur et al. 1950 , Rolston 1955 , Breden and Chippendale 1989 . Regardless of how many last-generation larvae are present initially in a maize plant, the number of larvae is always reduced to one by the end of the large larval stage. This type of mortality would be expected to be strongly density-dependent. Thus, of the factors showing density dependence, it appears likely that only cannibalism, which occurs in the large-larval stage of the overwintering generation, has the potential to place an upper limit on population size in the Texas High Plains.
Variation in Mortality Factors
Because the life tables of Knutson and Gilstrap (1990a) were developed over a short period in a relatively small part of the range of D. grandiosella, it would be beneÞcial to assess the generality of their estimates of fecundity and mortality during speciÞc stages at other locations and in other years. Davis (1965) measured the fecundity of females eclosing from pupae and late-instars collected from maize Þelds in Mississippi, where three generations occur per year. Overwintering-generation (i.e., thirdgeneration) females produced a mean of 340.9 eggs (SD ϭ 82.3; N ϭ 14), which was not signiÞcantly different (t ϭ 0.827; df ϭ 70) from 384 eggs (SD ϭ 190; N ϭ 58) for overwintering-generation (i.e., secondgeneration) females measured by Knutson and Gilstrap (1990a) in the Texas High Plains. First and second-generation females in Mississippi produced 367.9 (SD ϭ 72.4; N ϭ 12) and 400.9 (SD ϭ 96.2; N ϭ 14) eggs, respectively, compared with 498 eggs (SD ϭ 206; N ϭ 22) for Þrst-generation females in Texas. Firstgeneration fecundity in Texas was signiÞcantly different from fecundity in Mississippi for the Þrst generation (t ϭ 2.105; df ϭ 32; P Ͻ 0.05) but not for the second (t ϭ 1.647; df ϭ 34). Davis (1965) also measured viability of eggs laid by the second-generation and found 91.4% to be fertile, a value considerably lower than the 100% viability observed by Knutson and Gilstrap (1990a) for eggs laid by the Þrst-generation in Texas.
If the lower viability observed in Mississippi applied to the Þrst generation as well as the second, mean viability of Þrst-generation eggs per generation (E) measured in Mississippi would be 168, versus a value of 249 calculated from Þrst generation data measured in Texas. Although this difference is not negligible, when expressed as a k-value (i.e., -log[168/249] ϭ 0.171), it is relatively small compared with variation among Þelds and years for mortality in other stages (Table 1) . Thus, geographic variation in fecundity is not likely to have as important an impact on population dynamics as variation in some mortality factors.
For the life stages in the Þrst generation, the life tables of Knutson and Gilstrap (1990a) provide the only estimate of mortality in the literature. Although there is likely to be some geographic variation in Þrst-generation egg through pupal mortalities, their magnitudes are relatively low compared with overwintering-generation stage mortalities (Table 1) . Because of the small size of their mortalities, those stages are unlikely to be key factors, and there is no known mechanism operating that is likely to produce strong density dependence. So, geographic variation in mortality in those stages is likely to be relatively unimportant compared with that of the overwintering generation. Moulton et al. (1992) measured the survival of overwintering-generation larvae in southwest Kansas. Although they divided larval development into two stages rather than the three used by Knutson and Gilstrap (1990a) , the sum of all nondiapausing larval stages can be compared. Total k-values calculated from the data of Moulton et al. (1992) are 1.32 and 0.721 (mean ϭ 1.02) for 1983 and 1984, respectively, compared with a mean of 1.106 (SD ϭ 0.116) from the life tables in Knutson and Gilstrap (1990a) . Because these similar estimates were all from the western Great Plains region, values may differ in other parts of the range, particularly in Mexico, where prediapause larval cannibalism is less prevalent (Tarpley et al. 1993) . Stewart and Walton (1964) examined the effect of host age on the survival of neonate overwinteringgeneration larvae. They measured the survival of 10-d-old larvae on maize plants at the whorl (early vegetative) and dough (mid-reproductive) stages. Mortality on whorl-stage maize had a k-value of 0.409, comparable with the value for small larvae in the overwintering generation (Table 1 ). In contrast, the k-value on dough-stage plants was 1.10, indicating that variation in the maize planting date among Þelds, years, or regions can result in substantial variation in mortality for this stage.
One would expect mortality during the diapausing larvae stage to vary highly in different parts of the range of D. grandiosella for two reasons. In western Kansas, mean minimum January temperatures fall as low as Ϫ11ЊC, while in the southeastern part of the range, mean minimum January temperatures do not fall below 0ЊC (Baskauf 1999) . Therefore, mortality due to low winter temperatures would be expected to differ geographically. Predation by the ßicker Colaptes aruaus (L.) in Kansas (Wilbur et al. 1950 ) and the Texas High Plains (Knutson 1987, Knutson and Gilstrap 1990a ) is insigniÞcant. In contrast, heavy ßicker predation has been observed throughout the eastern portion of the range of the southwestern corn borer in the central United States, including Mississippi (Black et al. 1970 , Davis et al. 1973 , LA (Floyd et al. 1969) , AR (Wall and Whitcomb 1964) , and southeast Missouri (Langille 1975) . I have observed peck holes typical of ßicker predation in middle Tennessee and western Kentucky (unpublished data).
Calculation of Flicker Predation Mortality. Flicker predation has been assessed at a number of locations by recording the status of maize stubble during the winter. From these observations, the extent of nonpredation mortality can be inferred as well. Generally, nonpredation mortality has been presumed to be due to abiotic causes (i.e., weather). However, mortality from disease and parasitism cannot be precluded from this type of observation. The extent of mortality resulting from ßicker predation and nonßicker causes is summarized in Table 2 . The presence of an overwintering chamber indicates infestation at the beginning of the larval diapause stage, and counts of chambers containing live larvae or those having peck holes characteristic of ßicker predation are used to calculate mortality. Survival and mortality are placed on a relative basis by calculating, from the counts, the fraction of stalks in each category. The fraction of infested stalks containing live larvae represents relative survival on the sampling date. Mortality calculated from stalk counts is cumulative from the beginning of the overwintering stage, since it is not possible to determine when the mortality occurred directly from the counts. The fraction of infested stalks exhibiting peck holes represents cumulative relative predation mortality, and the fraction without peck holes but empty or containing dead larvae represents cumulative relative nonpredation mortality. When s x is derived from relative survival rather than direct census data, it is calculated from the relative survival at the end of an interval divided by the relative survival at the beginning of the interval.
The simultaneous occurrence of ßicker predation and mortality from nonpredation causes (e.g., Fig. 3 ) complicates calculation of their severity. When a mortality factor operates alone, calculated relative mortality is higher than it would have been if the mortality factor acted with the same severity simultaneously with another factor. This result is true because when acting alone, the factor kills individuals that would have been killed during the interval by the other factor if it had been present. The effect that a factor would have acting independently must be known to make a valid comparison of its geographic variation. I have developed a mathematical algorithm to estimate what the cumulative relative mortality of a factor would have been in the absence of a second factor operating simultaneously (Appendix 1). Alternatively, the independent effect of a factor can also be measured directly by an experimental manipulation that eliminates the other factor (e.g., residual mortality measured in ßicker exclusion cages).
In contrast, when the two mortality factors operate sequentially during a life stage, the relative mortality due to each factor can be calculated directly by calculating s x over the interval during which the mortality occurred. For example, in northeast Louisiana, from 1967 to 1968 (Floyd et al. 1969) , there was no consistent increasing trend in cumulative relative residual mortality beyond the date when cumulative ßicker predation increased above 10% (Fig. 4) . If one assumes that the Þnal residual mortality of 0.196 occurred during an interval before bird predation, the relative survival at the end of the interval was 1.0 Ð 0.196 ϭ 0.804, s x was 0.804, and the k-value was 0.095. Cumulative bird predation on the Þnal date was 0.691; assuming that this occurred after residual mortality, Þnal relative survival was 0.804 Ð 0.691 ϭ 0.113, s x was 0.141, and the k-value was 0.852.
Characteristics of Flicker Predation. Flickers are intelligent generalist predators. Therefore, it is reasonable to expect that when the density of live larvae d Based on periodic counts from 100 stalks in each of Þve Þelds, fraction of stalks infested not known (see also Fig. 3 ). e Value may be an underestimate because it does not include mortality after Feb. 2 when the number of surviving larvae was so low that an accurate assessment of relative mortality was not possible.
f This value does not necessarily represent survival after ßicker predation because additional non-predation mortality may have occurred between the end of ßicker predation and the measurement (see text).
g Periodic samples of 29 to 56 infested stalks through the winter from the same Þeld. h Periodic samples of 93 to 99 infested stalks through the winter from the same Þeld (see also Fig. 4) . i Based on trend in Fig. 4 (Wall and Whitcomb 1964) . Points represent mortality of preceding interval. 500 stalks examined per sample; infestation rate not given. remaining in a Þeld falls below some threshold, it becomes inefÞcient for them to continue searching for larvae, and they switch to searching for another food source (i.e., they should exhibit a type III functional response [Ricklefs 1990] ). This type of behavior produces density-dependent mortality that can be classiÞed as compensating (i.e., population size is reduced to a particular limit regardless of the initial size [Varley et al. 1973] ). None of the studies was designed speciÞcally to test for density dependence of ßicker predation. Too few samples were taken for an accurate assessment of the population density at the end of predation to produce a powerful enough test to show signiÞcant density-dependence. However, the data do generally support the existence of a postßicker-predation density limit.
Most populations in Louisiana and Mississippi were reduced to similar Þnal densities after predation (Table 2). A large number of Þelds throughout Arkansas were surveyed in 1962 and 1963 (Wall and Whitcomb 1964) , but because the infestation rate was not published, the fraction of total stalks with surviving larvae cannot be calculated. In the one Arkansas Þeld where mortality was monitored all winter, no live larvae were found in April. However, it is not clear when ßicker predation ended there and whether nonpredation mortality further reduced the population density between the end of predation and the Þnal sampling date. Among the Þelds summarized in Table 2 , the mean percentage of the total stalks in the Þelds containing live larvae following ßicker predation was 3.01 (N ϭ 14 Þelds, SD ϭ 2.68), excluding the Arkansas value. If ßicker predation is density-dependent and compensating, then this value represents the approximate population density imposed by ßicker predation.
Although the k-value estimates for ßicker predation in Table 2 were relatively consistent among years and regions, this consistency is probably due to the choice of study Þelds rather than to a characteristic of the predation itself. In general, the Þelds chosen for sampling in the studies were infested heavily, with most stalks showing evidence that overwintering larvae had been present. A reduction of density by predation of about one order of magnitude (e.g., from Ϸ30% to a threshold of Ϸ3%) corresponds approximately to the observed k-values near one. If study Þelds had been infested lightly (e.g., Ͼ 5%), then the calculated predation would have probably been much less.
Population Growth Rates of D. grandiosella
Because its range extension into the central Unites States is well-documented, D. grandiosella provides an excellent opportunity for modeling a biological invasion. A fundamental population growth parameter required for this modeling is the intrinsic rate of natural increase, r m (Southwood 1978) , which represents the stable maximum growth rate of an increasing population under Þeld conditions. The r m is achieved at low densities, as would occur following colonization of a new area or in the early period of a recovery following a population crash and can be calculated directly from a life table constructed for a growing population far below its carrying capacity. If r m is intended to represent overall annual population growth, then for multivoltine insects that have high seasonal variation in mortality among generations, the calculation of r m should span an entire year. It should be noted that r m is not the maximum possible growth rate under optimal growth conditions, but rather is the maximum growth rate that can be achieved under given natural conditions. Knutson and Gilstrap (1990a) .25) annually. However, the lack of obvious population growth in Fig. 2 suggests that the product for the two generations should instead be near one. Their much higher value is a result of not including any mortality between adult eclosion and oviposition in the l x column of their table. Because D. grandiosella has discrete generations and is semelparous, R 0 can be calculated without using the more complex life table method, but rather by calculating using equations one and two, and the E and k-values discussed previously, including the estimates for adult mortality. Calculation by this method produces values of (ϭ e r ) equaling 4.56 for the Þrst generation and 0.219 for the second. The product of these revised values of (i.e., R 0 ) equals precisely one because the method of estimating the k-value for mortality of overwintering-generation adult omitted by Knutson and Gilstrap (1990a) assumes stable populations (i.e., no population growth).
Because these estimates are for a somewhat stable population near its carrying capacity, they do not directly provide an estimate of r m . However, an estimate can be derived indirectly from a stable population if density-dependent factors are identiÞed and measured. Consider a univoltine insect affected by at least one constant density-independent mortality factor and a single density-dependent mortality factor that has a negligible effect at a low density. Assume that there is no interaction between the densitydependent and density-independent factors. When the density is low, r m ϭ ln(E) Ð K i ln(10) [5] where K i is the sum of the density independent mortality factors, and E is as deÞned in equation two. As the population grows, the k-value of the densitydependent factor will increase until the population reaches its carrying capacity and the growth rate declines to zero. At that point, where k d is the k-value of the density-dependent factor at the carrying capacity. Combining equations Þve and six results in
Equation seven would apply to a multivoltine insect if r m was on an annual basis and there was only one density-dependent factor operating per year. The Þ-nite capacity for increase (Southwood 1978 ) is the multiplication per generation based speciÞcally on r m . I shall refer to it in subscripted form, m , to differentiate it from for individual generations and to indicate that it is calculated on an annual basis. Combining equation seven with equation one simpliÞes to
Based on the previous analysis, the large larval stage of the overwintering generation is the only stage of D. grandiosella likely to show sizeable density-dependence in the Texas High Plains. If this mortality is due primarily to cannibalism, its magnitude would probably be small at low densities because the probability of two larvae occurring in the same stalk at the beginning of that stage would be highly reduced. It is also unlikely that the propensity towards cannibalism would interact with other mortality factors because cannibalism nearly always occurs when two or more prediapause larvae coexist in the same stalk but cannot occur if there is only one larva per stalk. Under these conditions, D. grandiosella in the Texas High Plains meets the assumptions previously mentioned for calculating r m from a stable population. Because the kvalue of the prediapausing large larvae of the overwintering generation in the Texas High Plains was 0.318, m calculated from equation eight would have a value of Ϸ2.08.
This value may be an underestimate because cannibalism occurs in stages earlier than the large larval stage (Tarpley et al. 1993) . However, the tendency towards cannibalism is highest in the last instars (Tarpley et al. 1993) . The large larval stage is also the stage in which larvae are most likely to encounter each other in the maize plant because that is when they tunnel to the root crown to construct their overwintering chamber (Chippendale 1978) . Both these facts would tend to minimize the amount by which the k-value was underestimated. The value of m would tend to be overestimated to the extent that the mortality in the large larval stage resulted from sources other than cannibalism. The life tables of Knutson and Gilstrap (1990a) show signiÞcant mortality in the large larval stage as the result of epizootics of the fungal pathogen, Beauveria bassiana (Balsoma) Vuillemin. However, because these epizootics are supported by high populations of D. grandiosella (Knutson and Gilstrap 1990b) , their effect would probably be minimized at low density, decreasing the extent to which they cause m to be overestimated.
The accuracy of the m estimate of 2.08 depends on the validity of assumptions implicit in the derivation of equation seven. Equation six assumes that the population is at carrying capacity and has a net growth rate of zero. A growing population would have a positive value on the left side of equation seven, making r m higher than k d ln(10) in equation eight, causing m to be underestimated. However, Fig. 2 indicates that a drastic violation of the zero growth assumption is unlikely. The accuracy of the m estimate also depends on assuming that the Þelds sampled to estimate k d were representative of the regional population. Equation seven essentially shows that when a population is at carrying capacity, population increases occurring during the part of the season, which under low density conditions would result in overall annual population growth (i.e., r m ), are canceled out by the action of the density-dependent mortality factor [i.e., k d ln (10)]. However, if the Þelds used to estimate k d had higher than average population densities in the early part of the season, then net migration out of the Þeld would result in an underestimate of k d . The net emigrants that would have been killed in that Þeld by the density-dependent mortality factor if they had remained there were instead assigned to apparent mortality during the dispersal stage (i.e., adult). Conversely, sampling Þelds with lower than average densities would result in an overestimate of k d and subsequently of m .
It has already been noted that Knutson and Gilstrap (1990a) chose study Þelds likely to have had higher Þrst-generation populations than average for the region. Thus, the actual m value for the Texas High plains would be expected to be larger than 2.08. At the extreme, if all the apparent adult mortality were actually a result of emigration and should have been included in the value of k d ln(10), then m would have been underestimated by a factor more than 300 (i.e., 10 raised to the power of the total k-values for adult mortality). Direct calculation of m from population censuses in the absence of density-dependent factors could establish where the actual value falls in the range of 2.08 to more than 600. Because populations of D. grandiosella are probably not currently growing in the absence of density-dependant factors in most parts of their range, measuring m directly in the Þeld now would be difÞcult. However, surveys of population density made during the invasion of the central United States by the species provide a way of estimating the actual m rate, assuming that fecundity and mortality rates there are similar to those in Texas.
Data from historical records must meet several criteria before they can be used to estimate m . At least two consecutive annual mean density measurements are needed to estimate m . In addition, sufÞcient information must be available to indicate that the population growth was not limited by density-dependent factors during the intervening year. This result would be the case if previous surveys showed that the location had not been infested previously and if later surveys show that the two density measurements were well below the carrying capacity for that area (i.e., that population density was low enough to assume densitydependent factors were negligible). Finally, it must be known whether two generations typically occur in that area.
In 1946, Okmulgee, Tulsa, and Hughes Counties, OK were newly invaded by D. grandiosella (Walton and Bieberdorf 1948) . In Okmulgee County, the average percent of stalks infested in the fall of 1947 was 2% (Walkden 1948) and in the fall of 1948 it was 18% (Walkden and White 1948) , which corresponds to m ϭ 9. Tulsa and Hughes Counties had Ͼ 1% infestations in 1947 (Walkden 1948 ) and infestations of 12% and 15%, respectively, in 1948 (Walkden and White 1948) , providing m estimates Ͼ 12 and 15. Walton and Bieberdorf (1948) reported that in Payne County, located two counties west of Tulsa and Okmulgee Counties, most larvae of the overwintering generation entered diapause in most years, so these values probably represent an estimate of m for two generations.
Scott and Mississippi Counties, MO were Þrst infested by D. grandiosella in 1962, with average girdling rates for Þve Þelds in each county of 0.2 and 0.4%, respectively, in the fall (USDA 1962) . Girdling is an easily recognized, stalk-reaming behavior characteristic of prediapausing D. grandiosella. Girdling rates in fall 1963 were 2.2% for Scott County and 2.0% for Mississippi County ( USDA 1964a) . In 1964, the respective girdling rates were 9.2 and 19.2% ( USDA 1964b) , indicating that densities in 1963 had not reached carrying capacity. The 1962 and 1963 values of girdling rates produce m values of 11 for Scott County and Þve for Mississippi County. In southeastern Missouri, part of the overwintering generation of D. grandiosella enters diapause and part completes development to produce a third generation (Chippendale 1982) . Thus, the m -value represents at least two generations, but because the survival rate of the partial third generation there is not known, it could either increase or decrease m over what it would have been with only two generations.
Because the m value of Ϸ10 estimated for Oklahoma and Missouri is larger than 2.08 estimated for the Texas High Plains, suggests that either density-independent mortality was somewhat higher in Texas or that the assumption of representative sampling used to arrive at the Texas estimate was violated to some extent. If density-dependent mortality was the same, then the amount that m was underestimated (a factor of Þve) provides an estimate of how much the k-values of adult mortality may have been overestimated: log 10 (5) or Ϸ0.7.
Discussion
We assess whether sources of mortality are large, key, or density-dependent factors to attempt to identify those that are "important." But what aspect of these characteristics makes them "important"? Fundamentally, we would like to know what causes an insect to be abundant or scarce in different areas, and what causes its population in a particular area to vary within a season or from year to year. For an agricultural pest such as D. grandiosella, understanding these population dynamics can have important consequences if it allows us to manipulate conditions to minimize the damage to crops.
Density-dependent factors are important because they are assumed to be the mechanism by which a stable limit to population size can be established (Hassell 1985) . Because cannibalism and ßicker predation, the likely density-dependent factors for D. grandiosella, are predicted to be nearly compensating (i.e., following their action they lower the population to a Þxed limit) at high densities, changes in seasonal population density can be predicted fairly easily (Fig. 5) . Regardless of how high populations of D. grandiosella increases during earlier stages in the summer, cannibalism occurring in the fall during the large larval stage of the overwintering generation limits their population density to one larva per plant. In Fig. 5 , predicted population density for the Texas High Plains was set at one larva per plant following cannibalism. The average k-values from Table 1 and mean viable eggs per adult from Knutson and Gilstrap (1990a) were then used to predict changes in population densities in Texas over the annual cycle. Heavy infestations (Ͼ 1 larva per plant) were predicted to occur when the economically damaging girdling behavior occurs (i.e., just before the onset of cannibalism). This prediction is consistent with the high densities that actually occur in that area.
Although cannibalism would also limit the density to one larva per plant in southern Indiana and northwestern Kentucky, ßicker predation there probably prevents densities from getting that high. When population density following winter ßicker predation was set at the presumed limit imposed by densitydependent ßicker predation (i.e., 0.03 larvae per plant), and k-values and viable eggs per adult were assumed to be the same as in Texas for all stages except cannibalism, the density before cannibalism was predicted to be Ϸ0.21 larvae per plant. That is a typical density for that area in the early fall (Baskauf 1999) , and it is low enough to predict that cannibalism would have a negligible affect.
The phenology of D. grandiosella in Mississippi differs signiÞcantly from Texas and Indiana/Kentucky because a complete third generation typically occurs in Mississippi. In Fig. 5 , population density was set at 0.03 larva per plant following winter ßicker predation, and k-values and viable eggs per adult were assumed to be the same as in Texas for all stages of the Þrst and last generation, except cannibalism. In addition, second generation values were assumed to be the same as the Þrst. Because of this additional generation, density before cannibalism in Mississippi was predicted to be much higher (Ϸ1 larva per plant) than in Indiana/ Kentucky, even though densities after winter were the same.
Although the actual situations in these regions would be more complex because rates of population change vary both among Þelds and from year to year, this simpliÞed analysis suggests reasons for the otherwise puzzling differences in abundance among parts of the range of D. grandiosella in the United States. Both the Texas High Plains and southern Indiana are areas where D. grandiosella is bivoltine and where host (maize) density is high. Yet, D. grandiosella is extremely abundant in the Texas High Plains and not in southern Indiana. This analysis suggests that the reason for this is the absence of signiÞcant ßicker predation in Texas. In Mississippi, ßicker predation is present, as it is in southern Indiana, yet D. grandiosella is much more abundant in Mississippi than in southern Indiana. This difference can be explained by the additional reproductive episode in Mississippi.
Despite the differences among the three regions discussed previously, this analysis suggests that they possess a common characteristic: in general, population density is limited by a critical compensating density-dependent factor (i.e., cannibalism in Texas and ßicker predation in the eastern states) acting near the end of the annual cycle. Regardless of how favorable conditions are during the growing season, densities at the end of the year cannot exceed the limits imposed by the critical density-dependent factor for that area. Thus, it is not possible for D. grandiosella to have "outbreaks" where population densities increase by orders of magnitude over several years. The m value of Ϸ10 also indicates that populations should be able to recover rapidly following a catastrophe, such as an unusually cold winter. These characteristics predict that average population densities of D. grandiosella in particular regions should remain relatively stable over a number of years. This prediction is consistent with published long-term abundance records, such as those in the Cooperative Economic Insect Reports.
A number of studies have measured the individual causes of D. grandiosella mortality with the presumed goal of identifying those that are important for controlling the species. From the discussion previously mentioned, it should be apparent that no mortality factor other than the critical density-dependent factor for a region "controls" the overall population density over several years. What the nondensity-dependent mortality factors do is to affect the population size during the remainder of the particular season in which they occur until the critical density-dependent factor occurs again. This effect has important implications because it means that the timing of the mortality is as important as its magnitude. For example, assume that an agricultural control method that produces a sizable k-value of 0.2 could be applied to the D. grandiosella population in a Þeld in Mississippi during any time of the year. If that mortality occurred in an early stage of the overwintering generation, it would produce a population decline that would directly decrease the number of large larvae that could produce girdling damage in that same Þeld.
However, if that same mortality occurred after girdling but before ßicker predation, it would have virtually no impact in reducing economic damage anywhere the next year because the larvae that were killed would have been eaten by ßickers anyway. If the control measure were applied during the second generation, it would reduce the overall D. grandiosella population in the area somewhat, but the reduction of girdling damage in that particular Þeld would be limited because of the redistribution of individuals among Þelds as the second-generation females dispersed to oviposit. Applying the control measure during the Þrst generation would have even less effect on that particular Þeld because two episodes of dispersal would occur before girdling.
If a mortality source applies to all Þelds in the region, its timing has no effect as long as it occurs after the critical density-dependent factor and before the economic damage occurs. In these cases, the larger the mortality, the higher the effect it has on population reduction. In the Texas High Plains, the largest source of mortality in the life cycle of D. grandiosella appears to be adult mortality. The analysis summarized in Table 1 estimated a total k-value for both generations of 2.49, and although the analysis of population growth rates suggests that this estimate may be as much as 0.7 too high, mortality in the adult stage would still dwarf any other single factor. In other areas in which maize density is lower and females are more likely to disperse without Þnding suitable host patches, mortality from this source could be even higher. The key factor analysis also shows that mortality of Þrst-generation adults perturbs local populations more than any other stage (Table 1) . Not only is dispersal of adults important because of the signiÞcant mortality that accompanies it but also because of the role it plays in population redistribution. Yet, there are no published studies of this important phenomenon for D. grandiosella.
Nonpredation mortality during the diapausing stage can be large, with estimated k-values as high as 0.824 (Table 2) . It also has the second largest impact on population ßuctuations (key factor analysis, Table 1 ). However, it has the potential to have an even higher impact than indicated by the studies cited here because in these studies, stubble was generally left undisturbed to facilitate sampling. Because uprooting stubble has highly increased mortality during the diapausing larvae stage in both the northern (Wilbur et al. 1943 ) and southern (Henderson and Douglas 1967) parts of the range of D. grandiosella, the values for residual mortality in Table 2 probably underestimate the factor in areas where widespread cultural control is practiced.
In the northern part of the range of D. grandiosella, low temperatures are presumed to cause most nonpredation mortality in the diapausing larvae stage (Chippendale 1979) . However, because high nonpredation mortality also may occur in the south (e.g., Mississippi 1969 to 1970 in Table 2 ) and that in some years much of this mortality occurs before the coldest part of winter (e.g., Fig. 2) , it is likely that nonpredation mortality has multiple causes, including pathogens (Inglis 2000) . Despite the probable importance of nonpredation mortality during diapause, there are no rigorous Þeld studies in the literature that attempt to assign this mortality to any speciÞc causes.
Conclusions
Although a large amount of effort has been expended to study D. grandiosella in the Þeld in the last 70 years, little is known about what the analysis here suggests are the factors that cause the most mortality and those that are the most important for limiting population size. The results of this analysis suggest several areas that merit research. Flicker predation should be measured in a way that is designed specifically to determine if it is density dependent and compensating, as this analysis suggests. It should also be determined why ßickers are not signiÞcant predators of D. grandiosella in the Texas High Plains, despite their presence there. Field studies should be conducted to clarify the speciÞc causes of nonpredation mortality of overwintering larvae and the timing of this mortality relative to ßicker predation. Finally, adult female dispersal and the causes of mortality during that stage should be studied. Not only might an improved understanding of this stage suggest ways that it might be targeted for management purposes, but basic knowledge of how dispersal affects population dynamics would be increased as well. been present is calculated by subtracting the estimated independent mortality from one. The period during which mortality occurs is divided into N small intervals (e.g., 500). During each small interval, the fraction of the population surviving to the end of the interval is calculated by multiplying the fraction alive at the beginning of the period by s x 1/N. The fraction of the population dying from that factor during the interval is calculated and added to a subtotal. This process is repeated for the other factor as well as for combined mortality (using the product of the two s x values) for each interval.
At the end of the N intervals, the mortality totals for both mortality sources are summed and compared with the total for the combined mortality rate. When the two totals are sufÞciently alike, the process is stopped. Otherwise, a new estimate of each independent mortality source is made by multiplying the previous estimate by the ratio of the relative mortality for that source observed in the Þeld over the mortality total for that source calculated in the last iteration. A short BASIC language computer routine to do the calculations described previously is available from the author.
