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Abstract
We consider the field theory formulation for directed polymers and interfaces in the presence
of quenched disorder. Using the distributional zeta-function method we obtain the average free
energy for both systems. In the average free energy appears a series in which all the integer
moments of the partition function, i.e., the replica partition functions, of the model contribute.
Using the saddle-point equations derived from the replica partition function, for polymers at finite
temperature, we proved that the symmetry among replicas must be broken. In the case of an
interface, using the saddle-point equations and choosing the replica symmetry ansa¨tze, we show
that the Gaussian approximation is exact. As an application of our approach, we calculated the
wandering exponent for d = 3 for high temperatures. In the case of adopting another structure
in replica space, different from the replica symmetric ansa¨tze, we discuss briefly a spontaneous
symmetry breaking phenomenon with breaking of the replica symmetry.
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1 Introduction
The statistical mechanics of random surfaces and membranes, or more generally of extended
objects, make possible to the community to explore new ideas, since new mathematical tools
are required to investigate them [1]. One of the simplest example of a tethered surfaces are the
polymers, which are macromolecules with string-like shape [2–4]. These objects display certain
universal properties that do not depend on their microscopic structure. For example, a complex
fluid has complex physical and mechanical response to external fields. In the presence of external
fields, these objects can behave like a liquid or a solid, concerning its dynamical properties, so that
the viscoelasticity is an example of such behavior. In the 70’s functional methods with the saddle-
point approximation formed the basis of the self-consistent field theory in the polymer physics.
Using field theory methods it was shown that certain models of polymers can be discussed by a
classical field theory [5–7]. Moreover, using the Cole-Hopf transformation, an important stochastic
nonlinear partial differential equation modeling surface and interface growing processes can be
mapped into the equilibrium statistical mechanics of directed polymers [8–10].
In this paper we are interested to compute the average free energy of directed polymers and
interfaces in random media. For simplicity we assume that the fluctuating linear object is confined
to a plane. Directed polymers in the presence of a quenched random potential describes, for
example, the behavior of a linear elastic objects with no self-intersections in a porous medium and
also the polymer behavior in poor solvents [11,12]. The generalization to more complex extended
objects is straightforward [13–19]. We also consider a d-dimensional manifold with internal points
x ∈ Rd, embedded in an external D-dimensional space with position vector ~r (x) ∈ RD, where
D = d+N . For oriented manifolds, the set of N transverse coordinates describes the fields of the
model. Here we are interested in the case N = 1. In this case we have an interface in a quenched
random potential, i.e., we are considering in this case a d-dimensional manifold in a D = d + 1
dimensional space. A crucial point in these systems with disorder is the fact that one needs to take
into account not only the configurational average of the Boltzmann weight, but also average over
all the realizations of the disordered variables. For quenched disorder, one is mainly interested in
averaging the free energy over the disorder, which amounts to averaging the log of the partition
function. A well know technique for computing the average free energy is the replica method, that
has already been used to study field theory of random manifolds [20–25].
Recently it was introduced a distributional zeta-function to study systems with quenched
disorder [26,27]. This terminology is in light with this function’s similarity with the zeta-functions
and the use of a probability distribution to define it. The derivative of this function at the
origin yields the average free energy of the underlying system with quenched disorder. In the
average free energy of a system with a quenched disorder appears by a series in which all the
replicas contribute. This method is inspired in the use of spectral zeta-functions in Euclidean field
theory [28–32] that can be used, for example for computing the renormalized vacuum energy of
quantum field in the presence of boundaries. Although different global methods can be used to
obtain the Casimir energy of quantum fields, as for example an exponential cut-off or an analytic
regularization procedure [33–36], the spectral zeta-function method is powerful, elegant and widely
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used in quantum field theory [37–40]. In this work we are interested to use an alternative approach,
the distributional zeta-function method to find the average free energy of directed polymers and
fluctuating interface in a quenched random potential.
The organization of this paper is as follows. In section II we introduce the distributional zeta-
function and compute the derivative of the distributional zeta-function at the origin in order to
obtain the average free energy of the system with quenched disorder. In section III we discuss the
one dimensional field theory in the presence of a quenched disorder. In section IV the average free
energy associated to a fluctuation manifold in the presence of a quenched disorder is presented.
Using the saddle-point equations of the model, and the replica symmetry ansa¨tze, we show that the
Gaussian approximation is exact. As an application of the method, we calculated the wandering
exponent for d = 3. Conclusions are given in section V. We use ~ = c = kB = 1.
2 The distributional zeta-function method
Our motivation for this section is to use the distributional zeta-function method, discussed
before in the soft random field Ising model, for the problems of directed polymers and interfaces
in disordered environments. The translation of the derivation from one kind of system to the
others can not present any difficulty.
Recall that a measure space (Ω,W, η) consist in a set Ω, a σ-algebra W in Ω, and a measure
η in this σ-algebra. Given a measure space (Ω,W, η) and a measurable f : Ω→ (0,∞), we define
the associated generalized ζ-function as
ζ η,f (s) =
∫
Ω
f(ω)−s dη(ω)
for those s ∈ C such that f−s ∈ L1(η), where in the above integral f−s = exp(−s log(f)) is
obtained using the principal branch of the logarithm. This formalism encompasses some well-
known instances of zeta-functions:
1. if Ω = R+, W is the Lebesgue σ-algebra, η is the Lebesgue measure, and f(ω) = ⌊ω⌋ we
retrieve the classical Riemann zeta-function [41, 42];
2. if Ω and W are as in item 1, η(E) counts the prime numbers in E and f(ω) = ω we retrieve
the prime zeta-function [43–46];
3. if Ω, W, and f are as in item 2 and η(E) counts the non-trivial zeros of the Riemann zeta-
function, with their respective multiplicity, we obtain the families of superzeta-functions [47].
4. if Ω, W, and f are as in item 2 and η(E) counts the eigenvalues of an elliptic operator, with
their respective multiplicity, we obtain the spectral zeta-functions [28–32].
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On way to compute the average free energy using the moments of the partition function
Z(L, y; v) is the standard replica method. Here we present an alternative procedure to find the
average free energy by means of a distributional zeta-function, adapted for our problem:
Φ(s) =
∫
[dv]P (v)
1
Z(L, y; v)s
, (1)
for s ∈ C, this function being defined in the region where the above integral converges and [dv]P (v)
is the probability distribution associated to the disorder. We will reproduce the steps discussed
before, proving that Φ(s) is well defined for Re(s) ≥ 0, that βFq = (d/ds)Φ(s)|s=0 and using
this equality for computing a series approximation for the average free energy Fq. We have that
Z(L, y; v) ≥ Z(L, y; 0) = C(L, y) > 0, where C(L, y) is a constant. In this case, Φ(s) is defined
for Re(s) ≥ 0, because∫
[dv]P (v)
∣∣∣∣ 1Z(L, y; v)s
∣∣∣∣ ≤
∫
[dv]P (v)
1
C(L, y)Re(s)
=
1
C(L, y)Re(s)
. (2)
Therefore, by Eq. (1), Φ is well defined in the half complex plane Re(s) ≥ 0 without resorting to
analytic continuations. Since −(d/ds)Z(L, y; v)−s|s=0+ = lnZ(L, y; v)1, we can write
Fq =
1
β
∫
[dv]P (v)
d
ds
1
Z(L, y; v)s
|s=0+ = 1
β
d
ds
Φ(s)|s=0+, (3)
where the second equality is justified by the fact that Z(L, y; v) ≥ C(L, y) > 0 and an application
of Lebesgue’s dominated convergence theorem. Direct use of Euler’s integral representation for
the gamma function give us
1
Z(L, y; v)s
=
1
Γ(s)
∫
∞
0
dt ts−1e−Z(L, y; v)t, for Re (s) > 0. (4)
Although the above Mellin integral converges only for Re(s) > 0, as Z(L, y; v) > 0, we will
show how to obtain from the above expression a formula for the free energy valid for Re (s) ≥ 0.
Substituting Eq. (4) in Eq. (1) we get
Φ(s) =
1
Γ(s)
∫
[dv]P (v)
∫
∞
0
dt ts−1e−Z(L, y; v)t. (5)
We already know that the distributional zeta function Φ(s) is defined for Re(s) ≥ 0. Now we
will use the above expression for computing its derivative at s = 0 by analytic tools. We as-
sume at principle the commutativity of the following operations, disorder average, differentiation,
integration if necessary.
1(d/ds)f |s=0+ stands for lims→0+ f(s)−f(0)s , whenever this limit exists.
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¿From the above discussion, it follows that the average free energy Fq can be written as
Fq =
1
β
d
ds
1
Γ(s)
∫
[dv]P (v)
∫
∞
0
dt ts−1e−Z(L, y; v)t|s=0+. (6)
To continue, take a > 0 and write Φ = Φ1 + Φ2 where
Φ1(s) =
1
Γ(s)
∫
[dv]P (v)
∫ a
0
dt ts−1e−Z(L, y; v)t (7)
and
Φ2(s) =
1
Γ(s)
∫
[dv]P (v)
∫
∞
a
dt ts−1e−Z(L, y; v)t. (8)
The average free energy can be written as
Fq =
1
β
d
ds
Φ1(s)|s=0+ + 1
β
d
ds
Φ2(s)|s=0 . (9)
The integral Φ2(s) defines an analytic function defined in the whole complex plane. In the inner-
most integral in Φ1(s) the series representation for the exponential converges uniformly, so that
we can reverse the order on integration and summation to obtain
Φ1(s) =
∫
[dv]P (v)
1
Γ(s)
∞∑
k=0
(−1)kak+s
k!(k + s)
Z(L, y; v)k. (10)
The term k = 0 in the above summations contain a removable singularity at s = 0 because
Γ(s)s = Γ(s+ 1), so that we can write
Φ1(s) =
as
Γ(s+ 1)
+
1
Γ(s)
∞∑
k=1
(−1)kak+s
k!(k + s)
EZ k, (11)
an expression valid for Re(s) ≥ 0. The function Γ(s) has a pole in at s = 0 with residue 1,
therefore
− d
ds
Φ1(s)|s=0+ =
∞∑
k=1
(−1)k+1ak
k!k
EZ k + f(a), (12)
where
f(a) = − d
ds
(
as
Γ(s+ 1)
)
|s=0 = −
(
ln(a) + γ
)
(13)
and γ is Euler’s constant 0.577 . . . . We have just shown that the contribution of−(d/ds)Φ1(s)|s=0+
to the average free energy (see Eq. (12)) can be written as a series in which all integer moments
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of the partition function appear. Although such a representation cannot be obtained, in general,
for the contribution coming from −(d/ds)Φ2(s)|s=0, we will show how to bound this contribution.
Using again the fact that Γ(s) has a pole at s = 0 with residue 1 and taking the derivative of the
product that defines Φ2 in Eq. (8), we conclude that
− d
ds
Φ2(s)|s=0 = −
∫
[dv]P (v)
∫
∞
a
dt
t
e−Z(L, y; v) t = R(a). (14)
Therefore, using again the assumption Z(L, y; v) ≥ C(L, y) > 0 we obtain the bound∣∣∣∣− ddsΦ2(s)|s=0
∣∣∣∣ ≤
∫
[dv]P (v)
∫
∞
a
dt
t
e−C(L,y) t ≤ 1
C(L, y)a
exp
(− C(L, y)a). (15)
Using the distributional zeta-function we are able to represent the average free energy by
Fq =
1
β
∞∑
k=1
(−1)kak
k!k
EZ k +
1
β
(
ln(a) + γ
)− 1
β
R(a), (16)
where the last term in the above equation obeys
|R(a)| ≤ 1
C(L, y)a
exp
(− C(L, y)a). (17)
The k-th moment of the partition function, with respect to the disorder’s probability distribution,
Zk = EZ
k, is known in the literature as the replica partition function. In the Eq. (16) the free
energy is independent of a. Since we are not able to estimate the contribution of R(a) to the
free energy, an approximation is necessary. The contribution of R(a) to the free energy can be
made as small as desired, taking a large enough such that C(L, y)a >> 1. For such choice, in
the representation of the average free energy the series contribution with also the log contribution
are dominant over the last term. In this representation for the average free energy, the terms
that contains the replica partition functions, EZ k, which are a-dependent, are the objects that
we are interested. The reason is that from the replica partitions functions we are able to generate
the correlations functions of the model under study. It is clear that these objects must be a-
independent, as this a-dependence can be absorbed in the functional measure.
3 The field theory in d = 1 with quenched disorder
Let us consider a directed polymer of length L, where for simplicity we assume that the
displacements of the polymer can occur in one direction. In the continuum approximation, the
Hamiltonian of the directed polymer can be written as
H(ϕ, v) =
∫ L
0
dx
[
c
2
(
dϕ
dx
)2
+ v
(
ϕ(x), x
)]
, (18)
5
where c is the linear tension of the polymer, x is the longitudinal coordinate (0 ≤ x ≤ L), and
ϕ(x) is the transverse displacement of the polymer with respect to the straight line. Finally,
v(ϕ(x), x) is the quenched disordered potential of the model. Some papers discussing the polymer
field theory are the Refs. [48–53]. In the literature there are different proposed to the probability
distribution associated to the disorder. A widely used probability distribution is the Gaussian
(normal) distribution with zero mean. We will take v(ϕ(x), x) to be a Gaussian random variable.
We also assume that v(ϕ(x), x) has zero mean and delta-correlated in the transverse direction.
Therefore
E
(
v(ϕ, x)
)
= 0 (19)
and
E
(
v(ϕ, x)v(ϕ′, x′)
)
= 2V (ϕ− ϕ′)δ(x− x′), (20)
where E(...) means the average over all realizations of the quenched random potential and V (ϕ−ϕ′)
stands for the correlation function of the model. The scaling relation defines the wandering
exponent. We have
E
[〈(ϕ(L)− ϕ(0))2〉] ∝ L2ξ,
where 〈...〉 is a thermal average, i.e., the configurational average of the Boltzmann weight. The
quantity E
[〈(ϕ(L)−ϕ(0))2〉] is the polymer mean squared displacement ϕ with length L where ξ
is the wandering exponent. The partition function of the model can be written as
Z(L, y; v) =
∫ ϕ(L)=y
ϕ(0)=0
[dϕ] exp
(−βH(v, ϕ)), (21)
where [dϕ] is a formal Lebesgue measure. The average free energy is defined as
Fq = − 1
β
∫
[dv]P (v) logZ(L, y; v), (22)
where [dv]P (v) is the probability distribution associated to the disorder. In order to obtain the
average free energy of the model we can use the replica method. For a recent application of this
method to study finite size effects in the random field Ising model see the Ref. [54].
To proceed, let Z k be the k-th power of the partition function, for k integer. In this case we
have a perturbative expansion of the average free energy given by Eq. (16). The k-th power of
the partition function Z k can be written as
(Z(L, y; v))k =
k∏
i=1
∫ ϕi(L)=y
ϕi(0)=0
[dϕi] exp
(
−β
k∑
a=1
H(ϕa, v)
)
. (23)
Averaging (Z(L, y; v))k over the disorder we obtain that the k-th moment of the partition function,
or the replica partition function, is given by
E(Zk) =
k∏
i=1
∫ ϕi(L)=y
ϕi(0)=0
[dϕi] exp
(−βHeff(ϕi, k)), (24)
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where the effective Hamiltonian Heff (ϕi, k) is
Heff (ϕi, k) =
∫ L
0
dx
[
c
2
k∑
i=1
(
dϕi
dx
) 2
− β
k∑
i,j=1
V
(
ϕi(x)− ϕj(x)
)]
. (25)
In order to proceed, we have to discuss the quantity V (ϕ(x) − ϕ′(x)) defined in the Eq. (20).
It is well know that the delta correlated potential V (ϕ) = uδ(ϕ) maps the replicated problem to
interacting quantum bosons. Using that V (ϕ− ϕ′) is given by
V (ϕ− ϕ′) = V0 − 1
2
u(ϕ− ϕ′)2, (26)
permits an entire analysis via replicas [53]. Since we are interested in a soluble model, we assume
that V (ϕ− ϕ′) is given by Eq. (26). Integrating by parts we can write that Heff = H(1)eff +H(2)eff ,
where
H
(1)
eff(ϕi, k) =
1
2
∫ L
0
dx
k∑
i,j=1
ϕi(x)
[(
−c d
2
dx2
+ βu
)
δij − βu
]
ϕj(x), (27)
and
H
(2)
eff =
∫ L
0
dx βV0. (28)
Studying the replica field theory for the problem of fluctuating manifold in a quenched random
potential, Me´zard and Parisi and others introduced a mass term in the effective Hamiltonian in
order to regularize the model [19, 55]. Indeed, in the high temperature limit, i.e., β → 0 the
operator (− c
2
d 2
dx2
+ βu) has the zero eigenvalue and therefore is not invertible. To circumvented
this problem, we are following the same idea introducing the term
1
2
∫ L
0
dx
[
ϕi(x)ω
2δijϕj(x)
]
.
Introducing this above discussed term in the effective Hamiltonian Heff and disregarding H
(2)
eff we
have
Heff(ϕi, k;ω) =
1
2
∫ L
0
dx
k∑
i,j=1
ϕi(x)
[(
−c d
2
dx2
+ ω2 + βu
)
δij − βu
]
ϕj(x). (29)
We would like to stress that this new model is no more the model used to describes directed
polymers. Only in the limit ω → 0 we recover the polymer field theory. In this case, a contribution
coming from the zero modes makes the free energy a meaningless quantity. To find the contribution
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to the k-th term, E(Zk) of the series that defines the quenched free energy, let us define the operator
Dij(x− y) in replica space. We have
Dij(x− y) = δd(x− y)
((
−c d
2
dx2
+ ω2 + βu
)
δij − βu
)
. (30)
With this definition we can write the Heff(ϕi, k;ω) as
Heff(ϕi, k;ω) =
1
2
∫ L
0
dx
k∑
i,j=1
ϕi(x)Dij(x− y)ϕj(x). (31)
Therefore, the contribution to the k-th term, E(Zk) of the series that defines the quenched free
energy can be written as
E(Zk) =
k∏
i=1
∫ ϕi(L)=y
ϕi(0)=0
[dϕi] exp
(
−β
2
k∑
i,j=1
∫ L
0
dx
∫ L
0
dy ϕi(x)Dij(x− y)ϕj(y)
)
. (32)
Substituting the above equation in the Eq. (16) we have the average free energy of the system. A
point that deserves be emphasized is the fact that the number of terms in the series that represent
the average free energy can be finite. For instance, we can use the saddle-point equation to find
a bound for k. Therefore, let us discus the saddle-point equations of the model. The saddle-point
equations are (
−c d
2
dx2
+ ω2 + βu
)
ϕi(x) = βu
k∑
j=1
ϕj(x).
Let us use the replica symmetric ansa¨tze, i. e., suppose that ϕi(x) = ϕ(x). For equal replicas the
saddle-point equation becomes(
−c d
2
dx2
+ ω2 + βu(1− k)
)
ϕ(x) = 0.
In the standard replica approach, in the limit when the number of replicas goes to zero, the
saddle-point equation reduces to the equation of the pure system. The situation is quite different
in the framework of the distributional zeta-function approach. The condition ω2 + (1− k)βu > 0
must be satisfied to have a physical theory. The symmetry among replicas in the replica space
must be broken. Our choice in the replica space is given by{
ϕi(x) = ϕ(x) for k < kc =
ω2
βu
+ 1,
ϕi(x) = 0 otherwise.
(33)
8
In the high-temperature limit (β → 0) all the integer moments of the partition function contribute
to the average free energy with equal replicas and our series representation is problematic. For
finite temperature we must have a replica symmetry breaking solution and a well behaved series
representation. Using Eq. (33), the part of the average free energy which contributes to the
two-point functions is given by
1
β
kc∑
k=1
(−1)kak
k!k
EZ k. (34)
Also, the domain of the validity for our approximation is related with the replica symmetry
breaking phenomenon. Since we are using the Eqs. (33), the series is convergent. In the next
section we study an interface. Using the saddle-point equations and choosing the replica symmetry
ansa¨tze, we will show that the Gaussian approximation is exact.
4 Field theory for interfaces in random media
We consider a d-dimensional manifold with internal points x ∈ Rd, embedded in an external D-
dimensional space with position vector ~r(x) ∈ RD. We are considering a d-dimensional manifold in
a D = d+N dimensional space. For oriented manifolds, we can describe the system in terms of the
set of transverse coordinates, where N is the number of transverse dimensions. We are interested
in the case N = 1, so we have an interface in a quenched random potential and D = d + 1. The
Hamiltonian of the domain wall can be written as
H(ϕ, v) =
∫
d dx
[
σ
2
|∇ϕ(x)|2 + v(ϕ(x), x)
]
, (35)
where σ is the domain wall stiffness and v(ϕ(x), x) is the quenched random potential of the
model [17, 18]. Following Mezard and Parisi and also Cugliandolo et al [19, 55], let us introduce
a 1
2
ω2ϕ2(x) contribution, which constrain the manifold to fluctuate in a restricted volume of the
embedding space. The regularized Hamiltonian becomes
H(ϕ, v) =
1
2
∫
d dx
[
ϕ(x)
(−σ∆+ ω2)ϕ(x) + v(ϕ(x), x)
]
. (36)
The partition function of the model is given by
Z(v) =
∫
[dϕ] exp
(−βH(v, ϕ)), (37)
where [dϕ] is a formal Lebesgue measure. We are assuming that the probability distribution
associated to the random potential has zero mean
E
(
v(ϕ, x)
)
= 0 (38)
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and correlator
E
(
v(ϕ, x)v(ϕ′, x′)
)
= 2V (ϕ− ϕ′)δd(x− x′), (39)
where again, the E(...) means that we are taking the average over all the realizations of the
quenched random potential. Since we are assuming that the system has a quenched random
potential, the average free energy is defined as
Fq = − 1
β
∫
[dv]P (v) logZ(v), (40)
where [dv]P (v) is the probability distribution associated to the disorder. In order to obtain the
average free energy of the model, we use the distributional zeta-function approach. As discussed
in Section II, the average free energy can be written as in the Eq. (16) and we need again to
compute the integer moments E(Zk) of the partition function to use such equation. The (integer)
k-th power of the partition function is Z k and integrating in the disorder we obtain the replica
partition function
E(Zk) =
∫ k∏
i=1
[dϕi] exp
(−βHeff(ϕi, k)), (41)
where
Heff(ϕi, k) =
1
2
∫
d dx
[
k∑
i=1
ϕi(x)
(−σ∆+ ω2)ϕi(x)− β k∑
i,j=1
V
(
ϕi(x)− ϕj(x)
)]
. (42)
Again, as in the case of the polymers, to proceed we must use some model for V (ϕi−ϕj). Following
Balents and Fisher [56] we consider that V (ϕi − ϕj) can be written as
V (ϕi − ϕj) =
∑
m
1
m!
Vm(ϕi − ϕj)2m. (43)
To proceed, let us discuss the model going beyond the Gaussian approximation. Therefore we are
assuming that that Vm = 0 for m ≥ 3. The potential V (ϕi − ϕj) can be written as
V (ϕi − ϕj) = V0 − 1
2
u1(ϕi − ϕj)2 − 1
4
u2(ϕi − ϕj)4.
In this case the replica partition function is given by
E(Zk) =
∫ k∏
i=1
[dϕi] exp
(−βHeff(ϕi, k)), (44)
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where the effective Hamiltonian can be written as
Heff = H
(0)
eff +H
(1)
eff . (45)
In the above equation, the Gaussian contribution is given by
H
(0)
eff =
1
2
k∑
i,j=1
∫
d dx ϕi(x)
[(−σ∆+ ω20 + βu1)δij − βu1
]
ϕj(x) (46)
and the non-Gaussian contribution is
H
(1)
eff =
βu2
2
k∑
i,j=1
∫
d dx
[
1
4
ϕ4i (x) +
1
4
ϕ4j(x)− ϕ3i (x)ϕj(x) +
3
2
ϕ2i (x)ϕ
2
j(x)− ϕi(x)ϕ3j(x)
]
. (47)
We are interesting to study the structure of the replica space. Using the saddle-point equations
and assuming the replica symmetry ansa¨tze, ϕi(x) = ϕ(x) for all replicas, we have that the
saddle-point equation reads (
−σ∆ + ω20 + (1− k)βu1
)
ϕ(x) = 0. (48)
The condition ω20+(1−k)βu1 > 0 must be satisfied to have a physical theory. The simplest choice
in the replica space is given by{
ϕi(x) = ϕ(x) for k < kc =
ω2
0
βu1
+ 1,
ϕi(x) = 0 otherwise.
(49)
Note that it is possible to have more terms in the series that ones defined by the replica symmetric
ansa¨tze. Let us define kM > kc. In this situation we must define a shifted field{
φi(x) = ϕi(x)− v1 for i = 1, · · · , kM2 ,
φ′i(x) = ϕi(x)− v2 for i = kM2 + 1, · · · , kM
(50)
and φi = 0 for k > KM , where we are assumed that KM is a integer number. In this situation the
contribution of the H
(1)
eff does not vanish. The extreme situation is to choose a different shifted
field for each replica. This rich structure in replica space generates k-different vacua, one for each
replica. In the following we are assuming the simplest choice in the replica space, given by Eq.
(49). Again the relevant part of the average free energy the two-point function computations is
1
β
kc∑
k=1
(−1)kak
k!k
EZ k ∼= 1
β
(−1)kcakc
kc! kc
EZ kc , (51)
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where EZ k is given by the Eq. (44) and the effective Hamiltonian is given by the Eq. (45), Eq.
(46) and Eq. (47). We make another approximation, choosing a sufficiently large a to retain only
the dominant contribution to the series. Using kc = k, with the choice of the replica space we get
that the effective Hamiltonian can be written in the simple form
Heff(ϕi, k) =
1
2
k∑
i,j=1
∫
d dx
∫
d dy ϕi(x)Dij(x− y)ϕj(y), (52)
where for simplicity we are using u1 = u and Dij(x− y) is given by
Dij(x− y) =
((−σ∆+ ω2 + βu)δij − βu
)
δd(x− y). (53)
Therefore, in the last term of the series on Eq. (51), the quantity E(Zk) is given by
E(Zk) =
∫ k∏
i=1
[dϕi] exp
[
−β
2
k∑
i,j=1
∫
d dx
∫
d dy ϕi(x)Dij(x− y)ϕj(y)
]
. (54)
In the replica symmetric ansa¨tze framework, the dominant term of the series that represents
the average free energy can be view as an Euclidean field theory for a k-component scalar field.
Defining the k-vector field Φ(x) with the components ϕ1(x), ϕ2(x), ..., ϕk(x), we can write the
effective Hamiltonian as
Heff(Φ; k) =
1
2
∫
d dx
∫
d dy ΦT (x)D(x− y; k)Φ(y), (55)
where ΦT (x) stands for the transpose of the k-vector Φ(x). In view of Eqs. (53) and (54), the
kernel D(x− y; k) is
D(x− y; k) = δd(x− y)
((−σ∆+ ω2 + βu)Ik − βuMk
)
, (56)
where Ik is the k-dimensional identity matrix and Mk is the square k-dimensional matrix with all
elements 1 [57].
Our aim now is to study the two-point correlation function of the Euclidean field theory for a
k-component scalar field. Performing a Fourier transform we get
Heff(ϕi, k) =
1
2
k∑
i,j=1
∫
d dp
(2π)d
ϕi(p)
[
G0
]
−1
ij
(p)ϕj(−p), (57)
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where
[
G0
]
−1
ij
is the inverse of the two-point correlation function,
[
G0
]
−1
ij
(p) = (σp2 + ω2 + βu)δij − βu.
Using the projectors operators we can write the two-point correlation function
[
G0
]
ij
(p) as
[
G0
]
ij
(p) =
δij
(σp2 + ω2 + βu)
+
βu
(σp2 + ω2 + βu)(σp2 + ω2 + βu(1− k)) . (58)
The first term in the right hand side of Eq. (58) is the bare contribution to the connected
two-point correlation function; the second term is the contribution to the disconnected two-point
correlation function, which becomes connected after averaging the disorder. Let us study the
two-point correlation function. First write
[G0]lm(x− y) = [G0](1)lm(x− y) + [G0](2)lm(x− y; k), (59)
with
[G0]
(1)
lm(x− y) =
δlm
(2π)d
∫
d dq
ei(x−y)q(
σq2 + ω2 + βu
) (60)
and [G0]
(2)
lm(x− y; k) = [G0](2)(x− y; k) where
[G0]
(2)(x− y; k) = 1
(2π)d
βu
∫
d dq
ei(x−y)q
(σq2 + ω2 + βu)(σq2 + ω2 + βu(1− k)) . (61)
Now we are able to discuss the functional form of [G0]
(1)
lm(x − y) and [G0](2)lm(x − y). Using the
results of the appendix A we get
[G0]
(1)
lm(r) =
δlm
(2π)
d
2 r
d−2
2 σ
d+2
4
(
ω2 + βu
)d−2
4 K d
2
−1
(
r
√
σ−1(ω2 + βu)
)
. (62)
Also we can write that
[G0]
(2)(r; k) =
1
(2π)
d
2 r
d−2
2 σ
d+2
4 k
[
−(ω2 + βu)d−24 K d
2
−1
(
r
√
σ−1(ω2 + βu)
)
(63)
+
(
ω2 + βu(1− k)) d−24 K d
2
−1
(
r
√
σ−1(ω2 + βu(1− k))
)]
.
Let us take the limit of high temperature for ω2 6= 0. We get [G0](2)(r; k) = 0. Finally, let us
study the quantity [G0]lm(x − y) for l 6= m. In this case we have [G0]lm(x − y) = [G0](2)(r; k).
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Note that using the saddle-point equations of the model and the replica symmetric ansa¨tze, i. e.
ϕi(x) = ϕ(x), for a meaningful theory we must have k < 1 +
ω2
βu
.
The wandering exponent describes the growth of the transverse fluctuations of the manifold
as function of the distances. As an application of the distributional zeta-function method, let us
calculate the wandering exponent for d = 3 in the limit of high temperature. We have
E
[〈(ϕ(x+ L)− ϕ(x))2〉] ∝ L2ξ,
where 〈...〉 is a thermal average. It is only necessary to consider the contribution due to [G0](1)lm(r).
So, we have
[G0]
(1)
lm(r) =
δlm
(2π)
3
2 r
1
2σ
5
4
ω
1
2K 1
2
(
rω√
σ
)
. (64)
Considering the expression for K 1
2
(x) and expanding the exponential as a series, in the case where
r is very large we obtain ξ = 1
2
.
5 Conclusions
There is a growing interest in disordered systems in physics and many areas beyond physics.
For quenched disorder, one is mainly interested in averaging the free energy over the disorder,
which amounts to averaging the log of the partition function Z. The standard replica method
is a powerful tool used to calculate the free energy of systems with quenched disorder. For a
recent application of this method to study finite size effects in the random field Ising model see
the Ref. [54].
Here we were interested in to obtain the average free energy of a directed polymer and a
fluctuating interface in the presence of a quenched disorder. In order to find the average free energy
for both systems we define a distributional zeta-function. The derivative of the distributional zeta-
function at s = 0 yields the average free energy. Making use of the Mellin transform and analytic
continuation, it was possible to obtain a series representation for the average free energy where
all the integer moments of the partition function of the models contribute. In the case of a
polymer and an interface in a quenched random potential, we were able to discuss the field theory
generated by each term of the series, that defines the average free energy. Each term of the series
that represent the average free energy is an Euclidean field theory for a k-component scalar field.
For large a the dominant contribution comes form the last term of the series. Going beyond the
Gaussian approximation we calculated the wandering exponent for d = 3 in the limit of high
temperature. We obtained ξ = 1
2
.
A natural continuation of this work is to investigate a disordered λϕ4 model defined in a d-
dimensional Euclidean space, the continuous version of the random field Ising model. Using the
approach developed in this paper, the free energy can be written as a series of the integer moments
of the partition function of the model and another small term. As the case of the interface, the k-th
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term of the series defines an Euclidean k-component scalar field. The structure of the replica space
can be studied using the saddle-point equations of this model. Using a replica symmetric ansa¨tze,
a coefficient for the saddle-point equation depend on k. In the standard replica approach, in the
limit when the number of replicas goes to zero, the saddle-point equation reduces to the equation
of the pure system. The situation is quite different in the framework of the distributional zeta-
function approach. In the scenario discussed by us, it appears also a critical kc. Nevertheless, due
to the non-Gaussian contribution in the effective action, it is possible to introduce new terms in the
series beyond the critical kc. In a generic replica partition function, each replica fluctuates around
the zero value, the stable equilibrium state from the contributions coming from k such that k < kc.
From the contribution to the replica partition functions coming from the replicas where k > kc the
field fluctuates around the zero value which is not a stable equilibrium state. To get around this
difficult we are forced to define shifted fields, i.e., a spontaneous symmetry breaking with breaking
of the replica symmetry. In this scenario of spontaneous symmetry breaking phenomenon with
breaking of the replica symmetry it appears unstable false vacua and true vacua. This subject is
under investigation by the authors [58].
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A The two-point correlation function in d-dimensions
Let us define [G0]
(1)(x− y) where δlm[G0](1)(x− y) = [G0](1)lm(x− y). Therefore we have
[G0]
(1)(x− y) = 1
(2π)dσ
∫
d dq
ei(x−y)q(
q2 + σ−1(ω2 + βu)
) . (A.1)
To perform the d−dimensional integral in the Eq. (A.1), let us work in a d−dimensional polar
coordinate system
q1 = q cos(θ1)
q2 = q cos(θ2) sin(θ1)
...
qd−1 = q cos(θd−1) sin(θd−2) . . . sin(θ1)
qd = q sin(θd−1) sin(θd−2) . . . sin(θ1),
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where q2 =
(
q21 + q
2
2 + · · · + q2d
)
and the volume element ddq turns into ddq = qd−1dqdΩd. The
correlation function [G0]
(1)(x− y) is written then as
[G0]
(1)(r) =
1
(2π)dσ
∫
dΩd
∫
∞
0
dq qd−1
eiqr cos θ1(
q2 + σ−1(ω2 + βu)
) , (A.2)
where r = |x− y| and ∫ dΩd is given by∫
dΩd =
∫ pi
0
dθ1(sin θ1)
d−2
∫ pi
0
dθ2(sin θ2)
d−3 . . .
∫ pi
0
dθd−2(sin θd−2)
∫ 2pi
0
dθd−1. (A.3)
Since the exponential in the Eq. (A.2) depends of the angle θ1 we write
[G0]
(1)(r) =
1
(2π)dσ
∫
dΩd−1
∫ pi
0
dθ1(sin θ1)
d−2
∫
∞
0
dq qd−1
eiqr cos θ1(
q2 + σ−1(ω2 + βu)
) , (A.4)
where
∫
dΩd−1 is given by∫
dΩd−1 =
∫ pi
0
dθ2(sin θ2)
d−3 . . .
∫ pi
0
dθd−2(sin θd−2)
∫ 2pi
0
dθd−1
=
2π
d−1
2
Γ(d−1
2
)
.
(A.5)
Thus, the correlation function [G0]
(1)(r) can be written as
[G0]
(1)(r) =
1
π(2
√
π)d−1Γ(d−1
2
)σ
∫
∞
0
dq qd−1
∫ pi
0
dθ1(sin θ1)
d−2 e
iqr cos θ1(
q2 + σ−1(ω2 + βu)
) . (A.6)
Considering the expression∫ pi
0
dθ eiβ cos θ(sin θ)2ν =
√
π
(
2
β
)ν
Γ
(
ν +
1
2
)
Jν(β), (A.7)
where Jν(β) is the Bessel function of the first kind [59, 60], we have
[G0]
(1)(r) =
1
(2π)
d
2 r
d−2
2 σ
∫
∞
0
dq
q
d
2(
q2 + σ−1(ω2 + βu)
)J d
2
−1(qr). (A.8)
Now, to solve the integral in the above equation we will consider the following expression∫
∞
0
dx
xµ+1(
x2 + a2
)ν+1Jµ(bx) = aµ−νbν2νΓ(ν + 1)Kµ−ν(ab), (A.9)
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which is valid for a > 0, b > 0 and −1 < Re(µ) < Re(2ν + 3
2
). We have then
[G0]
(1)(r) =
1
(2π)
d
2σ
(√
σ−1(ω2 + βu)
r
) d
2
−1
K d
2
−1
(
r
√
σ−1(ω2 + βu)
)
, (A.10)
which is restricted to 0 < d < 5, where Kν(z) is the modified Bessel function of second kind.
Next, defining a1(σ, ω, βu) = σ
−1(βu+ω2) and a2(σ, ω, βu; k) = σ
−1(ω2+ βu(1− k)), we have
that [G0]
(2)(x− y; k) can be written as
[G0]
(2)(x− y; k) = 1
(2π)d
βu
σ2
∫
d dq
ei(x−y)q(
q2 + a1(σ, ω, βu)
)(
q2 + a2(σ, ω, βu; k)
) . (A.11)
Working once again in a d-dimensional polar coordinate system and performing the integrals in
the angular coordinates as was did above, we have
[G0]
(2)(r; k) =
1
(2π)
d
2 r
d−2
2
βu
σ2
∫
∞
0
dq
q
d
2(
q2 + a1(σ, ω, βu)
)(
q2 + a2(σ, ω, βu; k)
)J d
2
−1(qr). (A.12)
Using partial fractions we can rewrite the integrand in the last expression in such a way that
[G0]
(2)(r; k) =
1
(2π)
d
2 r
d−2
2
1
kσ
[
−
∫
∞
0
dq
q
d
2(
q2 + a1(σ, ω, βu)
)J d
2
−1(qr)
+
∫
∞
0
dq
q
d
2(
q2 + a2(σ, ω, βu; k)
)J d
2
−1(qr)
]
. (A.13)
We have then two integrals in the form that to the Eq. (A.9). Therefore
[G0]
(2)(r; k) =
1
(2π)
d
2 r
d−2
2
1
kσ
d+2
4
[
−(βu+ ω2)d−24 K d
2
−1
(
r
√
σ−1(βu+ ω2)
)
(A.14)
+
(
ω2 + βu(1− k)) d−24 K d
2
−1
(
r
√
σ−1(ω2 + βu(1− k))
)]
,
which is also restricted to 0 < d < 5.
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B The spectral zeta-function method in Euclidean field
theory
In this appendix we would like to briefly review the spectral zeta-function method. The spectral
zeta-function method is the natural formalism to evaluate the free energy of systems without
disorder, described by Gaussian functional integrals. Let us briefly discuss such method. Let M
be an arbitrary smooth connected d-dimensional compact Riemannian manifold. The Riemannian
d-volume is defined as dµ =
√
gdx1...dxd. Now consider the following initial boundary problem in
(0,∞)× Rd. We have
∂
∂t
u(t, x) = ∆ u(t, x), (B.1)
with the initial condition u(0, x) = f(x) and also u(t, x)|x∈∂Ω = 0, where the symbol ∆ denotes
the Laplacian in Rd. The evolution equation has the solution
u(t, x) = et∆Ωf(x). (B.2)
Suppose that the function f(x) is f ∈ L2(Ω). There exists a orthonormal basis [φk] in L2(Ω) such
that φk is a eigenfunction of −∆ in Ω with the eigenvalue λk = λk(Ω), and 0 ≤ λ1 ≤ λ2...λk →∞,
when k →∞. Therefore we can write the following series representation
f(x) =
∞∑
k=1
ak φk(x), (B.3)
where ak =
∫
Ω
dµ(y)f(y)φk(y). We can write
u(t, x) =
∫
Ω
pΩ(t, x, y)f(y)dµ(y), (B.4)
where
pΩ(t, x, y) =
∞∑
k=1
e−λk(Ω)φk(x)φk(y). (B.5)
We denote pΩ(t, x, y) the heat-kernel of Ω. The operator e
t∆Ω has the integral kernel pΩ(t, x, y).
We have ∫
Ω
dµ(y) pΩ(t, y, y) =
∞∑
k=1
e−λk(Ω)t. (B.6)
Recall that the Mellin transform of f : R+ → C is defined as M [f ; s] =
∫
∞
0
dx
x
f(x)xs for those
s ∈ C such that f(x) xs ∈ L1(R+). We can write that the free energy is given by
F =
1
2
d
ds
[
M [
∫
dµ(y)pΩ(t, y, y), s]
M [e−t, s]
]
|s=0, (B.7)
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where M [f ; s] is the Mellin transform of f . In order to obtain the free energy of a system, we
have to show that the spectral zeta-function associated to some elliptic operators ζD(s) has a
meromorphic continuation with at most simple poles, to the half-plane containing the origin and
analytic at the origin. Using the Eq. (6) the average free energy can be written as
Fq = − d
ds
[
M [
∫
[dv]P (v)e−Z(v)t, s]
M [e−t, s]
]
|s=0+. (B.8)
If we compare the Eq. (B.7) and Eq. (B.8) we can note the similarities between then to obtain
the average free energy for both systems.
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