This paper discusses methodological issues arising from the use of online job vacancy data and voluntary web-based surveys to analyse the labour market. We highlight the advantages and possible disadvantages of using online data and suggest strategies for overcoming selected methodological issues. We underline the difficulties in adjusting for representativeness of online job vacancies, but nevertheless argue that this rich source of data should be exploited.
Introduction
Internet-based data collection and research are growing research areas with a strong potential to deepen and widen our knowledge about various socio-economic issues. A particular area of increasing interest is the use of innovative data sources and analytical methods for the study of the labour market (Amuri and Marcucci 2010; Askitas and Zimmermann 2015) . Many aspects of job search have been transformed due to the availability of online tools for job search, candidate search and job matching (European Commission and ECORYS 2012) . Indeed Kuhn (2014) and Kuhn and Mansour (2014) provide evidence of the prominent role of online tools in job matching. This also presents new opportunities to collect and analyse web-based data about labour market demand and supply, which can enrich our micro-level understanding of pertinent issues such as skill and task requirements of employers, occupational change, wages and working conditions. The debate over whether these new data sources should be used more extensively and to what purpose is still open. Two data sources that have been used most frequently for analysis are job vacancies posted online (via dedicated portals or the employers' websites) and voluntary web surveys (e.g. Wageindicator). One of the most prominent qualities of data collected or generated online is the large number of observations one can obtain. However, the potential value of such data sources goes beyond the sample size. Collection of vacancy data offline is costly and time consuming and online availability provides opportunities to access and analyse the content of job advertisements to better understand what employers require in a way which would not be practically feasible using traditional newspaper sources of the past. Advantages such as time and cost effectiveness and the easy variability of survey questions also apply to voluntary web-based surveys (Wade and Parent 2001; Mang 2012) . Voluntary web-based surveys collect information about wages and working conditions, which are problematic in representative surveys where people do not report their wages or where more detailed information about the working environment is absent.
Several methodological issues persist, however, which are predominantly related to the quality, reliability and representativeness of such data as well as generalisability of findings (Gosling et al. 2004; de Stefánik 2012) . These concerns are especially pertinent in research fields such as political science, economics and sociology, where the core quantitative analytical tools are based on representative 1 data and inferential statistical analysis. Despite these possible limitations, studies using online data and advancing research methods with new technologies have been published in leading social science journals, suggesting that the field is likely to expand rather than decline (Bellou 2015; Edelman 2012; Sappleton 2013; Taylor et al. 2014) . Given the increasing reliance on Internet-based recruitment and the spreading access to the Internet across socioeconomic groups and countries, it is highly likely that reliance on such data will grow. Indeed, Askitas and Zimmermann (2015) argue that as the Internet population becomes more and more equal to the total population, sampling may even become obsolete in cases where researchers would have access to the full data.
The aim of this paper is to address the methodological issues arising from the use of online vacancy and voluntary web-survey data to understand labour market developments. It reviews a selection of existing empirical works using online data from various disciplines in order to identify ways in which researchers and analysts have been dealing with such methodological issues. While methodological concerns are usually acknowledged in such papers, they are not given prominence there, and there is a lack of cross-cutting methodological work addressing these issues. The paper plugs this gap. It both highlights the advantages and possible disadvantages of using online job vacancies and proposes strategies for dealing with the issue of representativeness and generalisability of findings. The paper advances the debate on how some of the weaknesses could be corrected, for which types of research questions and research subfields they might be of a smaller concern, and which policy areas can be informed by analysis of these types of online data.
While we are aware of other types of Internet data that have been increasingly used for research of labour market and human resource issuese.g. data about individual preferences, career histories, Google analytics data, social networking, nowcasting and forecasting, etc. (Reips 2006; Askitas 2009; Martínez-Torres et al. 2014; Vicente et al. 2015) we prefer to focus on the vacancies and voluntary web surveys to enable indepth discussion of methodological issues. The remainder of the paper is organised as follows: the second section discusses methodological issues arising in different forms of web-based data. The third section suggests solutions to selected important methodological issues, in particular representativeness. The fourth section concludes.
2 Methodological and research design questions arising from the use of web-based data Internet-based data collections that focus on labour market research and analysis differ in their objectives and scope. In addition to more traditional activities such as posting vacancies and CVs, there has been a proliferation of sites offering employer evaluations and salary comparisons in recent years.
First, there are projects whose explicit objective is the collection of data on selected aspects of the labour market, such as wages or employer evaluations based on web surveys. These data are gathered to enhance understanding of country-specific aspects of the labour market from the supply side (e.g. the WageIndicator project 2 ). Commercially-oriented websites (e.g. Salary.com or Payscale) provide a similar service, but with less research-oriented focus. More ambitious services, such as Glassdoor or Vault, aim to integrate salary information into wider information about employers and working environments. Such information has already been used in research (Young and Case 2004; DeKay 2013) .
The second type is online job portals that gather vacancies and CVs and serve as important platforms for labour market matching (Mang 2012). As the objective of online portals is not tied to research but rather to providing a platform on which demand and supply meet, data are seldom stored and used as an input to analyse labour market trends and developments. Nevertheless, it appears that engagement with online vacancy data has been more widespread in the US. For example, job openings activity has been measured by job advertisements in print as well as online to estimate the state of the labour market in policy environment in the form of a composite Help-Wanted index (Barnichon 2010) . A useful potential source of online data in the European Union is the EURES website, which collects job vacancies across the EU countries in a standardised platform 3 . Its particular utility could potentially lie in enabling cross-country comparisons, which could inform policy-makers at the national and EU level . In general, research engaged with online vacancy data has typically relied on private job portals (Backhaus 2004; Capiluppi and Baravalle 2010; Stefánik 2012; Kuhn and Shen 2013; Masso et al. 2014; Beblavý et al. 2015) .
In the following subsections we will discuss methodological issues arising in webbased survey data and in online job portals respectively. The literature referred to is summarised in Table 1 below.
Web-based data based on survey data
Research on the use of web-based voluntary surveys appears to be methodologically more advanced. This type of data has already developed a relatively strong following in the field of psychology since mid-1990s (Gosling et al. 2004 Reips 2006; Reips and Buffardi 2012) .
Representativeness however is an issue often discussed in various methodological studies of web-based survey data. For an extensive collection of both methodological and content-based literature on web survey data we refer the reader to the network Webdatanet 4 or the online bibliography of Web Survey Methodology 5 and highlight some recent comprehensive studies in the following. Based on an extensive review of existing studies and surveys, Couper (2000) for instance points out that while webbased survey data has the advantage of easy access and potentially wide coverage, it is more difficult to determine the quality of the survey, and as the number of surveys grows it becomes more difficult to conduct high quality surveys as participants may become wary. Indeed, he points to coverage and sampling errors as important issues to 
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The authors did not find any positive effect on occupational mobility of return migrants, but this could be due to a short duration of migration or the character of home labour market.
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China's Internet job board and field experiment Multivariate and multinomial probit
Significant differences in the call-back rates based on ethnicity as well as heterogeneity in call-back rates across ethnic groups.
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Content research
Profesia.sk Logistic regression Low educated workers and student workers do not compete for jobs but rather take into account in inference based on this type of data, but also non-response can be a threat. Dillman et al. (2014) provide a guide to conducting web surveys making use of comparisons to more traditional survey methods to show challenges arising across various types of survey methods such as non-response and sample selection. Stern et al. (2014) analyse the current state of survey methodology and point towards growing opportunities but also challenges as well as future developments that need to be observed. Reips (2012) provides an overview of web-based data collection and draws the reader's attention to challenges as well as advantages. He concludes that while there are still doubts about whether this relatively new data source should be widely used, it is already used in numerous studies. Like Askitas and Zimmermann (2015) he points out that privacy issues may be an obstacle in the future. De Leeuw (2005 Leeuw ( , 2013 discusses the advantages and disadvantages of mixed survey methods based on written, telephone and internet surveys.
In the area of labour market research in particular, both methodological and contentresearch studies related to the WageIndicator project (see above) are relatively advanced with respect to testing data representativeness and ways to improve its usability for generalisable research and also allowing comparisons across countries. The key concern behind the use of these data is the sampling error that can occur due to the fact that respondents are not randomly selected from a representative sampling frame, but the target population rather forms a 'convenience sample' of self-selected individuals 6 . This is closely related to the coverage error. The socio-economic and demographic characteristics of the pool of Internet users differs in important respects from those of the general population, e.g. the elderly or people with lower levels of education typically have lower access to the Internet. Research results based on web-based data are therefore unable to provide inferences for these categories of people, or only with limited precision and reliability. An additional source of error is the non-response bias, which appears if nonrespondents differ from the survey respondents in important characteristics, again making the inferences based on such data imprecise with respect to the overall target population. Compared to online vacancy data (which we discuss below), an important advantage of web-based individual voluntary surveys is the fact that the sample population's characteristics can typically be ascertained. In developing countries, where representative surveys might not exist, web-based surveys can provide a valuable and unrivalled source for understanding these labour markets. Critiques of web-based data should also keep in mind that even probability-based samples face problems of selfselection, non-response or coverage.
Censuses or representative labour market surveys can be used to compare the characteristics structure of web survey respondents and potentially make adjustments. Among main weighting techniques that have been suggested to correct for the biases inherent in web surveys are post-stratification weighting and propensity score adjustment ). Post-stratification weighting can be applied to correct mainly for demographic differences in the data. Propensity score adjustment can also be applied to correct for socio-demographic as well as attitudinal or behavioural differences related to an individual's decision to take the survey. In Wageindicator data, results of these corrections found that different correction techniques do not fundamentally improve the representativeness of web survey data . At times unweighted samples can bring more consistent results between web-based survey data and representative samples than adjusted data samples. Comparisons also revealed that types of biases differ across countries and are often related to the overall income inequality in the country, and the strength of biases can vary across different variables de Steinmetz et al. 2013 ). Schonlau et al. (2009) used the US Health and Retirement study to compare an Internet sample and general sample and found that adjustments helped to correct variances in sample means but that differences remained large on a number of parameters. It hence appears that the type of required correction of a web-based survey needs to be tested specifically for a particular sample.
The WageIndicator data has already been used in numerous research projects. Guzi and de Pedraza (2015) use weighted WageIndicator data to study life-and job satisfaction, and based on an Ordinary Least Squares (OLS) analysis, they confirm the importance of certain job characteristics going beyond pay such as job insecurity for job satisfaction and other subjective well-being indicators. De Bustillo and de Pedraza (2010) conduct a logistic regression analysis to study job insecurity and find that age, wages, education as well as the type of contract determine job insecurity. Guzi and Kahanec (2014) make use of WageIndicator to determine the so-called living wage based on a set of assumptions and methodological standards outlined in Anker (2011) . Besamusca and Tijdens (2015) use the Collective Agreements Database from the WageIndicator to retrieve data on collective bargaining, and based on automated text analysis and descriptive statistics, they find that the minority of agreements include specific wage levels, while clauses on social security, working hours and work-family arrangements are included in the majority of cases. Finally, Tijdens et al. (2015) study skill mismatches by concepts from employing descriptive statistics and comparing the distributional characteristics of requirements and attainments using both vacancy data (EURES) and data of jobholders from the WageIndicator web-survey. They find that mismatches can be identified for about one fourth of the examined occupations on the demand side and one third on the supply side.
Web-based data from online portals
Job advertisement research using online data sources is quite recent, but it has been preceded by studies based on printed job advertisements. These typically test large sociological theories and concepts, such as class, merit selection or characteristics of modern industrial societies (Jackson 2001; Jackson et al. 2005; Jackson 2007 ). No concern over a possible selection bias or the representativeness of overall labour market demand is expressed in the studies and the findings are discussed in a generalisable form. For example, Jackson (2007) performed content analysis of advertisements from national and local newspapers with a high circulation, and the sample was chosen to be representative of the range of occupations in the occupational sectors. Findings were generalised to inform new trends in how occupational positions are allocated on the basis of meritocratic criteria, questioning classes as an appropriate unit of sociological research in modern industrial societies. Dörfler and van de Werfhorst (2009) analyse the Austrian labour market and test the merit selection hypothesis over time. Printed job advertisements enable retrospective historical analysis, which is not possible with surveys, which typically gather data at a particular point in time. The authors suggest that the problem of non-response, typical for survey research, is not present, although other biases might exist, such as underrepresentation of certain skill levels. They apply inferential statistical methods (multivariate regression analysis) to test inductively formulated hypotheses. They find that employers require a wider set of skills over time, including social and personal skills.
Studies using online job advertisements differ from those relying on printed job adverts typically in the number of ads they analysed and, relatedly, in the techniques they are able to employ. A leading private internet recruitment site -Monster.comhas been used as a source of online job vacancy data in various studies. Capiluppi and Baravalle (2010) developed a 'web spider' to download vacancies from the Monster.com website and then analysed the skills required of IT personnel in the UK using content analysis. They found a mismatch between requirements of UK industry and offer of educational and training institutions. Backhaus (2004) analysed job advertisements from Monster.com from the perspective of employers. Using content analysis she studied corporate descriptions in job adverts to understand aspects of company branding and marketing in human resources, pioneering this type of research. She finds that firms focus more on presenting company characteristics than employee advancement and that differences exist across firms in different industries in their recruitment tactics. Kuhn and Shen (2013) study gender discrimination in the recruitment process in the Chinese labour market. Data were collected by a web-crawler from the third-largest online job portal in China. This led to a sample size of over a million job ads from the late 2000s, subsequently merged with firm data, suitable for sophisticated empirical analysis using advanced statistical methods. The results revealed high levels of gender preference, although vacancies for highly skilled positions were less discriminatory. They acknowledge that their sample of job ads is not representative of the overall population of jobs in the Chinese labour market, using the 2005 census in China as a comparator dataset. While acknowledging these limitations, authors present general findings about aspects of explicit gender discrimination in the Chinese labour market with implications for policy-making in developing countries more generally. Shen and Kuhn (2013) analyse job applications submitted in response to a selected number of job ads online in Chinese urban areas to study what effect over-qualification has on labour market entrants. Representativeness is not considered, and only the bias related to duration of vacancy posting is addressed by additional analysis. Sophisticated statistical tools are employed, and the findings are generalised for Chinese urban youth. Other studies analysing discrimination on the Chinese labour market based on field data, online job market data and their own internet survey include Maurer-Fazio (2012) and Maurer-Fazio and Lei (2015) . The latter study examines the role of gender and facial attractiveness on China's Internet job board labour market. The authors find that candidates with faces considered being unattractive need to send 33% more applications than those considered being attractive. Based on a field experiment the former study examines the chances of job market candidates from ethnic minorities on China's Internet job board. The author finds significant differences in the call-back rates based on ethnicity as well as heterogeneity in call-back rates across ethnic groups.
Štefánik (2012) studied online data from a private job portal in Slovakia, Profesia.sk, analysing both vacancies and CV data. His studies concentrated on the labour market segment of the highly skilled and examined the matching of demand and supply of university graduates in the belief that they would be relatively well represented among the job applicants due to characteristics of Internet users and would therefore offer a representative data sample. His representativeness test was based on comparing the structure of portal vacancies and CVs to the structure of the whole population based on the national Labour Force Survey. Beblavý et al. (2015) use the same private online job portal data to study demand for formal qualifications and other skills in a wide range of low-and mediumskilled occupations by means of content analysis and simple statistical methods. They consider their findings generalisable for the Slovak context due to the portal's dominant market share and very high reputation of the portal among employers and employees. They find that employers in Slovakia are fairly demanding even in formally low-skilled jobs requiring a wide set of skills. Kureková and Žilincíková (2015) use a population of vacancies from the Profesia.sk portal to study characteristics of student labour market and test the crowding-out theory. They perform logistic regression and find that low educated workers and student workers do not compete for jobs but rather provide employers with different skill sets in a complementary way. Online data have also been used in studies about migration where data collection is problematic. Masso et al. (2014) use data from an online job portal in Estonia and study the effect of foreign work experience on occupational mobility of return migrants using multivariate regression techniques. The authors did not find any positive effect on occupational mobility of return migrants, but this could be due to a short duration of migration or the character of home labour market.
Wider research attention has been given to IT-related professions, which have been on the rise in the past decades. Wade and Parent (2001) study the relationship between job skills and performance of webmasters looking at job vacancy data and organising a targeted web-based survey of webmasters to determine the required skill mix and the degree to which subjective assessments of the possession of skills affect job performance in this occupation. They employ multivariate analysis techniques. The authors highlight the usefulness of researching online job ads in identifying the mix of skills sought after, especially in new professions, and in building profiles of positions, which can serve as valuable input to student counselling services or curricula development. They acknowledge that the coverage bias can be remedied by complementing their methodology with structured interviews with employers or recruiters.
Huang et al. (2009) examine technical, humanistic and business IT skills across three genres of text: scholarly articles, practitioner literature and online job ads. Findings suggest that the online advertisements list a wider mix of skills, while practitioner literature tends to focus heavily on technical skills. In order to construct reliable profiles of job positions, the study finds that it might be useful to review a wider range of sources.
Comparative studies based on job ads data are rather scarce. An exception is the work of Kennan et al. (2006) , who study changing workplace demands for information specialists, looking specifically at the librarian profession to determine the required skills in Australia and the US. The study combines data from printed ads and online ads and by means of cluster analysis identifies 'skill clusters'. The study finds differences in the relative importance of skills across the two countries, and also variations over time. The results are presented as generalised for the librarian profession under study. pioneer the usage of the European-wide publicly administered job-vacancy portal EURES. They perform content analysis and carry out a comparative study of employers' skill demand in small European economies. They find that the mix of skills called for is very diverse across the countries, implying that there is no universal set of requirements and also that domestic institutions and structures strongly affect how demand is formulated. The authors argue that EURES data are a well-suited source for comparative analysis due to their standardised platform and relatively wide usage across European countries (see also Ackers 2012) .
To sum up, existing research using online or printed job vacancies has been characterised by a single-country focus and has grown mainly through the usage of data from private online job portals rather than publicly collected data (e.g. public employment services data). Various types of questions have been investigated, ranging from testing or enriching established social science concepts and theories (gender discrimination, social stratification, merit selection, expansion of service sector, company branding, crowdingout theory or migration) to relatively narrow and focused questions related to a particular sector or industry (IT sector, librarian profession). Interestingly, methodological concerns are acknowledged, but they are not given prominence in the reviewed studies. In the following section, we synthesise and critique the various approaches taken by different authors in attempting to deal with representativeness issues related to the usage of online job vacancy data for analytical and policy-making purposes.
3 Strategies for overcoming selected methodological issues
Existing approaches to increasing representativeness
A key challenge in using online job vacancies is ascertaining whether the set of online job vacancies is a representative sample of all job vacancies in a specified economy 7 .
Even if it should be considered finite 8 , the population of job vacancies at any given moment in time is not easily counted nor is its structure easy to determine. In only a handful of countries are employers obliged to report all job vacancies 9 .
And even if such reporting of vacancies (typically to the labour office) is mandatory, much hiring takes place internally or through informal means and networks. Jobs are reallocated in the labour market through many mechanisms, some of which do not entail a formal 'vacancy' announcement: people are reallocated internally, or tasks are split, restructured or partially switched. This is likely to affect certain aspects of the labour market more than others. For example, large international firms often first recruit from internally available candidates before announcing a vacancy in an open labour market. In smaller towns or villages where labour market participants have closer links and relations, job vacancies might first be offered to candidates known personally to the employer. Recruitment means and strategies might have sectoral and occupational specificities and can vary across countries (Teichler 2009; Keep and James 2010) .
From this perspective, even if we collect all online reported job vacancies, there is a share of vacancies that are never publically advertised, and will therefore fall outside our population sample. On the other hand, vacancies tend to occur where there is either an unfulfilled demand or where employers for some reason prefer to have a selection process. Therefore, if we are interested to know which types of jobs employers find difficult to fill through internal or informal search channels, then online vacancy data can be highly useful. Due to the difficulties in identifying the structure of the population of vacancies, however, we argue that weighting as an adjustment technique, which that has been tried in improving the representativeness of web-based voluntary surveys is hardly possible in the context of projects based on online job vacancy data.
The reviewed studies haveimplicitly or explicitlyadopted rather different approaches to deal with the problem of (non-)representativeness of job vacancy data. Some researchers have used representative data describing the labour market structure, such as the Labour Force Survey (LFS), and judged the coverage of online vacancies based on the sectoral and occupational structure of LFS data (Jackson 2007; Stefánik 2012) . We find this approach problematic, however, for a number of reasons. Foremost, the Labour Force Survey is not a straightforward measure of the structure of the demand side of the labour market but rather includes supply, demand and job matches. We therefore do not see the LFS as a suitable proxy for the demand side. Furthermore, current demand is subject to seasonal trends and reflects developments in a particular sector that might not match the existing structure but rather reflects future trends in a particular labour market segment. For example, vacancies in the IT industry in many countries are due to the recent rapid expansion of this sector, which is overrepresented among vacancies, and their share might not reflect the actual share of the industry in a national structure of employers and/or employees.
A more promising direction is the one taken by Van Ours and Ridder (1992) , who tried to achieve representative results in their study of the duration of vacancies in order to determine aspects of employers' search strategy by selecting a 5% random sample from all establishments in the Netherlands. They faced attrition in the process of receiving responses from the firms they approached with a two-stage questionnaire (the first stage identified firms that were hiring, the second stage investigated aspects of the search strategy and the characteristics of the hired person). Although the authors adopted a rigorous sampling framework, they were not able to deal fully with all representativeness problems due to non-responses and other forms of data-collection problems encountered. Moreover, such a research approach is obviously also expensive and time-consuming. The availability of online vacancies could potentially simplify some steps of their research process, but this needs to be evaluated and weighed against particular research questions and objectives.
Alternative approaches have been adopted to (partially) address the representativeness issue, building on the diversification of data sources. First, a number of studies decided to focus on the segment of the labour market where the coverage bias is likely to be less of a problem 10 . Examples include focusing on graduates' CVs and vacancies targeting this labour market segment or on sectors and professions that are by definition characterised by widespread access to the Internet (IT, librarians, webmasters, etc.). Second, diversification of data sources has been used in many studies. In addition to online job ads, other types of data sources can be analysed in parallel, such as practitioner literature or administrative data. A sample of vacancies based on administrative data can be created. Eurostat (2010) gives an overview of several such examples from European countries. For instance, Martikainen and Eurostat (2010) uses the Finnish Business Register to create a representative sample of job vacancies by weighting the observations in an appropriate way and using a suitable estimation technique that takes potential flaws into account. Data collection was done through computer-aided interviews and through the Internet. Around 10,000 establishments out of 150,000 were drawn by stratified sampling per year. Another example of an alternative approach takes the form of complementing content analysis of job advertisements with interviews with HR managers or recruiters. Third, some scope to correct possible biases might exist if online vacancies data can be linked to firm characteristics, which can then be controlled in quantitative analysis. Fourth, market coverage and technical advancement of the online job portal(s) in a given country need to be assessed in each country. In countries where a dominant portal exists, collected vacancies might be the best available source. These alternatives need to be weighed against the costs of collecting data by other means. Using job advertisements from an established portal and interpreting the results with caution to avoid potential biases can be a valid and acceptable choice.
Statistical methods to address sample design problems
Another way to address the problem of representativeness of online job vacancy data as an accurate sample of job vacancy data is to employ statistical tools that account for sample design problems. A common type of data used for analysing employers' preferences is survey data (see Colombo 2009) , and statistical tools have been developed to address estimation problems arising from the survey design 11 . We argue that some of these tools and potentially their variations can be suitably used to address problems arising from the way the respective online data has been collected 12 .
These tools can be situated in the field of statistical analysis with missing data, which is a useful field of literature to understand how to estimate population parameters in the most accurate way concerning samples that are likely to not be random. Data can be missing either because of an accidental omission due to a variable unrelated to the variable with the missing values ('missing at random') or because of a specific reason that is related to the variable with the missing value ('not missing at random'). In our case, a job vacancy could be missing in the set of online job vacancies either because it was not posted online or because it was not advertised at all. Both reasons would point to considering our data as containing not missing at random (NMAR) values. In fact, in our case the missing values are due to the sampling procedure: online job vacancies are a sample of the population of all job vacancies in which those values are missing that have not been posted online. If the sampling procedure is under the control of the statistician, it can be addressed. However, if it is not under his or her control, the assumptions made about the mechanism leading to the missing data need to be made clear (Little and Rubin 1987) . We demonstrate below how a model could be constructed that accounts for over-or underrepresentation that may arise from the selection mechanism. Little and Rubin (1987, 2002) provide a comprehensive overview of statistical analysis with missing data and distinguish four main methodological schools in addressing missing-value issues in statistics. We focus on a less frequently used approach 13 : the model-based approach. This method builds on the idea that the estimation of a population mean from a sample is a similar problem to the prediction of a population mean (Royall 1992) . Several statistical works present the main features, limitations and advantages of the model-based approach (Valliant et al. 2000; Chambers and Skinner 2003; Longford 2005; Aitkin and Aitkin 2011) . The idea is to predictthrough an underlying probability model 14quantities based on data that include unobserved values. We fill in the unknown parts of a data distribution by using our knowledge of the subject matter to construct a model of how that missing data could be determined. Such a model could take the form of a density of the variable in question, conditional on i) a set of other variables representing information used in the survey design and ii) a set of parameters. We argue that it could be a useful method in the context of analysing online job vacancy data, where adjustments need to be made to allow for variables correlated with over-or under-representation of certain types of observation units.
For the purpose of understanding employers' preferences with the help of job vacancies, the information we need from job vacancies are certain characteristics about the jobs that are advertised, such as the distribution of the need for a certain skill. It is these characteristics of occupations that are being adjusted for, such as required skills, rather than the number of each occupation per se. While we might expect the characteristics of a particular type of job to vary somewhat with establishment characteristics such as size, it seems reasonable to suggest that the core aspects of a given occupation are likely to remain constant across types of establishments, and it is the latter conditional relationship that we are trying to compensate for.
In order to infer the social-skill needs of a nurse from a sample consisting of online vacancieswhich we believe to under-represent certain parts of the population of vacancieswe would construct a conditional distribution of skill needs given a certain number of covariates. How do we choose the variables to include in the set of covariates? We might believe that only nurse vacancies in hospitals with more than 10 employees are advertised. We might know from a set of interviews with doctors or hospital directors that the skill needs for a hospital with less than 10 employees differ from those of larger hospitals: in small hospitals more social skills are needed due to higher interaction with the patients. In that case we would not be able to make correct inferences on social-skill needs of all vacancies based on a sample excluding skill needs for the smallest hospitals. We could then first assess the extent of the bias by retrieving the number of small hospitals compared to larger hospitals via external data such as an establishment panel, which contains a representative sample of companies. We might find out that the percentage of small hospitals is 15%. Our skill needs based on the online sample would consequently exclude 15% of the hospitals, in which social-skill needs are highest. We can think of the sample distribution of social-skill needs as truncated. We can now establish the trend of nurses' socialskill needs given the hospital size. In our case it would be a downward sloping curve in hospital size. To build the model that we will use to predict the social-skill needs of nurses, we would extrapolate this trend to the smallest hospital size and add a further upward sloping bit to the curve at the end of the smallest size. Now we may ask ourselves whether hospital size is the only variable on which the online sample is underrepresented or overrepresented. To select these variables, we would need to study very carefully which vacancies we believe are placed online and which ones are not. Such variables could be region, company size, "openness of the country/ratio between tradable and non-tradable goods" (to account for whether the labour market is likely to be open for publishing vacancies on the globally available internet) or "importance of social capital in the country/occupational field" (to account for job vacancies that are not posted online because they are filled by connections). We could include all variables in our model and select the best-fitting model via model selection criteria such as the Akaike Information Criterion (AIC), which is a statistical tool to assess the quality of a statistical model. Longford (2005) acknowledges that this approach is based on un-testable assumptions and therefore proposes to conduct a sensitivity analysis. His understanding of a sensitivity analysis is a tool to measure the impact of an assumption on the result of the analysis. He suggests in the case of not missing at random values to test sensitivity of results in one or several directions since the vast array of possible directions is not feasible to account for (Longford 2005) . The way to implement such a sensitivity analysis in our case would be to simulate our model for cases with more or less large companies and see how the distribution of skill needs changes.
The estimation would be conducted based on maximum likelihood or Bayesian methods. The likelihood function would be set up, and it would take a certain functional form based on the assumptions about the error terms. In complex cases, the function might not be numerically tractable, in which case one would use numerical integration methods based on Bayesian or frequentist statistical methods 15 .
The limitation with this approach would be that i) we do not know how much of the missing data in the population we do not predict since we do not know the population size, and ii) we cannot predict data for which there is no information to base a model on. This problem, however, also needs to be addressed for wage assessments that do not include the black market segment.
Conclusions, implications and suggestions
Research based on new sources of data and innovative research methods related to the spread of the Internet has been on the rise. These trends have also affected possibilities of conducting research on the labour market with respect to both its supply and demand side. This paper has critically reviewed the existing literature to summarise the various ways in which researchers have been dealing with methodological issues related to web-based sources of new data and specifically the key problem of data representativeness and generalisability of their findings. We also suggest statistical methods for dealing with missing data as a tool to estimate population parameters in the most accurate way, when the samples concerned are likely not to be random, such as the case of online job vacancies.
We find the current debate to be flawed by its failure to acknowledge that every exercise in data collectionincluding the censushas its limitations. Interestingly, in most studies analysing printed or online job advertisements, representativeness issues are not widely discussed and the findings and conclusions are presented in a generalising manner. We propose that rather than dismissing out of hand research efforts using online job advertisement and other types of web-based data due to weaknesses of data representativeness, a debate should be launched on how these weaknesses can be compensated for and for which types of research questions and fields they might be of a smaller concern.
We highlight that adjusting for representativeness is a particularly formidable task with respect to online job vacancy data. This is due to the fact that the population of job vacancies and its structure is practically unknown. For this reason, adjustment methods, such as weighting, that have been tested as a means of improving web-based voluntary surveys cannot be used as a technique for adjusting online job vacancy data.
Based on the review and synthesis of existing studies and broader statistical approaches to sample correction, we would also like to offer more general recommendations with respect to the usage of online job vacancies for future research. First, the representativeness and reliability of the data source used need to be evaluated at the country level. Dominant market share can be considered as an adequate source of data that can lead to reliable and transferable research results. Second, representativeness and reliability need to be assessed vis-à-vis a particular research focus. The use of a data segment or subsample that can be considered (more) representative can address certain aspects of coverage and sampling errors. Examples we encountered focused on professions or labour market segments that are highly exposed to the Internet (web-designers, graduate labour market), where these biases are expected to be less pronounced. Third, depending on the particular research focus, online job ads could be coupled with other sources of vacancy data or text describing analysed professions. Fourth, more sophisticated statistical methods anchored in the literature on missing data, such as the model-based approach to the correction of data not missing at random, could also be used to adjust biases stemming from the structure of online vacancy data.
The good news for this methodological debate is that Internet-based job searching is likely to become an increasingly more prominent tool for job matching, which promises to improve the coverage of the population of workers and firms that engage in it. Recent studies evaluating the quality of online job searching and matching already find a positive impact (European Commission and ECORYS 2012; Mang 2012; Kuhn 2014) . Compared to traditional employment channels (newspapers, friends and agencies), online job portals are able to provide a wider range of choice as well as increasingly more advanced tools to evaluate the suitability of a job or a job candidate. An especially positive impact was found for workers with interruptions in their employment history, distancing them from the labour market, such as mothers. This has important implications with respect to attempts to re-activate disadvantaged groups in various labour markets. Labour market policy can be enriched by a better understanding of what employers need, which in turn can be used to inform job counselling services, second-chance education and training, as well as integration of disadvantaged jobseekers in the labour market (Keep and James 2010; . Other public policy areas could benefit from the usage of web-based data about labour markets. Examples include social policy, in particular aspects of labour market discrimination, or the education and training sector which could incorporate online job vacancy information into curricula development. The motivation to pursue innovative sources of data and analytical methods and to improve the reliability of the results is not only academic, but also driven by the practical benefits they may yield.
Endnotes 1 A representative sample is one that accurately reflects the characteristics of the underlying population.
2 Wageindicator project collects data about wages and working conditions through web-based platforms in a range of countries across the world. For more see: http:// www.wageindicator.org/. 3 Created in 1993, EURES is a European 'job mobility' portal operated jointly by the European Commission and the Public Employment Services of the EEA Member States.
Its purpose is to provide information, advice and recruitment/placement (job-matching) services for the benefit of workers and employers as well as any citizen wishing to benefit from the principle of the free movement of persons. 4 http://webdatanet.cbs.dk/ 5 http://www.websm.org/c/85/Bibliography/?preid=0 6 Probabilistic web-based surveys are also conducted where a proper sampling frame exists, which allows for drawing a probability-based random sample from a population in which every individual has the same probability of being selected. Examples include email requests, mixed-mode surveys or pre-recruited access panels of Internet users ). 7 Throughout the following text we assume that we can process all online job vacancies available, but this is obviously not the case for large countries. For simplicity purposes we do not consider this case however in this theoretical study. 8 A finite population is one for which it is possible to count its individuals or units. 9 Denmark is an example of a country in which the public authorities are legally obliged to report all job vacancies online. 10 This technique is in a way similar to stratified sampling, in which random samples are drawn from different categories that are pre-defined by the researcher. Eurostat (2010) presents this methodology in the context of job vacancies. 11 With the rise of behavioural economics, data from experiments are also gaining in importance. But since this is a new field and we are interested in established methods to study sample design issues, we will not further review data gathered through experiments. 12 We are thankful to Mr. Nicholas Sofroniou, Expert at CEDEFOP, Thessaloniki, for this idea. 13 Little and Rubin (1987) also add procedures based on completely recorded units (analysing only observations with complete data), as well as design-based weighted estimation and imputation-based procedures (the missing values are filled in) to their taxonomy of methods with partially missing data.
