Abstract. A five-parameter family of planar vector fields, which models the dynamics of certain populations of predators and their prey, is discussed. The family is a variation of the classical Volterra-Lotka system by taking into account group defense strategy, competition between prey and competition between predators. Also we initiate computer-assisted research on time-periodic perturbations, which model seasonal dependence. We are interested in persistent features. For the planar autonomous model this amounts to structurally stable phase portraits. We focus on the attractors, where it turns out that multi-stability occurs. Further, the bifurcations between the various domains of structural stability are investigated. It is possible to fix the values of two of the parameters and study the bifurcations in terms of the remaining three. Here we find several codimension 3 bifurcations that form organizing centres for the global bifurcation set. Studying the time-periodic system, our main interest is the chaotic dynamics. We plot several numerical examples of strange attractors.
1.
Introduction. This paper deals with a particular family of planar vector fields which models the dynamics of the populations of predators and their prey in a given ecosystem. This approach is a variation on the classical Volterra-Lotka predatorprey system [42, 65] . The latter system has a first integral, implying that the populations of both prey and predators oscillate permanently given any generic positive initial values. For the Volterra-Lotka system the change of the prey density per unit of time per predator, called the response function [58] , is proportional to the prey density. This means that there is no saturation of the predator when the amount of available prey is large. However, it is more realistic to consider a nonlinear and ẋ = x(a − λx) − yP (x) (prey), y = −δy + yQ(x) (predator).
The variables x and y denote the density of the prey and predator populations respectively, while P (x) is a non-monotonic response function [2] given by
where α, m are nonnegative and where β > −2 √ α. Note that α = 0 gives a particular response function, which is used in [5, 39, 52] .
In the absence of predators, the prey has logistic growth. The coefficient a represents the intrinsic growth rate of the prey, while λ > 0 is the rate of competition or resource limitation of prey. The natural death rate of the predator is given by δ > 0. In Gause's model [34] the function Q(x) is given by Q(x) = cP (x), where c > 0 is the rate of conversion between prey and predator.
Several experiments by Andrew [2] , Boon and Landelout [7] and by Edwards [31] indicate that non-monotonic responses are present at the microbial level when the nutrient (prey) concentration reaches a high level, in which case an inhibitory effect on the specific growth rate occurs. Another earlier example of this phenomenon is observed by Tener [62] . Indeed, lone prey (musk ox) can be successfully attacked by predators (wolves). However, small herds of musk oxen (2 to 6 animals) are attacked with less success. Furthermore, no successful attack has been observed in large herds. For more examples of populations that use the group defense strategy, see [33, 54] . Also compare [4] in which a predator-prey model is considered with herbivores as predators and plants as prey: the number of herbivores decreases when the density of plants become particularly dense.
1.1. Setting of the problem. In this paper, we study the following family     ẋ = x(1 − λx) − xy αx 2 + βx + 1 (prey), y = y(−δ − µy) + xy αx 2 + βx + 1 (predator),
where α ≥ 0, δ > 0, λ > 0, µ ≥ 0 and β > −2 √ α are parameters. We note that (3) is obtained from (1) by adding the term −µy 2 to the second equation and after scaling x and y, as well as the parameters and the time t. In this way we take into account predators competition for resources other than prey, see [5, 6] . The non-negative coefficient µ is the rate of competition amongst predators.
Our goal is to understand the structurally stable dynamics of system (3) and in particular the attractors with their basins where we have a special interest for multi-stability. Meanwhile we present a quite general method of analyzing such a system. Here the mathematical background of the specific case study is fully developed, and a clear distinction is made between proven and numerical results.
By surgery [44, 47] the structurally stable phase portraits of system (3) are reduced to new ones without limit cycles. Index theory and the Poincaré-Bendixon Theorem [44, 48] are applied to get a complete classification of the reduced (phase) portraits, see Figure 2 . The latter portraits serve to predict bifurcations occurring in the family, which help to understand the dynamics of system (3) and discover all possible phase portraits. Here the occurrence of periodic orbits can be predicted and checked numerically. Moreover, we apply advanced bifurcation theory to explain the dynamics of the system. Besides Zhu's model (1), Bazykin's model [5] occurs as a special case of system (3), namely by setting α = 0. This means that Bazykin does not consider group defence in the prey population. The bifurcation sets of both models contain certain degenerate version of Bogdanov-Takens bifurcations [28, 29] which act as organizing centres. In the present paper both α and µ are considered to be non-negative. This means that both group defense strategy in the prey population and competition amongst predators are taken into account. We recover the codimension 3 bifurcations that have been found in Bazykin's and Zhu's models. Moreover, we also find degenerate versions of transcritical bifurcation [37, 41] that form organizing centres of the global bifurcation set. The latter investigations were lacking in [5, 68] .
We also address the modification of system (3), where a small parametric forcing is applied in the parameter λ, as suggested by Rinaldi et al. [52] 
where ε < 1 is a perturbation parameter and ω is a constant. We are interested in 'large scale' strange attractors.
Remarks. We indicate a few further variations on the above approach.
1. In addition to (4), one sets a = a 0 1 + ε sin 2π ω t , which expresses seasonal growth rate fluctuation, see for instance [52] . 2. Another choice [32, 67] of non-monotonic response function is given by
which is briefly discussed in §2.1.
1.2.
Outline. This paper is organized as follows. In §2 we describe the approach of our research, formulating the main results of the investigation. In §3 we give a topological classification of the possible Reduced Morse-Smale portraits of system (3). In §4 we perform a bifurcation analysis of system (3), applying a standard normal form procedure. Numerically, we detect homoclinic loops and saddle-node bifurcations of limit cycles. In §5 we give a few biological interpretations of the results. Also several related models are discussed as these appear in the literature, indicating possible relationships with the present approach.
2. Strategy of research and statement of results. In this section we describe the methodology of the research and give the main results of this paper.
Trapping domains and Reduced Morse-Smale portraits. Our study concerns the dynamics of (3) in the closed first quadrant clos(Q) where Q = {(x, y) ∈ R 2 |x > 0, y > 0} with boundary ∂Q, which are both invariant under the flow. We shall show that system (3) has a compact trapping domain B p ⊂ clos(Q): all orbits in clos(Q) enter B p after finite time and do not leave it again, see Figure 1 -(a). For the moment we restrict the attention to structurally stable (or Morse-Smale) dynamics. In the interior of B p , there can be at most two stable equilibria and possibly one saddle-point. We study these singular points using algebraic tools, occasionally supported by computer algebra. Also we numerically detect several cases with one or two limit cycles. Here we often use numerical continuation, where the algebraic detection of Hopf or Bogdanov-Takens bifurcations helps to initiate the continuation process.
As mentioned in §1 our approach is to reduce, by surgery, the structurally stable phase portraits to new portraits without limit cycles. During surgery we change a part of the phase space by smooth cutting and pasting [44, 47] . Next with the help of topological means (Poincaré-Hopf Index Theorem, Poincaré-Bendixson Theorem [44, 48] ) we find a complete classification of the reduced portraits. Compare with Figure 2 and see §2.2, in particular Theorem 1 as well as its proof in §3 for more details.
The description of all possible reduced portraits gives an idea of bifurcations occurring in the original family (3). For instance, when looking at Figure 2 we expect the presence of a homoclinic bifurcation: exchanging a saddle-sink pair [a-2] with a saddle-source pair [a-3]. Since we have saddle-node (transition from [a-1] to [a-2] in Figure 2 ) and homoclinic bifurcations, one may expect the existence of a Bogdanov-Takens bifurcation and even the presence of a singularity of nilpotentfocus type NF 3 .
We note that the reduced portraits are classified by only considering topological aspects of the family. Therefore, this idea can also be applied to other planar systems with a compact trapping domain. In this sense the present paper gives a method to study similar systems. [38] and Matcont [36] .
Organization of the parameter space. Our main interest is the dense-open subset of the five-dimensional parameter space with structurally stable dynamics. The
(a) The case where C is a sink (b) The case where C is a saddle-point complement of this set is the bifurcation set, which contains strata of different codimension.
It turns out that the parameters δ and λ play a minor role and that we can describe the bifurcation set as follows.
We fix (δ, λ) ∈ ∆ and the bifurcation of (3) is described in the space W. To discuss this we introduce the projection
studying all the fibers Π −1 (δ, λ). This argument works as long as the fibers are transversal to the bifurcation set consisting of singularities of nilpotent-focus type (NF 3 ), in which case we only have to consider bifurcations of codimension less than or equal to 3. It turns out that this is the case in the complement of a smooth curve C, compare with Figure 3 -(a), see §2.2 as well as §4.4 for details. Indeed, as stated in Theorem 2, the bifurcation set in W is qualitatively constant above each open region ∆ 1 and ∆ 2 , separated by C. Above the curve C there is a folding of the bifurcation set at which the fiber Π −1 (δ, λ) is tangent to it. Also certain bifurcations of codimension 4 or 5 occur in ∆ × W but only concern values of (x, y) outside Q and we do not pay further attention to these.
When restricting to ∆ 1 and ∆ 2 the codimension 3 bifurcations inside W act as organizing centres. This means that when taking two-dimensional sections in W we see a semi-global picture organized by the trace of the codimension 3 bifurcations.
For each region ∆ 1 and ∆ 2 the associated bifurcation set in W is depicted in Figure 3 -(b) and Figure 3 -(c), respectively. Figure 3 -(c) shows that the bifurcation set possesses several codimension 2 curves subordinate to four codimension 3 points which act as organizing centres. Now we explain how to understand the bifurcations up to codimension 1.
Organizing centres and two-dimensional bifurcation diagrams. Given the organizing centres of the bifurcation sets in W, we take two-dimensional sections S i , i = 1, . . . , 6, transversal to the codimension 2 curves as indicated in Figure 3 . Each two-dimensional section intersects codimension 0 strata in several open regions separated by codimension 1 curves. The associated two-dimensional bifurcation diagrams will be shown, emphasizing the basins of attraction and the possible multi-stability. In the diagrams, we use the narrower trapping domains obtained 
. Section S 6 = {µ = 0} is the two-dimensional section associated to the bifurcation diagram of Zhu's model [68] . (c): Similar to (b) for the case (δ, λ) ∈ ∆ 1 . Section S 4 = {µ = 0} covers the case of Bazykin's model [41] . For terminology see Table 1 .
numerically with help of Matlab [38] and Matcont [36] , see Figure 1 -(b). Furthermore, for each corresponding two-dimensional bifurcation diagram, the Reduced Morse-Smale (bifurcation) diagram is given.
We illustrate our strategy in Figure 4 -(a) by presenting one of the two-dimensional bifurcation diagrams (in S 1 ), for the terminology referring to Table 1 . From Figure  4 -(a) the corresponding Reduced Morse-Smale diagram is obtained by removing the Hopf curve, see Figure 7 -(a).
Limit cycles and homoclinic loops. We describe how limit cycles can come into existence by codimension 1 bifurcations. Limit cycles may be created by Hopf bifurcation (H 1 ) (see for instance regions 1 and 7 in Figure 4 -(a)), by saddle-node bifurcation of limit cycles (SNLC 1 ) (see regions 9 and 11 in the same Figure 4 -(a)) and by homoclinic bifurcation (L 1 ) (or Blue Sky catatrophe [1] , see regions 1 and 12 in Figure 4 -(a)). The occurrence of limit cycles is investigated numerically (continuation) with help of Matlab [38] , Matcont [36] and Auto2000 [27] . Figure 4 . Two-dimensional bifurcation diagrams of system (3) associated to sections S 1 , S 2 and S 3 indicated in Figure 3 . Bifurcation diagram in boxK is topologically equivalent to that in box K. Phase portrait for every region is given in Figure 6 . For terminology see Table 1 .
In principle limit cycles also could be created by heteroclinic connections, but in our case this does not apply, since there can be at most one saddle-point in the interior of the trapping domain (see Theorem 1) . Figure 5 . Two-dimensional bifurcation diagrams of system (3) associated to sections S 4 , S 5 and S 6 indicated in Figure 3 . Phase portrait for every region is given in Figure 6 . For terminology see Table 1 .
As said before, all local bifurcations can be detected algebraically, which is not the case for the global bifurcations L 1 and SNLC 1 . Again we resort to numerical continuation methods, using various codimension 2 bifurcations to create initial data. For example, in Figure 4 -(a), the degenerate Hopf bifurcation H 2 'generates' (3) with parametric forcing (4) can be expressed in terms of the stroboscopic map Table 1 .
where ϕ t ε denotes the flow of the time-periodic system written as a three-dimensional vector field X ε = X ε (x, y, t; α, β, µ, δ, λ). Fixed points of P ε correspond to periodic solutions of X ε with period ω, and similarly invariant circles to invariant 2-tori.
We take |ε| small, so that X ε is a perturbation of the autonomous system X 0 given in (3) . As an example, we plot a few attractors for P ε in Figures 8, 9 and 10, for parameter values near the homoclinic curve L a 1 in region 9 of Figure 4 -(a). We have numerical evidence for the following statements. Figure 8 Bogdanov-Takens
Degenerate Bogdanov-Takens
Singularity of nilpotent-focus type
Homoclinic at saddle-node
Saddle-node of limit cycles Table 1 . List of bifurcations occurring in system (3). This notation will be kept throughout. All bifurcations are local except the latter four, which are global. In all cases the subscript indicates the codimension of the bifurcation. In the column 'Incidence' we put the subordinate bifurcations of highest codimension. See [1, 28, 29, 37, 41] for details concerning the terminology and fine structure.
strange attractor that consists of 11 connected components mapped by P ε to one another in a cyclic way. These components globalize in Figure 9 in a scenario called heteroclinic tangency (or boundary crisis), compare [19] . Figure 10 shows an invariant C 0 -circle, associated to region 9 in Figure 4 -(a) when we approach the codimension 2 homoclinic point L b 2 . The present approach also applies to system (3) with the exponential response function (5). We depict a strange attractor in Figure 11 .
Statement of the results.
We formulate the main results of this paper in a more precise way. Also an overview of two-dimensional bifurcation diagrams is presented with descriptions of the role of the organizing centres and with the corresponding Reduced Morse-Smale diagrams. A brief discussion is included on the behaviour of the stroboscopic map (6), based on perturbation theory.
The bifurcation sets and the associated phase portraits are drawn with the help of Mathematica [66] , Matlab [38] , Auto2000 [27] and Matcont [36] .
Results. The first theorem treats general properties of system (3) with response function (2) . It contains a classification of the structurally stable case, which covers a dense-open subset of the parameter space ∆ × W. As explained later ( §3.1), for planar vector fields structural stability is completely characterized by the MorseSmale properties. To each Morse-Smale vector field we associate a Reduced MorseSmale vector field without limit cycles, where both concepts coincide when there are no limit cycles with which to start. Recall that we only consider the closed first quadrant clos(Q) of the (x, y)-plane. (General properties) System (3) with response function (2) has the following properties:
, is a trapping domain, meaning that it is invariant for positive time evolution and also captures all integral curves starting in clos(Q). 2. (Number of singularities) There are two singularities on the boundary ∂Q, namely (0, 0) which is a hyperbolic saddle-point and C λ = (1/λ, 0), which is (semi-) hyperbolic with {x > 0, y = 0} ⊂ W s (C λ ). In Q there can be no more than three singularities and the cases with zero, one, two and three singularities all occur. In what follows we refer to [28, 29, 37, 41] for details concerning the codimension 3 bifurcation points. The following theorem is illustrated by Figure 3 . For all (δ, λ) ∈ ∆ 1 the corresponding 3-dimensional bifurcation set in W has four organizing centres of codimension 3 : Figure 11 . Left: Strange attractor for P ε of system (3) For a proof see §4. We refer to [17, 56] for details.
Remarks.
1. All bifurcations that occur in system (3) with response function (2) , are known to have finite cyclicity, for definitions and details see [53] . From this it follows that in any compact region of the parameter space, such that the projection under Π is bounded away from the curve C, there is a uniform bound on the number of limit cycles [53] . Although no theoretical information is known on this bound, numerically we find that in our case it is equal to 2. 2. From the above remark and Theorem 1 we can give a complete classification of all Morse-Smale types. Indeed, as will be shown in §3.4, this type is completely determined by the Reduced Morse-Smale type and the number and positions of these limit cycles. Next we explain the role of the organizing centres and the actual realization of all Reduced Morse-Smale portraits of Figure 2 .
Tour guide for the two-dimensional bifurcation diagrams. The illustrating example that concerns two-dimensional section S 1 (Figure 4-(a) ) is now generalized to all sections S 2 , S 3 , S 4 , S 5 and S 6 of Figure 3 Table 1 . We mention the transcritical, the saddle-node and the Hopf bifurcation as local bifurcations, while the homoclinic bifurcation (or Blue Sky catastrophe) and the saddle-node bifurcation of limit cycles are global [10, 37, 41] . The bifurcations of codimension up to 3, serve as organizing centres that locally (and often semi-globally) determine the geometry of the bifurcation set.
All pictures are illustrations for appropriate parameter values. Other choices will give topologically equivalent pictures [28, 29] . As an example, consider Figure 4 -(a) which illustrates two-dimensional bifurcation diagram in S 1 of Figure 3-(b) . Here we select (δ, λ) = (1.01, 0.01) ∈ ∆ 1 and µ = 0.1. Varying µ in the neighbourhood of µ = 0.1 will give pictures similar to Figure 4 -(a) as long as the associated twodimensional section does not cross the points BT 3 and NF a 3 . Choosing other values of (δ, λ) ∈ ∆ 1 and taking µ in such a way that the corresponding two-dimensional section is in between the points BT 3 and NF a 3 also will give topologically equivalent picture as in Figure 4 -(a).
Recall that our investigation is in R 7 = W × ∆× closQ. As explained in §2.1, we do not have to pay attention to bifurcations of codimension higher than 3. All pictures are depicted with help of codimension 3 bifurcations which act as organizing centres. All subordinate bifurcations expected in [28, 29, 37, 41] occur.
The time-periodic system. As announced in §2.1, we here discuss the general relationship between the autonomous system X 0 and the time-periodic perturbation X ε for |ε| small. Recall that P ε is the two-dimensional Poincaré map of X ε , implying that P 0 is the two-dimensional flow of X 0 , which is very degenerate in the context of two-dimensional diffeomorphisms. We recall that periodic points of P ε correspond to periodic solutions of X ε , while P ε -invariant circles give rise to X ε -invariant 2-tori.
We consider a number of dynamical properties of P ε , as these follow from more or less classical perturbation theory [3, 19, 20, 24, 37, 49] . First of all the hyperbolic periodic points (including fixed points) of P 0 persist for P ε , for ε ≪ 1, including their local stable and unstable manifolds. We note that globally the stable and unstable manifolds generically will behave different by separatrix splitting, giving rise to homo-and heteroclinic tangle. Secondly, the local bifurcations are persistent, in particular this holds for the saddle-node and cusp of periodic points but also for the Hopf bifurcations of these. In the latter case (for which the three-dimensional vector field X ε gives Neȋmark-Sacker bifurcations), we encounter resonances due to the interaction of internal periodicity and that of the forcing. The strong resonances are more involved [3, 19, 20, 40, 52, 59] , but in the case of weaker resonances, near the Hopf curve, the limit cycle turns into a P ε -invariant circle. In a corresponding two-dimensional section in W, the associated rotation number is rational in a denseopen array of Arnol'd tongues emanating from the Hopf curve. Here the circle dynamics is of Kupka-Smale type [48] , which corresponds to frequency locking with the periodic forcing. For a large measure set outside the tongues the invariant circles are quasi-periodic with Diophantine rotation number. The invariant circles break up further away from the Hopf curve in a complicated way, compare with [19] . The saddle-node bifurcation of limit cycles in X 0 turns into a quasi-periodic saddle-node bifurcation for P ε [11, 12] with all the ensuing dynamical complexity [21] [22] [23] , also compare with [14] . In a systematic study of the attractors of P ε as a function of the parameters, we expect the same complexity as described in [13, 19, 20] , for more background also compare with [25, 46, 49, 63] . In this investigation the present study of the autonomous system provides a skeleton. We come back to this in §1.4.2, regarding Rinaldi's model, compare with [52] . In this paper we restrict to the numerical detection of a few attractors of P ε near homoclinic connections in the autonomous system X 0 . More precisely we consider the two-dimensional bifurcation diagrams of X 0 , looking for the loci of homoclinic orbits (L 1 in Figure 4 -(a) and L a 1 , L b 1 in Figure 4-(a) ). These loci can be continued in the ε-direction for ε ≥ 0. In particular we look in a neighbourhood of L 1 where complicated dynamics related to homoclinic tangencies are to be expected, compare with Figures 8, 9 and 10. 3. Morse-Smale classification. This section discusses a topological classification of all possible Morse-Smale phase portraits for system (3). However, we first introduce a few necessary topological tools.
3.1. Basic concepts. Our approach makes an extensive use of the Poincaré -Bendixson Theorem [48] , which expresses that for planar vector fields all recurrence is trivial. We now describe a consequence of this theorem. Consider a smooth vector field X on a rectangle T = P QRS, such that the opposite sides P Q and RS are transversal to X and the other opposite sides P S and QR are tangent to X. Then, if X has no singularities inside T, the restriction X| T is smoothly conjugate to a standard flow-box.
A Morse-Smale vector field X is characterized as follows. All singularities (sinks, saddles and sources) and limit cycles of X are hyperbolic. Moreover X has no saddle-connections. We recall the fact [48] that a C 2 -vector field X is Morse-Smale if and only if it is structurally stable. When restricting to a compact trapping domain, see §2.3, the set of Morse-Smale vector fields is open and dense in the C 2 -topology.
We shall also heavily use index theory [44] , which we briefly recall now. First the hyperbolic singularities have indices ind p (X) as follows: ind p (X) = 1 if p is a sink or source, −1 if p is a saddle-point.
Consider a bounded region D with a compact boundary ∂D. A smooth vector field X is defined on a neighbourhood of D with isolated singularities. We can define the index
The Poincaré-Hopf Theorem [44] first asserts that for two vector fields X andX as above, that coincide on an arbitrarily small neighbourhood of ∂D we have i D (X) = i D (X). Secondly the theorem states that for any smooth vector field X as above, that for each component of ∂D is either tangent or transversal, one has
where χ(D) is the Euler characteristic of D. We present two applications, to be used in the sequel. As a first application again consider the rectangle T = P QRS, with a smooth vector field X which has the same behaviour on the boundaries as above. If X has no singularities in T, then clearly i T (X) = 0. This implies that i T (X) = 0 also for cases where X does have singularities in T. A second application concerns the case where D is a disc with a smooth vector field X, which is either tangent or transverse to the boundary ∂D. In both cases i D (X) = χ(D) = 1.
3.2. Number of singularities. Our study concerns the closed first quadrant clos(Q) = {x ≥ 0, y ≥ 0} and (α, β, µ, δ, λ) ∈ W × ∆, where W = {β > −2 √ α, α ≥ 0, µ ≥ 0} and ∆ = {δ > 0, λ > 0}. Denote by X = X δ,λ,α,β,µ (x, y) the family of vector fields (3). First, X possesses several singularities (equilibria) on the axes.
1. Since δ > 0, the origin O = (0, 0) is a hyperbolic saddle-point with {x = 0, y > 0} ⊂ W s (0) and {y = 0, x < 1/λ} ⊂ W u (0). 2. Since µ ≥ 0, the singularity E = (0, −δ/µ) is below the x-axis. 3. The singularity C λ = ( 
This implies that generically C λ is either a sink (Λ < 0) or a saddle-point (Λ > 0). Observe that {y = 0, x ≥ 0} ⊂ clos(W s (C λ )). Although C λ is persistent, it is really semi-hyperbolic when
Colloquially speaking, C λ is the only point from which singularities enter or leave Q. The corresponding bifurcation is a transcritical bifurcation, see §4.1 for details. Our search for singularities now concerns Q. From (3) a singularity (x, y) must satisfy
Therefore, the singularities of X correspond to the zeroes of
In §4 we shall see that F (x) = F α,β,µ,δ,λ (x) does not have more than three singularities.
Compact trapping domain.
We may restrict the domain of the phase portrait to an invariant subset of Q where all trajectories of X enter and do not leave again, called a trapping domain. In what follows, X t denotes the flow of X over time t.
Proposition 1. (Trapping domain)
For all (α, β, µ, δ, λ) ∈ W × ∆, and for all p such that
the compact domain defined by
is invariant under X t for all t ≥ 0 and therefore is a trapping domain.
Observe that B p contains C λ and does not depend on (α, β, µ).
Proof. We show that for p sufficiently large, the function
is a Lyapunov function. For each p, consider the line
Since the axes are invariant under X t , it is sufficient to show that X(F p ) < 0. From (3) we get
We shall show that there exists p > 0 such that the map
The boundary of L p consists of two points (0, p) and (p, 0) where f (0, p) = −δp < 0 and by taking p > 1/λ, we have f (p, 0) = p − λp 2 < 0. So, f is negative at the boundary of L p . This implies the following: if f changes sign on L p , f possesses a global maximum, i.e., there exists (
At (x 2 , y 2 ) the following equality holds
This further implies that
which is negative if
3.4. Surgery. Given a smooth vector field X defined on a bounded annulus A, without singularities, which is transversal to the boundary ∂A. Assume that the annulus allows a global transversal (radial) section Σ, on which the Poincaré return map is well-defined. As a consequence of the Poincaré-Bendixson and the Poincaré-Hopf Theorems (see §3.1), we conclude that the only invariant sets inside A are limit cycles that are 'parallel' to the boundary. A next observation deals with the orientation of X at the boundary ∂A. If at one boundary component X points inward and at the other outward, the number of limit cycles is even. In all other cases, this number is odd. We shall describe the result of a surgery [47] on such an annulus, where we assume that the set of limit cycles of X inside, is maximal with respect to inclusion. Consider the complement R 2 \A, which has two components, an inner part I which is a disc and an outer part O. Assuming that X is Morse-Smale, we claim the following. Figure 12 . A 'Reeb component' [35] does not occur in our system.
PREDATOR-PREY DYNAMICS
There exists a new smooth vector field Y, which is again Morse-Smale, such that Y | O = X| O and Y | I = ±X| I , where we take the plus-sign if the number of limit cycles is even and the minus-sign otherwise. Moreover Y has neither singularities nor limit cycles inside A. In fact, the restriction Y | A is conjugate to the 'radial' vector field of A. In order to apply the above to our situation we need the following.
Proposition 2. Given limit cycles Γ and Γ ′ that bound an annulus without singularities and other limit cycles, then Γ and Γ ′ have the same orientation.
Proof. Assume that system (3) possesses two limit cycles Γ, Γ ′ that bound an annulus without singularities and other limit cycles, but with different orientation. By an index argument we find a singular point P = (P x , P y ) of X in the inner part I of the annulus. Take p ∈ R such that the line L p = {x + y = p} passes through P = (P x , P y ). As the orientation of Γ and Γ ′ are different, L p contains two points R 1 = (R 1,x , R 1,y ) and R 2 = (R 2,x , R 2,y ) distinct from P where the flow associated to X is tangent to L p , see Figure 12 . Taking the directional derivative X(x + y) = d(x + y)(X) we find
which means that the three points P, R 1 and R 2 must satisfy
Note that (10) is an equation of degree 2 and therefore has no more than two solutions which contradicts the fact that (10) must be valid for three different values of x.
As a consequence of this proposition and the Poincaré-Bendixson Theorem (see §2.1) we claim that any limit cycle Γ of X is contained in an annulus A which is maximal in the above sense.
Note that after a surgery we get a smooth vector field. If we have another annulus, we apply the surgery to the new vector field and obtain again another smooth vector field. We keep doing these surgeries until we have a smooth vector field without limit cycle. As mentioned at the beginning of this section, the vector field to be considered is of Morse-Smale type. This implies that we only have a finite number of limit cycles. Therefore, after finitely many surgeries we change X into a vector field without limit cycles Y = Red(X), called Reduced Morse-Smale vector field.
3.5. Topological classification. We start the topological classification of the reduced Morse-Smale vector field Y. Throughout we assume that Y has the trapping domain B p , including the fact that (0, 0) is a hyperbolic saddle-point and that C = (c, 0) is a singularity, with 0 < c < p. The axes are invariant, where W s (0, 0) = {x = 0}, W u (0, 0) = {y = 0, x < c} and {x > 0} ⊆ W s (C). Also we assume that Y in int B p has no more than three singularities. Compare with Corollary 1 in §4.
Lemma 1. (Type of singularities)
In the above circumstances, the reduced Morse-Smale vector field Y has the following possible configurations of singular points, apart from (0, 0) and C.
1. If C is a sink, then there are either zero or two singularities. In the latter case, the singularities are either a saddle-point S and a sink A, or a saddle-point S and a source R. 2. If C is a saddle-point, then there are either one or three singularities. Always one of the singularities is a sink A 0 and in the latter case we have either a saddle-point S and a sink A, or a saddle-point S and a source R.
Proof. First assume that C is a sink. We construct a 'rectangle' T = P QRS inside B p as follows. The side RS is on the hypothenuse of B p and therefore transversal to Y. The side P Q is situated near C, also transversal to Y. The sides P S and QR are segments of integral curve of Y, see Figure 13 . Note that we can choose T such that all singularities (except O = (0, 0) and C = (c, 0)) of Y are inside T. This follows from the fact that the sides P S and QR can be chosen arbitrarily close to the coordinate axes. As shown in §3.1, the index i T (Y ) = 0. From this the proof of the present part is immediate.
Now assume that C is a saddle-point. First apply the Poincaré-Bendixson Theorem ( §3.1), implying that W u (C) converges to a sink A 0 . Taking a neighbourhood of W u (C) that is transversal to Y, we replace the lower arc P Q of the rectangle T by the boundary of this neighbourhood, see Figure 13 . This gives a similar rectangle T ′ to which the above argument applies again. Case where C is a saddle-point: We repeat the procedure in the proof of Lemma 1, taking a neighbourhood W u (C). In the complement of this neighbourhood, the first part of the present proof applies. The case [b-j] so corresponds to [a-j] for j = 1, 2 and 3.
How to return from the Reduced Morse-Smale vector field Y to the original Morse-Smale vector field X? Recall that Y was obtained from X by surgery, where each maximal annulus was replaced by an annulus with a radial vector field. Therefore, after reduction from X to Y, each maximal annulus of X corresponds to an isotopy class of Y -transversal curves. Such a transversal curve bounds a disc D with index i D (Y ) = 1. By examining all of the six cases of Figures 2-(a) and 2-(b) we get the following.
Proposition 4. (General classification)
Given the type of Y, the maximal annuli for X can be re-inserted as follows: Case a:
1. No annulus possible; 2. The annulus is to be put around the point A; 3. The annulus is to be put around the point R. Case b:
1. The annulus is to be put around the point A 0 ; 2. The annuli are to be put around the point A 0 or around the point A, or around all singularities A 0 , S and A; 3. The annuli are to be put around the point A 0 or around the point R, or around all singularities A 0 , S and R.
[
Figure 14. Dynamics associated to limit cycles as detected numerically in (3). In particular, numerically we find at most two limit cycles.
Each annulus may contain an arbitrary non-negative number of limit cycles (including the number 0) and the topological type of X only depends on the topological type of Y and these numbers.
Remark. We recall that we may have to change the sign of Y in the inner regions I of the annuli, according to the parity of the number of limit cycles. Note that this may have to be done repeatedly.
All possible configurations associated to limit cycles, that we detected numerically are summarized in Figure 14. 4. Bifurcations and organizing centres. We now describe all bifurcations occurring in system (3) concerning the trapping domain B p , see Table 1 for an exhaustive list of the bifurcations [28, 29, 37, 41] . This list involves bifurcations of singularities, homoclinic orbits and limit cycles. All local singularities unfold generically in the parameter space, which can be checked algebraically. Our proof of Theorem 2 is based on these investigations. We refer to [17, 56] for details. 4.1. Transcritical bifurcation and its degeneracy. We discuss a scenario in which a singularity enters or leaves the trapping domain via the singularity C = (1/λ, 0). Recall that the family (3) depends on five parameters α, β, µ, δ and λ, where
As mentioned in §3.2, the singularity C is a hyperbolic singularity at the boundary ∂Q, which becomes transcritical when the eigenvalue transversal to the x-axis becomes zero, see [37, 41] . Since dim W = 3 we have to study degenerate and doubly degenerate versions as well. The bifurcation set in W near TC 3 is depicted in Figure  16 . We state the following proposition. The proof of this proposition is a straight-forward application of the classical normal form theory [8, 37, 60] , using some computer algebra (Mathematica [66] ), for details see [17, 56] . Now we study the bifurcations occurring in the interior of B p .
4.2.
Saddle-node and cusp bifurcations. We have the following. Proposition 6. (Saddle-node bifurcation) For all (δ, λ) ∈ ∆, the corresponding bifurcation set of (3) in W possesses two saddle-node surfaces which are subordinate to a smooth cusp curve SN 2 .
As in the case of Proposition 5, the proof is a straight-forward application of the classical normal form theory [8, 37, 60] , using some computer algebra (Mathematica [66] ), see [17, 56] for details.
Note that since SN 2 is connected, it is subordinate to TC 3 . We now investigate Hopf bifurcation and its degeneracy. Figure 3 . Again the proof of this proposition is a straight-forward application of classical normal form theory [8, 37, 60] , using some computer algebra (Mathematica [66] ), see [17, 56] for details.
4.4.
Bogdanov-Takens bifurcation and its degeneracy. The following propositions describe how the set of Bogdanov-Takens bifurcations is organized and locally stratified.
Consider system (3) near a singularity (x 0 , y 0 ) at which the eigenvalues of the linear part are purely imaginary. For convenience, we introduce complex coordinates z = (x − x 0 ) + i(y − y 0 ) in a neighbourhood of (x 0 , y 0 ) and compute the normal form. We haveż
where H 1 and w depend algebraically on the parameters. Consider the map
where F is defined in (8) and H 1 in (11). For all (δ, λ) ∈ ∆, we write
which is a smooth curve containing all nilpotent singularities of system (3).
Proposition 8. (Bogdanov-Takens bifurcation)
For all (δ, λ) ∈ ∆, the bifurcation set of (3) in W possesses a smooth curve N of nilpotent singularities of system (3) . An open and dense subset of N is formed by a Bogdanov-Takens curve BT 2 which is subordinate to a single codimension 3 Bogdanov-Takens point BT 3 .
We refer to [28] for a description of the geometry and stratification near a Bogdanov-Takens point BT 3 .
Proof. We investigate higher degeneracies of the Bogdanov-Takens bifurcation BT 2 . We look at the germ associated to (3) near the corresponding singularity (x 0 , y 0 ). Setting u = x − x 0 , v = y − y 0 , on the set N, the corresponding germ has a 4-jet C ∞ conjugate to [28, 29, 61] 
where for each i = 1, . . . , 6, the coefficient K i depends on the parameters, see [56] for details. The Bogdanov-Takens bifurcation BT 2 is nondegenerate when K 1 = 0 and K 2 = 0. Further degeneracy occurs when K 1 = 0 or K 2 = 0 [28, 29] . Now we investigate the case when K 2 = 0 and K 1 = 0 which corresponds to BT 3 . Consider the map
This map can be algebraically checked to be a local diffeomorphism near
Moreover, another algebraic nondegeneracy condition has to be verified [29] . These two conditions imply that for all (δ, λ) ∈ ∆, the bifurcation set in W contains an isolated BT 3 point in N to which BT 2 is subordinate.
In the following proposition we discuss the case when K 1 = 0 and K 2 = 0 which leads to a singularity of nilpotent-focus type NF 3 [29] . The proof of the proposition is partially based on numerical results. Mathematically, the local bifurcations are well understood. However, to get a full picture of the bifurcations with the connection between organizing centres is in general a very hard task. Therefore computer assistance is needed. More details are given in [17] .
Proposition 9. (Singularity of nilpotent-focus type)
1. There exists a smooth, algebraic curve C ⊂ ∆, which separates ∆ into two parts ∆ 1 and ∆ 2 . For all (δ, λ) ∈ ∆ 1 the curve N contains two nilpotent-focus singularities NF We refer to [29] for a description of the geometry and stratification near NF 3 . We remark that all singularities on the curve N are listed in the Propositions 8 and 9.
Proof. Applying a linear scaling on u and v of the form
the 4-jet (13) readṡ
Consider the map
and define the map
By a computer assisted investigation it follows that the map C n is a submersion near C −1 n {0}, which is a connected and smooth curve in W × ∆. The curve C now is obtained as the projection of C −1 n {0} under (α, β, µ, δ, λ, x) → (δ, λ). This projection is a smooth curve that splits ∆ into two open regions ∆ 1 (below C) and ∆ 2 (above C), see Figure 13 . For all (δ, λ) ∈ ∆ 1 , our investigation reveals that the set π • F Proof. The proof follows from the bifurcation analysis done in §4.1 and §4.2. More precisely for all (δ, λ) ∈ ∆ and for all µ ≥ 0, from Propositions 5 and 6 we have the following diagram in the (α, β)-plane, see Figure 17 . This figure contains the part of the bifurcation diagram that organizes the number of singularities, independent of (δ, λ). There are only two possible scenarios as shown in diagrams (a) and (b) of Figure 17 depending on the value of µ. In the upper right region of both diagrams the number of singularities is zero and we can attain any other parameter point with a Morse-Smale system, by a path that crosses no more than three curves of codimension 1. We emphasize that all computations needed to obtain this information are of algebraic nature, although the checks are computer assisted. 4.5. Global bifurcations. We discuss here the global aspects of the dynamics occurring in system (3), i.e., limit cycles and homoclinic connections. Also we describe different bifurcation features that involve both local and global aspects of the dynamics. Our approach is mainly numerical.
Limit cycles. As known in bifurcation theory [37, 41] , limit cycles may come into existence by Hopf bifurcation H 1 , saddle-node bifurcation of limit cycles SNLC 1 , homoclinic bifurcations L 1 and by their various degeneracies. With help of Matlab [38] and Matcont [36] , we detect and continue limit cycles in system (3), see for instance regions 3, 6, 8 and 9 in Figure 5 -(c).
Homoclinic and saddle-node homoclinic bifurcations. A homoclinic connection mostly occurs as the continuation of a Bogdanov-Takens bifurcation, which is detected with the help of AUTO2000 [27] . Using this tool, we also can detect a branch of saddle-node homoclinic bifurcation , i.e., a saddle-node bifurcation on a limit cycle [37, 41] . This scenario for instance occurs in the transition between regions 9 and 3 in Figures 4-(b) and 4-(c).
5. Concluding remarks.
5.1. Biological aspects. We now discuss a few biological interpretations of our results regarding model (3). Globally speaking there are three possibilities for the coexistence of predators and prey. In the first case the parameters are below the transcritical curve TC 1 , compare with Figures 5, 12 and 15, which implies that C is a saddle-point. Therefore, independent of the initial values in Q, both prey and Similar to the discussion on diagram (a), we conclude that, sincel crosses the curve SN 1 , two singularities occur in region 2. One of these two singularities leaves Q via TC 1 . For terminology see Table  1. predators survive. Compare with regions 3 and 5 in Figure 4 -(a). In the second case, only the prey survives, compare with region 4 in Figure 4 -(a). In the last case, depending of the initial values in Q, only the prey survives or both prey and predators survive (bi-stability). As an example see region 12 in Figure 4-(a) .
On the role of the parameters. From the biological point of view, the coefficients δ, λ and µ play the role of parameters. Some anthropic activities (agriculture, fishery) can modify the values of these parameters. For example, 1/λ is proportional to the carrying capacity of the prey, which is the amount of prey that the environment may sustain. This depends on the nutrient richness (nitrate, phosphate, etc). If the prey consists of nutrient consumers, any enrichment of the environment by an increase of the nutrient supply may increase the carrying capacity and thus decrease the value of λ. When dealing with the management of the environment, one often tries to reduce the amount of nitrate or phosphate in the environment, giving an increase of the parameter λ. The other parameters (α and β) are linked to behavioural or physiological properties of the organisms, such as that of group defence or physiological saturation, and can not be easily changed.
We now present a few related models as these partly appear in the literature, indicating possible relationships with the present approach.
5.2. Time-periodicity. We start discussing aspects of the time-periodic model, i.e., the forcing (4) applied to (3) . Biologically this means that the carrying capacity varies periodically, which is related to the competition amongst prey for special niches or epidemics. As stated in §2.2, we find several strange attractors regarding this forced model, compare with Figures 8, 9 and 10 . A more systematic approach of this and related time-periodic systems is subject of future research.
Rinaldi et al. [52] give six options for a time-periodic set-up. One of these consists of Bazykin's model with forcing (4) when next to α = 0, one also sets µ = 0. The corresponding bifurcation set for the autonomous system of this setting is obtained from Figure 5 -(a) by considering the line {µ = 0} which contains two Hopf points Q a and Q b . Moreover, the periodic forcing is in 1 : 2 resonance with the periodic motion of one of the Hopf limit cycles at the moment of bifurcation. A strange attractor is detected near a limit cycle. Compare with the attractors of our model in Figures 8, 9 and 10. Besides (4), one may set a = a 0 1 + ε sin 2π ω t which expresses seasonal fluctuation of the growth rate. Also putting m = m 0 1 + ε sin 2π ω t expresses that also the harvest rate of the predator fluctuates during the year, see [52] for details. These various settings will be incorporated in the program announced above in the full generality of (3), including exponential response functions like (5) and following the general strategy of [19, 20] .
Remark. One may apply quasi-periodic forcing to system (3). In this case, local bifurcations in (3) give rise to quasi-periodic bifurcations [11, 12] . In the case of Hopf bifurcation, resonances are encountered between frequencies of the internal and the forcing periodicity [57, 64] .
5.3. Infinite dimensional variations. In Volterra-Lotka like models of population dynamics often aspects are taken into account which go beyond the framework of ordinary differential equations. We are thinking of time-delay or spatial effects and of noise. We briefly discuss this in the context of the present model (3).
1. In natural populations, there is a time-delay in reproduction. For instance the birth rate of prey depends on the population at the time t − τ where τ > 0.
In May [43] , this leads to the following systeṁ x(t) = ax(t − τ ) − λx 2 (t) − by(t)x(t) y(t) = −δy(t) + x(t)y(t)
where b > 0. In most cases this delay is significant and the model reacts different from the instantaneous case [51] where periodic solutions can change from stable to unstable. Complicated dynamics are observed in [43, 50] . 2. Another aspect that system (3) does not take into account is the fact that populations have a space distribution x = x(u, t), y = y(u, t), where u = (u 1 , u 2 ). For instance, if a large amount of prey or predators is crammed into a certain area, a tendency exists to diffusion. For instance if we consider the diffusion, system (3) leads to the following system ∂x ∂t = D 1 ∆ u (x) + x(a − λx) − yP (x) ∂y ∂t = D 2 ∆ u (y) + y(−δ − µy + cP (x)), where D 1 and D 2 are diffusion coefficients of prey and predator, respectively. In several reaction-diffusion systems modelling predator-prey interactions, chaotic dynamics are observed [26, 30, 43] . 3. Also a stochastic term can be added to (3) with forcing (4), i.e., leading to dx = (x(a − λ(t)x) − yP (x))dt + b 1 (x, y, t)dW 1 (t) dy = y(−δ − µy + cP (x))dt + b 2 (x, y, t)dW 2 (t), where dW 1 (t) and dW 2 (t) are Brownian motions. One may expect fluctuational transitions between two co-existing attractors as observed in several discrete dynamical systems [9, 45, 55] . It will be of interest to study the general system (3) including one (or more) of these three aspects with special interest in the stability of periodic solutions, the transition between attractors and the complexity of the dynamics.
