Fast estimates of model uncertainty are required for many robust robotics applications. Deep Ensembles provides state of the art uncertainty without requiring Bayesian methods, but still it is computationally expensive. In this paper we propose deep sub-ensembles, an approximation to deep ensembles where the core idea is to ensemble only the layers close to the output. Our results show that this idea enables a trade-off between error and uncertainty quality versus computational performance.
Introduction
Neural networks have revolutionized many fields like object detection, behavior learning, and natural language processing. But most neural network models are overconfident, producing predictions that to not consider epistemic uncertainty, and are generally not calibrated.
Many methods exist to augment neural networks with epistemic uncertainty, for example MC-Dropout [1] and Deep Ensembles [4] . In particular the latter method is a good candidate for many applications due to simplicity and quality of uncertainty. For robotics applications, fast (close to real-time) estimates of uncertainty and highly desirable [10] .
In this paper we propose a simplification of the Deep Ensembles method. By only ensembling part of the model, while sharing a common network trunk, we show that an ensemble model still produces high quality uncertainty estimates in image classification tasks. This allow for a much faster inference time as a single pass is required for a large trunk network, and several forward passes for the sub-models connected to the output.
Deep Sub-Ensembles
Deep Ensembles [4] is a non-Bayesian method for uncertainty quantification of machine learning models. It has been shown that an ensemble of models can produce good estimates of uncertainty, even surpassing methods like MC-Dropout.
Training and performing inference in a Deep Ensemble is computationally expensive. We consider that a neural network architecture can be logically divided [8] into two sub-networks, the trunk network T , and the task network K. The full architecture output for an input x is then K(T (x)).
A Deep Sub-Ensemble conceptually corresponds to training one instance of the full network K(T (x)) in a training set, and then fixing the trunk network weights (T f ), and training additional instances of the model where only the task weights are learned. An overview of the training and inference process is shown in Figure 2 . Our concept of a Deep Sub-Ensemble is similar to Bootstrapped DQN [7] , where a shared network and multiple output heads are used to produce high quality uncertainty Stack T f and a randomly initialized instance of K and train it on D.
6: E = E ∪ K 7: end for 8: Ensemble predictions can now be made by evaluating T f with an input image, then evaluating each ensemble member in E given the output of T f , and combining the predictions. The purpose of this method is to allow the construction of an ensemble that contains a common trunk network T f , and several instances of the task network K i , making the ensemble computationally less expensive to evaluate at inference time, as generally the trunk network contains more computation than the task networks, and the trunk network is evaluated once. For classification, the sub-ensemble output is the average of task network probability predictions, namely
Experimental Results in Image Classification
We evaluate our proposed method in three datasets for image classification: MNIST, CIFAR10, and SVHN. For MNIST [5] , we use a simple batch normalized CNN consisting of a 32 3 × 3 convolution, followed by 64 3 × 3 convolution, and a fully connected layer with 128 neurons and an output fully connected layer with 10 neurons and a softmax activation. All layers use ReLU activations. We select two task networks for ensembling (SE-1 and SE-2), the first uses the last two fully connected layers, and the second task network uses the three last layers (2 FC and one Conv). These results are shown in Figure 3a .
For CIFAR10 [3] , we use ResNet-20 [2] with random shifts and horizontal flips as data augmentation. We define two task networks (SE-1 and SE-2), the first containing the classification layers and the last ResNet stack (with 64 filters and stride S = 2), and a second task network containing the previously defined network plus the second from last ResNet stack (with 32 filters and S = 2). These results are shown in Figure 3b .
Finally, for SVHN [6] we use a batch normalized VGG-like network [9] , with modules defined as two convolutional layers with the same number of filters and ReLU activation, and one 2 × 2 max pooling Figure 4 : Results on SVHN using a batch normalized VGG-like network layer. The network is composed of modules with 32, 64, 128, and 128 filters, and followed by a fully connected layer of 128 neurons, and a final output layer with 10 neurons and softmax activation. We define four task networks that we evaluate (SE-{1-4}), namely taking the classification layers, and going from these layers backwards through the network modules. These results are shown in Figure  4 .
For all datasets we evaluate both the classification error, and the negative log-likelihood. For SVHN we additionally evaluate the calibration curve. We compare our proposed method (called Deep Sub-Ensembles, SE) with Deep Ensembles [4] (DE), as the number of ensemble members is varied, from 1 to 15 ensemble members and task networks.
On MNIST as shown in Figure 3a , ensembling two layers of the model (SE-2) has error comparable with Deep Ensembles, but only ensembling the fully connected layers (SE-1) produces a higher error. The uncertainty as measured by the negative log-likelihood is comparable in all three scenarios, indicating the preliminar viability of our idea.
On CIFAR-10 (Figure 3b ), error increases by around 2% with a sub-ensemble when compared to Deep Ensembles, but the increase of NLL is minor, specially when ensembling two sets of layers (SE-2). Finally on SVHN (Figure 4a ), there is a more marked difference in increasing error as less layers are ensembled. From SE-2 there is a clear improvement on negative log-likelihood, being very similar to the Deep Ensembles baseline since SE-3. Figure 4b show that both methods are calibrated, starting from being underconfident with the base model (single ensemble member), and with increasing confidence as ensemble members are added.
Calibration curves available in
Overall our results show that Deep Sub-Ensembles is in all cases an approximation to Deep Ensembles, with always having higher error, but negative log-likelihood can be similar, depending on how many layers are ensembled. This is expected as ensembling less layers than the full model should behave as an approximation to the true ensemble, enabling a trade-off between computational resources and error and uncertainty quality.
One additional property of a Deep Sub-Ensemble is that since a trunk network is trained once, due to random weight initialization and randomness in the training process, the model might not produce Trunk NLL Ens. NLL (c) SVHN Figure 5 : Relationship between Sub-Ensemble and trunk network performance, in terms of error and negative log-likelihood. Here we only evaluate SE-1.
the best features given the data. We evaluated this by training 10 runs of Deep Sub-Ensembles, and evaluating the trunk model error and the ensemble error, these results are shown in Figure 5 . It can be seen that there is a strong correlation between trunk and ensemble error, with the same effect happening for negative log-likelihood. This indicates that a more through design and training of the trunk model might be necessary for good ensemble performance.
Out of Distribution Detection -SVHN vs CIFAR10
We have also evaluated the out of distribution detection capabilities of Deep Sub-Ensembles. For this we used the ensemble model trained on SVHN, and evaluated on the CIFAR10 test set for ODD examples, and in the SVHN test set for ID examples, as the image sizes are compatible (both are 32 × 32), and there are no classes in common. To decide if an example is out of distribution, we use the entropy of the ensemble probabilities:
Then we put a threshold in the entropy to decide if an example is in-distribution or out-of-distribution. The idea is that in-distribution examples will have a low entropy, as certain class probabilities dominate the prediction, while out-of-distribution examples will have a uniform class probability distribution, which increases entropy.
We evaluate performance of this method using the area under the ROC curve as the number of ensemble members is varied. Results are presented in Table 1 and Figure 6 . Our results indicate that probabilities produced by Deep Ensembles have an excellent capability for out-of-distribution detection, starting from 5 ensemble members. Deep Sub-Ensembles also produces good separation between ID and OOD examples, but requires more ensemble members to reach performance that is slightly worse than a Deep Ensemble, at 15 ensemble members. The mean ID and OOD entropy show that it clearly divides ID and OOD examples.
Conclusions and Future Work
In this paper we have presented deep sub-ensembles for image classification, a simplification of deep ensembles with the purpose of reducing computation time at inference.
Our preliminary results show that it might not be necessary to ensemble all the layers in a model, and that a trade-off between computation time and uncertainty quality might be possible, depending on the task and dataset being learned. As future work, we wish to evaluate on the ImageNet dataset, and explore ways to train sub-ensembles in an end-to-end fashion, which could reduce training time. We will also extend this evaluation to regression and include computation times.
