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ABSTRACT 
We consider the problem of simultaneously putting a set of square matrices into 
the same block upper triangular form with a similarity transformation, and obtain a 
result linking the size of the largest block to polynomial identities. This is used to 
yield a new proof of a theorem of Watters [20] which gives a necessary and sufficient 
condition for a set of matrices to be simultaneously, unitarily similar to block diagonal 
matrices with blocks of sizes one or two. 
1. INTRODUCTION 
The following theorem of McCoy characterizes sets of matrices which 
can be simultaneously upper triangularized. 
THEOREM (McCoy) [5, 131. If A,, . . . ,4, is a given set of n X n matrices 
over a field F containing all the eigenvalues of A,, . . . ,A,,,, then the following 
are equivalent. 
(1) For every scalar polynomial 0(x1,. . . ,x,,,) in the non-commutative 
variables xl,...,xm, each of the matrices Q(A,,. . .,A,,,)(AAi -AiAi), i,i= 
1 , . . .,m, is nilpotent. 
(2) There exists a nonsingular matrix S such that S - ‘Ai S is upper 
triangularfor i=l,...,m. 
(3) There exists an ordering of the eigenvalues cut) of each Ai such that 
the eigenvalues of any scalar rational function R(A,, . . . ,A,) of A,, . . . ,A,,, 
are R(# ,.a., aim)), k=l,..., 12. 
In this paper we consider sets of matrices which can be simultaneously 
put into the same block upper triangular form via a similarity transformation. 
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Gaines [7, 81 used commutator relations to study such matrices and to obtain 
information about the sizes of the blocks. The main result of this paper links 
the sizes of the blocks to polynomial identities. 
We now establish some notation and state the main theorem. Let V be an 
n-dimensional vector space over an algebraically closed field F. Let D be a 
set of n X n matrices over F, and let @ denote the algebra generated by 52 
over F. Regard V as a left @-module, and let nr, . . . ,nt be the dimensions of 
the composition factors of V. Applying a similarity, we may assume &J 
consists of block upper triangular matrices with diagonal blocks of sizes 
ni X ni. 
THEOREM. Let P be a polynomial in T non-commuting variables with 
coefficients in F. Suppose P=O is satisfied by every r- tuple of k X k matrices 
but not by every r-tuple of (k + 1) X (k + 1) matrices over F. Then max 
{n ,,..., n,}<k if and only if P(A, ,... ,A,) is in the radical of @ for every 
r-tuple (AI,..., A,.) of matrices of @. 
We then consider the situation when F is the field of complex numbers 
and @ = & *, In this case we show there exists a nonsingular matrix S such 
that every matrix of S&S - ’ is block upper triangular with blocks of sizes 
n,, . . . , nt if and only if there is a unitary matrix U such that every matrix of 
U@ U* is block diagonal with blocks of sizes n,, . . . ,nt. Putting this fact 
together with the theorem above yields a new proof of the following theorem 
of Watters [20]. 
THEOREM (Watters). If S is a family of n X fl normal matrices and @ is 
the algebra generated by S over the complex numbers, the matrices in S are 
simultaneously, unitarily similar to block diagonal matrices with blocks of 
sizes one or two if and only if [A,B]‘Q= Q[A, B]' for all A in & and B and 
Q in S. 
2. SIMULTANEOUS BLOCK TRIANGULARIZATION 
Let &? be a set of n x n matrices over an algebraically closed field F, and 
let & denote the algebra generated by Q over F. 
DEFINITION. An n X n matrix A is BT(n,, . . . , n,) provided A is block 
upper triangular with t square blocks on the diagonal, of sizes n,, . . . ,n,, 
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where t>l and n,+*** +n,=n: 
where Aj is n, x n,, i = 1,. . . , t. 
The set !J will be called BT(n,, . . . ,n,) if all of the matrices in Q are 
BT( ni, . . . , n,). Note that 52 is BT( n,, . . . , n,) if and only if & is BT(n,, . . . , n,). 
Let V be an n-dimensional vector space over F, and let the matrix 
algebra @ act on V in the usual way. Then there exists a nonsingular matrix 
S, with elements in F, such that S &S -i is BT(n,, . . . , n,) if and only if V has a 
chain 0 = V, c Vi c . * 1 c V, = V of &-invariant subspaces with di- 
m( Vi/ Vi _ I) = ni [9, Chapter IV]. If Z is a basis of V such that I: n Vi is a 
basis of q, i=l,2 ,..., t, and S, is the change of basis matrix from the 
standard basis of V to the basis Z, then S,@SO-’ is BT(n,, . ..,n,). If F is C, 
the field of complex numbers, we may take Z to be an orthonormal basis. 
Hence S,, is unitary and we have the following proposition, which was 
proven by Specht’ [Ml. 
PROPOSITION 1 (Specht) . Let Q be a nonempty set of cornpkx n X n 
m&rices. Then there is a rumsingular matrix S such that SQS -’ is 
BT( nl, . . . , n,) if and only if there is a unitary matrix U such that UQ U -‘= 
UC2 U* is BT(n,, . . . ,n,). 
Thus, if we can simultaneously put a set Q of complex matrices into the 
form BT( nl, . . . , n,) by a similarity transformation, then we can do this with a 
unitary transformation. 
Now consider the case where @ = & * (A* denotes the conjugate trans- 
pose of the matrix A.) Then we have the following result, which is also due 
to Specht [18, p. 2121.’ 
‘This result appears in a paper by Wilhelm Specbt [18, pp. 210-2111 although it is stated 
differently there. Specht’s proof uses matrix computations and a factorization which resembles 
the polar decomposition of a matrix. 
2The proof given here of Proposition 2 is the same as Specht’s [18, p. 2121. The author has 
also recently learned of a paper by G. P. Barker, L. Q. Eifler, and T. P. Kezlan [3] in which a 
similar result is proven. Their proof uses the Wedderbom-Artin theory of the structure of 
semi-simple algebras and yields a sharper result. Finally, we note that Laffey [ll., pp. 191-1921 
proved that if d = 6? *, the matrices in D can be simultaneously block diagonaJized if and only if 
they can be unitarily block diagonalized. Laffey’s method of proof can be used to obtain 
Proposition 2. 
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PROPOSITION 2 (Specht). Let Q be a rwnempty set of complex n x n 
matrices, and let @ be the algebra generated by s2 over @. Suppose & = @*. 
Then there exists a nonsingular matrix S such that S @S -’ is BT(n,, . . . , nt) if 
and only if there exists a unitary matrix U such that every matrix of U 6? U* 
is block diagonal with blocks of sizes nl,. . . ,nt. 
Proof. Assume there is a nonsingular matrix S such that S 6?S - ’ is 
BT( n,, . . . , n,). By Proposition 1, there is a unitary matrix U such that U&U* 
is BT(n,, . . . , n,). Then & =@* implies (UaU*)*= U&U*. Since the trans- 
pose conjugate of a block upper triangular matrix is block lower triangular, 
the only nonzero elements of the matrices of U&U* are in the diagonal 
blocks. n 
COROLLARY. An n X n matrix A is unitarily similar to a block diagonal 
matrix with blocks of sizes n,, . . . , n, if and only if A and A* are simulta- 
neously similar to block upper triangular matrices with blocks of sizes 
n,,...,n,. 
Proof. Let & be the algebra generated by A and A *. Then @ = @ *, and 
Proposition 2 applies. n 
Note that if A is normal, then t=n, and n,=J for i=l,...,n. Thus A is 
normal if and only if A and A* are simultaneously similar to upper trianguhrr 
matrices. 
3. THE MAIN THEOREM 
Now let n,,..., n, be the dimensions of the composition factors of V, 
regarded as an @-module. Then there exists a nonsingular matrix S such that 
S&3-’ is BT(n,,..., n,) and this is the finest possible block triangular form 
for &. 
DEFINITION. !J is BT*(n,,..., n,) provided D is BT(n,, . . . , n,) and 
n,, . . . , n, are the dimensions of the composition factors of V relative to &. 
Gaines [7, 81 studied such block triangular matrices and obtained results 
linking the sizes of the blocks to commutator identities. Theorem 1 will 
relate the size of the largest block to a polynomial condition. The proof of 
Theorem 1 uses the following theorem of Burnside. 
THEOREM (Burnside) [9, p. 2761. If U is a non-zero, irreducible algebra 
of linear transformations of a finite dimensional vector space over an 
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algebraically closed field, then U is the complete algebra of linear transfm- 
mutions. 
We now state and prove the main theorem. 
THEOREM 1. Let P(x,, . . . , x,) be a polynomial in the rum-commutative 
variables x1, . . . , x, with coefficients in an algebraically closed field F. 
Suppose the equation P(x,, . . . , xr) = 0 is satisfied by every r- tuple of k X k 
matrices over F, but there exists an r-tuple of (k + 1) X (k + 1) matrices over F 
which does not satisfy the equation. Let @ be an algebra of nXn matrices 
over F which is BT*(n,, . . . ,n,). Let m = max{ nI,. . . ,n,}. Then the following 
two conditions are equivalent: 
(1) m<k. 
(2) P(A,, . . . A,) is in the radical of 4? for every r- tuple (A,, . . . ,A,) of 
matrices of &. 
Proof. Assume m < k, and let (A Ir.. . ,A,) be any r-tuple of matrices of 
a.. Denote the jth diagonal block of 4 by A,,, i = 1,. . . ,r, i = 1,. . . , t. The 
matrix P(A, ,..., 4) is BT(n, ,..., n,) with P(Aii ,..., A,.J=O for i=l,..., t. 
Thus, all the diagonal blocks of P(A,, . . . ,A,) are blocks of zeros. Now let C 
be any element of & . The matrix CP(A,, . . . ,A,) is again BT( nl,. . . , n,), and 
the diagonal blocks of CP(A 1,. . . , AJ are the products of the corresponding 
diagonal blocks of C and P(A,,.. ., A,). Hence, all of the diagonal blocks of 
CP(A,, . . . , A,) are blocks of zeros, and CP(A,, . . . ,A,) is nilpotent for all C in 
@. Therefore, P(A, ,..., A,) is in the radical of @. 
Conversely, suppose condition (2) holds. We have m = max{ nl,. . . , n,} = 
ni for some i. Let 
@* = { Aii IA,, the ith diagonal block of some A E @ } . 
If m=l and &=O for i=l,..., t, then @ is an algebra of strictly upper 
triangular matrices and hence is nilpotent. Thus, we may assume & #O. 
Since 8 is BT*(n,,..., n,), 6$ is an irreducible algebra of m X m matrices 
over F. The theorem of Burnside then implies $ is the complete matrix 
algebra, M,(F), of m x m matrices over F. Since P(A,, . . . , AJ is in the radical 
of @ for every r-tuple (A,, . . . , A,) of @, the m X m matrix P(B,, . . . , B,) must 
be in the radical of @i for every r-tuple (B,, . . . , B,) of matrices of $. But 
$ = M,(F), which has zero radical. Therefore P(B,, . . . , B,) =O, and P 
vanishes on $ = K(F). Hence by our hypothesis on P, m > k. n 
We now show McCoy’s theorem follows from Theorem 1. We will prove 
that condition (2) of McCoy’s Theorem follows from condition (1); the 
implications that (2) implies (3) and (3) implies (1) are straightforward. Let 
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G={Ai,..., A,} be a set of n X n matrices over an algebraically closed field 
F, and let 6? be the algebra generated by D over F. Assume condition (1) of 
McCoy’s theorem holds-i.e., that [Ai, Aj] = AiAi - AjA, is in the radical of & 
for i,i=l,..., T. We apply Theorem 1 with P( xi, x2) = xixa - xZxl and k = 1. 
We now need to show that condition (2) of Theorem 1 holds-i.e., that 
[C, D] is in the radical of & for any pair (C, D) of matrices of &. Since the 
radical is an ideal and x1x2 - x,x, = [x,, xa] is linear in each of its variables, we 
may assume C and D are monomials in A 1,. . . ,A,. By repeatedly applying the 
commutator identity 
[XY,Z] =[x,Y]z+Y[x,z]+[Y,z]x+z[Y,x] 
and using the fact that the radical of & is a two sided ideal, we may assume 
C=A,‘and D=,+T, where T and s are non-negative integers. Using induction 
on r and s and the identity 
[X”,Y] = X[X"_',Y] +[x,Y]x”-1, 
one can show that if [Ai,Ai] is in the radical of & for i, i = 1,. . . , r, then [C, D] 
is in the radical of @ . Hence condition (1) of McCoy’s theorem implies that 
condition (2) of Theorem 1 holds. Hence m= 1, and A,,. . .,A, can be 
simultaneously upper triangularized. 
REMARK. The referee has pointed out that condition (2) of Theorem 1 
may be replaced by the condition “P(A,, . . . ,A,) is nilpotent for all A,, . . . ,A, 
in @,” and has given the following proof. 
If m < k, the diagonal blocks of P(A,, . . . ,A,) are blocks of zeros, and 
hence P(A i,. . . ,A,) is nilpotent for all A,,. . . ,A, in &. Conversely, if 
P( A 1,. . . ,A) is nilpotent for all A,, . . . , A, in &, then the argument used in the 
proof of Theorem 1 shows that [P(B,, . . . , B,)]” = 0 for all B,, . . . ,I$ in M,(F). 
Hence [P(X,,..., X,)]” ~0, where X,, . . . , X, are generic m X m matrices (i.e., 
X, = (x$1), where {x$)} are distinct commuting indeterminates). By a result of 
Amitsur [l, p. 472; 10, p. 901 the algebra generated by Xi,. . . ,X, can be 
embedded in a division algebra. Hence P(X,, . . . , X,) = 0, and thus 
P(B 1,. . . , B,.) = 0 for all B,, . . . , B, in M,(F). By our hypothesis on P, m Gk. 
Proposition 2 and Theorem 1 together yield the following result. 
THEOREM 2. Let G be a nonempty set of complex n X n matrices, and 
let @ be the algebra generated by G over @. Assume 6? = 6? *. Let P(xl, . . . ,x,) 
be a polynomial satisfying the hypothesis of Theorem 1. Then the following 
are equivalent: 
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(1) There is a unitary matrix U such that for all A E &, the matrix 
UA U* is block diagonal with blocks of sizes nl,. . . , n, and max{ n,, . . . , nt} < 
k. 
(2) P(A,, . . . ,A,) = 0 for all A,, . . . ,A, E @. 
Note that if ti is a set of normal matrices, then @ = @*. This follows from 
the fact that if A is normal, A* = f(A) for some polynomial f. Hence, 
Theorem 2 may be regarded as a generalization of the fact that a set C? of 
normal matrices can be simultaneously, unitarily diagonalized if and only if 
the matrices in a commute [S, pp. 224-2251. 
We now use Theorem 2 to give an alternative proof of a theorem of 
Watters [20]. 
THEOREM (Watters). If S is a family of n X n normal matrices and @ is 
the algebra generated by S over the complex numbers, the matrices in S are 
simultaneously, unitarily similar to block diagonal matrices with blocks of 
sizes one or two if and only if [A, B]‘Q = Q[A, B]’ for all A in @ and B and 
Q in S. 
To obtain this result from Theorem 2, let 
This polynomial vanishes for all triples of 2 X2 matrices, but not for all 
triples of n X n matrices whenever n > 3. Hence, P(x,, ~a,, xa) satisfies the 
hypothesis of Theorem 1 with k = 2. Now assume the second condition of the 
Watters theorem holds-i.e., that P(A, B, Q) = 0 for all A in 6? and B and Q 
in S. We need to show that this implies condition (2) of Theorem 2-i.e., 
that P(A, B, Q)=O for all A, B, and Q in @. Since [A, B12 commutes with 
every element of & if and only if it commutes with every element of S, we 
clearly have P(A, B, Q) = 0 for all A and Q in & and B in S. By Theorem 2, 
we may assume @ = G(C) for some m. Suppose m > 3 and B = ( bij) E S is 
not a scalar matrix. If bii#O for some i#j, then [Eii, B12 is not a scalar 
matrix, where Eii is the matrix with one in the j,i position and zeros 
elsewhere. If B is diagonal with bi,#bti, let A = Eii + Eii + Eji + Eii. Then 
[A, B12 is not scalar. Hence, P(A, B, Q) = 0 for all A and Q in @ = M,(C), and 
B in S, implies m < 2. 
4. POLYNOMIALS SATISFYING THE HYPOTHESIS OF THEOREM 1 
We note here that polynomials satisfying the hypothesis of Theorem 1 do 
exist for each positive integer k, and give some examples. 
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DEFINITION. The standard polynomial in m variables is 
where the sum is over all permutations u of the integers 1,. . . , m, and the 
coefficient of the term x0,(,)x,(,) * * - x+) is + 1 if (I is an even permutation and 
- 1 if u is an odd permutation. 
The equation Sm(xl,. . . , x,,,) = 0 will be called a standard identity. Amitsur 
and Levitzki [2, pp. 450-4551 h s owed that the standard identity in 2k 
variables is satisfied by all 2k-tuples of k X k matrices. Furthermore, Levitzki 
[12, pp. 336-3381 showed that the minimal degree of a polynomial identity 
for the complete matrix algebra of k X k matrices is at least 2k. Hence, 
S,, =0 is a polynomial identity of minimal degree for M,(F), and the 
polynomial S,,(x,, . . . , xZk) satisfies the hypothesis of Theorem 1. 
The polynomial P(X, Y) = [X, Y] ’ is a central polynomial for M,(F)-i.e., 
if X and Y are 2 X2 matrices, then [X, Y]” is always a scalar matrix. 
Formanek [6] constructed a central polynomial FJX, Y,, . . ., Y,J for the 
algebra of k x k matrices over a field, for each positive integer k. This 
polynomial is non-vanishing on M,(F) and is not a central polynomial for 
Mk+ 1(F). Hence, the polynomial 
G&Z,X,Y1,..., Y/J =[z,Fk(xyl,...Jk)] 
satisfies the hypothesis of Theorem 1. One can also show that 
Fk+ ,(X, Y,, * * *, Yk+ r) = 0 is a polynomial identity for M,(F) but not for 
Mk+ ,(F), and hence satisfies the hypothesis of Theorem 1. 
Rossett [15] has given a short proof of the Amitsur-Levitzki theorem, and 
Razmyslov [14] has constructed central polynomials which differ from For- 
manek’s. Rosset’s proof and an account of Razmyslov’s central polynomials 
may also be found in Chapter 12 of P. M. Cohn’s Algebra, Vol. 2 [4]. 
I would like to thank my research advisor, Dr. Olga Taussky, far her 
generous guidance and encouragement, and the National Science Faundatian 
for its financial support in the fnm of a graduate fellowship. Thanks are also 
due to the California Institute of Technology. Finally, I would like to thank 
the referee far making many helpful cmments and suggestions f_w reorganiz- 
ing and improving this paper. 
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