This paper reviews existing Non-Homogeneous Poisson Process (NHPP) 
Introduction
The production of modern computer software is one of the most complex and unpredictable activities in industry. Software is an integral part of critical applications such as commercial avionics, banking, nuclear power generation, and medical instrumentation. A methodology for certifying software integrity is absolutely essential. There is a need for more accurate and cost-effective software reliability models than those presently in use.
A software reliability model must account quantitatively for test coverage and also imperfections in the software repair process. Since software reliability estimates impact significantly the release time of a software product, and thus its development and maintenance costs, the model accuracy becomes crucial.
The Enhanced Non Homogeneous Poisson Process(ENHPP) software reliability model [ll] , an extension of the popular NHPP software reliability models [2] , accounts explicitly for test coverage and test quality.
Traditionally, software reliability models do not explicitly consider the process of software repair. Many ' This work was supported in part by the US AIR FORCE Rome Laboratory as a core project in the Center for Advanced Computing and Communication and by a contract from the Charles Stark Draper Laboratory. models assume that there is no specific time or cost requirement to repair. This assumption clearly needs to be amended in order to present a more realistic software reliability model. In this paper, we present a non-homogeneous Markov software reliability model which allows for finite time to repair. This new model is based on the ENHPP model, and allows for predictions to be made about the operational phase metrics, such as reliability and availability. Stopping rules based on various release criteria can also be developed from the non-homogeneous Markov software reliability model. In addition to the software model enhancements, an example is provided to demonstrate the model. Section 2 provides background and motivation for the nonhomogenous Markov model, Section 3 shows the computational equivalence of the Markov model and ENHPP. Section 4 and 5 introduces repair actions into the non-homogeneous Markov model. Section 6 extendes the Markov model from the testing phase to the operational phase. Section 7 provides a technique for computing Software Availability. Section 8 demonstrates stopping rules for software release times. Examples are provided in Sections 9 and 10, and finally conclusions are drawn in Section 11.
The paper is organinzed as follows:
Background and Motivation

Test Coverage
In general, test coverage is a measure of how well a test covers all the potential fault-sites in a software product under test. It should be obvious that how one defines a potential fault-site and how well such faultsites are sensitized influence greatly the significance of this important metric. Potential fault-sites are introduced here to mean program entities representing either structural or functional program elements whose sensitization is deemed essential towards establishing the operational integrity of the software product. As mentioned earlier, there are several definitions of test coverage but the one offered here is most general and easily adaptable to situations which may benefit from a specialized application of the concept. The definition allowed for the possibility of defective coverage [ll] ; that is, the possibility of having a subset of non-sensitizable potential fault-sites. The definition of potential fault-site allows us to introduce into the area of software reliability a number of well-developed analytical techniques and notions which have been successfully applied to reliability studies in hardware systems [l3] .
Experimental data such as those presented in Table  1 can be easily collected, using tools such as and utilized to obtain the test coverage by associating coverage information given in column-2 with the cumulative execution time given in column-5.
Existing Software Reliability Models
All the leading software reliability models which are widely used for software quality assessment share the 
N ( t ) as defined follows a Poisson distribution with pa-
rameter m(t), that is, the probability that N ( t ) is a given non-negative integer n is expressed as
All the time domain models which assume the fail& process to be a NHPP differ in the approach they use for determining A(t) or m(t). Analytically, the model is based on the expression
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faults detecte 6 by time t is m(t). If one assumes cd (7) where cd (7) is the fault detection coverage and U is defined as the total number of faults which are expected to be observed given infinite testing time, perfect fault detection coverage (c,j(t) = 1) and perfect test coverage c(m) = 1). The expected number of to be a constant value IC, then
Equation (6) is intuitively simple: the expected number of faults one should find by time t is equal to the total number of faults in the product times the probability of detecting a fault times the percent coverage gained by time t. The ENHPP will be the basis for the non-homogenoues Markov software reliability model.
Computational Equivalence of the Non-Homogeneous Markov Model and ENHPP
The ENHPP model provides a closed-form analytical expression for the expected number of faults. In this section, we demonstrate that the expected number of faults found at time t , i.e., m(t), can also be numerically computed by solving the Markov chain shown in Figure 1 with SHARPE [12] . The chain in Figure 1 is infinite, but for practicality the chain is truncated to a states, where a is the expected number of faults found given perfect repair, perfect fault detection, perfect test coverage and infinite testing time. An estimate for a can be obtained by using the Maximum Likelihood Estimation (MLE) technique [ll] . SHARPE is designed to solve homogeneous Markov n chains, but we get around this problem by dividing the time axis uniformly into small time intervals where within each interval, the failure intensity function of the ENHPP, A(t), can be approximated to be a constant. This value of X(t), is used to obtain the state probability vector of the Markov chain at the end of that time interval. These state probabilities will form the initial probability vector for the next time interval. Using the state probabilities, (probability of being in state i at timet is pi(t)), we compute m(t) with Equation (7).
By using Markov chains, we can introduce sophistication into our model which could not be accounted for in the closed-form analytical approach such as: 0 finite time to repair and 0 imperfect repair.
The Non-Homogeneous Markov Model with Finite Time to Repair
The NHPP based software reliability models assume instantaneous repair, i.e., the fault that caused the software failure will be removed immediately. This assumption is clearly impractical. The time of correction of the fault, in general, does not coincide with the time of the original failure. This time-lag is not explicitly accounted for in the NHPP models, because it significantly complicates the failure process. The number of faults detected and fixed by a particular time will depend on the actual time taken to fix the defect and this number of faults will be less than the instantaneous repair case. In this model, we assume testing continues even during the repair process, and none of the faults are so severe that testing is rendered impossible. Therefore, faults will be queued until they are repaired.
The failure process is assumed to be unaffected by the repair mechanism, and the failure intensity rate For NHPP and ENHPP models, the repair process has been assumed to be perfect and instantaneous. The instantaneous repair assumption was relaxed in the previous section. However, the process of fixing the defect was assumed to be perfect, and this may not always be the case. Here, we introduce the possibility of imperfect repair in the model, by noting that the fault which caused the failure may or may not be repairable and in the process of attempting a repair, new faults may be introduced in the software.
Let us initially assume that the repair mechanism is capable of removing a fault successfully with probability f, and in the process of doing so, it could introduce one or more faults in the software. We also assume that the number of faults introduced cannot exceed the total number of faults that have been detected and repaired at any given time. Thus at any state ( i , j), (j $1 0), the probability of introducing 1 faults ( I 5 i + j ) is given by bi+j,l. Thus we obtain Equation (9) .
The Markov chain for imperfect repair, assuming that at any state one may not introduce more than two faults, is shown in the The expression for the expected number of faults fixed remains the same as Equation (8 . reliability by Kremer [SI and Kapur et al [7] is a special case of the non-homogeneous Markov model, if the number of faults introduced as a result of imperfect repair is restricted to one and the repair is instantaneous. If the failure rate per fault is assumed to be time-independent, the total failure rate is assumed to depend on the number of remaining faults and repair is instantaneous, our model yields the Goel-Okumoto imperfect debugging model [3] , which was proposed as an extension to the Jelinski-Moranda [5] model. The birth-death process used to mo d el the software
Predictions in the Operational Phase
It has been observed that the operational profile of a software product is radically different from the profile used during product testing[6, 91. A software reliability model must thus be able to make accurate predictions of the operational behavior of a software product. To make accurate predictions in the operational phase, it becomes essential to provide estimates of the key parameters. The notions of test coverage, c ( t ) , and fault detection, cd(t), must be adjusted to reflect the user's operational environment and specialized needs.
Towards this end, it is first necessary to compute the number of remaining faults at the end of the development testing phase. If the software is released at time t , , the expected number of faults fixed at time t , is computed by SHARPE[12] using Equation (8) and is denoted by mT(tr) where the indice T indicates the development test phase. The expected number of remaining faults at the end of the development testing phase is thus given by U L = U -m T ( t r ) (10) where the indice L indicates the operational phase.
Notice that in case of the ENKPP, Equation (10) was a closed-form analytical expression as a function of the release time t,, whereas in case of the nonhomogeneous Markov model, this is a numerical value specific to a release time t,.
The mean number of faults detected by time t in the operational phase is thus given by Equation(l1)
m~( t )
= a~ * KL * C L ( t ) ( 
11)
where Kr, is the fault detection probability and cr,(t) is the coverage function during the operational phase. The failure intensity during the operational phase is given by Equation (12).
X,(t) = -d m~( t )
= aL * I<L * c~( t ) (12)
dt
The quantity a-mT(t,)-mL(ca) denotes the number of faults which remain in the software product after infinite time of operational use. These faults may be the result of defective test coverage and imperfect fault detection in both the development testing and operational phases and imperfect repair in the development test phase. Conditioning on the faults that manifest during the system operation we can derive the corresponding reliability function [14] , for the operational phase to be:
The form of the equation is the same as in case of the ENHPP[11], and thus reliability prediction method in the operational phase is unaffected by the introduction of finite time to repair and imperfect repair in the development testing phase.
Software Availability
In many applications, such as telecommunications software, software availability is a more critical system metric than reliability [l] . The expression for software availability, A , during the operational phase, is as follows:
M T T F M T T F + M T T R
A =
where M T T F is the mean time to failure and M T T R is the mean time to repair. In this case, faults occurring during operation are not being fixed either because this is too expensive or because they are not easily reproducible to initiate an effective repair. Faults continue to reside in the software, and thus there is no opportunity for availability growth. M T T R in this case is the mean time to reboot the system. The stochastic process capturing the behavior in the operational phase is thus a two state semi-Markov process.
M T T F is given by:
(15) Assuming a special case of the coverage function during the operational phase, cL(t) = 1 -e -g L t , the expression for M T T F as in the case of ENHPP[11] is given as follows:
Stopping Rules for Software Release Times
The critical issue that the software reliability models should address is when to stop testing. The determination of software release time is typically an optimization problem. The following stopping criteria can influence the software release times :
Stopping rule using the number of remaining faults. This rule is typically applicable in the development phase. If testing is to stop when T out of a faults are detected and no repairs pending, with probability q , the stopping rule is given as :
We are not guaranteed to achieve this criteria if the probability q , or the number of faults fixed r is required to be unreasonably high.
Stopping rule using failure intensity requirements.
The testing process is assumed to be independent of the repair mechanism, and hence the introduction of finite time to repair and imperfect repair strategies does not affect this stopping rule. Note that if the release time is t,, then the failure intensity in the operational phase is AL(t,). Thus if the failure intensity in the operational phase is required to be AL(t,), the release time t , can be determined as in the case of ENHPP[11] from Equation (18) which yields, where CO = CT(O).
Stopping rule using reliability requirements, If the required conditional reliability is R, at time t o after product release, then the release time t, is determined using Equation (13).
Stopping rule using cost requirement. Each state (i,j), can have a cost function associated with it, based on the number of faults fixed and number of pending repairs. Testing can thus stop at a time t , when the total cost of testing exceeds a specified cost C. The stopping rule is thus given by the equation:
This can be computed by discretizing the time interval (O,t,), and computing the state probability vector at the end of each interval as before. This state probability vector can then be used to calculate the cost of testing for that time interval, and thus the cummulative cost. This however, is a Markov reward model which can be solved directly by SHARPE[l2], without having to calculate the state probability vectors.
0 Stopping rule based on availability requirements. This rule is also defined as in case of the ENHPP [ll] . Assuming that M T T R is the time needed to reboot and there is no availability growth, the stopping rule based on availability can be derived by solving numerically Equation (21) for a~ and substituting into Equation (22
Note that the stopping rules based on the reliability, availability, and failure intensity criteria, will have some number of pending repairs unlike ENHPP, due to finite time to repair and imperfect repair. Also, the functions, m~ ( ( t ) and a~, are computed numerically now as opposed to closed-form expressions for the ENHPP model.
Illustration of the Model
We illustrate the model using two simple examples in this section. The MLE estimate for a is 50 in the first and 100 in the second. The detection probability is assumed to be constant and is equal to 0.9. The failure intensity function for a = 50, 100 and 150 faults is shown in the Figure 4 .
The failure intensity functions shown in Figure   4 were sampled at a time-interval of t = 1 unit, and these values were used in the non-homogeneous Markov Model. Thus for a given value of A, the nonhomogeneous Model becomes a homogeneous model and can be solved using SHARPE [12] .
The expected number of fixed faults were computed with finite time to repair and perfect repair. We can see that both in case of a = 50 and a = 100 faults, for any value of p greater than A(t), the numerical Markov solution gives approximate answers close to the ENHPP model, as in the Figure 5 and Figure 6 .
Notice that the value of p is very relevant in the expected number of' fixed faults.
The expected number of fixed faults were computed for imperfect repair, with different values of p. Notice that there is a significant difference in case of perfect and imperfect repair, as shown in Figures 7 and 8 .
The expected number of faults were computed for imperfect repair, with different probabilities of the introduction of the fault for the same value of p . As the probability of introduction of fault decreases, this approaches the case of perfect repair, as seen in For the same value of r and the threshold, the release times are higher for imperfect repair than perfect repair, as shown in Figure 12 and Figure 13 .
Conclusions
In this paper, we present the non-homogeneous Markov software reliability model based on the ENHPP model. The non-homogeneous Model can handle the cases of finite repair time and imperfect repair. Numerical computation is required to solve for expected number of faults, reliability and availability. We use the SHARPE software tool for this purpose. Stopping rules based on the non-homogeneous Markov model are also developed.
Further areas of research include: 
