Computer games require players to interact with scenes while performing various tasks. In this paper an experimental game framework was developed to measure players perception to level of detail (LOD) changes in 3D models (for example a bunny), as shown in Figure 1 . These models were unrelated to the task assigned to the player and located away from the area in which the task was being accomplished. An interactive task, such as a point and shoot game, triggers a top-down vision process. Performing a specific task can result in inattentional blindness (IB) for the player, which is the phenomenon of not being able to perceive things that are in plain sight. IB can allow for substantial simplifications of the objects in the scene unrelated to the task at hand. In this paper five experiments were conducted exploring peripheral LOD change detections during an interactive gaming task. In three of the five experiments different level of awareness for the same task were tested and it was found that only participants being fully aware of the 3D LOD changes were able to detect about 15% of them during the game. In the other two experiments and with the players fully aware of the LOD changes, the distance at which they were able to detect each change of resolution was measured, with different number of LOD levels used in both experiments.
Introduction
Real-time 3D applications are demanding more and more computing power in order to create realistic effects and images with higher definition, whilst sustaining high frame rates. There also exist nongraphical loads of computing, such as simulation, AI, physics, and interaction that are migrating from CPU to GPU and overloading * e-mail: flopezluro@gmail.com † e-mail: rmolla@dsic.upv.es ‡ e-mail:veronica.sundstedt@bth.se the graphics processing unit [Mark 2008 ]. As a result there is always a need to reduce the graphical payload on CPU and GPU to enhance the application performance, reduce the power consumption, and to improve characteristics of video games. One common technique used for reducing graphics rendering cost, whilst keeping a high visual fidelity restricted by a geometric criteria, has been the use of LOD techniques [Clark 1976 ]. LOD techniques have traditionally been used to change the amount of triangles in an object mesh depending on a distance-to-the-camera criterion.
The human visual system (HVS) has limitations that can be exploited when developing real-time 3D applications like computer games or virtual worlds. The visual acuity continually decreases in the periphery of the eye [Snowden et al. 2006] , allowing reductions in resolution, color, and size of the objects that are away from our focus. Lower resolution changes in our visual system, like movements or coarse image changes, are detected instantly by our peripheral vision. However, in order to identify a stimulus we must turn our head to put the stimulus in direct line of sight. If there is a specific task to accomplish by the user there is another concurrent phenomenon that can occur apart from the peripheral view degradation. Inattentional blindness (IB) is the failure to notice a fully-visible, but unexpected object because attention was engaged on another task, event, or object [Mack and Rock 1998 ].
This paper presents a novel experimental game framework for exploring peripheral LOD change detections during interactive gaming tasks. One benefit with this framework is that the results from different players can be compared to each other. This framework was used to run five perceptual experiments using a video game in which a peripheral distance based criterion for LOD changes on 3D models was used. The video game immerses the player in a highly dynamic interaction task that proposes a challenge and requires their attention and physical coordination. The player is in-structed to perform a task that triggers a top-down visual process. In FPS games, when shooting at moving targets, it is likely that players will focus their attention on this particular area of the screen [Kenny et al. 2005] . In this paper we assume a similar behavior during the experiments and informed all players to focus on a flying character as the shooting target in the game, as shown in Figure 1 .
Our first experiment demonstrates that players asked to detect LOD changes in 3D models, whilst performing an interactive point and shoot task, were only able to detect less than 15% of them. In the second experiment the players were uninformed about the LOD changes taking place and all of them reported at the end that they did not notice anything change within the scene. In a third experiment participants were asked to detect any change in the periphery, without referring to the 3D models, and as in the second experiment, they were not able to notice any of the changes in the models. In a fourth experiment, with the same instructions as the first experiment, the distance at which the participants were able to detect each change of resolution was measured, as a first approach on modeling peripheral perception during the top-down vision process. The final experiment, in similar conditions to the fourth, showed that players were able to detect more LOD changes when larger LOD steps were used.
The rest of this paper is organised as follows. We survey the previous results in the field in Section 2. Section 3 introduces our experimental game framework for peripheral LOD changes. The experimental methodology and results are outlined in Section 4 and we conclude and present ideas for future work in Section 5.
Background
As mentioned earlier there are several limitations in the HVS that can be exploited in real-time computer graphics applications. The Contrast Sensitivity Function (CSF) [Mannos and Sakrison 1974] models our ability to perceive details and tells us how sensitive we are to the various frequencies of visual stimuli. The CSF models with accuracy our central vision, but there are further things to consider in relation to peripheral vision. The main functions of peripheral vision are: (1) recognition of well-known structures and forms with no need to focus by the foveal line of sight, (2) the identification of similar forms and movements (Gestalt psychology), and (3) the delivery of sensations which form the background of detailed visual perception [Hunziker 2006 ]. Our visual acuity decreases in the periphery of the fovea, meaning that it becomes harder to distinguish high resolution details, colors, and the size of objects.
When considering human visual perception in the periphery applied to interactive graphics there are several ways of exploiting the lack of resolution [O'Sullivan et al. 2004 ]. Funkhouser and Sequin [1993] proposed an adaptive display algorithm for interactive fixed frame rates during the visualization of complex environments. Their threshold-based LOD control system reduces detail in objects when spatial frequencies or eccentricities are high, always achieving a fixed frame rate.
Reddy [1997] later implemented a perceptually modulated LOD system using the theory from perception and adjusting a CSF model which considers size, eccentricity, and angular velocity of the models. Reddy suggested that the last two factors should be used in conjunction to achieve a considerable speed-up in the rendering. For the task of determining the frequency content in complex 3D models, Reddy proposed a simple image-based metric on images rendered off-line from a sphere of cameras. Then a selection of the imperceptible model is used, based on velocity, eccentricity, and point of view. The results from Reddy's studies confirmed the model's ability to predict perceptibility of features.
Gaze contingent displays (GCD) combine the presentation device with an eye-tracking system that captures the user's gaze and estimates where the user is looking on the projected image. Loschky et al. [2001] used an eye tracking device to produce high resolution images only in the areas in which the user was focusing. They proved that they can filter images blurring the periphery with a radius of 4.1 degrees of visual arc without the user being able to distinguish between the original and the filtered image. Loschky and Wolverton [2007] made an analysis of how late the image can be updated in a GCD, stating that updates must be between 5-80 ms depending on the application and the level of degradation in the periphery. Most of the GCD solutions use a software implementation of the degradation function, such as Laplacian or Wavelets filters. Taking advantage of newer graphics hardware and the increased flexibility to program the graphics pipeline, Duchowski et al. [2007] built a solution of the degrading function in hardware using pixel shaders with good update delays (less than 60 ms). Howlett et al. [2005] investigated the use of saliency features to guide LOD simplification. They determined the saliency of different models using an eye-tracking device and several metrics based on the fixations of the participants on different part of the images. This information was then used to drive a modified version of the QSlim simplification algorithm [Garland and Heckbert 1997 ] to produce images with higher quality in more salient zones. They later compared the simplified models with the original QSlim and the one driven by saliency metrics. Results from their work show that natural objects are suitable to be simplified using this technique while hand-made objects did not show an improvement in the discrimination using one algorithm or the other. Luebke et al. [2002] classified all the systems that use eccentricity, velocity and depth of field as gaze-directed techniques, because there is a need to know where the user is looking at to implement them. At that time Luebke et al. stated that no existing eye tracker meets all the needs in a single inexpensive package. They went further to say that in the absence of an eye or head tracker system it may still be possible to make an informed decision of where the user is looking in a scene, when considering human attention factors like bright colors, moving objects, faces, center of patterns, etc. In the same line of visual attention, but not for real-time imaging, Yee et al. [2001] used a visual attention model to improve the efficiency of indirect lighting computations for dynamic environments. Yee et al. exploited a saliency model termed the aleph map to adjust the search radius accuracy of the interpolation of irradiance cache values.
Cater et al.
[2003] performed an experiment using still images, that consisted of counting specific objects on a computer generated image at different resolutions. They found that in most cases the user was not able to tell the difference between the same images at different resolutions. They also used an eye tracker to analyze the eye movement patterns of the user and reported that they were well correlated with the task. Sundstedt et al. [2005] later used task maps and saliency maps to guide selective rendering, reducing computational cost while maintaining a high fidelity result.
Another possible approach that can drive the modulation of the LODs is to use the information implicit by the task. It has been demonstrated that in FPS games, where the user controls a crosshair to position the virtual world in his central vision, the user is implicitly creating a natural fixation point in the central part of the screen [Kenny et al. 2005 ]. Kenny et al. integrated a 3D FPS game with an eye-tracker and found that nearly 88% of all fixations were located within a central region around the crosshair. In this paper we assume a similar behavior during the experiments and informed all players to focus on a flying character being the shooting target in the game, as shown in Figure 1 .
To our knowledge there is no previous work that address the problem of modulating LOD efficiently based on visual attention and perceptual factors in an interactive gaming task. Most of the studies on visual perception mentioned above have used static images or video sequences, with little or no user interaction, and without setting an additional challenge that would distract the user from the experiment itself. The studies presented in this paper aim to understand how peripheral vision can be exploited in a FPS video game when the user is performing a dynamic task with physical interaction. As we are not making an assumption on how the degradation function will be in the periphery, and considering the presence of a task oriented process, an existent CSF model to implement the degradation function of the models in the periphery was not used. We believe that current models of visual perception based on CSFs for the central vision, peripheral vision and movement, model the physiological limits of the HVS well. However, we also believe that additional factors exist that can be used to exploit the loss of visual acuity even further in specific circumstances like visual attention metrics and task oriented simplification techniques.
Experimental Framework Design
To run perceptual experiments a video game framework was developed to measure the players perception of changes in resolution of 3D models in the periphery. The application was developed on a Linux/x86 platform, using the C++ 3D library OpenSceneGraph and OpenAL for audio effects.
Stimuli
In all experiments the participant had to drive a vehicle (a grey tank) through a city. As we were testing on the perception of the LOD changes on specific 3D models there was one stop or stage for each one. Then for example, if the particular experiment used two models, then there were two positions or stages to reach. These positions were indicated with a transparent green tank to which the player had to align the grey tank. The first position had to be reached within 99 seconds and the rest within 60 seconds. More time was given to the first one to allow the players to get used to the controls and the game.
In order to get to the target the player had a navigation compass (always pointing to the correct direction) to help them find the correct positions to align their tank. The navigation compass can be seen in the bottom left corner of Figure 1 . Once the player found the green tank it had to put the tank exactly over it, as is shown in Figure 2 . Only after positioning the tank correctly (C) the player could press the space key to move the camera and get a view of the scene like the one shown in Figure 1 to start shooting. By forcing each player to park the grey tank exactly on a specific position in the game the results can be compared between different players although the application is interactive and immersive for them.
When the player reached the target point a specific scene was presented. This scene contained a 3D model which is located on top of a building or at the same level of the player vehicle, as shown in Figure 1 . The scene also contained a flying character (the villain) that was shooting at the current 3D model. The player had to protect the 3D model by shooting at the villain that moved around the screen. We refer to the villain as the target or point of interest (POI) because the player had to focus their attention on it in order to accomplish the task. Once located in the shooting scene, the player could aim the crosshair with the arrow keys on the keyboard and shoot at it by pressing the s key. When the POI was hit for the first time by the player, it stopped shooting at the 3D model and started to move. At this moment the highest resolution 3D model was displayed. Figure 1 shows a screenshot of the application, with a 3D model (the bunny) at the left part of the screen and the POI flying next to it. The POI has an energy bar that decreases each time the player hits it. As described above the player had a limited time for each section of the course and 100 bullets to perform the whole task. The player must hit the POI in a circular area at the center of it in order to reduce its energy. In order to adapt the game difficulty to different levels of gaming experience, the radius of this circular area adapts dynamically, in order to make it easier (larger area) for nongamers and a challenge (small area) for experienced players. Every time the player misses a shot the area increases until it reaches a maximum size, on the contrary every time the player hits the POI the area decreases down to a minimum to keep the task difficult.
Before starting the game, players were instructed that they must protect the city statues that are being attacked by the POI. They were also instructed that they should look at the POI that represents the threat in the scene. These instructions are common to all the 38 participants along the different experiments. Nevertheless, each of the three groups that participated received additional information that determined different levels of awareness about the LOD changes during the experiment. The directives given to the participants can be classified as fully-informed, partially-informed and uninformed. In Section 4 each set of trials and directives used are described in detail.
LOD Implementation
We used two models provided by the Stanford 3D Repository (the bunny and the dragon), a car model and a helicopter from old VRML models taken from public domain material. The bunny and the dragon model were textured with a synthetic salient texture which made them look unrealistic. The car and the helicopter were textured in Blender3D to look more realistic and blend into the scene. The LOD scheme used was static, different LODs for each model, and the models were constructed using a Quadric Edge Collapse Decimation filter with the application MeshLab [Cignoni et al. 2008] . Six LODs were used for each model, for the bunny ranging from 3k to 80 triangles (50% of reduction/step), for the dragon from 7k to 1.5k (30% of reduction/step), for the car from 10k to 650 (50% of reduction/step), and for the helicopter the set of resolutions {6.4k, 3.2k, 1.6k, 800, 600, 400}.
For the transition between LODs the technique suggested in [Giegl and Wimmer 2007] was implemented. This technique uses alpha blending without exposing hidden faces to avoid popping effects on LOD switching. The duration of a switch between any two LODs is 300 ms, and during that interval two meshes are rendered simultaneously. The resolutions and number of LODs chosen for each model are experimental with the aim to cover a wide range of resolutions for each model, lowering the quality down to the limits imposed by the algorithm. As noted by Reddy [1997] it is hard to predict a priori the number of LODs and their resolutions in any situation depending mainly on factors such as type of application, complexity, and topology of the mesh and its level of importance in the task.
Setup
The tests were taken in an isolated room with artificial light and a 15.4 monitor at resolution 1024 x 768. The participants were positioned at 50 cm from the screen and an adjustable chair was used to overcome height differences.
Peripheral LOD Detection User Studies
Five experiments were carried out to explore different aspects of peripheral LOD change detections. Two variables were considered in the experimentation, the first and most important one in our study was the level of player awareness to the simplification of the 3D models. The other one was the nature of the models being simplified, being realistic or unrealistic models in relation to the remainder of the scene. In order to vary the level of awareness the instructions were modified before starting the game, giving more or less information to the participants about the task at hand. A copy of the directives for each level is provided in Appendix A-C.
In the first three experiments, the behaviour of the game was the same, the player had to shoot at an apparently random moving target across the screen, and the LOD changes were triggered by a simple 2D fixed distance function between the projected centers of the 3D LOD and the POI. The difference between those three experiments was the level of awareness and the models used. The other two experiments explored the best resolution to use at a particular distance from players central vision and the perception to LOD changes after varying the number of intermediate models.
Experiment 1: Fixed Function -Fully-Informed
The first experiment had 24 volunteering participants (20 men and 4 women; age range: 19-23), all participants presented normal uncorrected vision. The models presented to the players were a totally unrealistic bunny and dragon on top of buildings. Even with the adaptability in difficulty in the game there were four players that did not perform well and their results were removed from all the trials they participated in. They had difficulty to coordinate the keys and to control the crosshair to shoot the target. Since they failed to perform the task they were excluded from this experiment and two other, experiments four and five. In the first experiment participants were warned about where exactly the changes were going to happen. The full directives given to these participants are shown in Appendix A.
As mentioned before the first test consisted of a mapping of distance and LOD levels in function of the 2D distance of the POI to the model. The function in Figure 3 was used, which maps each static model to an interval of distances from the POI. The function of the figure is arbitrary and experimental, trying to map more models with high quality near the central vision and less in the periphery. The function of Figure 3 is as follows:
From the function above, maxD is adjusted to the maximum distance in pixels that can exist between the LOD model and the POI, L is the number of levels of detail used in a particular model, x is the horizontal axis and scale is a free variable greater than zero, used to modify the curvature of the function. In the function in Figure 3 and the experiments the value used for scale was 10. During the interaction, the POI will start to move at random speeds along a spline across the screen when the player hits it for the first time. This will appear as random directions to the player. While the POI moves across the screen the player has to shoot at it and register every LOD change perceived in the peripheral vision by pressing the d. The player has to use the keyboard (arrow keys) to aim the cannon of the tank and shoot repeatedly until the POI leaves the scene.
Results
The results from the first test showed that participants were only able to detect less than 15% of LOD changes (from a mean of 42 LOD changes in total per single performance). A fixed mapping function was used to assign more models in the neighborhood of the central vision and less models in the periphery. The results indicate a very low rate of detections, even when the participants were fully aware about the changes. In the mapping function described in Equation 1 the scaling factor (for positive values) scale can be used to adjust the mapping curve in order to assign more or less models to the central part of the vision. To validate the saliency of the unrealistic bunny and dragon models tested, an algorithm was run to construct a saliency heat map of the scene stimuli [Mizrahi 2006] . A saliency heat map is a twodimensional map encoding the areas that automatically attract our attention in the environment. This algorithm identifies the most salient region based on colour, orientation, density/contrast, intensity, size/weight, intersection, closure, length/width, and curve. The algorithm does not take into account motion which is a very strong attention cue. We assume that the POI attracted the most attention in the scene due to its movement and relation to the task. The saliency analysis showed that the bunny and dragon models were the most salient objects in the scene (apart from the moving POI), as shown in Figure 4 for the bunny. This indicates that even if the most salient object changed the participants still failed to detect a large number of LOD changes.
Experiment 2: Fixed Function -Uninformed
The second experiment had 12 volunteering participants (all men; age range: 19-27). All participants presented normal uncorrected vision. The first experiment was repeated with these new 12 participants but this time we wanted to explore what effect of telling the participants to look for detections on the 3D models had on the results. The same models were used (bunny and dragon), in exactly the same positions as the previous experiment. For the second experiment the instructions were modified and the players were simply instructed to play the game while not being aware of any resolution changes. The directives given to these participants are shown in Appendix B.
Results
Since the players were not told to indicate any resolution change using key presses, questions were asked after the trials. The first question was "Did you notice anything strange during the game?". Interestingly none of the 12 participants reported that they noticed anything strange, whilst all of them completed the game without any problem. After answering that they did not notice anything strange they were asked to summarize all the objects in the game which all participants did successfully. They were then asked if they noticed any of the objects change during the game and again none of the participants reported any detections. Apparently the fact of not telling the participants about the changes and the level 
Experiment 3: Fixed Function -Partially-Informed
After comparing the first two experiments a third experiment was designed and run with six volunteering participants (all men; age range: 20-27). Each of them was provided with the similar directives to the first experiment, but nothing was said explicitly about where the changes were going to happen. The players had to press a key for detections if "they detect anything strange in the periphery". In this case, we extended the previous experiments with a mix of two realistic models (the car and the helicopter) and one unrealistic (which was present in all experiments), so this one consisted of three stages. The same position for the bunny was used, so it can be compared with the previous experiments. We were expecting detections by the players in this experiment, because they were warned about changes in the periphery as in the first experiment, but without mentioning the models explicitly. Because of that, we added two realistic models to cover a wider spectrum of possibilities between the fully informed experiment and the uninformed one. The directives for this experiment are shown in Appendix C.
Results
The results from this experiment were very interesting because none of the six participants pressed the key for detections even once for any of the models presented. It is important to notice that the only changes or movements that occur in the shooting scene are the moving POI, the cannon of the tank aimed by the player, and the LOD changes triggered by the distance in 2D to the LOD model. Due to this the chances of having a masking effect over the LOD changes are low [Luebke et al. 2002] because changes can happen at any moment during the game and are not synchronized with any other visual stimuli. We evaluated the saliency for this two realistic models as well, and they were the objects more salient in the scene after the POI. Again, without explicit information, the players failed to notice the changes in the 3D models, while all of them were able to complete the task in time. 
Experiment 4: Learning LOD Detections -Small Steps
The 20 participants from the first experiment also took part in the fourth one. As mentioned previously four participants were excluded from the results. A fourth test was carried out with the intent to approximate a function for each model that could define the optimal distance with no detections to perform the LOD switch between consecutive models. The models used in this test were the unrealistic (bunny and dragon). The directives given to the players for this experiment were the fully informed version. In order to calculate the distances for LOD changes, and without considering the use of any existent CSF, we did the following experimentation: at the beginning of the interaction, the POI rests at a close distance of the model, and when the player tries to hit it, it starts to move in a circular-like fashion around the model (see Figure 5 ). The first zone of movement is I0, the circular movement of the POI is to preserve an interval of distances in 2D space with respect to the model but keep moving around and being interactive for the user. While the POI moves in a circular zone Ii the LOD changes in the model will start and continuously decrease the quality (one step of degradation each two seconds) regarding to the distance until the player detects a change and presses the key d for detection. After a player detection the last quality is reestablished and the character flies away a small distance, to the next zone of movement Ii+1. Then the process starts again but using as first quality the same as the previous position that the player did not detect. After each LOD change the application gives the player two seconds of delay to press the detection key and then changes again to a lower resolution. For example if we use six LOD models, considering that the first model is already there, after ten seconds of no detections at all the application will register that in that particular distance the player did not detect any LOD change, and the model will be using the coarsest LOD quality. At the end of the experiments a function for the LOD modulation based on distance was determined based on the detections of the 20 participants.
Results
The results from this test gave us an approximation of the distance function for LOD switching for the participants. Figures 6 and 7 show the results for the bunny and the dragon respectively. It is re- markable that far from a visual angle of 13 degrees of visual arc (or approximately 450 pixels in our setup) participants did not perceive the LOD changes with the coarsest models. Figures 6 and 7 show respectively one curve for detections (green) and one for changes not detected (red). Results show there is more uncertainty about detections on higher resolutions. The difference between the mean distances of detections and no detections for lower resolutions is larger than for higher resolutions, so players had more certainty on detecting the LOD changes with lower resolutions. In the highest resolution change for the dragon (from 7k to 5k) there were no detections at all. This is probably because the difference between both models at that distance whilst trying to shoot at the moving POI was fully imperceptible.
Experiment 5: Learning LOD Detections -Large Steps
Using the same approach of the fourth test and the same 20 volunteering participants, we repeated the experimentation but using a subset of the LOD models used to see if under larger resolution changes the players detections improve because of the coarse resolution changes. We let meshes A, B, and C be ordered from higher to lower resolution. We wanted to see if a given LOD change that ends with the mesh C, say from mesh A to B, and then to C, is detected at similar distances as a change from mesh A directly to C. The results were sound with the intuition, in the sense that we can put a particular mesh in a specific position passing through a series of intermediate meshes to avoid the player detection.
Results
The fifth test measured the change detections when the LOD steps are larger. Figure 8 shows the results and we can see that when we use large steps for LOD changes participants perceive those changes at closer distances because of the larger difference in contrast in the stimuli. The difference between both curves for changes from 160 triangles to 80 triangles is because the changes to the 160 triangles model using larger steps are detected at closer distances and then the changes to the 80 triangles model are triggered and detected at closer distances as well. 
Conclusions and Future Work
We have presented a novel experimental game framework for exploring peripheral LOD change detections during interactive gaming tasks. The five experiments investigated the perception of LOD change detections in the periphery on 38 volunteering participants during an interactive computer game task. In the first three experiments, the level of awareness of the LOD changes by the participants was varied. Different directives were given before the start of the game while the game had the same interaction. The results showed that only when the users were completely aware of LOD changes in a particular region of the screen they were able to detect 15% of all the changes. Nevertheless, when participants were completely unaware or partially aware of changes in the periphery they were not able to detect any of the LOD changes.
We believe that there was a loss of acuity in the whole scene because the participants had to do a smooth pursuit on the POI in order to shoot at it [Luebke et al. 2002] . Nevertheless, this effect was present equally in all the experiments. There is no synchronization of events during the shooting stage in the game, and the LOD switches occur independently of other events, so LOD changes are not being masked by other visual stimuli. The difference between the first three experiments was the awareness of LOD modulation, and the only factor that could explain the results obtained. Therefore we can conclude that under these circumstances the threshold of visual perception to LOD changes in the periphery is different when players are aware of the LOD modulation process.
In the third experiment, and trying to cover a wider spectrum of possible scenes, we added two realistic 3D models to the experiment together with the bunny, which was a constant in all of them. This experiment was carried out with the partially aware directives. We expected that the users would be capable of detecting changes in the bunny, as it is shown by the saliency analysis as highly salient in the scene. The results were that no LOD changes, with any models, were detected with these directives. Therefore the differences in how realistic the models were, did not add additional results to our conclusions in this study.
As stated above, only participants in the first experiment were able to detect LOD changes using the LOD scheme proposed. In experiments four and five, using the same directives as experiment one, we measured the distances at which every LOD change was detected by the participants, as shown in Figures 6 and 7 . While it is difficult to generalize the results from these two experiments, we can conclude that the number of LODs and the difference between consecutive LODs can easily alter user's perception to changes.
It is important to be able to identify and characterise the scenarios in game action that can take advantage of IB to allow a more aggressive simplification of the 3D models. Short intervals of action, when players are threatened by other characters in FPS games, are examples of such situations. Once these scenarios are successfully identified and the user's perception measured, developers will be able to take advantage of this loss of acuity to accelerate the game rendering. This will allow the use of lower quality models without altering the user experience, as showed in experiments two and three.
For our future work, we want to characterize the different scenarios of video games that could be exploited by IB as experiments two and three showed. For example, we want to measure how the level of difficulty of the game or application alters the visual acuity in the periphery of user's gaze.
On the visual perception field, we would like to compare existing CSF models like the one proposed by [Reddy 1997 ] with and without an IB effect triggered by the task. Since these scenarios are frequent in games it would be interesting to see how the visual acuity is modified within them.
The integration of our game with an existing eye-tracker is mandatory to further develop these ideas and study the fixation behaviour of the users during the experiments.
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A Appendix
For participants in Experiment 1, 4, and 5 (all fully informed about resolution changes in the 3D models), the directives were as follows:
"You must protect the city statues from an invader who is trying to destroy them!!!. Search him using your orientation compass arrow, and position your vehicle exactly over the transparent green tank. To change mode from driving to shooting, press Spacespace and shoot at the bad guy with s key aiming your gun with the arrow keys. Focus on your target, and not on the rest of the scene, BUT, if you detect any change during the game in the 3D models of statues you must press d key each time you notice something. As we are not using an eye-tracking system for this experiment, we are assuming that you will always be looking at the invader during the game. Keys: arrows to drive your vehicle and aim your gun, space key to enter and exit from shooting mode, s key to shoot, d key to register detections of changes in the 3D models of statues, and f to start playing!!!.."
B Appendix
For participants in Experiment 2 (all uninformed about resolution changes), the instructions were as follows:
"You must protect the city statues from an invader who is trying to destroy them!!!. Search him using your orientation compass arrow, and position your vehicle exactly over the transparent green tank before changing to shooting mode. To change mode from driving to shooting, press space and shoot at the bad guy with s key aiming your gun with the arrow keys. Focus on your target. Keys: arrows to drive your vehicle and aim your gun, space key to enter and exit from shooting mode, s key to shoot, and f to start playing now!!!.."
C Appendix
For participants in Experiment 3 (all informed about any change in the periphery), the instructions were as follows:
"You must protect the city statues from an invader who is trying to destroy them!!!. Search him using your orientation compass arrow, and position your vehicle exactly over the transparent green tank. To change mode from driving to shooting, press space and shoot at the bad guy with s key aiming your gun with the arrow keys. Focus on your target, and not on the rest of the scene, BUT, if you detect any change during the game around your peripheral view, you must press d key each time you notice something. As we are not using an eye-tracking system for this experiment, we are assuming that you will always be looking at the invader during the game. Keys: arrows to drive your vehicle and aim your gun, space key to enter and exit from shooting mode, s key to shoot, d key to register detections of changes in the 3D models of statues, and f to start playing!!!.."
