INTRODUCTION
Over the past thirty years, the generalized method of moments (GMM) has established itself as arguably the most popular method for estimating economic models defined by a set of moment conditions. In his seminal paper, Hansen (1982) developed the asymptotic distributions of the GMM estimator, sample moment conditions, and test of over-identifying restrictions for possibly nonlinear models with sufficiently general dependence structure. This large sample theory proved to cover a large class of models and estimators that are of interest to researchers in economics and finance.
There are cases, however, in which the root-T convergence and asymptotic normality of the GMM sample moment conditions and estimators based on these moment conditions do not accurately characterize their limiting behavior. For example, Gospodinov, Kan, and Robotti (2010) demonstrate that some GMM estimators, which are functions of the sample moment conditions, are proportional to the GMM objective function and, hence, cannot be root-T consistent and asymptotically normally distributed for correctly specified models. This situation is directly related to the results in Lemma 4.1 and its subsequent discussion in Hansen (1982) which correctly point out that the covariance matrix of the sample moment conditions is singular.
In this paper, we study the case that gives rise to degeneracy in the asymptotic approximation in Lemma 4.1 of Hansen (1982) and establish the appropriate limiting theory. Interestingly, we show that in this case, the scaled sample moment conditions evaluated at the GMM estimator are characterized by a non-standard asymptotic behavior. In particular, we demonstrate that the estimated GMM moment conditions converge to zero (the value implied by the population moment conditions) at rate T and are asymptotically distributed as a product of jointly normally distributed random vectors.
The rest of this paper is organized as follows. Section 2 introduces the general framework and notation and discusses some motivating examples that illustrate the discontinuity in the asymptotic approximation of the sample moment conditions. This section also provides the main theoretical results on the limiting behavior of linear combinations of sample moment conditions and presents 1 an easy-to-implement rank test that determines which asymptotic approximation should be used. Section 3 reports simulation results based on a problem in empirical asset pricing and Section 4 concludes.
ASYMPTOTICS FOR GMM SAMPLE MOMENT CONDITIONS

NOTATION AND ANALYTICAL FRAMEWORK
Let θ ∈ Θ denote a p × 1 parameter vector of interest with true value θ 0 that lies in the interior of the parameter space Θ and g t (θ) be a known function {g : R p → R m , m > p} of the data and θ that satisfies the set of population orthogonality conditions
The GMM estimator of θ 0 is defined aŝ
where W T is an m × m positive-definite weight matrix and
The matrix W T is allowed to be a fixed matrix that does not depend on the data and θ (identity matrix, for example), a matrix that depends on the data but not on θ, or a matrix that depends on the data and a preliminary consistent estimator of θ 0 as in the two-step and iterated GMM estimation. Given the first-order asymptotic equivalence of the two-step, iterated, and continuously-updated GMM estimators, our results below can be easily modified to accommodate the continuously-updated (one-step) GMM estimator.
and make the following assumptions.
Assumption A: Assume that
where V = Assumption A is a high-level assumption that implicitly imposes restrictions on the data and the vector g t (θ). The validity of this assumption can either be verified in the particular context or it can be replaced by a set of explicit primitive conditions. Assumption A can be further strengthened in order to allow for more general dependence structure (see, for instance, Stock and Wright, 2000) .
Assumption B imposes sufficient conditions that ensureθ Under Assumptions A and B (Hansen, 1982) ,
Hansen (1982, Lemma 4.1) states the asymptotic normality of √ Tḡ T (θ) with an asymptotic covariance matrix
However, Hansen (1982) notes that Ω 0 is singular and that the asymptotic covariance matrix of √ T D 0 Wḡ T (θ) reduces to a p × p matrix of zeros. Provided that W T is a consistent estimator of W , a similar degeneracy occurs for the object
For our analysis, it is more convenient to rewrite the asymptotic normality result in terms of the nonzero parts of the covariance matrices of √ Tḡ T (θ) and
orthonormal matrix whose columns are orthogonal to W 1 2 D 0 . Then,
3 Lemma 1: Under Assumptions A and B,
and
Lemma 1 shows that 
MOTIVATING EXAMPLES
Example 1
Suppose that we observe for t = 1, . . ., T two samples y 1t ∼ N (µ 1 , σ 2 1 ) and y 2t ∼ N (µ 2 , σ 2 2 ) that are independent of each other and over time with µ 1 = µ 2 = θ 0 and σ 2 1 = σ 2 2 = 1. We assume that the econometrician does not know the variance of y 1 and y 2 and is interested in estimating the common mean parameter θ 0 . Letμ 1 = with sample moments given bȳ
Given that D 0 = [−1, −1] and W = I 2 , it can be easily shown that the distribution of
is given by
where u 1 and u 2 are two independent standard normal random variables. Hence, the distribution is non-normal and D 0 Wḡ T (θ) converges to its true value of zero at rate T . This should also be the case for any linear combination of Wḡ T (θ) (orḡ T (θ) since W = I 2 ) with a vector of weights α = (α 1 , α 2 ) with α 1 = α 2 , i.e., for a vector α that is in the span of the column space of D 0 . In contrast, when α is not in the span of
The degeneracy of this standard asymptotic distribution occurs when α 1 = α 2 .
Example 2
Let y t (θ) be a candidate stochastic discount factor (SDF) at time t, where θ is a p vector of the parameters of the SDF. Suppose we use m test assets to estimate the true SDF parameter vector θ 0 as well as to test if the proposed SDF is correctly specified. Denote by R t the payoffs of the m test assets at time t and by q the vector of the costs of the m test assets. Let
If the model is correctly specified, we have E[g t (θ 0 )] = 0 m . A popular method of estimating θ 0 is to choose θ to minimize the sample squared HJ-distance, defined as
where
To determine whether the proposed SDF is correctly specified, we can examine the sample pricing errors of the m test assets, i.e.,ḡ T (θ), whereθ is the vector of estimated parameters chosen to minimize the sample HJ-distance. Alternatively, we can examine the m vector of estimated Lagrange multipliersλ
which is a transformation of the sample pricing errors. Hansen and Jagannathan (1997) show that if the proposed SDF does not price the test assets correctly, then it is possible to correct the mispricing of the SDF by subtracting λ R t from y t (θ). As a result, researchers are often interested in testing H 0 : λ i = 0, i.e., in determining whether asset i is responsible for the proposed SDF to deviate from the true SDF. 
where v 1 and v 2 are jointly normally distributed vectors of random variables. As a result, any linear combinations ofλ with a vector of weights that is in the span of the column space of D 0 is also T -consistent with a non-standard (product of normals) asymptotic distribution. case in the next subsection. First, we make an additional assumption on the joint limiting behavior ofD T = D T (θ) and h T (θ) that is needed to establish the asymptotic distribution of D 0 h T (θ).
Assumption C: Assume that
for some finite positive semidefinite matrix Σ.
The asymptotic normality of the m − p vector Q W
The main requirement is on the limiting behavior of the matrixD T which is, however, rather weak and rules out only some trivial cases. It is important to note that we do not need to impose any restriction on the rate of convergence of W T apart from being a consistent estimator of W (Assumption B (iii)). In contrast, as we argue later, deriving the asymptotic distribution of D 0 Wḡ T (θ) requires explicit assumptions on the rate of convergence of W T that can differ for parametric and nonparametric heteroskedasticity and autocorrelation consistent (HAC) estimators.
We now state our main result in the following theorem.
Theorem 1: Under Assumptions A, B, and C,
where v 1 and v 2 are (m − p)p and (m − p) vectors, respectively, and
Proof. See Appendix A.
In order to make the asymptotic approximation derived in Theorem 1 operational for conducting inference, we need an estimate of the covariance matrix Σ. In the following, we provide explicit expressions that can be used for consistent estimation of the covariance matrix Σ in Theorem 1.
exists, is finite, and is continuous in θ ∈ Θ almost surely.
In the following lemma, we provide the explicit form of the matrix Σ.
Under Assumptions A, B, and D, we have
Proof. See Appendix A. 
DISCUSSION
The result in Theorem 1 has important implications for the asymptotic distribution of a linear combination of h T (θ) with a weighting vector α that is in the span of the column space of D 0 . In particular, if α = D 0c for a constant nonzero p vectorc, then we have
2 Instead of expressing the asymptotic distribution as the inner product of two normal random vectors, the following lemma shows that we can alternatively express it as a linear combination of independent χ 2 1 random variables.
2 It is easy to show thatΣ
∂gt(θ 0 ) ∂θ c and d2,t = Q W 1 2 gt(θ0). Whenc is unknown, one could plug in a consistent estimator ofc. For example, a consistent estimator ofc can be obtained as c = (
, where z 1 and z 2 are both n × 1 vectors, is multivariate
where Ψ is a positive semidefinite matrix with rank l ≤ 2n. Let Ψ = SΥS , where Υ is an l × l diagonal matrix of the nonzero eigenvalues of Ψ and S is a 2n × l matrix of the corresponding eigenvectors. In addition, let
Then,
where the γ i 's are the k ≤ l nonzero eigenvalues of Γ and the ξ i 's are independent χ 2 1 random variables.
Proof. See Appendix A.
This lemma shows that the inner product of two vectors of normal random variables (with mean zero) can always be written as a linear combination of independent chi-squared random variables.
This result proves very useful since it allows us to adopt numerical procedures for obtaining the p-value of a weighted chi-squared test that are already available in the literature. 3 Furthermore, this result helps us to reconcile the form of the asymptotic approximation proposed in Theorem 1 with the weighted chi-squared distribution that arises in some special cases as in Example 2 above.
Extending the result in Theorem 1 to cover the limiting behavior of A 0ḡ T (θ), where A 0 = W D 0 , requires stronger conditions. DefiningÂ T = W TDT , we need to replace Assumption C by assuming
for some finite positive definite matrix Ξ. The conditions that (29) imposes on the mp vector vec(Â T − A 0 ) can be best seen using the decomposition
While the conditions for the matrixD T are easily satisfied (Assumption C), the requirement of root-T convergence for W T rules out nonparametric HAC estimators (see Andrews, 1991 , for example) but allows for some parametric HAC estimators (West, 1997) . In general, this assumption requires that W T is computed using a martingale difference sequence process or a dependent process for which the form of serial correlation is known. Then, under the assumption in (29), it can be shown, using similar arguments as in the proof of Theorem 1, that
RANK RESTRICTION TEST
The result in equation (25) crucially depends on prior knowledge that a given m vector α is in the column span of D 0 . This is the case, for instance, in our Examples 1 and 2. If this information is not available, then one needs to resort to pre-testing in order to determine which asymptotic framework should be used for the particular problem at hand. Below we propose a computationally attractive pre-test that determines if α is in the span of the column space of D 0 .
Let P α be an m × (m − 1) orthonormal matrix whose columns are orthogonal to α such that
Also, let Π = P α D 0 . It turns out that determining if α is in the span of the column space of D 0 is equivalent to determining if Π is of reduced rank.
Under the null that Π is of (reduced) rank p − 1, H 0 : rank(Π) = p − 1, there exists a nonzero p vectorc such that D 0c = α, or equivalently (by premultiplying by P α and using the properties of 4 Note that the factor √ 2 in (14) is due to the fact that u1 and u2 in this expression are standardized to have variance equal to one. P α ) Πc = 0 m−1 with the normalizationc c = 1. As discussed in Cragg and Donald (1997) , if Π has a reduced column rank of p − 1, we can use an alternative normalization and express one column of this matrix, say π j , as a linear combination of the others columns, assuming thatc j = 0. Without any loss of generality, we can order this column first and define the rearranged partitioned matrix
where c 0 = (c 2 , ..., c p ) . This is equivalent to imposing a normalization onc such that its first element is −1. With such a normalization, c 0 is uniquely defined provided that rank(Π) = p − 1.
LetΠ T = P αDT . Using Assumption C and the proof of Lemma 2, it can be shown that
following lemma shows that the rank test statistic LM is chi-squared distributed with m−p degrees of freedom under the null hypothesis that Π is of rank p − 1.
Lemma 4. Under Assumptions A to D, and H
It is important to note that the rank test statistic in equation (37) 
MONTE CARLO EXPERIMENT
In this section, we report the results from a small Monte Carlo experiment that assesses the accuracy of the proposed asymptotic approximation in finite samples. In particular, we adopt the 12 minimizing the sample HJ-distance, which yieldŝ
, and q = [1, 0 m−1 ] . The estimated Lagrange multipliers are given byλ
and we consider the first elementλ 1 . From our discussion in Section 2.4, if we setc = θ 0 , then α λ = q λ =λ 1 and
This result shows that √ Tλ 1 is not asymptotically normally distributed but instead Tλ 1 has a weighted chi-squared distribution. Appendix B provides detailed derivations.
In the analysis of the empirical size of our asymptotic approximation, the computed p-values from this weighted chi-squared distribution are compared to the 10%, 5%, and 1% theoretical sizes of the test. For a comparison, we also provide the empirical size of a standard normal test of Table I . In Panel A, the weighted chi-squared distribution provides a very accurate approximation to the finite-sample behavior ofλ 1 . In contrast, the standard normal test leads to severe size distortions and rejects the true null hypothesis about 92% of the time at the 5% significance level. 6 In the case of 25 risky assets (Panel B), our approximation tends to over-reject for small sample sizes. This over-rejection is a well documented fact in empirical finance and occurs when the number of test assets m is large relative to the number of time series observations T (see, 6 The substantially different behavior of the two tests documented in the simulations is also observed in real data. For example, using data from the sample period January 1932 -December 2006, the standard normal test suggests that the CAPM fails to price the risk-free asset correctly at the 5% nominal level (p-value of 0.035). In contrast, the weighted chi-squared test delivers the opposite conclusion at any conventional significance level (p-value of 0.887).
for instance, Ahn and Gadarowki, 2004) . As T increases, the empirical size of the weighted chisquared approximation approaches its nominal level. In contrast, the standard normal test always rejects the true null hypothesis 100% of the time and does not improve as T increases. 7 While the incorrect size of the normal test is expected from our theoretical analysis, the severity of these size distortions is somewhat surprising and deserves a few remarks. It can be shown that in our simulation setup, the normal test statistic of H 0 : λ 1 = 0 is asymptotically distributed as − χ 2 m−p . 8 One important implication of this result is that although λ 1 = 0, the correct asymptotic distribution of the normal test statistic ofλ 1 is miscentered compared to the standard normal approximation and the shift to the left increases with the degree of over-identification. 
CONCLUSION This paper derives some new results on the asymptotic distribution of linear combinations of
GMM sample moment conditions. These results complement Lemma 4.1 of Hansen (1982) with the cases that give rise to singularity of the asymptotic covariance matrix and degeneracy of the asymptotic distribution. Interestingly, we establish that in these cases, the GMM sample moment conditions converge at rate T to their population analogs and obey a non-standard (product of normals) limiting distribution. We also explain how to consistently estimate the nuisance parameters of the proposed limiting distributions. Finally, we propose an easy-to-implement rank test to determine which asymptotic framework should be adopted for the particular problem at hand. 7 We also examined the statistical properties of the rank test proposed in Section 2.5 and the sequential test (that includes a pre-test of reduced rank) of H0 : λ1 = 0. Our rank test possesses excellent size and power properties. For example, for FF3 with T = 900, the empirical size of the rank test at the 10%, 5%, and 1% nominal levels is 10%, 5%, and 0.9%, respectively; the empirical power of the rank test obtained by setting α = 1m is always 100% at the 10%, 5%, and 1% nominal levels. The results from the sequential test are very similar to those for the weighted chi-squared approximation. Detailed simulation results can be found in a separate appendix on the authors' websites. 8 The proof of this result (and a generalization of it) is not presented to preserve space but can be found in a separate appendix on the authors' websites.
APPENDIX A
Proof of Theorem 1: Using the first order conditionD
Since
Using Assumption C, let
T ) converge to a vector of normal random variables v 1 .
Similarly, using (9) in Lemma 1, let
converge to a vector of normal random variables v 2 and write the joint distribution of (v 1 , v 2 ) as
Thus,
This completes the proof of Theorem 1.
Proof of Lemma 2: To obtain the asymptotic distribution of vec(D
For the first term, we use the mean-value theorem to obtain
where the first equality follows from Assumption D and the second equality is ensured by the conditions imposed in Assumption B. For the second term, we have
Using expressions (A6), (A7), and (A8), we have
This completes the proof of Lemma 2.
Proof of Lemma 3: Definingz = S z ∼ N (0 l , Υ), we can write
Let e = Υ − 1 2z ∼ N (0 l , I l ). Then, we can write
Since e is standard normal, it follows that
where the γ i 's are the k ≤ l nonzero eigenvalues of Γ and the ξ i 's are independent χ 
be the estimator of c 0 . Noting thatĉ is a continuously-updated GMM estimator and using the equivalence between the continuously-updated GMM estimator and the generalized empirical likelihood estimator with a quadratic discrepancy function (Newey and Smith, 2004 , for example), the first-order conditions for the minimization problem in (A17) are given by 
where Λ ≡ Λ(c 0 ).
The test statistic LM (ĉ) can then be expressed as
which is χ 2 m−p since 
For the special case of a linear SDF that prices the test assets correctly, these expressions can be further simplified and have the form
since G 0 is a null matrix and Q W 
It is straightforward to show using the results above that
,c D 0λ = q λ as in the simulation experiment in Section 3, we haved 1t = d 2,t and it follows that
which is a linear combination of m − p independent chi-squared random variables with one degree of freedom. The table presents the actual probabilities of rejection for the asymptotic tests of H 0 : λ 1 = 0 with different levels of significance under the null hypothesis of correctly specified models, assuming that the factors and returns are generated from a multivariate normal distribution. We consider two model specifications that are calibrated to monthly data for the period January 1932 -December 2006. The model specification in Panel A is calibrated to the capital asset pricing model. The model specification in Panel B is calibrated to the three-factor model of Fama and French (1993) . The results for different values of the number of time series observations (T ) are based on 100,000 simulations.
FURTHER RESULTS ON THE LIMITING DISTRIBUTION OF GMM SAMPLE MOMENT CONDITIONS
Nikolay Gospodinov, Raymond Kan, and Cesare Robotti
Supplementary Material
SIMULATION SETUP
This appendix contains some additional simulation and analytical results regarding the properties of the standard normal test, the mixture of χ 2 test, the LM rank test, and the sequential test considered in the paper. In the simulation experiment, the factors (f ) and the returns (R) on the test assets for the CAPM (1 factor and 11 test asset returns) and FF3 (3 factors and 26 test asset returns) are drawn from a multivariate normal distribution with a covariance matrix estimated from the data. The mean return vector is chosen such that the asset pricing model holds exactly for the test assets. For each simulated set of returns and factors, the unknown parameters θ 0 of the linear SDF y(θ 0 ) =f θ 0 , wheref = (1, f ) , are estimated by minimizing the sample HJ-distance, which yieldsθ
where y t (θ) =f tθ .
We consider linear combinations of sample Lagrange multipliers with different choices of an m × 1 nonzero weighting vector α, i.e., α λ . Let matrix Q c denote the null space of the p vector E[f tf t ]θ 0 and Q 1 c be the first column of Q c . Also, let Π = P α D 0 , where P α is an m × (m − 1) orthonormal matrix whose columns are orthogonal to α. In Tables I through IV, LM rank test of H 0 : rank(Π) = p − 1, and (iv) sequential test of H 0 : α λ = 0 with a pre-test of H 0 : rank(Π) = p − 1, using three choices of α:
We also analyze the statistical properties of the rank and sequential tests when α in not in the span of the column space of D 0 . Specifically, in Table V, When α = q (Panel A), the normal test statistic is given by
The numerator can be rewritten as
The denominator can be rewritten as
We can then write the normal test statistic as
Let Q be an m × (m − p) orthonormal matrix with its columns orthogonal to W 1 2 D 0 . We have
2 When the model is correctly specified, we have
where d → denotes "convergence in distribution." It follows that
Let P ΛP be the spectral decomposition of Q W
can then write
When (R t , f t ) are jointly normally distributed, we have Λ = q 3 I m−p , where
(see Proposition 3 of Kan and Zhou, 2004) . It follows that
In particular z . This expression shows that we have an overrejection problem when we use the normal test and the over-rejection rate increases with m − p. In addition, the mean of z is negative and is given by
These theoretical findings explain why the standard normal test strongly over-rejects in Panel A of Table I .
When α = D 0 1 p and α = D 0 Q 1 c (Panels B and C of Table I , respectively), we need to consider a (more general) normal test of H 0 : α λ = 0, where α = D 0c andc is a nonzero p vector. Then, the normal test statistic is given by
3
The numerator can be written as
where z 1 is the limiting distribution of
Tc and z 2 is the limiting distribution of
The term inside the squared root of the denominator can be rewritten as
it follows that
Therefore, we have
The joint distribution of z 1 and z 2 is given by
For the special case when R t and f t are jointly multivariate normally distributed, it can be easily verified that
with
and we have q 1 q 3 ≥ q 2 2 .
Conditional on z 1 , we have
Noting that Q W 
Letting u = Σ 
The unconditional mean of z is therefore given by
which is generally nonzero unless
When [R t , f t ] are jointly normally distributed (as in our simulation setup), the distribution of z can be simplified to
where r = −q 2 / √ q 1 q 3 . It follows that
and its sign is determined by q 2 . In addition, E[z 2 ] is given by
which is greater than or equal to 1 when m ≥ p+1. The only case in which the normal test is correct is when r = 0, or equivalently q 2 =c E[f tf t ]θ 0 = 0. The over-rejection rate of the normal test depends on r 2 and m − p. E[z 2 ] is maximized when r 2 = 1 and this occurs when z 1 is proportional to z 2 or, equivalently, whenc is proportional to θ 0 , i.e., α is proportional to q.
These theoretical findings explain why the standard normal test strongly over-rejects in Panel B
of Table I . They also explain why the normal test behaves well in Panel C. Since α in Panel C is set such that q 2 = 0, the normal test works well in this scenario. 1
MIXTURE OF χ 2 TEST
In Table II , we report the empirical size of the mixture of χ 2 test. For the CAPM, our asymptotic approximation works very well even for relatively small sample sizes. For FF3, we need a larger T for the asymptotic approximation to work well. This is a well-known problem in empirical asset pricing that arises when the number of test assets m is large relative to T (see, e.g., .
RANK TEST
Tables III and V report the empirical size and power of the rank test. Overall, the test has excellent size and power properties. Some modest under-rejections only occur for FF3 when T = 150.
SEQUENTIAL TEST
In Tables IV and VI , we analyze the empirical size of the sequential test (that includes a reduced rank pre-test) of H 0 : λ 1 = 0 when α is in the span of the column space of D 0 and when α is not.
The sequential test we consider has the following structure. If we reject the null of reduced rank, then we use the normal test in the second stage; otherwise, we use the weighted chi-squared test.
Acceptance and rejection of H 0 : α λ = 0 is based on the outcome of the second test. Let η 1 be the asymptotic size of the rank restriction test and η 2 be the asymptotic size of either the normal test or the weighted chi-squared test used in the second stage.
When α is in the span of the column space of D 0 (Table IV) , the rank restriction test will accept the null of reduced rank with probability 1 − η 1 (asymptotically). Therefore, the probability of using the normal test in the second stage is η 1 . Unconditionally, the normal test will reject with probability p 1 ≥ η 2 (in our simulation setup) and the mixture of chi-squared test will reject with probability η 2 . Therefore, if the two tests are independent, the size of the sequential test is given by
In general, the two tests are dependent because both the rank restriction test and the test of H 0 : α λ = 0 are specification tests. In this case, we can only establish an upper bound on the probability of rejection of the sequential test, which is given by
When α is not in the span of the column space of D 0 (Table VI) , the rank restriction test will reject the null of reduced rank with probability one (asymptotically), so the normal test will be chosen in the second stage. As a result, the asymptotic size of the sequential test is simply η 2 .
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