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RESUMEN
Las técnicas de detección multiusuario para sistemas de transmisión con ancho de banda
limitado prometen satisfacer el incremento continuo de la demanda de datos y utilizar
de manera eficiente el espectro radioeléctrico. Para aumentar la eficiencia espectral del
sistema manteniendo la complejidad del receptor en valores aceptables se han propues-
to sistemas que emplean múltiples canales de banda angosta así como códigos trellis
y espacio-temporales. El empleo de señales con mayor eficiencia espectral deteriora el
desempeño de los detectores multiusuario, y hace necesario incorporar en el proceso de
detección la información de codificación. Esto impone nuevas dificultades en el diseño
de receptores multiusuarios. La manera más directa de mejorar el desempeño es incor-
porar la información de codificación en sucesivas iteraciones. Sin embargo, este enfoque
incrementa los tiempos de decodificación y puede no resultar viable para aplicaciones
del tipo interactivas de tiempo real. En esta Tesis se propone un nuevo receptor multiu-
suario que es capaz de alcanzar desempeños próximos al detector óptimo sin aumentar
prácticamente los tiempos de decodificación. La complejidad computacional de la nueva
arquitectura es función de un parámetro particular del canal de acceso múltiple que per-
mite considerar la información de codificación de uno, algunos o todos los usuarios. La
arquitectura propuesta presenta ventajas incluso cuando se emplea sólo la información
de codificación de un único usuario.
Como una segunda contribución fundamental de este trabajo, se desarrolla una teoría
de la detección y decodificación conjunta. Esta teoría permite obtener criterios de diseño
del receptor y del sistema de comunicación. Para un sistema con codificación trellis, la
teoría muestra que la información de codificación empleada en el proceso de detección
permite mejorar significativamente el desempeño del sistema sobre todo cuando la prin-
cipal causa de deterioro de la señal es el ruido y no la interferencia multiusuario. Para
el canal con codificación espacio temporal, la teoría muestra que el receptor óptimo es
capaz no sólo de obtener la ganancia de diversidad del código sino también la ganancia
de codificación.
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ABSTRACT
In bandwidth-limited channels, multiuser detection techniques have a great poten-
tial to satisfy the constantly increasing demand on data communications and allow a
much more efficient use of the always scarce spectrum resources. In this context, the
use of multiple narrow-band channels with trellis and space-time codes has been propo-
sed as an interesting alternative to increase the spectral efficiency of the system, while
keeping the receiver complexity affordable. However, because high-spectral-efficiency
transmissions reduce the performance of multiuser detectors, this would require to take
into account the coding information in the process of multiuser detection, introducing
a new difficulty in the design of these multiuser detectors. Due to the high complexity
of the optimal solution, many suboptimal suboptimal schemes have been proposed. For
example, the use of coding information in successive iterations is a direct and simple
approach to improve the performance of multiuser detection in high-spectral-efficiency
communications. However, this approach introduce an increase in the decoding delay
that cannot be tolerated in real-time interactive applications. In this thesis, a new re-
ceiver architecture that performs close to the optimal solution without increasing the
decoding delay is derived. The computational complexity of this new architecture takes
advantage of a particular characteristic of the multiple-access channel: the possibility of
improving the data detection by means of using the coding information of only one user,
a selected group of users, or even all the participating users. It is worth noticing that
even when the detection takes into account the coding information of only one user, the
proposed receiver shows a significant performance improvement over others that do not
exploit any kind of coding information.
As a second fundamental contribution of this thesis, a new theory is proposed for
joint detection and decoding. With this theory, new design criteria for receivers and com-
munication systems are analyzed. In presence of systems with trellis code modulation,
this theory shows that the use of coding information in the detection significantly impro-
ves the system performance when the noise is the major source of distortion. Moreover,
in presence of multiple-access systems with space-time coding, the theory shows that the
optimal receiver is able to exploit (from the coding process) not only its diversity gain,
but also its coding gain.
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RESUMO
As técnicas de detecção multi-usuário para sistemas de transmissão com limitação da
largura de banda (bandwidth-limited channels) prometem satisfazer o incremento contí-
nuo da demanda de dados e utilizar de maneira eficiente o espectro radioelétrico. Visando
o aumento da eficiência espectral do sistema, mantendo a complexidade do receptor em
valores aceptáveis, foi proposto o uso de sistemas que empregam múltiplos canais de
banda estreita assim como também códigos trellis e espaço-temporais. O uso de sinais
com maior eficiência espectral deteriora o desempenho dos detectores multi-usuário fa-
zendo necessário icorporarar informação de codificação no processo de detecção. Isto
impõe novas dificuldades no que diz respeito ao desenho de receptores multi-usuários.
A maneira mais direta de melhorar o desempenho é incorporar a informação de codifi-
cação em sucessivas iterações. No entanto, esse enfoque incrementa os tempos de de-
codificação podendo não ser viável para aplicações do tipo interactivas em tempo real.
Nesta tese, é proposto um novo receptor multi-usuário capaz de alcançar desempenhos
próximos ao detector ótimo quase sem aumentar os tempos de decodificação. A comple-
xidade computacional da nova arquitetura é função de um parâmetro particular do canal
de acesso múltiplo que permite considerar a informação de codificação de um, alguns ou
todos os usuários. A arquitetura proposta apresenta vantagens até quando é empregada
só a informação de codificação de um único usuário.
Como uma segunda contribuição fundamental deste trabalho, é desenvolvida uma
teoria da detecção e decodificação conjunta. Essa teoria permite obter critérios de desen-
ho do receptor e do sistema de comunicação. No caso de um sistema com codificação
trellis, a teoria mostra que a informação de codificação empregada no processo de de-
tecção permite melhorar significativamente o desempenho do sistema, fundamentalmen-
te, quando a principal causa de deterioro do sinal é o ruído. Para o canal com codificação
espaço-temporal, a teoria mostra que o receptor ótimo é capaz não só de obter o ganho
de diversidade do código, mas também o ganho de codificação.
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CAPITULO 1
INTRODUCCIÓN
Gracias al rápido avance de la tecnología de estado sólido, el progreso de la teoría
de las comunicaciones tiene un potencial cada vez mayor para alcanzar el límite teórico
fundamental de la capacidad del canal. La necesidad de utilizar eficientemente el ancho
de banda del canal y la potencia a transmitir se pone de manifiesto de manera imperante
en los canales inalámbricos, donde el constante incremento de la demanda de datos debe
ser satisfecho utilizando un segmento finito del espectro radioeléctrico.
Las principales limitaciones físicas del canal inalámbrico de acceso múltiple son la
interferencia co-canal y el desvanecimiento multitrayecto de la señal. Debido a ello, la
capacidad de los sistemas comerciales como el sistema por división de código (Code
Division Multiple Access - CDMA) y el de división de tiempo (Time Division Multiple
Access - TDMA) está entre un 10 % a un 20 % de la capacidad teórica del canal. Si bien
estos sistemas utilizan potentes códigos para mejorar su desempeño, el desaprovecha-
miento de la capacidad del canal se debe principalmente al empleo de receptores que
consideran la interferencia co-canal como parte del ruido del canal. Esta suposición es
simplista, en especial si se consideran sistemas de comunicaciones con mayor eficiencia
espectral que los sistemas actuales. En este tipo de canales se debe emplear detección
multiusuario, la cual toma en cuenta la estructura de la interferencia.
La mayoría de los trabajos que estudian el desempeño de receptores multiusuarios
consideran códigos convolucionales. Sin embargo, se ha demostrado que el empleo de
estos códigos cuando el sistema es limitado en banda no permite obtener una ganancia
significativa respecto del sistema sin codificación [1,2]. Esto se debe a que el empleo de
códigos convolucionales obliga a reducir la ganancia de expansión para mantener el mis-
mo ancho de banda que el sistema sin codificación. Por el contrario, los códigos trellis y
los espacio-temporales, que no requieren esta reducción en la ganancia de expansión, se
desempeñan satisfactoriamente cuando se emplean detectores multiusuarios [1,2,3,4,5].
Estos códigos han sido propuestos para los próximos sistemas multiusuarios de banda
angosta [1, 2, 3].
Para emplear eficientemente la codificación, es necesario incorporarla en el proceso
de detección. Para ello, se han propuestos algoritmos iterativos o del tipo turbo [6, 7].
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Sin embargo, estos algoritmos incrementan los tiempos de decodificación y pueden no
resultar viables para aplicaciones del tipo interactivo de tiempo real. En esta Tesis (i)
se exploran nuevos esquemas de detección y decodificación multiusuario para canales
codificados, (ii) se proponen esquemas que son especialmente adecuados para aplicacio-
nes interactivas de tiempo real y (iii) se desarrolla una nueva teoría sobre el desempeño
de estos receptores que permite deducir criterios para el diseño de sistemas de acceso
múltiple.
El detector óptimo para canales CDMA, propuesto por Verdú [8], permite eliminar el
efecto de la interferencia del canal. Para mejorar aún más el desempeño del sistema, cada
usuario codifica la información. Los receptores multiusuario para canales codificados
pueden clasificarse en dos grupos: receptores particionados y receptores integrados.
1-Receptores particionados: debido a la complejidad de los esquemas integrados, se
recurre a ecualizar el canal y luego decodificar. Para obtener la mayor ganancia de co-
dificación, el ecualizador debe proveer información blanda a los decodificadores [9,10].
El detector multiusuario óptimo para este esquema es el detector de máxima probabili-
dad a priori (Maximum A Priori Probability - MAP) que suministra información de la
probabilidad del símbolo codificado. El esquema óptimo particionado consiste entonces
de un detector MAP seguido de un desentrelazador ideal y un decodificadores de Viterbi
con entradas blandas. Para no incrementar excesivamente el retardo de decodificación,
es posible utilizar un algoritmo no recursivo en la implementación del detector MAP.
Sin embargo, la complejidad computacional de este algoritmo se incrementa de manera
exponencial, no sólo con la cantidad de usuarios, sino también con la cantidad de bits de
información por símbolo codificado. Para reducir la complejidad del detector MAP, se
han propuesto detectores subóptimos con salidas blandas [11]. En canales con usuarios
muy correlacionados, el detector multiusuario reatroalimentado por decisiones (Decision
Feedback Equalizer - DFE) obtiene los mejores desempeños. Con este receptor se puede
obtener algo de ganancia de codificación, pero su desempeño es muy inferior al del de-
tector óptimo particionado. Es necesario, por lo tanto, explorar nuevas arquitecturas de
baja complejidad que permitan obtener desempeños cercanos al detector particionado
óptimo, utilizando sólo la información de codificación del usuario de interés. Esto últi-
mo es necesario para mantener la ventaja de poder implementar la nueva arquitectura
en un sistema donde sólo se conozca la codificación de un único usuario.
Para lograr desempeños cercanos al de un canal con un único usuario, el sistema
particionado debe recurrir a iteraciones. De este modo se aprovecha la información de
codificación de todos los usuarios en la detección en las iteraciones sucesivas [12, 13,
14]. El costo para lograr esta mejora se traduce en un incremento de la complejidad
computacional y del tiempo de decodificación.
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2-Receptores integrados: el receptor óptimo propuesto por Giallorenzi [15] perte-
nece a este grupo. Este receptor ecualiza la interferencia co-canal y decodifica la in-
formación de los usuarios en forma conjunta. Para los sistemas CDMA de secuencia
directa (Direct Sequence CDMA - DS-CDMA), el comportamiento del receptor óptimo
se acerca al de un canal con un sólo usuario codificado. Es decir, el receptor óptimo es
capaz de eliminar la interferencia co-canal (ICC) a costa de aumentar la complejidad
computacional. Sin embargo, es posible encontrar soluciones de menor complejidad que
permiten eliminar casi por completo la ICC en canales con usuarios poco correlaciona-
dos. Una de ellas es el detector multiusuario retroalimentado por decisiones [16,17], que
integra la detección y decodificación de manera simple. Para canales con interferencia
moderada a alta, el desempeño de estos esquemas se deteriora significativamente, a tal
punto de encontrarse limitados por interferencia cuando la relación señal ruido aumenta.
Por otro lado, el tiempo de decodificación de estos esquemas se incrementa de manera
proporcional con el número de etapas.
Para reducir la complejidad del decodificador óptimo se propone en [18] y [19] con-
siderar que sólo un grupo de usuarios transmite información codificada. Este tipo de
esquema ha sido estudiado para canales con codificación convolucional, mostrando un
desempeño próximo al decodificador óptimo, aún cuando los usuarios estén muy corre-
lacionados. Sin embargo, el desempeño que se obtiene no toma en cuenta que la codifi-
cación convolucional disminuye la eficiencia espectral. En [2, 3] se muestra que cuando
se emplean receptores multiusuarios, un sistema con codificación convolucional no otor-
ga ventajas significativas respecto de otro sin codificación. Por lo tanto, para un canal
de acceso múltiple con codificación es necesario encontrar un receptor de complejidad
reducida que use la información de codificación sin tener que incrementar el tiempo de
decodificación.
Hasta aquí se analizó el comportamiento de los receptores en canales con interferen-
cia de acceso múltiple y ruido. Sin embargo, los canales inalámbricos están sometidos
además a desvanecimiento multitrayecto. Para disminuir el desvanecimiento del canal
se recurre al uso de técnicas de diversidad. En los canales CDMA de banda ancha la
diversidad multitrayecto se obtiene utilizando un receptor rastrillo (RR) (rake), el cual
captura las señales que viajan por diferentes trayectos y arriban al receptor con una dife-
rencia de tiempo igual o mayor que el periodo de un chip. Cuando el canal es de banda
angosta, es posible obtener diversidad multitrayecto mediante el RR con reducción de re-
solución. Otra manera de obtener diversidad es mediante el empleo de múltiples antenas
transmisoras y receptoras (diversidad espacial) separadas entre sí una distancia suficien-
te para que las réplicas de la señal transmitida sufran desvanecimientos independientes.
También se puede obtener diversidad mediante el uso de entrelazadores y codificadores
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(diversidad temporal). Sin embargo, los códigos con entrelazadores no ofrecen ningu-
na protección cuando el canal tiene desvanecimiento muy lento. Esto se debe a que la
codificación no es capaz de eliminar los errores en ráfaga que se producen debido al
desvanecimiento del canal.
Tanto las señales obtenidas por el RR con reducción de resolución como las recibidas
por las antenas de la estación base están correlacionadas. En el caso de las antenas de la
estación base, dicha correlación se debe a la fuerte direccionalidad de la propagación de
la señales en el entorno cercano a la misma. Por otro lado, la correlación no sólo es de
la señal deseada sino también de las señales interferentes. Esta última correlación puede
aprovecharse para reducir la potencia de interferencia mediante un filtro predictor. Es
decir, la correlación tiene un efecto negativo en la ganancia de diversidad y otro positivo
en la supresión de interferencia. Por todo esto, es necesario evaluar en un canal de
acceso múltiple de banda angosta el desempeño de los posibles esquemas de diversidad
en la recepción, tomando en cuenta la inevitable correlación de las señales.
Cuando la diversidad espacial proviene de múltiples antenas transmisoras, el desem-
peño óptimo se obtiene mediante el empleo de códigos espacio-temporales. Tanto en
canales con desvanecimiento muy lento (donde el uso de diversidad temporal requeriría
de entrelazadores muy grandes) como en canales con desvanecimiento rápido, los códi-
gos espacio-temporales proveen ganancia de diversidad y ganacia de codificación [20].
Estos códigos han sido propuestos para canales punto a punto. Sin embargo, para siste-
mas multiusuario, las antenas transmisoras múltiples incrementan la interferencia. Por lo
tanto, es necesario investigar las ventajas que ofrecen estos códigos en canales de acce-
so múltiple de ancho de banda eficiente y encontrar receptores de complejidad reducida
que permitan sacar el mayor provecho de la codificación.
1.1. Objetivos de la Tesis
Para mejorar el desempeño y eficiencia de los sistemas de comunicación analizados
en la sección anterior, se plantearon los siguientes objetivos:
Investigar el desempeño de receptores multiusuarios en canales codificados de
banda angosta con y sin desvanecimiento.
Diseñar receptores integrados de complejidad reducida con bajos retardos de de-
codificación.
Obtener criterios de diseño de receptores integrados y sistemas de transmisión
multiusuario codificados.
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1.2. Contribuciones Originales de la Tesis
A continuación se presenta un resumen de los aportes principales de la tesis, detallán-
dose las publicaciones realizadas sobre los mismo. La presente sección está organizada
de la siguiente manera:
Sección 1.2.1: Arquitectura propuesta
Sección 1.2.2: Teoría sobre la probabilidad de error del receptor integrado en canales
con codificación trellis
Sección 1.2.3: Receptor integrado para canales con codificación espacio temporal.
1.2.1. Arquitectura Propuesta
1.2.1.1. Receptor Integrado de Estados Reducidos
Utilizando el principio de partición de estados inherente a los códigos trellis y la in-
formación de codificación de un grupo de usuarios se diseñan nuevos trellises de estados
reducidos. A continuación se aplica el algoritmo de Viterbi para decodificar de manera
conjunta la información del grupo de usuarios y ecualizar el canal.
Un caso especial de la nueva arquitectura que es de interés cuando sólo se quiere
decodificar un único usuario (e.g., receptor móvil), se analiza en [21,22,23] para canales
con interferencia baja y alta. El receptor propuesto se identificará con la sigla RSE-
GD(s) (proveniente de las palabras en inglés: Reduced State Equalization and Group
Decoding), donde s es la cantidad de estados del receptor. El receptor RSE-GD(s) de
menor complejidad tiene la misma cantidad de estado que el codificador (es decir, s es la
cantidad de estados del codificador del canal). Para canales CDMA, se muestra en [21]
que el desempeño del receptor RSE-GD(s) puede ser próximo al del receptor óptimo,
siendo la complejidad del nuevo receptor comparable a la de un receptor convencional
(el cual no hace cancelación alguna de interferencia). Comparaciones realizadas con
otros receptores subóptimos propuestos por otros autores revelan que el desempeño del
esquema integrado que decodifica a un único usuario es significativamente mejor para
canales con niveles de interferencia moderados y altos.
En [22] se analiza el desempeño del receptor RSE-GD(s) para un sistema CDMA de
banda angosta y gran eficiencia espectral. El sistema utiliza las secuencias de Gold para
el acceso múltiple. En este trabajo se muestra que en un sistema práctico, el desempeño
del receptor RSE-GD(s) depende de cada usuario en particular y puede variar significati-
vamente de un usuario a otro. Este comportamiento se debe a las diferentes correlaciones
entre las secuencias de acceso de los usuarios, e indica que la complejidad necesaria para
decodificar todos los usuarios (este es el caso del receptor de una estación base) puede
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reducirse aún más si cada receptor RSE-GD(s) adapta la cantidad de estados a la matriz
de correlación del canal. En dicho trabajo también se estudia como el problema lejano-
cercano afecta el desempeño del nuevo receptor. Los resultados presentados muestran
que el desempeño del receptor RSE-GD(s) mejora rápidamente cuando la interferencia
de los demás usuarios incrementa. Este comportamiento se debe a que un aumento en
la interferencia permite estimar mejor la misma y cancelarla más eficientemente. Por
otro lado, la mejoría que experimentan otros receptores es notablemente inferior a la del
RSE-GD(s).
El receptor integrado propuesto en esta Tesis emplea un filtro blanqueador que eli-
mina la parte no causal de la interferencia. Cuando la señal es causal, este modelo de
receptor permite eliminar la interferencia cuando el nivel de la relación señal-ruido SNR
(Signal-to-Noise Ratio) es lo suficientemente elevada. El filtro blanqueador se obtiene
factorizando la transformada “Z” de la matriz de correlación del canal. Puesto que el
canal puede variar rápidamente debido a la llegada y salida de usuarios, es importante
considerar esquemas que eviten operaciones de inversión o factorización de la matriz del
canal, ya que los mismos pueden incrementar considerablemente la complejidad compu-
tacional. En [23] se estudia el receptor RSE-GD(s) para un canal sin filtro blanqueador.
La parte no causal de la señal debe cancelarse a partir de estimaciones obtenidas directa-
mente del filtro apareado. Esta alternativa hace que el desempeño del receptor desmejore
notablemente respecto del caso con filtro blanqueador. No obstante, en comparación con
otras arquitecturas que también usan muestras del filtro apareado, el receptor RSE-GD(s)
se desempeña mucho mejor, sobre todo cuando la interferencia multiusuario es la per-
turbación dominante del canal. En [23] también se muestra que es posible obtener la
ganancia de codificación que se alcanza en un canal con un único usuario. Es decir, la
ganancia del código se preserva cuando se utiliza un RSE-GD(s) sin filtro blanqueador
de entrada.
1.2.1.2. Receptor Integrado de Múltiples Caminos Sobrevivientes por Estado
Como una alternativa al incremento de estados del canal, se propone en [24] un
receptor integrado que mantiene una lista de secuencias posibles mayor que la cantidad
de estados del trellis (el algoritmo de Viterbi mantiene sólo una secuencia por estado y,
por lo tanto, elige la secuencia de una lista con tamaño igual a la cantidad de estados del
trellis). El esquema propuesto en [24] muestra un desempeño superior al del esquema
con estados reducidos en los canales con fase no mínima (caso de un canal con filtro
apareado) o fase débilmente mínima (caso de un canal con usuarios interferentes con
igual potencia a la salida del filtro apareado) para un incremento inicial del tamaño de la
lista y de los estados del canal, respectivamente. Sin embargo, el aumento del tamaño de
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la lista tiende a cancelar asintóticamente solamente la propagación de errores, mientras
que el incremento de los estados del canal permite obtener mayores ganancias.
1.2.1.3. Ventajas de los Sistemas Integrados
Los esquemas particionados tienen la ventaja de poder utilizarse en sistemas de
transmisión que incorporan entrelazadores después de los codificadores. En el receptor,
los desentrelazadores que se colocan antes de los decodificadores cumplen la función de
aleatorizar los errores en ráfagas que se producen a la salida de la detección. El detec-
tor particionado óptimo consiste de un detector (multiusuario) de símbolos MAP y de
un desentrelazador ideal. La complejidad de este esquema está dominada por el bloque
MAP y se incrementa en forma exponencial con la cantidad de usuarios y la dimensión
del alfabeto de los símbolos codificados. En [25] se realiza un estudio comparativo del
desempeño y de la complejidad computacional del esquema particionado óptimo y del
detector integrado propuesto en esta Tesis. Se muestra que en el canal Gaussiano con
codificación trellis, el desempeño del detector propuesto es superior al del receptor óp-
timo particionado con una complejidad computacional significativamente menor (para
el ejemplo analizado en [25], la complejidad computacional es ocho veces menor). Los
entrelazadores también se utilizan para obtener ganancia de diversidad en canales con
desvanecimiento multitrayecto. Para ello, la profundidad del entrelazador debe ser ma-
yor que el tiempo de coherencia del canal dado en símbolos. Si el desvanecimiento es
rápido o muy lento, el empleo del entrelazador no provee ganancia de diversidad. En
estos casos se recurre al empleo de múltiples antenas y codificadores que aprovechan
la dimensión espacial. En [25] se estudia el comportamiento del receptor integrado y
particionado óptimo para un canal con desvanecimiento Rayleigh rápido y codificación
trellis. Se muestra que el receptor integrado con menor complejidad que el detector óp-
timo particionado tiene un desempeño cercano al de un receptor con un único usuario.
1.2.2. Teoría de la Probabilidad de Error del Receptor Integrado
En esta sección se describe brevemente los principales fundamentos de la teoría del
receptor integrado. Primero se obtiene una expresión aproximada de la probabilidad de
error del detector con estados definidos solamente por los códigos del subconjunto de
usuarios a decodificar. Este receptor se identifica con la sigla GD proveniente de las
palabras en inglés Group Decoding. Seguidamente se extiende el resultado anterior al
receptor integrado con estados definidos por el canal de acceso múltiple y por el sub-
conjunto de usuarios a decodificar, que se identifica con la sigla RSE-GD. Por último, se
obtiene la probabilidad de error asintótica del receptor integrado de múltiples caminos
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sobrevivientes por estado, que se lo identifica con la sigla GV-GD (de las palabras en
inglés Generalized Viterbi and Group Decoding), y se determinan los criterios de diseño
del receptor integrado.
1.2.2.1. Desempeño del Receptor GD
Los receptores GD permiten mejorar el desempeño del sistema multiusuario, espe-
cialmente cuando los usuarios están fuertemente correlacionados [25]. El desempeño
del receptor GD en un canal sincrónico con codificación convolucional ha sido estudia-
do analíticamente en [18] mediante técnicas de límites basadas en la teoría de secuencias
que no pueden ser descompuestas de Verdú [8]. Sin embargo, el desempeño del recep-
tor GD en un sistema asincrónico está afectado inherentemente por la propagación de
errores que genera la interferencia de acceso múltiple, la cual es tenida en cuenta en el
cálculo de las métricas de las ramas del algoritmo de Viterbi utilizando decisiones pre-
vias. Una nueva teoría sobre la probabilidad de error de los receptores GD se presentó
en [24, 26]. Esta demuestra entre otras cosas que la propagación de errores reduce la
distancia mínima del detector de Viterbi con trellis variante en el tiempo. Este resultado
difiere de los resultados obtenidos para trellis no variantes, en donde la propagación de
errores no afecta la distancia mínima de los eventos error del algoritmo de Viterbi. Para
el receptor GD, la probabilidad de error asintótica P∞ puede expresarse a través de la
función Q(x) = 1√2pi
R
∞
x e
−t2/2dt de la siguiente manera
P∞ ∼= Q
(
dmin
2
√
No
)
, (1.1)
la cual queda caracterizada, convenientemente, por el parámetro distancia mínima equi-
valente dmin que está relacionado con una secuencia de eventos de error. Sin embargo,
dmin (o deq para las demás secuencias de evento error) no representa en realidad una
distancia en el espacio Euclidiano, y conserva el nombre de distancia por la analogía
que guarda con el caso Gaussiano. No es la potencia de ruido a la entrada del detector.
Por otro lado, se demuestra en [24] que la expresión matemática de la probabilidad de
error basada solamente en eventos de distancia mínima (que se emplea comúnmente pa-
ra códigos convolucionales) no es una buena aproximación del desempeño del receptor
GD aún en el caso de operar a alta SNR. Para mejorar la aproximación, se obtiene una
nueva expresión que toma en cuenta un conjunto de secuencias de eventos de error. La
expresión de la probabilidad de error de bit viene dada por
Pb ∼= ∑
deqεD
A(deq)Q
(
deq
2σ
)
, (1.2)
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donde D es el conjunto suficiente de eventos de error, A(deq) es el promedio de errores
de bit en las secuencias de distancia deq. Por conjunto suficiente de eventos de error se
entiende el conjunto de eventos de error que necesariamente ocurre cuando se produce
un error de detección. Existen varios conjuntos posibles D que aproximan tanto mejor la
probabilidad de error cuanto menor es su cardinalidad. En [24] se propone un conjunto
suficiente de eventos de error que permite obtener una aproximación a la probabilidad
de error en todo el rango de interés práctico Pb ≤ 10−3. Esta información se usa en la
expresión final de la Pb del receptor. Los resultados analíticos obtenidos han sido com-
parados con simulaciones por computadora y han mostrado una excelente aproximación
en varios tipos de canales.
1.2.2.2. Desempeño del Receptor RSE-GD
El desempeño del receptor GD mejora con la cantidad de información de codifi-
cación que se tiene en cuenta. Para el canal asíncrono existe además la posibilidad de
incrementar los estados del canal de acceso múltiple para mejorar el desempeño del
receptor integrado. Como se señaló oportunamente al comienzo de esta sección, el re-
ceptor integrado que emplea estados del canal se denomina RSE-GD. El desempeño de
RSE-GD se estudia analíticamente en [27, 26]. El nuevo resultado analítico se obtiene
introduciendo una mejora en la aproximación de la probabilidad de un evento de error.
Típicamente, la probabilidad de un evento de error se aproxima suponiendo que sólo
existe un par de secuencias posibles (una correcta y otra incorrecta); esta simplificación
se conoce como probabilidad relacionada con el par (PRP) (en inglés: pairwise proba-
bility). El parámetro que caracteriza la PRP es la distancia entre el par de secuencias.
En [27], la aproximación mejorada de la probabilidad de un evento error toma en cuenta
más de una secuencia incorrecta, y también queda caracterizada de manera simple por un
parámetro al cual se da el nombre de distancia equivalente mejorada d′eq. Este resultado
es particularmente importante cuando el incremento de estados del canal no modifica las
secuencias de eventos de error con dmin en el GD (que sucede cuando la interferencia del
canal es muy fuerte). En esos casos, las regiones de decisión (regiones de Voronoi) de los
eventos de distancia no mínima que integran la secuencia de eventos error de distancia
dmin son modificadas por los eventos que sí incrementan sus distancias con el aumento de
estados del canal. Reemplazando d′min y d′eq en (1.1) y (1.2) respectivamente se obtiene la
probabilidad de error de bit aproximada del receptor RSE-GD. Los resultados de simu-
laciones presentados en [27] confirman que la nueva teoría predice con gran exactitud la
probabilidad de error del receptor integrado en todo el rango de interés práctico.
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1.2.2.3. Desempeño del Receptor GV-GD
El desempeño asintótico del receptor GV-GD se obtiene en [27] calculando la pro-
babilidad que la secuencia correcta no se encuentre en la lista de secuencias candidatas.
Utilizando nuevamente la PRP de los eventos de error de la lista se determina una dis-
tancia equivalente que permite estimar la ganancia asintótica del GV-GD.
1.2.2.4. Criterios de Diseño del Receptor Integrado
El estudio de la relación costo beneficio (complejidad/desempeño) de los detectores
integrados conduce a los criterios de diseño que se presentan en [28]. Cuando la per-
turbación dominante del canal es la interferencia, el incremento de estados del canal es
más efectivo para mejorar el desempeño del receptor que el aumento de información de
codificación de los usuarios. Sin embargo, cuando la propagación de errores se reduce
por medio del algoritmo GV, un incremento adicional de la información de codificación
permite mejorar significativamente el desempeño del receptor.
1.2.3. Receptores para Canales con Desvanecimiento Multitrayecto
En esta sección se investigan receptores para canales afectados no sólo por inter-
ferencia de acceso múltiple y ruido, sino también por desvanecimiento multitrayecto.
En principio se analizan dos arquitecturas clásicas que permiten obtener diversidad y
atenuar interferencia de acceso múltiple en un sistema CDMA: el receptor rastrillo y
el arreglo de antenas. El desempeño de estos esquemas se reduce drásticamente en ca-
nales de banda angosta con distribución no uniforme del ángulo de arribo de la señal
(esto último, característico de la estación base). Para mejorarlo, se proponen dos algorit-
mos nuevos [29]. Sin embargo, puesto que la estructura de los esquemas clásicos no es
óptima cuando hay interferencia de acceso múltiple y codificación, se propone un nue-
vo receptor que permite obtener desempeños próximos al de un receptor óptimo y con
una complejidad computacional significativamente menor. El nuevo esquema utiliza los
códigos trellis espacio-temporales. Estos códigos, no sólo permiten obtener de manera
conjunta ganancia de diversidad y codificación, sino que además pueden ser integrados
de manera sencilla en un receptor multiusuario. A diferencia de los esquemas clásicos
que obtienen ganancia de diversidad mediante procesamiento de la señal en el receptor,
el esquema integrado propuesto utiliza procesamiento en la transmisión para obtener ga-
nancia de diversidad (diversidad en la transmisión). Esta alternativa permite obtener la
máxima ganancia de diversidad en los enlaces de los móviles a la estación base (uplink),
ya que las antenas de transmisión de los móviles se decorrelacionan a tan sólo media
longitud de onda. Se demuestra que el receptor óptimo no sólo permite obtener la má-
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xima ganancia de diversidad, sino que su desempeño asintótico es el de un receptor sin
interferencias de acceso múltiple.
1.2.3.1. Nuevos Algoritmos para Receptores Clásicos
Los sistemas CDMA han sido diseñados para canales en donde la dispersión tempo-
ral de la señal se procesa en un receptor rastrillo con el propósito de obtener ganancia
de diversidad. Este receptor puede resolver (identificar) los caminos que arriban con una
diferencia temporal igual o mayor que el intervalo del chip. En canales de banda angosta,
la dispersión temporal es insuficiente para identificar caminos independientes por medio
de un receptor rastrillo clásico. En [29, 30] se demuestra que en este tipo de canales es
posible obtener ganancia de diversidad utilizando un receptor rastrillo con reducción de
resolución y combinador de mínimo error cuadrático.
Otra manera de obtener diversidad en los canales de banda angosta es mediante un
arreglo de antenas. Si el arreglo de antenas se colocada en la estación móvil, una separa-
ción de un cuarto de longitud de onda entre elementos es suficiente para obtener canales
prácticamente no correlacionados. Debido a que el ángulo de arribo de la señal es de
algunos grados en la estación base, se necesita una separación entre elementos de 10 a
20 longitudes de ondas para conseguir señales prácticamente no correlacionadas. Si bien
la correlación entre elementos de antena disminuye la ganancia de diversidad, para un
canal con interferencia de acceso múltiple esta propiedad tiene un efecto positivo ya que
permite atenuar una parte de dicha interferencia. Esto se debe a que las señales de in-
terferencia co-canal que arriban a las antenas pueden modelarse como ruido Gaussiano
espacialmente correlacionado. En [30] se demuestra que en un canal de acceso múltiple
con diversidad espacial provista por antenas correlacionadas, el combinador de míni-
mo error cuadrático medio permite obtener una ganancia de diversidad igual al de un
combinador de máxima relación con señales no correlacionadas.
1.2.3.2. Receptor Integrado para Códigos Espacio Temporales
Los códigos espacio-temporales permiten alcanzar tasas de transmisión elevadas y
obtener diversidad espacial en forma simultánea. Para ello, la codificación del canal, la
modulación y la diversidad espacial (provista por antenas múltiples de transmisión) se
debe realizar de manera conjunta. En los canales de acceso múltiple, los códigos espacio
temporales tienen la desventaja de aumentar la interferencia co-canal. En situaciones
donde la tasa de transmisión es alta, la ganancia del proceso de expansión puede resultar
insuficiente para obtener baja correlación entre las secuencias, produciendo una mayor
interferencia de acceso múltiple.
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La combinación de códigos espacio-temporales y detección multiusuario tiene el
potencial suficiente para lograr importantes incrementos de la eficiencia espectral de los
canales de acceso múltiple. Un detector multiusuario iterativo para sistemas sincrónicos
de acceso múltiple con códigos espacio-temporales se presenta en [31]. El desempeño de
dicho receptor se aproxima al de un canal sin interferencia de acceso múltiple a medida
que aumenta el número de iteraciones, y consecuentemente, el tiempo de retardo en la
decodificación. El desempeño de los receptores iterativos se deteriora significativamente
para aquellas aplicaciones donde el retardo de decodificación máximo tolerable es del
orden de 20 ms (e.g., aplicaciones de voz), y de 10-80 ms (servicios interactivos de
tiempo real),
En [32,33] se propone un detector integrado para canales de acceso múltiple con có-
digo trellis espacio-temporal. Estos códigos permiten integrar la decodificación y detec-
ción multiusuario de manera directa. Esto permite reducir significativamente la comple-
jidad del detector multiusuario óptimo cuya complejidad computacional se incrementa
de manera exponencial con el número de antenas y de usuarios. Para el detector inte-
grado que se propone en [32, 33], es posible alcanzar un desempeño próximo al de un
canal con un usuario único mediante el empleo de códigos trellis espacio-temporales,
con una complejidad computacional que crece de manera exponencial solamente con el
numero de usuarios. Además, el receptor integrado propuesto permite implementaciones
en arquitecturas de procesamiento paralelo, haciéndolo muy atractivo para aplicaciones
de alta velocidad de transferencia de datos.
1.2.3.3. Performance del Receptor Óptimo y Criterios de Diseño de Códigos Es-
pacio Temporales para Canales de Acceso Múltiple
Para conocer el potencial de una arquitectura integrada, en [33] se introduce un nuevo
análisis teórico del desempeño del receptor óptimo para canales de acceso múltiple con
codificación espacio-temporal.
En [34] se estudia la detección multiusuario para un canal de banda angosta. En
dicho trabajo se demuestra que no hay pérdida de ganancia de diversidad cuando se em-
plea un detector óptimo. En [35] se propone un esquema de transmisión multiusuario y
se analiza su desempeño para un sistema de banda angosta sincrónico. Se demuestra que
el desempeño asintótico del esquema propuesto no está afectado por la interferencia co-
canal. En [33] se investiga el desempeño del receptor óptimo para canales asíncronos de
acceso múltiple con codificación espacio-temporal. Si bien el análisis se lleva adelante
para un conjunto de usuarios asíncronos e independientes, el mismo es válido para siste-
mas sincrónicos. La señal conjunta de los usuarios se analiza utilizando el marco teórico
de los códigos espacio temporales [20], lo cual permite construir la matriz conjunta de
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códigos. En base a esta matriz se deriva un criterio de diseño de códigos para canales de
acceso múltiple. Cuando se satisface ese criterio se demuestra que el desempeño asin-
tótico del receptor multiusuario óptimo no se ve afectado por la interferencia de acceso
múltiple. Este análisis se confirma por simulaciones en computadora que muestran la
excelente correspondencia entre la teoría propuesta y la práctica.
1.3. Contenido de la Tesis
En el Capítulo 2 se presenta el modelo del sistema y se analizan en detalle las li-
mitaciones de las arquitecturas propuestas hasta el momento para un sistema de banda
angosta con codificación trellis. En el Capítulo 3 se presenta un nuevo receptor inte-
grado y se realiza un estudio comparativo con otras arquitecturas. En el Capítulo 4 se
presenta una nueva teoría sobre el desempeño de los receptores integrados y se derivan
criterios de diseño. En el Capítulo 5 se analiza el canal de acceso múltiple con codifi-
cación espacio-temporal, se obtienen límites fundamentales sobre el desempeño de un
receptor óptimo y se deriva criterios de diseños. Por último en el Capítulo 6 se presenta
las conclusiones generales de esta Tesis.
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CAPITULO 2
RECEPTORES MULTIUSUARIO
En este capítulo se deriva el receptor óptimo para el canal de acceso múltiple con
codificación y se analiza su complejidad computacional. Se evalúan además las ventajas
y desventajas de los receptores de complejidad reducida, tanto en canales Gaussianos
como en canales con desvanecimiento multitrayecto.
2.1. Introducción
Cuando varios transmisores deben enviar información por un mismo canal de comu-
nicación, se debe definir un método de acceso. El acceso múltiple por división de fre-
cuencia (FDMA) es una manera simple de permitir la coexistencia en tiempo de varias
transmisiones. Este método asigna a cada usuario diferentes portadoras de frecuencia, de
manera tal que el espectro resultante no contenga solapamientos. Otro método de acceso
consiste en dividir el tiempo en ventanas, las cuales se asignan a las diferentes corrientes
de datos disponibles en cada momento. Este método se conoce como Acceso Múltiple
por División de Tiempo (TDMA). El principio de funcionamiento de estos dos métodos
de acceso se basa en asignar a los usuarios señales mutuamente ortogonales.
Como consecuencia del empleo de señales ortogonales para el acceso al medio, la
información recibida está libre de interferencia. Esta propiedad puede también obtenerse
mediante el empleo de señales que se solapen tanto en tiempo como en frecuencia. Sea
βi(t) con i = 1, ....K señales con tiempo de duración T y correlación mutua dada por
< βi(t),β j(t)>=
Z
T
β1(t)β2(t)dt = 0, i 6= j (2.1)
Si a cada usuario k del sistema se le asigna un señal codificada βk(t) (también llamada
firma de usuario k), el método de acceso al medio se conoce con el nombre de acce-
so múltiple por división de código (CDMA). Tanto TDMA como FDMA pueden ser
considerados como casos particulares de CDMA en donde las firmas de los usuarios se
diseñan para que no se solapen en el dominio del tiempo o de la frecuencia, respectiva-
mente. Por este motivo, siempre que se haga referencia a CDMA en este trabajo queda
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implícito que el análisis es válido también para los otros dos métodos de acceso.
La restricción de ortogonalidad de las firmas de los usuarios no es necesaria a los
fines prácticos si se eligen las firmas de manera tal que la degradación que produce se
mantenga en valores tolerables. Al eliminar la restricción de ortogonalidad de la firmas es
posible aumentar la cantidad de usuarios que pueden acceder al canal de manera simultá-
nea manteniendo la relación señal-interferencia en valores aceptables. Una consecuencia
del empleo de secuencias no ortogonales es que el receptor basado en un filtro apareado
deja de ser óptimo [36, 37]. Si el diseño del receptores se realiza tomando en cuenta
la estructura de la interferencia de acceso múltiple es posible incrementar la eficiencia
espectral, reducir la potencia requerida y aumentar la robustez del sistema cuando las
señales llegan al receptor con potencias diferentes [38, 39, 40, 41]. El receptor óptimo
para el canal multiusuario sincrónico fue estudiado por primera vez en [42, 43].
En los canales de acceso múltiple, las señales transmitidas se superponen general-
mente de manera no intencional debido a efectos no ideales. Por ejemplo, debido a la pro-
pagación multitrayecto, las señales en un sistema de acceso TDMA que originalmente se
encuentran en diferentes ventanas de tiempo, pueden solaparse en el receptor. El empleo
de detectores multiusuario en sistemas TDMA se propone y analiza en [44,45,46,47,48].
En el caso de un sistema CDMA, la propagación por multiples trayectos destruye la sin-
cronicidad y la correlación mutua entre las firmas de los usuarios deja de ser nula. Por
este motivo, en la mayoría de los sistemas prácticos el acceso múltiple no es ortogonal y
la interferencia mutua entre los usuarios juega un papel fundamental. Esta interferencia
es la responsable de que los sistemas celulares en donde se emplean receptores conven-
cionales (filtro apareado a la señal del usuario a detectar) requiera un control de potencia
preciso y rápido [49, 50]. En [51, 52] se analizan receptores que toman en cuenta la
interferencia que producen las firmas de los usuarios en los diferentes trayectos.
La teoría de la información provee otra motivación para contemplar los acceso múl-
tiples no ortogonales. La misma revela que la cantidad de usuarios que puede compartir
una canal se maximiza cuando se transmite señales mutuamente interferentes [53, 54].
Sin embargo, la principal limitación para alcanzar un mejor aprovechamiento del canal
de acceso múltiple está puesto no sólo en el diseño de mejores esquemas de códigos
de acceso, sino también en el diseño de un receptor capaz de decodificar el mensaje
transmitido a partir de una señal ruidosa y con interferencia.
En un sistema de comunicación móvil, la naturaleza no coordinada de los usuarios
que transmiten información a la estación base (enlace de subida) hace que el canal de ac-
ceso múltiple sea intrínsecamente asincrónico, y por lo tanto no ortogonal. El escenario
que se considera en esta Tesis es el correspondiente a un enlace de subida, y está moti-
vado principalmente por el potencial que existe en la estación base para aplicar técnicas
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de procesamiento que aprovechen la información disponible de todos los usuario para
cancelar o suprimir interferencia. Sin embargo, el análisis que se realiza y los resultados
que se obtienen son válidos para otras situaciones de acceso múltiple no ortogonal (por
ejemplo, un usuario móvil que recibe información de más de una estación base).
El receptor multiusuario óptimo para canal asincrónico no codificado fue obtenido
por Verdú [55, 56]. Para el canal de acceso múltiple con codificación, receptores que
realizan la detección y decodificación de manera conjunta se analizaron en [15, 57, 16,
48, 19]. Los receptores que emplean decisiones para cancelar la interferencia presen-
tan la ventaja de poder integrar de manera natural la decodificación y la detección, a
expensas de incrementar el retardo de decodificación. Receptores de este tipo han sido
estudiados en [58, 16, 7, 17]. Receptores de estados reducidos que resuelven de manera
conjunta la detección y decodificación sin incrementar apreciablemente los tiempos de
decodificación son estudiados en [19, 18].
En este capítulo se presenta el modelo de canal de acceso múltiple codificado, a partir
del cual se deriva el receptor óptimo. Puesto que la complejidad del receptor óptimo es
excesiva, se analiza el desempeño de otras soluciones propuestas y se sacan conclusiones
sobre la arquitectura más adecuada para un canal con mayor eficiencia espectral.
2.2. Modelo del Sistema
En la Fig. 2.1 se muestra el modelo de un sistema de acceso múltiple donde K usua-
rios transmiten información a la estación base. Cada usuario tiene asignado un código
de acceso particular. Sea βk(t) el código de acceso asignado al k-ésimo usuario. Los có-
digos de acceso se clasifican en cortos y largo. Se denominan códigos cortos a aquellos
con duración igual a la duración del símbolo codificado T , mientras que se denominan
códigos largos a aquello que duran más que T . Los códigos cortos tienen la ventaja de
tener correlaciones periódicas, no haciendo necesaria la estimación de la interferencia
del canal para símbolos diferentes. Esto último permite aplicar métodos de detección
multiusuario muy eficientes. Los códigos largos, por otro lado, ofrecen mayor seguridad
frente a posibles intrusos. Debido a que esta función puede ser provista de manera más
eficiente por codificadores, se considera que βk(t) es un código corto, y por lo tanto su
valor es nulo fuera del intervalo T .
La información que transmite cada usuario se codifica por medio de un código trellis
capaz de transmitir q bits/baudio. El símbolo codificado del k-ésimo usuario en el ins-
tante j (ck[ j]) depende del vector de q bits bk[ j] que entra al k-ésimo codificador y del
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Figura 2.1: Modelo del sistema de acceso múltiple asincrónico
estado σk[ j] de dicho codificador. Es decir,
ck[ j] = g
(
bk[ j],σk[ j]
)
. (2.2)
Los símbolos codificados pertenecen a un alfabeto de símbolos complejos ΩC. La j-
ésima señal que llega a la estación base proveniente del usuario k está dada por
xk[ j] = Ak[ j]ck[ j], (2.3)
donde Ak[ j] es la amplitud del canal que se supone constante durante el intervalo que
dura el símbolo codificado. Las señales provenientes de los distintos usuarios llegan
a la estación base con distintos retardos de tiempo. El retardo de tiempo del k-ésimo
usuario se denomina τk y viene dado por el tiempo relativo a un instante de referencia
determinado. Puesto que los códigos de expansión son cortos, τk está definido sobre el
intervalo [0,T ). Debido a la asincronicidad de las señales, los códigos de acceso deben
garantizar correlaciones bajas para todo instante de tiempo. Un ejemplo de este tipo de
código son las secuencias de Gold, las cuales han sido utilizadas frecuentemente a lo
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largo de este trabajo. De este modo, la señal en banda base que llega al receptor es
s(t) =
K
∑
k=1
∞
∑
j=−∞
xk[ j]β(t− jT − τk)e jφk + v(t), (2.4)
donde φk es la fase del usuario k y v(t) es ruido Gaussiano, blanco, complejo con den-
sidad de potencia No. Supondremos que en el receptor se estima de manera perfecta las
fases de la portadora, la amplitudes, los retardos y las señales de los códigos de expan-
sión de todos los usuarios. La señal recibida se procesa por un banco de filtros apareados,
en donde se convoluciona la señal con el código de acceso de cada usuario, y se muestrea
luego cada T segundos. Las K salidas del banco de filtros en el instante j se indican a
través del vector K×1
u[ j] = [u1[ j], · · · ,uK [ j]], (2.5)
el cual viene determinado por la siguiente expresión
u[ j] = G[1]x[ j]+G[0]x[ j]+G[−1]x[ j+1]+w[ j], (2.6)
donde G[1],G[0]y G[−1] son matrices de correlaciones con elementos definidos por
G[m]k,l = e j(φl−φk)
Z
∞
−∞
βk(t− τk)βl(t +mT − τl)dt, (2.7)
y x[ j] es el vector dado por
x[i] = [x1[i], · · · ,xK [i]] (2.8)
y w[ j] es un vector K × 1 de ruido gaussiano coloreado. Suponiendo que los usuarios
están ordenados según sus tiempos de arribo (i.e., 0 ≤ τ1 < τ2 < · · ·< τK < T ), G[0] es
una matriz Hermitiana y G[1] = GT [−1] es una matriz triangular superior con diagonal
nula. La transformada Z del modelo vectorial de tiempo discreto (2.6) viene dada por
u(z) = S(z)x(z)+w(z), (2.9)
donde u(z), x(z), w(z) son los vectores de transformada Z de u[i], x[i] y w[i] respectiva-
mente, y S(z) es la matriz de espectro dada por
S(z) = G[1]z+G[0]+G[−1]z−1. (2.10)
La densidad de espectro del ruido vectorial w[i] es
Sw(z) = NoS(z). (2.11)
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El canal multiusuario puede modelarse también como un canal de un único usuario con
interferencia intersímbolo variante en el tiempo de manera periódica. Sea i un nuevo
índice de tiempo que indica el i-ésimo símbolo recibido por el receptor. Este nuevo índice
está relacionado con el número de usuario k y el intervalo de tiempo j a través de las
siguientes relaciones
k = κ(i) = (i mod K)+1 (2.12)
j = ν(i) = bi/Kc (2.13)
A partir del empleo del nuevo índice de tiempo, la señal a la salida del canal equivalente
de tiempo discreto puede expresarse como
ui =
K+1
∑
l=K−1
gi,lxi−l +wi, (2.14)
donde
ui = uκ(i)[ν(i)] (2.15)
xi = xκ(i)[ν(i)] (2.16)
y los coeficientes del canal equivalente gi,l están definidos por:
gi,l =

G[0]κ(i),κ(i−l) ν(i− l) = ν(i)
G[−1]κ(i),κ(i−l) ν(i− l) = ν(i)−1
G[1]κ(i),κ(i−l) ν(i− l) = ν(i)+1
. (2.17)
La expresión de la i-ésima señal que arriba al receptor puede ser entonces expresada por
xi = Aici, (2.18)
donde
Ai = Aκ(i)[ν(i)] (2.19)
ci = cκ(i)[ν(i)]. (2.20)
2.3. Receptor Multiusuario Óptimo
El detector convencional trata a la interferencia de los demás usuarios como ruido,
lo que se traduce en un desempeño equivalente al de un sistema limitado por interfe-
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rencia. Este detector tiene un buen desempeño en sistemas donde los códigos de acceso
se diseñan para garantizar la ortogonalidad o bien minimizar la interferencia co-canal.
En estos casos, la complejidad del sistema multiusuario está puesta en el diseño de las
firmas de los usuarios. Por otro lado, en un canal inalámbrico sin control de potencia,
las señales proveniente de usuarios cercanos a la estación base se reciben con un mayor
nivel de potencia que las de los usuarios lejanos. Esta situación, conocida como pro-
blema lejano-cercano, tiene el inconveniente de volver prácticamente ininteligibles los
mensajes transmitidos por los usuarios lejanos debido a la gran interferencia que los
afecta. Estas limitaciones que impone el receptor convencional no están presentes en los
receptores multiusuarios [59, 60, 41].
Para sistemas con codificación, el receptor óptimo utiliza además de la información
del canal de acceso múltiple (correlaciones entre las firmas de los usuarios), la informa-
ción de codificación de los usuarios. La función del decodificador óptimo para el canal
asincrónico es encontrar la secuencia codificada {cˆi} que minimiza la función de métrica
acumulativa:
∆({ui},{cˆi}) = ∑
i
ℜ
{
A∗i cˆ∗i (2ui−giAicˆi)−2
K−1
∑
l=1
gi,lAi−l cˆi−l
}
. (2.21)
La métrica anterior puede computarse recursivamente como
∆({ui}{cˆi}) = ∆({ui−1},{cˆi−1})+Ω(ui,µi, ˆbi), (2.22)
donde Ω(·) se conoce como métrica de la rama y está dada por
Ω(ui,µi, ˆbi) = 2ui−gi,0Aig(σi ˆbi)−
K−1
∑
l=1
gi,lAi−lg(σi−l, ˆbi−l), (2.23)
y
µi = (σi,σi−1, · · · ,σi−K+1; ˆbi−1, ˆbi−2, · · · , ˆbi−K+1) (2.24)
representa el estado del sistema en el instante i con
σi = σκ(i)[ν(i)] (2.25)
bi = bκ(i)[ν(i)]. (2.26)
Suponiendo que los codificadores de cada usuario tienen S estados, a partir de la ecuación
(2.24) se verifica que el super-trellis requiere
Sopt = SK2q(K−1) (2.27)
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estados. La cantidad de transiciones por estados es 2q y el orden de complejidad es
O(SK2q(K−1)).
2.4. Receptores Multiusuarios de Complejidad Reducida
La complejidad de la solución óptima puede resultar excesiva e injustificada en la
mayoría de los casos ya que existen soluciones de complejidad reducida capaces de
lograr desempeños cercarnos al del decodificador óptimo.
2.4.1. Receptores Particionados
Los receptores particionados emplean un esquema que se basa en el principio de
“divide y vencerás”. Estos receptores resuelven primero el problema de la interferencia
ignorando la información de codificación, para luego realizar la decodificación del men-
saje suponiendo que la interferencia ha sido eliminada. Para que los decodificadores se
desempeñen de manera óptima se requiere que el detector (o ecualizador) multiusuario
provea información blanda y que exista un desentrelazador ideal entre el ecualizador y
los decodificadores. En un canal Gaussiano, la principal función del desentrelazador es
eliminar la correlación de la señal proveniente del ecualizador para garantizar que el rui-
do que afecta a la señal a decodificar sea blanco (los códigos correctores de errores se
diseñan para reducir este tipo de perturbación del canal). El detector multiusuario óptimo
para este esquema es un detector de máxima probabilidad a posteriori (MAP) que calcu-
la la probabilidad de los símbolos detectados. El esquema particionado óptimo consiste
entonces de un detector MAP seguido de un desentrelazador ideal y de decodificadores
con algoritmo de Viterbi de entradas blandas (Soft Viterbi Algorithm - SVA). Este esque-
ma se identificará de ahora en adelante con la sigla MAP+SVA. Los detectores MAP se
implementan a partir del empleo de programación dinámica como la del algoritmo de
Viterbi, y se clasifican básicamente en dos tipos [61]:
1. MAP Tipo I: algoritmos recursivos hacia delante y hacia atrás. Estos algoritmos
están orientados a detectar un bloque de datos. Introducen un mayor retardo de
detección que el algoritmo de Viterbi.
2. MAP Tipo II: sólo utilizan recursión hacia adelante y el retardo de detección es el
mismo que el de un algoritmo de Viterbi. Son adecuados para detección continua.
Para no introducir retardos de decodificación mayores a los de un algoritmo de Viterbi
se analizará la complejidad del algoritmo MAP Tipo II propuesto en [62]. La memoria
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requerida por el MAP Tipo II viene dada por
MMAP = |X |+ |X |(DMAP−K +1)(Q−1), (2.28)
donde |X |= QK−1 es la cantidad de estados y DMAP > K−1 es el retador de detección.
Además, las operaciones requeridas por el MAP Tipo II son
OMAP = MMAPAΓ, (2.29)
donde AΓ indica las operaciones requeridas para calcular la métrica de las ramas (|X |
multiplicaciones y |X | sumas). Este algoritmo requiere además operaciones de exponen-
ciación que incrementan notablemente su complejidad. No obstante, existen versiones
subóptimas con un desempeño muy próximo al óptimo. Estas versiones subóptimas no
requieren de operaciones de exponenciación y su complejidad viene dada por la cantidad
de memoria (2.28) y de operaciones (2.29). La complejidad del MAP crece de manera
exponencial no sólo con la cantidad de usuarios sino también con la cantidad de bits m
por símbolo codificado. Esto hace que la complejidad del MAP sea excesiva para ca-
nales con alta eficiencia espectral, aún cuando la cantidad de usuario no sea demasiado
grande. Del análisis anterior se desprende que la complejidad del receptor MAP+SVA
está determinada fundamentalmente por la del detector MAP.
Para reducir la complejidad del detector MAP, se emplean detectores multiusuarios
subóptimos. Entre los detectores con mejor nivel de desempeño en canales con fuerte
interferencia se encuentra el detector multiusuario retroalimentado por decisiones que
se denota con la sigla MDFE. Sin embargo, como se verá más adelante, el desempeño
del MDFE no es satisfactorio en canales con codificación. En esta arquitectura, la salida
del MDFE, que se toma de la señal que entra al detector de símbolos (que idealmente
se encuentra libre de interferencias), se conecta primero a un desentrelazador y luego a
los decodificadores de Viterbi con decisiones blandas. A este esquema se lo indentificará
con la sigla MDFE+SVA.
A continuación se analizan los desempeños de los receptores MAP+SVA y DFE+SVA
y se comparan los mismos con el desempeño del receptor óptimo con y sin codificación.
El objetivo de incluir en las comparaciones el desempeño del receptor óptimo sin co-
dificación es mostrar la ganancia que aporta la codificación al sistema. Se considera un
canal limitado en banda CDMA con secuencias de Gold cortas de 7 chips por símbolo
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codificado. El espectro del canal multiusuario viene dado por
S(D) = 1
7

7 −4−D 1+2D −D
−4−D−1 7 −4−D 3
1+2D−1 −4−D−1 7 −2+D
−D−1 3 −2+D−1 7
 . (2.30)
Los usuarios emplean codificación del tipo trellis en lugar de la codificación convolu-
cional. Se ha demostrado que los receptores multiusuarios en sistemas con códigos con-
volucionales sólo mejoran levemente el desempeño del sistema sin codificación [1, 2].
Esto se debe a que el empleo de códigos convolucionales obliga a reducir la ganancia
de expansión para mantener el mismo ancho de banda que el sistema sin codificación.
Como contraparte, los códigos trellis se desempeñan satisfactoriamente sin requerir esta
reducción en la ganancia de expansión. Por este motivo son apropiados para los próxi-
mos sistemas CDMA multiusuarios de banda angosta [3, 1, 2]. La Figura 2.2 muestra el
desempeño de los esquemas anteriores. Se observa que el receptor MAP+SVA no puede
capturar toda la ganancia de codificación disponible, la cual es aprovechada por el de-
codificador conjunto indicado en la gráfica como “ML con codificación”. El desempeño
del receptor MDFE+SVA es significativamente inferior al del receptor MAP+SVA, pero
es capaz de mejorar el desempeño del sistema sin codificación.
El desempeño del detector MDFE+SVA se puede mejorar si se utiliza la información
de codificación del usuario en la detección MDFE. Este versión de MDFE con decodi-
ficador integrado tiene la misma cantidad de estados que el decodificador convencional
(puesto que el MDFE no tiene estados), y por lo tanto una complejidad computacional si-
milar. Por otro lado, si en lugar del MDFE se integra al decodificador un detector con más
cantidad de estados, el desempeño del esquema detector-decodificador integrado puede
resultar superior al del receptor MAP+SVA. Para canales con interferencia intersímbolo,
la integración de la ecualización con la decodificación ha demostrado excelentes resul-
tados en términos de costo desempeño [63]. Para el canal con interferencia co-canal, la
integración de la detección con la decodificación presenta un grado de libertad adicio-
nal, que se traduce en la posibilidad de emplear la información de codificación de uno,
algunos o todos los usuarios. La integración de la detección con la decodificación de un
sólo usuario podría implementarse en sistemas descentralizados, donde sólo se conoce
la información de codificación del usuario de interés.
Una ventaja de las arquitecturas particionadas es que las mismas pueden incorpo-
rar entrelazadores, los cuales son necesarios cuando el canal tiene desvanecimiento. Los
códigos para canales con desvanecimiento y entrelazadores ideales son diseñados para
obtener ganancia de diversidad temporal. La ganancia de diversidad del código viene
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Figura 2.2: Desempeño de esquemas particionados y óptimos con y sin codifica-
ción
principalmente determinada por un parámetro que se conoce con el nombre de diversi-
dad intrínseca de tiempo mínima (del inglés minimum built-in time diversity - MDT).
La MDT viene dada por el evento error con camino más corto. El código que se em-
pleó en este análisis tiene diversidad de orden 3, la cual se verifica en la Fig. 2.3 donde
se muestra el desempeño de un sistema con un sólo usuario. La Fig. 2.3 muestra tam-
bién el desempeño del sistema MAP+SVA, el cual se aproxima bastante al del receptor
óptimo. Por otro lado, el desempeño del MDFE+SVA es significativamente peor que
el MAP+SVA. Esta brecha en el desempeño entre ambos receptores motivó el estudio
de propuestas que posibilitan reducir la complejidad del MAP+SVA sin deteriorar tanto
su desempeño. Una manera natural de reducir la complejidad del detector MAP o del
detector ML es usar las técnicas de reducción de estado empleadas en canales con inter-
ferencia intersímbolo [63, 64]. Debido a que las mismas emplean decisiones prematuras
para estimar la interferencia, es necesario que la respuesta del canal equivalente a la en-
trada del detector sea de fase mínima para no incrementar excesivamente la propagación
de errores. Esto requiere del empleo de un filtro blanqueador que elimina la parte no
causal de la interferencia. Para evitar el filtro blanqueador, en [65] se propone utilizar
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Figura 2.3: Desempeño de receptores multiusuarios particionados con entrelaza-
dores ideales en el canal 2.30 con desvanecimiento Rayleigh.
decisiones tentativas obtenidas a la salida del filtro apareado para cancelar la parte no
causal de la interferencia. Cuando la correlación entre los usuarios es baja, la arquitec-
tura anterior reduce significativamente el problema de la propagación de errores. Una
manera de controlar la propagación de errores en canales con fuerte correlación es man-
tener más de un camino por estado [66]. Esto permite mantener caminos con decisiones
correctas que hubieran sido eliminados debido a decisiones prematuras y que pueden ser
elegidos a posteriori.
Cuando el desvanecimiento es muy rápido (o muy lento), los entrelazadores no se
usan por no aportar beneficio apreciable (o por producir un retardo inaceptable en la
decodificación) para aplicaciones del tipo interactivas. Para el caso de desvanecimiento
muy lento se necesitan otros tipos de diversidad como la diversidad en banda o la diver-
sidad espacial. Dos arquitecturas clásicas que permiten obtener diversidad en un sistema
CDMA son el receptor rastrillo y el arreglo de antenas. Sin embargo, el desempeño de es-
tos esquemas se reduce drásticamente en canales de banda angosta (no dispersivos en el
tiempo) [67] o con distribución no uniforme del ángulo de arribo de la señal (propio del
enlace de subida en una estación base). Para mejorar el desempeño de estos esquemas,
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se analiza a continuación un algoritmo que obtiene diversidad y suprime interferencia de
manera conjunta.
2.4.1.1. Supresión de Interferencia y Ganancia de Diversidad
El receptor rastrillo es equivalente al receptor de filtro apareado (matched filter re-
ceiver), que se aparea al canal de trayectos múltiples. Este receptor es óptimo cuando el
deterioro de la señal se debe únicamente a la propagación por trayectos múltiples y al rui-
do blanco del canal. Sin embargo, en los sistemas CDMA la propagación multi-trayecto
de la señal produce interferencia intersímbolo y co-canal, la cual viene coloreada por la
respuesta del canal y la conformación de pulso del filtro de entrada en el receptor.
Para el canal CDMA de banda angosta el modelo de interferencia coloreada se aplica
también cuando se emplea la técnica de reducción de resolución propuesta por Yang [68].
En aquellos canales donde la dispersión temporal es inferior al intervalo de chip de la
secuencia de expansión, las señales de espectro expandido no permiten obtener ganancia
de diversidad por efecto multitrayecto. En este tipo de canales, la técnica de reducción
de resolución [68] puede emplearse en un esquema CDMA. Esta técnica consiste en
utilizar un receptor rastrillo con espaciamientos menor al de un periodo de chip. En
[68] se demuestra que el combinador de máxima relación puede conseguir ganancia de
diversidad, aún cuando las señales a la salida del rastrillo están correlacionadas. Sin
embargo, la reducción de resolución y la presencia del filtro de entrada provoca que el
ruido (formado en parte por la interferencia co-canal) no es más blanco y por todo esto
el combinador de máxima relación deja de ser óptimo.
Para el caso de un canal con diversidad espacial con múltiples antenas receptoras,
una separación entre antenas de un cuarto de longitud de onda dá un coeficiente de corre-
lación de 0.223 en las estaciones móviles. Este valor es más que aceptable para explotar
gran parte de la ganancia de diversidad disponible con antenas no correlacionada. Para
900 Mhz, la separación que se requiere entre los elementos del arreglo de antenas es de
8 cm. En la estación base, debido a que el ángulo de arribo de la señal es de algunos gra-
dos, se necesita una separación de 10 a 20 longitudes de onda para obtener un coeficiente
de correlación del mismo orden. Por lo tanto, es razonable suponer que la correlación
entre las antenas de la estación base sea significativa. Las señales interferentes que lle-
gan a las antenas pueden suponerse Gaussianas pero estarán también correlacionadas.
Por todo esto, en este canal el combinador de máxima relación deja de ser óptimo.
Tanto el receptor rastrillo con reducción de resolución como el receptor con antenas
correlacionadas debe emplear un combinador que permita aprovechar la correlación de
ruido, buscando de este modo mejorar la SNR a decodificar. A continuación se estu-
dia un modelo general que permite obtener el combinador óptimo para un modelo de
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interferencia del tipo Gaussiano no blanco.
Se indicará con (.)(l) a la señal del l-ésimo camino de diversidad que se obtiene de
las ramas del receptor rastrillo o de las antenas. Cuando cuenta con L caminos, cada
usuario dispondrá de un banco de L filtros. La señal a la salida del banco de filtros del
usuario k = κ(i) se indicará con la notación vectorial
ui = [u
(1)
i ,u
(2)
i , · · · ,u(L)i ]T , (2.31)
donde u(l)i viene dado por
u
(l)
i = gi,oA
(l)
i ci + z
(l)
i (2.32)
z
(l)
i = I
(l)
i +w
(l)
i , (2.33)
donde para el camino l del usuario k = κ(i), A(l)i representa el desvanecimiento del ca-
nal, I(l)i la interferencia del resto de los usuarios sobre el usuario k y w
(l)
i la componente
de ruido Gaussiano. Sea α(l)i = gi,oA
(l)
i la amplitud del canal equivalente con distribu-
ción de Rayleigh. Invocando el teorema del límite central, la señal interferencia I(l)i se
modela como una variable Gaussiana, donde considera que existe correlación entre las
señales interferentes correspondientes a los diferentes caminos de diversidad. Por lo tan-
to, el ruido del canal más la señal interferente se modela como una variable aleatoria
z
(l)
i correlacionada en l. Las L salidas de los filtros apareados correspondientes a cada
usuario se envían a un combinador donde se obtiene la variable de decisión d. En lo
sucesivo se omitirá el subíndice i por simplicidad de notación, ya que el análisis que se
realiza es válido para cualquier usuario. La señal vectorial a la salida del banco de fil-
tros, el vector de coeficientes del canal y la señal interferente se denotan de la siguiente
manera
u = [u(1), · · · ,u(L)]T , (2.34)
α = [α(1), · · · ,α(L)]T , (2.35)
z = [z(1), · · · ,z(L)]T . (2.36)
Considerando que en el receptor se conocen el vector de coeficiente α y el símbolo c, el
vector u es un vector Gaussiano de media αT c y matriz de covariancia dada por
Z =

E{z(1)z(1)∗} E{z(1)z(2)∗} · · · E{z(1)z(L)∗}
E{z(2)z(1)∗} E{z(2)z(2)∗} · · · E{z(2)z(L)∗}
· · · · · · · · · · · ·
E{z(L)z(1)∗} E{z(L)z(2)∗} · · · E{z(L)z(L)∗}
 (2.37)
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El combinador de ML para un usuario cualquiera, escoge la señal c que maximiza la
probabilidad condicional p(u/c), es decir,
cˆ = argma´x
c
p(u/c) (2.38)
con
p(u/c) =
e−(u−αc)
T Z−1(u−αc)∗
√
2pi∆Z
, (2.39)
donde ∆Z es el determinante de la matriz Z. Reemplazando el valor de u y aplicando una
serie de operaciones tenemos el siguiente resultado:
argma´x
c
p(u/c) = argmı´n
c
(
αT Z−1α∗|c|2 +uT Z−1u−αT W−1u∗c+uT W−1α∗c∗) .
(2.40)
Si se considera que se emplea un código de módulo constante se puede apreciar que el
primer y segundo término de la ecuación anterior no depende de la decisión a tomar. Por
esto,
αT W−1u∗ = uH(αT W−1)T (2.41)
y dado que W es una matriz real y simétrica resulta que:
argma´x
c
p(u/c) = argma´x
c
ℜ
(
uT W−1α∗c∗
)
= argma´x
c
ℜ(dc∗) , (2.42)
donde d es la señal de salida del combinador que se utiliza en la detección del símbolo.
El coeficiente de ponderación del combinador ML viene dado por:
hMV = W−1α∗. (2.43)
En el Apendice 6.2 se demuestra que cuando el alfabeto de símbolo es de módulo cons-
tante el combinador de mínimo error cuadrático medio es el combinador ML .
Sea δb la SNR de la señal d dada por
δb = αT Wα∗, (2.44)
la cual puede expresarse como
δb = λ
T Dλ∗ (2.45)
donde λ es un vector aleatorio Gaussiano 1×L con matriz de covariancia identidad y D
es una matriz diagonal 1×L. Sea fδb la función de distribución de δb, la probabilidad de
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error puede expresarse a partir de
Pe =
L
∑
i=1
Z
∞
−∞
Q(2δb) fδb(δb)dδb, (2.46)
En el Apéndice 6.2 se obtiene la siguiente expresión cerrada para el cálculo de Pe:
Pe =
L
∑
i=1
0,5pi
1−
√
diδc
1+δc
 (2.47)
pi =
L
∏
k = 1
k 6= i
dk
dk−di (2.48)
donde di es el elemento i-ésimo de la matriz D y δc es la relación señal a ruido de la
señal en cada camino de diversidad dada por la ecuación
δc =
g2i,oE{A(l)A(l)∗}E{cc∗}
σ2z ,
(2.49)
σ2z = E{z(l)z(l)∗}= σ2w +σ2I , (2.50)
donde
σ2w = E{w(l)w(l)} (2.51)
σ2I = E{A(l)A(l)∗}
K−1
∑
l=1
g2l . (2.52)
En la Fig. 2.4 se puede apreciar la SNR necesaria para obtener una probabilidad
de error de 10−2 con el combinador de óptimo y el de máxima relación para un ca-
nal con un 20 % de potencia de interferente respecto a la potencia de la señal deseada
(i.e.,∑Kl=1 g2i,l = 0,2) y dos caminos de diversidad con correlación ζ = E{A(1)A(2)∗} de
0.25 a 0.75. Se incluye también la curva del combinador óptimo para un canal sin inter-
ferencia, el cual viene representado en este caso por el combinador de máxima relación
ya que el ruido z es blanco. Se observa adicionalmente que el combinador óptimo es ca-
paz de obtener una ganancia significativa respecto al de máxima relación. No obstante, el
desempeño del combinador óptimo es severamente afectado por la interferencia cuando
la correlación de los caminos de diversidad aumenta por encima de 0.25.
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Figura 2.4: Desempeño del combinador de máxima relación “–” y del combinador
óptimo “-.-” en un canal con interferencia. La curva en linea continua representa el
desempeño del combinador óptimo en un canal sin interferencia.
2.4.2. Receptores Integrados
En [69] se demuestra que es posible alcanzar los vértices de la región de capacidad
del canal Gaussiano de acceso múltiple realizando la detección multiusuario y la deco-
dificación de manera independientes. En ese artículo se demuestra que el detector puede
ser un detector lineal de mínimo error cuadrático medio si el decodificador emplea can-
celación sucesiva de interferencia. Sin embargo, este resultado no puede extenderse a
esquemas prácticos de codificación que no empleen palabras códigos de longitud infini-
ta [70]. En estos casos los receptores que integran la detección y decodificación permi-
tirían alcanzar mayores eficiencias espectrales. En los esquemas integrados se utiliza la
información de codificación para ecualizar la interferencia co-canal. El receptor óptimo
estudiado por Giallorenzi [15] pertenece a este tipo de esquema de receptores integrados
que realiza la decodificación conjunta de todos los usuario. El desempeño de este deco-
dificador conjunto se acerca al de un decodificador que funciona en un canal con único
usuario. Es decir que el receptor óptimo es capaz de eliminar la interferencia co-canal
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a costa de aumentar la complejidad computacional. Existen otros receptores integrados
subóptimos que permiten alcanzar desempeños próximos al óptimo en determinados ti-
pos de canales. A continuación se presenta una análisis de las principales arquitecturas
integradas que se han propuesto.
2.4.2.1. Detector y Decodificador Integrado Reatroalimentado por Decisiones
El detector multiusuario retroalimentado por decisiones permite integrar la detec-
ción y decodificación de manera simple. Esta arquitectura se denotará con la sigla IDFE
para indicar que se trata básicamente de un DFE integrado. Para el canal sincrónico, las
salidas del banco de filtros se llevan a un filtro matricial que convierte a la matriz R[0] en
una matriz diagonal inferior. A la salida de este filtro, la señal del usuario 1 queda libre
de interferencia, la del usuario 2 sólo se ve afectada por la interferencia del usuario 1, y
en general la señal del usuario k es interferida sólo por las señales de los k−1 usuarios
anteriores a él. Puesto que en un canal síncrono el vector señal x[ j] no es afectado por
la interferencia de los símbolos enviados en las transmisiones j− 1 y j + 1, se puede
decodificar al usuario 1 de manera independiente de los demás, y usar su información
decodificada y vuelta a codificar para cancelar la interferencia que afecta al usuario 2.
De este modo, el usuario 2 queda libre de interferencia y puede ser decodificado. De una
manera similar, la información decodificada y vuelta a codificada del usuario 1 y 2 se
emplea para cancelar la interferencia del usuario 3. Este procedimiento continúa hasta
que se cancela totalmente la interferencia del último usuario.
La versión IDFE para canal asíncrono fue propuesta y estudiada por Giallorenzi
en [16]. Esta arquitectura es de etapas múltiples. En la primera etapa se decodifica a los
usuarios ignorando la interferencia del canal. En la segunda etapa, los símbolos decodifi-
cados en la primera son codificados y nuevamente empleados para estimar la interferen-
cia que se substrae de la señal que llega del banco de filtros apareados. La nueva señal se
envía a los decodificadores. Este procedimiento puede repetirse utilizando las decisiones
que se obtienen de los decodificadores de la etapa anterior para estimar la interferencia
multiusuario.
Tanto la versión sincrónica como la asíncrona del IDFE tienen un desempeño bas-
tante bueno en canales con baja interferencia. Sin embargo, en presencia de canales con
interferencia moderadas y altas, el desempeño de estos esquemas se deteriora signifi-
cativamente al punto de verse limitados por interferencia. Por otro lado, el tiempo de
decodificación de estos esquemas se incrementa de manera proporcional con el número
de etapas.
Para mejorar el desempeño del IDFE en los canales donde la interferencia co-canal
es alta, se puede:
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Figura 2.5: Desempeño del esquema IDFE en el canal (2.30).
cancelar parcialmente la interferencia en cada etapa, ó
mejorar la detección de la primera etapa, empleando detectores multiusuarios se-
guidos de decodificador
La alternativa de cancelar parcialmente la interferencia ha sido estudiada por Divsalar
en [71], donde se muestra que esta solución puede llegar a obtener desempeños cerca-
nos a la solución óptima cuando se elije adecuadamente el porcentaje de interferencia
a cancelar en cada etapa. La segunda alternativa recurre a emplear como primer etapa
un detector multiusuario que permita reducir la interferencia antes de realizar la primera
decodificación. De este modo se disminuye la propagación de errores que limita el de-
sempeño de las etapas sucesivas. Esta alternativa tiene la ventaja de obtener un mejor
desempeño que la primera cuando se emplean IDFE de no más de 2 o 3 etapas [10].
En la Fig. 2.5 se muestra el desempeño del IDFE para el canal (2.30). Para bajas
SNR, el comportamiento de este esquema es bastante próximo al óptimo. Pero para
SNR moderadas y altas, su desempeño desmejora notablemente siendo inferior al es-
quema particionado MDFE+SVA. Esto es debido a que el empleo de codificación en la
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Figura 2.6: Desempeño del receptor WMF+IDFE en el canal (2.30).
cancelación de interferencia es eficaz cuando la principal fuente de distorsión de la señal
es el ruido y no la interferencia. Cuando la interferencia predomina, el receptor produ-
ce un estimación incorrecta de la misma, este error se propaga en la etapas sucesivas
limitando las mejoras que pueden obtenerse en las siguientes etapas. En la Fig. 2.6 se
muestra el desempeño de un esquema receptor que emplea como primera etapa un detec-
tor MDFE+SVA seguido de dos o tres etapas con detección y decodificación integrada
del tipo IDFE. Este esquema se denota como MDFE+SVA+IDFE. Comparando la Fig.
2.6 con la Fig. 2.5, se puede apreciar la importante mejora en el desempeño que se consi-
gue con los receptores MDFE+SVA+IDFE de 2 y 3 etapas. Esto muestra la importancia
de obtener en la primera etapa una mejor estimación de la interferencia.
El desempeño del receptor IDFE en un canal con usuarios con diferentes potencias
(problema lejano-cercano) no presenta las ventajas de otros esquemas multiusuarios, con
los cuales los usuarios que tienen baja potencia se benefician por una mejor cancelación
de la interferencia correspondiente a los usuarios con potencias altas. Contar con este be-
neficio es muy importante para evitar que aquellos usuarios con baja potencia requieran
un aumento de la misma para poder operar en el sistema, haciendo que la interferencia
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Figura 2.7: Desempeño de receptores multiusuarios en el canal (2.30)
media del sistema de acceso múltiple aumente. Esto se aprecia en la Fig. 2.7, en donde un
usuario del canal (2.30) se mantiene a 4 dB mientras el resto de los usuarios incrementan
sus potencias. Se observa como el receptor IDFE de 2 etapas no mejora su desempeño,
mientras que el DFE+SVA lo hace levemente.
2.4.2.2. Decodificador por Grupo
Para reducir la complejidad del decodificador óptimo en [18] y [19] se propone con-
siderar que sólo un grupo de usuarios transmite información codificada.
En el canal sincrónico analizado en [18], la métrica acumulativa (2.21) se simplifica
debido a que sólo los j-ésimos símbolos transmitidos por los K usuarios se interfieren
entre sí. Esto permite calcular las métricas de la siguiente manera
∆({u[ j]},{cˆ[ j]}) =
∞
∑
j=−∞
j∗K+K−1
∑
i= j∗K
ℜ
{
A∗i cˆ∗i (2ui−giAicˆi)−2
K−1
∑
l=1
gi,lAi−l cˆi−l
}
, (2.53)
donde
c[ j] = [c1[ j], · · · ,cK [ j]]. (2.54)
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puede calcularse recursivamente como:
∆({u[ j]},{cˆ[ j]}) = ∆({u[ j−1]},{cˆ[ j−1]})
+
j∗K+K−1
∑
i= j∗K
ℜ
{
A∗i cˆ∗i (2ui−giAicˆi)−2
K−1
∑
l=1
gi,lAi−l cˆi−l
}
.(2.55)
Para el caso de que los usuarios empleen codificadores con S estados, la cantidad de
estados del decodificador conjunto es SK , la cantidad de transiciones por estado es 2qK
y, por lo tanto, el orden de complejidad por símbolo decodificado es O(SK2qK), igual al
caso asincrónico.
Si se considera la codificación de un sólo usuario, mientras se supone (erróneamente)
que el resto de los usuarios no están codificados, la cantidad de estados es S y la cantidad
de transiciones por estados es 2q. Debido a que el canal sincrónico puede considerarse
bloque a bloque, cuando el código empleado por los usuarios es convolucional con tasa
q/p se requieren p2K−1 métricas por cada transición. Es decir que, en un canal sincró-
nico y con un banco de K decodificador por grupo, la complejidad por símbolo decodi-
ficado es del orden O(KS2q p2K−1) para codificación convolucional, y O(KS2q2p(K−1)
para codificación TCM (Trellis Code Modulation. Si el canal es asincrónico con codifi-
cación convolucional o TCM, el orden de complejidad es de O(KS2q2p(K−1)), en donde
la cantidad de estados es KS2p(K−1) y las transiciones por estados es 2q.
Se muestra en [18] que el desempeño del decodificador por grupo en canales con
codificación convolucional puede ser próximo al decodificador óptimo, aún cuando los
usuarios estén muy correlacionados. En el estudio que se presenta en [18] no se toma
en cuenta la reducción de la eficiencia espectral que introduce la codificación convolu-
cional. Para valorar la ventaja de un decodificador multiusuario es necesario tomar en
cuenta la reducción de la tasa de transmisión que introduce el código, ya que la codifica-
ción también puede usarse directamente para reducir la correlación del canal asignando
a cada usuario una secuencia de expansión más larga con mejores propiedades de co-
rrelación mutua. De este modo, el desempeño del sistema con un receptor sencillo (del
tipo filtro apareado) puede resultar igual al del sistema codificado con un receptor más
complejo. En [2, 3] se muestra que cuando se emplean receptores multiusuario, un sis-
tema con codificación convolucional no otorga ventajas significativas respecto de otro
sin codificación. Mientras que con codificación TCM se puede obtener la ganancia del
código. Es decir que, el potencial de la detección multiusuario para canales codificados
se pone de manifiesto cuando la codificación es del tipo TCM.
Para reducir la complejidad del decodificador por grupo en un canal con codificación
TCM se puede recurrir a reducir estados usando el criterio de partición de la constelación
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empleada en la codificación TCM. Este método introducido por Eyubuglu y Qureshi, ha
sido utilizado con éxito en la ecualización de estados reducidos [63]. El caso límite de
reducción de estados deriva en un receptor con estados definidos únicamente por los
códigos, en donde las decisiones prematuras obtenidas en cada estado son utilizadas por
ecualizadores retroalimentados [72].
Para controlar el desempeño y complejidad de un detector por grupo se puede pro-
ceder de dos maneras:
Elegir los usuarios cuya codificación se tendrá en cuenta
Reducir los estados correspondientes al canal de acceso múltiple
2.5. Conclusiones
En este capítulo se estudió el decodificador óptimo para un canal de acceso múlti-
ple. Debido a la complejidad de la solución óptima se analizaron receptores subóptimos.
Se mostró que los receptores particionados no son capaces de capturar toda la ganancia
del código cuando el canal tiene usuarios muy correlacionados. Por otro lado, se mos-
tró que la complejidad del esquema particionado óptimo limita su aplicación cuando
las señales codificadas pertenecen a constelaciones mayores, mientras que los esquemas
particionados subóptimos sacan muy poco beneficio de la codificación. De los receptores
integrados analizados, el que realiza la detección y decodificación en una sola etapa tiene
potencial para decodificar usuarios muy correlacionados. Este permite explotar una ca-
racterística particular del sistema de acceso múltiple: usar la información de codificación
de uno, varios o todos los usuarios. En el próximo capítulo se propone un decodificador
nuevo que realiza de manera conjunta la detección y decodificación.
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CAPITULO 3
RECEPTOR INTEGRADO DE
COMPLEJIDAD REDUCIDA
En el presente capítulo se propone un nuevo receptor multiusuario para sistemas de
acceso múltiple con codificación. Utilizando el principio de partición de estados inhe-
rente a los códigos trellis y la información de codificación de un grupo de usuarios, se
diseñan nuevos trellises de estados reducidos, para luego aplicar el algoritmo de Viterbi
para decodificar de manera conjunta la información del grupo de usuarios y ecualizar el
canal. Como una alternativa al incremento de estados del canal, se analiza un receptor
integrado que mantiene una lista de secuencias posibles mayor a la cantidad de estados
del trellis (el algoritmo de Viterbi mantiene sólo una secuencia por estado y, por lo tanto,
elige la secuencia de una lista con tamaño igual a la cantidad de estados del trellis). Se
compara el desempeño y complejidad computacional de las arquitecturas propuestas con
las de otros receptores integrados y particionados analizados en la literatura.
3.1. Introducción
Los sistemas de acceso múltiple que emplean receptores convencionales están limi-
tados por la interferencia. Para mejorar el desempeño de estos sistemas se debe recurrir al
empleo de receptores multiusuarios. Posteriormente el desempeño del sistema se mejora
aún más mediante el empleo de códigos de control de errores. El receptor óptimo para
canales de acceso múltiple codificados fue introducido por Giallorenzi y Wilson [15].
Debido a que la complejidad del receptor óptimo es prohibitiva, se han propuesto varias
estructuras subóptimas. Las técnicas subóptimas siguen básicamente dos propuestas: la
propuesta particionada y la propuesta integral. Básicamente la diferencia radica en que
en la primera se ecualiza primeramente la interferencia multiusuario y luego se efec-
túa la decodificación de los usuarios, mientras que en la propuesta integral se realiza
la ecualización de la interferencia y la decodificación de todos los usuarios al mismo
tiempo.
La propuesta integral [18, 19, 73] permite mejorar el desempeño del canal de acceso
múltiple con codificación convolucional y usuarios fuertemente correlacionados. Para un
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sistema con ancho de banda eficiente, la complejidad de esta arquitectura se incrementa
de manera exponencial con la cantidad de bits de información por palabra código. En
estos canales, los receptores propuestos son del tipo particionado y requieren de itera-
ciones múltiples para conseguir desempeños aceptables. Estos receptores incrementan
los tiempos de decodificación y no resultan viables para aplicaciones interactivas de
tiempo real. Esta limitación motiva a investigar nuevos algoritmos de mayor simplicidad
computacional que no recurran a iteraciones múltiples para lograr mejores desempeños.
En este capítulo se propone un nuevo receptor integrado de estados reducidos. El
nuevo receptor integrado utiliza la información de codificación de un subconjunto de
usuarios, (el cual, en el caso de complejidad más baja, se reduce a un sólo usuario),
y el principio inherente a la partición de la constelación de la codificación trellis para
la construcción de nuevos trellises con estados reducidos. A diferencia del propuesto
en [18, 19, 73], la detección multiusuario utiliza la técnica de reducción de estados pro-
puesto en [63] para disminuir la cantidad de estados correspondientes al canal de acceso
múltiple. De esta manera, se emplea el algoritmo de Viterbi para, en forma conjunta,
decodificar los códigos de un subconjunto de usuarios y ecualizar la interferencia mul-
tiusuario del canal. El enfoque empleado permite obtener una familia de decodificadores
con diferentes relaciones de costo desempeño fácilmente adaptables a diferentes condi-
ciones del canal.
Se presentan resultados de desempeño para canales con alta y baja interferencia. En
ambos casos, se demuestra que se puede lograr un desempeño aproximado al del ca-
nal con un solo usuario codificado mediante el nuevo receptor de complejidad reducida.
Además, se compara el desempeño del receptor propuesto con aquellos de los esquemas
subóptimos presentados anteriormente. Se llega a la conclusión de que el nuevo esque-
ma se desempeña significativamente mejor que los otros. Estas mejoras se obtienen sin
aumento del retardo de decodificación. Los resultados que se presentan muestran que en
la región de baja SNR a ruido se obtiene un mejor desempeño usando la información de
codificación de más usuarios que incrementando la cantidad de estados correspondien-
tes al canal de acceso múltiple. También se analiza una variante del algoritmo propuesto
que incrementa la lista de caminos probables en lugar de la cantidad de estados. Este
algoritmo presenta ventajas en canales con fase débilmente mínima.
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3.2. Canal Equivalente con Ruido Blanqueado
De acuerdo a lo visto en el Capítulo 2, las salidas de los K filtros apareados en el
tiempo i se pueden expresar de la siguiente manera
u[ j] = G[1]x[ j]+G[0]x[ j]+G[−1]x[ j+1]+w[ j]. (3.1)
Suponiendo que los usuarios están ordenados de acuerdo a sus respectivos retardos, G[0]
es una matriz hermitiana K ×K y G[1] es una matriz superior. La transformada z del
vector de tiempo discreto (3.1) es
u(z) = S(z)x(z)+w(z), (3.2)
donde S(z) es la matriz de espectro dada por
S(z) = G[1]z+G[0]+G[−1]z−1, (3.3)
y u(z), x(z) y w(z) son, respectivamente, las transformaciones Z de las secuencias vec-
toriales de salida del filtro apareado, de los símbolos transmitidos y del ruido aditivo. El
espectro del ruido es coloreado, y está dado por
Sw(z) = N0S(z) (3.4)
En (2.2) se deriva el algoritmo óptimo de estimación de la secuencia de máxima ve-
rosimilitud (MLSE) para el modelo de canal multiusuario con ruido coloreado (3.1).
Siguiendo la propuesta de Forney [74], la detección MLSE se puede derivar para el mo-
delo de ruido blanco [75]. En este caso, las salidas del banco de filtros apareados son
alimentadas a un filtro blanqueador definido como
H(z) = [FT [0]+FT [1]z]−1, (3.5)
donde F[0] y F[1] se determinan factoreando la matriz de espectro, es decir
S(z) =
[
FT [0]+FT [1]z
][
F[0]+F[1]z−1
]
. (3.6)
F[0] es una matriz triangular inferior y F[1] es una matriz superior con diagonal nu-
la. Si bien el filtro blanqueador ideal tiene memoria infinita (i.e., respuesta al impulso
infinita), este puede ser aproximado de manera eficiente por un filtro con memoria de
tamaño moderado, como se muestra en [76,77]. Por esto, la secuencia de salida del filtro
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blanqueado resulta en
r[ j] = F[0]x[ j]+F[1]x[ j−1]+n[ j], (3.7)
donde r[ j] = [r1[ j],r2[ j], · · · ,rK [ j]], y n[ j] es el vector de ruido Gaussiano con espectro
y componentes independientes dados por
Sn(z) = N0IK (3.8)
donde Ik es la matriz identidad de dimensión K×K.
El modelo del sistema multiusuario definido por (3.7) puede interpretarse como un
canal de un solo usuario con interferencia intersímbolo variante en el tiempo de manera
periódica, donde el i-ésimo símbolo transmitido está vinculado con el j-ésimo símbolo
del usuario k a través de las siguientes ecuaciones:
k = κ(i) = (i mod K)+1,
j = ν(i) = bi/Kc . (3.9)
En consecuencia, la salida del filtro apareado blanqueador
ri = rκ(i)[ν(i)] (3.10)
se puede expresar como
ri = yi +ni =
K−1
∑
l=1
fi,i−lxi−l +ni, (3.11)
donde ni es ruido Gaussiano complejo y blanco con densidad de potencia No, xi = Aκ(i)ci
se obtiene de la misma manera que (3.11)
xi = xκ(i)[ν(i)] (3.12)
ci = cκ(i)[ν(i)], (3.13)
Los coeficientes del canal equivalente fi,l están definidos por
fi,l =
{
F[0]κ(i),κ(l) κ(l)≤ κ(i)
F[1]κ(i),κ(l) κ > κ(i)
(3.14)
En la Figura 3.1 se muestra un diagrama del modelo del sistema descripto por (3.11).
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Figura 3.1: Modelo del canal multiusuario de tiempo discreto.
3.2.1. Receptor Óptimo
El detector óptimo de secuencia para el canal CDMA asincrónico con codificación
se presenta en [15]. En dicho trabajo cada usuario emplea un códigos convolucional.
De manera similar a [15], el decodificador óptimo para sistemas asincrónicos con TCM
selecciona la secuencia codificada {ĉi} que reduce al mínimo la métrica acumulativa
∆({cˆi}) = ∑i
∥∥ri− fi,iAκ(i)cˆi− ˆIi∥∥2 , (3.15)
donde ˆIi es la interferencia muliusuario (MUI) estimada dada por
ˆIi =
K−1
∑
l=1
fi,i−lAκ(i−l)cˆi−l. (3.16)
Debido a que ci = g(bκ(i)[ν(i)],σκ(i)[ν(i)]), de la ecuación (3.15) se verifica que los
estados del receptor óptimo Γi están definidos por
Γi =
({
σ j[ν(i)]
}
1≤ j≤κ(i) ,
{
σ j[ν(i)−1]
}
κ(i)< j≤K ;bi−1, ...,bi−K+1
)
(3.17)
Suponiendo que cada usuario tiene un decodificador con s estados, la cantidad de estados
del supertrellis es
sopt = s
K2q(K−1),
que es la misma cantidad de estados del receptor óptimo sin filtro blanqueador presen-
tado en la Sección 2.3. La ventaja de derivar el receptor óptimo a la salida del filtro
blanqueador se pone en evidencia cuando se disminuye la complejidad del mismo me-
diante alguna técnica de reducción de estados. Otra forma alternativa de expresar los
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estados del supertrellis viene dado por
Γi =
({
σ j[ν(i)]
}
1≤ j≤κ(i) ,
{
σ j[ν(i)−1]
}
κ(i)< j≤K ;ci−1, · · · ,ci−K+1
)
. (3.18)
3.3. Receptores Integrados de Estados Reducidos
La complejidad del decodificador óptimo se puede reducir usando la información
de codificación de un grupo de usuarios, suponiendo (erróneamente) que el resto de los
usuarios transmiten símbolos no codificados, independientes y equiprobables [19, 18].
Sea U = {u1,u2, . . . ,up} con p ≤ K un subconjunto de usuarios ordenados de acuerdo a
sus retardos crecientes, i.e., τu1 ≤ τu2 ≤ . . . ≤ τup . Considerando solamente la informa-
ción de codificación de los usuarios del subconjunto U , se obtiene un trellis con estados
definidos por
Γ′i =
({
σu j [ν(i)]
}
1≤ j≤κ(i) ,
{
σu j [ν(i)−1]
}
κ(i)< j≤p ;ci−1, · · · ,ci−1+K
)
. (3.19)
El receptor de complejidad reducida elije la secuencia de símbolos ĉ′i definida por
ĉ′i =
{
ĉi = g(b̂i,σi) κ(i) ∈U
cualquier smbolo de Ωx κ(i) /∈U
, (3.20)
que minimiza la métrica acumulativa
∆
({cˆ′i})= ∑
i
∥∥∥ri− fi,iAκ(i)ĉ′i− Î′i∥∥∥ , (3.21)
con
Î′i =
K−1
∑
l=1
fi,lAκ(i−l)cˆ′i−l. (3.22)
Si el tamaño del alfabeto de símbolos codificados es |Ωc| = 2m con m = 1,2, · · · , este
receptor subóptimo requiere de sp2qp2m(K−1−p) estados. Se puede observar que para el
caso de un canal binario no codificado con s = 1,q = 1 y m = 2, la complejidad com-
putacional se reduce a O(2(K−1)), que es precisamente la complejidad del detector mul-
tiusuario óptimo estudiado por Verdú [56]. Sin embargo, el número de estados debido a
los usuarios no codificados, dado por 2m(K−1−p), se vuelve un factor limitante cuando se
emplean códigos del tipo TCM y STC. Para reducir la cantidad de estados en este tipo de
canales, se puede emplear algoritmos que usan información de la historia de los caminos
que sobreviven en cada estado (del inglés, per-survivor algorithm).
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Figura 3.2: (a) Codificador trellis de 4 estados (b) Constelación de la señal y par-
tición de la constelación 4-PSK.
3.3.1. Decodificador Grupal con Detector de Estados Reducidos
La cantidad de estados asociados al canal de acceso múltiple, i.e., los estados asocia-
dos a la memoria del canal y no a la memoria de los codificadores, se puede reducir apli-
cando el principio de partición de conjunto de TCM [63]. Sea sch el número de estados
del canal de acceso múltiple bajo consideración. El nuevo trellis tiene s′ = spsch estados
y es variante en el tiempo con período K. Este receptor con ecualizador de estados re-
ducido y decodificador de grupo integrado se denomina con la sigla RSE-GD(p,s′), (del
inglés, Reduced State Equalizer and Group Decoding).
A continuación se muestra la forma de construir los trellises variantes y la forma de
calcular las métricas correspondientes. Para ello se considera un canal de cuatro usuarios
que emplean el mismo tipo de codificador. Este canal se muestra en la Figura 3.2 y con-
siste en un codificador convolucional de 4 estados seguido por un modulador que usa una
constelación de señales de 4 símbolos. Las Figuras 3.3, 3.4 y 3.5 muestran los trellises
cuando se utiliza la información de codificación de un sólo usuario y diferentes estados
reducidos del canal de acceso múltiple. Aunque estos trellises tienen período 4, las tran-
siciones de estado están representadas solamente por dos tipos de trellises: un trellis para
las entradas codificadas y otro trellis para las entradas sin codificar. El receptor RSE-GD
con menos complejidad posee 4 estados y emplea un ecualizador retroalimentado por
decisiones en cada estado, tal cual puede apreciarse en la Fig. 3.3. Se identifica con la
sigla GD(p) al receptor que integra el ecualizador retroalimentado por decisiones con el
decodificador de un grupo de p usuarios, quedando implícito que la cantidad de estados
es sp. En estas figuras, la señal recibida ri se expresa también como rk[ j] empleando la
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conversión de índice definida por (3.9). La historia del camino sobreviviente asociada
con cada estado se usa para estimar la MUI (3.22), la cual se sustrae de la métrica de las
ramas (3.21). La Figura 3.4 muestra el trellis cuando los estados se encuentran definidos
por
Γ′i = (σ1[v(i)];a(ci−1)) , (3.23)
donde a(ci−1) indica el orden de partición al cual ci−1 pertenece (en este caso una par-
tición de orden 2). Por lo tanto, este esquema tiene un trellis de 4x2=8 estados y se
denomina RSE-GD(1,8). Obsérvese nuevamente que las transiciones de estados están
representadas por dos tipos de trellises. Si cada usuario emplea un RSE-GD(1,8), el nú-
mero total de estados necesarios para decodificar los cuatro usuarios es de 32 estados.
Finalmente, para el receptor de 16 estados (i.e., RSE-GD(1,16)), de la Figura 3.5, los
estados se encuentra definido por
Γ′i = (σ1[v(i)];a(ci−1) ,a(ci−2)) , (3.24)
donde tanto ci−1 como ci−2 pertenecen a un partición de orden 2. El número de estados
necesarios para decodificar los cuatro usuarios con RSE-GD(1,16) es de 64. Vale la
pena destacar que para decodificar estos 4 usuarios el decodificador óptimo requiere
43x22 = 256 estados.
Es importante considerar que la memoria requerida por el recepto RSE-GD(1,s′) es
(K +D)s′, donde D es la profundidad de decisión del decodificador Viterbi convencio-
nal. En sistemas prácticos, tales como sistemas celulares, un número típico de usuarios
simultáneos puede ser de 10 para cada celda/sector. Sin embargo, el número de usuarios
no influye considerablemente en la memoria requerida por el receptor RSE-GD(1,s′). La
complejidad es dominada por las operaciones de las métricas de las ramas, las cuales ne-
cesitan calcular la MUI en cada estado. Para cada símbolo decodificado, el algoritmo de
Viterbi realiza K transiciones y la complejidad computacional del receptor RSE-GD(1,s′)
es proporcional a K. Afortunadamente, el cálculo de las métricas de las ramas se puede
efectuar en forma paralela y se puede implementar a bajo costo a partir del empleo de
filtros de respuesta al impulsos finita.
El desempeño y la complejidad computacional del receptor RSE-GD depende de
la cantidad de estados. Para decodificar K usuarios con un receptor RSE-GD(1,s′), se
requieren de K receptores. Si se emplea un receptor RSE-GD(p,s′), se necesitará en
general D receptores paralelos para decodificar los K usuarios. Por lo tanto, el número
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Figura 3.3: Diagrama de trellis del receptor GD(1).
total de estados necesarios para decodificar los K usuarios es
sRSE−GD =
D
∑
d=1
s
(d)
ch s
pd , (3.25)
donde s(d)ch y pd son, respectivamente, la cantidad de estados del canal (que depende
de las particiones utilizadas para definir el estado del canal de acceso múltiple) y la
cantidad de usuarios a decodificar por el d-ésimo receptor paralelo. Si bien la cantidad
de operaciones es proporcional a sRSE−GD, se debe tener en cuenta que para el cálculo
de las métricas del trellis es necesario estimar la MUI de cada estado que depende del
número de símbolos estimados de los caminos sobrevivientes. En el peor de los casos,
la estimación de MUI requerirá de K2× s operaciones. Afortunadamente, el cálculo de
las métricas se puede efectuar en forma paralela y se puede implementar a bajo costo
a partir del empleo de filtros de respuesta al impulso finita o con tablas de consulta (en
inglés lookup tables - LUT).
3.4. Análisis de Desempeño y Complejidad Computacional de
la Decodificación con Detección Integrada RSE-GD(1,s’)
En la presente sección se analiza el desempeño de la arquitectura propuesta para el
caso especial en que sólo se emplea la información de codificación de un único usuario.
Es decir que se analizará el subconjunto de receptores de complejidad reducida del tipo
GD(1,s’) y RSE-GD(1,s’) con el propósito de evaluar la ventaja que se obtiene al integrar
un decodificador y un MDFE, se compara al receptor GD(1,s’) con el MDFE+SVA. Adi-
cionalmente se realizan comparaciones entre el IDFE y con el MAP+SVA. Vale la pena
destacar que este último provee el mejor desempeño que es posible alcanzar sin tomar
en cuenta la información del código del único usuario a decodificar en la detección.
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Figura 3.4: Diagrama de trellis del receptor RSE-GD(1,8)
3.4.1. Canal con Correlación Constante
En esta sección se consideran primeramente dos canales de acceso múltiple, donde
la interferencia entre cada par de usuarios a la salida del filtro de blanqueo es constante.
Vale la pena destacar que este es uno de los más desfavorables para la estimación de
la interferencia con decisiones previas, ya que un error en la estimación de un símbolo
no se atenúa a medida que progresa el algoritmo, y puede producir una propagación de
errores que deteriore severamente el desempeño del receptor.
En esta parte se simula un sistema de acceso múltiple asincrónico de cuatro usuarios
en un canal con ruido aditivo y Gaussiano y blanco (Additive Wite Gaussian Noise -
AWGN) con interferencia alta y moderada. Cada usuario emplea un codificador 4-PSK
TCM de cuatro estados tal cual se puede apreciar en la Fig. 3.2. Se consideran receptores
de estados reducidos con 4, 8, 16 y 32 estados. El decodificador con 4 estados corres-
ponde al caso de truncamiento completo de los estados de MUI y opera en el trellis de
la Fig. 3.3. Para los decodificador de 8 y 16 estados, el canal de MUI tiene 2 y 4 estados
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Figura 3.5: Diagrama de trellis del receptor RSE-GD(1,16)
Las líneas resaltadas representan transiciones paralelas.
definidos respectivamente por
Γ
′
i = (σi;a(xi−1)) , (3.26)
Γ
′′
i = (σi;a(xi−1),a(xi−2),) (3.27)
donde tanto a(xi−1) como a(xi−2) corresponden a una partición de orden 2. Los trellises
del receptor RSE-GD(1,8) y RSE-GD(1,16) se pueden apreciar en las Figuras 3.4 y 3.5,
respectivamente. En estos decodificadores se calcula la MUI utilizando los tres símbolos
más recientes almacenados en la historia del camino asociado a cada estado. Se anali-
zan también dos esquemas propuestos previamente: el ecualizador retroalimentado por
decisiones integradas (IDFE) y un ecualizador retroalimentado por decisiones seguido
por un decodificador de Viterbi de decisión blanda (MDFE+SVA) [16]. En el presen-
te capítulo se analiza un IDFE de 2 y 3 etapas, similar al investigado por Giallorenzi
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y Wilson [16]. El DFE+SVA sigue la propuesta particionada y utiliza un ecualizador
multiusuario retroalimentado por decisiones para detectar la señal codificada. La MUI
se estima y se sustrae de la señal recibida. La señal resultante se decodifica mediante el
algoritmo de Viterbi de decisión blanda. Todos los receptores analizados en este trabajo
usan el filtro apareado blanqueador definido en (3.5). También se supone que todos los
usuarios tienen potencias iguales.
3.4.1.1. Caso A: Canal con Usuarios con Correlación Moderada
Se considera el canal descripto por (3.11) con fk,l = 0,23 para k 6= l y fk,k = 0,92.
La Fig. 3.6 muestra las curvas de BER del receptor MDFE+SVA y el receptor IDFE de
2 y 3 etapas. Para un régimen de SNR elevada se puede apreciar que el IDFE de 2 etapas
tiene un desempeño más pobre que el MDFE+SVA. Este resultado concuerda con el pre-
sentado en [16,78], donde se demuestra que el MDFE+SVA puede proporcionar mejores
estimaciones a los decodificadores que el IDFE de 2 etapas a alta SNR. Cabe tener en
cuenta que a una BER=10−6, el receptor GD(1,4) puede recuperar la ganancia de 0.3 dB
que pierde el receptor DFE+SVA. Los receptores RSE-GD(1,8) y RSE-GD(1,16) ganan
0.5 dB y 0.8 dB respecto del DFE+SVA, respectivamente (nótese que el desempeño del
RSE-GD(1,16) se aleja aproximadamente 0.4 dB del de un solo usuario con codificación
trellis). Para un BER inferior a 10−6, el IDFE de 2 etapas posee un desempeño inferior
al GD(1,4). En la Figura 3.6 no se muestra la curva del IDFE de 3 etapas por razones de
claridad ya que dicha curva coincide con la curva correspondiente al receptor IDFE de 2
etapas por debajo de 7 dB. Por encima de los 7 dB la diferencia entre estas curvas se hace
evidente. Sin embargo, vale la pena destacar que el desempeño del RSE-GD(1,8) es aún
superior al del IDFE de 3 etapas. Es interesante comparar el desempeño del sistema con
codificación trellis con el del receptor multiusuario óptimo sin codificación. En Figura
3.6 se observa que una BER de 10−6, el receptor RSE-GD(1,16) logra una mejora de
3.8 dB sobre el sistema sin codificación. Debido a que la ganancia asintótica de codi-
ficación del código de trellis es 4 dB, se puede apreciar que el receptor RSE-GD(1,16)
preserva (en forma aproximada) la ganancia de codificación del TCM. Este resultado
concuerda con el presentado por Marinkovic y Vucetic [2], donde se analiza un receptor
de mínimo error cuadrático retroalimentado por decisiones con codificación trellis para
un canal CDMA sincrónico. En dicho trabajo se observó que los códigos trellis logran
una ganancia similar a la obtenida en un canal AWGN de un sólo usuario.
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Figura 3.6: Desempeño de receptores multiusuario en un canal con usuarios con
correlación moderada.
3.4.1.2. Caso B: Canal con Usuarios muy Correlacionados
Considérese el sistema multiusuario descrito por (3.11) con fk,l = 0,49 ∀k, l. En la
Fig. 3.7 se muestran los resultados de desempeño de varios receptores sobre este canal.
A una BER de 10−6 el receptor GD(1,4) tiene una ganancia de prácticamente 1 dB
respecto del receptor MDFE+SVA. Con los receptores RSE-GD(1,8), RSE-GD(1,16) y
RSE-GD(1,32) se obtienen respectivamente ganancias de 1.3, 1.6, y 2.2 dB respecto del
receptor MDFE+SVA. Se verifica que el desempeño del IDFE de 3 etapas se ve degrada
severamente cuando el nivel de interferencia alta del canal multiusuario es alto (nótese
que el desempeño del receptor multiusuario sin codificación es mejor que el del receptor
IDFE de 3 etapas para alta SNR). Para un mismo ancho de banda, el receptor RSE-
GD(1,32) gana aproximadamente 2.5 dB respecto del receptor multiusuario óptimo sin
codificación y se aleja 1.5 dB de la cota de un solo usuario.
Finalmente, se analiza el comportamiento de los receptores en canales con baja y
alta interferencia a una BER de 10−6. En el canal con interferencia alta, el desempeño
del receptor IDFE de 3 etapas y del receptor DFE+SVA desmejora en 2.7 dB y 2.3 dB,
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Figura 3.7: Desempeño de receptores multiusuario en un canal con usuarios muy
correlacionados.
respectivamente. El desempeño del RSE-GD(1,16) en canales con alta interferencia es
solamente 1.4 dB inferior al del canal con baja interferencia. Se puede concluir, que el
comportamiento integral del esquema propuesto es superior al de los receptores IDFE
con 2 y 3 etapas y al del receptor DFE+SVA.
Como conclusión de esta parte podemos decir que:
Integrar el DFE con el decodificador permite mejorar el desempeño sin incremen-
tar demasiado la complejidad.
El desempeño de los receptores IDFE es inferior al de los receptores RSE-GD.
Esto se debe principalmente a los errores que se producen en la primera etapa
al estimar la interferencia mediante una decodificación individual de los usuarios
que ignora la interferencia del canal.
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3.4.2. Canal CDMA de Banda Angosta
A continuación se analiza el desempeño de la familia de receptores RSE-GD(1,s’)
para un canal CDMA de gran eficiencia espectral, y se compara su rendimiento con el
receptor MAP+SVA (que es precisamente el receptor particionado óptimo). Cuando sólo
se persigue decodificar un único usuario, el receptor MAP+SVA provee el mejor desem-
peño que es posible alcanzar con una arquitectura particionada. Para la comparación de
complejidades, se considera el algoritmo I de detección MAP [61] el cual no introduce
un retardo de decodificación mayor que el de un decodificador RSE-GD y un desentrela-
zador de (30,30). La comparación de complejidades es pesimista para el esquema nuevo
debido a que se ignora la memoria y las operaciones requeridas por los decodificadores
individuales en el esquema MAP+SVA. También se realiza un análisis de desempeño
en presencia del efecto cercano-lejano. Se considera un sistema DS-CDMA asincróni-
co para 4 usuarios. Cada usuario emplea el mismo codificador de cuatro estados de la
Fig. 3.2. Se considera una secuencia Gold de longitud corta con 7 chips por símbolo
codificado. Los retardos relativos de los usuarios permanecen constantes durante toda la
comunicación. El espectro del canal multiusuario está dado por
S(z) = 1
7

7 −4− z 1+2z −z
−4− z−1 7 −4− z 3
1+2z−1 −4− z−1 7 −2+ z
−z−1 3 −2+ z−1 7
 (3.28)
La complejidad del receptor MAP en su versión no recursiva se detalla en la Sección
2.4.1, en donde se muestra que es equivalente a tener que actualizar 256 estados.
Los receptores RSE-GD(1,s’) empleados son los mismos receptores de la Sección
3.4.1 y sus desempeño se muestran en la Figura 3.8. A una BER de 10−5, el desempe-
ño del GD(1,4) es 0.4 dB superior al del receptor MDFE+SVA. Con el receptor RSE-
GD(1,8) y el receptor RSE-GD(1,16) se obtienen ganancias adicionales de 0.5 y 0.8 dB
respectivamente. Obsérvese que la ganancia de 0.9 dB respecto del receptor MDFE+SVA
se obtiene con sólo duplicar la cantidad de estados del receptor. Para una BER de 10−5,
el receptor RSE-GD(1,16) se comporta igual que el receptor MAP+SVA y requiere de
64 estados para decodificar los 4 usuarios. Por otro lado, se observa que el receptor
RSE-GD(1,16) se encuentra 1 dB alejado del decodificador óptimo el cual requiere de
44×23 = 2048 estados.
Es importante observar que el desempeño de cada usuario con un mismo receptor
RSE-GD(1,s’) es significativamente diferente. Esto se debe a que cada usuario vé un
canal con distintos niveles de interferencia debido a la matriz de correlación (3.28). Las
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Figura 3.8: Desempeño de la arquitectura RSE-GD(1,s’) en un canal CDMA
Figuras 3.9-a y 3.9-b muestran las curvas de BER en función de la SNR para el usuario 1
y 2. Para el usuario 1, el empleo del receptor GD(1,4) no obtiene ventaja de desempeño
respecto del receptor MDFE+SVA. Sin embargo, el desempeño de este usuario alcanza el
de un canal codificado sin interferencia cuando se usa un receptor RSE-GD(1,8). Para el
usuario 2, se obtiene una ganancia de 1 dB respecto del MDFE+SVA cuando se emplea
un receptor GD(1,4), mientras que con un receptor RSE-GD(1,16), el desempeño del
usuario 2 se encuentra 1.2 dB alejado del límite inferior que establece el canal codificado
sin interferencia. De esta observación se concluye que la complejidad del esquema que
se propone se puede reducir aún más si cada usuario adapta la cantidad de estados de su
receptor a la matriz de correlación del canal.
A continuación se analiza el desempeño en un canal con efecto cercano-lejano. En
este análisis es de esperar que el desempeño de todos los receptores considerados me-
joren debido al efecto cercano-lejano, ya que un aumento en la potencia de la señal
interferente permite mejorar la estimación de la interferencia multiusuario y por añadi-
dura la estimación de la señal a decodificar. Este fenómeno es similar al observado en
el detector de cancelación de interferencias sucesivas. La desproporción de los niveles
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Figura 3.9: Desempeño de la arquitectura RSE-GD(1,s’) para dos usuarios dife-
rentes. La curva de desempeño inferior corresponde al canal sin interferencia
de potencia aumenta la probabilidad de una correcta detección para los usuarios con po-
tencias elevadas. De esta manera, las señales detectadas pueden utilizarse exitosamente
para suprimir la interferencia, y aumentar la probabilidad de una correcta decodifica-
ción para los usuarios con potencias más bajas. En la Fig. 3.10 se muestra la BER de
un usuario en función de la SNR del resto de los usuarios para este análisis. La SNR de
uno de los usuarios se mantiene constante en 4 dB. Para obtener un valor representativo
del efecto cercano-lejano en los cuatro usuarios, se considera el promedio geométrico de
la BER de los cuatro participantes. Suponiendo cancelación perfecta de la interferencia
multiusuario, la SNR a la entrada de los decodificadores se define como SNRef. Para los
receptores IDFE y MDFE+SVA, la SNRef es
SNRef =
f 2k,k
2No
, (3.29)
mientras que para el receptor MAP+SVA la SNRef viene dada por
SNRef =
f 2k,k + f 2k+1,k+1 + f 2k+2,k+2 + f 2k+3,k+3
2No
. (3.30)
En la Fig. 3.10 se observa que el desempeño asintótico del receptor MAP+SVA es supe-
rior al correspondiente al receptor IDFE y MDFE+SVA (en consecuencia con sus valores
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de SNRef). No obstante, tanto los receptores IDFE, MDFE y MAP+SVA experimentan
sólo una leve mejoría en sus desempeños al aumentar la SNR del resto de los usuarios.
Por el contrario, para los receptores GD(1,4) y RSE-GD(1,8) se observa que el desempe-
ño mejora significativamente. Nótese que el desempeño del receptor RSE-GD(1,8) llega
a ser mejor que el del receptor MAP+SVA. Resulta interesante notar que la brecha de
desempeño entre el receptor RSE-GD(1,8) y el receptor MAP+SVA aumenta a medida
que aumentan las SNRs de los usuarios interferentes (lo cual dá como resultado un MUI
que afecta particularmente a los usuarios con potencias más bajas). Una explicación para
este comportamiento es que el código es más efectivo para combatir los errores debido
al ruido del canal, el cual representa la principal causa de distorsión de la señal recibi-
da cuando la probabilidad de estimar correctamente la MUI es alta. Para cuantificar la
mejora que se puede obtener con los receptores propuesto se requiere un análisis de los
eventos de errores más probables. Este análisis se realiza en el siguiente capítulo.
En [6] se analiza el desempeño de un receptor iterativo en un sistema sincrónico
con eficiencia espectral similar al del sistema analizado en esta sección (7 usuarios con
codificación convolucional 1/2 y secuencia de expansión 7). El receptor allí propuesto
emplea un detector de mínimo error cuadrático medio que permite obtener un desempeño
superior al del receptor que cancela interferencia de manera sucesiva. Sin embargo, el
desempeño de esta arquitectura iterativa se encuentra 1 dB por arriba del límite inferior
del canal con un único usuario, que es aproximadamente lo que se pierde con el receptor
analizado en esta sección. El desempeño en un canal con efecto cercano-lejano es similar
para ambos receptores.
3.5. Mejorando la Relación Desempeño/Complejidad con De-
codificación Grupal
Para mejorar el desempeño del receptor RSE-GD se puede:
Incrementar la cantidad de estados correspondiente al canal de acceso, múltiple o
Usar información de codificación de otros usuarios.
En la Fig. 3.8 se puede apreciar que el receptor RSE-GD(1,16) tiene prácticamente el
mismo desempeño que el receptor MAP+SVA. El receptor RSE-GD(1,32) no consigue
mejorar apreciablemente el desempeño del receptor RSE-GD(1,16). La Fig. 3.11 mues-
tra que el desempeño del receptor RSE-GD(2,32) es mejor que el del receptor RSE-
GD(1,16). Esto muestra que en algunos casos el empleo de mayor cantidad de infor-
mación de codificación en el receptor puede resultar más provechoso que aumentar la
cantidad de estados del canal de acceso múltiple.
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Figura 3.10: Desempeño en una situación lejana-cercana.
La comparación de complejidades, obtenida en base a (2.28) y (2.29), se muestra
en la Tabla 3.1 para un retardo de detección del algoritmo MAP igual a cinco veces la
memoria del canal (i.e., DMAP = 15), y un retardo de decodificación del receptor RSE-
GD igual a cinco veces la memoria del código del trellis (i.e., DV = 10). En este caso
se emplean tres receptores RSE-GD(2,32) para decodificar a los cuatro usuarios. Es-
to corresponde al peor de los casos. Es decir, el empleo de receptores RSE-GD(2,32)
requiere un incremento de complejidad (respecto del RSE-GD(1,16)) menor que el em-
pleo de receptores RSE-GD(1,32), y permite además conseguir una nivel de ganancia de
desempeño imposible de obtenerse si se utilizan receptores RSE-GD(1,32).
3.6. Receptor Integrado de Múltiples Caminos Sobrevivientes
por Estado
En el receptor GD no se tiene en cuenta en el diseño del trellis del decodificador
la interferencia co-canal, pero sí en el cálculo de las métricas de las ramas. Es decir, se
emplea un procesamiento basado en los símbolos sobrevivientes de los caminos asocia-
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Figura 3.11: Mejora del desempeño al incluir información de codificación de otro
usuario.
unidades de memoria operaciones por símbolo
MAP 44×12 = 3072 3072×AΓ
RSE-GD(1,16) 64×13 64×4×AΓ
RSE-GD(1,32) 128×13 128×4×AΓ
RSE-GD(2,32) 96×13 96×4×AΓ
Cuadro 3.1: Complejidades computacionales
dos a cada estados (en inglés: per-survivor processing). Por lo tanto, el desempeño de
este receptor se ve afectado por la propagación de errores. Para reducir este fenómeno
característico de canales con fuerte interferencia intersímbolo (especialmente en aque-
llos canales de fase mínima débil), una alternativa que ha demostrado ser eficiente es
el algoritmo de Viterbi Generalizado (GV) (del inglés: Generalized Viterbi) [66]. Este
algoritmo conserva más de un camino sobreviviente por estado. Motivados por la simi-
litud entre la interferencia intersímbolo y la interferencia co-canal, se propone combinar
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el algoritmo GV con el GD. Este esquema se denota con GVl-GD(u,s′), en donde el nue-
vo parámetro l indica los cantidad de camino sobrevivientes por estado. La descripción
recursiva del algoritmo es la siguiente:
Condición inicial: al final de cada iteración, el algoritmo retiene sólo l caminos
por estados.
Extensión de la lista de caminos: se extiende la lista de los l caminos sobrevivien-
tes en la iteración anterior con los caminos provenientes de las otras ramas del
trellis.
Selección de caminos: la lista extendida de caminos se ordena de manera creciente
con el valor de las métricas. Para cada estado, los l caminos con mejor métrica se
eligen como caminos sobrevivientes para la próxima iteración.
El algoritmo descripto corresponde a la versión de GV paralela que mantiene una lista
por cada estado, y su complejidad se incrementa linealmente con el tamaño de la lista.
En [79] se propone una versión de GV que requiere una lista única, y que presenta una
complejidad computacional menor que la versión paralela.
El esquema propuesto en [24] muestra un desempeño superior al del esquema con
estados reducidos en los canales con fase no mínima (i.e., con filtro apareado) o fase
mínima débil (caso de un canal con usuarios interferentes con igual potencia a la salida
del filtro apareado), a expensas de un incremento inicial del tamaño de la lista y de los
estados del canal. Sin embargo, el aumento de tamaño de la lista tiende a cancelar asin-
tóticamente solamente la propagación de errores, mientras que el incremento de estados
del canal permite obtener mayores ganancias.
3.7. Conclusiones
En este capítulo se ha presentado una nueva familia de receptores multiusuario de
complejidad reducida para canales asincrónicos con codificación TCM. Se ha conside-
rado primeramente el esquema que decodifica un sólo usuario y ecualiza la interferencia
multiusuario del canal. El desempeño de este esquema ha sido estudiado en canales con
correlación moderada y alta, donde quedó claramente evidenciado que es posible conse-
guir desempeños próximos al receptor óptimo a una complejidad computacional signifi-
cativamente menor. Cuando la correlación es moderada se logra un desempeño próximo
al receptor óptimo con cuatro veces el número de estados del codificador trellis. En cana-
les con usuarios muy correlacionados, el esquema RSE-GD(1,16) se aleja aproximada-
mente 1 dB de la cota de un solo usuario con codificación trellis para una BER< 10−6. Se
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comparó también la estructura propuesta con otra arquitectura subóptima, mostrándose
que el nuevo esquema receptor tiene un desempeño superior. En situación cercana-lejana
los receptores GD y RSE-GD logran un desempeño significativamente superior al de los
esquemas previamente propuestos. Una importante ganancia en el desempeño se registra
cuando el número de estados aumenta de 4 a 8. Por otro lado, en lugar de aumentar la
cantidad de estados del canal para mejorar el desempeño del receptor RSE-GD se puede
emplear la información de codificación de otros usuarios. Se ha mostrado que el empleo
de mayor cantidad de información de codificación puede ser en algunos canales más
efectiva que el incremento de estados del canal. En el próximo capítulo se formula una
nueva teoría de la probabilidad de error de los receptores GD y RSE-GD que no sólo
es capaz de predecir el desempeño de estos esquemas, sino que también permite derivar
criterios de diseño para lograr una mejor relación costo beneficio.
CAPITULO 4
TEORÍA DE LA PROBABILIDAD DE ERROR DEL
RECEPTOR INTEGRADO
En el capítulo anterior se propuso una familia de receptores de complejidad reducida
que resuelve de manera conjunta la ecualización de interferencia y la decodificación de
un grupo de usuarios, y se muestra que estos esquemas son una alternativa atractiva para
mejorar el desempeño de los sistemas de acceso múltiple en canales de banda angosta.
En este capítulo se deriva una nueva teoría sobre el desempeño de estos receptores que
tiene en cuenta el efecto de propagación de errores, el cual es crítico cuando el canal es
asíncrono. El nuevo análisis que se presenta permite obtener nuevos criterios de diseño
de receptores con buenos rendimientos en términos de costo/desempeño.
4.1. Introducción
En el decodificador por grupo propuesto en [18] y [19], los estados del receptor
toman en cuenta la interferencia de los usuarios que se suponen (erróneamente) no co-
dificados. Es decir, las métricas de las ramas son función de la señal recibida, del estado
inicial y del símbolo vinculado a la transición de estados. La expresión matemática del
desempeño de este receptor se obtiene en [18] para el canal de acceso múltiple (Multiple
Access Channel - MAC) sincrónico con codificación convolucional. En el receptor por
grupo propuesto en el capítulo anterior, las métricas de las ramas son función de la his-
toria de los caminos vinculados a los estados (per-survivor processing) y, por lo tanto, el
desempeño del receptor está afectado por la propagación de errores. A diferencia de lo
que sucede en un receptor basado en DFE para canales con interferencia intersímbolo,
la propagación de errores en el receptor integrado limita el desempeño asintótico del
mismo (i.e., el desempeño cuando la SNR → ∞).
El desempeño del receptor integrado mejora a medida que se decodifica un grupo de
usuarios más grande y/o se utilizan más estados correspondientes a los usuarios no codi-
ficados. El análisis teórico que se presenta permite derivar criterios de diseño y conocer
los costos y beneficios de incrementar estados vinculados a usuarios codificados o no
codificados.
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4.2. Probabilidad de Error del Receptor GD
En el presente análisis por simplicidad se considera que el receptor utiliza la infor-
mación de codificación de un solo usuario. Posteriormente, se muestra como el mismo
puede extenderse fácilmente a un receptor que utilice la información de codificación de
más de un usuario.
Sin pérdida de generalidad, se analizará la probabilidad de error del usuario 1. Sea cˆi
y ˆΓi las estimaciones de la señal ci y del estado Γi, respectivamente. Cuando un evento
error E ocurre entre io y i f , entonces se verifica que cˆio 6= cio con los estados Γio = ˆΓio
y Γi f = ˆΓi f . Obsérvese que un evento error puede ser un evento error de símbolo (que
corresponde al caso de transiciones paralelas en el diagrama de trellis) o un evento error
con por lo menos un estado diferente de la secuencia correcta (i. e., Γi 6= ˆΓi para io <
i < i f ). A diferencia del algoritmo de Viterbi tradicional, la probabilidad que suceda un
evento error entre io y i f depende del camino de la secuencia estimada
cˆio−1o = (cˆo, cˆ1, · · · , cˆio−1) (4.1)
asociada al estado inicial Γio . Supongamos que al camino de la secuencia estimada cˆ
i f
o le
corresponden L eventos de error entre el instante 0 y i f , i. e.,
cˆ
i f
o → E(L) = E(1), · · · ,E(L) (4.2)
con al menos un evento de error E(L) asociado con un error de decodificación del usuario
1. Empleando la regla de la cadena, se puede expresar la probabilidad de la secuencia de
eventos de error E(L) de la siguiente manera:
P(E(L)) = P(E(0))
L
∏
l=1
P(E(l)|E(l−1)), (4.3)
donde E(0) es el evento error nulo y P(E(l)|E(l−1)) es la probabilidad del evento de error
E(l) condicionada a que la secuencia de eventos de error E(l−1) haya sucedido.
Puesto que es difícil encontrar un expresión exacta para P(E(l)|E(l−1)), se derivará
una cota superior que resulta de considerar el evento error de par (en inglés: pair-wise
error event) asociado con E(l), el cual se denota como E(l)PW . Sea n(l) el vector que re-
presenta las componentes de ruido asociadas con el evento error de par E(l)PW . Puesto que
P(E(0))≤ 1 y los eventos de error de par E(1)PW · · ·E(l−1)PW son sólo funciones de las compo-
nentes de ruido n(1), · · · ,n(l−1) (las cuales a su vez son estadísticamente independientes
de n(l)), la interferencia residual debida a las decisiones previas al evento error E(l)PW es
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estadísticamente independiente de n(l). Por lo tanto,
P(E(L))≤ P(E(L)PW ) =
L
∏
l=1
Q
(
d(E(l)|E(l−1))
2
√
No
)
, (4.4)
donde la distancia del evento de error E(l) afectado por la propagación de errores (E(l−1))
está dada por (ver Apéndice B-12)
d(E(l)|E(l−1)) = d(E(l))+2ρ(E(l),E(l−1)), (4.5)
donde d(E(l)) es la distancia convencional del evento de error E(l) [74] y ρ(E(l),E(l−1))
es el término que tiene en cuenta el efecto de la propagación de errores. Este último
término puede ser negativo, indicando que la distancia convencional se reduce por la
propagación de errores. Bajo el supuesto que por lo menos K − 1 símbolos anteriores
al evento de error E(l) son correctos, la distancia d(E(l)|E(l−1)) se reduce a la distancia
convencional d(E(l)). Utilizando las desigualdades Q(x)< 1 para x < 0, y
Q(x)≤ 1
2
e−x
2/2, x ≥ 0, (4.6)
en (4.4), se define la siguiente distancia equivalente para la secuencia de eventos de error
E(L) (
deq(E(L))
)2
=
L
∑
l=1
ma´x 2{0,d(E(l)|E(l−1))}. (4.7)
Una aproximación razonable para el caso de canales con poca interferencia es con-
siderar sólo los eventos de error con distancia mínima. La mínima distancia equivalente
total dmin está dada por
dmin = mı´n
E(L):
E(L)∈A
deq(E(L)). (4.8)
dondeA es el conjunto de eventos secuencias de eventos de error E(L) con las siguientes
características:
1. Cada evento de error es seguido por a lo sumo de K−2 transiciones libres de error
2. El primer evento de error (E(1)) es un evento de error de símbolo precedido por al
menos K−1 transiciones libres de errores.
3. El último evento de error (E(L)) está asociado con un error de decodificación co-
rrespondiente al usuario 1.
Nótese que d(E(1))< d(E(L)) para E(L) ∈A ya que la información de codificación con-
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diciona al evento de error E(L), pero no condiciona al evento de error de símbolo E(1).
Esto justifica la situación en que la mínima distancia equivalente deq(E(L)) es menor a
la distancia d(E(L)). Por esto, el desempeño asintótico puede ser deteriorado irreversi-
blemente por la propagación de errores. Este efecto no está presente en los receptores
del tipo trellis más conocidos, como por ejemplo los de estados reducidos para canales
con interferencia intersímbolo estudiados por Eyuboglu y Qureshi [63], debido a que los
mismo son trellis invariantes en el tiempo.
La probabilidad de error del usuario 1 tomando en cuenta el efecto de la propagación
de errores queda dada por
Pb = ∑
E(L)
w(E(L))P′(E(L))P(E(L)), (4.9)
donde w(E(L)) es el número de errores de bit del usuario 1 asociado con E(L), P′(E(L))
es la probabilidad de que el camino correcto pueda dar lugar a la secuencia de eventos
de error E(L), y P(E(L)) es la probabilidad de que el decodificador de Viterbi escoja el
camino asociado a la secuencia de eventos de error E(L) en lugar del camino correcto.
Vale la pena aclarar que en (4.9) la suma se realiza sobre todas las secuencias de eventos
de errores E(L) posibles. Sea el subconjunto definido como
B(deq,dL1) = {E(L) ∈A : d(E(l)|E(l−1)) = dl para1 < l ≤ L, deq(E(L)) = deq}, (4.10)
el cual consta de secuencias de eventos de error E(L) ∈A con distancias dL1 =(d1, · · · ,dL)
tales que ∑Ll=1(ma´x{0,dl})2 = deq. Sea A(deq,dL1) el promedio de errores de bits del sub-
conjuntoB(deq,dL1) dado por
A(deq,dL1) = ∑
E(L)∈B(deq,dL1)
P′(E(L))w(E(L)) (4.11)
Luego una cota superior del desempeño asintótico P∞ está dada por
P∞ ≤
K
∑
L=1
∑
dL1 :
∑Ll=1(ma´x{0,dl})2=d2min
A(dmin,dL1)
L
∏
l=1
Q
( dl
2
√
No
)
. (4.12)
Para el caso de interferencia moderada y fuerte, el límite asintótico (4.12) puede
no ser una buena aproximación del desempeño ya que ignora eventos de errores con
distancias próxima a la mínima. Para mejorar la exactitud de la estimación analítica, se
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construye un nuevo límite que tome en cuenta la contribución de otros eventos errores:
Pb ≤ ∑
deq∈D
K
∑
L=1
∑
dL1 :
∑Ll=1(ma´x{0,dl})2=d2eq
A(deq,dL1)
L
∏
l=1
Q
( dl
2
√
No
)
, (4.13)
donde D es el espectro de distancias deq.
El espectro de distancias se puede determinar mediante un método semi-analítico
basado en el algoritmo de List Viterbi [79]. Con este algoritmo se pueden calcular de
manera automática las distancias deq y dL1 , y aproximar A(deq,dL1) a través de la fre-
cuencia de ocurrencia de las secuencias E(L) ∈B(deq,dL1) ponderadas por el número de
errores de bit. Este algoritmo permite también aproximar el promedio de errores de bit
para eventos de error de distancia deq respecto de la secuencia correcta, i.e.,
A(deq) = ∑
E(l):deq(E(l))=deq
P′(E(l))w(E(l)). (4.14)
4.2.1. El Canal de Dos Usuarios
El análisis del canal de 2 usuarios permite ganar intuición en el desempeño del
receptor GD. Para este caso, la distancia equivalente (4.7) para una secuencia E(2) =
(E(1),E(2)) viene dada por
deq =
(
d(E(1))
)2
+(ma´x{0,d(E(2)|E(1))})2 (4.15)
Vale la pena destacar que d(E(2)|E(1)) y d(E(1)) son las distancias del eventos de error
del usuario 1 (asociado con un error de decodificación) y del evento de error de sím-
bolo del usuario 2, respectivamente. Por lo tanto, d(E(1)) < d(E(2)). Para valores altos
de SNR, el desempeño del receptor estará dominado por el término que depende de la
mínima distancia total dmin = mı´nE(2){deq(E(2))}. Para verificar la proximidad del límite
(4.13) al desempeño del receptor GD, se presentan a continuación ejemplos numéricos
para este canal. El receptor que se analiza es el receptor GD(1,4) con diagrama de trellis
dado por las dos primeras etapas de la Fig. 3.3.
Ejemplo 1: Matriz de correlación del canal dada por
G[0] =
[
1 a
a 1
]
G[1] =
[
0 a
0 0
]
, (4.16)
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Figura 4.1: Espectro de distancias del código trellis
con a = 0,3. Los usuarios codifican la información utilizando el código trellis mostrado
en la Fig. 3.2. En la Fig. 4.1 se muestra el espectro de distancias convencionales del
código trellis, mientras que en la Fig. 4.2 se puede apreciar el espectro de distancias
del receptor GD(1,4) con y sin propagación de errores. En primer lugar se observa que,
debido a la propagación de errores, la mínima distancia d2min = mı´nE(2)
(
deq(E(2))
)2
=
4,3, la cual es 0,68 veces el cuadrado de la distancia mínima sin propagación de errores
(de la Fig. 4.2-b se puede ver que mı´nEo(d(E(2)))2 = 6,3. Por lo tanto, el desempeño del
receptor GD(1,4) se ve afectada severamente por la propagación de errores para valores
altos de SNR. Se observa que el espectro de distancias de receptor GD(1,4) para el canal
que estamos analizando es muy denso. Si se considera las distancias de la Fig. 4.2-a
tales que d2eq ≤ 2d2min, se verifica que las cota del receptor GD (4.13) para una BER =
10−8 se encuentra todavía 0.5 dB alejada de la cota que sólo considera los eventos de
errores de distancias mínimas. La Fig. 4.3 muestra los resultados de simulaciones junto
con las cotas (4.13) y (4.12). Esta figura muestra que el límite (4.13) es una excelente
aproximación de la probabilidad de error del receptor GD(1,4). Por lo contrario, el límite
que solamente toma en cuenta los eventos de errores de distancias mínimas no es una
buena aproximación, aún para valores altos de SNR.
Para el canal de dos usuarios con a = 0,5, la propagación de errores es más severa
y trae aparejado una reducción de la distancia mínima hasta un valor igual a la mitad
del cuadrado de la distancia sin propagación de errores (d2min = 2 y d2(E(2)) = 4). De
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Figura 4.2: Espectro de distancias para el canal de dos usuarios con correlación
0.3. El promedio de error de bits de los eventos (4.14) de igual distancia se indica
en ordenada con la letra A.
la Fig. 4.4 se puede observar que el espectro de distancias es menos denso que el co-
rrespondiente al canal anterior y, por lo tanto, el límite asintótico (4.12) es una buena
aproximación del desempeño del receptor GD(1,4) para BER menores a 10−4. Este re-
sultado se confirma en la Fig. 4.5, donde se muestran resultados de simulaciones junto
con las cotas (4.13) y (4.12).
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Figura 4.3: Comparaciones entre resultados teórico y simulados del receptor
GD(1,4). Canal con dos usuarios y correlación 0.3.
4.3. Probabilidad de Error del Receptor RSE-GD
El empleo de una mayor cantidad de estados en la estimación de la interferencia
multiusuario cambia las regiones de decisión (i.e., regiones de Voronoi) asociadas a las
diferentes secuencias. La probabilidad de que una señal pertenezca a una región de de-
cisión particular se suele acotar superiormente mediante la probabilidad de error de un
par de secuencias. Vale la pena destacar que esta cota superior puede ser demasiado hol-
gada para algunos eventos de error de distancias no mínimas. Si bien esto puede resultar
opuesto a la intuición, hay que tomar en cuenta que las secuencias de eventos de error
de mínima distancia equivalente deq pueden estar constituidas por eventos de error de
distancias mayores que la mínima. En esta sección se deriva una nueva cota superior
para la probabilidad de ocurrencia de un evento de error, la cual resulta más ajustada
que la cota que se obtiene al considerar un solo par de secuencias por vez. Utilizando
la nueva cota de la probabilidad de ocurrencia de un evento de error, se logra mejora la
cota superior de la probabilidad de ocurrencia de una secuencia de eventos de error (que
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Figura 4.4: Espectro de distancias para el canal de dos usuarios con correlación
0.5. El promedio de error de bits de los eventos (4.14) de igual distancia se indica
en ordenada con la letra A.
toma en cuenta la propagación de error), y se obtiene una nueva distancia equivalente.
4.3.1. Cota Superior Mejorada de la Probabilidad de Ocurrencia de un
Evento Error
En lo que resta del presente capítulo se denotará con a a la secuencia {a j} y con a ji
a la secuencia ai, . . . ,a j. Sea E un evento de error asociado a una secuencia de señales
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Figura 4.5: Comparaciones entre resultados teórico y simulados del receptor
GD(1,4). Canal con dos usuarios y correlación 0.5
correctas y y a una secuencia de señales incorrectas y˜. La cota superior que se obtiene al
considerar sólo eventos de error de par de secuencias ignora la posibilidad de que ocurran
eventos diferentes de E, y calcula la probabilidad de que la señal recibida r = y+n se
encuentre en la región sombreada mostrada de la Fig. 4.6-a, i.e.,
P(EPW ) = Q
(
d(E)/
(
2
√
No
))
. (4.17)
Supóngase que existe un evento de error E ′ con distancia d(E ′) menor que E. Sea y˜′
la secuencia de señales asociada con el evento de error E ′ y supóngase que y˜′ está lo-
calizado cerca de y˜. Esta situación se muestra en la Fig. 4.6-b, donde el nivel de ruido
necesario para que la señal r caiga en la región sombreada (indicada por d′(E,E ′)/2) es
mayor que d(E)/2. De este modo, se puede verificar de manera simple que
P(E)≤ P(EPW ,E ′)= Q(d′(E,E ′)2√No
)
≤ P(EPW ) . (4.18)
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Figura 4.6: (a) Regiones de decisión cuando hay solamente dos señales. (b) Regio-
nes de decisión cuando hay tres señales.
Si la secuencia y˜ está asociada a una secuencia de eventos de distancia mínima, esta
secuencia debe incluir al menos un error de decodificación. Es posible encontrar una cota
más ajustada que la (4.18) si se consideran otras secuencias y˜′ que no estén restringidas
a tener al menos un error de decodificación. Nótese que la cota superior (4.18) tiende a
Q(d(E)/(2√No)) si la secuencia y˜′ asociada a E ′ está cerca de y, o bien si se cumple
que d(E ′)> d(E).
4.3.2. Cota Superior Mejorada para una Secuencia de Eventos de Error
A continuación se utilizará la cota superior (4.18) para ajustar la probabilidad de
ocurrencia de una secuencia de eventos de error afectada por la propagación de errores.
A partir del empleo de (4.7) se puede acotar superiormente la probabilidad de ocurrencia
de la secuencia de eventos de error E(L), i.e.,
P(E(L))≤ P(E(L−1)PW ,E(L)PW ) = Q
(
deq(E(L−1))
2
√
No
)
·Q
(
d(E(L)|E(L−1))
2
√
No
)
, (4.19)
donde E(L−1)PW = E
(1)
PW , · · · ,E(L−1)PW . Nótese que si la secuencia E(L) tiene distancia mínima,
i.e., dmin = deq(E(L)), no existe otro evento de error E ′ con distancia d(E ′|E(L−1)) menor
que d(E(L)|E(L−1)). Sin embargo pueden existir secuencias de error E′ con distancia
deq(E′) menor que deq(E(L−1)) (por supuesto, deq(E′,E(L)) es mayor que deq(E(L))). De
este modo, la cota superior de P(E(L)) se puede ajustar teniendo en cuenta distintas
secuencias posibles de error E′.
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Sean c˜ y c˜′ secuencias incorrectas asociadas con E(L−1) y E′, respectivamente. Su-
póngase que c˜′ diverge de la secuencia c˜ en el instante ia y converge nuevamente en
el instante ib < i f (si ib = ia, la secuencia con un único símbolo c˜,iaia corresponde a una
transición paralela). El evento de error E′ ocurre cuando la métrica de la secuencia c˜ibia
es menor que la de la secuencia c˜,ibia . Por esto, una cota superior más ajustada para de
P(E(L)) viene dada por la probabilidad conjunta de la secuencia de eventos de errores de
par E(L)PW y del nuevo evento E’, i.e.,
P(E(L))≤ P(E(L)PW ,E′). (4.20)
Como las condiciones para la ocurrencia de los eventos de error E(L−1)PW , E(L), y E′ son
funciones de variables de ruido por lo general no independiente en forma estadística, la
probabilidad conjunta de los eventos de error de pares (4.20) no poseen una solución
cerrada. No obstante, se puede calcular de manera sencilla una cota superior que permite
definir una nueva distancia equivalente d′eq(E(L),E′) = d′eq a partir la desigualdad (4.6).
4.3.3. Cota Superior Mejorada para el Desempeño del Receptor RSE-GD
En base al espectro D ′ de distancias de d′eq, se obtiene la siguiente cota superior para
el receptor RSE-GD
Pb ≤ ∑
d′eq∈D ′
K
∑
L=1
∑
dL1 ,d′:
d′eq(dL1 ,d′)=d′eq
A(d′eq,dL1)PPW (dL1 ,d′). (4.21)
Se puede apreciar que la cota (4.21) se reduce a (4.13) cuando PPW (dL1 ,d′) se reemplaza
por la probabilidad conjunta de los eventos de error de par, la cual es igual a PPW (dL1) =
∏Ll=1 Q(dl/2
√
No).
El Canal de Dos Usuarios Para entender conceptualmente el comportamiento de estos
receptores en término de desempeño se presenta a continuación un estudio del espectro
de distancias de los receptores GD y RSE-GD para un canal de dos usuario. Con este
propósito se analizará el efecto que tiene el aumento de estados correspondientes al ca-
nal sobre los eventos de menor distancia del GD(1,4), i.e., como cambian estos eventos
cuando utilizamos un receptor RSE-GD(1,8). Los receptores GD y RSE-GD que se ana-
lizan en este ejemplo tienen trellises descriptos por las dos primeras etapas mostradas en
la Figuras 3.3 y 3.4, respectivamente.
El receptor GD(1,4) tiene dos tipos de secuencias de evento de error con distancia
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Figura 4.7: Comparaciones de la BER teórica y simulada para un canal de dos
usuarios con correlación alta. Para la cota superior se emplean distancia equivalen-
tes
(
d′eq
)2
< 2,5(d′min)
2
. Mientras que para el límite asintótico se utiliza d′eq = d′min.
La simulación es Montecarlo y se indica con (s).
dmin:
Eα = (E
(1)
α ;E
(2)
α ) = (2;0,−2,2,−1+ j,1− j,−2) (4.22)
y
Eβ = (E
(1)
β ;E
(2)
β ) = (1+ j;0,−2,2,−1+ j,1− j,−2), (4.23)
donde los primeros elementos de las secuencias corresponden al mismo instante de tiem-
po. Debido a la propagación de errores, la distancia mínima es d2min = 2 para γ = 0,5 (i.e.,
la mitad del cuadrado de la distancia mínima sin propagación de errores). En este caso
particular no hay otro evento de error del tipo E′ que permita encontrar un distancia dmin
mayor. Por lo tanto, la propagación de errores deteriora severamente el desempeño del
receptor GD(1,4) cuando la SNR es elevada. Para calcular la cota superior de la BER, se
deben obtener de manera similar a dmin, las distancias más significativas que satisfagan
la condición d2eq < 2,5d2min. A partir de esta información se computa la probabilidad de
ocurrencia de las secuencias de eventos de error utilizando la cota superior (4.13).
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Para obtener la cota superior del receptor RSE-GD(1,8) se analizará primero la in-
fluencia de los estados del canal en las secuencias de eventos de error de distancia dmin
del receptor GD(1,4). Si bien la secuencia de eventos de error Eα no varía al emplear el
RSE-GD(1,8), ahora su probabilidad depende de la secuencia de eventos:
E′ = (1± j,0), (4.24)
que es la que produce la distancia máxima d′eq. El primer elemento de E′ coincide tam-
bién en el tiempo con la secuencia Eα y comienza en el instante de tiempo io−1. Cuando
ocurre el evento de errores E′ se verifica la siguiente condición:
z′ = ℜe
{
nioio−1 ( f22(1+ j), f21(1− j))H
}
> d′/2, (4.25)
donde
d′(Eα,E′) =
√
| f21|2 + | f12|2
(∥∥∥E(1)α ∥∥∥2−‖E′‖2)∥∥∥E(1)α −E′∥∥∥ , (4.26)
y ‖·‖ denota la distancia Euclidiana. Nótese que d′ > 0 debido a que el conjunto de
partición de la distancia intra-set es mayor que la distancia inter-set, i.e.,
∥∥∥E(1)α ∥∥∥> ‖E′‖.
Para un canal con coeficientes con correlación cruzada γ = 0,5 (i.e., fi j = 0,707∀ i, j) se
tiene d′ =
√
2. se muestra en [27] a partir del empleo de las condiciones necesarias para
que suceda el evento de error E′ y el evento de error de par correspondiente a Eα, que la
distancia equivalente resulta d′eq(Eα,E) =
√
2,66.
El segundo tipo de secuencia de eventos de error del receptor GD(1,4), i.e.,Eβ, cam-
bia a un evento de error con distancia 2 cuando se emplea un receptor RSE-GD(1,8).
Debido a que la segunda distancia mínima del receptor GD(1,4) es deq =
√
2,66, el de-
sempeño asintótico del receptor RSE-GD(1,8) está dominado por d′min = d′eq. Esto hace
que la ganancia asintótica del receptor RSE-GD(1,8) respecto del receptor GD(1,4) sea
por lo menos de 1.3 dB. Este comportamiento se confirma por los resultados de simu-
lación que se muestran en la Fig. 4.7: para una BER=10−7, el desempeño del receptor
RSE-GD(1,8) es 1.7 dB superior al del receptor GD(1,4). Para el cálculo de la cota su-
perior (4.13), las distancias d′eq más significativas, i.e., (d′eq)2 < 2,5(d′min)2, se obtienen
de manera similar a d′min. La Fig. 4.7 muestra que la cota superior propuesta es una ex-
celente aproximación del desempeño del receptor RSE-GD(1,8) para niveles de SNR
moderadas y altos. Además la cota que sólo toma en cuenta las secuencias de eventos de
error con distancias d′min es precisa para valores de SNR muy altos.
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4.4. Análisis de Desempeño y Complejidad
En esta sección se analiza el desempeño de los receptores GD y RSE-GD en canales
con diferentes grados de correlación. El objetivo es analizar la relación costo-beneficio
que implica representar el canal con más estados versus la posibilidad de emplear más
información de codificación de los usuarios. En el presente análisis se emplea el canal
de dos usuarios con potencias iguales. Los usuarios se suponen asincrónicos y cada uno
utiliza codificación TCM de 4 estados con modulación 4-PSK tal cual se puede apreciar
en la Fig. 3.2. Para tomar en cuenta las diferentes fases de los usuarios, se obtiene un
promedio de las cotas superiores de desempeño para 16 fases uniformemente distribuidas
en el intervalo [0,2pi).
Para analizar la mejora que se logra en el sistema a partir del empleo de codificación
TCM cuando se consideran receptores de complejidad reducida, se obtiene también el
desempeño del sistema sin codificación con detección óptima (ML-UC). Nótese que la
ganancia de desempeño del receptor óptimo para canales codificados respecto del ML-
UC es a lo sumo igual a la ganancia del código. Por esto en las siguientes curvas sólo
se muestra el desempeño del sistema ML-UC. La bondad de los diferentes esquemas de
decodificación está dada por la ganancia de desempeño respecto del ML-UC.
Las complejidades computacionales de los diferentes esquemas se comparan en base
a sus cantidades de estados. Si todos los usuarios deben decodificarse, la cantidad de
estados se debe multiplicar por la cantidad de receptores paralelos que se necesitan para
decodificar a todos los usuarios.
4.4.1. Canal de 2 Usuarios con Correlación Moderada
La Fig. 4.8-a muestra los desempeños de los receptores GD y RSE-GD en presencia
de un canal con γ = 0,3. La influencia de los eventos de error de mínima distancia en
el desempeño de los receptores no es dominante para el rango de BER mostrado en
la figura. Por esto, el desempeño de los esquemas propuestos no se puede predecir a
través de la ganancia asintótica del código para las BER que se analizan. Al respecto,
es importante destacar que el receptor GD(1,4) obtiene una ganancia de codificación
de 1 dB para BER> 10−8. No obstante el mismo tiene una ganancia de codificación
asintótica prácticamente despreciable. Con el receptor RSE-GD(1,8) se puede obtener
un incremento adicional de ganancia.
Para mejorar aún más el desempeño, se tiene dos posibles alternativas:
1. Emplear información de codificación del otro usuario
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Figura 4.8: Tasa de error de bits de los diferentes receptores para el canal de 2
usuarios. (a) Canal con correlación γ = 0,3. (b) Canal con correlación γ = 0,5
2. Incrementar la cantidad de estados con que se representa al canal de acceso múl-
tiple.
Se puede observar que el enfoque más efectivo es utilizar la información de codificación
del otro usuario (i.e., emplear el receptor GD(2,16)). Esto se explica por la correlación
moderada del canal, la cual produce un MUI baja en relación con la potencia del ruido.
Es importante notar que el receptor GD(2,16) es capaz de capturar toda la ganancia
provista por el código para valores de SNR moderados y altos. La ganancia del código
trellis es de 3 dB para una BER= 10−3 y prácticamente 4 dB para niveles de BER< 10−5.
4.4.2. Canal de 2 Usuarios con Correlación Alta
La Figura 4.8-b muestra el desempeño de los receptores GD y RSE-GD para el
canal con γ = 0,5. Se puede observar que los receptores GD(1,4) y RSE-GD(1,8) no
obtienen ganancias de desempeño respecto del ML-UC. Los receptores GD(2,16) y
RSE_GD(1,16) tampoco pueden capturar la ganancia asintótica del código. No obstante,
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GD(2,16) es capaz de obtener la ganancia de la codificación trellis para una BER= 10−3.
Por otro lado, el receptor RSE-GD(2,16) se desempeña peor que el GD(2,16) para valo-
res de BER moderadas, pero posee desempeño asintótico superior al receptor GD(2,16).
El receptor óptimo para los usuarios codificados tiene 32 estados. Si se deben deco-
dificar los dos usuarios, entonces el receptor GD(2,16) es un buen candidato para BER
superior a 10−4. Cuando sólo se necesita decodificar un único usuario, el decodificador
más adecuado para valores de BER muy bajos es el receptor RSE-GD(1,16).
4.4.3. Influencia de la Fase de los Usuarios en el Desempeño
Las Figuras 4.7 y 4.8-b muestran el efecto de la fases de los usuarios en el desempeño
de los esquemas propuestos. Se observa que el desempeño de los receptores GD(1,4) y
RSE-GD(1,8) se deterioran notablemente debido a la fase con que llegan las señales de
los diferentes usuarios. Para los valores de BER de interés, el desempeño del GD(2,16)
no es perjudicado por las diferentes fases de los usuarios.
En modulación binaria, el peor desempeño de la detección multiusuario se registra
cuando la diferencia de fases entre los usuarios es nula [80]. Por el contrario, el desem-
peño de la detección multiusuario cuando se emplea modulación compleja se deterior
notablemente cuando la fase entre los usuarios no es nula [81]. El hecho de que el de-
sempeño del GD(2,16) no se deteriore apreciablemente cuando los usuarios tienen fases
diferentes pone de manifiesto el beneficio de integrar la detección y decodificación cuan-
do se considera un canal con ancho de banda eficiente.
4.4.4. Efecto Lejano-Cercano
El análisis que se realizó es válido para el caso de usuarios con amplitudes diferen-
tes. El presencia de usuarios interferentes con mayor nivel de potencia que los usuarios
codificados tiene por efecto reducir la propagación de errores. Para valores altos de la
SNR, el desempeño estará dominado por los eventos de error y no por secuencias de
eventos de error. Es decir, la propagación de errores tiende a desaparecer y las distancias
de los eventos de error se calcula siguiendo el procedimiento clásico de [74].
4.5. Criterio para el Diseño de Receptores Multiusuarios en
Canales Codificados
Si bien el canal con dos usuarios es un caso muy simple de interferencia de acceso
múltiple, el mismo nos permite entender conceptualmente la importancia de la relación
que existe entre la característica del canal (representada por el grado de correlación entre
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las señales interferentes y el nivel de la potencia de ruido) y el tipo de algoritmo de
detección que presenta las mejores prestaciones. Para lograr una buena relación costo-
beneficio se debe prestar atención a los siguiente criterios de diseño:
1. Cuando se desea una BER muy baja para canales con usuarios fuertemente corre-
lacionados, es conveniente representar al canal de acceso múltiple con más can-
tidad de estados. Esto permite obtener una mejora en el desempeño superior al
que se obtiene al utilizar la información de codificación de una mayor cantidad de
usuarios.
2. En la región donde la BER es moderada y el ruido es la principal fuente de dis-
torsión de la señal deseada, se debe explotar la información de codificación de los
otros usuarios para mejorar el desempeño de los receptores.
4.6. Conclusiones
En el este capítulo se presentó una nueva teoría para el cálculo del desempeño de
los receptores GD y RSE-GD. La misma permite analizar conceptualmente el problema
de la propagación de errores en trellis variantes en el tiempo. La teoría que se presentó
caracteriza el fenómeno de propagación de errores mediante una distancia equivalen-
te que puede ser utilizada como una medida del desempeño asintótico. Para valores de
SNR moderados y bajos, el desempeño de los esquemas debe tomar en cuenta un his-
tograma de distancias. Para este nivel de SNR toma importancia la cantidad de eventos
de error que pueden ocurrir, un fenómeno que se observa también en los códigos tur-
bos [82], donde el criterio de diseño no busca aumentar la distancia mínima, sino reducir
la cantidad de eventos de error con las menores distancias.
Se derivó también un criterio para el diseño de los receptores GD y RSE-GD que to-
ma en cuenta el tipo de canal y la BER que se quiere alcanzar. Al respecto, es interesante
destacar que para valores moderados de BER el empleo de información de codificación
permite conseguir un mejor nivel de desempeño que el empleo de una detección con una
mayor cantidad de estados del canal.
CAPITULO 5
DETECCIÓN MULTIUSUARIO EN CANALES CON
CODIFICACIÓN ESPACIO TEMPORAL
En este capítulo se extiende la arquitectura integrada propuesta en la Sección 3 para
canales con codificación trellis a canales de acceso múltiple con codificación espacio-
temporal. Para conocer el potencial de una solución integrada se introduce un nuevo
análisis teórico del desempeño del receptor multiusuario óptimo para sistemas de acce-
so múltiple con codificación espacio temporal. Este análisis, válido tanto para usuarios
sincrónicos como asincrónicos, permite formular un nuevo criterio de diseño para la
construcción de códigos espacio-temporal. Se demuestra que el desempeño asintótico
del receptor óptimo en un canal de acceso múltiple con codificación espacio-temporal es
igual que en un canal de un solo usuario cuando se cumple el criterio propuesto. Se pre-
sentan resultados de simulaciones Monte Carlo que muestran una estrecha concordancia
con la teoría. A continuación se muestra que la arquitectura integrada de complejidad
reducida obtenida a partir de la solución óptima logra reducir significativamente la com-
plejidad computacional sin sacrificar ganancia de diversidad. Por último se presenta un
estudio de implementación práctica del receptor propuesto que muestra las ventajas del
mismo respecto de un receptor convencional.
5.1. Introducción
En los sistemas CDMA de banda angosta, la señal de espectro extendido no tiene el
ancho de banda necesario para obtener ganancia de diversidad por múltiples trayectos.
Si además el desvanecimiento del canal es muy lento tampoco es posible obtener ganan-
cia de diversidad temporal mediante el empleo de entrelazadores. En esta situación, se
puede obtener ganancia de diversidad usando técnicas de reducción de resolución [29] o
antenas múltiples de transmisión/recepción. El desempeño de un enfoque multiusuario
para comunicaciones celulares de banda angosta con antenas múltiples en la transmisión
y recepción ha sido investigado por Caire et al. en [34]. En ese trabajo se demuestra que
la ganancia de diversidad que se obtiene en un canal de un solo usuario puede ser obte-
nida en un canal de acceso múltiple si se utiliza el receptor MLMR. En [35], se propone
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y analiza una estructura de señal multiusuario para sistemas con usuarios independientes
sincronizados, donde se demuestra que usando la estructura de señal propuesta se logra
un desempeño libre de interferencias.
Es sabido que los sistemas de comunicación basados en múltiples antenas de trans-
misión tienen la posibilidad de integrar los métodos de diversidad de transmisión y
codificación de canal mediante el uso de técnicas de codificación espacio temporal
(STC) [20, 83], con la ventaja de aumentar la eficiencia del ancho de banda del sistema.
Sin embargo, para comunicaciones de acceso múltiple, el empleo de STC aumenta la
interferencia multiusuario (MUI) degradando la capacidad del sistema [33, 84, 85]. Para
superar este inconveniente, se debe usar la combinación de técnicas de STC y detección
de multiusuario.
La detección multiusuario para sistemas sincrónicos CDMA con codificación espa-
cio temporal CDMA ya se ha descripto en [31, 86]. Por ejemplo, en [86] se demuestra
que los códigos espacio temporales designados para los canales de un solo usuario, aún
pueden proporcionar la misma diversidad en canales sincrónicos multiusuarios. En este
capítulo se demuestra que esta ventaja también está presente en un sistema asincrónico.
El desempeño del MLMR para sistemas CDMA asincrónicos de banda angosta con
codificación espacio-temporal trellis se analiza en este capítulo empleando el mismo
marco teórico de los códigos espacio-temporales presentado en [20]. Para ello, se consi-
dera de manera conjunta las señales codificadas de todos los usuarios, y se construye la
matriz de distancia de la código conjunto correspondiente. Esta matriz se reduce a la ma-
triz de distancia de la palabra código de un sólo usuario para el canal punto a punto [20].
Basado en la nueva matriz de distancia, se formula un criterio de desempeño de códi-
gos espacio-temporales en canales de acceso múltiple. Análisis teóricos y simulaciones
en computadora demuestran que el MLMR logra el mismo desempeño asintótico en un
canal de acceso múltiple con codificación trellis espacio-temporal que en el canal con
un sólo usuario cuando se cumple el criterio propuesto. Es decir que no sólo es posible
lograr la misma ganancia de diversidad que en el canal con un sólo usuario sino que
también se puede eliminar el efecto perjudicial de la interferencia.
Aunque se demuestra que los beneficios potenciales de los receptores multiusuario
en canales con STC son importantes, la complejidad para poner en práctica dichos sis-
temas se considera todavía una limitación significativa. Trabajos previos han propues-
to estructuras de receptores subóptimos utilizando STC y detección multiusuario para
usuarios con datos sincrónicos [31, 86]. Estos esquemas requieren algoritmos iterativos
basados en el principio turbo para alcanzar desempeños comparables a los logrados en
un canal con un sólo usuario. Un inconveniente de los algoritmos turbos es el incremen-
to en la demora de decodificación que puede hacer su aplicación dificultosa en diversas
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situaciones, como por ejemplo, en servicios de video interactivo. En este capítulo, se
extiende el receptores no iterativo de complejidad reducida propuesto en el Capítulo 3
a un sistema multiusuario con codificación trellis espacio-temporal. La complejidad se
reduce usando la ventaja que ofrece el hecho de que al descomponer el trellis óptimo en
un conjunto de trellises que decodifican subconjuntos de usuarios, la cantidad total de
estados que se requiere es menor. Ajustando el número de usuarios decodificados por
cada trellis, se logran diferentes relaciones entre desempeño y complejidad. El desem-
peño del esquema nuevo se compara con aquel derivado de receptores convencionales
(por ejemplo, un receptor que utiliza un detector de un solo usuario, el cual ignora por
completo la MUI, seguido por un decodificador). Los resultados que se obtienen mues-
tran que el esquema propuesto permite un desempeño significativamente mejor que el de
receptores convencionales, sin requerir un aumento de complejidad computacional ex-
cesivo. Además se demuestra que el desempeño del nuevo esquema puede ser próximo
al de la solución óptima, en canales donde el receptor convencional no es eficiente. Esta
ventaja se logra a expensas de aumentar la complejidad de manera proporcional con el
cuadrado del número de usuarios decodificados (en vez del incremento exponencial en
la complejidad del receptor óptimo).
Este capítulo se organiza de la siguiente manera: primero, en la Sección 5.2, se
formula el modelo matemático del sistema. En la Sección 5.3 se presenta un estudio
analítico del desempeño del receptor óptimo y se deriva el criterio de diseño para el
código espacio-temporal multiusuario. Un receptor de complejidad reducida se analiza
en la Sección 5.4 y en la Sección 5.5 se estudia su desempeño y complejidad tomando
en cuenta consideraciones de implementación práctica. Finalmente, en la Sección 5.5 se
presentan las conclusiones de este capítulo.
5.2. Canal Asincrónico de Acceso Múltiple con Codificación
Espacio Temporal
En la Fig. 5.1 se muestra el sistema de acceso múltiple asincrónico con K usuarios
que se considera en este capítulo. Debido a que es más efectivo utilizar las antenas de
la estación base para cancelar interferencia que para obtener ganancia de diversidad,
se prefiere emplear las mismas para conformar múltiples haces fijos. Cada haz puede
considerarse como una celda individual con una única antena. Esto justifica trabajar con
un modelo del sistema que considere una sola antena receptora en la estación base.
La señal de cada usuario se codifica con códigos trellis espacio- temporales (STTC)
de N antenas de transmisión y se utiliza la misma secuencia de expansión en las N
antenas. Se considera que los elementos del arreglo de antenas experimentan un des-
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Figura 5.1: Modelo del sistema.
vanecimiento Rayleigh independiente. La suposición de desvanecimiento independiente
está justificada en la estación móvil, en donde se necesita una separación de menos de un
cuarto de longitud de onda para obtener coeficientes de correlación prácticamente des-
preciables. Cada usuario transmite una trama de longitud M, por lo tanto i = 1,2, · · · ,M.
La señal de banda base en el receptor es
r(t) =
M
∑
i=1
K
∑
k=1
√
Es
No
hTk (i)ck(i)sk(t− iT − τk)+n(t), (5.1)
donde
hk(i) = (h1k(i), ...,hNk (i))T (5.2)
es el vector de ganancia del canal formado por los coeficientes h( j)k (i) que corresponden
al camino que recorre la señal de la j-ésima antena transmisora del usuario k a la antena
receptora de la base en el instante i,
ck(i) = (c1k(i), ...,cNk (i))
T (5.3)
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es el vector de código con componentes c(l)k (i) que identifican la antena transmisora l del
usuario k en el instante i, EsN es la potencia que se aplica en cada antena transmisora, sk(t)
es la firma del usuario k, la cual se considera nula fuera del intervalo codificado T , τk
representa el intervalo de tiempo transcurrido para el usuario k relativo a algún tiempo
de referencia y n(t) es un proceso de ruido Gaussiano blanco complejo con densidad
espectral de potencia No. Los usuarios se ordenan de acuerdo a sus demoras relativas
0 ≤ τ1 < τ2 < · · ·< τK < T . Las fases de las señales de los usuarios se absorben en los
coeficientes de canal h( j)k (i), los cuales se modelan como variables aleatorias Gaussianas
complejas con media cero y varianza 0,5 por dimensión. Las K salidas del banco de
filtros apareados en el instante i se pueden expresar como en [8]
y(i) = R[−1]x(i+1)+R[0]x(i)+R[1]x(i−1)+n(i), (5.4)
donde
y(i) = [y1(i), . . . ,yK(i)]T (5.5)
es el vector de señal a la salida del banco de K filtros con componentes yk(i) que corres-
ponden a la salida del k-ésimo filtro en el instante i, y
x(i) = (x1(i), ...,xK(i))T (5.6)
con xk(i) =
√
Es
N h
T
k (i)ck(i). Con n(i) se representa el vector de ruido Gaussiano colo-
reado a la salida del filtro apareado de media cero, mientras que R[0], R[1] y R[−1] son
matrices K×K de correlación cruzada con elementos dados por
R[i]kl =
Z
∞
∞
sk(t− τk)sl(t + iT − τl)dt. (5.7)
Nótece que debido al orden de los usuarios, R[1] es una matriz triangular superior. Las
salidas del filtro apareado (5.4) correspondiente a los instantes i = 1, . . . ,M se agrupan
en un vector M×K
y =
(
yT (1),yT (2), . . . ,yT (M)
)T
. (5.8)
Con el propósito de encontrar una expresión por trama de las salidas del filtro apareado
se define el super-vector de canal hs y la super-matriz de codificación Cs de la siguiente
manera
hs =
(
hT1 (1), . . . ,hTK(1), . . . ,hT1 (M), . . . ,hTK(M)
)T
, (5.9)
Cs = diag(CT (1), . . . ,CT (M)), (5.10)
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con componentes matriciales definidas como
C(i) = diag(cT1 (i), . . . ,cTK(i)) (5.11)
Las salidas del filtro apareado pueden expresarse de la siguiente manera
y = RsCshs +ns, (5.12)
donde R es una super-matriz MK ×MK de correlación cruzada del tipo Toeplitz de
bloques, dada por
Rs =

R[0] R[−1] 0 · · ·
R[1] R[0] R[−1] · · ·
.
.
.
.
.
.
· · · R[1] R[0] R[−1]
· · · 0 R[1] R[0]

. (5.13)
y ns es el super-vector de ruido Gaussiano dado por
ns =
(
nT (1),nT (2), . . . ,nT (M)
)T (5.14)
con media cero y matriz de correlación E{nsnHs }= NoRs.
5.3. Receptor Multiusuario Óptimo
Cuando se conoce perfectamente el canal en el receptor, el super-vector de salida del
filtro apareado y dado por (5.8) es Gaussiano con media RsCshs y matriz de covariancia
NoRs. Por lo tanto, la función de densidad de probabilidad condicional de y dada Rs y
hs tiene la siguiente expresión
f (y | Rshs) = (piMKNNo |Rs|)−1× exp
(−(y−RsCshs)H(NoRs)−1(y−RsCshs)) .
(5.15)
La regla para la decodificación de la secuencia multiusuario de máxima verosimilitud
es
Ĉs = argma´x
Cs
f (y | Rshs) (5.16)
Para simplificar la notación se define la siguiente variable
QCs =−(y−RsCshs)H(NoRs)−1(y−RsCshs).q (5.17)
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La probabilidad de decodificar ˆCs cuando se transmite Cs es
P(Cs → Ĉs | Rs) = P(X > 0 | Rs) (5.18)
donde
X = QCs −QĈs = h
H
s (Cs− Ĉs)HRs(Cs− Ĉs)hs (5.19)
es la forma cuadrática en la variable hs que representa la respuesta del canal. Se supone
que la respuesta del canal permanece constante durante una trama. Esta suposición se co-
noce como desvanecimiento por bloque y es razonable en canales con desvanecimiento
muy lento. Considerando que
h = (hT1 , ...,hTK)T (5.20)
es posible demostrar que (5.19) puede reescribirse como
X = hHAh, (5.21)
con matriz A dada por
A =
M
∑
i=1
BH(i−1)R[−1]B(i)+BH(i)R[0]B(i)+BH(i+1)R[1]B(i), (5.22)
donde
B(i) = C(i)− Ĉ(i), (5.23)
con C(i) dada por (5.11). Cada término de (5.22) puede expresarse como
M
∑
i=1
BH(i−1)R[−1]B(i) =R[−1]¯

0 · · · · · · 0
BH2
−→
B 1 0 · · ·
.
.
.
BH3
−→
B 1 BH3
−→
B 2 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
BHK
−→
B 1 · · · BHK
−→
B K−1 0

, (5.24)
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M
∑
i=1
BH(i)R[0]B(i) =R[0]¯

BH1 B1 BH1 B2 · · · BH1 BK
BH2 B1 BH2 B2 · · · BH2 BK
.
.
.
.
.
. · · · ...
BHK B1 BHK B2 · · · BHK BK
 , (5.25)
M
∑
i=1
BH(i+1)R[1]B(i) =R[1]¯

0 −→B H1 B2
−→
B H1 BK
.
.
. 0 −→B H2 B3
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. 0 −→B HK−1BK
0 · · · · · · · · · 0

, (5.26)
donde ¯ denota el producto Schur (elemento a elemento) y
Bk = Ck(i)− Ĉk(i) (5.27)
es la matriz de error del usuario k. Ck es la matriz de palabra código del usuario k definida
por
Ck =

c1k(1) · · · cNk (1)
.
.
.
.
.
.
.
.
.
c1k(M) · · · cNk (M)
 , (5.28)
y
−→
B Tk es la versión desplazada a la derecha de la matriz de error. La nueva matriz se
denomina matriz de distancia de palabra código conjunta a la nueva matriz A, donde
Akk = BHk ·Bk (5.29)
es la matriz de distancia de palabra código definida en [20]. Vale la pena destacar que la
matriz A es hermitiana, y sus elementos para k < l están dados por
Akl = R[0]klBHk Bl +R[1]kl
−→
B Hk Bl. (5.30)
Una cota superior que aproxima bastante bien la probabilidad de transmitir y decidir a
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favor de Ĉs viene dada por
P
(
Cs → Ĉs | Rs
)
≤ 1
∏KNj=1
(
Es
4No λ j +1
) , (5.31)
donde λ j son los valores propios de la matriz A. A medida que la SNR= EsNo aumenta, la
expresión (5.31) puede aproximarse por
P
(
Cs → Ĉs | Rs
)
≤
(
Es
No
)−r( r
∏
j=1
λ j
)−1
, (5.32)
donde r es el rango de A.
De la ecuación (5.32) se derivan los siguientes parámetros de diseño para el código
multiusuario espacio-temporal:
Ganancia de diversidad Dg = rmin, donde rmin es el rango mínimo de A
Ganancia de codificación Cg = ∏rminj=1 λ j es equivalente al producto más pequeño
de todos los valores característicos no nulos de la matriz conjunta A.
Con el propósito de comprender los conceptos fundamentales del receptor multiu-
suario óptimo en un canal con codificación espacio-temporal se analiza a continuación
un canal de 2 usuarios. La extensión del mismo a canales con K usuarios se puede rea-
lizar de manera directa. Considérese el caso de dos usuarios con codificación trellis
espacio-temporal de dimensión N (i.e., ganancia de diversidad N). La matriz R[0], R[1]
y A están dadas por:
R[0] =
[
1 ρ12
ρ12 1
]
R[1] =
[
0 ρ21
0 0
]
, (5.33)
y
A =
[
BH1 B1 ρ12BH1 B2 +ρ21
−→
B H1 B2
ρ12BH2 B1 +ρ21BH2
−→
B 1 BH2 B2
]
. (5.34)
Los pares de palabras de código conjunto con errores perteneciente a un sólo usuario,
i.e.,
B1 = 0 B2 6= 0,
B1 6= 0 B2 = 0,
(5.35)
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experimentan la ganancia de diversidad mínima, la cual es igual a la del STC en un
canal de un solo usuario (i.e., la ganancia de diversidad es N). Vale la pena destacar
que este resultado concuerda con el reportado por Caire en [34], donde se muestra que
asintóticamente no hay pérdida de ganancia de diversidad en presencia de interferencia
co-canal si se utiliza la detección multiusuario ML.
El efecto de la interferencia co-canal se manifiesta en los elementos de la matriz A
que se encuentran fuera de la diagonal principal. Obsérvese que cuando se utiliza señali-
zación ortogonal (i.e., cuando Akl = 0 para k 6= l) sólo los eventos de error del tipo (5.35)
experimentan ganancia de diversidad mínima. Los otros eventos error presentan un or-
den de diversidad 2N y una ganancia de codificación igual al producto de las ganancias
de decodificación de los eventos de error individuales.
5.3.1. Desempeño Asintótico y Criterio de Diseño de Códigos
Para tener en cuenta el efecto de la MUI en canales de acceso múltiple con señali-
zación no ortogonal se deben considerar los pares de palabras de código conjunto con
errores pertenecientes a ambos usuarios. En esta sección se demuestra que si estos even-
tos de error tienen una matriz de distancia de código conjunto de rango mayor a N,
entonces solamente el evento de error {B2 = 0, B1 6= 0}({B1 = 0, B2 6= 0}) limita el de-
sempeño del sistema para niveles de (SNR) elevados. Por esto el desempeño asintótico
(SNR →∝) de cualquier usuario es el mismo que en el caso de un sólo usuario.
Sin perder generalidad, se calculará la probabilidad de error del i-ésimo bit del primer
usuario Pb(i) (que es el usuario de referencia). Sea Pb,∞ la probabilidad de error de bit del
primer usuario en un canal sin interferencia. Utilizando la cota de unión, la probabilidad
de error de bit del usuario de referencia puede definirse como
Pb,∞(i)≤ Pb(i)≤ Pb,∞(i)+ ∑
Ĉs(i)∈C 1r=N
P(Cs → Ĉs) ∑
Ĉs(i)∈C 1r>N
P(Cs → Ĉs), (5.36)
donde C 1r=N y C 1r>N denotan los conjuntos de eventos de error conjunto con matrices A
con rango r = N y r > N, respectivamente. La probabilidad de error de par se expresa
como qr(Es/No)−r, donde qr es una constante y r es el rango de la matriz A. Teniendo
en cuenta estos conceptos, la ecuación (5.36) se puede volver a expresar como
Pb(i)≤ Pb,∞(i)+ pNqN(Es/No)−N + ∑
r>N
prqr(Es/No)−r, (5.37)
donde pr (pN) es una constante que depende de la cantidad de pares de palabras código,
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las cuales tienen una matriz A con rango r(N). La probabilidad de error de bit de un
sólo usuario puede también expresarse como qN(Es/No)−N cuando el nivel de SNR es
bajo [20]. Si la matriz de distancia de eventos de error {B1 6= 0, B2 6= 0} es de rango
r > N (i.e., pN = 0), la ecuación (5.37) conduce a la siguiente expresión de desempeño
asintótico:
lı´m
No→0
Pb(i)
Pb,∞(i)
= 1, (5.38)
Esta expresión pone de manifiesto que el desempeño asintótico del sistema se acerca al
del canal libre de interferencias. Basándonos en el análisis que se ha presentado podemos
enunciar
Criterio de rango: Con el objeto de suprimir la interferencia co-canal
a niveles de SNR elevados, la matriz de distancia de código conjunto debe
tener rango mayor que N para los eventos de error {B1 6= 0, B2 6= 0} y
{B1 6= 0, B2 6= 0}.
5.3.1.1. Sistema Sincrónico de Banda Angosta.
Para estos sistemas donde ρ21 = 0 y ρ12 = 1 la matriz A se reduce a la obtenida en
[35]. Se puede verificar fácilmente que en este caso hay una mayor cantidad de eventos
de error con orden de diversidad N que en el caso de un solo usuario. Por lo tanto, el
desempeño asintótico en este caso no tiende al que se consigue en un canal con un solo
usuario.
5.3.1.2. Sistema CDMA Asincrónico sin Codificación
En los canales CDMA asincrónicos con N = 1 la matriz A se reduce a la obtenida por
Zvonar y Brady en [87]. Estos autores han demostrado que el desempeño del detector
multiusuario en un canal con desvanecimiento Rayleigh y un solo camino se aproxima
asintóticamente al de un canal libre de interferencia.
5.3.1.3. Sistema Asincrónico Codificado
A continuación se demuestra que el desempeño asintótico del decodificador óptimo
de código espacio-temporal en el canal asincrónico de acceso múltiple alcanza la cota de
un sólo usuario cuando se satisface el nuevo criterio. Para esto se utilizará una propiedad
de la matriz de distancia de código conjunto que fue demostrada en [88]. La ecuación
de la matriz de distancia de código conjunto (5.22) puede calcularse iterativamente de la
siguiente manera:
A(i) = A(i−1)+ A˜(i), (5.39)
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Figura 5.2: Desempeño del MLMR
donde A(i) representa la matriz de distancia de los primeros i símbolos de código con-
junto y A˜(i) es la actualización de la matriz conjunta que es sólo función del símbolo
transmitido en el instante i. La expresión recurrente de la matriz de distancia A tiene la
siguiente propiedad: El rango de la matriz de distancia es monotónico, i.e.,
rank(A(i))≥ rank(A(i−1)) (5.40)
Esta propiedad implica que la extensión de la secuencia de símbolos código no reduce
el rango de la matriz de distancia. Es decir, el mínimo rango para la matriz de distancia
de código conjunto se obtiene aplicando la recursión (5.39) hasta obtener un orden de
diversidad total o llegar al final de la trama.
A continuación se evalúa el desempeño del detector óptimo en un canal con 2 usua-
rios codificados según [20] con un STTC de 4 estados con dos antenas de transmisión y
una de recepción. En este caso, el canal de acceso múltiple está dado por (5.34). Utili-
zando la propiedad de recursión 5.39 se calcula el rango de la matriz A. Para un tiempo
i = 2 existen tres posibles eventos de error por cada usuario y consecuentemente nueve
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posibles combinaciones de eventos de error {B1 6= 0, B2 6= 0} en el canal de dos usua-
rios. Mediante un simple cálculo algebraico se puede verificar fácilmente verificar que
las nueve matrices A(2) tienen rango 2 cuando los coeficientes de correlación cruzada
satisfacen la desigualdad |ρ12|+ |ρ21|< 1. En la Fig. 5.2 se puede apreciar el desempeño
del MLMR y la cota de desempeño en presencia de un sólo usuario para un canal con
coeficientes de correlación cruzada ρ12 = ρ21 = 0,49. En dicha figura se puede observar
claramente que el desempeño del esquema óptimo se aproxima bastante a la cota de un
solo usuario, tal cual fue expresado oportunamente en la conclusión anterior.
5.4. Detección y Decodificación Conjunta de Complejidad Re-
ducida
La complejidad de cálculo del MLMR crece exponencialmente con el producto del
número de usuarios y la longitud de la memoria de los codificadores de los usuarios. Para
reducir la complejidad computacional del MLMR se deriva en esta sección un algorit-
mo subóptimo que realiza de manera conjunta la decodificación de grupo y la detección
multiusuario. Dicho esquema se deriva de la estructura del MLMR propuesta en la Sec-
ción 5, pero en lugar de considerar las salidas del filtro apareado, se utilizará las salidas
del filtro apareado blanqueadas.
Sea vk(i) la señal de salida del filtro apareado y blanqueador de ruido correspondien-
te al usuario k en el instante i. El problema de encontrar la secuencia de código conjunto
para el canal asincrónico multiusuario con codificación espacio-temporal se puede ex-
presar de la siguiente manera: Encontrar la secuencia codificada {ĉk(i)} que minimice
la siguiente métrica acumulativa:
Ω =
M
∑
i=0
K
∑
k=1
∥∥∥∥∥vk(i)− K∑l=1 F[0]klhTl (i)ĉl(i)−F[1]klhTl (i)ĉl(i−1)
∥∥∥∥∥ . (5.41)
Sea bk(i) el vector de q bits a la entrada del codificador k en el instante i. El vector
codificado correspondiente ck(i) depende de bk(i) y del estado σk(i) del codificador, i.e.,
ck(i) = g(bk(i),σk(i)) con c jk ∈ Ωx (donde Ωx es el alfabeto de símbolos complejos).
Si suponemos que el codificador de cada usuario tiene S estados, la expresión (5.41)
verifica que el súper-trellis requiere Sopt = SK2q(K−1) estados. Para reducir el número
de estados, se analiza el esquema subóptimo propuesto en la Sección 3, el cual emplea
la información de codificación de un subconjunto de usuarios. Dicho esquema ecualiza
la MUI de un subconjunto N de m = |N | ≤ K usuarios y decodifica un subconjunto
M ⊆N de m = |M | usuarios. La secuencia de símbolos ĉ′k(i) estimada queda definida
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por
ĉ′k(i) =
{
ĉk(i) = g(b̂k(i),σk(i)) k ∈M
cualquier símbolo de Ωx k /∈M
, (5.42)
la cual minimiza la métrica acumulativa
Ω′ = ∑Mi=0 ∑k∈N
∥∥∥vk(i)−F[0]kkhTk (i)ĉ′k(i)− Î′k(i)∥∥∥ . (5.43)
En cada estado se utiliza la historia del camino para estimar la MUI definida por
Î′k(i) = ∑
l 6=k
F[0]klhl(i)ĉ′l(i)+F[1]klhTl (i)ĉ′l(i−1). (5.44)
Debido a la causalidad de la señal vk(i), la MUI puede cancelarse efectivamente utilizan-
do las secuencias de símbolos estimadas en cada estado. Sea G la cantidad de receptores
paralelos que se necesitan para decodificar K usuarios. Cada receptor utiliza la infor-
mación de codificación de mg usuarios y ecualiza la interferencia de ng usuarios. Si la
ecualización de los usuarios se realiza considerando todos los estados posibles [18, 19],
la cantidad de estados es ∑Gg=1 SmgSqNng . Si en cada receptor se utiliza la información de
codificación de un usuario adicional manteniendo la misma cantidad de receptores G,
la cantidad de estados de la nueva configuración será ∑Gg=1 SmgSqNngS2−qN . Los códigos
espacio-temporales conocidos que ofrecen la mejor relación entre tasa de transmisión,
ganancia de diversidad, complejidad del trellis (determinada por la cantidad de estados)
y tamaño de la constelación de símbolos cumplen con la relación S < 2−qN [20]. Por lo
tanto, se concluye que desde el punto de vista de la complejidad computacional es más
conviene incrementar la información de codificación que aumentar la cantidad de esta-
dos asociados a la ecualización de los usuarios no codificados. Este fenómeno se acentúa
más a medida que se emplean códigos con mayor número de antenas transmisoras, ya
que las misma producen un incremento exponencial del tamaño de la constelación de
símbolos codificados. Esta consideración justifica principalmente el análisis del desem-
peño de los receptores del tipo GD. Con este tipo de receptor el número total de estados
necesario para decodificar los K usuarios está dado por
SGD =
G
∑
g=1
Smg , (5.45)
mientras que los estados del g− simo receptor quedan definidos por
µg =
(
σg1 ,σg2 , ...,σgmg
)
, (5.46)
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Figura 5.3: Código trellis espacio temporal. a) Constelación QPSK. b) Diagrama
trellis
donde σgi es el estado del codificador del usuario gi con gi ∈ {1,2, . . . ,K}. Suponiendo
que cada usuario emplea el STTC de la Fig. 5.3, los trellises de los receptores GD(1,4)
y GD(2,16) que ecualizan 2 usuarios se pueden apreciar en la Fig. 5.4 y Fig. 5.5, respec-
tivamente.
La complejidad computacional de estos dos esquemas es proporcional al número to-
tal de estados (5.45). Para decodificar dos usuarios con un receptor GD(2,16) se requiere
S2 = 16 estados, con dos receptores GD(1,4) se requieren 8 estados, mientras que con
el MLMR se requieren 42 ∗22 = 64 estados. Los estados de los receptores GD(2,16) y
GD(1,4) están dados por µGD(2) = (σ1,σ2) y µGD(1) = (σi), con i = 1,2, respectivamente.
La señal recibida y1(i) se utiliza para calcular las métricas de las ramas correspondien-
tes a la primera etapa de los trellises cuyas transiciones de estado modifican solamente
el primer componente del estado de µGD(2,16) de receptor GD(2) (i.e., el estado del co-
dificador σ1) y el estado σ1 del receptor GD(1,4) del usuario 1. En la segunda etapa
las métricas de la rama utilizan la señal y2(i) y las transiciones de estado modifican
el segundo componente del estado µGD(2,16) del receptor GD(2,16) y el estado σ2 del
receptor GD(1,4) del usuario 2. Aunque los trellises varían periódicamente en el tiem-
po, es importante resaltar que su estructura modular puede aprovecharse para reducir la
complejidad de implementación en hardware. Por ejemplo, el mismo hardware podría
utilizarse para implementar cada uno de los cuatro módulos del receptor GD(2,16) y de
los dos módulos de los dos receptores GD(1,4). La Fig. 5.6 muestra los desempeños de
los receptores anteriores y del MLMR en función del coeficiente de correlación cruzada
ρ = ρ12 = ρ21 para el canal de dos usuarios cuando la SNR se mantiene constante en
18 dB. En esta figura se puede observar que el desempeño del receptor GD(2,16) es
superior al del receptor GD((1,2)) cuando el coeficiente de correlación entre los usua-
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Figura 5.4: Receptor GD(1,4) para un canal con 2 usuarios.
rios es alto (ρ = 0,5). El desempeño de ambos receptores se aproxima bastante al del
receptor óptimo para coeficientes de correlación inferiores a 0.3. En la próxima sección
se mostrará que el desempeño del receptor convencional es muy inferior al del receptor
GD(1,4), aún para un canal con coeficiente de correlación inferior a ρ = 0,3.
5.5. Resultados Numéricos
En esta sección se compara la complejidad y el desempeño de diferentes esquemas
de receptores GD con la complejidad y desempeño correspondiente pare el receptor
convencional en diferentes canales multiusuarios. El límite que pone la STTC de un solo
usuario se muestra también para apreciar el impacto de la MUI en el desempeño del
sistema. Primeramente se evalúa la complejidad computacional de los diferentes esque-
mas a través del número de estados necesarios para la decodificación multiusuario. A
continuación se presentan consideraciones prácticas sobre una posible implementación
en hardware que permite realizar un análisis más profundo de la complejidad.
5.5.1. Análisis de Complejidad y Desempeño
La tasa de error de trama ( Frame Error Rate - FER) se obtiene mediante simulacio-
nes Monte Carlo, las cuales evalúan el desempeño sobre 2,500 tramas con 100 símbolos
en cada una. La Fig. 5.3 muestra el codificador espacio-temporal bajo análisis. En to-
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Figura 5.5: Receptor GD(2,16) para un canal con 2 usuarios.
dos los casos, los codificadores se fuerzan al estado inicial (o estado 0) al final de cada
trama. Se supone que las señales transmitidas por las diferentes antenas sufren desvane-
cimientos independientemente y que el receptor puede estimar perfectamente el canal.
Se considera que el desvanecimiento en cada bloque se mantiene constante, pero su valor
varía independiente de un bloque a otro. Los usuarios se suponen con nivel de potencia
idéntico. Se consideran dos escenarios: el escenario A representa un canal teórico para
dos usuarios en el cual la MUI está controlada por un solo parámetro de correlación
cruzada, mientras que el escenario B ejemplifica un canal CDMA con ancho de banda
eficiente y cuatro usuarios.
Escenario A
El espectro del canal multiusuario está dado por (5.33) con ρ12 = ρ21 = ρ. Para usua-
rios con alto grado de correlación, esta situación puede representar a un canal con altos
niveles de interferencia, en donde las formas de onda de los usuarios no han sido diseña-
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Figura 5.6: Tasa de error de trama (FER) en función del coeficiente de correlación
ρ para un canal con dos usuarios.
das para rechazar adecuadamente la interferencia del acceso múltiple. Para decodificar
dos usuarios, el número de estados visitados en cada etapa es igual a 4 para el recep-
tor convencional, 8 para el receptor GD(1,2), 16 para el receptor GD(2) y 64 para el
MLMR.
Las Figs., 5.7, 5.8 y 5.9 muestran los desempeños del nuevo esquema y del receptor
convencional. Se incluye también el límite de desempeño inferior correspondiente al ca-
nal con un sólo usuario y coeficientes de correlación ρ = 0,5, ρ = 0,3 y ρ = 0,15, respec-
tivamente. El desempeño del receptor GD(1,4) es notablemente superior al del receptor
convencional en el canal con coeficiente correlación ρ = 0,5. Vale la pena destacar que
el receptor GD(1,4) sólo requiere el doble de estados que el receptor convencional. Una
ganancia adicional de 3 dB a una FER=10−1 se consigue con el GD(2) a expensas de un
aumento del doble en la cantidad de estados del receptor GD(1,2). Para ρ = 0,3 el recep-
tor GD(1,2) se desempeña casi 1 dB por debajo del receptor GD(2) a una FER=10−2, y
para p = 0,15 el desempeño del receptor GD(1,2) se aproxima al límite impuesto para el
caso de usuario único. Vale la pena notar que el piso de desempeño en términos de (FER)
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Figura 5.7: Desempeño en el canal de 2 usuarios con correlación ρ = 0,5
del receptor convencional es elevado y hace ineficaz su empleo en todas las situaciones
hipotéticas analizadas. Por lo tanto, en canales con niveles de interferencia moderados
y altos, el receptor propuesto gana mas de 5 dB sobre el receptor convencional a una
FER=10−1 a expensas de duplicar la cantidad de estados visitados.
Escenario B
En esta parte se analiza un sistema con ancho de banda eficiente. Se considera la
secuencia corta de Gold con 7 chips/símbolo-codificado. Las demoras relativas de los
usuarios son constantes a lo largo de toda la simulación. El espectro de canal multiusua-
rio está dado por el espectro
S(D) = 1
7

7 −4−D 1+2D −D
−4−D−1 7 −4−D 3
1+2D−1 −4−D−1 7 −2+D
−D−1 3 −2+D−1 7
 , (5.47)
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Figura 5.8: Desempeño en el canal de 2 usuarios con correlación ρ = 0,3.
que ya fue utilizado en secciones anteriores. Para decodificar cuatro usuarios, el números
de estados visitados en cada etapa es de 4 para el receptor convencional, 16 para el
receptor GD(1,4), 64 para el receptor GD(2,16), 128 para el receptor GD(3,64), 256
para el receptor GD(4,256) y 1024 para el MLMR conjunto. En la Fig. 5.10 se muestran
los resultados de la simulaciones.
Se observa que el desempeño del receptor GD(1,4) es inferior al del receptor con-
vencional para valores de SNR inferiores a 20 dB. Este comportamiento se debe a la
pobre estimación de MUI que se obtiene a bajos valores de SNR. Para valores de SNR
superiores a 20 dB, el desempeño del receptor GD(1,4) sobrepasa considerablemente al
desempeño del receptor convencional. El receptor GD(2,16) tiene una ganancia de 5 dB
respecto al del receptor GD(1,4) a un valor de FER=10−1. Con el receptor GD(3,64)
se logra mejorar significativamente el desempeño a expensas de cuadruplicar la canti-
dad de estados que utiliza el esquema con receptores GD(2,16). Finalmente, se observa
que el desempeño del receptor GD(3,4) se encuentra cerca del límite inferior de un sólo
usuario para valores de FER inferiores a 10−2. Una mejora marginal se consigue con el
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Figura 5.9: Desempeño en el canal de 2 usuarios con correlación ρ = 0,15.
receptor GD(4,256).
Utilizando el procedimientos descripto en la Sección 5.3.1.3 para calcular el rango
de la matriz de distancia, se puede verificar fácilmente que la matriz de distancia (5.22)
tiene rango completo. Por esto, el desempeño del MLMR tiende asintóticamente al de
un decodificador STTC en un canal con un sólo usuario. El desempeño del receptor
GD(4,256) se muestra en la Fig. 5.10 y corrobora la afirmación anterior, ya que en
dicha figura se puede apreciar la proximidad de las curvas del receptor GD(4,256) con
la del límite inferior.
5.5.2. Consideraciones de Implementación
A continuación se analiza la complejidad computacional del esquema propuesto te-
niendo en cuenta la capacidad de memoria y el número de operaciones requeridas para
una implementación práctica. En la Fig. 5.11 se muestran los diagramas de bloques
necesarios para la implementación del decodificador de Viterbi (VD), del STTC y del
receptor GD. En el VD la unidad de métrica de la rama (BMU) calcula las métricas
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Figura 5.10: Desempeño de distintos receptores en un canal de 4 usuarios.
de las ramas (BMs), la unidad de adición, comparación y selección (ACSU) realiza las
operaciones de adición, comparación y selección (ACS) para cada uno de los trayectos
subsistentes y la unidad de memoria subsistente (SMU) guarda los trayectos subsis-
tentes. En el receptor GD la unidad retroalimentada por decisiones (DFU) realiza una
ecualización multiusuario retroalimentada por decisiones utilizando los símbolos de los
trayectos subsistentes de la SMU para cada estado. Los caminos subsistentes en ambos
esquemas tienen longitud Dv (que es la profundidad de decisión del VD convencional),
por lo tanto la cantidad de memoria que se necesita para decodificar K usuarios con el
receptor VD es KSDv y la que requiere el receptor GD es SGDDv. Las operaciones que se
llevan a cabo en BMU y DFU depende de la implementación. Ya que se supone que el
desvanecimiento del canal no varía durante la duración del bloque de símbolos y tenien-
do en cuenta que los bloque de memoria son más económicos y fáciles de integrar que el
procesamiento lógico, las BMU y DFU pueden ser implementadas de manera eficiente
utilizando tablas de consulta (LUT) (del inglés look-up tables - LUT). Sean a y b los
bits utilizados en las LUTs para representar la señal de entrada y las métricas de ramas,
Capítulo 5 101
BMU ACSU SMU
BMU ACSU SMU
DFU
a) VD
b) GD
vk(i)
vk(i)
Figura 5.11: Esquemas de implementación de los decodificadores
respectivamente. Para computar las métricas para ambos receptores se necesitan LUTs
con
MBMU = 2qN2ab (5.48)
unidades de memoria. Para implementar la DFU se puede utilizar una combinación de
lógica y LUTs. En el Apéndice C se muestra que esta configuración permite imple-
mentar esta configuración con una cantidad de unidades de memoria estimada en forma
pesimista en
MDFU = K(K−1)2qN2ab. (5.49)
El factor K en la MDFU se debe a la variación periódica de la MUI. Nótese que para
implementar la DFU, la cantidad de unidades de memoria requerida sólo aumenta con
el cuadrado de K. Esta implementación sólo requiere operaciones de acceso a memoria
que se puede considerar insignificantes para canales MAC con una cantidad de usuarios
moderada (que es precisamente el canal de interés en este trabajo). Por lo tanto, se puede
considerar que la capacidad de memoria necesaria para implementa la DFU es K(K−1)
veces la capacidad de la BMU, y que el número de operaciones necesarias para imple-
mentar el receptor permanece esencialmente proporcional al número de estados. En la
Tabla 5.1 se puede apreciar una comparación del grado de complejidad en función de los
requerimientos de unidades de memoria y cantidad de operaciones. Los receptores es-
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VD GD(1,2) GD(2) MLMR
BMU
memoria LUT 162ab 162ab 162ab 162ab
ACSU 4 ACS 8 ACS 16 ACS 64 ACS
operaciones sumas 16 32 64 256
operaciones de comparación 12 24 48 192
SMU
unidades de memoria 8Dv 8Dv 16Dv 256Dv
DFU
memoria LUT - 322ab 322ab -
Cuadro 5.1: Comparación de complejidades.
tudiados son los utilizados en el canal de dos usuarios analizado previamente. Se puede
observar que el número de estados es un buen indicador de la complejidad computacio-
nal general de cada esquema.
5.6. Conclusiones
En este capítulo se ha investigado el potencial que ofrece una arquitectura integrada
en canales de acceso múltiple con codificación espacio-temporal. Utilizando el marco
teórico de la codificación espacio-temporal, se ha formulado un nuevo criterio para lo-
grar un desempeño asintótico libre de interferencias cuando se utiliza el decodificador
óptimo. Se ha demostrado que la cota de un sólo usuario se alcanza asintóticamente
cuando se satisface el criterio propuesto. El análisis teórico que se ha presentado ha sido
ratificado mediante simulaciones en computadora. Para reducir la complejidad compu-
tacional del decodificador óptimo se extendió el receptor para un canal con codificación
trellis propuesto en la Sección 3 al canal con códigos espacio-temporal. El análisis del
receptor de complejidad reducida propuesto mostró que el mismo es capaz de retener el
desempeño asintótico del receptor óptimo en canales CDMA de banda angosta. Además,
se ha realizado un estudio de complejidad y desempeño del esquema propuesto toman-
do en cuenta consideraciones de implementación prácticas. Como conclusión final es de
destacar que en canales donde el decodificador convencional es ineficiente, el esquema
propuesto es capaz de capturar la mayor parte de la ganancia disponible (i.e., la ganan-
cia que se obtendría utilizando la solución óptima) con un incremento de complejidad
proporcional al cuadrado del número de usuarios decodificados, en lugar del incremento
exponencial que demanda la solución óptima.
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CONCLUSIONES FINALES
En esta Tesis se ha desarrollado una nueva familia de receptores multiusuarios que
permite aumentar la eficiencia espectral del canal de acceso múltiple con ancho de ban-
da limitado. Esta nueva familia de receptores aprovecha la información de codificación
en el proceso de detección logrando desempeños similares al receptor óptimo pero con
una complejidad computacional menor en por lo menos dos órdenes de magnitud. A
diferencia de la mayoría de receptores propuestos para aumentar la eficiencia espectral
de los sistemas de acceso múltiples, la nueva arquitectura no incrementa prácticamente
los retardos de decodificación y es, por lo tanto, especialmente adecuada para aplicacio-
nes interactivas de tiempo real. Además, puede adaptar la relación complejidad versus
desempeño de manera gradual a las diferentes condiciones del canal de acceso.
Una segunda contribución fundamental de esta Tesis es el desarrollo de un nueva
teoría sobre detección y decodificación conjunta. La importancia de la nueva teoría ra-
dica no sólo en que permite realizar un estudio analítico del desempeño de la detección
y decodificación conjunta, sino también en que permite obtener criterios de diseño del
receptor y del sistema de comunicación. En particular la teoría muestra la importancia
de emplear la información de codificación de los usuarios en la detección cuando el rui-
do del canal es la principal causa de deterioro de la señal recibida (regímenes bajos de
SNR). Por el contrario, cuando la interferencia es dominante, es más efectivo tomar en
cuenta los estados del canal.
Por último, en esta tesis se demuestra que en un canal asincrónico de acceso múl-
tiple es posible obtener la ganancia de diversidad y codificación de un código espacio-
temporal diseñado para un canal punto a punto cuando se emplea detección óptima. Ade-
más se muestra que este resultado puede ser alcanzado por el receptor de complejidad
reducida aquí propuesto.
6.1. Extensión de los Resultados
Si bien la complejidad del esquema propuesto es por lo menos dos órdenes de mag-
nitud inferior a la del receptor óptimo, la misma crece exponencialmente con el tamaño
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del subconjunto de usuarios cuya información de codificación se emplea en la detección.
Sin embargo, cuando el canal debe soportar una gran cantidad de usuarios con veloci-
dades de transmisión alta se prefiere un sistema como el MC-DS-CDMA que emplea
mútiples portadoras [89, 90]. Para cada portadora se tiene un canal limitado en banda
que es compartido por un grupo reducido de usuarios (la cantidad de canales asignada a
cada usuario depende de la tasa de transmisión que el usuario en particular requiera). El
análisis de desempeño del receptor propuesto puede extenderse a este tipo de sistemas.
Otro escenario donde es interesante extender el análisis es el correspondiente a un enlace
de bajada satelital con múltiples haces, en donde un grupo de usuarios comparte el canal
de acceso correspondiente a un haz determinado [91,92]. Por otro lado, el agrupamiento
óptimo de los usuarios es otro grado de libertad que puede explotarse para mejorar la
relación costo beneficio de la familia propuesta de receptores. Para ello se podría exten-
der los resultados presentados en [93, 94] para receptores multiusuario en un canal sin
codificación al canal codificado.
6.2. Trabajos Futuros
Esta tesis realiza una contribución al estudio de receptores multiusuarios que permi-
tan aumentar la capacidad de los sistemas celulares en el enlace de subida. Puesto que el
enlace de bajada tiene características diferentes al de subida, es importante analizar cual
es el tipo de procesamiento de señal que conviene realizar para incrementar la capacidad
del enlace de bajada (estación base a estación móvil).
En el enlace de bajada es posible explotar un tipo de diversidad presente en los ca-
nales de acceso múltiples: la diversidad multiusuario. Este tipo de diversidad saca ven-
taja de la independencia estadística de los canales correspondientes a cada usuario, para
transmitir en cada momento sólo a aquellos usuarios que reporten las mejores condi-
ciones de canal. Está previsto que en los sistemas futuros de comunicación celular se
empleen diagramadores inteligentes en las estaciones bases que aprovechen este tipo de
diversidad. En este escenario, las estaciones móviles deberán decodificar la señal desea-
da en presencia de la interferencia generada por un grupo reducido de usuarios diagra-
mados. El procesamiento de señal en este contexto se realiza en parte en la estación base
a través de un diagramador que reduce la interferencia seleccionando un subconjunto de
usuario. La otra parte del procesamiento se realiza en la estación mobil donde se debe
tratar el resto de la interferencia. El procesamiento en la estación base mediante diagra-
madores y arreglos de antenas promete incrementar significativamente la capacidad del
enlace de bajada. Como una continuación del trabajo realizado en esta tesis, en [95, 96]
se han propuesto nuevos esquemas de prefiltrado espacial y algoritmos de diagramación
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que permiten alcanzar valores próximos a la capacidad del sistema. Por otro lado, la
interferencia que experimentan las estaciones móviles producto de unos cuantos usua-
rios dominantes puede se tratada eficazmente mediante algoritmos multiusuarios como
el propuesto en esta Tesis.
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APÉNDICE A
COMBINADOR ÓPTIMO
Sea R un vector de observación compuesto por N muestras del vector r[n]:
R =
[
rT[1],rT[2], ...,rT[N]
]
. (A-1)
El vector columna r[n] tiene dimensión 1×L y modela la señal recibida
r[n] = β[n]u[n]+η[n], (A-2)
en donde β[n] es un vector 1×L aleatorio con matriz de covariancia B. η[n] es el vector
1×L de ruido Gaussiano. Sea u[n] con n = 1...N los símbolos transmitidos, y
u =[u[1],u[2], ...u[N]] (A-3)
el vector de símbolos transmitidos. El combinador de máxima verosimilitud selecciona
el vector u que maximiza la probabilidad condicional:
p(R/u) = p(rT [1],rT [2], ...,rT [N]/u[1],u[2], ...u[N]). (A-4)
Si r[n] sólo depende de u[n] y no de valores anteriores ni posteriores, y los r[n] son
independientes entre sí, la probabilidad condicional está dada por:
ma´x
u
p(R/u) = ma´x
u
N
∏
n=1
p(r[n]/u[n]) (A-5)
con:
p(r[n]/u[n]) =
e−(r[n]−β[n])T N−1(r[n]−β[n])∗√
2pi∆N
, (A-6)
donde ∆N es el determinante de la matriz N. Aplicando (A-6) en (A-5) se tiene:
ma´x
u
p(R/u) = mı´n
u
N
∑
n=1
(r[n]−β[n])T N−1 (r[n]−β[n])∗ . (A-7)
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Reemplazando el valor de r[n] y operando obtenemos el siguiente resultado:
ma´x
u
p(R/u) = mı´n
u
N
∑
n=1
βT [n]N−1β∗[n] |u[n]|2
+rT [n]N−1r[n]−βT N−1r∗[n]u[n] (A-8)
+r[n]N−1β∗u∗[n]
Considerando que el alfabeto es de módulo constante tenemos que el primer y segundo
miembro de la sumatoria no dependen de la decisión a tomar, por lo tanto la ecuación
(A-8) queda
ma´x
u
p(R/u) = mı´n
u
N
∑
n=1
βT [n]N−1r∗[n]u[n]
+rT [n]N−1β∗u∗[n]. (A-9)
Siendo βT [n]N−1r∗[n]u[n] = rH [n](βT N−1) y N una matriz real y simétrica tenemos:
ma´x
u
p(R/u) = ma´x
u
N
∑
n=1
ℜ(z[n]u∗[n]) (A-10)
donde:
z[n] = rT [n]N−1β∗ (A-11)
es la señal de entrada al detector. El coeficiente de ponderación del combinador de má-
xima relación es:
wMV[n] = N−1β∗. (A-12)
El combinador de mínimo error cuadrático medio, elige los coeficientes de ponderación
w, de manera de minimizar el error cuadrático medio ε dado por:
ε = E
{
|z[n]−u[n]|2
}
= E
{∣∣rT [n]w[n]−u[n]∣∣2} . (A-13)
La solución de la ecuación anterior conduce al conocido sistema de ecuaciones de Wiener-
Hopf:
L
∑
i=1
wi[n]γr jri = γur j j = 1 · · ·L, (A-14)
donde
γrir j = E
{
rir
∗
j
}
= βi[n]β∗j [n] |u[n]|2 +E
{
ηiη∗j
} (A-15)
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y
γur j = E
{
u[n]r∗j [n]
}
= |u[n]|2 β∗j (A-16)
Suponiendo que tanto β[n] como u[n] son conocidos en el receptor, y que el alfabeto es
de módulo constante e igual a 1, la ecuación (A-14) expresada en forma vectorial queda
(B+N)wMEMC[n] = β∗[n], (A-17)
donde N es la matriz de covariancia del vector ruido Gaussiano n[n], B = β[n]βH [n] es
una matriz Hermitiana. Para simplificar la notación se omite en lo sucesivo el subíndice
que indica tiempo.
Sea
T = [ti j] = B+N = [b1 +n1 · · ·bL +nL] (A-18)
donde
bi =
 β1β
∗
i
· · ·
βLβ∗i
 (A-19)
ni =
 ρσ
2
· · ·
ρσ2
 (A-20)
son vectores de dimensión L Se denota con b ji el vector que se obtiene de eliminar el
elemento j en bi. Sea Ti j el cofactor de ti j. Entonces:
w = (B+N)−1 β∗= 1∆T

T11 · · · T1 j · · · T1L
· · · · · · · · · · · · · · ·
Ti1 · · · Ti j · · · TiL
· · · · · · · · · · · · · · ·
TL1 · · · TL j · · · TlL
β
∗ (A-21)
A continuación se obtiene una expresión para w1 y posteriormente se extiende el resul-
tado a los demás elementos del vector w. Expresando w1 de la siguiente manera
w1 =
L
∑
i=1
(−1)1+iT1+iβi, (A-22)
y aplicando a las dos primera columnas T11 y T12 las siguiente propiedades de los deter-
minantes:
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a) c |a1 · · ·ai · · ·aL|= |a1 · · ·cai · · ·aL|
b) |a1 · · ·ai +b · · ·aL|= |a1 · · ·ai · · ·aL|+ |a1 · · ·b · · ·aL|
c) |a1 · · ·ai · · ·aj · · ·aL|= (−1)
∣∣a1 · · ·a j · · ·ai · · ·aL∣∣
se obtiene
β∗1T11−β∗2T12 = β∗1
∣∣n12(b13 +n13) · · ·(b1L +n1L)∣∣ (A-23)
−β∗2
∣∣n11(b13 +n13) · · ·(b1L +n1L)∣∣ .
Nuevamente aplicando las propiedades anteriores a la segunda columna de T13 se obtie-
ne:
β∗3T13 = −β∗3
∣∣n12b11(b14 +n14) · · ·(b1L +n1L)∣∣
+β∗3
∣∣n11b12(b14 +n14) · · ·(b1L +n1L)∣∣ (A-24)
+β∗3
∣∣n11n12(b14 +n14) · · ·(b1L +n1L)∣∣
La suma del primer, segundo y tercer término de (A-22) resulta
L
∑
i=1
(−1)1+iT1+iβi = β∗1
∣∣n12n13(b14 +n14) · · ·(b1L +n1L)∣∣
−β∗2
∣∣n11n13(b14 +n14) · · ·(b1L +n1L)∣∣ (A-25)
β∗1
∣∣n11n12(b14 +n14) · · ·(b1L +n1L)∣∣ ,
se observa que la suma parcial de T11,T12 y T13 se reduce a determinantes de matrices
con los dos primeros vectores columnas sin componentes. De igual manera, desarrollan-
do las cuatro primeras columnas de T11,T12, T13y T14, y sumando los cuatro primeros
términos de (A-22) se obtiene determinantes con los tres primeros vectores columnas
sin componentes. Procediendo de igual manera con el resto de los términos se obtiene
w1 = β∗1
∣∣n12 · · ·n1i · · ·n1L∣∣−β∗2 ∣∣n11n13 · · ·n1i · · ·n1L∣∣+ · · ·+(−1)1+Lβ∗L ∣∣n11 · · ·n1i · · ·n1L−1∣∣ .
(A-26)
En general wi queda expresado por
wi = β∗1
∣∣ni2 · · ·nii · · ·niL∣∣−β∗2 ∣∣ni1ni3 · · ·nii · · ·niL∣∣+ · · ·+(−1)1+Lβ∗L ∣∣ni1 · · ·nii · · ·niL−1∣∣ .
(A-27)
Aplicando (A-27) en (A-21), los coeficientes de ponderación pueden expresarse como
wMECM = N−1β∗ (A-28)
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Cuando el alfabeto es de módulo constante, la constante ∆N∆T no cambia la variable de
decisión a la salida del combinador. Por lo tanto se concluye que el combinador de
mínimo error cuadrático medio es el combinador óptimo cuando el alfabeto es de módulo
constante.
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APÉNDICE B
DISTANCIA DE EVENTO ERROR
La distancia de un evento de error E(0) afectado por propagación de errores E(L) se
denota con d(E(0)|E(L)). Sea xˆi la señal estimada de xi y ˆΓi el estado estimado. Un evento
error E ocurre entre io e i f , si xˆio 6= xio y los estados ˆΓio = Γio y ˆΓi f = Γi f . De este modo,
un evento error puede ser un evento de error de símbolo (correspondiente a transiciones
paralelas en el trellis) o un evento de error con al menos un estado diferente respecto
de la secuencia de símbolos correcta. Es decir, Γ,i 6= ˆΓ,i para los instantes io < i < i f . La
probabilidad de que un evento error suceda en el intervalo de tiempo que va de io a i f
depende de la secuencia estimada que llega al estado inicial Γ,io . Sea xˆ
io−1
o la secuencia
estimada desde i = 0 a io − 1. Luego, la señal estimada correspondiente a la secuencia
correcta de datos y al evento de error están dadas respectivamente por
y˜i =
{
∑κ(i)−1l=0 fκ(i),κ(i−l)lxi−l +∑K−1l=κ(i) fκ(i),κ(i−l)xˆi−l io ≤ i < io +K−1
yi i ≥ io +K−1
(B-1)
yˆi =
K−1
∑
l=0
fκ(i),κ(i−l)x̂i−l (B-2)
El algoritmo de Viterbi elegirá el camino equivocado si
∑i f−1i=io |y˜i− ri|2 > ∑
i f−1
i=io |yˆi− ri|
2 . (B-3)
Suponiendo que no haya ocurrido errores en las K− 1 transiciones previas a io, la dis-
tancia (convencional) del evento de error E esta dada por
(d(E))2 =
i f−1
∑
i=io
∣∣∣d(i)(E)∣∣∣2 , (B-4)
d(i)(E) = ŷi− yi. (B-5)
Supóngase que el camino asociado con la secuencia estimada xˆio−1o que llega al estado
Γio del evento error E corresponde a una secuencia de eventos de error E entre 0 y io−1,
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esto es :
xˆio−1o → E = E(1) · · ·E(l) (B-6)
El efecto de los errores de símbolos que se producen antes del instante iose tome en
cuenta por los términos
δ(i)(E) =

∑K−1m=i−io+1 fκ(i),κ(i−m)ei−m si io ≤ i < io +K−1
y i < i f
0 para otros valores
(B-7)
con ei = x̂i− xi. Luego,
y˜i− yi = δ(i)(E) (B-8)
yˆi− yi = δ(i)(E)+d(i)(E), (B-9)
y finalmente se puede expresar la condición de un evento error B-3 como:
2∑i fi=io ℜe
{
d(i)(E)n∗i
}
> (d(E))2 +2∑i fi=io ℜe
{
d(i)(E)
(
δ(i)(E)
)∗}
. (B-10)
Nótese que si no hubieran ocurrido errores en K − 1 etapas previas a io, δ(i)(E) = 0 y
(B-10) se reduce a
2∑i fi=io ℜe
{
d(i)(E)n∗i
}
> (d(E))2 . (B-11)
De la ecuación (B-10), el evento de error E afectado por la propagación de errores puede
ser expresado como
d(E|E) = d(E)+2ρ(E,E), (B-12)
ρ(E,E) =
∑i fi=io ℜe
{
d(i)(E)
(
δ(i)(E)
)∗}
d(E) . (B-13)
donde ρ(E,E) puede ser interpretado como la proyección en el espacio de señal de di-
mensión (i f − io) del vector con componentes δ(i)(E) sobre el vector con componentes
d(i)(E). Nótese que ρ(E,E) puede ser negativo produciendo un decremento en la distan-
cia del evento de error E.
APÉNDICE C
IMPLEMENTACIÓN DEL ESTIMADOR DE
INTERFERENCIA
La métrica de la rama para una transición del estado reducido σn con el símbolo de
entrada an está dada por
λn(σn,an,zn) = (zn−an− ˆI(σn))2 (C-1)
ˆI(σn) =
L
∑
i=2
fiaˆn−i(σn) (C-2)
donde zn es la señal recibida en el instante n, { fi} iε[0, ...,L] son los coeficientes del
canal, ˆI(σn) es la interferencia multiusuario (MUI) estimada para el estado σn y aˆn−i(σn)
es el símbolo subsistente que corresponde al símbolo codificado. Las DFU y BMU que
aparecen en Fig. 5.11 implementan los canceladores de interferencia MUI y las métricas
de las ramas calculadas para cada estado
z,n(zn,σn) = zn− ˆI(σn) (C-3)
λn(σn,an,zn) = (z,n(zn,σn)−an)2, (C-4)
respectivamente. Se puede reformular la ecuación (115) de modo iterativo como
z
(1)
n (zn,σn) = zn− f1 · aˆn−1
z
(2)
n (zn,σn) = z
(1)
n (zn,σn)− f2 · aˆn−2 (C-5)
... ... ...
z,n(zn,σn) = z
(K)
n (zn,σn) = z
(K−1)
n (zn,σn)− fK · aˆn−K ,
donde z( j)n , j ∈ [1, ...,L] denota la señal computada en la j-ésima iteración. Para un sím-
bolo codificado con M valores diferentes, la cancelación de MUI se puede realizar em-
pleando una LUT que devuelva las señales M posibles en cada iteración, seguida de un
multiplexor M:1 que seleccione la señal que corresponde al símbolo subsistente aˆn− j.
Las L selecciones están determinadas por los símbolos subsistentes en cada estado. Si se
115
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usan a bits para representar las señales zn y z( j)n , la capacidad de memoria requerida por
la DFU es LM2aa.
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