A zonal detached eddy simulation (DES) method is presented that predicts the buffet phenomenon on a supercritical airfoil at conditions very near shock buffet onset. Some issues concerning grid generation, as well as the use of DES for thin-layer separation, are discussed. The periodic motion of the shock is well reproduced by averaged Navier-Stokes equations ( 
Introduction T
HE transonic buffet is an aerodynamic phenomenon that results in a large-scale self-sustained motion of the shock over the surface of the airfoil. The onset of this phenomenon is not related to any fluid/structure interaction, although it is inevitable that some structural deformation may be present. Indeed, the unsteady behavior of the flow may lead to structure vibrations termed buffeting that can lead to fatigue failure. Design standards for aircraft limit the intensity of the buffeting phenomenon because the large variation of lift associated with buffet limits the cruising speed of aircraft. The assessment of buffet onset associated with the proper computation of unsteady viscous flow around airfoil remains an outstanding problem in aerodynamics. In this study, we only focus on aerodynamic buffet on a two-dimensional rigid airfoil that is characterized by a periodic motion of the shock over the airfoil.
The periodic motion associated with this phenomenon is much larger than the timescales of the wall-bounded turbulence. Hence, there has been considerable interest in numerical approaches solving averaged Navier-Stokes equations (URANS). Past research 1−3 has revealed that the accuracy of the numerical calculations is mainly dictated by the accuracy of the turbulence model. Almost all of the simulations are concerned with two-dimensional calculations. A complete study (turbulence models, numerical schemes) of URANS calculations concerning the OAT15A supercritical airfoil has been recently performed by Brunet. 4 His study shows that URANS calculations are able to predict quite well the main properties of the flow (rms, pressure distribution) but often need to increase the angle of attack in the calculation compared to the experimental value.
At conditions very near shock buffet onset, the numerical simulation of transonic buffet is a very challenging and difficult case for detached eddy simulation (DES). More precisely, DES has been developed to handle massive separated flows that rapidly develop strong instabilities associated with large-scale structures, which overwhelms the turbulence inherited from upstream boundary layers. This is not the case in the present work exhibiting thin-layer separation. Nevertheless, not very many publications 5 are devoted to DES of thin-layer separation, especially when shock/boundarylayer interactions occur. 6 The objective of the current study is twofold: 1) to assess the capability of DES to capture the buffet phenomenon at the experimental angle of attack and 2) to analyze unsteady features of the flow to discuss the mechanisms of buffet onset.
Numerical Method

General Description
The solver FLU3M code has been developed by ONERA. It solves the Navier-Stokes equations on multiblock structured grids. The computational domain is divided by blocks; each block is composed of structured hexahedral cells. The Navier-Stokes equations are discretized using a second-order accurate upwind finite volume scheme and a cell-centered discretization. The Euler fluxes are discretized by a modified AUSM + (P) upwind scheme, which is fully described in Ref. 7 .
Unsteady (global time-step) and three-dimensional NavierStokes simulations are highly CPU demanding. Explicit schemes are not efficient enough for this purpose, and implicit schemes are required. Time discretization is based on second-order accurate Gear's formulation and was introduced by Péchier. 8 Moreover, the implicit formulation results in inversion of a large sparse matrix system. The lower-upper (LU) factorization simplifies the inversion of the latter implicit system. Further details concerning the numerical method and implementation of turbulence models can be found in Refs. 9 and 10.
This numerical method is the same as the one already used to perform large eddy simulation (LES) of the flow around a twodimensional wing profile in near-stall conditions, 7 as well as around a low-pressure turbine blade, 11 and has also been successfully used to compute LES of the flow over a cavity at high Reynolds number.
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DES
Hybrid approaches using a combination of Reynolds-averaged Navier-Stokes (RANS) approaches and LES have become increasingly important in the past few years. (For example, see Refs. 13-16.) Both approaches have their own advantages and drawbacks. RANS tends to be able to predict attached flows very well with a low computational cost. On the other hand, LES has a high computational cost but can predict separated flows more accurately.
The hybrid approach that has probably drawn most attention is the DES, which was proposed by Spalart et al. 17 This method has given encouraging results for a wide range of flow configurations exhibiting massive separations. 18−21 Here again, the motivation for this approach was to combine the best features of the RANS approach with the best features of LES. Therefore, the DES treatment of turbulence is aimed at the prediction of separated flows at unlimited Reynolds numbers and at a reasonable cost. This hybrid RANS/LES method can produce good results for separated flows in which unsteadiness is strongly self-sustaining, for example, massive separations. One of the objectives of this study is to assess the capability of a zonal DES method to capture numerically a self-sustained motion exhibiting thin-layer separation and to compare this method with standard DES results. In the following, a brief description of the standard DES model is first given before the motivations to give zonal features to this model are explained.
The DES model was originally based on the Spalart-Allmaras RANS model, which solves a one-equation turbulence model for the eddy viscosityν:
The eddy viscosity is defined as
To ensure thatν equals κ yu τ in the log layer, in the buffer layer and viscous sublayer a damping function f v1 is defined as
The vorticity magnitude S is modified such thatS maintains its log-layer behavior (S = u τ /κ y):
which is accomplished with help of the functions
To obtain a faster decaying behavior of destruction in the outer region of the boundary layer, a function f w is used:
g 6 + c 6 w3
where g acts as a limiter that prevents large values of f w . Both r and f w are equal to one in the log layer and decrease in the outer region. Constants of the model are c b1 = 0.1355, c b2 = 0.622, σ= 2 3 , κ= 0.41
For the current research, the transition terms were turned off, and we refer to the original papers 22, 23 for further details on the constants and the quantities involved.
What is important here is that the model is provided with a destruction term for the eddy viscosity that contains d, the distance to the closest wall. This term, when balanced with the production term, adjusts the eddy viscosity to scale with local deformation ratẽ S, producing an eddy viscosity given bỹ ν ∼Sd
(8)
where = max( x , y , z ) is the computational mesh size. The use of the maximum grid extension is physically justified because it controls which wavelengths can be resolved and the eddy viscosity level. More precisely, in the attached boundary layer, due to the significant grid anisotropy ( x ≈ z y ) typical of this flow region, in accordance with Eq. (9),d = d, and the model reduces to the standard Spalart-Allmaras (SA) RANS model. Otherwise, once a field point is far enough from the walls (d > C DES ), the length scale of the model performs as a subgrid-scale version of the SA model.
However, standard DES introduces a significant dependency into the RANS part of the simulation that requires a near-wall grid spacing in the tangential direction that is larger than the boundary-layer thickness at this location. This grid resolution requirement may be easily violated in industrial simulations. In practice, switching to the LES mode may occur inside the RANS boundary layer leading to a "grid-induced-separation" 15 at arbitrary locations on the body. The region corresponding to d ≈ is called the "gray-zone" of DES 17, 24 because it is not clear what exactly happens in this region. Nikitin et al. 25 used DES as a wall-layer model in calculations of plane channel flow with different grids. The skin-friction coefficient was underpredicted by approximately 15% in most cases. The same underprediction aspect has also been observed by Caruelle 2 in the case of a DES calculation of a flat plate on a LES grid. More recently, Piomelli et al. 26 studied more closely this intermediate blending region within the DES approach. They performed LES of the flow in a plane channel at high Reynolds number by varying the location and extent of this blending layer. Their study shows that the DES buffer layer is characterized by very long eddies with unphysically long timescales. Improvements were obtained by reducing the value of C DES to bring the outerflow eddies closer to the wall.
To avoid this problem in the attached boundary layer, we develop in the present study a zonal DES, in which attached boundarylayer regions are explicitly treated in RANS mode regardless of the grid resolution. This means that following the example of RANS/LES coupling, the user has to define the RANS and LES zones. In addition, the gray zone is locally forced to treat the entire shock/boundary-layer interaction in RANS mode. 27 This means that the DES limiter is overridden and maintains full RANS behavior to predict boundary-layer separation. This explicit character of the splitting of the flow zones differs from other RANS/LES coupling because no turbulent fluctuations are reconstructed at the interface 28−31 between RANS and LES in the present work. The computational grid has to then be carefully designed. For example, in the LES region (outside boundary layers), the grid is designed to obtain nearly cubic grid cells to use the cube root = ( x y z ) 1/3 as a filter width for LES. This simple modification decreases drastically the level of predicted eddy viscosity because the latter is proportional to the square of the filter width . We also made the choice to remove the near-wall functions in LES mode formulation. (See also Ref. 32.) Thus,
These modifications will theoretically modify the value of the additional model constant C DES = 0.65 that was calibrated by Shur et al. 33 using isotropic turbulence with the original near wall functions. However the resulting slight modification of C DES should not be crucial (as discussed in a private communication with P. R. Spalart in 2002) , and the present study was performed with the original value 0.65. Furthermore, if one postulates a local equilibrium between production and destruction, the already mentioned relatioñ ν ∼Sd 2 becomes
which is similar to the well-known Smagorinsky model but with a smaller constant because C Smag = 0.18 and because of a change in the definition of S. Some authors 34−36 highlight that the comparison with Smagorinsky's model cannot be performed completely because we do not know exactly if the grid size is really the cutoff scale. It is only known to be of the order of . Breuer et al. 32 compared DES and LES for the separated flow around a flat plate at high incidence when the same grid resolution was applied. They studied the influence of a few parameters and, in particular, the effect of changing definition of S [S = √ (2 i j i j ) for DES and S = √ (2S i j S i j ) for LES] and showed that this difference is not responsible for observed discrepancies between LES and DES. Our approach is called zonal DES, which is in a slight contradiction with the core of the DES idea because DES produces a single hybrid model, the switch to LES mode being governed by the grid. However, note that DES is well adapted to treat massively separated flows, for example, the separation being most often fixed by the geometry, which is not the case in the present work exhibiting thin-layer separation.
OAT15A Supercritical Airfoil
This study is focused on the supercritical OAT15A airfoil. Experiments were carried out in the S3Ch continuous research wind tunnel of ONERA's Chalais Meudon center. The test section is square, and the dimensions of the test chamber are 0.78 × 0.78 m 2 . A detailed description of the experimental arrangement, equipment, and results is given by Molton and Jacquin 37 and Jacquin et al. 38 The OAT15A airfoil has a chord equal to c = 230 mm, a thicknessto-chord ratio e/c = 12.5%, and a thick trailing edge of 0.5% of the chord length. Experimental transition was fixed near the leading edge at x/c = 7% on both sides of the airfoil with a carborundum technique. Various angles of attack from 2.5 to 3.91 deg were investigated. The buffet phenomenon appeared at an angle of attack equal to 3.25 deg, and the main frequency of the phenomenon was about 70 Hz whatever the angle of attack. Laser Doppler velocimetry (LDV) measurements were performed for an angle of attack of 3.5 deg. The Reynolds number, based on the freestream velocity and the chord, is equal to 3 × 10 6 , whereas the freestream Mach number is set to 0.73.
Results
Grids
Following the example of LES, the grid generation constitutes an important issue in DES because the grid extension controls which wavelengths can be resolved, as well as the eddy viscosity level.
To evaluate the accuracy of the different simulations, two twodimensional grids have been evaluated first thanks to steady RANS computations because the DES grids are obtained by duplication of these planar grids in the spanwise direction. Both basic twodimensional grids are of C-H type in the (x, y) plane (Fig. 1) . The fine grid (grid A) has been obtained from a grid convergence study on transonic buffet performed by Brunet, 1 and the very fine grid (grid B) has been retained from a grid convergence study issued from a drag extraction study. 39 Each grid is divided into two blocks. The first domain concerning the upper and lower sides of the airfoil contains 317 × 121 (respectively, 385 × 161 for grid B) nodes, whereas the H-type domain contains 93 × 289 (respectively, 129 × 369 for grid B) nodes. The far-field conditions are imposed at 80 times the chord length away from the profile. The first mesh point y + always stays below one for both grids, leading, respectively, to a total number of grid points in the (x, y) plane equal to 65,000 for grid A and to 110,000 for grid B.
The pressure coefficient distribution obtained for both grids with the SA model at an angle of attack equal to 2.5 deg. is compared to the experiment in Fig. 2 . At this angle of attack, a thin separated area exists at the foot of the shock, but no large-scale self-sustaining motion is observed experimentally. Note the very flat and characteristic pressure distribution in the supersonic zone for the supercritical OAT15A airfoil. Moreover, pressure levels are well predicted on the lower side of the airfoil as well as in the supersonic and the trailingedge regions. Nevertheless, the computed shock location is found farther downstream of the experimental one for both grids. It has been verified 4 that this downstream location of separation does not come from the treatment of transition on the upper side of the airfoil. The differences between the results yielded from the two grids are very small, and grid convergence is achieved.
The design of a DES grid around a two-dimensional airfoil requires the specification of two main grid parameters. The first one is the grid extension z in the spanwise direction, and the second one concerns the global span size of the computational domain L z = N z × z , where N z is the number of planes in the spanwise direction. To evaluate the effect of grid refinement, two three-dimensional grids have been built by duplicating the two-dimensional grids A and B in the spanwise direction. The three-dimensional grids are not named for the sake of simplicity.
In the present work, the grid extension z is chosen constant, for example, uniformly distributed in the homogeneous direction, to have x ≈ z in the LES region, following Spalart's recommendations. 34 The standard DES formulation needs to choose the grid extension z in the spanwise and tangential directions, larger than the boundary-layer thickness δ at that location, to avoid grid-induced separation. This methodology has been used for grid A, for example, ( z) gridA ≥ δ. Grid B has a higher resolution in both the streamwise and tangential directions, and the switching to LES mode according to Eq. (9) occurs inside the boundary layer. To avoid grid-induced separation, the full RANS behavior is maintained in domain 3 (Fig. 3) as long as ( y) gridB < ( z) gridA . That means that the switching into LES mode is forced in grid B and corresponds to the natural switching to LES mode for grid A. Hence, this grid design strategy allows one to compare the effect of grid refinement in the LES regions with a same RANS region. In addition, the zonal-DES simulation is performed only in domains 3 and 6, enabling a RANS solution on the lower side of the airfoil.
The second important issue is the choice of the grid spanwise width. In the case of a backward facing step 40 of heigth H , a spanwise domain width of 4 to 6H is considered to be a minimum to be able to capture the three-dimensional mechanisms at low frequencies. If one assumes that at low angles of attack the maximum thickness of the separated region in the (x, y) plane is equal to the half-thickness of the airfoil e/2, the width of the spanwise domain has to conform to
The spanwise grid can then be obtained by simple duplication of the basic grid. Therefore, the mesh size can become prohibitive because this dense resolution must be kept in the far field and in the wake with a structured solver. In the framework of the LESFOIL project, Mary and Sagaut 7 (see also Ref. 11) developed a two-/threedimensional coupling method to optimize the cell distribution. The main idea is related to the specificity of external flows around an infinite span body, which consists of the existence of a large zone where the flow is two dimensional. Indeed, three-dimensional computations can be limited to a zone close to the airfoil where the flow is turbulent, whereas two-dimensional simulations are performed in the far field (except in the wake). This strategy does not affect the accuracy of the simulation as long as the two-/three-dimensional interface is located in regions where the flow is two dimensional. Hence, the grid used for the present DES computation is presented Fig. 3 , which illustrates the two-and three-dimensional domains in the (x, y) plane as well as the solid boundary mesh on the upper side of the airfoil [(x, z) plane].
The main characteristics of the different three-dimensional grids are summarized in Table 1 .
Grid A is called three-dimensional because it has been obtained by simple duplication of the basic grid in the (x, y) plane in the spanwise direction. Grid B contains an overall number of seven domains and is called two-/three-dimensional because only three domains require a three-dimensional simulation (Fig. 3) . This grid strategy allows division of the total number of grid points by a factor of two (2 × 10 6 grid points instead of 4 × 10 6 with a classical threedimensional meshing strategy). It has been verified in a previous study 41 of the global three-dimensional grid that the flowfield is effectively two dimensional on the lower side of the airfoil. The normalized spanwise width of the grid is equal to 26% (respectively, 40% for grid A) of the chord following assumption (12) . Also note that grid B has a grid resolution in the spanwise direction that is twice as high as that of grid A for the same number of grid points.
Computation Description
The comparison of the capabilities of URANS, standard DES, and zonal-DES approaches to predict the buffet phenomenon is of interest.
In the present work, a URANS calculation is performed with the SA model. At the experimental value of angle of attack, that is, α = 3.5 deg, all unsteady calculations with the SA model lead inevitably to a steady solution whatever the grid and numerical parameters used. A higher angle of attack of α = 4.5 deg was needed to obtain the self-sustained unsteady phenomenon according to Ref. 4 . Furthermore, the present standard DES calculation failed 41 to predict the shock motion at α = 3.5 deg, and a higher angle of attack (α = 4 deg) was needed to obtain an unsteady solution. Conversely, zonal-DES computations are performed at the experimental angle of attack (α = 3.5 deg) and the self-sustained motion is obtained. These numerical results will be discussed more precisely in the following section.
Standard and zonal-DES computations are carried out in three steps. First, a URANS calculation provides an initial flow solution. After the transient phase, the real unsteady calculations begin.
The simulations are carried out on a single processor of an NEC-SX6 supercomputer and the code is running approximately at 4 giga floating point operations. The time step is fixed at t ctd = 0.5 µs, for example, t = 0.5 × 10 −6 (U ∞ /c) = 5 × 10 −4 with four Newton inner iterations yielding a Courant-Friedrichs-Lewy number based on acoustic velocity and spanwise grid spacing less than one. The CPU cost per cell and per inner iteration is 1 µs. 
Flowfield Description
Fig. 5 Instantaneous wall pressure distribution and skin-friction lines (α = 3.5 deg, zonal DES calculation).
exhibited showing a positive value of the Q criterion, 42 Figure 4 illustrates the rollup of two-dimensional eddies in the free shear layer, which progressively become threedimensional when they impact the thick trailing edge. This impact creates smaller structures that are reentrained in the recirculating flow, leading to the three-dimensional character of the wall pressure distribution as shown in Fig. 5 . This three-dimensional character of the recirculating flow is also highlighted by the skin-friction lines pattern: The different separation and reattachment lines are evidenced in Fig. 5 by the accumulation of skin-friction lines. The shock/boundary-layer interaction is treated in RANS mode, and the flow remains two dimensional in the vicinity of this interaction. In other words, the shear layer has no initial LES content, for example, unsteady three-dimensional eddies of the size of the boundary layer. As a consequence, note that the instability occurring within the shear layer in the vicinity of the trailing edge is a mechanism strong enough to permit the development of unsteady eddies. In addition, the boundary layer that develops from the trailing edge to the separation shock is treated in URANS because this boundary layer is directly affected by the three-dimensional unsteady pressure field in the recirculating zone.
Mean and RMS Fields
The averaging procedure is performed both in time and in the homogeneous spanwise direction during the calculation. 7 Averaged pressure coefficient distribution for both calculations are compared with experimental data in Fig. 6 . The shock motion is also highlighted by the spreading aspect of the shock pressure distribution. This aspect is well reproduced by zonal DES and URANS at a higher angle of attack. Nevertheless, the wall pressure is a bit overestimated on the upper side with the zonal-DES calculation and is associated with a pressure level that is too low at the thick trailing edge and an advanced location of separation. This comes from a more important separated zone on the upper side compared to the URANS calculation. Note that the motion of the shock is not obtained by standard DES (α = 4 deg) and URANS at experimental conditions (α = 3.5 deg). Figure 7 shows the computed standard deviation of wall pressure as a function of the location on the upper side of the airfoil. One can distinguish three zones. The first one, located upstream of sep- aration (x/c ≤ 0.3), is associated with a very low level of pressure fluctuation. Then there is a rapid increase of the rms value. Finally, the last zones originate from the region located downstream of this peak and present a plateau. Wall pressure fluctuations are induced by the separated flow unsteadiness. The peak is related to the fluctuations of the separation shock, for example, the pressure fluctuates between the pressure of the attached flow and the pressure behind the separation shock. In the present calculations, the grid is not fine enough to obtain the lambda shape of the upper-side shock that is observed experimentally. 37, 38 The computed shock is too straight, leading to a more important pressure jump and rms levels in the calculations. 43 However, the comparison between the computations and experiment shows a fairly good agreement except for the standard DES calculation. Figure 8 compares computational and experimental mean streamwise velocity profiles between x/c = 0.28 and 0.75 for URANS, DES, and zonal-DES calculations. Note the experimental thin boundary layer at location x/c = 0.28 compared to calculations. Experimentally, the transition was fixed at location x/c = 0.07, whereas calculations are fully turbulent. At location x/c = 0.35, one can notice some discrepancies between the experiment and the zonal-DES calculation because the calculation leads to separation too early (Fig. 6) . At location x/c = 0.55, a thin recirculation is observed experimentally, whereas the mean flow remains attached for the zonal-DES calculation. Location x/c = 0.75 corresponds to the last streamwise station along the airfoil, for which LDV measurements were acquired. The thickness of the shear layer at that location obtained by the zonal-DES calculation compares favorably with experimental data.
The displacement of the shock is also highlighted in Fig. 9 , showing the comparison of the rms field of longitudinal velocity fluctuations between calculation and LDV measurements. 37, 38 The domain of excursion of the shock is clearly evidenced by the spreading aspect of the rms field. The URANS calculation at an angle of attack of 4.5 deg leads naturally to a higher amplitude of displacement of the shock compared to the experiment. The self-sustained shock motion is not reproduced here by standard DES, and very low levels of velocity fluctuations are obtained in the shear layer. Conversely, the amplitude of the shock displacement is well reproduced by zonal DES, even if its mean location is found too early compared to the experiment according to Fig. 6 .
The rms streamwise velocity profiles are then plotted in Fig. 10 . For clarity, results for the URANS calculation at α = 3.5 deg are not shown because the unsteady calculation leads to a steady solution. At location x/c = 0.28, the flow remains attached, and the rms value is close to zero because the boundary layer is treated in the RANS mode of DES. The nonzero computed values come from the unsteadiness of the mean field. Figure 10 also illustrates the difference between zonal DES and RANS/LES coupling because the present calculations do not use any means of seeding fluctuations within the boundary layer. At location x/c = 0.35, note that calculations lead to a level of fluctuations that is too important, which is due to a separation that is too early. Downstream of the separation point, the maximum rms value rapidly increases. The maximum of velocity fluctuations is mainly related to the normal velocity jump across the shock. This maximum value obtained by the zonal-DES calculation shows a fairly good agreement, whereas standard DES leads to levels of fluctuations in the shear layer that are too low.
Power Spectral Analysis
The power spectral density (PSD) function, termed G( f ), describes how the mean squared value of the wall pressure is distributed in frequency. 44 Note the antinomic aspect between the needs of statistics and the constraints imposed by computational fluid dynamics (CFD). Indeed, to perform a statistical analysis in good conditions, the signal has to be well sampled on a sufficient duration because the spectral information has to be averaged on many blocks to be statistically significant. 45 In practice, unsteady signals issued from CFD are most often oversampled on a short duration due to high CPU cost. 46 Concerning data issued from the unsteady calculation, we used a parametric autoregressive (AR) method in which the quality of the spectral estimate is quite good, even for short data records. 47 The AR parameters are obtained with the Burg method 48 (or maximum entropy method). The ability of this method to generate spectrum estimators with accurately resolved peaks (for both the frequency resolution and the energy level) while smoothing the base noise level allows more flexibility than the classical Welch's periodogram. 49 This method is particularly well adapted to study short data that are known to consist of sinusoids in white noise. (See Refs. 43 and 50 for examples of the use of this method in the field of fluid mechanics.) Figure 11 compares the numerical sound pressure level (in decibels) of pressure fluctuation at several locations from x/c = 0.4 to = 0.9 to the corresponding experimental ones. Strong harmonic peaks are present in these spectra, clearly illustrating the periodic nature of the flow. The peak around 70 Hz is the main frequency of the buffet phenomenon, for example, the frequency of the oscillating shock motion. This important feature, illustrating the unsteadiness of the mean field, is well reproduced by zonal DES at experimental conditions (α = 3.5 deg) and URANS at a higher angle of attack (α = 4.5 deg). In the intermittent region (x/c = 0.4), the spectra are dominated by high-amplitude and low-frequency fluctuations. One can also notice the enrichment of the spectra with regard to higher frequencies at locations farther downstream, for example, in the vicinity of the trailing edge.
More precisely, in the vicinity of the trailing edge, the experimental spectrum presents a rather flat aspect at high frequencies, for example, a random white noise aspect. This feature is well reproduced by zonal DES. Of course, the URANS approach is not able to predict the wideband spectrum of turbulence. In physical space, this white noise aspect corresponds to turbulent structures of different scales. The calculation suggests that these structures come partly from the rollup eddies of the free shear layer, which progressively becomes three dimensional when impacting the thick trailing edge (Fig. 4) .
Discussion of Shock Buffet Onset
The preceding results can now be discussed in connection with possible important mechanisms in the onset of shock buffet. In this section, only the zonal-DES calculation will be considered.
Indeed, Fig. 4 has highlighted that an instability emanates from the separation point, grows along the shear layer, and interacts with the sharp trailing edge of the airfoil. It is now established 51 that when a shear layer interacts with a sharp edge, it produces a pressure wave that propagates upstream. This assumption can be verified in Fig. 12 , which presents the instantaneous divergence field of velocity and highlights the occurrence of pressure waves. The presence of upstream waves originating at the trailing edge is clearly evidenced. More precisely, note that the impact of the large-scale structures in the vicinity of the thick trailing edge causes acoustic radiation, which in turn propagates upstream. Therefore, these upstream propagating waves can regenerate an instability leading to a feedback mechanism. 52 This idea has been suggested by Lee. 53 More precisely, due to the motion of the shock, pressure waves are formed and propagate downstream at a velocity v d . When reaching the trailing edge, the disturbances generate upstream-moving waves at velocity v u . That means that the period of the shock oscillation should agree with the time T d it takes for a disturbance to propagate from the shock to the trailing edge added to the time T u needed for an upstream moving wave to reach the shock from the trailing edge. The total duration it takes to complete such a loop can be given by the following relation:
where c is the chord and x s is the mean location of the shock wave. This location can be obtained with a statistical analysis by plotting the streamwise evolution of the skewness of pressure fluctuations (S P = P 3 /P 2 3/2 ). Experimental and computed streamwise evolution of skewness in the vicinity of the shock are shown in Fig. 13 .
Note a rapid decrease of the skewness factor between locations x/c ≈ 0.3 and 0.47, where it reaches its minimal value. The negative value can be attributed by the displacement of the shock. For example, pressure signals are dominated by negative peaks due to the intermittent presence of the shock. The high value at x/c ≈ 0.3 comes from the large-amplitude fluctuations caused by the passage of the shock at this location. One can assume 54 that its mean position corresponds to the first abscissa where S P = 0, as shown in Fig. 13 .
The velocity of upstream-traveling acoustic waves is v u , that is, v u = a(M − 1), where a is the local speed of the sound and is determined thanks to the zonal-DES calculation in the field outside the separated flow region, for example, a = 320 m/s and M = 0.86.
The velocity v d of downstream-propagating waves can be obtained from the phase relation as suggested by Lee 53 or by using a frequency-wave number spectrum. 50 The result is shown in Fig. 14 for both numerical and experimental data. Two mean propagation speeds are identified: one forward at a velocity of nearly 13 m/s and one backward with an identical absolute value. The upstream velocity corresponds to the pressure waves traveling downstream at velocity v d . Applying Eq. (13) to numerical results gives the period T ≈ 0.0137 s, for example, the frequency f = 73 Hz. The same calculation based on experimental data leads to T ≈ 0.0143 s, that is, a frequency of the shock motion equal to f = 69 Hz. The correlation between the calculated frequency and the frequency issued from spectral analysis is excellent considering the inaccuracies in determining upstream wave propagation velocity.
This result supports Lee's 53 idea of assuming that the period of shock oscillation is comparable with the time it takes for a disturbance to propagate from the shock to the trailing edge plus the time for an upstream-traveling wave generated at the trailing edge to reach the shock. In addition, the calculation highlights that the upstream-propagating waves are generated by the impingment of large-scale structures on the upper surface of the airfoil. This kind of feedback 55 is typical of flows with self-sustained oscillations such as flows over cavities.
Conclusions
The numerical simulation of a transonic buffet is a problem of outstanding importance, but it is a very challenging and difficult case for DES because it presents thin-layer separation. This study has shown interest in a zonal-DES method to predict the buffet phenomenon on a supercritical airfoil. Some modifications concerning the formulation of DES have been used because the near-wall functions in LES mode have been removed, and we use the cube root = ( x y z ) 1/3 as a filter width for LES. A grid topology based on a local mesh-refinement methodology has been suggested to calculate a transonic buffet over a twodimensional airfoil. To avoid grid-induced separation on the upper side or any undesirable effects due to an unresolved attached boundary layer in the LES mode, the shock/boundary-layer interaction is explicitly treated in RANS mode, as is the lower surface of the airfoil. This method allows one to compare the effect of grid refinement in the LES regions with the same RANS boundary-layer solution.
Note that calculations have shown that large-scale structures are formed in the shear layer in the vicinity of the trailing edge and that this mechanism is strong enough to permit the development of unsteady eddies.
The periodic motion of the shock is well reproduced by URANS and zonal DES, but it is important to stress that the URANS calculation required an increase in the angle of attack compared to the experimental value. The self-sustained motion has not been recovered with standard DES, even at a higher angle of attack, in the present calculations. Conversely, the buffet phenomenon has been reproduced at the experimental value of the angle of attack with zonal DES. However, the wall pressure is a bit overestimated on the upper side with this latter calculation and is associated with a pressure level that is too low at the thick trailing edge and an advanced location of separation. This comes from a more important separated zone on the upper side. The upper-surface shock is also too straight, leading to a more important pressure jump and rms levels in the calculations because the grid is not fine enough to reproduce the lambda shape of the shock. The spectral properties of wall pressure fluctuations issued from zonal DES compare favorably with the experiment, especially the enrichment of the spectra with regard to higher frequencies at locations farther downstream, for example, in the vicinity of the trailing edge.
From a physical point of view, an instability emanates from the separation point, grows along the shear layer, and interacts with the sharp trailing edge of the airfoil. To highlight the aeroacoustical aspect of a transonic buffet, a very simple model based on propagation velocities recovers the main frequency of the motion. This result supports Lee's idea of assuming that the period of shock oscillation is comparable with the time it takes for a disturbance to propagate from the shock to the trailing edge plus the time for an upstreamtraveling wave generated at the trailing edge to reach the shock. In addition, the calculation highlights that the upstream-propagating waves are generated by the impingment of large-scale structures on the upper surface of the airfoil.
