To verify that the linear regression model is valid we plot some useful quantities. Figure S2 Fig(a) shows the normalized QQ plot of the residuals. As we can see, we can fit a straight line between the first and third quartiles. This means that the normality condition is verified for the residuals. Figure S2 Fig(b) shows the residual-leverage plot. The leverage is very low (∼ 10 −4 ). That means that the outliers are not distorting the linear model. There is a point with high negative standardized residual. This point doesn't affect the overall result. Figure S2 Fig(d) shows together with Figure S1 Fig that the assumption of homoscedasticity (constant variance) required to use the OLS (Ordinary Least Squares) estimator is verified. We calculated this quantities for (θ = 0
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To verify that the linear regression model is valid we plot some useful quantities. Figure S2 Fig(a) shows the normalized QQ plot of the residuals. As we can see, we can fit a straight line between the first and third quartiles. This means that the normality condition is verified for the residuals. Figure S2 Fig(b) shows the residual-leverage plot. The leverage is very low (∼ 10 −4 ). That means that the outliers are not distorting the linear model. There is a point with high negative standardized residual. This point doesn't affect the overall result. • , φ = 0 • ) position of the camera, we'll see later that for some position of the camera the model will diverge from the linear model, and will see if a linear model still can be used with good performances. that means that the residuals are closer to the linear model (low variance), but doesn't tell much about the best fit. From Figure S1 Fig we can see that the residuals are close to the median value, and hence the R 2 value is high, but in this situation, we cannot use this value to establish which prediction is better. A more useful statistic is the standard error (se) of the residuals. Also indicative is the distribution of the residual given by min max 1st and 3rd quantile. The linear regression model is validated using the QQ plot of the residuals, and by checking that the assumption of constant variance (homoscedasticity) needed for least mean square estimation is met. 
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