In this paper we give extensions of the Hoeffding-Azuma inequalities for weighted sums of uniformly bounded martingale differences. Our results improve previous results of Antonov (1979).
Introduction
In this paper, we are interested in deviation inequalities for martingales with bounded differences. Let (F n ) n∈IN denote an increasing filtration and (X n ) n>0 is a sequence of real-valued integrable random variables, adapted to the above filtration. We consider a sequence (∆ n ) n>0 of nonnegative deterministic reals. The martingale (M n ) n≥0 is defined by M 0 = 0 and
(1.1)
Throughout the paper, we assume that the sequences (X n ) n>0 and (∆ n ) n>0 satisfy the additional integrability condition below:
H(p)
Let Y n = M n − M n−1 . By the Whittle inequality -see Inequality (13) in Whittle (1969) -
under assumption H(p). Hence, by the martingale convergence theorem, (M n ) n converges almost surely and in L p to the random variable 
3)
The Hoeffding-Azuma inequality states that
Assume now that the sequence (∆ k ) k>0 satisfies the stronger assumption ∆ p < ∞ for some p < 2. Under this stronger condition, Antonov (1979) proved that, for independent and centered random variables X k with values in [−1/2, 1/2],
which is a much better tail estimate. For q = 2, C q = 2. However the constant C q is decreasing with respect to q and converges to 0 as q tends to ∞. For example, C q = 32/27 for q = 3 and C q = 27/32 for q = 4. In this paper, we will give more efficient constants. In particular we will prove that, for random variables X k with values in [0, 1] (this assumption is weaker than Antonov's assumption),
which extends the Hoeffding-Azuma inequality with the same constant as for p = 2.
This inequality will be derived from a more general result, which is stated and proved in Section 2. Next, in Section 3, we apply this general result to the Azuma inequality under symmetric conditions of boundedness. In Section 4, we extend the classical HoeffdingAzuma inequality (1.4). 
The main inequality
s., for any t ≥ 0 and any k > 0. (2.1)
Then, for any positive x,
Extensions of Hoeffding-Azuma inequalities
Since is convex, = ( * ) * , wich ensures that (t) = sup x>0 (xt − * (x)) for any positive t. Consequently a (p) = sup
. We have to compute the maximum of f . Since (0) = (0) = 0,
Hence f has an unique maximum at the point t x = q * (x)/x. Therefore
Both (2.5) and (2.6) imply that
Combining (2.7) and (2.4), we then get that
completes the proof of Theorem 2.1.
Application to Azuma type inequalities
In this section, we assume that the sequence (X n ) n>0 satisfies Azuma's condition IE(X n | F n−1 ) = 0 and X n ∈ [−1, 1] almost surely, for any n > 0.
Under condition (3.1), it is well known (see Bentkus (2004) , for example) that log IE exp(tX k ) | F k−1 ≤ log cosh(t) a.s., for any t ≥ 0 and any k > 0.
Hence condition (2.1) holds true with (t) = log cosh(t). Now (see Bentkus (2004) for
Starting from (3.3) and Theorem 2.1, we now prove the following extension of the Azuma inequality (1967). 
with the convention that 0 0 = 1. Then, for any positive x, Remark 3.2. From Equation (3.4) below, Theorem 3.1 holds with c s (q) = C ψ (q). Since ψ(1) = log 2 and lim x↑1 ψ (x) = ∞, C ψ (q) < log 2 for any q > 2. Furthermore, from the continuity of ψ, lim q↑∞ C ψ (q) = log 2.
Proof of Theorem 3.1. Clearly condition H(p) holds true. Consequently we may apply Theorem 2.1. In particular Theorem 3.1 holds true with
We now prove that
In order to compare ϕ and ψ, we will compare a k /a k−1 and b k /b k−1 . Clearly
Since a 0 = b 0 = 1, by induction on k, a k ≤ b k for any natural integer k, which implies (3.6). Now, by (3.4) and (3.6),
using again the change of variable u = x 2 /2. Let f (u) = u (q−2)/2 (1 − u) 1/3 . For q ≥ 8/3, the function f is increasing on [0, 1/2]. Then the maximum is reached at the point u = 1/2, from which c(q) = 2 −2/3 . For q ≤ 8/3, the maximum of f is reached at the point u q = (3q − 6)/(3q − 4) (which belongs to [0, 1/2] ). Then
which completes the proof of Theorem 3.1.
We now give another formulation of Theorem 3.1, which provides better estimates than the usual Azuma inequality. The proof, being immediate, is omitted. 
Since lim q↓2 c (q) = +∞, (3.8) ensures that lim q↓2 g (q) = +∞. Hence the optimal value q opt of q in Corollary 3.1 satisfies q opt > 2. Therefore Corollary 3.1 strictly improves the Azuma inequality.
Application to Hoeffding type inequalities
In this section, we assume that (X n ) n>0 satisfies the Hoeffding type condition X n ∈ [0, 1] almost surely, for any n > 0. 
with (t) = (t − log t − 1) + t(e t − 1)
where ψ 1 and ψ 2 are defined by
with the convention that ψ 2 (x) = +∞ for x ≥ 1. The inequality * (x) ≥ ψ 1 (x) is in fact due to Krafft (1969) and the second inequality * (x) ≥ ψ 2 (x) is proved in Rio (2013 
, with c a (q) ≥ c 1 (q). It remains to compute c 1 (q). Let f q (x) = x −q ψ(x) = 2x 2−q + (4/9)x 4−q . Then f q (x) = 2x 1−q ((2 − q) + (2/9)(4 − q)x 2 ).
Hence, for q ≥ 4, f q (x) ≤ 0 for any positive x. In that case c 1 (q) = f q (1) = 22/9. For q < 4, f q (x) = (4/9)(4 − q)x 1−q (x 2 − 9(q − 2)/(8 − 2q)).
If q ≥ 26/11, then 9(q − 2)/(8 − 2q) ≥ 1. In that case, f q (x) ≤ 0 for any x ≤ 1 and therefrom c 1 (q) = f q (1) = 26/11. Now, for q in ]2, 26/11], the positive real x q defined by x 
