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 O uso de imagens digitais no processo de diagnóstico médico é observável 
em diferentes escalas e cenários de aplicação, tendo evoluído em termos de volume 
de dados adquiridos e número de modalidades de exame atendidas. A organização 
desse conteúdo digital, comumente representado por conjuntos de imagens no pa-
drão DICOM (Digital Imaging and Communications in Medicine), costuma ser dele-
gada a sistemas PACS (Picture Archiving and Communication System) baseados na 
agregação de componentes heterogêneos de hardware e software. Parte desses 
componentes interage de forma a compor a camada de armazenamento do PACS, 
responsável pela persistência de toda e qualquer imagem digital que, em algum 
momento, foi adquirida ou visualizada/manipulada via sistema. Apesar de emprega-
rem recursos altamente especializados como SGBDs (Sistemas Gerenciadores de 
Banco de Dados), as camadas de armazenamento PACS atuais são visualizadas e 
utilizadas como simples repositórios de dados, assumindo um comportamento pas-
sivo (ou seja, sem a agregação de regras de negócio) quando comparadas a outros 
componentes do sistema. 
 Neste trabalho, propõe-se uma nova arquitetura PACS simplificada baseada 
em alterações na sua camada de armazenamento. As alterações previstas baseiam-
se na troca do perfil passivo assumido atualmente por essa camada por um perfil 
ativo, utilizando-se de recursos de extensibilidade e de distribuição de dados (hoje 
não empregados) disponibilizados por seus componentes. A arquitetura proposta 
concentra-se na comunicação e no armazenamento de dados, utilizando-se de ex-
tensões de SGBDs e de estruturas heterogêneas para armazenamento de dados 
convencionais e não convencionais, provendo alto desempenho em termos de es-
calabilidade, suporte a grandes volumes de conteúdo e processamento descentrali-
zado de consultas. Estruturalmente, a arquitetura proposta é formada por um con-
junto de módulos projetados de forma a explorar as opções de extensibilidade pre-
sentes em SGBDs, incorporando características e funcionalidades originalmente dis-
tribuídas entre outros componentes do PACS (na forma de regras de negócio). 
 Em nível de protótipo, resultados obtidos a partir de experimentos indicam a 
viabilidade de uso da arquitetura proposta, explicitando ganhos de desempenho na 
pesquisa de metadados e na recuperação de imagens DICOM quando comparados 
a arquiteturas PACS convencionais. A flexibilidade da proposta quanto à adoção de 
tecnologias de armazenamento heterogêneas também é avaliada positivamente, 
permitindo estender a camada de armazenamento PACS em termos de escalabili-
dade, poder de processamento, tolerância a falhas e representação de conteúdo. 
 
 




 The use of digital images on medical diagnosis is observable in a number of 
application scenarios and in different scales, growing in terms of volume of data and 
contemplated medical specialties. To organize this digital content composed by 
image datasets in DICOM (Digital Imaging and Communications in Medicine), it is 
usual to adopt PACS (Picture Archiving and Communication System), an architecture 
built as an aggregation of hardware and software components. Some of these 
components compose the so-called PACS’s storage layer, responsible for the 
persistence of every digital image acquired or visualized/manipulated through the 
system. Despite their high-specialized components (e.g., DBMS – Database 
Management System), PACS storage layers used today are visualized as simple 
data repositories, assuming a passive role (i.e., without the implementation of 
business rules) when compared to other components. 
 In this work, a simplified, new architecture is proposed for PACS, based in 
modifications on its storage layer. The modifications are based in the replacement of 
the current passive role by an active one, using extensibility and data distribution 
resources available on its components. The proposed architecture focuses on 
communication and data storage, using DBMS extensions and heterogeneous 
structures for the storage of conventional and non-conventional data, providing high-
performance in terms of scalability, support to large volumes of data and 
decentralized query processing. Structurally, the proposed architecture is composed 
by a set of modules designed to explore extensibility options available in DBMSs, 
incorporating characteristics and functionalities originally distributed as business 
rules among other components of PACS. 
 At prototype level, results obtained through experiments indicate the viability 
of the proposal, making explicit the performance gains in the search for metadata 
and image retrieval when compared to conventional PACS architectures. The 
flexibility of the proposal regarding the adoption of heterogeneous storage 
technologies is also positively evaluated, allowing the extension of the PACS storage 
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 Diferentes especialidades médicas têm se beneficiado da digitalização de 
imagens adquiridas a partir de modalidades de exame baseadas em filme (como por 
exemplo radiografia convencional), bem como pelo uso de imagens geradas origi-
nalmente em formato digital (provenientes de exames de Tomografia Computadori-
zada (Computed Tomography – CT) e Ressonância Magnética (Magnetic 
Resonance Imaging – MRI), por exemplo). Independentemente de sua origem, ima-
gens digitais têm contribuído para melhorias no processo de avaliação estrutural e 
funcional necessário ao diagnóstico médico. Sua adoção é refletida no aumento do 
número de possíveis cenários de aplicação e do volume de exames realizados, ge-
rando demandas relacionadas ao manuseio e ao gerenciamento dos dados digitais 
adquiridos pelas instituições de saúde (BOURNE, 2010). 
 Do ponto de vista organizacional, a adoção e o uso diário de dados médicos 
em formato digital (incluindo imagens) demandam uma logística para aquisição, dis-
tribuição e armazenamento de conteúdo. A infraestrutura necessária ao suporte 
desse cenário é composta por uma agregação de componentes de hardware e 
software, comumente organizados como HIS (Hospital Information System), RIS 
(Radiology Information System) e PACS (Picture Archiving and Communication 
System) (ver GLOSSÁRIO DE TERMOS E EXPRESSÕES) (SMITH, 2006; 
HECKMAN; SCHULTZ, 2006). É comum que instituições de saúde adotem esses 
sistemas de forma integrada, distribuindo os dados disponíveis de acordo com as 
características de cada um. HIS e RIS são usados para a organização de dados 
convencionais (alfanuméricos, como por exemplo dados demográficos de pacientes, 
prescrições de medicamentos, laudos de exames), enquanto PACS é usado para a 
organização de dados não convencionais (binários, como por exemplo imagens di-
gitais, áudio de laudos, vídeos de determinadas modalidades de exame), garantindo 
que os mesmos sejam adequadamente adquiridos, distribuídos de forma segura e 
armazenados de forma confiável. 
 Quando usados de forma integrada em uma ou mais instituições de saúde, 
HIS, RIS e PACS baseiam-se em padrões de comunicação e representação de da-
dos bem definidos (LI, 2011; EICHELBERG; ADEN; RIESMEIER, 2005), tais como 
HL7 (Health Level Seven) e DICOM (Digital Imaging and Communications in 
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Medicine) (ver GLOSSÁRIO DE TERMOS E EXPRESSÕES). Historicamente, o con-
junto de padrões HL7 é utilizado na organização, troca de informações, integração, 
compartilhamento e recuperação de dados convencionais (HEALTH LEVEL SEVEN 
INTERNATIONAL, 2012; MEO; QUATTRONE; URSINO, 2011; DOLIN, 2001; 
DOLIN, 2006). O padrão DICOM, por sua vez, é comumente utilizado na aquisição, 
armazenamento, exibição, processamento, troca de informações, busca e impressão 
de dados não convencionais (DICOM, 2012; BIDGOOD JR, 1997; 
MILDENBERGER; EICHELBERG; MARTIN, 2002). Juntos, DICOM e HL7 contri-
buem para a definição e criação de fluxos de trabalho consonantes com as políticas 
das instituições que os utilizam. 
 Em um escopo limitado ao armazenamento de dados, o padrão DICOM de-
fine um conjunto de formatos de arquivo, perfis de aplicação e relacionamentos entre 
formatos de arquivo e mídias físicas (PS 3.10-2011, 2012; PS 3.11-2011, 2012; PS 
3.12-2011, 2012). Essas definições não contemplam diretrizes ou guidelines para o 
armazenamento de dados convencionais e não convencionais, resultando em inú-
meras implementações ad hoc com base em Sistemas Gerenciadores de Banco de 
Dados (SGBDs), sistemas de arquivos convencionais e sistemas de arquivos distri-
buídos. As camadas de armazenamento resultantes dessas implementações são uti-
lizadas pelas arquiteturas PACS atuais como simples repositórios de dados, restritos 
a funções de gravação e leitura de conteúdo. Essa restrição desconsidera ca-
racterísticas incorporadas a SGBDs e frameworks para gerenciamento de dados 
(como por exemplo garantia de consistência, indexação e busca), essenciais no 
atendimento a objetivos como confiabilidade e flexibilidade de uso. Sistemas basea-
dos nessas arquiteturas costumam disponibilizar essas características na forma de 
features derivadas de regras de negócio, distribuídas entre diferentes componentes. 
Essa distribuição contribui para o aumento da complexidade dos sistemas, negligen-
ciando fatores relacionados a desempenho (importantes em cenários onde a intera-
ção humana é relevante, como por exemplo a visualização e interpretação de con-
juntos de imagens). 
 Objetivando melhorar a organização e a execução de tarefas relacionadas 
ao armazenamento de dados médicos convencionais e não convencionais, o pre-
sente trabalho propõe uma nova arquitetura de alto desempenho para sistemas 
PACS centrada em extensões de SGBDs. A proposta estende a camada de arma-
zenamento adotada nesses sistemas, transformando-a em um componente ativo da 
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arquitetura PACS conhecido como AE (Application Entity) (ver GLOSSÁRIO DE 
TERMOS E EXPRESSÕES) (PS 3.2-2011, 2012). Essa alteração é feita pela incor-
poração de módulos especializados a um SGBD, construídos em consonância com 
a extensão SQL/MED (Structured Query Language / Management of External Data) 
(INTERNATIONAL ORGANIZATION FOR STANDARDIZATION (ISO), 2003) e se-
guindo APIs (Application Programming Interfaces) que possibilitam a integração en-
tre extensões de software e o core de um SGBD. Os módulos derivados da proposta 
são projetados para atender a demandas de comunicação, armazenamento e pro-
cessamento de forma integrada a um SGBD, utilizando-se de fatores como a redu-
ção do número de componentes da arquitetura, a escalabilidade visando persistên-
cia de dados com tecnologias heterogêneas e o processamento distribuído de con-





 As arquiteturas PACS usadas atualmente são compostas por um conjunto 
de componentes de hardware e software, capazes de trocar entre si dados médicos 
convencionais e não convencionais seguindo as políticas de representação e comu-
nicação estabelecidas pelo padrão DICOM. Esses componentes são organizados 
como entidades independentes, responsáveis pela implementação de regras de ne-
gócio definidas pelo fluxo de trabalho da instituição de saúde atendida; sua combi-
nação permite construir sistemas de complexidade variada, mas com elementos bá-
sicos facilmente identificáveis (como pode ser visualizado na FIGURA 1) 
(HECKMAN; SCHULTZ, 2006): 
1. o servidor HL7 atua como ponto de entrada para dados convencionais 
provenientes de fontes externas (tais como sistemas HIS e RIS), além de 
receber dados informados manualmente via interfaces customizadas. Os 
dados recebidos, correspondentes a informações coletadas previamente 
à execução dos exames, podem ser encaminhados diretamente aos 
equipamentos de aquisição de imagem ou ao servidor DICOM, na forma 
de DICOM Modality Worklists (MWLs) (ver GLOSSÁRIO DE TERMOS E 
EXPRESSÕES) (GALE; GALE, 2000); 
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2. os equipamentos de aquisição de imagem são responsáveis pela captura 
e gravação de imagens individuais ou conjuntos de imagens, de acordo 
com a especialidade médica atendida; as imagens adquiridas são com-
plementadas com os dados provenientes das worklists enviadas pelo 
servidor HL7, com dados provenientes das worklists enviadas pelo servi-
dor DICOM ou por dados informados manualmente via console; 
3. visando a integração de diferentes AEs, o servidor DICOM assume o pa-
pel de elemento concentrador, enviando MWLs para os equipamentos de 
aquisição de imagem e recuperando as imagens geradas após a execu-
ção dos exames. Essas imagens são organizadas de acordo com a es-
trutura de atributos e arquivos definida pelo padrão DICOM; 
4. conjuntos de dados compostos pelos dados prévios dos exames e pelas 
imagens digitais resultantes são encaminhados pelo servidor DICOM pa-
ra arquivamento em estruturas de hardware e software responsáveis pela 
organização, distribuição e armazenamento online, near-line e offline (ver 
GLOSSÁRIO DE TERMOS E EXPRESSÕES) (NAGY; SCHULTZ, 2006); 
5. uma vez arquivados, os dados dos exames ficam disponíveis para visua-
lização, avaliação e interpretação por diferentes profissionais de saúde. 
O trabalho executado por esses profissionais varia da simples exibição 
dos dados em workstations clínicas até a manipulação das imagens em 
workstations radiológicas (ver GLOSSÁRIO DE TERMOS E EX-
PRESSÕES), o que demanda recursos de hardware e software específi-
cos para a execução de cada tarefa. A estrutura de armazenamento ado-
tada pelas instituições de saúde determina a disponibilidade dos dados: 
quando armazenados de forma online, sua recuperação é imediata; 
quando armazenados de forma near-line ou offline, sua recuperação de-
manda um intervalo de tempo para busca, recuperação e disponibiliza-
ção; 
6. conjuntos de dados de exames são compostos por dados convencionais 
e por dados não convencionais, encapsulados individualmente em atri-
butos e agrupados em imagens e arquivos de acordo com o padrão 
DICOM. É uma prática comum a arquiteturas PACS organizar dados al-
fanuméricos em bancos de dados relacionais ou objeto-relacionais, 
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usando diferentes níveis de normalização com o objetivo de reduzir sua 




FIGURA 1 – EXEMPLO DE ARQUITETURA PACS (DESTAQUE PARA A ORGANIZAÇÃO 
MODULAR DAS ENTIDADES DE APLICAÇÃO). FONTE: (HECKMAN; SCHULTZ, 2006) (modificado 
pelo autor) 
 
O cenário apresentado na FIGURA 1 exemplifica a complexidade do pro-
cesso de gerenciamento de dados em instituições de saúde, e exibe uma das inú-
meras possíveis configurações que podem ser adotadas. Sistemas PACS permitem 
a utilização de AEs redundantes, ou mesmo a omissão de componentes específicos 
(como por exemplo o servidor HL7); considerando o armazenamento e o gerencia-
mento de dados, as escolhas feitas de maneira ad hoc durante o estágio de configu-
ração dos serviços têm impacto direto nos resultados obtidos a médio e longo pra-
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zos, no que se refere ao volume de dados armazenados e às estratégias de recupe-
ração construídas sobre esses dados. 
 
 
1.2 DESCRIÇÃO DO PROBLEMA 
 
 A literatura relacionada descreve PACS como um sistema de informações 
capaz de prover serviços de gerenciamento, armazenamento e distribuição de ima-
gens digitais objetivando o diagnóstico médico. Apesar de correta, essa descrição 
limita o entendimento da complexidade inerente à adoção, instalação e uso de sis-
temas que se enquadram nessa categoria. É comum que arquiteturas PACS provo-
quem transformações radicais no escopo organizacional por meio de alterações em 
fatores econômicos, humanos e, não menos importantes, técnicos (PARÉ; TRUDEL, 
2007). 
 Dentre os fatores técnicos impactantes à adoção de sistemas PACS, podem 
ser destacados a integração com sistemas HIS e RIS (para a recepção de dados ad-
quiridos previamente e o retorno da situação dos exames executados), a indisponi-
bilidade de atributos (tags) DICOM (ver GLOSSÁRIO DE TERMOS E EXPRES-
SÕES), como por exemplo a data e hora da execução dos exames ou da gravação 
das imagens adquiridas (derivada de implementações parciais do padrão) e a ado-
ção de AEs com declarações de conformidade (DICOM Conformance Statements) 
(ver GLOSSÁRIO DE TERMOS E EXPRESSÕES) limitadas ou incorretas, o que re-
duz a possibilidade de implementação de serviços (PARR, 2001; HONEYMAN-
BUCK, 2003; MANSOORI; ERHARD; SUNSHINE, 2012). Há também fatores relaci-
onados à integração entre diferentes AEs, derivados da heterogeneidade de equi-
pamentos instalados e da necessidade de distribuir serviços entre entidades de apli-
cação. A complexidade resultante do número e da distribuição das AEs em diferen-
tes cenários de uso permite concluir que, quanto maior o número dessas entidades 
de aplicação em uma arquitetura PACS, maior é a propensão ao surgimento de pro-
blemas de interconectividade (COSTA; SILVA; OLIVEIRA, 2007; BELLON, 2011). 
 A redução no número de AEs em uma arquitetura PACS pode contribuir com 
a diminuição dos problemas de heterogeneidade e interconectividade entre seus 
componentes. Para tanto, é necessário que as entidades de aplicação remanes-
centes incorporem um maior número de serviços, sem comprometer seu desempe-
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nho e sua disponibilidade. Uma possibilidade de incorporação de serviços direta-
mente relacionados a dados (como comunicação, armazenamento e processa-
mento) está na utilização dos SGBDs relacionais ou objeto-relacionais, por meio de 
suas características de extensibilidade (BATORY, 1987). Atualmente, esses SGBDs 
(que compõem a camada de armazenamento do PACS) são utilizados como simples 
repositórios de dados convencionais (e, dependendo do cenário de uso, de dados 
não convencionais), assumindo um perfil passivo quando comparados a compo-
nentes presentes em outras camadas da arquitetura. O aprimoramento dessas enti-
dades de aplicação por meio da criação de funções definidas pelo usuário (User-
Defined Functions – UDFs) (GODFREY, 1998), bem como pela definição e imple-
mentação de extensões e estruturas diferenciadas para armazenamento e acesso a 
dados (CAREY; HAAS, 1990) permitem visualizar cenários que atendam às propos-
tas de simplificação. 
 Nesse contexto, considerando a complexidade das arquiteturas PACS atuais 
e as características de extensibilidade disponíveis em SBGDs, o problema relacio-
nado à presente tese pode ser expresso pela seguinte questão: é possível definir 
uma arquitetura PACS simplificada e de alto desempenho com base em alterações 
na sua camada de armazenamento, centradas em extensões implementadas em ní-
vel de SGBD? 
 
 
1.3 HIPÓTESES E OBJETIVOS 
 
 A questão apresentada ao final da Seção 1.2 leva a um conjunto amplo de 
possibilidades, principalmente no que compete às possíveis extensões que permiti-
riam a incorporação de diferentes serviços pela camada de armazenamento de uma 
arquitetura PACS simplificada. De forma a restringir esse conjunto, três hipóteses 
relacionadas à comunicação, armazenamento e processamento de dados foram 
formuladas, com o objetivo de guiar a obtenção de uma resposta que valide a pro-







1.3.1 Hipótese #1 
 
A construção de um esquema de BD (banco de dados) relacional aderente 
às características do padrão DICOM contribui para ganhos de desempenho em ce-
nários onde a razão entre armazenamento e pesquisa/recuperação de conteúdo é 
de 1 para n; essa razão é característica de sistemas PACS, onde uma imagem é 
adquirida e gravada uma vez, e consultada/recuperada sempre que necessário. 
Objetivo específico relacionado: prover um esquema de BD relacional sim-
plificado e de alto desempenho que seja indiferente às diversas combinações de 
tags encontradas em imagens no padrão DICOM, e que atenda a diferentes modali-
dades de exame e equipamentos sem modificações estruturais. 
 
1.3.2 Hipótese #2 
 
A modelagem e implementação de uma extensão de SGBD para a recepção 
e o envio de mensagens no padrão DICOM, apoiada sobre o esquema de BD relaci-
onal proposto na hipótese #1, permite agregar serviços de comunicação à camada 
de armazenamento de dados da arquitetura PACS. 
Objetivo específico relacionado: estender a camada de armazenamento da 
arquitetura PACS com a incorporação de serviços de parsing, interpretação e com-
posição de mensagens no padrão DICOM. 
 
1.3.3 Hipótese #3 
 
A adoção de tecnologias heterogêneas de armazenamento para dados con-
vencionais e não convencionais permite explorar características de organização e 
persistência diversas, resultando em uma arquitetura PACS mais escalável, tole-
rante a falhas, com um maior desempenho e mais flexível quanto à forma como o 
conteúdo DICOM é armazenado (tanto em nível de tag quanto em nível de imagem). 
Objetivo específico relacionado: promover a integração entre diferentes tec-
nologias de armazenamento, de forma a flexibilizar a distribuição de dados para as 





1.4 ORGANIZAÇÃO DO TRABALHO 
 
Neste capítulo foram apresentadas informações relacionadas à aquisição e 
utilização de dados médicos convencionais e não convencionais, bem como sua dis-
tribuição em sistemas HIS, RIS e PACS. O contexto do trabalho (restrito a arqui-
teturas PACS) foi descrito, bem como o problema a ser abordado, as hipóteses a se-
rem verificadas e os objetivos a serem atingidos. 
 O capítulo dois descreve o padrão DICOM (base para a comunicação e o 
armazenamento de dados em cenários envolvendo PACS) em termos estruturais e 
funcionais, além de fundamentar extensibilidade em SGBDs, a extensão SQL/MED e 
o modelo de armazenamento decomposto. O capítulo também apresenta fundamen-
tos de computação de alto desempenho voltados à escalabilidade para armazena-
mento e processamento de dados distribuídos e tolerância a falhas. 
O capítulo três organiza uma série de trabalhos correlatos na forma de uma 
revisão de literatura, com destaque para a utilização de bancos de dados em siste-
mas PACS – contexto a ser explorado no desenvolvimento do presente trabalho. 
 O capítulo quatro apresenta a proposta de arquitetura PACS simplificada e 
de alto desempenho, seguida dos materiais e métodos a serem utilizados em sua 
construção (incluindo os softwares empregados na prototipação das extensões de 
SGBD). 
 O capítulo cinco descreve os ambientes experimentais configurados para a 
execução dos testes necessários à verificação das hipóteses formuladas na Seção 
1.3. Para cada ambiente, um conjunto de resultados envolvendo as operações de 
persistência, pesquisa de metadados e recuperação de imagens completas é apre-
sentado e discutido, permitindo a comparação da arquitetura proposta com instân-
cias de uma arquitetura PACS reconhecida e bem estabelecida. 
 O capítulo seis conclui o trabalho, abordando cada hipótese e seu objetivo 
específico relacionado individualmente. As contribuições derivadas da tese são rela-
cionadas na sequência, explicitando o que o trabalho trouxe de mais relevante à 
área de gerenciamento de imagens médicas. Como complemento, são apresentadas 
indicações de trabalhos futuros passíveis de serem desenvolvidos como adendos e 




2 FUNDAMENTAÇÃO TEÓRICA 
 
 
 Este capítulo apresenta fundamentos do padrão DICOM referentes à sua or-
ganização estrutural e funcional, com destaque à representação de conteúdo e ser-
viços de busca e recuperação. São apresentados também conceitos utilizados no 
desenvolvimento da proposta, incluindo fundamentos de extensibilidade em SGBDs, 
especificações sobre a extensão SQL/MED e regras de construção do modelo de 
dados decomposto – modelo esse que serve de base para a implementação do es-
quema de BD utilizado no presente trabalho. Fundamentos de computação de alto 
desempenho voltados à escalabilidade para armazenamento e processamento de 
dados e tolerância a falhas também são apresentados, servindo como base para, 
juntamente com a extensão SQL/MED, prover recursos teóricos para a distribuição 
de dados entre tecnologias heterogêneas. 
 
 
2.1 ORGANIZAÇÃO DE CONTEÚDO NO PADRÃO DICOM 
 
 O padrão DICOM, desenvolvido originalmente pelo American College of 
Radiology (ACR) e pela National Electrical Manufacturers Association (NEMA), com-
preende um conjunto de especificações não-proprietárias para a estruturação e a 
formatação de imagens médicas digitais, bem como a definição de protocolos de 
comunicação utilizados na transmissão dessas imagens em cenários envolvendo 
uma ou várias instituições de saúde. Com sua primeira versão (ACR/NEMA 300) li-
berada em 1985, o padrão tem evoluído de acordo com as deliberações do DICOM 
Standards Committee, formado por fabricantes de equipamentos médicos, universi-
dades e institutos de pesquisa (BIDGOOD JR, 1997; MILDENBERGER; 
EICHELBERG; MARTIN, 2002). 
 Dados armazenados em imagens DICOM são organizados por meio de 
Information Object Definitions (IODs) (ver GLOSSÁRIO DE TERMOS E EXPRES-
SÕES), que agrupam semanticamente conjuntos de elementos de dados. Cada IOD 
é associado a um ou mais DICOM Message Service Elements (DIMSEs) através de 
Service-Object Pairs (SOPs) (ver GLOSSÁRIO DE TERMOS E EXPRESSÕES), de-
finindo assim quais operações poderão ser executadas com os dados em questão 
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(por exemplo, armazenamento, pesquisa e recuperação de imagens de tomografia 
computadorizada). A comunicação de dados e execução de serviços é negociada 
com base em um modelo ponto-a-ponto, envolvendo duas AEs que assumem, cada, 
um perfil que perdura durante toda a interação: Service Class User (SCU) ou Service 
Class Provider (SCP) (ver GLOSSÁRIO DE TERMOS E EXPRESSÕES) (PIANYKH, 
2008). 
 Em seu nível organizacional mais baixo, tags DICOM identificadas por valo-
res de grupo e elemento compõem os elementos de dados. Valores de grupo corre-
lacionam elementos semanticamente, e valores de elemento identificam unicamente 
cada elemento dentro de um mesmo grupo. Tags são caracterizadas por Value 
Representations (VRs) e Value Multiplicities (VMs) (ver GLOSSÁRIO DE TERMOS E 
EXPRESSÕES), responsáveis por especificar tipos de dados, regras de formatação 
e número de ocorrências possíveis para o conteúdo de cada tag (PS 3.5-2011, 
2012). O padrão DICOM define um dicionário de dados composto por um conjunto 
de tags padrão com valores reservados para grupos e elementos, permitindo a sua 
expansão pela inclusão de tags proprietárias (PS 3.6-2011, 2012). 
 Em seu nível organizacional mais alto, imagens DICOM são estruturadas 
como conjuntos de tags. O número de tags componentes de uma imagem varia de 
acordo com a disponibilidade de informações no momento do agendamento e da 
execução do exame, bem como da modalidade de exame a ser executada (como 
tomografia computadorizada ou ressonância magnética, por exemplo) e o fabricante 
do equipamento utilizado; assim, o conteúdo real de uma imagem só é conhecido 
em tempo de avaliação (parsing). Por fim, imagens são organizadas em uma hierar-
quia de quatro níveis, com cada nível sendo identificado unicamente pelo valor de 
uma tag específica. Essa hierarquia estabelece que um paciente (primeiro nível, tag 
patientid) pode realizar vários estudos, um estudo (segundo nível, tag 
studyinstanceuid) pode ser composto por várias séries, e uma série (terceiro nível, 
tag seriesinstanceuid) pode relacionar várias imagens. É na imagem (quarto nível, 
identificada unicamente pela tag sopinstanceuid) que os dados são efetivamente 
armazenados. A FIGURA 2 exemplifica, estruturalmente, a organização do conteúdo 






FIGURA 2 – EXEMPLO DE ORGANIZAÇÃO DE CONTEÚDO DICOM. EM SEU NÍVEL MAIS ALTO 
(ARQUIVO), UMA IMAGEM É COMPOSTA POR UM CONJUNTO DE TAGS. EM SEU NÍVEL MAIS 
BAIXO (TAG), UM ELEMENTO DE DADOS É COMPOSTO POR NÚMEROS DE GRUPO E 
ELEMENTO, ALÉM DE UM VALOR DE REPRESENTAÇÃO, MULTIPLICIDADE E CONTEÚDO. 
FONTE: (YU, 2008) (modificado pelo autor) 
 
 
2.2 PESQUISA E RECUPERAÇÃO DE CONTEÚDO NO PADRÃO DICOM 
 
 O padrão DICOM especifica como as operações de pesquisa e recuperação 
de conteúdo devem ser executadas, de forma a garantir a interoperabilidade entre 
diferentes interpretações e implementações. Um nível mínimo de conformidade é 
esperado pela adoção de um comportamento básico, que pode ser complementado 
por um comportamento estendido a partir da disponibilização de um número maior 
de recursos (PS 3.4-2011, 2012). 
 Basicamente, as operações de pesquisa e/ou recuperação de conteúdo em 
DICOM seguem uma definição conhecida como Entity-Relationship Model Definition, 
construída sobre a hierarquia de quatro níveis que inclui paciente, estudo, série e 
imagem. Para cada um desses níveis, o padrão define um conjunto de atributos que 
podem ser usados como chaves de busca únicas, obrigatórias ou opcionais, de for-
ma individual ou combinada. Cada atributo pode ser usado em comparações de 
igualdade simples, como parte de uma lista de valores, como parte de um intervalo 
de valores, como parte de uma sequência de valores e em comparações envolvendo 
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padrões (complementados ou não por wildcards), o que provê uma grande flexibili-
dade por parte das aplicações cliente na construção de predicados de pesquisa e 
recuperação. 
 Em sua versão atual, o padrão DICOM dá suporte a dois modelos de infor-
mação para pesquisa e recuperação de conteúdo (Query/Retrieve Information 
Models): Patient Root e Study Root. Cada modelo identifica o nível da hierarquia a 
partir do qual a pesquisa/recuperação é iniciada. Quatro valores de nível 
(Query/Retrieve Level Values) limitam a busca: Patient, Study, Series e Image. Jun-
tos, um Information Model e um Level Value definem um intervalo entre níveis hie-
rárquicos a ser percorrido, do nível superior ao nível inferior. 
 Para atender a esses critérios de busca, o comportamento básico estabelece 
que AEs responsáveis por responder a pesquisas devem ser capazes de processar 
métodos de busca hierárquica (Hierarchical Search Methods). Esses métodos per-
correm recursivamente a hierarquia (limitados pelos níveis superior e inferior), exe-
cutando as seguintes etapas: 
1. a busca inicia pelo nível hierárquico definido pelo Query/Retrieve Information 
Model, descendo pela hierarquia até o nível indicado pelo Query/Retrieve 
Level Value (também conhecido como nível-alvo); 
2. quando o nível-alvo é atingido, atributos identificados como chaves de busca 
são usados para comparações com os valores fornecidos pela aplicação cli-
ente; 
3. entidades (atributos ou imagens) cujos dados satisfaçam os critérios de busca 
são retornadas à aplicação cliente, uma de cada vez, juntamente com os atri-
butos identificadores do nível-alvo e de seus níveis hierárquicos superiores. 
O comportamento estendido, por sua vez, define consultas relacionais 
(Relational-Queries), construções que permitem comparações de valores de atribu-
tos e recuperação de entidades em múltiplos níveis hierárquicos, como segue: 
1. a busca inicia pelo nível hierárquico definido pelo Query/Retrieve Information 
Model, descendo pela hierarquia até o nível indicado pelo Query/Retrieve 
Level Value (também conhecido como nível-alvo); 
2. para cada nível hierárquico, atributos identificados como chave de busca são 
usados para comparações com os valores fornecidos pela aplicação cliente. 
Entidades cujos dados satisfaçam os critérios de busca são levadas para o 
próximo nível da hierarquia; 
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3. quando o nível-alvo é atingido, entidades cujos dados foram coletados em to-
dos os níveis percorridos são retornadas à aplicação cliente, uma de cada 
vez. 
Apesar da descrição algorítmica presente na especificação do padrão 
DICOM, cada implementação é responsável por decisões particulares relacionadas 
aos detalhes da tecnologia de persistência empregada. Em SGBDs relacionais, por 
exemplo, Hierarchical Search Methods e Relational-Queries são traduzidas para 
uma ou mais consultas em SQL, cuja complexidade é derivada direta do esquema 
de BD adotado. 
 
 
2.3 EXTENSIBILIDADE EM SGBDs 
 
 Os fundamentos de extensibilidade em SGBDs são datados da década de 
80, derivados da avaliação de que um armazenamento puramente baseado em tu-
plas e relações não seria suficiente para atender a demandas envolvendo elementos 
de dados complexos (HASKIN; LORIE, 1982). Na época, pesquisas e experimentos 
identificaram a possibilidade de incorporar aos SGBDs técnicas já ratificadas pela 
engenharia de software no desenvolvimento de aplicações (como por exemplo o 
modelo em camadas). Sistemas Gerenciadores de Banco de Dados passaram a ser 
organizados como um conjunto de camadas interconectadas por interfaces simplifi-
cadas; essa estratégia permitia que camadas específicas (mapeadas fisicamente pa-
ra diferentes tipos de dados, algoritmos de indexação, engines de armazenamento 
de dados, entre outras) pudessem ser substituídas, em tempo de compilação, por 
camadas mais adequadas ao contexto de uso (BATORY, 1987; BATORY, 1988). 
 O aprimoramento do processo de incorporação de diferentes camadas à es-
trutura base dos SGBDs extensíveis permitiu o mapeamento de outras característi-
cas desses softwares ao mesmo modelo. Como resultado, surgiu o conceito de tipo 
de dado customizado à aplicação (mais conhecido como tipo de dado abstrato – 
Abstract Data Type – ADT), permitindo estender o catálogo de tipos de dados pa-
drão (números inteiros, caracteres, entre outros) pela definição e implementação de 
tipos contextualizados, orientados a aplicações-alvo cujos dados possuíam caracte-
rísticas específicas (como por exemplo imagens e dados geométricos e espaciais) 
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(GARDARIN, 1989). Inicialmente compilados como camadas de acoplamento varia-
do (CAREY, 1986; SCHWARZ, 1986), e posteriormente definidos como composi-
ções envolvendo códigos compilados para execução de operações e especificações 
armazenadas no dicionário de dados dos SGBDs (STONEBRAKER, 1986), esses 
novos tipos de dados promoveram o processo de modelagem e construção de ins-
tâncias de bancos de dados a um nível mais alto, simplificando a representação e o 
mapeamento de entidades presentes no domínio de aplicação para entidades no 
domínio de persistência. 
 Como opção/complemento à extensibilidade via ADTs, as operações defini-
das no contexto dos tipos customizados passaram a ser implementadas de forma 
isolada. Surgiram assim as UDFs, procedimentos escritos e compilados em diferen-
tes linguagens de programação e “ligados“ à estrutura base do SGBD por meio de 
uma interface bem definida. Essa interface provê meios para marshalling e 
unmarshalling de argumentos e valores de retorno, suportada por descrições defini-
das em dicionário de dados que permitem, em tempo de execução, verificar a cor-
retude sintática de chamadas aos procedimentos a partir de instruções DML (Data 
Manipulation Language) (LINNEMANN, 1988; ORDONEZ, 2010). 
 
 
2.4 EXTENSÃO SQL/MED 
 
Definida oficialmente pela ISO (International Organization for 
Standardization) em meados de 2003, a extensão SQL/MED passou a integrar o pa-
drão SQL com o objetivo de estabelecer uma metodologia de acesso a fontes de 
dados externas às instâncias relacionais. Através da sua utilização, é possível com-
plementar os dados normalizados disponíveis em instâncias de bancos de dados re-
lacionais com dados provenientes de origens diversas, sem que o SGBD assuma a 
responsabilidade pela gerência e manutenção desses dados. Essa integração entre 
fontes de dados heterogêneas visa simplificar o acesso a diferentes conjuntos estru-
turalmente distintos, provendo uma interface unificada (baseada na linguagem SQL) 
que permita a seleção, a manipulação e o estabelecimento de relações diretas entre 
os conjuntos disponíveis (MELTON, 2001; MELTON, 2002). 
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O uso da extensão SQL/MED está condicionado à escolha, feita em tempo 
de modelagem e implementação de um esquema relacional físico, de como acessar 
os dados externos à instância de BD. Conceitualmente, duas opções são disponibili-
zadas: wrapper interfaces e datalinks. Ambas são definidas como segue, e podem 
ser visualizadas na FIGURA 3: 
 wrapper interfaces baseiam-se em três componentes, conectados entre si por 
APIs bem definidas. O acesso físico aos dados externos à instância relacional 
é feito por Foreign Servers (FSs), responsáveis pela manutenção dos dados 
acessados em seu formato original; esses componentes são utilizados por um 
ou mais Foreign Data Wrappers (FDWs), que estabelecem uma conexão lógi-
ca entre representações abstratas de tabelas (Foreign Tables – FTs) e as re-
presentações físicas correspondentes. Instruções SQL envolvendo FTs são 
encaminhadas aos respectivos FDWs, que por sua vez as encaminham para 
execução pelos FSs; 
 datalinks são instâncias de um tipo de dado específico, criado com o intuito 
de referenciar arquivos armazenados em sistemas de arquivos externos ao 
SGBD. Diferentemente de um path convencional, instâncias do tipo datalink 
permitem controle sobre uma possível integridade referencial aplicada ao 
campo que as armazenam, bem como o acesso ao conteúdo referenciado 
sem a necessidade de o mesmo ser importado fisicamente na instância de 
BD. 
Mesmo antes de sua normatização pela ISO e posterior inclusão ao padrão 
SQL, a extensão SQL/MED foi utilizada como suporte à implementação de uma sé-
rie de modelos de armazenamento, além de servir como base teórica para a con-
cepção de soluções envolvendo a consolidação de dados heterogêneos. Desta-
caram-se na época trabalhos voltados ao gerenciamento de grandes volumes de 
dados de simulação (PAPIANI, 1999; PAPIANI; WASON; NICOLE, 2000) e a modu-
larização de repositórios de dados heterogêneos baseados em SGBDs e sistemas 
de arquivos (SURJANTO; RITTER; LOESER, 2000; MITTAL; HSIAO, 2001; 
BHATTACHARYA, 2002). Atualmente, a extensão é utilizada como base teórica pa-
ra a construção de modelos de armazenamento que apostam na simbiose entre 
SGBDs e repositórios de dados não-relacionais (IVANOVA; KERSTEN; 





FIGURA 3 – EXTENSÃO SQL/MED, DE ACORDO COM SEU PROJETO CONCEITUAL. À 
ESQUERDA, COMPONENTES DA WRAPPER INTERFACE. À DIREITA, O TIPO DE DADO 
DATALINK. FONTE: (MELTON, 2001) 
 
As definições da extensão SQL/MED, tal qual apresentado na FIGURA 3, 
são interpretadas de diferentes maneiras no momento de sua implementação e inte-
gração a um SGBD. Há implementações bastante aderentes à modularização defi-
nida conceitualmente, e também implementações que a simplificam na forma de 
uma extensão, integrada ao ciclo de vida dos processos do SGBD. Independente-
mente do tipo de implementação adotada, o comportamento primário se mantém: 
acessar dados externos à instância de BD, traduzindo-os para uma representação 
relacional utilizável pelo SGBD. 
 
 
2.5 DECOMPOSED STORAGE MODEL 
 
 O modelo de armazenamento decomposto (Decomposed Storage Model – 
DSM) (COPELAND; KHOSHAFIAN, 1985) é um modelo de armazenamento base-
ado na decomposição das relações de um esquema conceitual em um conjunto de 
relações binárias simples. Para cada atributo originalmente definido no esquema 
conceitual, o modelo propõe a criação de uma relação binária composta por uma 
chave primária substituta (surrogate key) e o atributo, ordenado pelo valor da chave 
substituta (além de uma outra relação binária com a mesma estrutura, mas orde-
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nada pelo valor do atributo). Um exemplo de decomposição de uma relação (origi-
nalmente em sua forma horizontal) para DSM pode ser visualizada na FIGURA 4. 
Nele, uma relação (chamada originalmente de R) é composta por uma chave subs-
tituta (surrogate key – sur) e por três atributos de tipos de dados e domínios quais-
quer (a1, a2 e a3). A aplicação das regras de decomposição resulta na criação de 
três relações (RD1, RD2 e RD3), cada qual herdando a chave substituta da relação 
original e um dos atributos. 
 
 
FIGURA 4 – EXEMPLO DE DECOMPOSIÇÃO DE UMA RELAÇÃO HORIZONTAL EM UM 
CONJUNTO DE RELAÇÕES BINÁRIAS SIMPLES. FONTE: (COPELAND; KHOSHAFIAN, 1985) 
(modificado pelo autor) 
 
Esse modelo pode ser considerado como o predecessor das tecnologias ori-
entadas a colunas, usadas como base para a implementação de diversas variantes 
NoSQL (ABADI, 2007). Sua organização permite otimizar o acesso pontual a atribu-
tos, além de reduzir/eliminar a esparsidade no armazenamento de dados. Como ca-
da atributo é armazenado em uma relação em separado, com uma estrutura mais 
simples, o tempo de recuperação é consideravelmente menor quando comparado ao 
tempo gasto no acesso a dados de relações mais complexas (com um maior número 
de atributos por tupla). Seu desempenho, porém, é comprometido quando muitos 
atributos são manipulados simultaneamente em operações de inserção, atualização, 
exclusão e junção. Aqui, todo atributo é tratado em separado, demandando uma 
operação de escrita ou leitura individual; em esquemas de BD ditos horizontais, o 






2.6 COMPUTAÇÃO DE ALTO DESEMPENHO 
 
A computação de alto desempenho (High-Performance Computing – HPC ) é 
caracterizada pelo uso de recursos de hardware em conjunto a técnicas de proces-
samento paralelo e distribuído, com o objetivo de atender a demandas que envolvam 
o uso de complexas infraestruturas computacionais para melhoria de desempenho 
(DANTAS, 2005). Historicamente, essas demandas foram atendidas pela adoção de 
supercomputadores (tais como o Cray 1), sistemas baseados em processadores ve-
toriais (extensivamente usados como plataforma de execução para aplicações ci-
entíficas), multiprocessadores simétricos (Symmetric Multiprocessors – SMPs, ca-
racterizados pelo compartilhamento total dos recursos computacionais disponíveis) e 
processadores massivamente paralelos (Massively Parallel Processors – MPPs, com 
seu fraco acoplamento e conexão internodos de alta velocidade), juntamente com 
modelos de programação para uso de memória compartilhada e baseados em pas-
sagem de mensagens (BELL; GRAY, 2002; DONGARRA, 2006). Atualmente, essas 
arquiteturas têm sido abstraídas pelo uso dos termos cluster, grid e cloud, cuja defi-
nição (por vezes controversa) (DONGARRA, 2005) pode ser resumida como segue 
(SADASHIV; KUMAR, 2011, PRATHIBHA; LATHA; SUMATHI, 2014): 
 Cluster: uma coleção de computadores interconectados por redes de alta ve-
locidade, organizados em um ambiente homogêneo administrado de forma 
centralizada, e vistos externamente como uma unidade capaz de suportar 
cargas de trabalho voltadas a processamento ou gerenciamento de dados; 
 Grid: uma organização que possibilita o compartilhamento, a seleção e a 
agregação de recursos computacionais geograficamente dispersos, em tempo 
de execução e sob demanda, para atender a uma carga de trabalho de dura-
ção variada. Diferentemente de clusters, ambientes de grid são administrados 
de forma descentralizada, caracterizam-se pela heterogeneidade e configu-
ram-se de forma dinâmica, incluindo e liberando recursos de acordo com a ta-
refa a ser executada; 
 Cloud: um tipo de sistema paralelo/distribuído composto por recursos compu-
tacionais virtualizados interconectados, oferecendo infraestrutura (IaaS – 
Infrastructure as a Service), plataforma para instalação e configuração (PaaS 
– Platform as a Service) e software (Saas – Software as a Service) sob de-
manda, com provisionamento feito de acordo com a carga de trabalho a ser 
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atendida. Essa organização demanda um mínimo de esforço de gerencia-
mento por parte do usuário, sendo de responsabilidade do fornecedor do ser-
viço o provimento dos recursos previamente contratados. 
Apesar do entendimento comum de que soluções baseadas em HPC têm fo-
co em desempenho de processamento, outros benefícios decorrentes do uso de 
clusters, grids e clouds têm sido explorados extensivamente; dentre esses benefí-
cios, destacam-se a escalabilidade dessas organizações de recursos computacio-
nais para o gerenciamento distribuído de dados e a disponibilização de estratégias 




O conceito de escalabilidade define a capacidade ou habilidade de um sis-
tema, rede ou processo de incorporar um número crescente de componentes ou ob-
jetos, com o objetivo de prover recursos para atender a um incremento na demanda 
da sua carga de trabalho (BONDI, 2000). Esse conceito generaliza um atributo que, 
de acordo com a literatura, pode ser tipificado e relacionado com características es-
truturais (envolvendo estruturas de dados e algoritmos) e espaciais (envolvendo 
consumo de memória), pode ser caracterizado, analisado e entendido de acordo 
com o contexto em que é avaliado (DUBOC; ROSENBLUM; WICKS, 2006), e que já 
teve sua validade questionada pelo uso indiscriminado e pela falta de uma definição 
mais específica (HILL, 1990). Controvérsias à parte, a escalabilidade como caracte-
rística é relevante em diferentes áreas, sendo um diferencial desejável (se não obri-
gatório) em sistemas cuja carga de trabalho é variável a curto, médio e longo prazos. 
Em se tratando de gerenciamento distribuído de dados, escalabilidade pode 
ser aplicada em diferentes níveis. O mais baixo (sobre o qual apoiam-se os demais) 
envolve a organização estrutural dos componentes físicos utilizados na distribuição, 
bem exemplificada por cenários englobando redes de alto desempenho 
(GROSSMAN, 2009), pela adoção de componentes diversificados na construção das 
chamadas hierarquias de armazenamento (WATSON, 2005), pelo uso de compo-
nentes reconfiguráveis nos nodos de armazenamento, permitindo a execução local 
de rotinas de software para otimizar o uso de recursos de processamento (ZHANG; 
FENG, 2008) e pela criação de camadas de armazenamento intermediárias entre 
aplicação e storage, compondo uma analogia a caches de alto desempenho e capa-
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cidade (ABBASI, 2009). Em um nível superior, são configurados e disponibilizados 
serviços para a otimização do armazenamento propriamente dito, tais como versões 
melhoradas de sistemas de arquivos incluindo recursos de paralelismo 
(HILDEBRAND; HONEYMAN, 2005) e protocolos para a transferência e replicação 
de conteúdo, construídos especificamente para execução em ambientes distribuídos 
de alto desempenho (ALLCOCK, 2002). Para o nível de aplicação, esses serviços 
são abstraídos por frameworks ou APIs permitindo o acesso e o processamento pa-
ralelo de grandes volumes de dados via modelos de programação como MapReduce 
(FADIKA, 2014, HUMBETOV, 2012), o particionamento e a distribuição de dados pa-
ra SGBDs distribuídos (HABABEH; RAMACHANDRAN; BOWRING, 2007) e a ado-
ção efetiva de ferramentas capazes de suportar o armazenamento e a indexação 
distribuída de dados estruturados e não-estruturados (GAO; NACHANKAR; QIU, 
2011). 
 
2.6.2 Tolerância a falhas 
 
Um sistema é dito tolerante a falhas quando a falha de um de seus compo-
nentes (ou de um subsistema) não compromete o funcionamento do sistema como 
um todo. Esse conceito (e seus correlatos, como por exemplo confiabilidade, dispo-
nibilidade e manutenibilidade) é extensivamente estudado na literatura que trata de 
sistemas eletroeletrônicos, sendo adaptado ao contexto de hardware e software para 
indicar a robustez de um sistema quando da ocorrência de erros físicos e/ou lógicos 
(LAPRIE, 1985). Independentemente da área de aplicação, a tolerância a falhas é 
tida como um fator diferencial que atesta a qualidade de sistemas computacionais, e 
que é conquistada (total ou parcialmente) pelo atendimento a quatro princípios bási-
cos (WHITE; MILES, 1996): 
 redundância: implica na existência de componentes passíveis de serem utili-
zados como substitutos a componentes que sofreram falhas, de forma a man-
ter a disponibilidade do sistema; 
 isolamento de falhas: falhas ocorridas em um componente ou módulo não po-
dem se propagar para outros componentes ou módulos, gerando um efeito 
cascata que pode levar o sistema como um todo ao colapso. Esse princípio 
demanda decisões de projeto especificamente voltadas à contenção; 
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 detecção e aviso de falhas: falhas devem ser detectadas no momento de sua 
ocorrência, e avisos devem ser emitidos de forma a permitir a sua correção 
imediata. Esse princípio é válido também para as chamadas falhas latentes 
(falhas que, não necessariamente, comprometem o funcionamento do sis-
tema); 
 correção de falhas: implica no conjunto de ações necessário à correção da fa-
lha detectada. Comumente, é executado a partir dos avisos emitidos pelos 
procedimentos de detecção, utilizando os componentes redundantes disponí-
veis. 
Em HPC, dadas as dimensões atuais de clusters, grids e clouds, a ocorrên-
cia de falhas tem sido tratada como um evento “normal” (deixando de ser uma exce-
ção e passando a ser uma possibilidade sempre presente) (CAPPELLO, 2009). 
Nessas condições, abordagens baseadas apenas na redundância de componentes 
(que podem ser classificadas como reativas) têm sido complementadas por estraté-
gias baseadas em protocolos e algoritmos proativos, importantes na detecção das 
falhas e na tomada de medidas paliativas imediatas. Exemplos de estratégias que 
extrapolam a redundância de componentes empregam a replicação de conjuntos de 
dados usados em processamentos distribuídos, permitindo que nodos íntegros pos-
sam assumir o processamento de nodos defeituosos sem que seja necessária a mi-
gração de datasets inteiros (BOSILCA, 2009). Abordagens mistas também são pos-
síveis, utilizando algoritmos para detecção de falhas em conjunto com a migração 
proativa de tarefas em execução e o uso de checkpoints (resultados parciais persis-
tidos periodicamente) para a recuperação de falhas não previstas ou não identifica-
das antes de sua ocorrência (LAN; LI, 2008). Para os casos em que houver redun-
dância de recursos físicos, com os mesmos em standby, é possível reagendar tare-
fas sob demanda contando com a incorporação desses recursos ao cluster/grid (LI, 
2009), bem como a utilização dos mesmos para hospedar máquinas virtuais instan-
ciadas sob demanda (FU; XU, 2009). Há, ainda, a possibilidade da adoção de bibli-
otecas de comunicação que incorporem prevenção e tratamento de falhas, abs-
traindo-as das aplicações cliente (FAGG, 2005). 
 
Os fundamentos apresentados neste capítulo servem de base teórica para a 
modelagem e implementação da proposta de arquitetura PACS simplificada e de alto 
desempenho, e serão empregados na construção dos protótipos utilizados para ex-
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perimentação. No próximo capítulo, é feita uma revisão de literatura com destaque 





3 REVISÃO DE LITERATURA 
 
 
 Neste capítulo é feita uma revisão de literatura que visa identificar e relacio-
nar trabalhos representativos no contexto de armazenamento de dados em arquite-
turas PACS. Os trabalhos relacionados são agrupados em duas categorias: arma-
zenamento baseado em estratégias diversas (que não SGBDs), e armazenamento 
baseado em SGBDs; é dada ênfase à utilização de sistemas gerenciadores de ban-
co de dados, pelo fato de essa tecnologia suportar extensibilidade de forma nativa – 
recurso sobre o qual a proposta do presente trabalho é baseada. 
 
 
3.1 ARMAZENAMENTO DE IMAGENS MÉDICAS NO PADRÃO DICOM EM 
ARQUITETURAS PACS – ESTRATÉGIAS DIVERSAS 
 
 Uma das estratégias mais simples adotada para armazenamento de conte-
údo DICOM em sistemas PACS baseia-se na utilização de sistemas de arquivos 
convencionais, disponibilizados em hardware também convencional. Independente-
mente do tipo de sistema utilizado, imagens DICOM armazenadas como arquivos 
são distribuídas em árvores de diretório que representam, fisicamente, a organiza-
ção hierárquica do padrão em seus quatro níveis: paciente, estudo, série e imagem 
(YAKAMI, 2011) (vide FIGURA 5). É uma abordagem de baixo custo e de rápida ins-
talação, facilitando a expansão do espaço de armazenamento quando necessário e 
permitindo a composição de diferentes visões sobre a estrutura física através do uso 
de atalhos para diretórios e arquivos; porém, é extremamente limitante no que diz 
respeito à recuperação de imagens baseada em conteúdo (mesmo que alfanu-
mérico). Como sistemas de arquivos convencionais não fornecem de forma nativa 
estruturas de indexação para o conteúdo armazenado, a localização e posterior re-
cuperação de imagens a partir de um de seus elementos componentes (como por 
exemplo o nome do paciente) só é possível a partir do parsing feito sobre os arqui-






FIGURA 5 – EXEMPLO DE ARMAZENAMENTO DE CONTEÚDO DICOM EM SISTEMAS DE 
ARQUIVOS CONVENCIONAIS. À ESQUERDA: ORGANIZAÇÃO DE UMA ÁRVORE DE 
DIRETÓRIOS EM UM NAS (NETWORK-ATTACHED STORAGE). À DIREITA: VISÕES 
DIFERENCIADAS CONSTRUÍDAS SOBRE UMA MESMA ESTRUTURA FÍSICA. FONTE: (YAKAMI, 
2011) 
 
 O armazenamento e busca de conteúdo DICOM em sistemas de arquivos 
convencionais pode ser melhorado através da adoção de técnicas combinadas, ba-
seadas em modelos de dados aprimorados (como por exemplo HDF (Hierarchical 
Data Format) e NetCDF (Network Common Data Format)), usadas em conjunto com 
sistemas de arquivos distribuídos/paralelos (como por exemplo PVFS – Parallel 
Virtual File System). Essas técnicas são naturalmente voltadas a ambientes de 
cluster e/ou Grid, o que as direciona a cenários que demandam escalabilidade e on-
de a distribuição e o particionamento de dados são fatores relevantes (MACEDO, 
2009; MAGNUS, 2012; SOARES, 2012).  Dividir e conquistar passa a ser uma estra-
tégia aplicável tanto para armazenamento quanto para recuperação de conteúdo, 
com a carga de trabalho sendo distribuída e, em teoria, minimizando o tempo de 
resposta total. A falta de ferramental para indexação, no entanto, continua sendo um 
fator limitador. Um exemplo de combinação entre modelo de dados e sistema de ar-





FIGURA 6 – EXEMPLO DE ARMAZENAMENTO DE CONTEÚDO DICOM EM UMA ESTRUTURA 
COMBINADA DE MODELO DE DADOS HDF E SISTEMA DE ARQUIVOS PVFS. FONTE: (SOARES, 
2012) 
 
 A ausência de índices para metadados em sistemas de arquivos pode ser 
suprida pela adoção de estratégias de baixo nível, como o uso de atributos estendi-
dos. Quando disponíveis, esses atributos são definidos e armazenados em nível de 
arquivo na forma de pares chave/valor, complementando os atributos padrão (como 
por exemplo as permissões de escrita e leitura) e sendo acessados via chamadas de 
sistema (CORRIERO, 2011). Estratégias de mais alto nível, por sua vez, utilizam ca-
tálogos construídos a partir de metadados extraídos dos arquivos armazenados; es-
ses catálogos são disponibilizados para acesso descentralizado, permitindo buscas 
sobre o conteúdo dos metadados indexados e um posterior acesso aos arquivos pa-
ra recuperação do seu conteúdo completo (KOBLITZ; SANTOS; POSE, 2008) (vide 
FIGURA 7). Ambas as alternativas podem ser utilizadas como complemento aos sis-
temas de arquivos convencionais e distribuídos; porém, sua construção é altamente 
dependente do conteúdo disponível no momento da definição dos atributos estendi-
dos ou da criação dos catálogos. É comum que apenas uma parte dos metadados 
disponíveis nos arquivos e imagens originais seja utilizada na indexação, o que pode 

























FIGURA 7 – EXEMPLO DE UM CATÁLOGO DE METADADOS EM UM AMBIENTE DISTRIBUÍDO. 
NA PARTE SUPERIOR: COMPONENTES DO CATÁLOGO E SUA DISTRIBUIÇÃO. NA PARTE 
INFERIOR: ESQUEMA RELACIONAL USADO COMO BACK-END PARA PERSISTÊNCIA DOS 
METADADOS. FONTE: (KOBLITZ; SANTOS; POSE, 2008) 
 
 
3.2 ARMAZENAMENTO DE IMAGENS MÉDICAS NO PADRÃO DICOM EM 
ARQUITETURAS PACS – USO DE SGBDs 
 
 Dada a relevância do uso de SGBDs em arquiteturas PACS para o presente 
trabalho, a revisão da literatura relacionada segue o modelo de revisão sistemática 
proposto por Barbara Kitchenham (KITCHENHAM, 2004), no qual são especificados 
os critérios para a contextualização e a definição das questões de pesquisa que jus-
tifiquem a execução da revisão, bem como a síntese das referências obtidas. Como 
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fontes de dados, foram escolhidas as seguintes bibliotecas digitais: IEEE Xplore1, 
SpringerLink2, ACM Digital Library3, ScienceDirect4, Wiley5 e Web of Knowledge6. Os 
termos de busca utilizados foram selecionados com base em acessos prévios às bi-
bliotecas digitais, sendo agrupados de acordo com as questões de pesquisa. Esta 
revisão objetiva apresentar o estado da arte do processo de utilização de SGBDs no 





 A inexistência de uma especificação para o armazenamento de imagens 
médicas leva à adoção de diferentes técnicas, escolhidas e utilizadas de maneira ad 
hoc por diferentes instituições de saúde ou mesmo grupos de pesquisa. Como ten-
tativa de identificar uma tendência quanto ao procedimento utilizado no armazena-
mento dessas imagens, esta revisão sistemática objetiva relacionar estratégias e 
tecnologias para o armazenamento de imagens médicas no padrão DICOM em 
SGBDs, considerando a sua adoção em ambientes organizados por um sistema 
PACS. 
 
3.2.2 Questões de pesquisa 
 
 A execução desta revisão sistemática visa organizar e relacionar um con-
junto de referências, cuja análise permita responder às seguintes questões de pes-
quisa: 
 quais são as estratégias que têm sido adotadas para o armazenamento de 
imagens no padrão DICOM em SGBDs no contexto de sistemas PACS? 
 Que tecnologias têm sido utilizadas para viabilizar a adoção dessas estraté-
gias? 
 









3.2.3 Definição e organização dos termos de busca 
 
 A definição dos termos de busca utilizados nesta revisão baseou-se em 
acessos prévios às bibliotecas digitais citadas no início da Seção 3.2. Uma vez es-
colhidos, os termos foram agrupados como segue: 
 quanto aos objetos de interesse: “DICOM”, "Digital Imaging and 
Communications in Medicine", "Medical Imaging", "Medical Image", "Medical 
Images", "Clinical Imaging", "Clinical Image", "Clinical Images"; 
 quanto às operações executadas: “Storage”, “Archive”, “Archiving”; 
 quanto às tecnologias de base utilizadas: “Database”, “Databases”, “DBMS”, 
“RDBMS”; 
 quanto ao contexto de uso: “PACS”, "Picture Archiving and Communication 
System". 
 Os termos de busca escolhidos foram combinados logicamente de forma a 
se adequarem às limitações impostas pelas ferramentas de busca oferecidas pelas 
bibliotecas digitais. As expressões de busca geradas pelas bibliotecas podem ser 
visualizadas no APÊNDICE 1. 
 
3.2.4 Critérios de aceitação das referências 
 
 São consideradas referências relevantes para esta revisão sistemática arti-
gos de congressos e periódicos e capítulos de livros, publicados na língua inglesa no 
período de janeiro de 2004 a agosto de 2011, que apresentem uma definição clara 
da abordagem e tecnologia utilizadas para o armazenamento de imagens médicas 
no padrão DICOM em SGBDs no contexto de PACS. Toda referência recuperada a 
partir das ferramentas de busca das bibliotecas digitais consultadas foi avaliada indi-
vidualmente com base na leitura de seu título e resumo; os trabalhos direcionados 
ao contexto de armazenamento em SGBDs de imagens DICOM em sistemas PACS 
foram mantidos, e os demais descartados. 
 
3.2.5 Procedimentos para avaliação das referências 
 
 As referências remanescentes do processo de leitura de títulos e resumos 
foram avaliadas com base em partes de seu conteúdo (parágrafos que concentram a 
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ocorrência dos termos de busca); aquelas que não apresentaram qualquer uma das 
quatro características a seguir foram mantidas, e as demais descartadas. 
1. A referência apenas cita a tecnologia utilizada para o armazenamento de ima-
gens médicas, sem fornecer maiores detalhes sobre a estruturação ou com-
posição do esquema de BD adotado; 
2. a referência não utiliza o padrão DICOM como forma de representação das 
imagens médicas; 
3. a referência não caracteriza um cenário de uso de uma arquitetura PACS; 
4. o foco principal da referência está em etapas do processo inerente à adoção 
de uma arquitetura PACS que não o armazenamento das imagens (como 
comunicação, por exemplo). 
 
3.2.6 Estratégias para a extração de dados 
 
As referências selecionadas para análise foram avaliadas individualmente, a 
partir da extração e classificação dos seguintes dados: 
 estudo – dados da referência incluindo autor(es), título e local/data de publica-
ção; 
 estratégia(s) de armazenamento – SGBD relacional, SGBD orientado a obje-
tos, SGBDs não convencional, entre outras; 
 tecnologia(s) de armazenamento – MySQL, PostgreSQL, DB2, entre outras; 
 cenário de aplicação para o qual a estratégia/tecnologia foi projetada; 
 modalidade(s) contemplada(s) – modalidade(s) de exame que se beneficia(m) 
da(s) estratégia(s)/tecnologia(s). 
 
3.2.7 Estratégias para a síntese de dados 
 
 Os dados apresentados pelo quadro construído a partir das indicações da 







3.2.8 Seleção de referências 
 
A execução das pesquisas nas bibliotecas digitais previamente relacionadas 
retornou um total de 442 referências, distribuídas como segue: IEEE Xplore (140), 
SpringerLink (49), ACM Digital Library (6), ScienceDirect (57), Wiley (25) e Web of 
Knowledge (165). 
 
3.2.9 Identificação de referências relevantes 
 
As referências encontradas pela execução das pesquisas foram avaliadas 
com base em seus títulos e resumos, com a remoção de trabalhos considerados ir-
relevantes ou duplicados. Como resultado, foram mantidas 41 referências para aná-
lise posterior. 
 
3.2.10 Exclusão de referências pelo não atendimento aos critérios de aceitação 
 
 As referências selecionadas após a aplicação dos critérios de inclusão e ex-
clusão foram avaliadas com base nos critérios definidos na Seção 3.2.5. Do total, 39 









O artigo propõe o desenvolvimento de um 
sistema de informações para a web que 
permita o gerenciamento de imagens 
médicas em XML (Extensible Markup 
Language), armazenando-as em um SGBD 
relacional. O uso de XML para a 
representação de conteúdo objetiva resolver 
problemas de interoperabilidade 
relacionados aos padrões DICOM e 
Analyze, permitindo que softwares menos 








O artigo descreve uma extensão para um 
servidor DICOM stand-alone (desconectado 
de um sistema PACS), provendo um 
esquema de BD voltado ao alto 
desempenho de consultas e uma aplicação 
cliente para a definição dos critérios de 
busca e exibição de resultados. 
3 
(AHMED, 2007) 
O trabalho apresenta uma proposta de 
arquitetura construída sobre Grids chamada 
SAAP (Service Architecture for Archiving 
and Presentation), cujo objetivo é prover 
uma estrutura para armazenamento e 
comunicação de dados médicos que possa 
ser utilizada em um hospital ou mesmo 
entre hospitais, permitindo o acesso e a 
troca de informações entre usuários com 
diferentes perfis. A proposta abrange quatro 
tópicos de interesse (armazenamento, 
comunicação, segurança e fluxo de 
trabalho), relacionando tecnologias úteis na 
sua implementação.  
1,2,3 
(ARMBRUST, 2009) 
O artigo relaciona conceitos sobre HIS, RIS 
e PACS, caracterizando cada tipo de 
sistema e discutindo a necessidade de 
interconectá-los. Características sobre o 
padrão DICOM também são apresentadas, 
além de estratégias para o armazenamento 




O trabalho apresenta um sistema de 
arquivos chamado JigDFS, construído com 
o propósito de armazenar imagens médicas 
de forma segura e eficiente. A abordagem 
adotada utiliza criptografia e 
particionamento de arquivos, distribuindo 
partições criptografas entre os nodos do 





O trabalho apresenta um middleware 
baseado em tecnologias de Grid Computing 
construído com o objetivo de resolver 
problemas de compartilhamento e 
processamento de imagens DICOM em 




adotada pelo middleware envolve a criação 
de repositórios virtuais, integrando 
diferentes repositórios físicos e oferecendo 
serviços de busca global, transmissão 
progressiva de conteúdo, encriptação 
automática e pseudo-anonimização. 
(BROWN, 2005) 
O trabalho descreve um ambiente integrado 
voltado ao armazenamento de dados 
quantitativos relacionados a imagens 
médicas (como por exemplo área e volume 
de regiões de interesse, histogramas, 
dentre outros), permitindo a integração de 
dados de diferentes experimentos com o 
objetivo de responder a questões de 
pesquisa. O esquema de BD utilizado é 
baseado na hierarquia DICOM de quatro 
níveis, complementado por tabelas 
específicas voltadas ao armazenamento 
dos dados quantitativos de interesse (que 




O trabalho apresenta a arquitetura de um 
sistema para administração de imagens 
voltado às práticas de ensino, diagnóstico e 
telemedicina. Desenvolvido pelo Centro de 
Telemedicina da Universidade Nacional da 
Colômbia, o sistema multicamadas voltado 
à web suporta a captura de imagens e 
metadados, o armazenamento do conteúdo 
capturado e a extração de características 
para uso em buscas por similaridade (CBIR 
– Content-Based Image Retrieval), foco 




O artigo apresenta uma revisão das 
tecnologias envolvidas na aquisição de 
imagens de CR (Computed Radiology), 
discutindo as variáveis que impactam na 
qualidade das imagens resultantes e nos 
benefícios oriundos da inserção de 
equipamentos que adotam essas 








O trabalho apresenta uma aplicação voltada 
à comunicação e ao armazenamento de 
imagens DICOM, utilizando os SGBDs 
PostgreSQL, Firebird e Oracle na 
implementação de um esquema de BD que 
inclui tabelas para o armazenamento de um 
conjunto de dados referente a pacientes, 
estudos, séries e imagens. Testes da 
aplicação foram executados no Hospital 
Universitário de Brasília, utilizando imagens 
DICOM adquiridas a partir de um 
equipamento de ultrassom. 
3 
(HU, 2011) 
O artigo descreve uma ferramenta para 
monitoração de produtividade de 
equipamentos médicos, baseada em dados 
representados de acordo com o padrão 
DICOM. A ferramenta possibilita a coleta de 
dados a partir de imagens DICOM, a 
recuperação desses dados para a geração 
de relatórios e a definição de alarmes 
vinculados a eventos temporais ocorridos 
durante a execução de exames. 
1,4 
(HUANG, 2005) 
O artigo descreve a construção de uma 
estrutura de Grid para armazenamento de 
dados médicos entre instituições de saúde e 
centros de pesquisa, integrando PACS 
federados e provendo recursos para backup 
off-site. 
1 
(HUANG; LIU; ZHOU, 
2004) 
O trabalho descreve uma arquitetura de 
servidor para armazenamento e 
comunicação de dados médicos de 
disponibilidade contínua (CA – Continuous 
Available), construída com base na 
redundância de componentes de hardware 




O artigo apresenta uma estratégia para a 
melhoria do processo de armazenamento e 
recuperação de imagens médicas, 
integrando metadados e dados descritivos 
de conteúdo das imagens em um modelo de 
dados construído sobre um SGBD 




utilizando Oracle como SGBD demonstram 
a viabilidade da proposta, tanto em termos 
de desempenho na recuperação de 
imagens completas quanto na facilidade de 
indexação de conteúdo. 
(JERONIMO, 2004) 
O trabalho descreve o processo de criação 
de um banco de dados de imagens de colo 
uterino, utilizadas para pesquisa, 
treinamento e educação. As imagens 
adquiridas são relacionadas com dados 
clínicos textuais, além de terem regiões de 
interesse demarcadas por especialistas com 




O artigo descreve a construção de um 
sistema chamado BIMM (Biomedical Image 
Metadata Manager), idealizado com o 
objetivo de prover recursos para a coleta de 
metadados, o estabelecimento de relações 
entre os metadados coletados com imagens 
médicas e a recuperação de imagens 
similares, utilizando critérios para 
comparação derivados dos metadados 
extraídos. Os metadados coletados e 
armazenados pelo sistema são 
provenientes de input manual, juntamente 
com metadados extraídos dos cabeçalhos 
dos arquivos DICOM relacionados. 
1,4 
(LANGER, 2011) 
O artigo discorre sobre estratégias voltadas 
ao armazenamento de imagens médicas, a 
anonimização de dados sensíveis, o 
estabelecimento de relações entre dados 
em DICOM e outros dados não 
padronizados e a garantia de acesso a 
dados históricos, cujos formatos são 




O artigo descreve uma estrutura de 
arquivamento e backup de imagens 
médicas construída sobre Grids, integrando 
diferentes pontos de acesso. É apresentada 
uma breve revisão sobre estratégias e 




recuperação de conteúdo originalmente 
adquirido por sistemas PACS, seguida de 
uma proposta de implementação. 
(LOMBILLO-BIOSCA, 
2005) 
O trabalho descreve a arquitetura de um 
sistema PACS para a web chamado 
SAGIMA, desenvolvido pelo Grupo de 
Bioengenharia, Eletrônica e Telemedicina 
da Universidade Politécnica de Valência em 
parceria com a Unidade de Hemodinâmica 
do Hospital Clínico Universitário de 
Valência. O sistema é focado no 
gerenciamento de exames de angiografia 
digital, permitindo o acesso descentralizado 
a imagens, laudos e anotações. 
1,4 
(MACEDO, 2011) 
O artigo propõe adaptações na 
implementação de um trabalho anterior, de 
forma a melhorar o desempenho no 
gerenciamento de imagens DICOM 
utilizando-se HDF5. São avaliadas 
operações de armazenamento (C-STORE) 
e pesquisa (C-FIND), tendo seus resultados 
comparados aos de um SGBD relacional. 
1 
(MINATI, 2007) 
O trabalho propõe a construção de uma 
estrutura para armazenamento de dados 
médicos, tanto para exames originalmente 
adquiridos em formato DICOM quanto para 
modalidades não previstas pelo padrão. A 
proposta, batizada BIWS (Bio-Image 
Warehouse System), objetiva ser um 
complemento a sistemas PACS 
estabelecidos, permitindo consultas com 
base em diagnósticos classificados a partir 
de uma taxonomia. 
1,4 
(MONTAGNAT, 2008) 
O artigo descreve a modelagem de um 
sistema para gerenciamento de dados 
médicos em Grid, com foco na segurança 
de acesso a dados sensíveis (como por 
exemplo metadados vinculados diretamente 
ao paciente). O modelo proposto mantém o 
armazenamento DICOM localizado em cada 
instituição, e cria catálogos de metadados e 




mantida pelo sistema. 
(MOUGIAKAKOU, 
2009) 
O trabalho apresenta um sistema modular 
para gerenciamento e arquivamento de 
imagens médicas, suporte a diagnóstico e 
cooperação baseada em ferramentas de 
telemática chamado DIAGNOSIS. O 
sistema incorpora técnicas para 
processamento digital de imagens, que 
permitem a extração de características 





O trabalho descreve o uso de técnicas para 
indexação e busca de imagens médicas por 
conteúdo, através da aplicação de 
gramáticas livres de contexto. Segundo os 
autores, a aplicação dessas técnicas 
permitiria a identificação de imagens com 
patologias semelhantes, mesmo 




O artigo apresenta um acompanhamento 
feito no Hospital Universitário de Groningen, 
na Holanda, referente ao aumento no 
volume de dados adquiridos em relação ao 
tempo. Os autores argumentam que o 
aumento no volume de dados é decorrente 
não apenas do aumento no número de 
pacientes atendidos, mas também da 
substituição de equipamentos e da adoção 
de equipamentos para modalidades que, 
até então, trabalhavam com filme. 
1 
(PATANACHAI, 2008) 
O artigo descreve o uso de um sistema 
PACS para o gerenciamento de imagens 
odontológicas, construído sobre um banco 




O trabalho descreve a experiência de uso 
de uma infraestrutura para armazenamento 
de imagens relacionadas à cardiologia 
chamada THOPACS. Instalado em 
Rotterdam, o sistema permite o acesso 
local/remoto às imagens adquiridas a partir 
de equipamentos cardiológicos, além de 




armazenamento para conteúdo online e 
histórico de exames. 
(REINER, 2011) 
O artigo discute a possibilidade de uso de 
dados coletados durante o processo de 
avaliação de imagens radiológicas, com o 
objetivo de otimizar a construção e melhorar 
o desempenho de workflows voltados à 
análise dessas imagens. É proposto o 
armazenamento dos dados coletados em 
bancos de dados normalizados entre 
instituições, de forma que possam ser 
realizados estudos longitudinais de 
comportamento com base no histórico de 




O trabalho propõe o uso de ferramentas de 
hardware e software de uso comum 
integradas a sistemas PACS, de forma a 
flexibilizar o armazenamento, a transmissão 
de dados e o estabelecimento de 
conferências não-presenciais para 
discussão de casos. Como prova de 
conceito, um software de código aberto foi 
modificado para prover funcionalidades 
relacionadas a armazenamento e 
recuperação de imagens a partir de 
dispositivos portáteis, bem como 




O artigo descreve as funcionalidades de um 
software construído para a edição de 
funções de transferência, úteis no 
processamento de imagens médicas para o 
destaque de órgãos e regiões de interesse.  
1,3 
(SLAVICEK, 2010) 
O artigo apresenta o projeto MeDiMed, um 
sistema PACS regional instalado na 
República Tcheca que objetiva prover 
compartilhamento de imagens a um 
conjunto de hospitais da região de Brno. 
1,4 
(TENG, 2010) 
O trabalho descreve um protótipo para 
armazenamento DICOM em Cloud, 
construído sobre a plataforma Windows 




replicáveis abrangendo armazenamento, 
indexação e acesso via web para consultas 
e recuperação de imagens. 
(VOGL, 2005) 
O artigo descreve a experiência de 
implantação e uso de uma estrutura para 
arquivamento de dados médicos em 
formatos diversos, conhecida como AIM 
(Advanced Image Management), 
desenvolvida na Áustria. Além da estrutura 
de armazenamento, o projeto prevê a 
transmissão segura de dados entre as 
instituições parceiras e a utilização de um 




O trabalho apresenta as características do 
DCM4CHE, um projeto de código aberto 
para o gerenciamento de dados médicos 
envolvendo múltiplos padrões (como por 
exemplo DICOM e HL7). São apresentados 
detalhes de sua organização, bem como 
características do módulo utilizado 




O artigo descreve o projeto e a 
implementação de um sistema para 
armazenamento de imagens DICOM 
baseado em componentes de hardware 
comuns. A proposta utiliza sistemas de 
arquivos para a persistência das imagens, 
permitindo a criação de diferentes visões 




O artigo apresenta um método para a 
execução de queries envolvendo imagens 
médicas chamado MIFAS (Medical Image 
File Accessing System for Co-allocation 
Data Grids), construído e disponibilizado 
para execução em Grids. O método 
proposto utiliza-se de recursos de co-
alocação para o download paralelo de 
imagens, o que contribui para a redução do 




recuperação de conteúdo para visualização 
e avaliação. 
(YU, 2008) 
O trabalho descreve uma aplicação para a 
conversão de dados eletrocardiográficos 
adquiridos originalmente em DICOM para o 
formato XML, com o objetivo de indexá-los 
e armazená-los em um SGBD relacional 
para posterior distribuição via web.  
1,3 
(YUAN, 2008) 
O artigo descreve um sistema para 
recuperação de imagens de ressonância 
magnética com base na extração e 
comparação de características. O sistema 
proposto pode ser integrado a um PACS 
existente, e disponibiliza aos usuários 




O trabalho descreve a modelagem e a 
implementação de um protótipo chamado 
WebMIA, que objetiva prover um novo 
paradigma para armazenamento, 
manutenção, compartilhamento, atualização 
e recuperação de dados médicos. O 
protótipo engloba um conjunto de 
ferramentas para armazenamento e 
processamento de dados, anotação e fusão 
de imagens médicas pertencentes a 
diferentes modalidades de exame e 




QUADRO 1 - TRABALHOS EXCLUÍDOS DA REVISÃO SISTEMÁTICA PELO NÃO ATENDIMENTO 
AOS CRITÉRIOS DEFINIDOS. FONTE: o autor (2012) 
 
3.2.11 Síntese do conteúdo das referências selecionadas 
 
Os dois trabalhos remanescentes do processo de inclusão, exclusão e apli-
cação dos critérios de aceitação foram classificados de acordo com as característi-
cas identificadas como as mais relevantes para esta revisão sistemática (relaciona-
das na Seção 3.2.6); essas características foram compiladas no QUADRO 2 e com-




Estudo Estratégia(s) Tecnologia(s) Cenário(s) Modalidade(s) 
(POWER, 2004) 
Banco de dados 
objeto-relacional 
SGBD DB2 – 
IBM 


















QUADRO 2 - SÍNTESE DAS CARACTERÍSTICAS RELEVANTES PARA OS TRABALHOS 
AVALIADOS. FONTE: o autor (2012) 
 
3.2.11.1 A relational approach to the capture of DICOM files for Grid-enabled medical 
imaging databases (POWER, 2004) 
 
O artigo apresenta a arquitetura definida e adotada para o banco de imagens 
médicas do projeto eDiaMoND, um protótipo construído para o armazenamento e a 
organização de dados provenientes de exames de mamografia no Reino Unido. O 
projeto objetiva o estabelecimento de uma base para o auxílio diagnóstico, o treina-
mento de novos profissionais de saúde e a geração de dados epidemiológicos. 
Apesar de ser direcionada inicialmente a exames de mamografia, a estrutura 
do banco de dados para o projeto eDiaMoND foi definida de forma a permitir sua uti-
lização com outras modalidades DICOM a partir de um esforço mínimo de expansão. 
Para tanto, o modelo objeto-relacional foi escolhido e implementado com base no 
SGBD DB2, da IBM (International Business Machines). Uma arquitetura puramente 
orientada a objetos foi descartada por não apresentar um modelo de dados reco-
nhecido universalmente e por limitar a otimização de consultas pela adoção de en-
capsulamento de dados. 
Em termos de modelagem e implementação, o banco de dados foi dividido 
em duas partes: a primeira, chamada simplesmente de repositório, armazena os da-
dos extraídos dos arquivos no formato DICOM de uma forma não-estruturada; a se-
gunda, chamada de repositório de informações clínicas, armazena os dados estrutu-
rados extraídos a partir do repositório. A segunda parte armazena apenas os dados 
relevantes para o contexto do projeto eDiaMoND (um subconjunto dos dados arma-
zenados na primeira parte). O esquema do repositório de informações clínicas (que 
pode ser visualizado na FIGURA 8 – superior) permite visualizar claramente o mo-
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delo hierárquico inerente ao padrão DICOM (FIGURA 8 – inferior), representado co-























FIGURA 8 – REPOSITÓRIO DICOM PARA O PROJETO eDiaMoND. NA PARTE SUPERIOR: 
EXEMPLO DE ORGANIZAÇÃO HIERÁRQUICA PARA O PADRÃO DICOM. NA PARTE INFERIOR: 






3.2.11.2 COTS-Like Generic Medical Image Repository (CHANDRASHEKAR, 2006) 
 
O artigo apresenta um repositório genérico para o armazenamento de ima-
gens médicas, passível de ser utilizado em diferentes pontos de um workflow hospi-
talar, eliminando a necessidade de se ter uma estrutura de armazenamento especí-
fica para modalidades, workstations e PACS. O repositório é implementado como 
uma camada de acesso a dados (DAL), de forma a abstrair das aplicações cliente o 
conhecimento sobre a estrutura efetiva de armazenamento (que pode utilizar um 


















FIGURA 9 – REPOSITÓRIO DICOM CONSTRUÍDO COMO DAL (DATA ACCESS LAYER) 
ACESSANDO UM BANCO DE DADOS RELACIONAL. FONTE: (CHANDRASHEKAR, 2006) 




Para os casos nos quais o repositório é construído sobre um banco de da-
dos relacional, o modelo proposto gera o esquema de BD com base em um modelo 
de informação baseado no conteúdo proveniente de diferentes modalidades de 
exame. O esquema pode ser gerado com diferentes níveis de normalização (como 




Apesar do número elevado de referências encontradas por meio da pesquisa 
executada a partir da combinação dos termos de busca, os critérios de inclusão, ex-
clusão e de aceitação reduziram o escopo da revisão sistemática a apenas dois arti-
gos cujo conteúdo é utilizável como resposta às questões de pesquisa. As referên-
cias remanescentes indicam duas situações distintas quanto ao armazenamento de 
imagens médicas no padrão DICOM: uma delas baseada em uma abordagem há 
tempos consolidada no contexto de banco de dados (o modelo relacional), e outra 
baseada na pluralidade de estruturas de armazenamento (com um forte apelo quan-
to à possibilidade de escolha de onde e como armazenar os dados disponíveis). 
Em (POWER, 2004), o BD relacional estendido pelo modelo orientado a ob-
jetos é utilizado como repositório; fica clara a capacidade de adaptação do esquema 
de BD, visto que o mesmo é capaz de representar a estrutura hierárquica do padrão 
DICOM por meio de relacionamentos simples entre entidades. Apesar de se basear 
nas mesmas premissas definidas por (CODD, 1970), o modelo relacional continua 
sendo uma das principais opções de escolha quando o armazenamento de dados 
simples e complexos é considerado, dada a flexibilidade na aplicação de suas regras 
de normalização e a disponibilidade de um volume cada vez maior de recursos vol-
tados à manutenção de dados não convencionais. 
Em (CHANDRASHEKAR, 2006), a abordagem proposta possibilita a adoção 
de diferentes estruturas de armazenamento – o que permite a escolha entre tecno-
logias variadas – juntamente com a abstração de como o processo de persistência 
será executado. Essa estratégia reflete uma característica do padrão DICOM, onde 
não existe uma especificação que defina como o armazenamento deve ser feito, 
tampouco a tecnologia que o viabilizará. 
A aplicação dos critérios de inclusão e exclusão para a seleção de referên-
cias, por sua vez, permitiu identificar que apesar de um número considerável de tra-
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balhos acadêmicos (442) citar os termos de busca utilizados, menos de 10% (41) 
foram classificados em primeira instância; desses, menos de 5% (2) foram relacio-
nados como relevantes. Os percentuais relativos à inclusão e exclusão de referên-
cias podem ser visualizados na FIGURA 10 – esquerda. A análise dos critérios de 
aceitação (cuja ocorrência no processo de avaliação das referências pode ser visua-
lizada na FIGURA 10 – direita) leva à conclusão de que, apesar de extensivamente 
citado, o processo de armazenamento de imagens médicas no contexto de SGBDs 
em cenários de PACS é um tema pouco explorado, podendo ser aprofundado em 
termos de concepção de estratégias, desenvolvimento de tecnologias e utilização 
em cenários diversos. A maioria das referências foi descartada por não apresentar 
uma especificação de como a estratégia para armazenamento foi concebida, ou 
mesmo de como a tecnologia relacionada foi utilizada. A ausência de um modelo de 
dados bem definido, nesses casos, impossibilita uma análise mais criteriosa. 
 
 
FIGURA 10 – REVISÃO SISTEMÁTICA DA LITERATURA EM NÚMEROS. À ESQUERDA: 
RESULTADO DA APLICAÇÃO DE CRITÉRIOS DE INCLUSÃO, EXCLUSÃO E ACEITAÇÃO. À 
DIREITA: PESO DOS CRITÉRIOS DE ACEITAÇÃO NA ESCOLHA DE REFERÊNCIAS 
RELEVANTES. FONTE: o autor (2012) 
 
A leitura das duas referências selecionadas permite concluir que, em se tra-
tando de banco de dados, o modelo relacional se apresenta como uma opção inte-
ressante mesmo em situações que envolvam a manutenção de dados complexos – 
fato que pode ser comprovado pela utilização do modelo nos dois trabalhos selecio-
nados. Esse modelo pode ser estendido pela adoção de características do para-
digma orientado a objetos, que tende a facilitar a representação hierárquica de da-
dos (presente no padrão DICOM). Outra abordagem é a de se utilizar diferentes es-
truturas de armazenamento (envolvendo desde banco de dados até sistemas de ar-
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quivos) de forma abstrata, por meio de camadas de acesso a dados. Essa aborda-
gem é coerente com o padrão DICOM no que diz respeito à inexistência de uma es-
pecificação para armazenamento das imagens médicas, com a possibilidade de utili-
zação de diferentes opções escolhidas e implementadas de maneira ad hoc. 
Uma alternativa à adoção de um modelo puramente relacional ou baseado 
em sistemas de arquivos está na união das tecnologias, de forma a explorar suas 
melhores características; assim, a organização do modelo relacional (estendido ou 
não) garantida pela normalização de dados pode encontrar o alto desempenho e a 
escalabilidade oriunda de outras tecnologias. O presente trabalho se diferencia de 
outros encontrados na literatura por prover essa união: nele, SGBDs relacionais são 
estendidos para incorporar funcionalidades de comunicação específicas a sistemas 
PACS, utilizando-se de esquemas customizados para armazenamento de dados. 
Esses esquemas são flexíveis o suficiente para persistir imagens médicas com ca-
racterísticas diversas, permitindo sua distribuição entre estruturas de armazena-
mento externas ao esquema de BD por meio de extensões integrantes do padrão 
SQL. Considera-se a abordagem utilizada como inédita, visto que não foram encon-
trados trabalhos similares na literatura relacionada. 
 
A revisão de literatura apresentada neste capítulo permite identificar a ex-
tensa citação do uso de SGBDs em sistemas PACS, porém sem o aprofundamento 
necessário ao entendimento de como esses cenários são construídos. Como forma 
de contribuir com uma descrição detalhada, o próximo capítulo relaciona os materi-
ais e métodos utilizados no desenvolvimento do presente trabalho (incluindo o es-





4 MATERIAIS E MÉTODOS 
 
 
Em consonância com as hipóteses e objetivos específicos introduzidos na 
Seção 1.3, este capítulo descreve a proposta de arquitetura PACS simplificada e de 
alto desempenho a ser desenvolvida no presente trabalho. Para cada hipóte-
se/objetivo é apresentada a metodologia de construção dos componentes que inte-
gram os protótipos a serem usados nos experimentos (incluindo os recursos de 
hardware e software empregados). 
 
 
4.1 ARQUITETURA PROPOSTA 
 
Em linhas gerais, a arquitetura proposta se baseia na incorporação de servi-
ços pela camada de armazenamento PACS, resultando em uma simplificação pela 
redução do número de componentes de mais alto nível. Em comparação ao cenário 
apresentado na FIGURA 1, serviços originalmente oferecidos pelos servidores 
DICOM e HL7, distribuição de imagens e banco de dados são incorporados por mó-
dulos e extensões disponibilizadas pela nova estrutura de banco de dados (como se-
gue) (vide FIGURA 11): 
1. o SGBD é estendido para incorporar dois módulos, responsáveis pela ge-
rência de comunicação de dados entre a instância PACS e sistemas ex-
ternos (HIS/RIS/PACS) e pela gerência de distribuição de dados entre 
tecnologias heterogêneas de armazenamento; 
2. tecnologias heterogêneas de armazenamento são consideradas para o 
roteamento e persistência de dados convencionais (alfanuméricos), da-
dos não convencionais (binários) e combinações (como imagens DICOM 
na íntegra), objetivando complementar o modelo relacional com recursos 
de alto desempenho (como escalabilidade, tolerância a falhas e proces-
samento distribuído de consultas); 
3. a comunicação e integração de dados pode ser dividida em dois cenários 
específicos: a comunicação e integração interna (do SGBD para outras 
AEs na mesma instituição de saúde), e a comunicação e integração ex-
terna (do SGBD para sistemas HIS, RIS e PACS da mesma instituição, 
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ou mesmo de outras instituições de saúde), ambos implementados a par-





FIGURA 11 – PROPOSTA DE ARQUITETURA SIMPLIFICADA E DE ALTO DESEMPENHO PARA 
SISTEMAS PACS. DESTAQUE PARA A INCORPORAÇÃO DE SERVIÇOS NA CAMADA DE 
ARMAZENAMENTO (SGBD), PELA ADOÇÃO DE MÓDULOS E EXTENSÕES. FONTE: o autor 
(2014) 
 
Um maior detalhamento da camada de armazenamento proposta (FIGURA 
12) permite visualizar a relação estabelecida entre os módulos e extensões, além da 
estratégia de comunicação entre o SGBD e entidades externas. 
1. A comunicação entre o SGBD e outras AEs em uma mesma instância 
PACS, bem como a comunicação entre o SGBD e sistemas externos 
(HIS, RIS e PACS na mesma instituição, ou mesmo em outras institui-
ções de saúde), é executada através do módulo de gerenciamento de co-
municação DICOM (responsável pela construção e parsing de mensa-
gens de acordo com o padrão). 
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2. Operações que demandam persistência ou recuperação de conteúdo são 
inicialmente tratadas pelo módulo de gerenciamento de comunicação 
DICOM, que utiliza os serviços oferecidos pelo módulo de gerenciamento 
de armazenamento e distribuição de dados para efetivar toda e qualquer 
gravação ou leitura que se torne necessária. Nesse momento, ocorre a 
tradução das mensagens recebidas originalmente em DICOM para ins-
truções suportadas pela camada de armazenamento (como por exemplo, 
consultas em SQL). 
3. O roteamento dos dados a serem persistidos nas tecnologias hete-
rogêneas de armazenamento, bem como dos dados recuperados como 
resultado de pesquisas, é de responsabilidade do módulo de gerencia-
mento de armazenamento e distribuição de dados. Esse módulo comuni-
ca-se diretamente com o módulo de gerenciamento de comunicação 
DICOM, assumindo o papel de servidor de dados para o mesmo. 
É importante esclarecer que a visão da arquitetura proposta apresentada 
nas FIGURAS 11 e 12 é conceitual, e busca isolar os módulos e extensões de acor-
do com seus respectivos papéis. Em tempo de implementação, pode ocorrer a so-
breposição e interseção dos limites conceituais, com determinados serviços sendo 
disponibilizados pelo próprio SGBD (e não por um módulo em separado), como indi-
cado na proposta. 
 
 
4.2 EXTENSÃO DE SGBD PARA RECEPÇÃO E ENVIO DE MENSAGENS NO 
PADRÃO DICOM 
 
 As hipóteses #1 e #2 preveem a incorporação de rotinas de parsing, inter-
pretação e composição de mensagens no padrão DICOM à camada de armaze-
namento PACS por meio de uma extensão de SGBD, baseada em um esquema de 
BD simplificado e de alto desempenho. Essas hipóteses são atendidas, conceitu-
almente, pelo módulo de gerenciamento de comunicação DICOM (cuja integração à 






FIGURA 12 – DETALHAMENTO DOS ELEMENTOS QUE COMPÕEM A ARQUITETURA 
PROPOSTA. DESTAQUE PARA O FLUXO DE DADOS PREVISTO ENTRE OS ELEMENTOS 
EXTERNOS E INTERNOS AO SGBD. FONTE: o autor (2014) 
 
 Neste trabalho, a extensão proposta para o gerenciamento de comunicação 
foi implementada utilizando-se recursos de SGBDs de código aberto, recursos esses 
que podem ser considerados mais completos e abrangentes quando comparados a 
ADTs e UDFs; neles, as funcionalidades implementadas são organizadas como pro-
gramas completos (e não apenas como funções capazes de receber argumentos e 
gerar resultados), característica presente tanto nos tipos de dados customizados 
quanto em funções definidas pelo usuário. Os protótipos implementados respeitam 
as particularidades de nomenclatura e APIs disponibilizadas pelos SGBDs hospedei-
ros, sem restringir as funcionalidades necessárias à validação da hipótese #2, e as-
sumem o papel de SCPs para as seguintes primitivas de serviço DICOM: 
 C-ECHO: primitiva utilizada para verificar a conectividade de uma AE; 
 C-STORE: primitiva utilizada para o armazenamento de imagens; 
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 C-FIND: primitiva utilizada para a pesquisa de imagens e metadados; 
 C-GET: primitiva utilizada para a recuperação de imagens. 
 
4.2.1 MySQL Daemon Plugins 
 
 A primeira versão do módulo de gerenciamento de comunicação DICOM foi 
prototipada como uma extensão do SGBD MySQL (MYSQL, 2014a), utilizando-se de 
sua arquitetura de plugins (GOLUBCHIK; HUTCHINGS, 2010a). Essa arquitetura 
permite que conjuntos de rotinas complexas sejam escritas e compiladas como bibli-
otecas compartilhadas, instaladas junto ao SGBD e gerenciadas quanto à sua exe-
cução pelo próprio SGBD. Como pontos favoráveis, podem ser citados: 
 os metadados dos plugins são definidos e armazenados no próprio código (e 
não no dicionário de dados do SGBD), o que facilita a instalação e reduz a in-
cidência de problemas derivados de configurações incorretas; 
 plugins seguem o ciclo de vida do processo principal do SGBD – são iniciali-
zados e interrompidos juntamente com esse processo, de forma auto-
matizada; 
 o código de um plugin é versionado com relação à API do SGBD onde o 
mesmo é instalado. Essa restrição garante que plugins instanciados pelo pro-
cesso principal sigam estritamente a API disponibilizada pela versão do 
SGBD que está sendo executado. 
 Há, também, limitações a serem observadas. Um plugin não tem acesso di-
reto aos dados de uma instância de BD; para acessá-los, torna-se necessário criar 
uma conexão ao BD desejado utilizando-se de uma API de acesso provida pelo 
MySQL (de mais baixo nível quando comparada às APIs ODBC – Open Database 
Connectivity ou JDBC – Java Database Connectivity). 
 
4.2.2 PostgreSQL Custom Background Workers 
 
 Objetivando maximizar a experiência com extensibilidade em SGBDs open 
source, uma segunda versão do módulo de gerenciamento de comunicação foi pro-
totipada para PostgreSQL (POSTGRESQL, 2014a), explorando a API para constru-
ção de background workers customizados (POSTGRESQL, 2014b). Um background 
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worker é um processo filho do processo principal do SGBD (postmaster), gerenciado 
por este em termos de ciclo de vida. Apesar das semelhanças com relação aos 
plugins MySQL, background workers são mais livres com relação à gerência de 
memória e acesso a BDs. Esses processos podem ser configurados para acessar 
regiões de memória compartilhada (resultando em um melhor desempenho), bem 
como acessar qualquer BD instanciado no cluster em que os mesmos estão sendo 
executados de forma direta usando SPI (Server Programming Interface), a API de 
acesso e manipulação de dados mais básica disponibilizada pelo SGBD. Tais carac-
terísticas favorecem essas extensões no que tange ao desempenho de execução e 
manipulação de dados; porém, erros na modelagem e programação das extensões 
podem comprometer a execução do SGBD como um todo, além de contribuir para a 
corrupção dos dados armazenados. 
 
4.2.3 Esquema de BD 
 
 Os protótipos desenvolvidos foram projetados para utilizar um esquema de 
BD relacional simplificado, organizado de forma a gerenciar imagens DICOM hete-
rogêneas, sendo capaz de armazenar dados convencionais e não convencionais 
provenientes de equipamentos de diferentes fabricantes e modalidades de exame. O 
esquema foi criado visando adaptar-se a conteúdos variáveis sem a necessidade de 
alterações estruturais, sendo uma base efetiva para a execução de pesquisas e re-
cuperação de conteúdo de acordo com as premissas do padrão DICOM. 
 Para que o esquema de BD pudesse atender aos requisitos de heterogenei-
dade de armazenamento, adaptação ao conteúdo e desempenho, imagens no pa-
drão DICOM foram avaliadas com relação à sua organização estrutural. Após essa 
avaliação, concluiu-se que o conteúdo de uma imagem DICOM é estruturado em ní-
vel de atributo e semiestruturado em nível de imagem. Em seu nível organizacional 
mais baixo (o atributo), uma imagem DICOM: 
 organiza seus dados através de tags identificadas por um número de grupo e 
um número de elemento, na forma de um par ordenado; 
 cada tag existente em uma imagem é caracterizada por uma representação 
de valor (VR) e por uma multiplicidade de valor (VM), que juntas especificam 
o tipo de dado e o domínio válido para o conteúdo da tag, e o número de 
ocorrências do conteúdo dentro da tag; 
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 as tags são definidas em um dicionário de dados padrão, com números de 
grupo e elemento reservados, cujo conteúdo pode ser estendido por tags pro-
prietárias. 
 Em seu nível organizacional mais alto (a imagem), por sua vez, dados em 
DICOM: 
 estruturam-se como um conjunto de tags; 
 o conteúdo desse conjunto de tags varia de acordo com a disponibilidade de 
informação durante o agendamento e execução do exame, bem como a mo-
dalidade de exame a ser executada e o fabricante do equipamento utilizado. 
 Essas características, consideradas juntamente com as especificações exis-
tentes no padrão DICOM acerca dos procedimentos para pesquisa e recuperação de 
conteúdo, foram usadas na escolha da estratégia a ser adotada no momento da 
construção do esquema de BD relacional. Optou-se assim pela customização do 
chamado modelo de armazenamento decomposto, descrito na Seção 2.5. A adoção 
desse modelo se deu pela possível redução/eliminação da esparsidade dos dados 
armazenados (uma característica presente no padrão DICOM, independentemente 
da modalidade de exame), bem como pela possível otimização no acesso a atributos 
pontuais – uma característica das consultas feitas sobre metadados – onde um con-
junto reduzido de atributos é recuperado como resultado de cada pesquisa executa-
da. 
 
4.2.3.1 Esquema de BD baseado no modelo de armazenamento decomposto 
 
 A proposta de um esquema de BD baseado no modelo de armazenamento 
decomposto adapta as características do DSM original a um cenário onde imagens 
DICOM são armazenadas em sua completude, a uma razão de 1:n entre armaze-
namento e pesquisa/recuperação. Assumindo que uma imagem é armazenada uma 
vez, e suas tags pesquisadas e seu conteúdo recuperado sempre que necessário, a 
construção do esquema prioriza o desempenho de consulta em detrimento do de-
sempenho de gravação. As principais diferenças deste esquema de BD com relação 
a outras estratégias reconhecidas para armazenamento de imagens médicas são as 
seguintes: 
 todas as tags definidas no padrão, juntamente com todas as tags proprietárias 
presentes nas imagens, são armazenadas e indexadas no esquema de BD, 
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provendo total flexibilidade na construção e execução de consultas. Essa ge-
neralização permite o armazenamento de conteúdo heterogêneo sem que ha-
ja necessidade de modificações no esquema; 
 o acesso aos metadados da imagem (tags com conteúdo alfanumérico, em 
sua maioria) é feito pela combinação de qualquer número de chaves de busca 
requeridas ou opcionais; 
 a recuperação de conteúdo pode ser feita no nível de imagem (acessando 
apenas as tags que armazenam as imagens em formato binário – pixeldata, 
na nomenclatura do padrão DICOM), ou em nível de metadados + imagens 
(combinando dados convencionais e não convencionais). 
 O esquema de BD proposto é construído sobre o modelo relacional padrão, 
sendo fisicamente centralizado em uma tabela chamada chave_hierarquica. Essa 
tabela é responsável pelo gerenciamento das chaves substitutas (característica 
mantida do DSM original), relacionando-as com os valores das quatro tags definidas 
pelo padrão DICOM para identificação dos seus quatro níveis hierárquicos (patientid, 
studyinstanceuid, seriesinstanceuid e sopinstanceuid). Para cada imagem cujo con-
teúdo é armazenado no BD, um novo registro é criado na tabela chave_hierarquica 
com uma nova chave substituta. 
 Em uma analogia direta, as tags DICOM poderiam ser consideradas como 
os atributos do DSM original. De acordo com as especificações do modelo (ver Se-
ção 2.5), cada tag seria armazenada em uma tabela física específica (o que deman-
daria um esquema de BD com mais de 6.000 tabelas apenas para o dicionário de 
dados padrão), e implicaria na necessidade de criação de uma nova tabela para ca-
da nova tag inserida no dicionário ou definida de forma proprietária por um fabricante 
de equipamentos. Visando reduzir essa complexidade, as tags extraídas das ima-
gens em tempo de parsing são armazenadas em tabelas de acordo com seus VRs, 
uma tabela por VR. A organização do esquema de BD com base nos VRs das tags a 
serem armazenadas, além de simplificar em muito a persistência, é bastante consis-
tente no que diz respeito a possíveis modificações. Alterações de esquema tornam-
se necessárias apenas com a adoção de novos VRs pelo padrão DICOM, fato raro 
considerando que a adoção de um conjunto reduzido e bem-definido de representa-
ções de dados é um dos fatores que garantem a interoperabilidade entre equipa-
mentos e fornecedores de hardware e software. O benefício imediato na adoção de 
um esquema de BD com essas características está na possibilidade de armazenar 
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diferentes combinações de tags, sem que haja a necessidade da criação de novas 
tabelas sempre que novas tags padrão ou proprietárias sejam definidas. 
 Além da adaptação feita com relação à criação de tabelas com base em 
VRs, uma diferença relevante entre o esquema de BD proposto e o DSM original es-
tá no número de atributos por tabela. Enquanto o DSM estabelece a criação de rela-
ções binárias, para o armazenamento DICOM são utilizadas relações n-árias, com n 
variando de acordo com cada VR. Fisicamente, cada tabela é composta por um atri-
buto que se relaciona via chave estrangeira com a chave substituta da tabela cha-
ve_hierarquica; esse relacionamento permite, em tempo de execução de consultas, 
recuperar os valores das tags que compõem cada imagem armazenada. As tabelas 
são complementadas com tantos atributos quanto necessários ao armazenamento 
mínimo do conteúdo definido por cada VR. Índices são criados em todos os atributos 
usados como chave primária, chave estrangeira e predicados de consulta. 
 Como complemento, o esquema de BD prevê a criação de uma tabela para 
o armazenamento do conteúdo completo das imagens DICOM, sem modificação. 
Para cada imagem cujo conteúdo é armazenado no BD um novo registro é criado na 
tabela conteudo_original, sendo vinculado via chave estrangeira com a tabela cha-
ve_hierarquica; o conteúdo originalmente lido a partir das imagens é armazenado, 
na íntegra, em um campo do tipo BLOB (Binary Large Object), sem parsing ou ex-
tração de tags. Essa estratégia otimiza consideravelmente o processo de recupe-
ração do conteúdo completo de imagens individuais ou estudos/séries inteiras; com 
ela, basta ler o conteúdo armazenado na tabela e encaminhá-lo como resposta a 
operações de busca/recuperação, ou mesmo persisti-lo em arquivos em disco. Seria 
possível obter o mesmo resultado a partir das tabelas utilizadas para o armazena-
mento das tags individuais por VR; porém, a reconstrução de uma imagem a partir 
de suas n tags armazenadas em diferentes tabelas é um processo custoso, que im-
plica a transposição dos dados armazenados por VR em uma representação agru-
pada por imagem. Tal custo pode se tornar proibitivo em cenários onde ocorre inte-
ratividade (como por exemplo a recuperação de estudos DICOM completos para di-
agnóstico). A FIGURA 13 exibe parte do diagrama ER (Entidade-Relacionamento) 
para o esquema de BD proposto (o dicionário de dados completo pode ser consulta-
do no APÊNDICE 2); o QUADRO 3 resume as diferenças entre o DSM original e a 






FIGURA 13 – EXTRATO DO ESQUEMA DE BD BASEADO NO MODELO DE ARMAZENAMENTO 
DECOMPOSTO. O ESQUEMA É CENTRALIZADO NA TABELA CHAVE_HIERARQUICA, COM A 
QUAL AS DEMAIS TABELAS SE RELACIONAM. FONTE: o autor (2014) 
 
 
DSM original Esquema de BD proposto 
Para cada atributo do modelo conceitual, 
estabelece a criação de relações binárias 
formadas por uma chave substituta e pelo 
atributo. 
Para cada VR DICOM, prevê a 
criação de uma relação n-ária 
formada por uma chave substituta e 
por atributos relacionados ao VR. 
Duas relações binárias são previstas para 
cada atributo: uma delas ordenada pela 
chave substituta, e outra ordenada pelo 
valor do atributo. 
Índices são usados para a ordenação 
do conteúdo das relações. 
- 
Uma relação é criada 
especificamente para representar a 
hierarquia do padrão DICOM. Essa 
relação é formada por uma chave 
substituta e por quatro atributos, 
correspondentes aos quatro níveis 
hierárquicos do padrão. 
- 
Uma relação é criada 
especificamente para armazenar o 
conteúdo completo das imagens 
DICOM, objetivando melhorar o 
desempenho das operações de 
recuperação. 
 
QUADRO 3 – DIFERENÇAS ENTRE O DSM ORIGINAL E O ESQUEMA DE BD PROPOSTO NO 




4.3 DISTRIBUIÇÃO DE DADOS ENTRE TECNOLOGIAS HETEROGÊNEAS DE 
ARMAZENAMENTO 
 
A hipótese #3 prevê a distribuição de dados entre tecnologias heterogêneas 
de armazenamento, através do roteamento de dados convencionais e não convenci-
onais para alternativas baseadas em NoSQL, XML, HDF, entre outras (LITH; 
MATTSSON, 2010; NOSQL, 2012), tendo como ponto de entrada o SGBD relacional 
ou objeto-relacional. Essa hipótese, apesar de atendida conceitualmente pelo mó-
dulo de gerenciamento de armazenamento e distribuição de dados (conforme FI-
GURA 11), é implementada sobre o esquema de BD usado pelo módulo de gerenci-
amento de comunicação DICOM de acordo com as premissas da extensão 
SQL/MED. 
 
4.3.1 PostgreSQL FDWs 
 
 A implementação SQL/MED no SGBD PostgreSQL segue as especificações 
de modularização definidas conceitualmente, com as responsabilidades relativas ao 
acesso a dados externos divididas entre FSs, FDWs e FTs. Esses módulos são res-
ponsáveis, respectivamente, pela conexão do SGBD à fonte de dados que será 
acessada, pela definição de funções usadas na manutenção dos dados e pela re-
presentação interna (relacional) dos dados acessados; como complemento, user 
mappings são disponibilizados para configurar FSs que suportam a especificação de 
credenciais de acesso. 
 Inicialmente limitados a acessos somente leitura, PostgreSQL FDWs evoluí-
ram para prover também, a partir de sua API, funções para escrita de dados via FSs. 
Atualmente, diversas opções de acesso a dados hospedados originalmente em ou-
tros SGBDs, bancos de dados NoSQL, arquivos, sistemas de arquivos e serviços na 
web estão disponíveis para uso (POSTGRESQL, 2014c), permitindo a especifica-
ção, modelagem e construção de bancos de dados federados heterogêneos, confi-







4.3.2 MySQL Storage Engines 
 
 O acesso a dados externos feito a partir de instâncias de BD hospedadas 
em clusters MySQL é definido pela Storage Engine API (MYSQL, 2014b), que cor-
responde à implementação SQL/MED provida pelo SGBD. Essa implementação 
simplifica a modularização originalmente proposta, resumindo-se a módulos custo-
mizados e incorporados aos processos do SGBD em tempo de execução. Dada a 
flexibilidade da API, é possível (e recomendado) que os módulos implementem roti-
nas para as operações CRUD (Create, Read, Update, Delete) a serem executadas 
sobre os dados acessados, utilizando-se de toda e qualquer estrutura de indexação 
e persistência que possa ser incorporada em tempo de compilação ou execução 
(GOLUBCHIK; HUTCHINGS, 2010b; PACHEV, 2007). A integração dos módulos 

















FIGURA 14 – ARQUITETURA MODULAR DO SGBD MYSQL, INCLUINDO STORAGE ENGINES 
CUSTOMIZADOS. FONTE: o autor (2012) 
 
Uma vez compilado e instalado junto ao servidor MySQL, um storage engine 
pode ser utilizado durante a criação de tabelas (conceito equivalente à definição de 
FTs). Todo e qualquer acesso às tabelas criadas com base em um storage engine 
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específico é traduzido, em tempo de execução, a um conjunto de chamadas de fun-




4.4 CONSIDERAÇÕES SOBRE O CAPÍTULO 
 
O primeiro passo para a proposta de simplificação das arquiteturas PACS 
convencionais consistiu da identificação de um componente ou grupo de componen-
tes capaz de ser estendido, assumindo um maior número de responsabilidades sem 
comprometimento de funcionalidades já executadas ou perda de desempenho. Pelo 
fato de as responsabilidades a serem englobadas envolverem comunicação, proces-
samento e armazenamento de dados, a camada de armazenamento PACS foi identi-
ficada como o local ideal para as alterações propostas. 
Dentre seus elementos componentes, os SGBDs utilizados pelas camadas 
de armazenamento foram identificados como as melhores opções para customiza-
ção, dados os seus recursos nativos voltados à extensibilidade e à flexibilidade rela-
cionada à distribuição de conteúdo. Essas duas características, essenciais ao aten-
dimento da proposta, foram exploradas em sua completude; como resultado, obteve-
se um modelo (vide FIGURAS 11 e 12) capaz de nortear a construção de instâncias 
PACS simplificadas, de instalação mais fácil e ágil (graças à redução do número de 
AEs componentes), com características voltadas ao alto desempenho de armaze-
namento graças à escalabilidade, tolerância a falhas e distribuição de recursos. Por 
manter todas as funcionalidades de uma arquitetura PACS convencional, a proposta 
pode ser considerada como uma substituta viável aos cenários de aquisição e ge-
renciamento de imagens médicas digitais existentes atualmente.  
 
Os materiais e métodos relacionados neste capítulo serviram como insumos 
para a construção de protótipos utilizados na verificação das hipóteses formuladas 
na Seção 1.3. Experimentos foram executados utilizando esses protótipos, gerando 




5 EXPERIMENTOS, RESULTADOS E DISCUSSÕES 
 
 
 As hipóteses introduzidas na Seção 1.3 foram verificadas a partir da constru-
ção de ambientes experimentais, utilizados na execução de testes visando compro-
var a viabilidade da arquitetura proposta em termos de configuração e desempenho, 
bem como atender aos objetivos específicos relacionados. Neste capítulo, esses 
ambientes são descritos a partir de sua organização de hardware e software, dos 
datasets utilizados na execução de testes e da metodologia empregada na mensu-
ração do desempenho de cada teste. Os resultados obtidos em cada experimento 
realizado são apresentados e discutidos, comparando a arquitetura proposta com 
instâncias baseadas em arquiteturas PACS convencionais. 
 
 
5.1 AMBIENTE EXPERIMENTAL #1 
 
 Uma vez definidos e implementados, o esquema e a extensão de BD (hipó-
teses #1 e #2) foram submetidos a uma série de experimentos, com o intuito de ob-
servar seu comportamento com relação ao armazenamento de imagens heterogê-
neas, à pesquisa de metadados usando predicados simples e compostos e à recu-
peração de conteúdo para os níveis hierárquicos estudo, série e imagem. A primeira 
rodada de testes utilizou datasets heterogêneos, disponíveis gratuitamente na 
internet para fins de pesquisa, cujas características podem ser observadas na TA-
BELA 1 (DICOM, 2014). 
 
TABELA 1 – DATASETS UTILIZADOS NA PRIMEIRA RODADA DE TESTES DO ESQUEMA + 




 Tamanho médio (em 
bytes) por imagem 
 

















Computed Radiology (CR) 1 6 6 1 80  802 2278594 14 
X-Ray Angiography (XA) 2 3 30 20 120  5662 1442097 83 
Secondary Capture (SC) 4 6 229 153 64  932 168897 151 
Positron Emission 
Tomography (PET) 
9 23 578 226 161 
 
3085 16211 111 
Magnetic Resonance (MR) 16 140 307 35 159  2704 72006 363 
Computed Tomography (CT) 35 105 846 282 132  3888 109054 3272 
 
FONTE: o autor (2014) 
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 Com fins comparativos, as mesmas operações de armazenamento, pesquisa 
de metadados e recuperação de conteúdo foram executadas em um servidor de ar-
mazenamento DICOM de código aberto (DCM4CHEE versão 2.17.1) (DCM4CHE, 
2014), aderente à arquitetura PACS convencional, usado extensivamente por insti-
tuições de saúde como parte da infraestrutura para execução de aplicações em am-
bientes de produção e pesquisa. O servidor emprega uma abordagem híbrida para o 
armazenamento DICOM, com um SGBD relacional persistindo metadados e um sis-
tema de arquivos persistindo imagens completas. Apesar de utilizar um esquema de 
BD fixo, horizontal (que permite armazenar um número reduzido e pré-definido de 
tags), elementos de dados não previstos são concatenados e armazenados como 
BLOBs, seguindo o modelo de atributos interpretados (BECKMANN, 2006). Duas 
configurações do servidor foram usadas durante os testes: 
 Configuração Padrão (CP) – tags previstas para armazenamento pelo es-
quema de BD são persistidas diretamente, tags não previstas são ignoradas e 
imagens completas são armazenadas em sistema de arquivos; 
 Configuração Estendida (CE) – tags previstas para armazenamento pelo es-
quema de BD são persistidas diretamente, tags não previstas são concatena-
das em campos do tipo BLOB relacionados a um dos quatro níveis hierárqui-
cos do padrão DICOM e imagens completas são armazenadas em sistema de 
arquivos. 
 Os experimentos foram executados em um equipamento com a seguinte 
configuração de hardware e software: Intel® Core i7 2.7GHz, 4GB DDR3 RAM, 
500GB SATA HD, OS X 10.8.4. O SGBD adotado na implementação do esquema de 
BD baseado no modelo de armazenamento decomposto e na instalação e configu-
ração do servidor de armazenamento DICOM foi MariaDB versão 10.0.3 (MARIADB, 
2014a), sem qualquer ajuste de configuração visando melhorias de desempenho. 
 
5.1.1 Resultados e discussão – armazenamento (C-STORE) 
 
 Testes de armazenamento foram executados com o objetivo de verificar a 
adaptabilidade da proposta do esquema de BD a datasets heterogêneos. Como re-
sultado, a íntegra do volume de dados descrito na TABELA 1 foi armazenada sem 
comprometimento ou perda de conteúdo – indicando que o uso de VRs como base 





FIGURA 15 – TEMPO DE ARMAZENAMENTO DE DATASETS COMPLETOS POR 
CONFIGURAÇÃO E MODALIDADE DE EXAME. FONTE: o autor (2014) 
 
Em termos de desempenho, a configuração padrão do servidor de armaze-
namento sobressaiu-se em relação às demais estratégias. Em números gerais, essa 
configuração foi em média 57,9% mais rápida do que a configuração estendida, e 
78,6% mais rápida do que o esquema de BD proposto. Aqui, o melhor desempenho 
é derivado direto do número reduzido de inserções no BD (decorrência do esquema 
horizontal adotado pelo DCM4CHEE, em contraponto às tabelas baseadas em VRs 
do esquema de BD), somado ao fato de que um número reduzido de tags é persis-
tido. 
 Configurado de forma estendida, o servidor de armazenamento apresentou 
um decréscimo em seu desempenho para todas as modalidades de exame. Consi-
derando que o esquema de BD é o mesmo da configuração padrão (assim como o 
número de inserções), a queda no desempenho é resultado do processamento ne-
cessário à composição dos campos BLOB, envolvendo a concatenação de todas as 
tags não previstas no esquema físico. Modalidades de exame caracterizadas por um 
maior número de tags por imagem são as maiores penalizadas: no armazenamento 
de imagens PET, por exemplo, a configuração estendida foi respectivamente 85,7% 
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e 38,9% mais lenta do que a configuração padrão e o esquema proposto, baseado 
no DSM. 
 Apesar de consistente, o esquema de BD baseado no modelo de armaze-
namento decomposto é o mais lento de todos os esquemas testados. A decomposi-
ção do esquema conceitual em tabelas físicas mais simples tem um preço, que sur-
ge no momento das inserções: para uma imagem formada por n tags, n+2 inserções 
são necessárias (uma inserção para a chave hierárquica, uma inserção para cada 
tag e uma inserção para o conteúdo completo da imagem). Essa característica (pre-
sente no DSM original) é o principal fator responsável pelo esquema proposto ser de 
3,7 a 7,2 vezes mais lento do que a configuração padrão do servidor de armazena-
mento, e de 0,6 a 4,8 mais lento do que a configuração estendida. Um resumo dos 
resultados discutidos pode ser visualizado na FIGURA 15. 
 
5.1.2 Resultados e discussão – pesquisa (C-FIND) 
 
 Experimentos envolvendo a pesquisa de metadados foram executados com 
base na hierarquia de quatro níveis definida pelo padrão DICOM. Para cada nível, 
um conjunto de tags foi pesquisado e seus respectivos valores recuperados, uma 
tag por operação de busca. O número de tags pesquisado variou de acordo com o 
nível da hierarquia, e as tags usadas nos testes foram escolhidas a partir de lista-
gens presentes na documentação oficial do padrão (uma listagem completa das tags 
pesquisadas pode ser visualizada no ANEXO 1) (PS 3.4-2011, 2012). De acordo 
com as listagens utilizadas, foram selecionadas 16 tags para o nível paciente, 27 
tags para o nível estudo, quatro tags para o nível série e 25 tags para o nível ima-
gem. O método de pesquisa adotado foi o método de busca hierárquico (também de-
finido no padrão), onde predicados construídos para pesquisas em um determinado 
nível hierárquico devem incluir as tags definidas como únicas (analogia às chaves 
primárias do modelo relacional) do nível em questão, juntamente com as tags únicas 
dos seus níveis superiores. Após 10 repetições usando valores escolhidos aleatori-
amente para as tags de predicado (sendo que esses valores existem nos datasets), 
os tempos médios de execução foram calculados e usados como base de compara-
ção. 
 Em uma primeira avaliação, percebe-se que o número de tags pesquisado 
por nível hierárquico é o principal fator relacionado a um melhor ou pior desempe-
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nho. Independentemente do tamanho do dataset para cada modalidade de exame 
ou do número médio de tags por imagem, mais tags a serem pesquisadas e recupe-
radas individualmente implicam diretamente em um maior tempo necessário à exe-




FIGURA 16 – TEMPO DE PESQUISA DE METADADOS POR ESTRATÉGIA DE ARMAZENAMENTO 
E MODALIDADE DE EXAME. FONTE: o autor (2014) 
 
A diferença de desempenho entre as duas configurações do servidor de ar-
mazenamento foi inferior a 1%, considerando o tempo acumulado de pesquisa. Esse 
resultado é um claro indicativo de que o tempo de processamento empregado na 
manutenção dos campos BLOB (configuração estendida) é fator secundário para os 
resultados; como fatores principais, destacam-se a execução das consultas e a re-
cuperação dos dados encontrados. 
 Devido à sua estrutura física simplificada, o esquema de BD proposto foi em 
média 48% mais rápido quando comparado ao servidor de armazenamento. O me-
lhor resultado obtido envolveu a pesquisa de tags para o nível série das tomografias 
computadorizadas, com uma redução de 82,6% no tempo de pesquisa quando com-
parado à configuração estendida do servidor. Esse ganho significativo é derivado di-
reto da diferença estrutural dos esquemas físicos dos BDs. Por implementar tabelas 
com poucos atributos, estratégias derivadas do DSM original (adotando uma organi-
zação verticalizada) levam menos tempo para ler e disponibilizar os dados encontra-
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dos pela pesquisa, quando um número reduzido de atributos é considerado em cada 
operação; estratégias horizontalizadas, por sua vez, organizam os dados armazena-
dos em tabelas de estrutura mais complexa, com um maior número de campos – 
demandando um tempo maior para a recuperação física dos dados. Um compilado 
dos resultados dos experimentos de pesquisa executados pode ser visualizado na 
FIGURA 16. 
 Objetivando avaliar o comportamento do esquema de BD proposto em situa-
ções onde grupos de tags são pesquisadas simultaneamente, experimentos foram 
executados a partir dos dados de tomografia computadorizada (a modalidade de 
exame com o maior volume de dados). Para cada nível da hierarquia DICOM, as 
tags relacionadas foram organizadas em grupos múltiplos de cinco, com cada grupo 
sendo usado na composição de uma consulta. Após 10 execuções do método de 
busca hierárquico, com predicados de busca sendo construídos a partir de valores 
aleatórios extraídos do dataset, o tempo médio obtido foi usado como base de com-
paração. 
 O comportamento esperado para o servidor de armazenamento foi confir-
mado: dado o seu esquema de BD horizontal, o tempo acumulado de pesquisa e 
fetching diminui conforme o número de tags coexistentes nas mesmas tabelas au-
menta. A configuração padrão do servidor é mais rápida em aproximadamente 1,3% 
quando comparada à configuração estendida. Em uma comparação com o esquema 
proposto, porém, são observadas variações entre os diferentes níveis hierárquicos. 
Para o nível estudo, por exemplo, o esquema proposto foi mais lento quando compa-
rado a ambas as configurações do servidor. Pelo fato do número de tags pes-
quisadas (27) estar distribuído entre várias tabelas (construídas a partir dos VRs das 
tags), mais tempo é dispendido no acesso, junção e recuperação do seu conteúdo. 
 A organização (vertical/horizontal) dos esquemas de BD tem relevância nos 
resultados finais; porém, outros fatores são igualmente importantes (e determinan-
tes) nos tempos de resposta obtidos. A seletividade dos predicados usados nas con-
sultas é um exemplo: no nível mais baixo da hierarquia (imagem), onde os predi-
cados são formados pela combinação das tags únicas de todos os níveis, o esque-
ma proposto foi 79,1% mais rápido que o servidor de armazenamento (no melhor ca-
so). Outro exemplo é o de cenários intermediários, onde um número médio de tags 
por nível hierárquico é equilibrado com uma seletividade também média. Para esses 
casos, o esquema proposto foi, respectivamente, 64,1% e 44,2% mais rápido em 
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resposta às pesquisas do que as configurações do servidor de armazenamento para 




FIGURA 17 – TEMPO DE PESQUISA DE METADADOS POR ESTRATÉGIA DE ARMAZENAMENTO 
E GRUPOS DE TAGS (TOMOGRAFIA COMPUTADORIZADA). FONTE: o autor (2014) 
 
5.1.3 Resultados e discussão – recuperação (C-GET) 
 
 Os testes envolvendo recuperação de conteúdo foram realizados de forma 
similar aos testes de pesquisa: a hierarquia do padrão DICOM foi usada como base 
(com as operações sendo executadas para os níveis estudo, série e imagem), e as 
imagens encontradas pela execução do método de busca foram persistidas em um 
sistema de arquivos, uma imagem por arquivo físico. O tempo médio de 10 execu-
ções com predicados de busca aleatórios foi assumido como resultado. 
 Através dos experimentos executados foi possível observar que, para o de-
sempenho de busca, a relação entre o número total de imagens recuperadas por ní-
vel hierárquico é tão determinante quanto o tamanho físico da imagem e a complexi-
dade do seu conteúdo. Apesar do senso comum de que imagens maiores impliquem 
em um maior tempo de resposta, cenários onde modalidades de exame cujas ima-
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gens são mais simples (porém, mais numerosas) podem ser mais lentos. Um exem-
plo foi observado com as modalidades de exame PET (imagens simples) e XA (ima-
gens complexas): considerando o nível hierárquico estudo, o volume de imagens foi 
determinante para que a recuperação de conteúdo da primeira levasse 2,7 vezes 




FIGURA 18 – TEMPO DE RECUPERAÇÃO DE IMAGENS COMPLETAS POR ESTRATÉGIA DE 
ARMAZENAMENTO E MODALIDADE DE EXAME. FONTE: o autor (2014) 
 
A organização das estratégias quanto ao formato de armazenamento tam-
bém influenciou nos resultados obtidos. A recuperação de conteúdo a partir do ser-
vidor de armazenamento implica em uma consulta inicial em sua instância de BD, 
com o objetivo de identificar o path em um sistema de arquivos onde as imagens re-
lacionadas estão efetivamente armazenadas; uma vez encontradas, as imagens são 
recuperadas e enviadas ao cliente que as solicitou. Como não há qualquer proces-
samento envolvendo conteúdo armazenado como BLOB, ambas as configurações 
do servidor geraram resultados muito similares (diferença de aproximadamente 1,1% 
em tempo de execução). Com relação ao esquema de BD proposto, a recuperação 
de conteúdo implica em uma junção entre as tabelas chave_hierarquica e 
conteudo_original; não há a necessidade de acessar o sistema de arquivos, e o con-
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teúdo extraído diretamente do BD é enviado ao cliente. Essa simplificação no aces-
so aos dados resulta em uma redução média de 48,3% no tempo de recuperação 
dos mesmos, com o melhor caso sendo 91,3% mais rápido (quando comparado com 
a configuração estendida, para o nível hierárquico imagem). Tais resultados justifi-
cam a adoção de uma tabela exclusiva para o armazenamento (redundante) do con-
teúdo completo das imagens, apesar do seu impacto no tempo de armazenamento e 
no tamanho final da instância de BD. Na FIGURA 18, os tempos de recuperação ob-
tidos por estratégia de armazenamento e modalidade de exame são discretizados. 
 
 
5.2 AMBIENTE EXPERIMENTAL #2 
 
 Uma vez testado com relação ao suporte a dados heterogêneos, o esquema 
de BD proposto foi submetido a novos experimentos em um cenário voltado à repli-
cação e distribuição de um volume maior de imagens. O objetivo dos testes execu-
tados foi avaliar o comportamento da proposta em um ambiente de cluster, bem co-
mo a possibilidade de manter o esquema físico do BD inalterado. 
 O cenário de testes foi construído utilizando-se Postgres-XC versão 1.1 
(POSTGRES-XC, 2014), uma variante do SGBD PostgreSQL com recursos de esca-
labilidade implementados em uma arquitetura multimestre síncrona. Nela, acessos 
de escrita e leitura podem ser executados em diferentes nodos em paralelo, com a 
garantia de que inserções, atualizações e exclusões serão replicadas de forma sín-
crona entre os nodos responsáveis pela persistência de conteúdo. Clusters 
Postgres-XC são organizados em três níveis, com cada nível assumindo um papel 
relacionado ao gerenciamento, comunicação ou armazenamento de dados (como 
segue): 
 GTM (Global Transaction Manager) – nodo(s) responsável(is) pelo gerencia-
mento do ciclo de vida de transações globais, bem como pelo gerenciamento 
de conteúdo de objetos compartilhados (como por exemplo sequências usa-
das na geração de chaves substitutas); 
 Coordinator – nodo(s) responsável(is) pela análise de instruções SQL, gera-
ção de planos de execução, encaminhamento de consultas aos nodos de da-
dos e consolidação de resultados (quando necessário). A conexão das apli-
cações cliente é feita com nodos pertencentes a este nível; 
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 Datanode – nodo(s) responsável(is) pelo armazenamento efetivo dos dados 
do cluster. Nesse nível, dados são replicados ou distribuídos de acordo com o 

















FIGURA 19 – CLUSTER HOMOGÊNEO UTILIZADO NOS EXPERIMENTOS DE REPLICAÇÃO E 
DISTRIBUIÇÃO DE CONTEÚDO. FONTE: o autor (2014) 
 
Em termos de alto desempenho, clusters Postgres-XC são escaláveis nos 
níveis coordinator e datanode, sendo possível configurar e inserir novos nodos sob 
demanda. Novos coordinators permitem um balanceamento de carga no estabeleci-
mento de conexões ao cluster, suportando um maior número de acessos simultâ-
neos por diferentes aplicações cliente; novos datanodes, por sua vez, aumentam a 
capacidade de armazenamento e permitem distribuir a carga de trabalho em configu-
rações que utilizam particionamento de dados, através da execução de consultas 
distribuídas. A tolerância a falhas é obtida nos três níveis: pela adoção de dois ou 
mais GTMs (um ativo e os demais em standby), pela configuração de dois ou mais 
coordinators (para que a interrupção dos serviços de um único nodo não impeça o 
estabelecimento de conexões pelos clientes) e pela configuração de dois ou mais 
datanodes (para que o provimento dos dados se mantenha caso um nodo se torne 
inoperante). É importante ressaltar que uma configuração tolerante a falhas só será 
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obtida para os cenários de replicação (em que os dados são copiados para todos os 
datanodes); cenários de particionamento são comprometidos pelo fato de cada 
datanode receber parte dos dados armazenados (que ficarão inacessíveis caso o 
nodo apresente problemas). 
Para os experimentos, um cluster homogêneo com seis nodos foi configura-
do. O acesso ao cluster foi executado a partir de um sétimo equipamento (cliente), 
responsável pelo envio das imagens DICOM para armazenamento, pela execução 
de pesquisas sobre os metadados e pela recuperação de conteúdo. A organização 
do cluster pode ser visualizada na FIGURA 19; as configurações de hardware e 
software dos equipamentos utilizados, por sua vez, podem ser visualizadas no 
QUADRO 4. 
 





























QUADRO 4 – CONFIGURAÇÕES DE HARDWARE E SOFTWARE PARA OS EXPERIMENTOS DE 
REPLICAÇÃO E DISTRIBUIÇÃO DE CONTEÚDO. FONTE: o autor (2014) 
 
 Com relação à distribuição de dados no cluster, duas estratégias opostas 
foram utilizadas: replicação e particionamento por round-robin. Na replicação, há a 
garantia de que cada datanode receba uma cópia de cada registro armazenado; as-
sim, consultas executadas sobre essa configuração podem ser encaminhadas a 
apenas um nodo (o que permite um balanceamento de carga feito pelos coordinators 
no momento de rotear os planos de execução). No particionamento por round-robin, 
o conteúdo da tabela chave_hierarquica continua sendo replicado em todos os 
datanodes (para permitir a execução correta de JOINs); o conteúdo das demais ta-
belas, porém, é distribuído registro a registro entre os datanodes disponíveis, sem 
replicação. Nessa configuração, os planos de execução gerados pelos coordinators 
são roteados a todos os datanodes, que os executam gerando resultados locais cor-
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respondentes aos seus conjuntos de dados armazenados. É papel dos coordinators 
consolidar os resultados locais parciais, gerando uma resposta única aos clientes 
que requisitaram os dados. 
 Os testes realizados no ambiente experimental #1 focaram a observação do 
comportamento do esquema de BD proposto com relação ao armazenamento de 
dados heterogêneos. Considerando os resultados obtidos (o esquema comprovou 
ser consistente), o ambiente experimental #2 pôde ser direcionado à uma avaliação 
focada em volume de conteúdo. Para tanto, exames de CT disponíveis publicamente 
foram utilizados (NATIONAL BIOMEDICAL IMAGING ARCHIVE, 2013); detalhes do 
dataset escolhido podem ser observadas na TABELA 2. 
 
TABELA 2 – DATASETS UTILIZADOS NA SEGUNDA RODADA DE TESTES DO ESQUEMA DE BD 




 Tamanho médio (em 
kbytes) por imagem 
 

















Computed Tomography (CT) 694 1825 222 84 84  1 491 72 
 
FONTE: o autor (2014) 
 
5.2.1 Resultados e discussão – armazenamento (C-STORE) 
 
 Os experimentos executados mensuraram o tempo médio para o armaze-
namento de uma imagem de CT, dividindo-o em três componentes: o tempo de 
parsing necessário à extração das tags individuais das imagens, o tempo de inser-
ção acumulado das tags extraídas (correspondente à soma do tempo individual para 
cada tag) e o tempo de inserção do conteúdo completo da imagem. Com fins com-
parativos, o cluster foi utilizado para hospedar as duas estratégias definidas anteri-
ormente: replicação e particionamento (round-robin); um terceiro cenário foi constru-
ído, provendo uma instância de BD de nodo único configurada sobre PostgreSQL 
9.3 (POSTGRESQL, 2014a). Todos os cenários foram submetidos a acessos de es-
crita concorrente (com o número de processos variando de um a cinco), visando 
avaliar o impacto da arquitetura de três níveis usada no cluster quando comparada a 
uma instalação independente, que não necessita de uma coordenação remota para 
o gerenciamento de transações. 
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 Para todas as combinações de cluster, nodo único e número de processos 
concorrentes, percebe-se um padrão relacionado à distribuição do tempo entre os 
três componentes destacados. A inserção individual de tags é a etapa mais lenta 
(correspondendo a, em média, 59% do tempo total), seguida pelo processo de 
parsing do conteúdo dos arquivos (28,4%) e pela inserção do conteúdo completo 
dos arquivos (12,6%). Esse é um claro indicativo de que o número de tags usadas 
para armazenar metadados (geralmente em formato convencional – alfanumérico) é 
tão relevante quanto o tamanho do conteúdo binário (a imagem propriamente dita), 
em se tratando de tempo de armazenamento. De forma complementar, o aumento 
no número de processos concorrentes implica em um também aumento do tempo 
dispendido na persistência do conteúdo. Por se tratar de armazenamento em SGBD 
relacional, esse aumento é diretamente relacionado ao controle de concorrência 
multiversão (MVCC – Multi-Version Concurrency Control), implementado pelo SGBD 
e utilizado para garantir o isolamento entre as diferentes transações em execução. 
 Com relação ao tempo total de execução, a instância de nodo único apre-
sentou os melhores resultados. Pelo fato de não depender de comunicação interno-
dos e de gerenciamento de transações distribuídas, essa configuração foi 51,8% e 
34,8% mais rápida quando comparada, respectivamente, às configurações de 
cluster para replicação e particionamento. Considerando apenas os ambientes dis-
tribuídos, particionar se mostrou 26,1% mais rápido do que replicar conteúdo. Uma 
compilação dos resultados obtidos pode ser visualizada na FIGURA 20. 
 
FIGURA 20 – TEMPO DE ARMAZENAMENTO PARA IMAGENS DE CT POR CONFIGURAÇÃO, 
NÚMERO DE PROCESSOS CONCORRENTES E ETAPA DE GRAVAÇÃO (PARSING, TAGS 
INDIVIDUAIS E CONTEÚDO COMPLETO). FONTE: o autor (2014) 
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5.2.2 Resultados e discussão – pesquisa (C-FIND) 
 
 Experimentos de pesquisa seguiram a mesma metodologia empregada no 
ambiente experimental #1, com conjuntos de tags relacionadas aos quatro níveis hi-
erárquicos do padrão DICOM tendo seus valores recuperados, uma tag por vez. A 
principal diferença esteve na construção dos predicados de busca, que exploraram 
quatro das alternativas previstas pelo padrão no que compete à execução da primiti-
va C-FIND. Essas alternativas englobaram o uso de predicados para buscas por 
comparação de igualdade usando identificadores únicos, comparação de igualdade 
usando valores de tags, comparação por intervalo de valores de tags e comparação 
por correspondência de padrão (feita com base nos valores de tags). Exemplos de 
instruções SQL que atendem às alternativas de busca podem ser visualizados no 
APÊNDICE 3. 
 Considerando-se todas as combinações feitas entre níveis hierárquicos, nú-
mero de processos sendo executados de forma concorrente e alternativas para 
construção de predicados, o particionamento por round-robin apresentou os piores 
resultados. Essa é uma decorrência direta da necessária consolidação dos resulta-
dos parciais obtidos pelos datanodes, feita pelos coordinators sempre que uma con-
sulta é executada. Para a consolidação, é necessário que todos os resultados par-
ciais sejam recebidos – o que depende do processamento executado por cada 
datanode do cluster; assim, o datanode com pior desempenho (seja por um 
hardware menos potente ou pelo armazenamento de um maior volume de dados) 
acaba por determinar quando a consolidação será iniciada. 
A pesquisa das 16 tags relacionadas ao primeiro nível hierárquico (paciente) 
permite observar que as alternativas de busca se comportam de forma similar, inde-
pendentemente do número de processos dentro de uma mesma configuração. A ins-
tância de nodo único destaca-se como a melhor opção, sendo no geral 35,4% mais 
rápida do que o cluster com replicação; já os resultados obtidos com a configuração 
de particionamento destacam a problemática derivada da consolidação de resulta-
dos parciais: sendo em média três ordens de magnitude mais lenta quando compa-
rada à instância de nodo único, torna-se inviável em ambientes que demandem inte-
ração. Os resultados individualizados por alternativa de busca, configuração e núme-




FIGURA 21 – TEMPO DE PESQUISA DE METADADOS POR CONFIGURAÇÃO, NÚMERO DE 
PROCESSOS CONCORRENTES E ALTERNATIVA DE BUSCA (NÍVEL HIERÁRQUICO DE 
PACIENTE). FONTE: o autor (2014) 
 
 Em nível de estudo, o comportamento observado se repete: o tempo de ca-
da alternativa de busca é bastante similar apesar da variância no número de proces-
sos. Mais uma vez a instância de nodo único se sobressai, com um desempenho 
45,9% superior quando comparada à configuração de replicação. A configuração de 
particionamento, por sua vez, obteve os piores resultados de toda a bateria de expe-
rimentos: a diferença se manteve em três ordens de magnitude com relação à ins-
tância de nodo único, porém com valores individuais mais elevados para as alterna-
tivas de busca. Uma análise da FIGURA 22 permite identificar que consultas basea-
das em predicados que usam correspondência de padrão são as principais respon-
sáveis pelo comprometimento do desempenho dessa configuração. 
 Os resultados obtidos para os níveis hierárquicos série e imagem são bas-
tante similares, em termos de comportamento, aos níveis paciente e estudo. Apesar 
das diferenças numéricas, percebe-se que no geral: 
 predicados para buscas por comparação de igualdade usando identificadores 
únicos apresentam um melhor desempenho graças à sua indexação e ao 
menor volume dados existente na tabela chave_hierarquica; 
 predicados para buscas por comparação de igualdade usando valores de tags 
e predicados para buscas por intervalo de valores de tags apresentam de-
sempenho intermediário, alternando-se como segunda e terceira melhor op-
ção de acordo com a configuração de distribuição de dados; 
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 predicados para buscas por correspondência de padrão apresentam o pior 
desempenho. Para esse caso em particular, uso de índices baseados em es-
truturas como GiST (Generalized Search Tree) e GIN (Generalized Inverted 
Index) devem ser considerados como substitutos aos índices baseados em B-
Tree, usados como padrão. 
 
 
FIGURA 22 – TEMPO DE PESQUISA DE METADADOS POR CONFIGURAÇÃO, NÚMERO DE 
PROCESSOS CONCORRENTES E ALTERNATIVA DE BUSCA (NÍVEL HIERÁRQUICO DE 





FIGURA 23 – TEMPO DE PESQUISA DE METADADOS POR CONFIGURAÇÃO, NÚMERO DE 
PROCESSOS CONCORRENTES E ALTERNATIVA DE BUSCA (NÍVEL HIERÁRQUICO DE SÉRIE). 





FIGURA 24 – TEMPO DE PESQUISA DE METADADOS POR CONFIGURAÇÃO, NÚMERO DE 
PROCESSOS CONCORRENTES E ALTERNATIVA DE BUSCA (NÍVEL HIERÁRQUICO DE 
IMAGEM). FONTE: o autor (2014) 
 
 Os gráficos das FIGURAS 23 e 24 exibem, respectivamente, os resultados 
obtidos para os níveis série e imagem. Em ambos, seguindo o padrão já identificado 
nos experimentos anteriores, a instância de nodo único apresenta um desempenho 
superior quando comparada à configuração de replicação: 49,4% mais rápida para 
séries, e 55,4% para imagens. 
 
5.2.3 Resultados e discussão – recuperação (C-GET) 
 
 Da mesma forma que os experimentos de pesquisa, os experimentos de re-
cuperação seguiram a metodologia empregada no ambiente experimental #1 – con-
juntos de imagens foram recuperadas para os níveis hierárquicos estudo e série, e 
imagens individuais para o nível hierárquico imagem. Para tanto, os predicados usa-
dos nas consultas foram construídos a partir dos identificadores únicos relacionados 
a cada nível, como pode ser observado no APÊNDICE 4. 
Uma diferença fundamental entre os experimentos de pesquisa e recupera-
ção é a razão entre o número de consultas executadas e o volume de dados recupe-
rado em cada execução. Em uma pesquisa (C-FIND), n instruções são executadas 
(uma por tag), devolvendo ao cliente um volume reduzido de dados (comumente 
mensurados em bytes). Em uma recuperação (C-GET), por sua vez, uma única ins-
trução é executada, devolvendo ao cliente dados cujo volume varia de acordo com o 
nível hierárquico; comumente, esse volume é mensurado em megabytes. Ademais, 
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comparando as instruções dos APÊNDICES 3 e 4, percebe-se que recuperar ima-




FIGURA 25 – TEMPO DE RECUPERAÇÃO DE CONTEÚDO POR CONFIGURAÇÃO, NÚMERO DE 
PROCESSOS CONCORRENTES E NÍVEL HIERÁRQUICO. FONTE: o autor (2014) 
 
Na FIGURA 25, é possível perceber que quanto maior a seletividade (um 
maior número de cláusulas nos predicados de busca), menor é o tempo dispendido 
na localização, fetching e envio do conteúdo das imagens ao cliente. Nesse cenário, 
as configurações de cluster se sobressaem: com particionamento, foi observado um 
ganho de 29,7% em tempo de recuperação; com replicação (o melhor caso), um ga-
nho de 30,8%. 
 
 
5.3 AMBIENTE EXPERIMENTAL #3 
 
 Os experimentos envolvendo a distribuição de dados entre tecnologias hete-
rogêneas foram executados em um cenário composto por uma instância de BD rela-
cional, interligada a um cluster homogêneo através da implementação da extensão 
SQL/MED disponível no SGBD. A escolha dos componentes de software se deu, à 
época da execução dos experimentos, por uma avaliação empírica de disponibili-
dade de recursos, robustez de código-fonte e características aderentes ao resultado 
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pretendido – armazenamento de conteúdo no padrão DICOM em nível de atributo e 
imagem. 
 A instância relacional foi disponibilizada em um servidor MariaDB versão 
10.0.3, hospedando uma releitura do esquema de BD descrito na Seção 4.2.3.1. Pa-
ra permitir uma comparação do custo (medido em tempo de execução) das opera-
ções de persistência, pesquisa e recuperação de dados entre o modelo puramente 
relacional e a proposta de armazenamento heterogêneo, o esquema físico imple-
mentado foi construído de forma a rotear 100% dos dados a serem armazenados 
para a estrutura de cluster, usando o SGBD como uma “ponte” entre as aplicações 
cliente e o armazenamento propriamente dito. Essa ponte possibilitou o uso de ins-
truções SQL convencionais para armazenar e recuperar os dados de interesse, abs-
traindo a real tecnologia de persistência usada pelo cluster. 
 No cluster, os dados foram persistidos em uma instância de BD NoSQL im-
plementada sobre Apache Cassandra (CASSANDRA, 2014), seguindo a estratégia 
de armazenamento particionado de linhas (registros). A definição do esquema de BD 
utilizado baseou-se nas características do padrão DICOM quanto à estruturação de 
atributos e semiestruturação de imagens, resultando em um esquema similar ao es-
quema baseado no modelo de armazenamento decomposto no que compete à ca-
pacidade de persistir qualquer combinação de tags, para qualquer modalidade de 
exame e fabricante de equipamento. A organização do esquema de BD, seguida de 
especificações quanto aos seus componentes, pode ser visualizada na FIGURA 26. 
O esquema armazena uma tag por linha, sendo responsabilidade da chave da linha 
identificar unicamente cada registro. Em teoria, essa chave poderia ser composta 
pela combinação dos identificadores únicos de cada nível hierárquico do padrão 
DICOM, juntamente com os valores de grupo e elemento de cada tag; porém, é co-
mum ocorrerem multiplicidades na combinação desses valores em uma mesma 
imagem. Objetivando prover um identificador realmente único, três colunas foram 
adicionadas ao esquema (todas integrando a chave da linha), de forma a atender às 
seguintes situações: 
 os pares de valores para grupo e elemento podem se repetir dentro de uma 
mesma imagem através de sequências de elementos. Sequências são cons-
truções delimitadas por tags específicas, e que podem ocorrer n vezes em 
uma mesma imagem. Atributos que estejam aninhados às sequências podem 
se repetir, também, n vezes. A coluna ordem_tag visa prover uma distinção 
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entre tags com o mesmo número de grupo e elemento; seu conteúdo é gera-
do de forma sequencial, em tempo de parsing, no contexto individual de cada 
imagem; 
 algumas tags DICOM possuem VMs maiores do que 1 (um). Os valores para 
essas tags podem ser divididos em n componentes, o que gera múltiplas 
ocorrências da mesma tag para o mesmo valor da coluna ordem_tag. A co-
luna item, nesse cenário, é usada como um identificador único para cada par-
te componente do valor original de uma tag. Seu valor também é gerado de 
forma sequencial, no contexto de cada tag, em tempo de parsing; 
 em algumas circunstâncias (comumente relacionadas a imagens armazena-
das de forma compactada), um componente do valor de uma tag pode nova-
mente ser dividido em partes. A coluna subitem atende à essa condição, por 
estabelecer um valor único sequencial para cada parte de um componente. 
 
 
FIGURA 26 – ESQUEMA DE BD IMPLEMENTADO SOBRE APACHE CASSANDRA E ACESSADO 
VIA INSTÂNCIA RELACIONAL, POR MEIO DE SUA IMPLEMENTAÇÃO SQL/MED. FONTE: o autor 
(2014) 
  
 Funcionalmente, as colunas que compõem uma chave de linha assumem 
dois papéis distintos. A primeira coluna é utilizada como chave de particionamento, e 
estabelece como os dados são divididos e roteados para os nodos componentes do 
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cluster. Registros que possuem valores idênticos para chaves de particionamento 
são roteados para os mesmos nodos. As demais colunas (se houver) são utilizadas 
como chaves de clusterização: além de garantirem a unicidade das chaves de linha, 
são mantidas ordenadas para agilizar pesquisas. 
A coluna tamanho registra o chamado tamanho DICOM do conteúdo arma-
zenado por cada tag. Esse valor é sempre equivalente a um número par, e é garan-
tido pela complementação do conteúdo original (quando tiver tamanho ímpar) com 
espaços em branco ou valores nulos. Valores armazenados nessa coluna são usa-
dos na composição de mensagens, permitindo saber exatamente quantos bytes de-
verão ser enviados às AEs que estejam executando primitivas do tipo C-FIND. 
 As colunas restantes são dedicadas ao armazenamento do conteúdo das 
tags, bem como dos valores de grupo e elemento. Por uma questão de simplicidade, 
valores de tags cujos VRs sejam compatíveis são armazenados em uma mesma co-
luna (respeitando a sua tipologia básica), podendo receber índices secundários 
sempre que passíveis de uso na construção de predicados de busca. 
 A integração entre a instância relacional e o cluster é efetivada por um 
storage engine modular (MARIADB, 2014b), capaz de traduzir operações CRUD a 
partir do SGBD para execução na instância NoSQL. Essa interação é feita em duas 
direções: instruções SQL executadas no lado do SGBD são traduzidas para uma (ou 
mais) instruções equivalentes de acordo com o framework Apache Thrift (APACHE 
THRIFT, 2014) (suportado pelo Apache Cassandra); os resultados obtidos (se hou-
verem) são devolvidos a partir da instância NoSQL, sendo traduzidos para a repre-
sentação relacional reconhecida pelo SGBD. O cenário completo do ambiente expe-
rimental pode ser visualizado na FIGURA 27. 
O storage engine utilizado para a integração entre as instâncias permite que 
a tabela criada no SGBD conecte-se a um dos nodos do cluster; essa conexão é 
configurada no momento da criação da tabela, e passa a fazer parte dos metadados 
da mesma. Pelo fato da arquitetura do Apache Cassandra não estabelecer uma dife-
renciação entre seus nodos (todos podem ser usados para escrita e leitura), qual-
quer nodo pode ser escolhido como ponto de conexão. Com relação ao hardware, 
os equipamentos relacionados no QUADRO 4 foram remanejados e reconfigurados 




 Instância de Nodo Único (INU) – composta por um único equipamento, foi uti-
lizada como base para a instalação de uma instância relacional a ser com-
parada com a instância NoSQL; para alguns experimentos, também serviu de 
base à uma instalação simplificada do Apache Cassandra; 
 Cluster (CL) – composto por cinco nodos homogêneos, foi utilizado para a 
instalação da instância NoSQL; configurações adotadas especificamente para 
escrita e leitura serão discutidas, respectivamente, na apresentação dos re-
sultados de armazenamento, pesquisa e recuperação. 
 
 
FIGURA 27 – CENÁRIO COMPLETO PARA O AMBIENTE EXPERIMENTAL #3, CONTEMPLANDO 
A INTEGRAÇÃO ENTRE AS INSTÂNCIAS RELACIONAL E NoSQL. FONTE: o autor (2014) 
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QUADRO 5 – CONFIGURAÇÕES DE HARDWARE E SOFTWARE PARA OS EXPERIMENTOS 
ENVOLVENDO TECNOLOGIAS HETEROGÊNEAS. FONTE: o autor (2014) 
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5.3.1 Resultados e discussão – armazenamento (C-STORE) 
 
 Para os testes de armazenamento, foram utilizados os mesmos datasets 
descritos na TABELA 1; a escolha se deu pela heterogeneidade de conteúdo, ne-
cessária para atestar a adaptabilidade do esquema de BD NoSQL proposto a dife-
rentes combinações de tags. Duas modalidades de escrita foram assumidas: escrita 
por Processo de Escrita Único (PEU), sequencial e sem concorrência acessando a 
instância NoSQL via storage engine, e Múltiplos Processos de Escrita (MPE), com 
cinco processos sendo executados de forma concorrente acessando as instâncias 
relacional (via extensão de BD) e NoSQL (via storage engine). Para o armazena-
mento na instância NoSQL, foi utilizado um fator de replicação igual a três – indican-
do que cada registro inserido foi roteado para três nodos distintos, de acordo com 
sua chave de particionamento. 
 O tempo requerido para armazenamento é derivado de duas características 
combinadas: o tamanho físico dos datasets e a complexidade das imagens em ter-
mos de número de tags. Um exemplo claro dessa relação pode ser visualizado em 
se comparando as modalidades de exame SC e PET: apesar de o dataset PET ser 
menor do que o dataset SC, demora-se mais para armazená-lo (devido ao seu nú-
mero de tags ser quase três vezes maior). Considerando que o número de tags utili-
zadas especificamente para o armazenamento do conteúdo binário das imagens é o 
mesmo em ambos os datasets, a responsabilidade pela maior ou menor demora é 
dos metadados – uma característica sempre presente quando se trabalha com ar-
mazenamento de imagens completas em nível de tag. 
 Em uma comparação global é possível perceber a repetição de um padrão 
no tempo de armazenamento, tanto entre diferentes modalidades de exame quanto 
dentro de uma mesma modalidade (variando os cenários de teste). Para as varian-
tes NoSQL, instâncias de nodo único (acessadas por um ou múltiplos processos) 
demandam menos tempo para armazenar os datasets escolhidos. Com base no 
tempo acumulado, a redução chega a 89,8% quando comparada ao cluster (conse-
quência direta da ausência de replicação e de comunicação entre nodos). O contra-
ponto ao bom desempenho é a escalabilidade: INUs não preveem a incorporação de 
novos recursos ao cenário, e limitam-se à capacidade do único nodo disponível; 
além disso, o nodo utilizado torna-se um ponto único de falha (Single Point Of 
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Failure – SPOF), sobre o qual recai toda a responsabilidade sobre a disponibilidade 
do serviço oferecido. 
 Como forma de otimizar o tempo de armazenamento, o uso de MPEs é uma 
alternativa viável. Tanto no ambiente de nodo único quanto no cluster, experimentos 
envolvendo escritas em paralelo geraram resultados superiores em comparação às 
escritas sequenciais, com um ganho geral de 77,9%. Esse ganho é correspondente 
ao acesso a um único nodo do cluster para escrita a partir do storage engine (uma 
limitação existente no módulo, como pode ser visualizado na FIGURA 27), e em teo-
ria pode ser melhorado com o acesso sendo feito a outros nodos também em para-
lelo. Há, porém, situações em que o modelo relacional ainda prevalece: como pode 
ser visualizado na FIGURA 28, o mesmo tem um desempenho superior em armaze-
nar imagens para as modalidades de exame PET, MR e CT. 
 
 
FIGURA 28 – TEMPO DE ARMAZENAMENTO DE DATASETS COMPLETOS POR MODALIDADE 
DE EXAME, EM CENÁRIOS COM VARIÂNCIA NO NÚMERO DE PROCESSOS DE ESCRITA E 
DISTRIBUIÇÃO DE DADOS. FONTE: o autor (2014) 
 
5.3.2 Resultados e discussão – pesquisa (C-FIND) 
 
 Para a pesquisa de metadados, os mesmos procedimentos definidos na Se-
ção 5.1.2 foram seguidos: execução do método de busca hierárquico para os quatro 
níveis definidos no padrão DICOM, incluindo conjuntos de tags relacionadas a cada 
nível, com 10 repetições utilizando valores aleatórios (porém existentes nos dados 
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armazenados) para a composição dos predicados de busca. A consistência de lei-
tura é garantida por um quórum igual a dois, significando que cada valor retornado 
está persistido em pelo menos dois nodos do cluster. 
 Como primeira observação, percebe-se a relação direta entre o tempo ne-
cessário à recuperação do conteúdo das tags para cada nível e o número de tags 
por nível: mais tags demandam mais tempo. Apesar de esse comportamento ser ob-
servado na grande maioria dos experimentos, há exceções: pesquisas para a moda-
lidade de exame CT, nas variantes NoSQL, demandam mais tempo no nível série 
(quatro tags) do que no nível imagem (25 tags). Essa ocorrência em específico é de-
rivada da organização do padrão DICOM quanto à obrigatoriedade de conteúdo. Na 
prática, o número de tags existentes para o nível imagem nos datasets escolhidos é 
menor do que 25 (devido às tags não serem obrigatórias); como o esquema de BD 
implementado pela instância NoSQL recupera dados físicos com base em colunas 
pontuais (acessando-as individualmente), e não em registros inteiros (recuperando-
os na íntegra e escolhendo as colunas relevantes em uma segunda etapa), menos 
colunas a serem recuperadas resultam em uma redução no tempo de busca total. 
  
 
FIGURA 29 – TEMPO DE PESQUISA DE METADADOS POR MODALIDADE DE EXAME, 
RELACIONADA À DISTRIBUIÇÃO DE DADOS E NÍVEL HIERÁRQUICO. FONTE: o autor (2014) 
 
A diferença de seletividade existente entre os níveis hierárquicos, de forma 
complementar ao número de tags pesquisadas por nível, impacta diretamente no 
tempo de resposta das operações de busca. Níveis mais baixos na hierarquia são 
beneficiados por demandarem predicados de busca mais completos, formados pelos 
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identificadores únicos dos níveis superiores em complemento ao identificador único 
do próprio nível. Essa particularidade resulta em situações nas quais a relevância do 
número de predicados é superior ao número de tags pesquisadas. Como exemplo, 
podem ser comparados os níveis estudo e imagem: apesar de possuírem um nú-
mero de tags bastante parecido, o nível mais baixo (dada a maior seletividade de 
seus predicados) tem um tempo de resposta relacionado consideravelmente menor. 
 Visualmente, como pode ser observado na FIGURA 29, a instância relacio-
nal apresenta um padrão melhor definido com relação aos tempos de busca por ní-
vel hierárquico quando comparada às variantes NoSQL. Ela é, inclusive, mais lenta 
para algumas combinações de modalidade de exame e nível hierárquico; em núme-
ros totais, porém, é a abordagem mais interessante: quando comparada às configu-
rações de instância única e cluster, respectivamente, os ganhos são de 8,9% e 
19,2%. 
 
5.3.3 Resultados e discussão – recuperação (C-GET) 
 
 A recuperação do conteúdo completo das imagens DICOM armazenadas 
seguiu os procedimentos adotados na Seção 5.1.3: conjuntos de imagens para os 
níveis estudo e série foram acessados, bem como imagens individuais para o nível 
imagem. Novamente, 10 repetições foram executadas com predicados construídos a 
partir dos identificadores únicos de cada nível, em conjunto com os identificadores 
únicos dos níveis superiores. 
 Como esperado, o tempo de recuperação diminui conforme a seletividade 
dos níveis hierárquicos aumenta. Esse comportamento é observável em ambas as 
variantes NoSQL, para todas as modalidades de exame, com destaque para o 
cluster. Um dos fatores relevantes para o estabelecimento dessa relação está na es-
tratégia de particionamento adotada (feita a partir do conteúdo da tag patientid); co-
mo essa tag é usada em todos os predicados de busca (por ser a identificação única 
do primeiro nível hierárquico), é possível à instância NoSQL rotear consultas para 
apenas um dos nodos que receberam cópias dos dados para o paciente espe-
cificado. Assim, não há a necessidade de consolidar resultados provenientes de múl-
tiplas fontes, e execuções feitas em nodos específicos acessam apenas um sub-
conjunto do volume total dos dados armazenados. 
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 Com relação ao volume de conteúdo, quanto maiores as imagens recupera-
das, mais tempo é gasto na execução das consultas. Esse fator impacta diretamente 
nos níveis hierárquicos intermediários (estudo e série), fazendo com que pesquisas 
executadas em ambos os níveis apresentem um tempo variado não apenas pelo 
número de imagens recuperadas, mas também pelo tamanho de cada imagem con-
siderada individualmente. 
 Uma vez mais, a instância relacional se beneficia de não depender de reso-
luções de particionamento para encontrar e recuperar dados de imagens individuais 
ou conjuntos de imagens: apesar de ser mais lenta em casos específicos (como por 
exemplo, modalidade XA nos níveis estudo e série), na média geral é 81,7% e 
83,2% mais rápida, respectivamente, que as variantes de instância única e cluster 
NoSQL. A relação entre os tempos que levam à essa conclusão pode ser vi-
sualizada na FIGURA 30. 
 
 
FIGURA 30 – TEMPO DE RECUPERAÇÃO DE CONTEÚDO POR MODALIDADE DE EXAME, 
RELACIONADA À DISTRIBUIÇÃO DE DADOS E NÍVEL HIERÁRQUICO. FONTE: o autor (2014) 
 
  
5.4 CONSIDERAÇÕES SOBRE O CAPÍTULO 
 
Os resultados apresentados neste capítulo indicam a viabilidade da adoção 
da arquitetura PACS proposta, considerando as hipóteses formuladas e os ganhos 
de desempenho nas operações de pesquisa de metadados e recuperação de conte-
údo – operações essas as mais comumente executadas em cenários envolvendo 
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imagens médicas. Através de experimentos, foi possível verificar a adaptação do 
esquema de BD proposto a instâncias relacionais de nodo único e clusters, bem co-
mo de releituras desse esquema para uso com tecnologias não-relacionais. A ado-
ção desse esquema em conjunto às extensões de SGBD implementadas, confi-
guradas em cenários que provem escalabilidade e tolerância a falhas (aqui, clusters 
Postgres-XC e Cassandra), indicam que a arquitetura proposta é uma alternativa re-
levante ao estado da arte em sistemas PACS. 
Apesar do senso comum de que instâncias de nodo único se sobressaem 
em termos de desempenho com relação a clusters (pelo fato de não necessitarem 
de comunicação internodos), alguns experimentos demonstram que, para determi-
nados cenários e objetivos, a adoção de configurações distribuídas é a melhor op-
ção. É o caso do cluster Postgres-XC (relacional) respondendo às operações de re-
cuperação de conteúdo (C-GET) de forma mais rápida quando comparado à uma 
instância simples de BD. Os resultados obtidos indicam que, em situações onde se 
busca a recuperação de imagens completas, obtém-se um melhor desempenho com 
essas imagens sendo distribuídas em mais de uma instância de BD relacional, ins-
tâncias essas organizadas de forma particionada ou replicada. Considerando esse 
resultado em conjunto aos melhores desempenhos obtidos com as instâncias de no-
do único em pesquisas de metadados (C-FIND), pode-se vislumbrar um cenário em 
que tecnologias diferentes são usadas para dados de complexidades diferentes; as-
sim, metadados seriam mantidos em instâncias de BD simples (escolha justificada 
pelo desempenho e pelo volume reduzido dos dados a serem armazenados), en-
quanto que imagens completas seriam destinadas a clusters (devido à sua maior 
capacidade de armazenamento e escalabilidade, considerando volumes de dados 
mais expressivos). 
 
O capítulo a seguir apresenta as conclusões derivadas dos resultados obti-
dos com os experimentos, detalhando-as em nível de hipótese e sugerindo possíveis 
atividades como trabalhos futuros.  
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6 CONCLUSÕES E TRABALHOS FUTUROS 
 
 
 Com base nos resultados apresentados e discutidos na Seção 5, este capí-
tulo conclui o presente trabalho atestando a validade das hipóteses formuladas na 
Seção 1.3, bem como o atendimento aos objetivos específicos relacionados. A dis-
cussão é feita hipótese a hipótese, seguida de uma indicação das contribuições da 
tese à área de informática médica, especificamente no que compete ao gerencia-
mento de imagens digitais. Como complemento, são relacionados possíveis direcio-
namentos quanto à execução de trabalhos futuros. 
 
 
6.1 HIPÓTESE #1 – ESQUEMA DE BD 
 
 O esquema de BD baseado no modelo de armazenamento decomposto 
descrito na Seção 4.2.3.1 validou a hipótese #1, provendo guidelines para a constru-
ção de esquemas físicos de BD aderentes às características do padrão DICOM. A 
separação de tags por VR em tabelas distintas atendeu à semiestruturação do pa-
drão em nível de imagem, permitindo que elementos de dados conhecidos (integran-
tes do dicionário de dados DICOM) pudessem ser armazenados conjuntamente a 
elementos de dados desconhecidos (tags proprietárias), sem prejuízo de desempe-
nho ou geração de demandas relacionadas à atualização da estrutura física dos es-
quemas de BD. O uso de campos comuns para armazenar o conteúdo dos compo-
nentes das tags, por sua vez, atendeu à estruturação do padrão em nível de elemen-
to de dados. Por fim, o uso de uma tabela específica para persistir imagens comple-
tas mostrou-se adequado, considerando a facilidade obtida na recuperação de con-
teúdo e o seu desempenho para imagens individuais e conjuntos de imagens. 
 Com relação a desempenho, o esquema proposto mostrou-se apto a atender 
os cenários PACS mais comuns, onde a razão de uma escrita para várias leituras é 
bem conhecida. Mesmo quando conjuntos de tags têm seus valores recuperados 
simultaneamente, o desempenho do esquema foi superior às alternativas horizontali-
zadas, amplamente adotadas por servidores de armazenamento DICOM baseados 
no modelo relacional. Em conjunto com o suporte à heterogeneidade de conteúdo, o 
desempenho superior do esquema de BD proposto atendeu ao objetivo específico 
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relacionado à primeira hipótese, tornando-se uma alternativa viável quando SGBDs 
relacionais são usados como integrantes das camadas de persistência. 
 
 
6.2 HIPÓTESE #2 – EXTENSÃO DE SGBD 
 
 Os mecanismos oferecidos pelos SGBDs escolhidos para os experimentos 
mostraram-se adequados como base à extensibilidade da camada de armazena-
mento da arquitetura PACS proposta, validando assim a hipótese #2 e atendendo ao 
objetivo específico relacionado. Dada a sua flexibilidade quanto ao código passível 
de ser executado sob a coordenação dos processos nativos dos SGBDs, foi possível 
implementar as primitivas mínimas necessárias ao estabelecimento de uma comuni-
cação DICOM (atendendo aos quatro serviços básicos que envolvem armazenamen-
to: verificação de conectividade, persistência, pesquisa e recuperação). 
 Uma particularidade não explicitada na descrição dos testes executados diz 
respeito à diferença na metodologia de acesso à instância de BD relacional da ar-
quitetura proposta, quando comparada à arquitetura convencional. Na arquitetura 
convencional, pelo fato de o servidor DICOM ser um módulo à parte, sua conexão 
com o BD ocorre, invariavelmente, via drivers ODBC ou JDBC. Na arquitetura pro-
posta, como o servidor DICOM é executado de forma incorporada ao SGBD, tais 
drivers são desnecessários; a conexão ao BD é persistente, e o acesso às tabelas é 
feito via chamadas da API de mais baixo nível fornecida pelo SGBD. A manutenção 
de uma conexão persistente e a eliminação dos drivers de conexão contribui para 
reduzir o tempo de acesso aos dados, sobretudo na pesquisa de metadados e recu-
peração de conteúdo – as operações executadas com mais frequência. 
 A agregação de serviços de comunicação DICOM ao SGBD pode gerar 
questionamentos com relação à quebra de modularização implementada pela ar-
quitetura proposta. Essa agregação cria uma dependência dos serviços DICOM ao 
SGBD, de forma que se o último estiver indisponível, os serviços DICOM também 
não poderão ser executados. Funcionalmente, essa dependência já existe na arqui-
tetura PACS convencional, visto que se a camada de persistência estiver indisponí-
vel, não é possível armazenar conteúdo, pesquisar metadados ou recuperar ima-
gens para visualização ou manipulação. A principal diferença entre as arquiteturas 
reside no tipo de erro gerado, e em quem o reporta: na arquitetura convencional, o 
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erro é reportado pelo servidor DICOM, indicando a impossibilidade de acessar a ca-
mada de persistência; na arquitetura proposta, o erro ocorre na tentativa de associa-
ção entre o AE SCU e o AE SCP (nesse caso, a extensão do SGBD). Como a asso-
ciação não é estabelecida, a comunicação não ocorre. Dadas essas similaridades 
funcionais entre arquiteturas, no contexto de armazenamento de conteúdo DICOM, a 
concentração de responsabilidades na camada de persistência não pode ser vista 
como um fator limitador e de propensão a erros. 
 
 
6.3 HIPÓTESE #3 – ARMAZENAMENTO HETEROGÊNEO DE ALTO 
DESEMPENHO 
 
 A distribuição de dados convencionais e não convencionais foi viabilizada 
pelas implementações SQL/MED disponíveis nos SGBDs utilizados nos experimen-
tos, validando assim a hipótese #3 e atendendo ao objetivo específico correlato. Es-
sas implementações permitiram, de forma bastante direta, complementar o esquema 
de BD relacional com recursos de alto desempenho incluindo escalabilidade, partici-
onamento, replicação e tolerância a falhas, através de sua interligação a uma tec-
nologia NoSQL. Como resultado, observou-se não apenas a flexibilização do arma-
zenamento de dados em si, mas também ganhos de desempenho em operações de 
busca sem abrir mão das características do esquema de BD relacional proposto 
(como por exemplo, a capacidade de armazenar conteúdo heterogêneo). 
 Um benefício implícito da adoção de tecnologias heterogêneas interligadas 
via SQL/MED está na padronização da linguagem de acesso e manipulação de da-
dos. O uso da linguagem SQL permite abstrair APIs de mais baixo nível, repassando 
a responsabilidade de tradução de consultas expressas em alto nível aos respecti-
vos FDWs. Para as aplicações cliente (neste trabalho, as extensões de SGBD res-
ponsáveis pela escrita e leitura de dados), nada muda: o acesso continua sendo fei-
to via esquema relacional, sobre as mesmas estruturas de tabela e campo; a per-
sistência efetiva, porém, pode ser distribuída entre uma ou mais tecnologias, com 
estruturas físicas de armazenamento diversas. 
 Além de facilitar o acesso aos dados distribuídos, a adoção da extensão 
SQL/MED em conjunto a tecnologias NoSQL traz benefícios explícitos relacionados 
a desempenho e disponibilidade de recursos. Como exemplo, pode ser citado o am-
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biente experimental #3 (Seção 5.3); nele, o cluster construído com Apache 
Cassandra permite particionar e replicar dados simultaneamente, o que é relevante 
em termos de alta disponibilidade e tolerância a falhas (considerando que a interrup-
ção no funcionamento de um nodo não compromete o restante da estrutura). Em 
termos de escalabilidade, novos nodos podem ser adicionados sob demanda, sendo 
incorporados automaticamente pelo cluster e recebendo cópias de partições de da-
dos de acordo com os critérios de distribuição definidos no momento de sua cons-
trução. Essas características complementam o modelo relacional, unindo a facilidade 
de acesso provida por uma linguagem de alto nível (SQL) com a segurança e os re-





 A principal contribuição do presente trabalho está na reorganização de arqui-
teturas PACS convencionais, feita com base na redistribuição de serviços e respon-
sabilidades entre os seus componentes. Como resultado, obtém-se uma arquitetura 
mais enxuta, com um maior desempenho no acesso aos dados de interesse e uma 
maior flexibilidade de escolha quanto a opções de persistência de dados, sem com-
prometer o funcionamento de outras camadas de hardware e software envolvidas. 
Essa contribuição é baseada em estratégias pontuais que, individualmente, também 
apresentam novidades quanto à sua construção e/ou organização (como segue): 
 desconhece-se, na literatura relacionada, uma abordagem semelhante à da 
utilização de um modelo de dados decomposto para o armazenamento de 
imagens no padrão DICOM. As pesquisas realizadas sobre esse tema possu-
em um foco quase que inteiramente voltado ao nível de imagem, tratando os 
seus elementos de dados componentes como estruturas a serem recupera-
das, sob demanda de parsing, sempre que o conteúdo de um elemento ou 
conjunto de elementos é requisitado. A necessidade de se ter um acesso ágil 
a esses dados pontuais, utilizando-se de estratégias de busca flexíveis e con-
textualizadas, motivou o desenvolvimento da proposta de esquema de BD 
apresentada nesta tese, gerando como resultado um esquema diferenciado, 
robusto no armazenamento de conteúdo heterogêneo e rápido nas respostas 
a buscas por metadados e recuperação de conteúdo; 
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 apesar de bastante evoluídas, as APIs de extensibilidade disponibilizadas pe-
los SGBDs são relegadas, atualmente, a servirem de base para a construção 
de módulos de composição simplificada, usados geralmente na implementa-
ção de serviços de monitoramento. Nesta tese, essas APIs foram usadas em 
sua completude, de forma a prover os recursos necessários à integração de 
um servidor de armazenamento DICOM ao SGBD. Essa integração comprova 
que serviços baseados em persistência de dados, hoje sendo executados 
como componentes externos às suas respectivas camadas de armazenamen-
to, podem ser refatorados como extensões a essas camadas, contribuindo 
assim para a simplificação das arquiteturas que englobam esses componen-
tes e para o ganho de desempenho obtido através das alterações necessárias 
no acesso aos dados de interesse; 
 as implementações da extensão SQL/MED oferecidas pelos SGBDs relacio-
nais, desde a sua efetiva incorporação ao padrão SQL, têm sido pouco em-
pregadas como middleware para distribuição de dados entre tecnologias hete-
rogêneas, servindo mais como base teórica e de implementação para bancos 
de dados federados (homogeneamente construídos sobre o modelo relacio-
nal) (JOSIFOVSKI, 2002; ORDONEZ; CHEN; GARCÍA-GARCÍA, 2007). Nesta 
tese, o emprego da extensão é fundamentalmente heterogêneo, de forma a 
se beneficiar de características específicas encontradas em diferentes tecno-
logias (sem excluir, é claro, outros SGBDs). O principal diferencial, no entan-
to, não consiste em simplesmente empregar a extensão; o presente trabalho 
contribui por fornecer uma visão de uso da extensão SQL/MED onde tecnolo-
gias diferentes coexistem e se comunicam, de forma a atender a cenários on-
de os dados, com o passar do tempo, são migrados entre tecnologias de 
acordo com regras temporais e acessados de maneiras diversas. Em se tra-
tando de PACS, essa característica é bem exemplificada pelos níveis de ar-
mazenamento e acesso online, near-line e offline. Cada um desses níveis po-
de ser atendido por uma ou mais ferramentas (softwares) para persistência, 
devidamente integradas para compor uma visão global do volume de dados 
disponível. Essa possibilidade de integração é o fator motivador principal para 
o uso de SQL/MED na arquitetura proposta. 
 O trabalho contribui, também com as seguintes publicações: 
113 
 
 (SAVARIS; WANGENHEIM, 2011) – relatório técnico com uma revisão siste-
mática de literatura, relacionando trabalhos que englobam o uso de SGBDs 
como meio para persistência de imagens médicas no padrão DICOM no con-
texto de sistemas PACS; 
 (SAVARIS; HARA; WANGENHEIM, 2012) – trabalho que explora a modela-
gem e implementação de uma extensão de SGBD para acesso a dados ar-
mazenados em nuvem. A partir de sua execução, foi possível verificar a pos-
sibilidade de implementar extensões de SGBD de complexidade variada; 
 (SAVARIS; HÄRDER; WANGENHEIM, 2014a) – trabalho que descreve o mo-
delo de dados decomposto para DICOM; relaciona os resultados obtidos para 
as operações de armazenamento, pesquisa de metadados e recuperação de 
imagens completas; 
 (SAVARIS; HÄRDER; WANGENHEIM, 2014b) – trabalho que apresenta os 
resultados obtidos com a adoção da extensão SQL/MED para a persistência 
de imagens DICOM em Apache Cassandra, correspondendo à extensão de 
SGBD para gerenciamento de distribuição de dados. 
 
 
6.5 TRABALHOS FUTUROS 
 
 Como trabalhos futuros, sugere-se o aperfeiçoamento da arquitetura propos-
ta pela incorporação de novos serviços de comunicação, processamento e armaze-
namento (como segue) (vide FIGURA 31): 
 incluir rotinas de parsing e geração de mensagens de acordo com o padrão 
HL7 no módulo de gerenciamento de comunicação DICOM, transformando-o 
no módulo de gerenciamento de comunicação DICOM/HL7. Com essa altera-
ção, o módulo passaria a receber e enviar dados de/para sistemas HIS e RIS 
não apenas em DICOM, mas também em HL7 (padrão de comunicação mais 
aderente aos tipos de dados suportados por esses sistemas); 
 incorporar à arquitetura um módulo para gerenciamento de processamento 
DICOM de alto desempenho, responsável pela disponibilização de serviços 
de processamento baseados em GPGPU (General-Purpose computation on 
Graphics Processing Units) (GPGPU, 2014). Esse módulo seria utilizado, 
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sempre que necessário, pelos módulos de gerenciamento de comunicação e 
armazenamento/distribuição de dados, provendo rotinas para a compressão 
de imagens e reconstrução 3D (tridimensional) a partir de séries de imagens 


















FIGURA 31 – TRABALHOS FUTUROS INTEGRADOS À PROPOSTA DE ARQUITETURA PACS. 
DESTAQUE PARA A INCORPORAÇÃO DE SERVIÇOS DE PROCESSAMENTO DE ALTO 
DESEMPENHO E PARA A DISTRIBUIÇÃO TEMPORAL DE DADOS ONLINE, NEAR-LINE E 
OFFLINE. FONTE: o autor (2014) 
 
 incluir rotinas para controle temporal do conteúdo gerido pelo módulo de ge-
renciamento de armazenamento e distribuição de dados, permitindo ao mes-
mo rotear os dados de interesse para diferentes tecnologias de persistência 
com base em regras derivadas da legislação vigente, das políticas adotadas 
pela instituição usuária dos serviços com relação à manutenção das imagens 
DICOM adquiridas e da disponibilidade de recursos de hardware e software; 
 complementar o módulo de gerenciamento de armazenamento e distribuição 
de dados com bibliotecas de indexação e busca externas, tais como o Apache 
Lucene (APACHE LUCENE CORE, 2014). Essas bibliotecas flexibilizariam a 
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construção de instruções de busca, disponibilizando operadores específicos 
que seriam úteis em determinadas situações (tais como buscas por corres-
pondência de padrão), auxiliando na redução do tempo necessário à localiza-
ção de metadados individuais ou grupos de metadados, além de imagens in-
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GLOSSÁRIO DE TERMOS E EXPRESSÕES 
 
 
AE (Application Entity – Entidade de Aplicação) – Um componente de hardware 
(como por exemplo um Tomógrafo Computadorizado, utilizado na aquisição de ima-
gens médicas digitais) ou software (como por exemplo um servidor HL7 ou DICOM, 
executado como um processo), utilizado na construção de uma instância PACS. En-
tidades de aplicação são identificadas unicamente por um nome (AETITLE, de 
acordo com a definição do padrão DICOM), e comunicam-se entre si obedecendo 
aos protocolos de comunicação estabelecidos pelo mesmo padrão. A comunicação 
ocorre de forma ponto-a-ponto, com cada AE assumindo o papel de usuário de ser-
viço (Service Class User – SCU) ou provedor de serviço (Service Class Provider – 
SCP). 
 
Armazenamento near-line – Estratégia de armazenamento de dados intermediária 
entre online e offline. Nela, dependendo das decisões de projeto, o acesso aos da-
dos de interesse pode ser imediato ou sofrer um atraso decorrente de recuperações 
feitas a partir de mídias mais lentas (como fitas e DVDs – Digital Video Disks). 
 
Armazenamento offline – Estratégia de armazenamento de dados que demanda 
um intervalo de tempo maior para que o conteúdo de interesse seja disponibilizado 
para consulta e recuperação. Comumente, utiliza mídias mais lentas (porém com 
maior capacidade e menor custo) para o armazenamento massivo de dados históri-
cos. 
 
Armazenamento online – Estratégia de armazenamento de dados onde o conteúdo 
é pesquisável e recuperável de forma imediata. Comumente, é organizado sobre 
componentes de hardware com um maior desempenho de acesso, com o objetivo de 
acelerar consultas e recuperação de conteúdo. 
 
DICOM (Digital Imaging and Communications in Medicine – Comunicação de 
Imagens Digitais em Medicina) – Um padrão para a estruturação de imagens mé-
dicas digitais, incluindo protocolos de comunicação para a transferência dessas ima-
gens (comumente no contexto de um sistema PACS). 
 
DICOM Conformance Statement (Declaração de Conformidade DICOM) – Decla-
ração que acompanha as entidades de aplicação, explicitando quais serviços são 
suportados pelas mesmas e que papéis essas entidades assumem na comunicação 
de dados com outras entidades. 
 
DIMSE (DICOM Message Service Element) – Conjunto de serviços e protocolos 
utilizados pelas AEs com o propósito de enviar e receber imagens médicas e infor-
mações correlatas. 
 
HIS (Hospital Information System – Sistema de Informações Hospitalares) – Um 
sistema integrado de informações no contexto de uma instituição de saúde (comu-
mente um hospital), englobando dados de pacientes, dados clínicos e dados finan-




HL7 (Health Level Seven) – Um conjunto de normas e padrões internacionais para 
a representação e a transferência de dados administrativos e dados clínicos entre 
instituições de saúde, com base no conceito de troca de mensagens. 
 
IOD (Information Object Definition) – Um modelo de dados abstrato, orientado a 
objetos, usado na especificação de informações a respeito de objetos existentes no 
mundo real. 
 
MWL (DICOM Modality Worklist – Lista de Tarefas) – Um serviço que permite a 
transmissão de dados coletados previamente à execução de exames (armazenados 
em sistemas HIS/RIS) para AEs em sistemas PACS. Comumente, dados de paci-
entes (como nome, data de nascimento, sexo) e especificações relacionadas aos 
exames a serem executados (como parte do corpo e protocolo de aquisição de ima-
gens) são coletados e armazenados em sistemas hospitalares e radiológicos, sendo 
redigitados nos equipamentos utilizados para a aquisição de imagens nos sistemas 
PACS. Com MWLs, os dados já adquiridos podem ser transferidos entre os diferen-
tes sistemas de forma a otimizar o tempo de uso dos equipamentos e reduzir erros 
decorrentes da redigitação de dados já conhecidos. 
 
PACS (Picture Archiving and Communication System – Sistema de Comunica-
ção e Arquivamento de Imagens) – Um sistema utilizado para o gerenciamento de 
conteúdo médico digital (imagens, vídeos, laudos em áudio ou textuais), construído 
de forma a prover recursos para a aquisição, o armazenamento e a comunicação de 
dados dentro dos limites de uma instituição de saúde ou mesmo entre diferentes 
instituições. 
 
RIS (Radiology Information System – Sistema de Informações Radiológicas) – 
Um sistema de informações utilizado no contexto de um setor de radiologia, pro-
vendo recursos de hardware e software para o gerenciamento de informações rela-
cionadas a pacientes, procedimentos e fluxo de trabalho envolvendo profissionais e 
equipamentos. 
 
SCP (Service Class Provider) – Perfil de provedor de serviço assumido por uma 
AE quando em comunicação com outra AE. 
 
SCU (Service Class User) – Perfil de usuário de serviço assumido por uma AE 
quando em comunicação com outra AE. 
 
SOP (Service-Object Pair) – União entre um IOD e um DIMSE. Relaciona quais 
operações podem ser aplicadas e quais serviços podem ser executados sobre da-
dos em uma comunicação estabelecida entre duas AEs. 
 
Tag DICOM – A menor unidade de informação definida pelo padrão. Também co-
nhecida como elemento de dados, é identificada unicamente por um número de 
grupo e um número de elemento e caracterizada por um VR e um VM. 
 
VM (Value Multiplicity – Multiplicidade de Valor) – Indica o número de valores su-
portado por uma instância de tag DICOM. Quando a multiplicidade de valor de uma 
tag for maior do que 1 (um), o VR da tag estabelece um separador de valores a ser 
utilizado em tempo de parsing. Exemplos: tag (0010,0010) (PatientName) –  possui 
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VM = 1, indicando que um paciente pode ter apenas 1 (um) nome; tag (0010,2110) 
(Allergies) – possui VM = 1-n, indicando de um paciente pode ter alergia a um ou 
mais agentes. 
 
VR (Value Representation – Valor de Representação) – Também conhecido como 
tipo de dado DICOM, um VR caracteriza o conteúdo de uma tag no que se refere à 
tipologia de dados adotada e o domínio de dados válido. O padrão define 27 VRs 
diferentes abrangendo tipos textuais, numéricos (representados nos formatos texto e 
binário) e binários. Exemplo: CS (Code String) = string de caracteres de tamanho 
máximo 16, aceitando letras maiúsculas, dígitos de 0 a 9, espaços em branco e 
underscore (“_”). 
 
Workstation (Estação de Trabalho) – Equipamento utilizado para a visualização ou 
manipulação de imagens médias. Dependendo da finalidade de uso, pode ser um 
computador pessoal (comumente utilizado na área clínica) ou um computador com 







APÊNDICE 1 – EXPRESSÕES DE BUSCA GERADAS PELAS INTERFACES DE 
ACESSO ÀS BIBLIOTECAS DIGITAIS 
 
As expressões relacionadas a seguir foram geradas automaticamente pelas ferra-
mentas de busca das bibliotecas digitais consultadas, a partir dos termos de busca 




(("Document Title":DICOM) AND "Document Title":Storage) OR 
((((((((("Document Title":DICOM) OR "Document Title":"Digital Imaging and 
Communications in Medicine") OR "Document Title":"Medical Imaging") OR 
"Document Title":"Medical Image") OR "Document Title":"Medical Images") 
OR "Document Title":"Clinical Imaging") OR "Document Title":"Clinical 
Image") OR "Document Title":"Clinical Images") AND ((((("Document 
Title":Storage) OR "Document Title":Archive) OR "Document Title":Archiving) 
OR ((((("Document Title":Database) OR "Document Title":Databases) OR 
"Document Title":DBMS) OR "Document Title":RDBMS))))) OR 
((((((((("Abstract":DICOM) OR "Abstract":"Digital Imaging and 
Communications in Medicine") OR "Abstract":"Medical Imaging") OR 
"Abstract":"Medical Image") OR "Abstract":"Medical Images") OR 
"Abstract":"Clinical Imaging") OR "Abstract":"Clinical Image") OR 
"Abstract":"Clinical Images") AND ((((("Abstract":Storage) OR 
"Abstract":Archive) OR "Abstract":Archiving) OR ((((("Abstract":Database) OR 
"Abstract":Databases) OR "Abstract":DBMS) OR "Abstract":RDBMS)))) AND 
((("Abstract":PACS) OR "Abstract":"Picture Archiving and Communication 
System"))) OR ((((((((("Search Index Terms":DICOM) OR "Search Index 
Terms":"Digital Imaging and Communications in Medicine") OR "Search 
Index Terms":"Medical Imaging") OR "Search Index Terms":"Medical Image") 
OR "Search Index Terms":"Medical Images") OR "Search Index 
Terms":"Clinical Imaging") OR "Search Index Terms":"Clinical Image") OR 
"Search Index Terms":"Clinical Images") AND ((((("Search Index 
Terms":Storage) OR "Search Index Terms":Archive) OR "Search Index 
Terms":Archiving) OR ((((("Search Index Terms":Database) OR "Search 
Index Terms":Databases) OR "Search Index Terms":DBMS) OR "Search 
Index Terms":RDBMS)))) AND ((("Search Index Terms":PACS) OR "Search 






(DICOM AND Storage) OR ((DICOM OR "Medical Image") AND (Storage OR 




ACM Digital Library 
 
(Title:DICOM AND Title:Storage) OR ((Title:DICOM OR Title:"Medical 
Imaging" OR Title:"Medical Image" OR Title:"Medical Images" OR 
Title:"Clinical Imaging" OR Title:"Clinical Images") AND (((Title:Storage OR 
Title:Archive OR Title:Archiving) OR ((Title:Database OR Title:Databases OR 
Title:DBMS OR Title:RDBMS))))) OR ((Abstract:DICOM OR 
Abstract:"Medical Imaging" OR Abstract:"Medical Image" OR 
Abstract:"Medical Images" OR Abstract:"Clinical Imaging" OR 
Abstract:"Clinical Images") AND (((Abstract:Storage OR Abstract:Archive OR 
Abstract:Archiving) OR ((Abstract:Database OR Abstract:Databases OR 
Abstract:DBMS OR Abstract:RDBMS)))) AND ((Abstract:PACS))) OR 
((ReviewText:DICOM OR ReviewText:"Medical Imaging" OR 
ReviewText:"Medical Image" OR ReviewText:"Medical Images" OR 
ReviewText:"Clinical Imaging" OR ReviewText:"Clinical Images") AND 
(((ReviewText:Storage OR ReviewText:Archive OR ReviewText:Archiving) 
OR ((ReviewText:Database OR ReviewText:Databases OR 
ReviewText:DBMS OR ReviewText:RDBMS)))) AND ((ReviewText:PACS))) 
OR ((Keywords:DICOM OR Keywords:"Medical Imaging" OR 
Keywords:"Medical Image" OR Keywords:"Medical Images" OR 
Keywords:"Clinical Imaging" OR Keywords:"Clinical Images") AND 
(((Keywords:Storage OR Keywords:Archive OR Keywords:Archiving) OR 
((Keywords:Database OR Keywords:Databases OR Keywords:DBMS OR 






TITLE(DICOM AND Storage) OR TITLE-ABSTR-KEY((DICOM OR "Digital 
Imaging and Communications in Medicine" OR "Medical Imaging" OR 
"Medical Image" OR "Medical Images" OR "Clinical Imaging" OR "Clinical 
Image" OR "Clinical Images") AND ((Storage OR Archive OR Archiving) OR 
(Database OR Databases OR DBMS OR RDBMS)) AND (PACS OR "Picture 






(DICOM AND Storage) in Publication Titles OR (DICOM AND Storage) in 
Article Titles OR ((DICOM OR "Digital Imaging and Communications in 
Medicine" OR "Medical Imaging" OR "Medical Image" OR "Medical Images" 
OR "Clinical Imaging" OR "Clinical Image" OR "Clinical Images") AND 
((Storage OR Archive OR Archiving) OR (Database OR Databases OR 
DBMS OR RDBMS))) in Publication Titles OR ((DICOM OR "Digital Imaging 
and Communications in Medicine" OR "Medical Imaging" OR "Medical 
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Image" OR "Medical Images" OR "Clinical Imaging" OR "Clinical Image" OR 
"Clinical Images") AND ((Storage OR Archive OR Archiving) OR (Database 
OR Databases OR DBMS OR RDBMS)) AND (PACS OR "Picture Archiving 
and Communication System")) in Article Titles OR ((DICOM OR "Digital 
Imaging and Communications in Medicine" OR "Medical Imaging" OR 
"Medical Image" OR "Medical Images" OR "Clinical Imaging" OR "Clinical 
Image" OR "Clinical Images") AND ((Storage OR Archive OR Archiving) OR 
(Database OR Databases OR DBMS OR RDBMS)) AND (PACS OR "Picture 
Archiving and Communication System")) in Abstract OR ((DICOM OR "Digital 
Imaging and Communications in Medicine" OR "Medical Imaging" OR 
"Medical Image" OR "Medical Images" OR "Clinical Imaging" OR "Clinical 
Image" OR "Clinical Images") AND ((Storage OR Archive OR Archiving) OR 
(Database OR Databases OR DBMS OR RDBMS)) AND (PACS OR "Picture 




Web of Knowledge 
 
Topic=((DICOM AND Storage)) OR Title=((DICOM AND Storage)) OR 
Topic=(((DICOM OR "Digital Imaging and Communications in Medicine" OR 
"Medical Imaging" OR "Medical Image" OR "Medical Images" OR "Clinical 
Imaging" OR "Clinical Image" OR "Clinical Images") AND ((Storage OR 
Archive OR Archiving) OR (Database OR Databases OR DBMS OR 
RDBMS)) AND (PACS OR "Picture Archiving and Communication System"))) 
OR Title=(((DICOM OR "Digital Imaging and Communications in Medicine" 
OR "Medical Imaging" OR "Medical Image" OR "Medical Images" OR 
"Clinical Imaging" OR "Clinical Image" OR "Clinical Images") AND ((Storage 
OR Archive OR Archiving) OR (Database OR Databases OR DBMS OR 









Descrição: Relação entre os quatro atributos (tags) identificadores dos níveis 
hierárquicos do padrão DICOM. 
Atributo Domínio Tamanho Descrição 
id Numérico  
Identificador único de uma relação entre 
os quatro níveis hierárquicos do padrão 
DICOM (chave primária substituta). 
patientid Texto 64 
Identificador de um paciente – 
corresponde à tag (0010,0020) do 
dicionário de dados DICOM. 
studyinstanceuid Texto 64 
Identificador de um estudo – 
corresponde à tag (0020,000D) do 
dicionário de dados DICOM. 
seriesinstanceuid Texto 64 
Identificador de uma série – 
corresponde à tag (0020,000E) do 
dicionário de dados DICOM. 
sopinstanceuid Texto 64 
Identificador de uma imagem – 
corresponde à tag (0008,0018) do 
dicionário de dados DICOM. 
 
Entidade: conteudo_original 
Descrição: Imagens DICOM armazenadas na íntegra. 
Atributo Domínio Tamanho Descrição 
id_chave_hierarquica Numérico  
Identificador único de uma relação 
entre os quatro níveis hierárquicos 
do padrão DICOM (chave primária; 
chave estrangeira para a entidade 
‘chave_hierarquica’). 
conteudo Binário  




Descrição: Tags DICOM com VR AE (Application Entity). 
Atributo Domínio Tamanho Descrição 
id_chave_hierarquica Numérico  
Identificador único de uma relação 
entre os quatro níveis hierárquicos 
do padrão DICOM (chave primária 
parcial; chave estrangeira para a 
entidade ‘chave_hierarquica’). 
ordem_tag Numérico  
Ordem (posição) da tag na imagem 




tipo Texto 1 
Identifica se a tag é de [C]abeçalho 
ou de [D]ados. 
grupo Numérico  
Número do grupo ao qual a tag 
pertence. 
elemento Numérico  
Número de elemento para a tag 
dentro do grupo. 
sequencial Numérico  
Número sequencial (posição) do 
conteúdo dentro da tag (para os 
casos em que VM > 1) (chave 
primária parcial). 
conteudo Texto 16 Conteúdo da tag. 
tamanho Numérico  




Descrição: Tags DICOM com VR AS (Age String). 
Atributo Domínio Tamanho Descrição 
id_chave_hierarquica Numérico  
Identificador único de uma relação 
entre os quatro níveis hierárquicos 
do padrão DICOM (chave primária 
parcial; chave estrangeira para a 
entidade ‘chave_hierarquica’). 
ordem_tag Numérico  
Ordem (posição) da tag na imagem 
DICOM original (chave primária 
parcial). 
tipo Texto 1 
Identifica se a tag é de [C]abeçalho 
ou de [D]ados. 
grupo Numérico  
Número do grupo ao qual a tag 
pertence. 
elemento Numérico  
Número de elemento para a tag 
dentro do grupo. 
sequencial Numérico  
Número sequencial (posição) do 
conteúdo dentro da tag (para os 
casos em que VM > 1) (chave 
primária parcial). 
conteudo Texto 4 Conteúdo da tag. 
 
Entidade: tag_at 
Descrição: Tags DICOM com VR AT (Attribute Tag). 
Atributo Domínio Tamanho Descrição 
id_chave_hierarquica Numérico  
Identificador único de uma relação 
entre os quatro níveis hierárquicos 
do padrão DICOM (chave primária 
parcial; chave estrangeira para a 
entidade ‘chave_hierarquica’). 
ordem_tag Numérico  
Ordem (posição) da tag na imagem 




tipo Texto 1 
Identifica se a tag é de [C]abeçalho 
ou de [D]ados. 
grupo Numérico  
Número do grupo ao qual a tag 
pertence. 
elemento Numérico  
Número de elemento para a tag 
dentro do grupo. 
sequencial Numérico  
Número sequencial (posição) do 
conteúdo dentro da tag (para os 
casos em que VM > 1) (chave 
primária parcial). 
conteudo Binário 4 Conteúdo da tag. 
 
Entidade: tag_cs 
Descrição: Tags DICOM com VR CS (Code String). 
Atributo Domínio Tamanho Descrição 
id_chave_hierarquica Numérico  
Identificador único de uma relação 
entre os quatro níveis hierárquicos 
do padrão DICOM (chave primária 
parcial; chave estrangeira para a 
entidade ‘chave_hierarquica’). 
ordem_tag Numérico  
Ordem (posição) da tag na imagem 
DICOM original (chave primária 
parcial). 
tipo Texto 1 
Identifica se a tag é de [C]abeçalho 
ou de [D]ados. 
grupo Numérico  
Número do grupo ao qual a tag 
pertence. 
elemento Numérico  
Número de elemento para a tag 
dentro do grupo. 
sequencial Numérico  
Número sequencial (posição) do 
conteúdo dentro da tag (para os 
casos em que VM > 1) (chave 
primária parcial). 
conteudo Texto 16 Conteúdo da tag. 
tamanho Numérico  




Descrição: Tags DICOM com VR DA (Date). 
Atributo Domínio Tamanho Descrição 
id_chave_hierarquica Numérico  
Identificador único de uma relação 
entre os quatro níveis hierárquicos 
do padrão DICOM (chave primária 
parcial; chave estrangeira para a 
entidade ‘chave_hierarquica’). 
ordem_tag Numérico  
Ordem (posição) da tag na imagem 




tipo Texto 1 
Identifica se a tag é de [C]abeçalho 
ou de [D]ados. 
grupo Numérico  
Número do grupo ao qual a tag 
pertence. 
elemento Numérico  
Número de elemento para a tag 
dentro do grupo. 
sequencial Numérico  
Número sequencial (posição) do 
conteúdo dentro da tag (para os 
casos em que VM > 1) (chave 
primária parcial). 
conteudo Texto 8 Conteúdo da tag. 
 
Entidade: tag_ds 
Descrição: Tags DICOM com VR DS (Decimal String). 
Atributo Domínio Tamanho Descrição 
id_chave_hierarquica Numérico  
Identificador único de uma relação 
entre os quatro níveis hierárquicos 
do padrão DICOM (chave primária 
parcial; chave estrangeira para a 
entidade ‘chave_hierarquica’). 
ordem_tag Numérico  
Ordem (posição) da tag na imagem 
DICOM original (chave primária 
parcial). 
tipo Texto 1 
Identifica se a tag é de [C]abeçalho 
ou de [D]ados. 
grupo Numérico  
Número do grupo ao qual a tag 
pertence. 
elemento Numérico  
Número de elemento para a tag 
dentro do grupo. 
sequencial Numérico  
Número sequencial (posição) do 
conteúdo dentro da tag (para os 
casos em que VM > 1) (chave 
primária parcial). 
conteudo Texto 16 Conteúdo da tag. 
tamanho Numérico  




Descrição: Tags DICOM com VR DT (Date Time). 
Atributo Domínio Tamanho Descrição 
id_chave_hierarquica Numérico  
Identificador único de uma relação 
entre os quatro níveis hierárquicos 
do padrão DICOM (chave primária 
parcial; chave estrangeira para a 
entidade ‘chave_hierarquica’). 
ordem_tag Numérico  
Ordem (posição) da tag na imagem 




tipo Texto 1 
Identifica se a tag é de [C]abeçalho 
ou de [D]ados. 
grupo Numérico  
Número do grupo ao qual a tag 
pertence. 
elemento Numérico  
Número de elemento para a tag 
dentro do grupo. 
sequencial Numérico  
Número sequencial (posição) do 
conteúdo dentro da tag (para os 
casos em que VM > 1) (chave 
primária parcial). 
conteudo Texto 26 Conteúdo da tag. 
tamanho Numérico  




Descrição: Tags DICOM com VR FD (Floating Point Double). 
Atributo Domínio Tamanho Descrição 
id_chave_hierarquica Numérico  
Identificador único de uma relação 
entre os quatro níveis hierárquicos 
do padrão DICOM (chave primária 
parcial; chave estrangeira para a 
entidade ‘chave_hierarquica’). 
ordem_tag Numérico  
Ordem (posição) da tag na imagem 
DICOM original (chave primária 
parcial). 
tipo Texto 1 
Identifica se a tag é de [C]abeçalho 
ou de [D]ados. 
grupo Numérico  
Número do grupo ao qual a tag 
pertence. 
elemento Numérico  
Número de elemento para a tag 
dentro do grupo. 
sequencial Numérico  
Número sequencial (posição) do 
conteúdo dentro da tag (para os 
casos em que VM > 1) (chave 
primária parcial). 
conteudo Numérico  Conteúdo da tag. 
 
Entidade: tag_fl 
Descrição: Tags DICOM com VR FL (Floating Point Single). 
Atributo Domínio Tamanho Descrição 
id_chave_hierarquica Numérico  
Identificador único de uma relação 
entre os quatro níveis hierárquicos 
do padrão DICOM (chave primária 
parcial; chave estrangeira para a 
entidade ‘chave_hierarquica’). 
ordem_tag Numérico  
Ordem (posição) da tag na imagem 




tipo Texto 1 
Identifica se a tag é de [C]abeçalho 
ou de [D]ados. 
grupo Numérico  
Número do grupo ao qual a tag 
pertence. 
elemento Numérico  
Número de elemento para a tag 
dentro do grupo. 
sequencial Numérico  
Número sequencial (posição) do 
conteúdo dentro da tag (para os 
casos em que VM > 1) (chave 
primária parcial). 
conteudo Numérico  Conteúdo da tag. 
 
Entidade: tag_is 
Descrição: Tags DICOM com VR IS (Integer String). 
Atributo Domínio Tamanho Descrição 
id_chave_hierarquica Numérico  
Identificador único de uma relação 
entre os quatro níveis hierárquicos 
do padrão DICOM (chave primária 
parcial; chave estrangeira para a 
entidade ‘chave_hierarquica’). 
ordem_tag Numérico  
Ordem (posição) da tag na imagem 
DICOM original (chave primária 
parcial). 
tipo Texto 1 
Identifica se a tag é de [C]abeçalho 
ou de [D]ados. 
grupo Numérico  
Número do grupo ao qual a tag 
pertence. 
elemento Numérico  
Número de elemento para a tag 
dentro do grupo. 
sequencial Numérico  
Número sequencial (posição) do 
conteúdo dentro da tag (para os 
casos em que VM > 1) (chave 
primária parcial). 
conteudo Texto 12 Conteúdo da tag. 
tamanho Numérico  




Descrição: Tags DICOM com VR LO (Long String). 
Atributo Domínio Tamanho Descrição 
id_chave_hierarquica Numérico  
Identificador único de uma relação 
entre os quatro níveis hierárquicos 
do padrão DICOM (chave primária 
parcial; chave estrangeira para a 
entidade ‘chave_hierarquica’). 
ordem_tag Numérico  
Ordem (posição) da tag na imagem 




tipo Texto 1 
Identifica se a tag é de [C]abeçalho 
ou de [D]ados. 
grupo Numérico  
Número do grupo ao qual a tag 
pertence. 
elemento Numérico  
Número de elemento para a tag 
dentro do grupo. 
sequencial Numérico  
Número sequencial (posição) do 
conteúdo dentro da tag (para os 
casos em que VM > 1) (chave 
primária parcial). 
conteudo Texto 64 Conteúdo da tag. 
tamanho Numérico  




Descrição: Tags DICOM com VR LT (Long Text). 
Atributo Domínio Tamanho Descrição 
id_chave_hierarquica Numérico  
Identificador único de uma relação 
entre os quatro níveis hierárquicos 
do padrão DICOM (chave primária 
parcial; chave estrangeira para a 
entidade ‘chave_hierarquica’). 
ordem_tag Numérico  
Ordem (posição) da tag na imagem 
DICOM original (chave primária 
parcial). 
tipo Texto 1 
Identifica se a tag é de [C]abeçalho 
ou de [D]ados. 
grupo Numérico  
Número do grupo ao qual a tag 
pertence. 
elemento Numérico  
Número de elemento para a tag 
dentro do grupo. 
sequencial Numérico  
Número sequencial (posição) do 
conteúdo dentro da tag (para os 
casos em que VM > 1) (chave 
primária parcial). 
conteudo Texto 10240 Conteúdo da tag. 
tamanho Numérico  




Descrição: Tags DICOM com VR OB (Other Byte String). 
Atributo Domínio Tamanho Descrição 
id_chave_hierarquica Numérico  
Identificador único de uma relação 
entre os quatro níveis hierárquicos 
do padrão DICOM (chave primária 




ordem_tag Numérico  
Ordem (posição) da tag na imagem 
DICOM original (chave primária 
parcial). 
tipo Texto 1 
Identifica se a tag é de [C]abeçalho 
ou de [D]ados. 
grupo Numérico  
Número do grupo ao qual a tag 
pertence. 
elemento Numérico  
Número de elemento para a tag 
dentro do grupo. 
sequencial_1 Numérico  
Primeiro sequencial (posição) do 
conteúdo dentro da tag (para os 
casos em que VM > 1) (chave 
primária parcial). 
sequencial_2 Numérico  
Segundo sequencial (posição) do 
conteúdo dentro da tag (para os 
casos em que VM > 1) (chave 
primária parcial). 
conteudo Binário  Conteúdo da tag. 
tamanho Numérico  




Descrição: Tags DICOM com VR OF (Other Float String). 
Atributo Domínio Tamanho Descrição 
id_chave_hierarquica Numérico  
Identificador único de uma relação 
entre os quatro níveis hierárquicos 
do padrão DICOM (chave primária 
parcial; chave estrangeira para a 
entidade ‘chave_hierarquica’). 
ordem_tag Numérico  
Ordem (posição) da tag na imagem 
DICOM original (chave primária 
parcial). 
tipo Texto 1 
Identifica se a tag é de [C]abeçalho 
ou de [D]ados. 
grupo Numérico  
Número do grupo ao qual a tag 
pertence. 
elemento Numérico  
Número de elemento para a tag 
dentro do grupo. 
sequencial Numérico  
Número sequencial (posição) do 
conteúdo dentro da tag (para os 
casos em que VM > 1) (chave 
primária parcial). 
conteudo Binário  Conteúdo da tag. 
tamanho Numérico  







Descrição: Tags DICOM com VR OW (Other Word String). 
Atributo Domínio Tamanho Descrição 
id_chave_hierarquica Numérico  
Identificador único de uma relação 
entre os quatro níveis hierárquicos 
do padrão DICOM (chave primária 
parcial; chave estrangeira para a 
entidade ‘chave_hierarquica’). 
ordem_tag Numérico  
Ordem (posição) da tag na imagem 
DICOM original (chave primária 
parcial). 
tipo Texto 1 
Identifica se a tag é de [C]abeçalho 
ou de [D]ados. 
grupo Numérico  
Número do grupo ao qual a tag 
pertence. 
elemento Numérico  
Número de elemento para a tag 
dentro do grupo. 
sequencial Numérico  
Número sequencial (posição) do 
conteúdo dentro da tag (para os 
casos em que VM > 1) (chave 
primária parcial). 
conteudo Binário  Conteúdo da tag. 
tamanho Numérico  




Descrição: Tags DICOM com VR PN (Person Name). 
Atributo Domínio Tamanho Descrição 
id_chave_hierarquica Numérico  
Identificador único de uma relação 
entre os quatro níveis hierárquicos 
do padrão DICOM (chave primária 
parcial; chave estrangeira para a 
entidade ‘chave_hierarquica’). 
ordem_tag Numérico  
Ordem (posição) da tag na imagem 
DICOM original (chave primária 
parcial). 
tipo Texto 1 
Identifica se a tag é de [C]abeçalho 
ou de [D]ados. 
grupo Numérico  
Número do grupo ao qual a tag 
pertence. 
elemento Numérico  
Número de elemento para a tag 
dentro do grupo. 
sequencial Numérico  
Número sequencial (posição) do 
conteúdo dentro da tag (para os 
casos em que VM > 1) (chave 
primária parcial). 
conteudo Texto 64 Conteúdo da tag. 
tamanho Numérico  





Descrição: Tags DICOM com VR SH (Short String). 
Atributo Domínio Tamanho Descrição 
id_chave_hierarquica Numérico  
Identificador único de uma relação 
entre os quatro níveis hierárquicos 
do padrão DICOM (chave primária 
parcial; chave estrangeira para a 
entidade ‘chave_hierarquica’). 
ordem_tag Numérico  
Ordem (posição) da tag na imagem 
DICOM original (chave primária 
parcial). 
tipo Texto 1 
Identifica se a tag é de [C]abeçalho 
ou de [D]ados. 
grupo Numérico  
Número do grupo ao qual a tag 
pertence. 
elemento Numérico  
Número de elemento para a tag 
dentro do grupo. 
sequencial Numérico  
Número sequencial (posição) do 
conteúdo dentro da tag (para os 
casos em que VM > 1) (chave 
primária parcial). 
conteudo Texto 16 Conteúdo da tag. 
tamanho Numérico  




Descrição: Tags DICOM com VR SL (Signed Long). 
Atributo Domínio Tamanho Descrição 
id_chave_hierarquica Numérico  
Identificador único de uma relação 
entre os quatro níveis hierárquicos 
do padrão DICOM (chave primária 
parcial; chave estrangeira para a 
entidade ‘chave_hierarquica’). 
ordem_tag Numérico  
Ordem (posição) da tag na imagem 
DICOM original (chave primária 
parcial). 
tipo Texto 1 
Identifica se a tag é de [C]abeçalho 
ou de [D]ados. 
grupo Numérico  
Número do grupo ao qual a tag 
pertence. 
elemento Numérico  
Número de elemento para a tag 
dentro do grupo. 
sequencial Numérico  
Número sequencial (posição) do 
conteúdo dentro da tag (para os 
casos em que VM > 1) (chave 
primária parcial). 





Descrição: Tags DICOM com VR SQ (Sequence of Items). 
Atributo Domínio Tamanho Descrição 
id_chave_hierarquica Numérico  
Identificador único de uma relação 
entre os quatro níveis hierárquicos 
do padrão DICOM (chave primária 
parcial; chave estrangeira para a 
entidade ‘chave_hierarquica’). 
ordem_tag Numérico  
Ordem (posição) da tag na imagem 
DICOM original (chave primária 
parcial). 
tipo Texto 1 
Identifica se a tag é de [C]abeçalho 
ou de [D]ados. 
grupo Numérico  
Número do grupo ao qual a tag 
pertence. 
elemento Numérico  
Número de elemento para a tag 
dentro do grupo. 
sequencial Numérico  
Número sequencial (posição) do 
conteúdo dentro da tag (para os 
casos em que VM > 1) (chave 
primária parcial). 
cardinalidade Numérico  
Cardinalidade (número) de itens 
aninhados à tag. 
 
Entidade: tag_ss 
Descrição: Tags DICOM com VR SS (Signed Short). 
Atributo Domínio Tamanho Descrição 
id_chave_hierarquica Numérico  
Identificador único de uma relação 
entre os quatro níveis hierárquicos 
do padrão DICOM (chave primária 
parcial; chave estrangeira para a 
entidade ‘chave_hierarquica’). 
ordem_tag Numérico  
Ordem (posição) da tag na imagem 
DICOM original (chave primária 
parcial). 
tipo Texto 1 
Identifica se a tag é de [C]abeçalho 
ou de [D]ados. 
grupo Numérico  
Número do grupo ao qual a tag 
pertence. 
elemento Numérico  
Número de elemento para a tag 
dentro do grupo. 
sequencial Numérico  
Número sequencial (posição) do 
conteúdo dentro da tag (para os 
casos em que VM > 1) (chave 
primária parcial). 






Descrição: Tags DICOM com VR ST (Short Text). 
Atributo Domínio Tamanho Descrição 
id_chave_hierarquica Numérico  
Identificador único de uma relação 
entre os quatro níveis hierárquicos 
do padrão DICOM (chave primária 
parcial; chave estrangeira para a 
entidade ‘chave_hierarquica’). 
ordem_tag Numérico  
Ordem (posição) da tag na imagem 
DICOM original (chave primária 
parcial). 
tipo Texto 1 
Identifica se a tag é de [C]abeçalho 
ou de [D]ados. 
grupo Numérico  
Número do grupo ao qual a tag 
pertence. 
elemento Numérico  
Número de elemento para a tag 
dentro do grupo. 
sequencial Numérico  
Número sequencial (posição) do 
conteúdo dentro da tag (para os 
casos em que VM > 1) (chave 
primária parcial). 
conteudo Texto 1024 Conteúdo da tag. 
tamanho Numérico  




Descrição: Tags DICOM com VR TM (Time). 
Atributo Domínio Tamanho Descrição 
id_chave_hierarquica Numérico  
Identificador único de uma relação 
entre os quatro níveis hierárquicos 
do padrão DICOM (chave primária 
parcial; chave estrangeira para a 
entidade ‘chave_hierarquica’). 
ordem_tag Numérico  
Ordem (posição) da tag na imagem 
DICOM original (chave primária 
parcial). 
tipo Texto 1 
Identifica se a tag é de [C]abeçalho 
ou de [D]ados. 
grupo Numérico  
Número do grupo ao qual a tag 
pertence. 
elemento Numérico  
Número de elemento para a tag 
dentro do grupo. 
sequencial Numérico  
Número sequencial (posição) do 
conteúdo dentro da tag (para os 
casos em que VM > 1) (chave 
primária parcial). 
conteudo Texto 16 Conteúdo da tag. 
tamanho Numérico  






Descrição: Tags DICOM com VR UI (Unique Identifier (UID)). 
Atributo Domínio Tamanho Descrição 
id_chave_hierarquica Numérico  
Identificador único de uma relação 
entre os quatro níveis hierárquicos 
do padrão DICOM (chave primária 
parcial; chave estrangeira para a 
entidade ‘chave_hierarquica’). 
ordem_tag Numérico  
Ordem (posição) da tag na imagem 
DICOM original (chave primária 
parcial). 
tipo Texto 1 
Identifica se a tag é de [C]abeçalho 
ou de [D]ados. 
grupo Numérico  
Número do grupo ao qual a tag 
pertence. 
elemento Numérico  
Número de elemento para a tag 
dentro do grupo. 
sequencial Numérico  
Número sequencial (posição) do 
conteúdo dentro da tag (para os 
casos em que VM > 1) (chave 
primária parcial). 
conteudo Texto 64 Conteúdo da tag. 
tamanho Numérico  




Descrição: Tags DICOM com VR UL (Unsigned Long). 
Atributo Domínio Tamanho Descrição 
id_chave_hierarquica Numérico  
Identificador único de uma relação 
entre os quatro níveis hierárquicos 
do padrão DICOM (chave primária 
parcial; chave estrangeira para a 
entidade ‘chave_hierarquica’). 
ordem_tag Numérico  
Ordem (posição) da tag na imagem 
DICOM original (chave primária 
parcial). 
tipo Texto 1 
Identifica se a tag é de [C]abeçalho 
ou de [D]ados. 
grupo Numérico  
Número do grupo ao qual a tag 
pertence. 
elemento Numérico  
Número de elemento para a tag 
dentro do grupo. 
sequencial Numérico  
Número sequencial (posição) do 
conteúdo dentro da tag (para os 
casos em que VM > 1) (chave 
primária parcial). 





Descrição: Tags DICOM com VR UN (Unknown). 
Atributo Domínio Tamanho Descrição 
id_chave_hierarquica Numérico  
Identificador único de uma relação 
entre os quatro níveis hierárquicos 
do padrão DICOM (chave primária 
parcial; chave estrangeira para a 
entidade ‘chave_hierarquica’). 
ordem_tag Numérico  
Ordem (posição) da tag na imagem 
DICOM original (chave primária 
parcial). 
tipo Texto 1 
Identifica se a tag é de [C]abeçalho 
ou de [D]ados. 
grupo Numérico  
Número do grupo ao qual a tag 
pertence. 
elemento Numérico  
Número de elemento para a tag 
dentro do grupo. 
sequencial Numérico  
Número sequencial (posição) do 
conteúdo dentro da tag (para os 
casos em que VM > 1) (chave 
primária parcial). 
cardinalidade Numérico  
Cardinalidade (número) de itens 
aninhados à tag. 
conteudo Binário  Conteúdo da tag. 
tamanho Numérico  




Descrição: Tags DICOM com VR US (Unsigned Short). 
Atributo Domínio Tamanho Descrição 
id_chave_hierarquica Numérico  
Identificador único de uma relação 
entre os quatro níveis hierárquicos 
do padrão DICOM (chave primária 
parcial; chave estrangeira para a 
entidade ‘chave_hierarquica’). 
ordem_tag Numérico  
Ordem (posição) da tag na imagem 
DICOM original (chave primária 
parcial). 
tipo Texto 1 
Identifica se a tag é de [C]abeçalho 
ou de [D]ados. 
grupo Numérico  
Número do grupo ao qual a tag 
pertence. 
elemento Numérico  
Número de elemento para a tag 
dentro do grupo. 
sequencial Numérico  
Número sequencial (posição) do 
conteúdo dentro da tag (para os 




conteudo Numérico  Conteúdo da tag. 
 
Entidade: tag_ut 
Descrição: Tags DICOM com VR UT (Unlimited Text). 
Atributo Domínio Tamanho Descrição 
id_chave_hierarquica Numérico  
Identificador único de uma relação 
entre os quatro níveis hierárquicos 
do padrão DICOM (chave primária 
parcial; chave estrangeira para a 
entidade ‘chave_hierarquica’). 
ordem_tag Numérico  
Ordem (posição) da tag na imagem 
DICOM original (chave primária 
parcial). 
tipo Texto 1 
Identifica se a tag é de [C]abeçalho 
ou de [D]ados. 
grupo Numérico  
Número do grupo ao qual a tag 
pertence. 
elemento Numérico  
Número de elemento para a tag 
dentro do grupo. 
sequencial Numérico  
Número sequencial (posição) do 
conteúdo dentro da tag (para os 
casos em que VM > 1) (chave 
primária parcial). 
conteudo Texto  Conteúdo da tag. 
tamanho Numérico  





APÊNDICE 3 – EXEMPLOS DE INSTRUÇÕES SQL USADAS NOS 
EXPERIMENTOS DE PESQUISA DE METADADOS 
 
As instruções em SQL relacionadas são construídas de acordo com o esquema de 
BD baseado no modelo de armazenamento decomposto, e permitem recuperar me-
tadados com base em predicados construídos a partir de testes de igualdade com os 
identificadores únicos dos quatro níveis hierárquicos do padrão DICOM, testes de 
igualdade com atributos comuns, testes envolvendo intervalos de valores com atribu-
tos comuns e testes envolvendo correspondências de padrão com atributos comuns. 
 
Alternativa Instrução SQL 
Identificador único 
 
Recuperar conteúdo da tag (0010,0010) (nome do 
paciente) para um determinado valor do 
identificador único patientid 
 
SELECT ch.patientid, pn.conteudo 
FROM tag_pn pn 
INNER JOIN chave_hierarquica ch 
  ON pn.id_chave_hierarquica = ch.id 
WHERE ch.patientid 
  = '1.3.6.1.4.1.9328.50.14.0012' 
  AND pn.grupo = 16 
  AND pn.elemento = 16 
GROUP BY ch.patientid, pn.conteudo; 
 
Igualdade de valor 
 
Recuperar conteúdo da tag (0010,0010) (nome do 
paciente) para um determinado valor da tag 
(0008,103E) (descrição da série do exame) 
 
SELECT ch.patientid, pn.conteudo 
FROM tag_pn pn 
INNER JOIN chave_hierarquica ch 
  ON pn.id_chave_hierarquica = ch.id 
INNER JOIN tag_lo lo 
  ON ch.id = lo.id_chave_hierarquica 
WHERE pn.grupo = 16 
  AND pn.elemento = 16 
  AND lo.grupo = 8 
  AND lo.elemento = 4158 
  AND lo.conteudo = 'CT CHEST 5 X 5' 
GROUP BY ch.patientid, pn.conteudo; 
 
Intervalo de valores 
 
Recuperar conteúdo da tag (0010,0010) (nome do 
paciente) para um determinado intervalo de valores 
da tag (0008,0022) (data de aquisição das imagens) 
 
SELECT ch.patientid, pn.conteudo 
FROM tag_pn pn 
INNER JOIN chave_hierarquica ch 
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  ON pn.id_chave_hierarquica = ch.id 
INNER JOIN tag_da da 
  ON ch.id = da.id_chave_hierarquica 
WHERE pn.grupo = 16 
  AND pn.elemento = 16 
  AND da.grupo = 8 
  AND da.elemento = 34 
  AND da.conteudo BETWEEN '19960308' 
    AND '19960815' 
GROUP BY ch.patientid, pn.conteudo; 
 
Correspondência de padrão 
 
Recuperar conteúdo da tag (0010,0010) (nome do 
paciente) dos registros que possuam relação com a 
tag (0008,1030) (descrição do estudo DICOM) que 
armazene a string ‘ABDO’ 
 
SELECT ch.patientid, pn.conteudo 
FROM tag_pn pn 
INNER JOIN chave_hierarquica ch 
  ON pn.id_chave_hierarquica = ch.id 
INNER JOIN tag_lo lo 
  ON ch.id = lo.id_chave_hierarquica 
WHERE pn.grupo = 16 
  AND pn.elemento = 16 
  AND lo.grupo = 8 
  AND lo.elemento = 4144 
  AND lo.conteudo LIKE '%ABDO%' 






APÊNDICE 4 – EXEMPLOS DE INSTRUÇÕES SQL USADAS NOS 
EXPERIMENTOS DE RECUPERAÇÃO DE CONTEÚDO 
 
As instruções em SQL relacionadas são construídas de acordo com o esquema de 
BD baseado no modelo de armazenamento decomposto, e permitem recuperar ima-
gens completas para os níveis estudo, série e imagem do padrão DICOM. 
 
Nível hierárquico Instrução SQL 
Estudo 
 
SELECT ch.patientid, ch.studyinstanceuid, 
       co.conteudo 
FROM conteudo_original co 
INNER JOIN chave_hierarquica ch 
  ON co.id_chave_hierarquica = ch.id 
WHERE ch.patientid 
  = '1.3.6.1.4.1.9328.50.14.0012' 
  AND ch.studyinstanceuid 




SELECT ch.patientid, ch.studyinstanceuid, 
       ch.seriesinstanceuid, co.conteudo 
FROM conteudo_original co 
INNER JOIN chave_hierarquica ch 
  ON co.id_chave_hierarquica = ch.id 
WHERE ch.patientid 
  = '1.3.6.1.4.1.9328.50.14.0012' 
  AND ch.studyinstanceuid 
  = '1.3.6.1.4.1.9328.50.14.4966' 
  AND ch.seriesinstanceuid 




SELECT ch.patientid, ch.studyinstanceuid, 
       ch.seriesinstanceuid, 
       ch.sopinstanceuid, co.conteudo 
FROM conteudo_original co 
INNER JOIN chave_hierarquica ch 
  ON co.id_chave_hierarquica = ch.id 
WHERE ch.patientid 
  = '1.3.6.1.4.1.9328.50.14.0012' 
  AND ch.studyinstanceuid 
  = '1.3.6.1.4.1.9328.50.14.4966' 
  AND ch.seriesinstanceuid 
  = '1.3.6.1.4.1.9328.50.14.4974' 
  AND ch.sopinstanceuid 






ANEXO 1 – TAGS USADAS NA EXECUÇÃO DE EXPERIMENTOS DE PESQUISA 
 
As tags relacionadas podem ser utilizadas como atributos únicos, requeridos ou op-










Patient’s Name (0010,0010) R PN 1 
Patient ID (0010,0020) U LO 1 
Issuer of Patient ID (0010,0021) O LO 1 
Referenced Patient Sequence (0008,1120) O SQ 1 
>Referenced SOP Class UID (0008,1150) O UI 1 
>Referenced SOP Instance UID (0008,1155) O UI 1 
Patient’s Birth Date (0010,0030) O DA 1 
Patient’s Birth Time (0010,0032) O TM 1 
Patient’s Sex (0010,0040) O CS 1 
Other Patient Ids (0010,1000) O LO 1-n 
Other Patient Names (0010,1001) O PN 1-n 
Ethnic Group (0010,2160) O SH 1 
Patient Comments (0010,4000) O LT 1 
Number of Patient Related Studies (0020,1200) O IS 1 
Number of Patient Related Series (0020,1202) O IS 1 
Number of Patient Related Instances (0020,1204) O IS 1 
Estudo 
Study Date (0008,0020) R DA 1 
Study Time (0008,0030) R TM 1 
Accession Number (0008,0050) R SH 1 
Study ID (0020,0010) R SH 1 
Study Instance UID (0020,000D) U UI 1 
Modalities in Study (0008,0061) O CS 1-n 
SOP Classes in Study (0008,0062) O UI 1-n 
Referring Physician’s Name (0008,0090) O PN 1 
Study Description (0008,1030) O LO 1 
Procedure Code Sequence (0008,1032) O SQ 1 
>Code Value (0008,0100) O SH 1 
>Coding Scheme Designator (0008,0102) O SH 1 
>Coding Scheme Version (0008,0103) O SH 1 
>Code Meaning (0008,0104) O LO 1 
Name of Physician(s) Reading Study (0008,1060) O PN 1-n 
Admitting Diagnoses Description (0008,1080) O LO 1-n 
Referenced Study Sequence (0008,1110) O SQ 1 
>Referenced SOP Class UID (0008,1150) O UI 1 
>Referenced SOP Instance UID (0008,1155) O UI 1 
Patient’s Age (0010,1010) O AS 1 
Patient’s Size (0010,1020) O DS 1 
Patient’s Weight (0010,1030) O DS 1 
Occupation (0010,2180) O SH 1 
Additional Patient History (0010,21B0) O LT 1 
Other Study Numbers (0020,1070) O IS 1-n 
Number of Study Related Series (0020,1206) O IS 1 
Number of Study Related Instances (0020,1208) O IS 1 
Série 
Modality (0008,0060) R CS 1 
Series Number (0020,0011) R IS 1 
Series Instance UID (0020,000E) U UI 1 




Instance Number (0020,0013) R IS 1 
SOP Instance UID (0008,0018) U UI 1 
SOP Class UID (0008,0016) O UI 1 
Alternate Representation Sequence (0008,3001) O SQ 1 
>Series Instance UID (0020,000E) O UI 1 
>SOP Class UID (0008,1150) O UI 1 
>SOP Instance UID (0008,1155) O UI 1 
>Purpose of Reference Code 
Sequence 
(0040,A170) O SQ 1 
>>Code Value (0008,0100) O SH 1 
>>Coding Scheme Designator (0008,0102) O SH 1 
>>Coding Scheme Version (0008,0103) O SH 1 
>>Code Meaning (0008,0104) O LO 1 
Related General SOP Class UID (0008,001A) O UI 1-n 
Concept Name Code Sequence (0040,A043) O SQ 1 
>Code Value (0008,0100) O SH 1 
>Coding Scheme Designator (0008,0102) O SH 1 
>Coding Scheme Version (0008,0103) O SH 1 
>Code Meaning (0008,0104) O LO 1 
Content Template Sequence (0040,A504) O SQ 1 
>Template Identifier (0040,DB00) O CS 1 
>Mapping Resource (0008,0105) O CS 1 
Container Identifier (0040,0512) O LO 1 
Specimen Description Sequence (0040,0560) O SQ 1 
>Specimen Identifier (0040,0551) O LO 1 
>Specimen UID (0040,0554) O UI 1 
 
