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Abstract
Deconvolutional artificial neural network (DANN) models are developed for subgrid-scale (SGS)
stress in large eddy simulation (LES) of turbulence. The filtered velocities at different spatial
points are used as input features of the DANN models to reconstruct the unfiltered velocity. The
grid width of the DANN models is chosen to be smaller than the filter width, in order to accurately
model the effects of SGS dynamics. The DANN models can predict the SGS stress more accurately
than the conventional approximate deconvolution method (ADM) and velocity gradient model
(VGM) in the a prior study: the correlation coefficients can be made larger than 99% and the
relative errors can be made less than 15% for the DANN model. In an a posteriori study, a
comprehensive comparison of the DANN model, the implicit large eddy simulation (ILES), the
dynamic Smagorinsky model (DSM), and the dynamic mixed model (DMM) shows that: the
DANN model is superior to the ILES, DSM, and DMM models in the prediction of the velocity
spectrum, various statistics of velocity and the instantaneous coherent structures without increasing
the considerable computational cost. Besides, the trained DANN models without any fine-tuning
can predict the velocity statistics well for different filter widths. These results indicate that the
DANN framework with consideration of SGS spatial features is a promising approach to develop
advanced SGS models in the LES of turbulence.
∗ wangjc@sustech.edu.cn
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I. INTRODUCTION
Large eddy simulation (LES) solves the large-scale motions of turbulence and models
the effects of small scale dynamics on the large scale structures with SGS stress [1–4].
Compared to the direct numerical simulation (DNS), LES can significantly reduce the degree
of freedom and predict large-scale flow structures with high accuracy[5–8]. Therefore, LES
has been widely applied to complex turbulent flows in combustion, acoustics, astrophysics,
atmospheric boundary layer mixing, et al. [9–12]. Many classical closure models have
been proposed to reconstruct the SGS stress, including the Smagorinsky model [13–15], the
scale-similarity model [16, 17], the approximate deconvolution method(ADM) [18–24], the
gradient model [25], the dynamic Smagorinsky model (DSM) [26–28], the dynamic mixed
models (DMM) [29–32], the Reynolds-stress-constrained large-eddy simulation model [33],
Implicit-LES (ILES) [34, 35], et al.
Recently, machine learning approaches have been applied to turbulence modeling, includ-
ing the Reynolds-Averaged Navier-Stokes (RANS) [36–46] and LES models [47–69]. Ling et
al. proposed a machine learning strategy to predict the Reynolds stress tensor by embedding
the Galilean invariance [37–39]. Ma et al. established a natural analogy between recurrent
neural network and the Mori-Zwanzig formalism, and proposed a systematic approach for
developing long-term reduced models to predict the Kuramoto-Sivashinsky equations and
the Navier-Stokes equations [48]. The ANN models built with the filtered velocity gradients
as input variables show good performance for both the a priori and the a posteriori stud-
ies in the prediction of isotropic turbulence [50–57] and magneto-hydrodynamic turbulence
[58], but show no advantage over the Smagorinsky model in the a posteriori testing for the
channel flow [59]. Raissi et al. proposed a physical-informed neural network to learn the
unclosed terms for turbulent scalar mixing [60]. Beck et al. employed the convolution neural
network and residual neural network to obtain more accurate and stable LES models [61].
Besides, the artificial neural network also can be used for wall modeling in LES [62], the
turbulent inflow generator [63], and the classifier for turbulence modeling hypothesis [64], et
al. Data-driven blind deconvolution was proposed to recover the unfiltered turbulence fields
without any a priori knowledge [65]. Maulik et al. used two single-layer artificial neural
networks to perform the convolution and deconvolution between coarse-grained unfiltered
fields and filtered fields to model the SGS stress of decaying two-dimensional Kraichnan
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turbulence [66, 67]. A summary and systematic discussion of the recent developments on
data-driven turbulence models can be referred to these reviews [70, 71].
Previously, we proposed a spatial artificial neural network (SANN) model [55–57] for large
eddy simulations of incompressible and compressible turbulence. It was shown that the flow
dynamics at the scales between ∆/2 and 2∆ are crucial for accurately reconstructing the
SGS terms at the filter width ∆ by using artificial neural networks. It was also found that
numerical dissipation can be added individually to keep the stability of the SGS models
without introducing considerable numerical errors if the grid scale is smaller than the filter
width. It is important to incorporating more a priori knowledge of SGS stress to improve
the efficiency of ANN-based SGS models, such as the use of deconvolution and convolution
operators in constructing the SGS stress.
In this paper, we propose a deconvolutional artificial neural network (DANN) framework
for reconstructing the SGS stress based on DNS data of solenoidally forced stationary in-
compressible isotropic turbulence at grid resolution of 10243. The grid width of the DANN
model is chosen to be smaller than the filter width, in order to accurately model the effect
of SGS dynamics on the SGS energy flux. Comparative analysis between the DANN models
and DNS are carried out in both a priori and a posteriori testings. The velocity spectrum
and the SGS energy flux recovered by the proposed DANN models have been evaluated in
the a priori analysis. In the a posteriori study, we examine the filtered velocity spectrum,
various statistics of the filtered velocity and the instantaneous coherent structures predicted
by the DANN models. Furthermore, the trained DANN models are applied to LES com-
putations with different filter widths without any fine-tuning. This paper is organized as
follows. Section II briefly describes the governing equations and computational method.
Section III introduces DNS database of the incompressible turbulence. Section IV presents
the deconvolutional artificial neural network models. Section V provides both a priori and
a posteriori results of the proposed DANN models. Conclusions are drawn in Section VI.
II. GOVERNING EQUATIONS AND NUMERICAL METHOD
The Navier-Stokes equations in conservative form for incompressible turbulence are [1, 2]
∂ui
∂xi
= 0, (1)
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TABLE I: Parameters and statistics for DNS and fDNS at grid resolution of 10243.
Reλ E
DNS
k E
fDNS
k η/∆DNS LI/η λ/η u
rms ωrms ǫ
252 2.63 2.31 1.01 235.2 31.2 1.33 15.53 0.73
∂ui
∂t
+
∂ (uiuj)
∂xj
= −
∂p
∂xi
+ ν
∂2ui
∂xj∂xj
+ Fi, (2)
where ui is the i-th velocity component, p is the pressure, ν is the kinematic viscosity, and
Fi is the i-th solenoidally large-scale force component.
Besides, the total kinetic energy Ek, the Taylor microscale Reynolds number Reλ, the
Kolmogorov length scale η, and the integral length scale LI are defined, respectively, as [1]
Ek =
1
2
〈uiui〉 , (3)
Reλ =
urmsλ
ν
, (4)
η =
(
ν3
ǫ
)1/4
, (5)
LI =
π
2(urms)2
∫ +∞
0
E (k)
k
dk. (6)
Here, urms =
√
〈uiui〉 /3 is the root mean square (rms) value of the velocity, where 〈〉
stands for a spatial average of the computational domain. ν is the kinematic viscosity.
ǫ = 2ν 〈SijSij〉 is the dissipation rate, where Sij =
1
2
(∂ui/∂xj + ∂uj/∂xi) is the strain rate
tensor. λ = urms
√
15ν/ǫ is the Taylor microscale. Ek =
∫ +∞
0
E (k) dk, where E(k) is the
spectrum of kinetic energy per unit mass.
The physical quantities in turbulent flow can be separated into resolved large-scale
and sub-filter small-scale quantities by introducing a spatial filtering operation [5, 6, 72]
f¯ (x) =
∫
Ω
f (x′)G (x− x′; ∆) dx′, where an overbar represents a filtered variable, Ω is the
overall domain, G and ∆ are the filter kernel and filter width, respectively. Therefore, the
incompressible filtered Navier-Stokes equations for the resolved variables can be expressed
as
∂u¯i
∂xi
= 0, (7)
∂u¯i
∂t
+
∂ (u¯iu¯j)
∂xj
= −
∂p¯
∂xi
−
∂τij
∂xj
+ ν
∂2u¯i
∂xj∂xj
+ F¯i. (8)
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FIG. 1: Velocity spectrum from DNS and filtered DNS of a forced incompressible isotropic
turbulence. Diamond represents the cutoff wavenumber kc = 16 (∆ = 32∆DNS).
Here, the SGS stress tensor τij at the right hand side of Eq. (8) is defined by
τij = uiuj − u¯iu¯j. (9)
Obviously, the unclosed SGS stress can not be solved by the filtered governing equations
directly.
In this paper, a pseudo-spectral method is applied to numerically simulate the incom-
pressible homogeneous isotropic turbulence in a cubic box of (2π)3 on a uniform grid with
periodic boundary conditions. The aliasing errors are eliminated by the two-thirds rule [73].
An explicit two-step Adams-Bashforth scheme with second-order time accuracy is employed
for time marching [74]. The solenoidally large-scale forcing is constructed by fixing the total
kinetic energy in the two lowest wavenumber shells [75].
III. DNS DATABASE OF INCOMPRESSIBLE TURBULENCE
In this paper, the direct numerical simulation of a forced incompressible isotropic turbu-
lence is performed with the grid resolution of 10243 at Taylor Reynolds number Reλ ≈ 250.
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The filtered physical quantities are calculated by the common Gaussian filter, which is cal-
culated in one dimension by [1, 2, 72]
G (x) =
(
6
π∆2
)1/2
exp
(
−
6x2
∆2
)
, (10)
where ∆ = 32∆DNS is the filter width and ∆DNS denotes the grid spacing of DNS. The
corresponding cutoff wavenumber kc is kc = π/∆ = 16. The detailed one-point statistics for
the incompressible turbulent flow are summarized in Table I [55, 76]. The resolution param-
eter of DNS η/∆DNS is approximate to 1.01, and the corresponding resolution parameter
kmaxη ≈ 2.11, where the largest wavenumber kmax = N/3, and N is the number of grids in
each direction. A resolution of kmaxη ≥ 2.1 is sufficiently enough to achieve the convergence
of the kinetic energy spectrum at different wavenumbers [77, 78].
The velocity spectrum of DNS and filtered DNS is shown in Fig. 1. The filtered velocity
spectrum almost overlaps with the results of DNS at the inertial region with a k−5/3 scaling,
but decays steeply as the wavenumber becomes larger than the cutoff wavenumber. Nearly
88% of the turbulent kinetic energy resides in the filtered flow field with the filter width
∆ = 32∆DNS.
The a priori and a posteriori analysis of subgrid modeling are presented in the paper. In
the a priori study of LES, data-driven deconvolution models are constructed by ANN. In the
a posteriori testing, the LES simulations modeled by the trained ANN are calculated for the
grid resolution of 643 (∆LES = ∆/2) with the filter width ∆ = 32∆DNS and corresponding
cutoff wavenumber kc = 16, where ∆LES represents the grid size of LES.
IV. DECONVOLUTIONAL NEURAL NETWORKS
Our development of the DANN models is motivated by the approximate deconvolution
method [18, 19, 64–66]. The original unfiltered variables can be approximately recovered by
the deconvolution operation [21]. The SGS stress can be approximated as
τij = u∗iu
∗
j − u¯iu¯j, (11)
where the asterisk denotes the approximately recovered variables. The iterative Van Cittert
procedure is usually used to reconstruct the unfiltered variables in ADM, namely [2, 19]
u∗i = AD
N (u¯i) =
N∑
i=1
(I −G)i−1 (u¯i), (12)
6
(u¯1,u¯2,u¯3)i,j,k
(u¯1,u¯2,u¯3)i+1,j−1,k−1 (u¯1,u¯2,u¯3)i+1,j+1,k−1
(u¯1,u¯2,u¯3)i−1,j−1,k+1 (u¯1,u¯2,u¯3)i−1,j+1,k+1
y
z
x
∆L
...
...
...
...
...
Input
layer
Hidden layer
Output
layer
u1
∗
i,j,k
u2
∗
i,j,k
u3
∗
i,j,k
FIG. 2: Schematic diagram of the deconvolutional artificial neural network structure.
where ADN is the abbreviation of the Nth approximate deconvolution. The SGS stress can
be simply modeled by the Leonard stress for N=1, which is also called the scale-similarity
model [1, 2]:
τij = u¯iu¯j − u¯iu¯j . (13)
In order to reconstruct the unfiltered velocity from the filtered velocity, a six-layer fully
connected ANN (input layer, four hidden layers, and output layer) is established as shown in
Fig. 2. The ANN establishes the nonlinear mapping between the input and output variables.
The ANN is composed of multiple layers which consist of many neurons. The neurons receive
input signals from the previous layer, and transmit them to the next layer after the successive
mathematical operation of linear weighted sum and the nonlinear activation by the transfer
function. The transformation from layer l-1 to layer l is performed as [65, 66]
sli =
∑
j
W lijX
l−1
j , (14)
X li = σ
(
sli + b
l
i
)
, (15)
where X li represents the input signals from the ith neuron of the lth layer, W
l
ij is the weight,
sli is the weighted summation of all input signals from the (l-1)th layer, b
l
i is the bias, and
σ is the nonlinear transfer function. The DANN models establish the relationship between
the coarse-grained filtered velocities at the neighboring stencils with spacing width ∆L and
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the associated unfiltered velocities as follows,
M : {u¯l+i,m+j,n+k, v¯l+i,m+j,n+k, w¯l+i,m+j,n+k} ∈ R
3×D3 →
{
u∗l,m,n, v
∗
l,m,n, w
∗
l,m,n
}
∈ R3,
{i, j, k} ∈ {− ⌊D/2⌋ , ..., 0, ..., ⌊D/2⌋} ,
(16)
where u, v and w are velocity components, D is the number of points in a direction of the
stencil, the indices l, m and n denote the discrete spatial coordinate of the structured mesh,
⌊⌋ is the round-down operation and the indices i, j and k refer the relative spatial indexing
of the neighboring points with the spacing width ∆L. The DANN model for D
3-point
stencil with spacing width ∆L = ∆/n is abbreviated as DANN(D, n). The number of input
variables for DANN(D, n) is 3×D3, and that of output variables is 3. The hyperparameters
of the DANN models are determined by the grid search method and are listed in Table II.
There are total six layers with neurons 3 × D3 : 128 : 128 : 64 : 64 : 3. The activation
functions of the hidden layers and output layer are the Leaky-Relu function and linear
function, respectively. The Leaky-Relu function is given by [55, 79],
σ (x) =

 x, if x > 0
αx, if x ≤ 0

 , where α = 0.2. (17)
Mean square error (MSE) criterion is chosen as the loss function of DANN, which is
defined as L = 1
3
〈
3∑
i=1
(ui − u
∗
i )
2
〉
, where uˆ∗i represents the predicted values of DANN,
and 〈〉 denotes the average of the entire datasets. We adopt the cross-validation strategy
to suppress parameter overfitting and divide the dataset into training dataset and testing
dataset. We evaluate the general performance of the model for the testing dataset after
completing a round of training. 2×643 samples are chosen from a snapshot of the DNS data
with the degrees of freedom being 10243. 70% of samples are used to generate the training
dataset and the others are for testing. The weights of DANN are optimized by the Adam
algorithm [80] for 2000 iterations with batch size and learning rate being 1024 and 0.01,
respectively. The hyperparameters of DANN (the number of layers and neurons, etc.) are
determined by the grid search method [66, 67]. We use GPU cores (NVIDIA GeForce RTX
2080Ti) to accelerate the training of the DANN models. Each DANN model is trained with
a single GPU and summaries of the GPU training time for 2000 epochs with different stencil
sizes and spacing widths are listed in Table III. As the stencil size increases, the number
of input variables has a dramatic increase. However, the number of total hyperparameters
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TABLE II: Parameters of the DANN model.
Layer structure Dataset Training/Testing Epoch Batch size Learning rate
3×D3 :128:128:64:64:3 2×643 0.7/0.3 2000 1024 0.01
TABLE III: The number of input variables and the GPU execution time for 2000-epoch
training of the DANN(D,n) models with D3-point stencil and spacing width ∆L = n∆.
DANN(D,n) DANN(3,1) DANN(5,1) DANN(5,2) DANN(9,2)
Number of Input 81 375 375 2187
Training time (GPU·h) 2.1 2.2 2.2 2.3
does not increase significantly with the number of input variables, therefore GPU training
time increases slightly, and overall the training time is not sensitive to the stencil size.
In order to improve the robustness of the DANN model, we normalize all input and
output variables to zero mean and unit variance by standard scaling before training. Due
to the lack of standard derivation of unsolved variables in the a posterior study, both input
and output variables are rescaled by the mean and standard deviation of filtered variables,
which are given by, respectively [65–67]
u¯′i =
u¯i − 〈u¯i〉
std (u¯i)
, (18)
u∗i
′ =
u∗i − 〈u¯i〉
std (u¯i)
, (19)
where std (u¯i) =
√〈
(u¯i − 〈u¯i〉)
2
〉
denotes the standard deviation of u¯i.
The learning curves of the DANN models for different stencil sizes and spacing widths
are shown in Fig. 3. After a long training for the DANN models with 2000 epochs, the MSE
losses in both training datasets and testing datasets are gradually converging and become
stationary. The testing loss is very close to the training loss for all cases, which means that
the hyperparameter selection is suitable and the DANN models are well-trained and not
overfitting.
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FIG. 3: Learning curves of the proposed DANN model: (a) ∆/∆L=1, (b) ∆/∆L=2.
V. RESULTS OF THE DANN MODELS
In this section, we evaluate the performance of our proposed DANN models for the
incompressible forced isotropic turbulence at Reλ ≈ 250 in both a priori and a posteriori
studies. In the a priori study, the DANN models are tested by predicting a snapshot of
DNS data which is different from the dataset for the DANN training via three assessment
indicators: correlation coefficient (C), the relative error (Er), and the root-mean-square
value (R). In the a posterior study, the proposed DANN models can predict the statistics
and instantaneous structures of turbulence with higher accuracy than the ILES, DSM and
DMM models at grid resolution of 643 (∆LES = ∆/2). Furthermore, we have performed an
a posteriori study of the DANN models for LES at different filter widths (∆ = 16∆DNS and
64∆DNS). The results indicate that the proposed DANN models have a strong generalization
capability.
A. A priori study
In order to evaluate the performance of different models, three metrics are used to measure
the difference between the predicted value (Qmodel) and the true value (Qreal) for any targeted
physical quantity Q (i.e. the unsolved velocity u∗i and the SGS stress τij , etc.). They are
the correlation coefficient C (Q), the relative error Er (Q), and the root-mean-square value
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R (Q), which are defined, respectively, by [52–59]
C (Q) =
〈(
Qreal −
〈
Qreal
〉) (
Qmodel −
〈
Qmodel
〉)〉
[
(Qreal − 〈Qreal〉)2
]1/2[
(Qmodel − 〈Qmodel〉)2
]1/2 , (20)
Er (Q) =
[〈(
Qreal −Qmodel
)2〉]1/2
[〈
(Qreal)2
〉]1/2 , (21)
R (Q) =
[〈
(Q− 〈Q〉)2
〉]1/2
, (22)
where 〈〉 denotes spatial average of the entire domain. Results with the high correlation
coefficient and low relative error indicate the success of modeling. The classical approximate
deconvolution models ADN (N≤5) and the velocity gradient model are used to compare with
the DANN models. The ADN models are calculated by the iterative Van-Cittert algorithm
in Eq. 12. The velocity gradient model is defined as [25, 29–31],
τij =
∆2
12
∂u¯i
∂xk
∂u¯j
∂xk
. (23)
Table IV shows the correlation coefficients, relative errors, and root-mean-square values
of the approximate unfiltered velocity component u∗1 in both training and testing datasets
after the 2000-iteration training process. The results in the other two velocity components
(u∗2 and u
∗
3) are similar to u
∗
1. The slight difference between the results of these two datasets
shows that all trained DANN models with different stencil sizes and spacing widths are not
overfitting.
The comparisons of correlation coefficients, relative errors, and root-mean-square values
of the approximate deconvolved velocity u∗i for different models are summarized in Table V.
The correlation coefficients C(u∗1) and relative errors Er(u
∗
1) of the DANN(3,1) model are
respectively approximate to 0.989 and 0.153, which means that the performance of the
DANN(3,1) model is very close to the AD2 method. With the increasing of stencil size,
more spatial information is included in the DANN models, which result in higher correlation
coefficients and lower relative errors. As the spacing width becomes a half of the filter
width, the DANN models perform much better than the classical ADN (N≤5) methods
and the root-mean-square values are very close to the DNS data. For the DANN(5,2)
model, the correlation coefficient and relative error are C(u∗1) ≈ 99.5% and Er(u
∗
1) ≈ 10.4%,
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TABLE IV: Correlation coefficient (C), relative error (Er), and root-mean-square value
(R) of u∗1 in different datasets for different DANN models ∆/∆L = n.
Dataset\C(u∗1) DANN(3,1) DANN(5,1) DANN(5, 2) DANN(9, 2)
Training 0.988 0.989 0.995 0.995
Testing 0.988 0.988 0.995 0.995
Dataset\Er(u
∗
1) DANN(3,1) DANN(5,1) DANN(5, 2) DANN(9, 2)
Training 0.152 0.152 0.105 0.101
Testing 0.155 0.152 0.104 0.101
Dataset\R(u∗1) DANN(3,1) DANN(5,1) DANN(5, 2) DANN(9, 2)
Training 1.516 1.510 1.529 1.522
Testing 1.518 1.513 1.529 1.522
TABLE V: Comparisons of the correlation coefficients (C), relative errors (Er), and
root-mean-square values (R) of u∗i for different DANN models and classical AD
N models.
C(u∗i ) DANN(3,1) DANN(5,1) DANN(5,2) DANN(9,2) AD
1 AD2 AD3 AD4 AD5
u∗1 0.989 0.990 0.995 0.995 0.982 0.988 0.991 0.992 0.993
u∗2 0.982 0.983 0.991 0.992 0.969 0.979 0.983 0.986 0.987
u∗3 0.985 0.985 0.993 0.993 0.974 0.983 0.986 0.988 0.989
Er(u
∗
i ) DANN(3,1) DANN(5,1) DANN(5,2) DANN(9,2) AD
1 AD2 AD3 AD4 AD5
u∗1 0.153 0.151 0.104 0.101 0.208 0.163 0.145 0.134 0.127
u∗2 0.200 0.196 0.137 0.134 0.287 0.221 0.196 0.181 0.171
u∗3 0.184 0.180 0.125 0.122 0.255 0.199 0.176 0.163 0.155
R(u∗i ) DANN(3,1) DANN(5,1) DANN(5,2) DANN(9,2) DNS AD
2 AD3 AD4 AD5
u∗1 1.507 1.503 1.521 1.515 1.527 1.486 1.496 1.501 1.504
u∗2 1.123 1.122 1.135 1.136 1.146 1.091 1.105 1.112 1.116
u∗3 1.239 1.242 1.253 1.252 1.262 1.213 1.225 1.231 1.235
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FIG. 4: Comparisons of velocity spectrum for different SGS models in the a priori analysis.
respectively. The root-mean-square value of the DANN(5,2) model is equal to 1.521, which
is very close to that of the DNS data (RDNS(u
∗
1) ≈ 1.527).
The spectra of approximate unfiltered velocity for different DANN models are shown in
Fig. 4. The unfiltered velocity spectra given by the DANN(3,1) and DANN (5,1) models
are similar to that of AD5. The spectra predicted by the DANN(5,2) and the DANN (9,2)
models are closer to that of DNS at high wavenumbers (30 ≤ k ≤ 50), indicating that the
DANN models perform better than the classical ADM models in terms of ability to recover
unfiltered velocity.
In this paper, we consider two forms of the DANN models: the direct modeling
(τDANN−Dij ), and the scale-similarity form (τ
DANN
ij ), which are respectively written as [16, 17],
τDANN−Dij = u
∗
iu
∗
j − u¯iu¯j, (24)
τDANNij = u
∗
iu
∗
j − u¯
∗
i u¯
∗
j . (25)
Tables VI− VIII show correlation coefficients, relative errors and root-mean-square values
of τij for direct SGS models (DANN-D) and scale-similarity SGS models (DANN). The
DANN models perform better than the DANN-D models with higher correlation coefficients
and lower relative errors. When the ratio of spacing width and the number of neighboring
points increase, the performances of the DANN models improve significantly and become
much better than the ADN models. The correlation coefficients of the DANN(9,2) model
reach 99% and the relative errors are less than 15%. In comparison, the relative errors of the
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TABLE VI: Comparisons of the correlation coefficients of τij for different SGS models
(VGM, ADN , DANN-D, and DANN) in the a priori analysis.
Model\C(τij) τ11 τ22 τ33 τ12 τ23 τ13
VGM 0.915 0.893 0.900 0.918 0.929 0.926
AD1 0.161 0.150 0.134 0.144 0.152 0.158
AD2 0.607 0.632 0.599 0.557 0.556 0.560
AD3 0.818 0.831 0.813 0.788 0.784 0.789
AD4 0.896 0.900 0.891 0.883 0.880 0.884
AD5 0.930 0.931 0.926 0.925 0.924 0.926
DANN(3,1)-D 0.748 0.813 0.767 0.729 0.708 0.719
DANN(5,1)-D 0.776 0.839 0.804 0.754 0.730 0.747
DANN(5,2)-D 0.956 0.964 0.959 0.950 0.946 0.949
DANN(9,2)-D 0.969 0.967 0.967 0.958 0.960 0.958
DANN(3,1) 0.945 0.947 0.940 0.946 0.948 0.950
DANN(5,1) 0.950 0.954 0.948 0.951 0.952 0.954
DANN(5,2) 0.988 0.987 0.987 0.988 0.990 0.990
DANN(9,2) 0.990 0.989 0.989 0.991 0.992 0.992
AD5 model are more than 35%. The root-mean-square values predicted by DANN models
are also very close to that of DNS data.
Furthermore, we evaluate the performance of the SGS models on the SGS flux of kinetic
energy [4–6]:
Π = −τij S¯ij, S¯ij =
1
2
(
∂u¯i
∂xj
+
∂u¯j
∂xi
), (26)
where S¯ij is the filtered strain-rate tensor. The SGS energy flux is normalized by the energy
dissipation rate ǫDNS calculated from the DNS data. The probability density functions
(PDFs) of the normalized SGS flux Π/ǫDNS with different stencil spacing sizes of DANN
models (∆/∆L=2) are shown in Fig. 5. The PDFs of the SGS energy flux with DANN(5,2)
and DANN(9,2) are very close to the filtered DNS data. Compared to the AD5 model and
the VGM model, the positive PDF tail of the SGS flux can be predicted more accurately by
DANN models.
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TABLE VII: Comparisons of the relative errors of τij for different SGS models (VGM,
ADN , DANN-D, and DANN) in the a priori analysis.
Model\Er(τij) τ11 τ22 τ33 τ12 τ23 τ13
VGM 0.493 0.524 0.523 0.427 0.400 0.408
AD1 1.329 1.209 1.276 1.924 2.003 1.968
AD2 0.690 0.666 0.691 0.946 0.973 0.958
AD3 0.493 0.490 0.503 0.633 0.646 0.636
AD4 0.397 0.401 0.410 0.483 0.489 0.482
AD5 0.340 0.347 0.354 0.396 0.397 0.392
DANN(3,1)-D 0.521 0.437 0.491 0.818 0.874 0.852
DANN(5,1)-D 0.517 0.414 0.455 0.785 0.834 0.793
DANN(5,2)-D 0.204 0.194 0.202 0.335 0.351 0.342
DANN(9,2)-D 0.209 0.186 0.191 0.308 0.302 0.311
DANN(3,1) 0.315 0.303 0.324 0.337 0.332 0.326
DANN(5,1) 0.302 0.284 0.298 0.321 0.318 0.315
DANN(5,2) 0.136 0.141 0.142 0.157 0.149 0.150
DANN(9,2) 0.129 0.132 0.135 0.142 0.134 0.135
B. A posteriori study
It is crucial to evaluate the performances of the SGS models in an a posteriori tests, which
are affected by both errors of SGS models and numerical schemes [5, 6]. We compared the
DANN models with the classical LES models, including the implicit large eddy simulation
(ILES), the dynamic Smagorinsky model (DSM), and the dynamic mixed model (DMM) [55–
57, 81]. For ILES, numerical dissipation is required to maintain the stability of numerical
simulation of turbulence at the coarse grid. In this paper, we use a dissipative explicit
hyper-viscosity scheme with fourth-order accuracy [55]:
u¯n+1i = u¯
n
i −∆t · C
I
0 (
k
k0
)mu¯ni , k0 =
2π
3∆LES
=
4π
3∆
, (27)
where m=4, CI0=3, and k0 is the largest wavenumber of LES truncated by the two-thirds
dealiasing rule. The same treatment of numerical viscosity is also applied to the DSM,
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TABLE VIII: Comparisons of the root-mean-square values of τij for different SGS models
(VGM, ADN , DANN-D, and DANN) in the a priori analysis.
Model\R(τij) τ11 τ22 τ33 τ12 τ23 τ13
DNS 0.201 0.184 0.183 0.095 0.102 0.102
VGM 0.143 0.124 0.123 0.075 0.082 0.082
AD1 0.302 0.225 0.250 0.171 0.193 0.189
AD2 0.173 0.137 0.146 0.095 0.107 0.104
AD3 0.158 0.133 0.136 0.083 0.093 0.091
AD4 0.159 0.137 0.138 0.082 0.091 0.090
AD5 0.162 0.142 0.142 0.083 0.091 0.090
DANN(3,1)-D 0.205 0.179 0.180 0.110 0.123 0.121
DANN(5,1)-D 0.203 0.180 0.186 0.110 0.121 0.117
DANN(5,2)-D 0.194 0.178 0.176 0.098 0.106 0.105
DANN(9,2)-D 0.192 0.176 0.173 0.097 0.104 0.104
DANN(3,1) 0.163 0.153 0.146 0.086 0.092 0.092
DANN(5,1) 0.164 0.156 0.152 0.087 0.093 0.092
DANN(5,2) 0.187 0.172 0.170 0.094 0.101 0.100
DANN(9,2) 0.186 0.171 0.168 0.094 0.100 0.100
DMM, and DANN models. The average computational cost for different LES models at
resolution of 643 (∆LES = ∆/2) with the same filter width ∆ = 32∆DNS are listed in
Tables IX. For the DANN models, with the increasing of stencil size, computation time
increases significantly since the number of input features grows sharply with the cube of
stencil size. The average computation time of the DANN(5,2) model is approximately 1.3
times that of the DMM model. In order to balance the accuracy and efficiency of the DANN
models, we select DANN(5,2) with 53-point stencil and spacing width ∆/∆L = 2 as the
representation of the DANN models for further discussions. The ratio of the time steps for
LES and DNS is ∆tLES/∆tDNS = 8.
The Smagorinsky model is an eddy-viscosity model which establishes the relationship
between the SGS stress and the filtered strain rate tensor. The dynamic Smagorinsky model
16
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FIG. 5: PDFs of the normalized SGS flux Π/ǫDNS for scale-similarity SGS models with
DANN (DANN) in empha priori study.
TABLE IX: The average computational cost of SGS stress τij for different LES models at
resolution of 643 (∆LES = ∆/2) with the same filter width ∆ = 32∆DNS.
Model DSM DMM DANN(3,1) DANN(5,1) DANN(5,2) DANN(9,2)
t(CPU·s) 0.895 1.694 1.164 2.128 2.130 7.760
t/tDMM 0.528 1.000 0.687 1.256 1.257 4.581
(DSM) is based on the Germano identity, which dynamically determine the model coefficients
by the least squares method. The deviatoric part of the SGS stress is modeled by [13],
τij −
δij
3
τkk = −2C
2
S∆
2|S¯|S¯ij, (28)
where |S¯| = (2S¯ijS¯ij)
1/2 is the characteristic filtered strain rate. The model coefficient of
the DSM model can be calculated dynamically by [26],
C2S =
〈LijMij〉
〈MklMkl〉
, (29)
where Lij = ˜¯uiu¯j − ˜¯ui ˜¯uj, and Mij = α˜ij − βij . Here αij = 2∆2|S¯|S¯ij, βij = 2∆˜2| ˜¯S| ˜¯Sij.
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An overvar denotes the grid filter at a scale ∆, a tilde indicates a test filter coarser than
the grid filter, and the variables with a tilde over the overbars denotes the quantities with
double-filtering operation at scale ∆˜ = 2∆.
The dynamic mixed model (DMM) [17, 82] combines functional modeling and structure
modeling for SGS stress, which includes a subgrid-viscosity part and a scale-similarity part.
The model coefficients are determined dynamically by the Germano identity [26],
Lij = Tij − τ˜ij, (30)
where a tilde indicates a test filter coarser than the grid filter, Tij = u˜iuj − ˜¯ui ˜¯uj is the SGS
stress at the double-filtering scale ∆˜ = 2∆, and Lij = ˜¯uiu¯j − ˜¯ui ˜¯uj is the resolved stress. The
deviatoric part of the SGS stress at scale ∆ and ∆˜ are modeled by [82, 83],
τij −
δij
3
τkk = C1h
A
1,ij + C2h
A
2,ij , (31)
Tij −
δij
3
Tkk = C1H
A
1,ij + C2H
A
2,ij, (32)
where hA1,ij = −2∆
2
∣∣S¯∣∣ S¯ij, hA2,ij = h2,ij − δij3 h2,kk, h2,ij = ˜¯uiu¯j − ˜¯ui ˜¯uj, HA1,ij = −2∆˜2 ∣∣∣ ˜¯S∣∣∣ ˜¯Sij,
HA2,ij = H2,ij −
δij
3
H2,kk, and H2,ij =
̂¯˜ui ˜¯uj − ˆ¯˜ui ˆ¯˜uj, the hat denotes the test filtering at scale
∆ˆ = 4∆. The model coefficients C1 and C2 are determined by least squares algorithom [82],
C1 =
〈
N2ij
〉 〈
LAijMij
〉
− 〈MijNij〉
〈
LAijNij
〉
〈
N2ij
〉 〈
M2ij
〉
− 〈MijNij〉
2
, (33)
C2 =
〈
M2ij
〉 〈
LAijNij
〉
− 〈MijNij〉
〈
LAijMij
〉
〈
N2ij
〉 〈
M2ij
〉
− 〈MijNij〉
2
, (34)
where Mij = H
A
1,ij − h˜
A
1,ij , and Nij = H
A
2,ij − h˜
A
2,ij.
The a posterior performances of the DANN(5,2) model at the grid resolution of 643
(∆LES = ∆/2) with the filter width ∆ = 32∆DNS are evaluated by the energy spectrum and
statistics of the velocity. The velocity spectra of LES with no-model(ILES), DSM, DMM,
DANN(5,2) and DANN(9,2) models compared to those of DNS, filtered DNS(fDNS) data
are shown in Fig. 6. The velocity spectrum of DNS data has a long inertial range that
satisifies Kolmogorov hypothesis with a k−5/3 scaling. The spectrum of fDNS data decays
much faster than that of DNS data in the high wavenumber region, since the small-scale
energy is filtered out. For different SGS models, the prediction errors become larger as the
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FIG. 6: Comparisons of velocity spectrum for LES at grid resolution of 643(∆LES = ∆/2)
with the same filter width ∆ = 32∆DNS.
wavenumber k increases. The ILES model obviously overestimates the velocity spectrum at
large wavenumbers. The energy spectra of the DSM and DMM models have the distinct
tilted distribution, where energy at the low wavenumber region is enriched, while that near
the cutoff wavenumber is excessively dissipated. Compared to these classical SGS models,
the velocity spectrum predicted by the DANN(5,2) model is almost overlapped with that of
the fDNS data.
The SGS energy flux represents the kinetic energy transfer between filtered scales and
residual scales. In order to compare with the fDNS data, the SGS flux is normalized by the
energy dissipation rate of DNS data. The PDFs of the normalized SGS energy flux Π/ǫDNS
for fDNS data and LES with the DSM, DMM, and DANN(5,2) models are displayed in
Fig. 7. The DSM model underestimates the PDF of SGS flux and its PDF tails are shorter
than those of the fDNS data. The DMM model improves the prediction of the right tail of
the PDF. Compared to the DSM and DMM models, the PDF tails of the SGS energy flux
predicted by the DANN(5,2) model are very close to those of fDNS data.
In order to further validate the DANN model in the predictions of multi-scale properties
of turbulence, we calculate the longitudinal structure functions of velocity, which is given
by [81, 83]
Sn (r) =
〈∣∣∣∣ δru¯u¯rms
∣∣∣∣n
〉
, (35)
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FIG. 7: PDFs of the normalized SGS flux Π/ǫDNS for LES at grid resolution of
643(∆LES = ∆/2) with the filter width ∆ = 32∆DNS.
where n denotes the order of structure function, u¯rms = 〈u¯iu¯i〉
1/2 is the rms filtered velocity,
and δru¯ = [u¯ (x+ r)− u¯ (x)] · rˆ represents the longitudinal increment of the velocity at the
separation r. Here rˆ = r/ |r| denotes the unit distance vector.
The comparisons of velocity structure functions predicted by LES with different SGS
models are shown in Fig. 8. All SGS models can predict the velocity structure functions
quite well at large separations r. It can be clearly seen that the ILES model gives the
worst prediction of the structure functions at small separations r, which is significantly
overestimated compared with those of the fDNS data. The predictions of the low-order
structure functions (S2 and S4) by the DSM, DMM, and DANN(5,2) models are very close
to each other. For the high-order structure function (S6), the DANN(5,2) model predicts it
accurately, while DMM and DSM models underestimate it at small separations. This result
indicates that the DANN model can accurately predict velocity statistics of turbulence at
different length scales.
Furthermore, we compare PDFs of the normalized velocity increments with different
distances r in Fig. 9. It is difficult for the SGS models to accurately predict the increments of
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FIG. 8: Structure functions of the velocity for LES at grid resolution of 643(∆LES = ∆/2)
with the same filter width ∆ = 32∆DNS in the a posterior study.
velocity at smaller distances. At small distances, the PDFs of velocity increments predicted
by the ILES are apparently wider, while those predicted by the DSM and DMM models
are narrower, as compared to those of fDNS data. In contrast, the PDFs calculated by the
DANN(5,2) model are in good agreement with those of fDNS. All LES models perform well
for the predictions on the PDFs of increments of velocity at large distances.
The spatial distribution of the turbulent coherent structure can be examined by the
instantaneous normalized vorticity contours [55]. The LES computations with different SGS
models are consistently initialized by the instantaneous flow field of the same fDNS data.
Comparisons of the normalized vorticity contours at dimensionless time t/τ=5 are displayed
in Fig. 10, where τ = LI/u
rms is the large eddy turnover time. All LES models (DSM,
DMM and DANN(5,2) models) predict the vorticity contours quite well. It can be seen that
some small-scale vortex structures are missing for the predictions of the DSM and DMM
models, due to the excessive dissipation of these models. In comparison, the instantaneous
vorticity contour predicted by the DANN(5,2) model catches more small-scale fluctuations
and is closer to the fDNS data.
C. Validation at different filter widths (∆ = 16∆DNS and 64∆DNS)
In order to test the generalization ability of the DANN models , we further analyze the
performance of the trained DANN models at the filter widths different from the training filter
width. The DANN models are trained by the fDNS data with filter width ∆ = 32∆DNS,
which are validated at grid resolutions of 1283 and 323 (∆LES = ∆/2) with filter width
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FIG. 9: PDFs of the normalized increments of the velocity for LES at grid resolution of
643(∆LES = ∆/2) with the filter width ∆ = 32∆DNS.
∆ = 16∆DNS and 64∆DNS, respectively. The DANN(5,2) model is selected to investigate
the performance of the DANN models in a posteriori study. The time step for LES at
grid resolutions of 1283 and 323 is ∆tLES = 8∆tDNS , which is consistent with that of grid
resolution of 643.
The comparisons of velocity spectra with filter widths ∆ = 16∆DNS and ∆ = 64∆DNS
for different SGS models (ILES, DSM, DMM and DANN(5,2)) are shown in Fig. 11 and
Fig. 12, respectively. The ILES model gives the worst prediction of the velocity spectrum,
while the DSM and DMM models are too dissipative at high wavenumber. In comparison,
the spectrum predicted by the DANN(5,2) model is in reasonable agreement with the fDNS
22
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FIG. 10: Contours of the normalized vorticity ω¯/ω¯rms at arbitrary x-y plane at t/τ=5 for
LES at grid resolution of 643 (∆LES = ∆/2) with the filter width ∆ = 32∆DNS.
data.
The PDFs of the normalized SGS flux Π/ǫDNS at grid resolutions of 128
3 and 323 with
∆ = 16∆DNS and 64∆DNS are shown in Fig. 13. The values of SGS energy flux magnitude
are statistically underestimated by the DSM and DMMmodels, and the corresponding PDFs
are significantly narrower than that of the fDNS data. In contrast to these traditional SGS
models, the DANN(5,2) model gives the better shape of PDF of SGS energy flux which is
quite close to that of the fDNS data.
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FIG. 11: Comparisons of velocity spectrum for LES at grid resolution of
1283(∆LES = ∆/2) with the filter width ∆ = 16∆DNS.
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FIG. 12: Comparisons of velocity spectrum for LES at grid resolution of 323(∆LES = ∆/2)
with the filter width ∆ = 64∆DNS.
VI. CONCLUSIONS
To summarize, a deconvolutional artificial neural network (DANN) framework is proposed
to model the SGS stress in LES of turbulence. The accuracy of the DANN models can be
improved by increasing the spacing width D and the ratio of stencil size ∆/∆L, due to the
incorporation of more spatial features of the flow field at the neighboring points. Compared
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FIG. 13: PDFs of the normalized SGS flux Π/ǫDNS for LES at grid resolutions of 128
3 and
323(∆LES = ∆/2) with the filter widths ∆ = 16∆DNS and ∆ = 64∆DNS.
to the classical ADM and VGM models, the DANN models can recover the SGS stress more
accurately with the correlation coefficient of up to 99% and the relative error of less than
15% in the a priori analysis. Compared to the ADM models, the spectra of the unfiltered
velocity predicted by the DANN models are closer to the results of the DNS data. The PDFs
of normalized SGS energy flux reconstructed by the DANN models are also more accurate
than the traditional VGM and ADM models in the a prior study. We further systematically
evaluate the performance of the DANN(5,2) model by comparing the velocity spectra, PDF
of SGS energy flux, the statistical properties of the velocity, as well as the instantaneous
spatial structures of vorticity with the conventional SGS models (ILES, DSM, and DMM)
in the a posteriori study. The results indicate that the ILES model fails to accurately
predict the statistical properties of turbulence, while the DSM and DMM models are too
dissipative to recover the small-scale structures. In contrast, the DANN(5,2) model can
not only predict the spectrum and statistics of velocity accurately, but also reconstruct the
instantaneous coherent structures of vorticity correctly without increasing the considerable
computational cost. Furthermore, we also validate the general performance of the DANN
models by changing the filter width in the a posteriori tests. The predictions given by
trained DANN models without fine-tuning are better than the classical SGS models.
However, several issues need further study. These include the incorporations of more a
priori knowledge and physical constraints into SGS models, the interpretability and univer-
25
sality of artificial neural networks, and the spatial-temporal correlations of SGS fields.
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