This paper is focused on the bifurcation of critical periods from a quartic rigidly isochronous center under any small quartic homogeneous perturbations. By studying the number of zeros of the first several terms in the expansion of the period function in ε, it shows that under any small quartic homogeneous perturbations, up to orders 1 and 2 in ε, there are at most two critical periods bifurcating from the periodic orbits of the unperturbed system respectively, and the upper bound can be reached. Up to order 3 in ε, there are at most six critical periods from the periodic orbits of the unperturbed system. Moreover, we consider a family of perturbed systems of this quartic rigidly isochronous center, and obtain that up to any order in ε, there are at most two critical periods bifurcating from the periodic orbits of the unperturbed one, and the upper bound is sharp.
Introduction
It is well known that a critical point p of a planar differential system is a center if it has a punctured neighborhood that consists entirely of periodic orbits surrounding p. The largest punctured neighborhood with this property is called the period annulus, denoted by Θ, of the center. The set of periodic orbits in Θ can be parameterized by an analytic curve Γ := {γ(h) | h ∈ (h 1 , h 2 ), γ(h 1 ) = p} transversal to them. In general, we can shift the center of the considered system to the origin and take Γ as the part of x (or y)-axis. Then the period function T (η) is defined as the minimal positive period of the periodic orbit that passes through the point (η, 0) (or (0, η)), where η = γ(h). When the periods of all periodic orbits surrounding the center are the same, the period function becomes a constant. Such center is called an isochronous center. Moreover, the rigidly isochronous center meansθ ≡ 1 under the polar coordinates x = r cos θ and y = r sin θ. T (η * ) is called a critical period of the considered system if T (η * ) is a critical value of the period function, i.e. T (η * ) = 0 [Chen et al., 2011] . However, it can be proved that the definition of the period function here does not depend on the choice of γ(h).
Since the behavior of the period function plays a crucial role in the study of some Abelian integrals and the related dynamical problems [Bonorino et al., 2005; Chen et al., 2006; Chicone, 1987; Chicone & Jacobs, 1989; Iliev, 1998; Iliev et al., 2005; Mardesic et al., 1995; Villadelprat, 2007] , many researchers have investigated the period function for planar polynomial vector fields, in particular, for the quadratic cases. Recall that there are four families of quadratic centers: Hamiltonian Q H 3 , reversible Q R 3 , codimension four Q 4 and generalized Lotka-Volterra Q LV 3 [Iliev, 1998 ]. Coppel and Gavrilov [1993] , and Zhao [2002] proved that under certain conditions, systems of the type Q H 3 or Q 4 have monotonic period functions. Villadelprat [2008] studied the period function of the generalized Lotka-Volterra centers and found that it is globally monotone increasing in two other cases different from the classical one. Chicone [Chicone & Dumortier, 1993] conjectured that the reversible quadratic centers have at most two critical periods. Mañosas et al. [Manosas & Villadelprat, 2008] and Villadelprat [2007] studied the period function of quadratic reversible centers for the family of Loud dehomogenized systems. For various polynomial systems, more results about the period functions can be found in [Chavarriga & Sabatini, 1999; Chicone, 1987; Chicone & Dumortier, 1993; Cima et al., 2000; Coppel & Gavrilov, 1993; Chen et al., 2011; Gasull & Yu, 2008; Maesschalck & Dumortier, 2007; Sabatini, 2006; Zhao, 2005] and the references therein.
As mentioned above, a recent study of the period function seems to focus on the quadratic centers. Up to now, there is few literature concerning the period functions for centers of degree higher than two. In the present paper, our purpose is to study the quartic rigidly isochronous center and explore the properties of the related period function, especially in the number of critical periods bifurcating from the periodic orbits of the unperturbed system under any quartic homogeneous perturbations. Letẋ
be polynomial vector fields with an isochronous center of period T 0 at the origin. The bifurcation problem that we consider in this paper is to determine the number of critical points of the period function that bifurcates from the periodic orbits of system (1), when we consider one-parameter family of vector fieldṡ
where f k (x, y) and g k (x, y), k = 1, 2, . . . , are two polynomials of degree k and system (2) has a center at the origin for any sufficiently small |ε|.
To express the period function T (η, ε), we first take the polar coordinates x = r cos θ and y = r sin θ to system (2) and it changes tȯ
where F 0 (r, θ) = cos θf 0 (r cos θ, r sin θ) + sin θg 0 (r cos θ, r sin θ),
for k ≥ 1. We assume that the periodic orbits belonging to the period annulus around the origin of the unperturbed system (3)| ε=0 do not cut the curve dθ/dt = 0, then system (3) is equivalent to
Define
as the solution of Eq. (4) with the initial condition η = r (0, η, ε) and
as the period of the closed orbit r(θ, η, ε) of system (4) passing through the point (η, 0) or (0, η). (1) It is notable that r k (θ) (k = 1, 2, . . .) in formula (5) is also the function of the variable η. For the convenience of our statement, we just omit it. (2) If formula (6) is simplified as
and the conditions
hold for some η 0 , then it follows from the Implicit Function theorem that there exists a unique continuously differential function η = η(ε) with η 0 = η(0) satisfying
Before stating our main results, we introduce the following definition [Zhao, 2008] . Definition 1.1. Given a system of the form (2), we define its period function as (6) and assume that
When the equation T l (η) = 0 has exactly k zeros without multiplicity, we say that for system (2), k critical periods bifurcate, up to the lth order in ε, from the periodic orbits of the isochronous center of system (1).
Consider the quartic systeṁ
which has
as its first integral with the integrating factor 1/(x 2 + y 2 ) 5/2 , and has the unique finite singularity (0, 0) as its rigidly isochronous center. The period annulus
starts at the center (0, 0) and terminates at the unbounded separatrix passing the infinite degenerate singularity on the equator. The phase portrait of system (7) is shown in Fig. 1 . Now let us summarize our main results.
Theorem 1.
Assume that for any sufficiently small |ε|, the origin of the quartic systeṁ
is a center, where a ij (ε) and b ij (ε) are analytic functions vanishing at ε = 0 and can be expressed as Fig. 1 . The phase portrait of system (7) 
where The rest of this paper is organized as follows. In Sec. 2, we present some preliminary results, including the formula of the third order approximation, denoted by T 3 (η), in the expansion of the period function T (η, ε) at ε = 0, and the evaluation of some integrals. Section 3 is dedicated to the proof of Theorem 1 by computing the first several terms in the expansion of the period function in ε and exploring the number of zeros of its derivatives with respect to η. In Sec. 4, we prove Theorem 2 through making an analytical discussion on the period function of system (10).
Preliminary Results
Lemma 1. Assume that for the sufficiently small |ε|, system (2) has a center at the origin, and the periodic orbits of (3)| ε=0 surrounding the origin never cut the set
,
where r 0 (θ), r 1 (θ), r 2 (θ) and r 3 (θ) satisfy the following differential equations 
Bifurcation of Critical Periods
with r 1 (0) = r 1 (2π) = 0;
with r 2 (0) = r 2 (2π) = 0;
with r 3 (0) = r 3 (2π) = 0.
Proof. We first consider the formula of the function T (η, ε), from which we can derive the formulas of
In fact, rewrite the second equation in system (3) as
Then, we have
On the other hand, note that the period function T (η, ε) has the following expansion at ε = 0:
Equating the coefficients with respect to ε k (k = 0, 1, 2, 3) in equalities (15) and (16), we obtain the formulas of T 0 (η), T 1 (η), T 2 (η) and T 3 (η) as given in (11). By using (14), system (4) becomes
Substituting (5) into the above equation yields 
Equating the corresponding coefficients of ε i (i = 1, 2, 3) on both sides of (17) and recalling η = r(0, η, ε) = r(2π, η, ε), one can see that r 1 (θ), r 2 (θ) and r 3 (θ) satisfy Eqs. (12).
Lemma 2. For any integers l and k, we define
where −∞ <C = 1 − 1/(3η 3 ) < −1. Then we have
where 0 < w = (C + 1)/(C − 1) < 1.
Proof. Let z = e iθ andC = (w 2 + 1)/(w 2 − 1) for 0 < w < 1, then the following equalities hold.
Formulas in (18) can be proved by applying the Residue theorem directly, for example
The derivation of J 1,1 and J −1,2 is closely similar, so we omit it.
Proof of Theorem 1
Proof.
Step 1. In the polar coordinates, system (8) takes the forṁ
where
for k ≥ 1. Apparently, system (19)| ε=0 has the periodic orbit r 0 (θ) := r 0 (θ, η)
surrounding the rigidly isochronous center (0, 0).
According to Lemma 1, we get the function T 1 (η) related to system (19) as follows 
04 .
Then we get
Denote T 1 (η) byT 1 (C) when η satisfies (21), and it can be expressed as follows
(1)
2 + 3M
(1) 3
+ 8M
1 + 4M
(1) 2 + 3M
(1) 2 + 4M
Differentiating (22) with respect to C and substituting C = (w 2 + 1)/(1 − w 2 ) into it, we haveT
3 ),
3 . As a result of the symmetry of the coefficients of g(w), we know that if w 0 = 0 is one root of g(w) = 0, so is 1/w 0 . Hence, the fact that g(w) has at most three zeros in w ∈ (0, 1) implies that there exist at most three zeros forT 1 (C) in C ∈ (1, +∞). More precisely, we assert thatT 1 (C) has at most two zeros in C ∈ (1, +∞).
Suppose that
is the function such that
Then, without loss of generality, it gives
which implies that when b > 0 and c > 0, we have a < 0. As a result of the symmetry of a, b and c in f (w), it follows that a, b and c are not all positive. Consequently,T 1 (C) has at most two zeros in C ∈ (1, +∞). In fact, there exist so many systems whosẽ T 1 (C) has exactly two zeros in C ∈ (1, +∞). In the following, we not only provide another example satisfying this property, but also introduce a method to construct such systems.
Suppose that
S 2 = (10b 2 + 101b + 10)a 2 + (101b 2 + 30b + 101)a + 10b 2 + 101b + 10 10ab ,
It is not difficult to verify that when
we have S 1 = 6. Taking b = 0.5 in (24) 
which has (0, 0) as its center. Consider the derivative of the first approximation of the period function in ε with respect to C:
From (26), one can see that there exist only two positive zeros in w ∈ (0, 1). By virtue of T 1 (η) =T 1 (C), we have
which has exactly two positive zeros in η ∈ (0, 3 1/6). Recalling the method to generate system (25), we know that there exist many systems whose period function has exactly two critical periods bifurcating from the periodic orbits of the unperturbed system (8)| ε=0 .
Step 2. Making the variable transformations
for 0 < w < 1, we get
3 ,
3 , E 6 = 48M
(1) 1 + 8M
(1) 2 + 58M
and M
1 , M
2 and M (1)
Recalling T 1 (η) ≡ 0, we compute the exact expression of the function T 2 (η). Lemma 1 shows that r 1 (θ) satisfies the following differential equation
40 r 4 cos 5 θ + (a
31 r 4 cos 4 θ sin θ + (a
13 r 4 sin 5 θ + (a
13 )r 7 cos 2 θ sin 4 θ + a 04 r 7 sin 6 θ.
Assume that
Substituting it into Eq. (28) gives ( 1) 40 + a
22 + 2b
40 − a
04 − b
31 J 1,1 + −2a
( 1) 40 + a
From Lemma 2, we have
40 + a
22 + 3a
(1) 04 − 3b
13 w 10 + −16a
(1) 40 + 16b
(1) 31 w 9 + 39a
22 − 25a
(1) 04 − 39b
(1) 31 + 19b
(1
13 w 8 + −64a
(1) 40 + 64a
(1) 22 + 64b
(1) 31 − 64b
(1) 13 w 7 + 86a
( 1) 40 − 110a
( 1) 22 + 150a
( 1) 04 − 86b
(1) 31 + 110b
(1) 13 w 6 + −96a
(1) 40 + 128a
( 1) 22 − 256a
(1) 04 + 96b
13 w 5 + 86a
(1) 13 w 4 + −64a
( 1) 22 + 64b
( 1) 31 − 64b
(1) 13 w 3 + 39a
( 1) 40 − 19a
( 1) 22 − 25a
( 1) 04 − 39b
13 w 2 + −16a
31 w + 3a
( 1) 04 − 3b
13 .
So r 1 (2π) = 0 if and only if
04 = 0, which implies that G 1 (r, θ) ≡ 0. Hence, we have which is similar to the function T 1 (η). So we conclude that T 2 (η) has at most two critical periods bifurcating from the periodic orbits of the unperturbed system (8)| ε=0 , and this upper bound can be reached.
Step 3. Similarly, T 2 (η) ≡ 0 if and only if
40 = 0.
Hence, it yields
04 r 3 sin 5 θ. (11) is simplified as
Substituting G 2 (r, θ) and G 3 (r, θ) into formula (29), we obtain
04
04 − 2p 1 p 3 + 3a
(1) 40 p 2 + 3a
40 p 2 − 6a 
31 .
Recall that
and defineT
A direct calculation gives 
40 p 2 − 6a
31 − 2a
13 − b
DifferentiatingT 3 (C) with respect toC and using the formulaC = w 2 + 1 w 2 − 1 for 0 < w < 1, we get T 3 (C) = − π 12w 3 (w + 1) 5 (w − 1) 3 
1 + 2M
2 + 2M
3 + 2a
(1) 40 p 3 ,
1 − 9M
2 − 13M
3 + 4p 1 p 3 − 12a
(1) 40 p 2 − 29a
(1) 40 p 3 , at most six critical periods bifurcate from the periodic orbits of the unperturbed system (8)| ε=0 . Consequently, the proof of Theorem 1 is completed.
Remark 3.1. The symbol ≈ in Eq. (26) results from the approximation of a which is due to computational limitations. However, it has no influence on our method and results.
Proof of Theorem 2
In this section, we investigate the number of critical points of the perturbed system (10), where the functions G k (r, θ) (k = 1, 2, . . .) associated with system (4) becomes 
That is,
Similarly, we can prove that T k (η) has at most two zeros, and there exists such a system whose corresponding function T k (η) has exactly two zeros in (0, 3 1/6). Therefore, the perturbed system (10) has at most two critical periods bifurcating from the periodic orbits of the unperturbed system (10)| ε=0 , and this upper bound is sharp.
