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ВИДЕОИЗОБРАЖЕНИЙ В РЕАЛЬНОМ МАСШТАБЕ ВРЕМЕНИ 
Анализируются результаты разработки и моделирования аппаратной реализации алгоритмов 
улучшения качества видеоизображений в автоматизированных системах видеонаблюдения. Приводят-
ся оценки производительности аппаратной реализации алгоритмов фильтрации видеоизображений. 
Введение 
Развитие современных информационных технологий стимулирует исследования в области 
обработки изображений и распознавания образов. Одной из актуальных задач при этом является 
разработка методов, алгоритмов, способов и средств, обеспечивающих существенное повышение 
скорости обработки данных. Особенно важно повышение скорости обработки в системах автомати-
зированного видеонаблюдения, где требуется решать задачи распознавания и сопровождения под-
вижных объектов. В таких системах используются специальные многоуровневые алгоритмы [1], в 
том числе алгоритмы улучшения качества изображения или подчеркивания определенных призна-
ков. На нижнем уровне применяются алгоритмы предварительной обработки для улучшения каче-
ства изображения, на последующих уровнях используются алгоритмы быстрого вычисления опти-
ческого потока, а также распознавания и интеллектуального сопровождения объектов. 
Для применяемого в вычислении оптического потока алгоритма на основе расчета корре-
ляции адаптивного окна необходима большая вычислительная мощность [2, 3], обеспечиваю-
щая режим реального времени слежения за объектами. В связи с этим для повышения эффек-
тивности системы видеонаблюдения за подвижными объектами существенным является пре-
доставление функциям верхнего уровня максимальных вычислительных ресурсов.  
В задачах нижнего уровня необходимо выполнять значительное количество однотипных 
базовых операций над большими массивами данных, что требует существенных временных 
затрат. Для решения этой проблемы предлагается множество вариантов параллельных высоко-
производительных вычислительных систем – от универсальных многопроцессорных систем до 
специализированных устройств. 
Общепризнано, что одним из наиболее эффективных способов решения указанной выше 
проблемы является аппаратная реализация алгоритмов на основе современных микроэлектрон-
ных средств. Аппаратная реализация в большинстве случаев оказывается очень эффективной, 
поскольку отличительной особенностью многих задач из рассматриваемой области является 
возможность параллельного выполнения базовых операций над большими массивами однотип-
ных данных. К сожалению, сведений о возможностях аппаратной реализации алгоритмов обра-
ботки изображений в отечественной литературе практически нет. 
В настоящей статье предпринята попытка в какой-то мере устранить отмеченный недос-
таток и представить сведения, позволяющие оценить возможности аппаратной реализации ал-
горитмов фильтрации изображений, которые предназначены для улучшения качества видео-
последовательностей, получаемых с видеокамер в режиме реального времени.  
1. Структура устройства, назначение и функции основных блоков 
Для аппаратной реализации алгоритмов обработки изображений выбрана элементная база 
FPGA фирмы XILINX. 
Устройство обработки изображений (рис. 1) состоит из следующих компонентов: 
1. FPGA фирмы XILINX, микросхема xc4vlx80 семейства Virtex-4 [4, 5]. В FPGA загружается 
конфигурационная последовательность, которая обеспечивает реализацию алгоритмов фильтрации 
видеоизображений, управляющей логики и интерфейсов с другими компонентами устройства.  
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2. Реализованные алгоритмы фильтрации изображений 
В настоящее время реализованы два алгоритма фильтрации изображений: медиана и ли-
нейный фильтр. 
Медианой дискретной последовательности N элементов при нечетном N называется эле-
мент, для которого существует не менее (N – 1) / 2 элементов, меньших или равных ему, и не ме-
нее (N – 1) / 2 элементов, больших или равных ему по величине. Для нахождения медианы раз-
работано много алгоритмов [6, 7], отличающихся производительностью. 
Рассмотрим матрицу М размером 3 × 3 элемента (рис. 3, а). Для нахождения медианы не-
обходимо упорядочить все элементы матрицы по возрастанию значений. Пятый элемент упо-
рядоченной последовательности элементов (m1,1, m1,2, m1,3, m2,1, m2,2, m2,3, m3,1, m3,2, m3,3) будет ее 
медианой. При рассмотрении матрицы размером 3 × 3 элемента для нахождения медианы путем 
простого сравнения элементов требуется произвести 30 операций. При аппаратной реализации 
поиска медианы можно обойтись меньшим количеством сравнений, если выполнить следую-
щие действия: 
1. Упорядочить столбцы матрицы М по неубыванию значений и получить матрицу М1 
(рис. 3, б), элементы которой находятся в отношениях d1 ≤ d2 ≤ d3, e1 ≤ e2 ≤ e3, f1 ≤ f2 ≤ f3.  
2. Упорядочить строки матрицы М1 по неубыванию значений и получить матрицу М2 
(рис. 3, в), элементы которой находятся в отношениях k1 ≤ k2 ≤ k3, m1 ≤ m2 ≤ m3, n1 ≤ n2 ≤ n3. 
         М          М1 М2  
m1,1  m1,2  m1,3         d1   e1   f1                      k1   k2   k3 
m2,1  m2,2  m2,3         d2   e2   f2         m1  m2  m3 
m3,1  m3,2  m3,3        d3   e3   f3          n1   n2   n3 
 
 а)          б)                        в)  
Рис. 3. Схема упорядочивания элементов матрицы (стрелками указаны 
направления возрастания значений элементов в столбцах и строках) 
Поскольку упорядочивание элементов матрицы производилось по неубыванию сверху вниз 
и слева направо, то это означает, что в число искомых элементов входят только те элементы мат-
рицы, которые расположены на главной диагонали и слева от нее, т. е. элементы k1, k2, k3, m1, m2, 
n1, причем элементы k1, k2 и m1 занимают первые три места в упорядоченной по  отношению не-
убывания последовательности элементов матрицы М. Следовательно, для нахождения медианы 
необходимо найти средний по значению элемент, расположенный на главной диагонали матрицы 
М2. Значение этого элемента и будет представлять собой медиану матрицы М. 
В качестве линейного фильтра используется алгоритм, называемый «сверткой», который 
обеспечивает преобразование матрицы первоначальных данных в результирующую матрицу с 
использованием некоторой эвристической матрицы поправочных коэффициентов L. Элемента-
ми этой матрицы являются целые числа со знаками «+» или «–», задаваемые автором произво-
димых преобразований. Рассматриваемые матрицы показаны на рис. 4. 
         М     L        M  
m1,1  m1,2  m1,3         l1,1  l1,2  l1,3                      m1,1  m1,2  m1,3  
m2,1  m2,2  m2,3              l2,1  l2,2  l2,3          m2,1  m2,2  m2,3 
  m3,1  m3,2  m3,3           l3,1  l3,2  l3,3          m3,1  m3,2  m3,3 
 
Рис. 4. Матрицы  M, L и M 
Исходная матрица M преобразуется в матрицу M с использованием элементов матрицы L 
следующим образом: 
1) вычисляется значение k = l1,1 · m1,1 + l1,2 · m1,2 + l1,3 · m1,3 + l2,1 · m2,1 + l2,2 · m2,2 + l2,3 · m2,3 + 
+ l3,1 · m3,1 + l3,2 · m3,2 + l3,3 · m3,3; 
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2) в зависимости от величины k принимается значение m2,2: m2,2 = 255, если k ≥ 255; 
m2,2 = 0, если k ≤ 0; m2,2 = k в остальных случаях. 
3. Алгоритм обработки видеокадров 
Получаемое с видеокамер изображение после оцифрования и упорядочения четных и не-
четных строк записывается в двухпортовое ОЗУ, размер которого позволяет хранить одновре-
менно два кадра изображения следующих форматов: 
minkadr     –   320 × 240 пикселов размером 8 бит каждый; 
middlkadr  –   640 × 480 пикселов размером 8 бит каждый; 
maxkadr    –   768 × 576 пикселов размером 8 бит каждый. 
Благодаря наличию памяти для двух видеокадров обеспечивается возможность парал-
лельного выполнения операций обработки текущего кадра изображения и записи следующего. 
Был разработан проект аппаратной реализации фильтрации видеокадров с использованием ал-
горитмов «медиана» и «свертка». Аппаратная реализация алгоритмов обработки изображений 
предоставляет возможность повышения их производительности благодаря организации парал-
лельной обработки различных фрагментов матрицы изображения, а также параллельного вы-
полнения отдельных этапов алгоритма обработки изображения.  
Поскольку для перевычисления каждого элемента матрицы в соответствии с указанными 
выше алгоритмами требуется знание значений соседних с ним элементов матрицы, то идеаль-
ным случаем было бы наличие в памяти FPGA значений элементов всего кадра изображения. 
Вместе с тем это потребовало бы применения дорогих микросхем. С целью оптимизации пока-
зателя «стоимость/производительность» были проведены исследования проектов с различными 
размерами внутренней памяти (регистров) и схем обработки. В результате была выбрана срав-
нительно недорогая микросхема xc4vlx80 серии Virtex 4 фирмы  XILINX. 
Основным объектом обработки данных в обоих рассматриваемых алгоритмах фильтра-
ции является матрица размером 3 × 3 элемента, поэтому в качестве базовой была выбрана схема, 
предназначенная для обработки матрицы указанного размера. Аппаратные возможности ука-
занной выше микросхемы позволили разместить 80 элементарных схем обработки, сосредото-
ченных в 10 базовых обрабатывающих блоках, в каждом из которых производится обработка 
8 матриц размером 3 × 3 элемента. Эти блоки содержат соответствующее количество регистров, 
необходимых для хранения получаемых из ОЗУ данных. Поскольку для перевычисления зна-
чений элементов m2,1, m2,2, m2,3 необходимо иметь значения не только элементов матрицы M, но 
и значения элементов столбцов слева и справа от матрицы, то для обеспечения обработки каж-
дой элементарной схемы в регистры загружаются значения девяти элементов рассматриваемой 
матрицы, а также значения столбцов, расположенных слева и справа от матрицы. Следователь-
но, при вычислении значения элемента m2,3 используются значения левого столбца элементар-
ной матрицы, расположенной справа от рассматриваемой, а при вычислении элемента m2,1 – 
значения правого столбца матрицы, расположенной слева от рассматриваемой. 
Одновременно в микросхему загружаются и обрабатываются 8 × 4 × 10 = 320 элементов одной 
строки видеокадра, каждый из которых представляется в виде одного байта. Поскольку элементар-
ная обрабатываемая матрица содержит три строки, то одновременно загружаются и обрабатывают-
ся 320 × 3 = 960 элементов видеокадра, т. е. три строки по 320 байтов. При этом надо иметь в виду, 
что при каждой загрузке указанного количества элементов видеокадра обработке (перевычислению 
значений) подвергаются только элементы средней строки матрицы, т. е. 320 элементов видеокадра.  
Необходимо также учитывать, что обработке не подвергаются элементы первой и по-
следней строк видеокадра, поскольку для перевычисления их значений нет необходимых дан-
ных, а именно значений элементов строки сверху – для верхней строки видеокадра и значений 
элементов строки снизу – для нижней строки видеокадра.  
Основная проблема обработки видеокадра в реальном масштабе времени заключается в 
невозможности производить одновременно фильтрацию всего видеокадра из-за недостаточно-
сти аппаратных возможностей используемой микросхемы. Поэтому для полной обработки ви-
деокадра необходимо производить несколько сеансов загрузки данных. Основные потери вре-
мени при обработке видеокадра приходятся именно на процедуру загрузки данных. 
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Количество загрузок данных в микросхему зависит от формата видеокадра и для выбран-
ной микросхемы составляет: 
– для формата  minkadr    320 × 238 × 3 : 960 =  238; 
– для формата middlkadr  640 × 478 × 3 : 960 =  956; 
– для формата maxkadr    768 × 574 × 3 : 960 = 1378. 
Алгоритм загрузки данных из ОЗУ в  FPGA достаточно сложен, что обусловлено различ-
ными форматами представления данных в ОЗУ и в FPGA, поэтому из-за ограниченности места 
в статье приводить его не будем.  
4. Объемно-временные характеристики аппаратной реализации алгоритмов  
фильтрации видеоизображений 
Аппаратная реализация алгоритмов обработки изображений предоставляет возможность 
повышения производительности не только вследствие более высокой скорости выполнения 
операций, но и благодаря организации параллельной обработки различных фрагментов матри-
цы изображения и параллельного выполнения отдельных этапов алгоритма обработки. Так, 
выше было указано, что операции считывания данных из ОЗУ в FPGA и считывания результа-
тов обработки предыдущей порции исходных данных из Fifo в ПЭВМ производятся одновре-
менно (параллельно) с обработкой следующего фрагмента исходных данных.  
Для оценки производительности алгоритмов обработки видеокадров использовался метод 
логического моделирования. Разработанный в системе проектирования XILINX Ise проект реализа-
ции указанных выше алгоритмов фильтрации (медиана и линейный фильтр) был синтезирован, в 
результате чего установлено, что проект занимает в выбранной микросхеме 86 % ресурсов.  
В результате логического моделирования разработанных проектов получены данные о 
затратах на выполнение отдельных операций алгоритмов и на выполнение в целом всех опера-
ций по обработке видеокадров. Анализ результатов моделирования показал, что на выполнение 
операций в соответствии с рис. 5 необходимо количество тактов, указанное в таблице. 
Подготовительные 
операции 
Загрузка данных 
в регистры 
Фильтрация  
данных 
Запись результатов 
в Fifo 
 
Рис. 5. Укрупненная схема алгоритма обработки данных 
Данные о производительности алгоритмов фильтрации, число тактов 
Операции алгоритма 
Алгоритм, число тактов 
медиана линейный фильтр 
Подготовительные операции 2 2 
Загрузка данных в регистры 288 288 
Фильтрация данных 6 57 
Запись результатов обработки в Fifo 36 36 
Итого (для одного блока данных) 332  383 
Количество тактов для обработки кадров: 
minkadr    (238 загрузок) 
middlkadr (956 загрузок) 
 
 238 × 332 =   79 016 
 
238 × 383 =   91 154 
 956 × 332 = 317 392  956 × 383  = 366 148 
maxkadr  (1378 загрузок) 1378 × 332 = 457 496  1378 × 383  = 527 774 
Из таблицы видно, что обработка максимального по размеру кадра изображения (maxkadr) 
наиболее трудоемким из алгоритмов (свертка) производится за 527 774 такта. Используя эти дан-
ные, можно вычислить время, затрачиваемое на обработку одного видеокадра. Для получения вре-
менных оценок необходимо учесть быстродействие используемой микросхемы, т. е. рабочую так-
товую частоту. Выбранная микросхема xc4vlx80 может работать на частоте 400 МГц. Следователь-
но, за одну секунду производится обработка 400 000 000 : 527 774 = 760 видеокадров, т. е. один ви-
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деокадр обрабатывается за 1,33 мс. Это значительно меньше, чем реальное время смены кадров 
изображения в процессе съемки, равное 40 мс.  
Заключение 
В результате проведенных исследований установлено, что аппаратная реализация  алго-
ритмов фильтрации изображений позволяет обеспечить обработку видеопоследовательностей в 
реальном масштабе времени.  
Можно варьировать соотношение производительность/стоимость путем выбора различ-
ных типов микросхем. Например, при использовании более дешевой (соответственно имеющей 
меньшие функциональные возможности) микросхемы придется уменьшить размер обрабаты-
ваемого фрагмента видеокадра и увеличить количество загрузок фрагментов. Следовательно, 
можно подобрать микросхему минимальной стоимости, которая будет обеспечивать обработку 
видеопоследовательностей в реальном масштабе времени. 
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POSSIBILITY OF HARDWARE IMPLEMENTATION  
OF A REAL-TIME VIDEO PROCESSING ALGORITHMS 
Hardware implementation and modeling algorithms for video image quality improvement in 
video monitoring automated systems are discussed. Results of quantitative assessment of hardware-
based implementation of image filtration algorithms are also presented. 
