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ON SOME MODIFICATIONS OF n-TH VON
NEUMANN-JORDAN CONSTANT FOR BANACH SPACES
MACIEJ CIESIELSKI AND RYSZARD P LUCIENNIK
Abstract. There are discussed some modifications of n-th von Neumann-
Jordan constant considered by M. Kato, Y. Takahashi and K. Hashimoto in
[22]. We study, among others, upper, lower, upper modified and lower modified
n-th von Neumann-Jordan constant and relationships between them. There
are characterized uniformly non-l1
n
Banach spaces in terms of the upper modi-
fied n-th von Neumann-Jordan constant. Moreover, this constant is calculated
explicitly for Lebesgue spaces Lp and lp (1 ≤ p ≤ ∞).
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1. Preliminaries
Let S(X) (resp. B(X)) be the unit sphere (resp. the unit closed ball) of a
real Banach space (X, ‖·‖X). The letters Z, N and R stand for the sets of integers,
positive integers and real numbers, respectively. For any subset A ⊂ X, denote
An = A× ...×A︸ ︷︷ ︸
n-times
.
In 1937 Clakson [6], on the basis of the famous paper [17] by Jordan and von Neu-
mann, introduced the constant CNJ(X) (called the von Neumann-Jordan constant
or NJ-constant for short) as the smallest constant C ≥ 1 such that
1
C
≤ ‖x+ y‖
2
X + ‖x− y‖2X
2
(
‖x‖2X + ‖y‖2X
) ≤ C
holds for any x, y ∈ X with ‖x‖2X + ‖y‖2X > 0. An equivalent and more convenient
definition of NJ-constant is given in [20] by the formula
CNJ (X) = sup

‖x+ y‖
2
X + ‖x− y‖2X
2
(
‖x‖2X + ‖y‖2X
) : x ∈ S(X), y ∈ B(X)

 .
The classical Jordan and von Neumann results [17] state that 1 ≤ CNJ (X) ≤ 2
for any Banach space X and CNJ (X) = 1 if and only if X is a Hilbert space.
Clarkson [6] showed that if 1 ≤ p ≤ ∞ and dimLp(µ) ≥ 2, then CNJ (Lp(µ)) =
22/min{p,q}−1, where 1/p+1/q = 1.Kato and Takahashi [21], observed that CNJ (X) =
CNJ(X
∗). Moreover they proved that if the Banach space X is uniformly convex,
then CNJ (X) < 2 and if CNJ(X) < 2, then X admits an equivalent uniformly
1
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convex norm. This same authors [21] state that the Banach space X is uniformly
non-square if and only if CNJ (X) < 2.
A similar constant
C
′
NJ(X) = sup
{
‖x+ y‖2X + ‖x− y‖2X
4
: x, y ∈ S(X)
}
was introduced in 2006 by Gao [8] and called the modified von Neumann-Jordan
constant. It is clear that C
′
NJ(X) ≤ CNJ(X). It has been shown that C
′
NJ(X) does
not necessarily coincide with CNJ(X) (see [2, 9]).
To generalize the von Neumann-Jordan constant, denote
C(n)(x1, x2, ..., xn) =
∑
θj=±1
∥∥∥x1 +∑nj=2 θjxj∥∥∥2
X
2n−1
∑n
j=1 ‖xj‖2X
for any x1, x2, ..., xn ∈ X such that
∑n
j=1 ‖xj‖2X > 0.
Definition 1. The smallest (the largest) constant C > 0 such that
(1) C(n)(x1, x2, ..., xn) ≤ C
(
C ≤ C(n)(x1, x2, ..., xn)
)
for all xj ∈ X, (j = 1, 2, ..., n and n ≥ 2) with
∑n
j=1 ‖xj‖2X > 0 is called an
upper (lower) n-th von Neumann-Jordan constant and it is denoted by C
(n)
NJ (X)(
C
(n)
NJ (X)
)
, respectively. If the infimum (supremum) of C satisfying (1) is taken
over all xj ∈ S(X), (j = 1, 2, ..., n and n ≥ 2), then it is called upper (lower) modi-
fied n-th von Neumann-Jordan constant and it is denoted by C
(n)
mNJ(X)
(
C
(n)
mNJ(X)
)
,
respectively.
It is well known that C
(2)
NJ (X) =
[
C
(2)
NJ(X)
]−1
= CNJ (X) (see [25]). As it is
proved below, the equality C
(n)
NJ(X) =
[
C
(n)
NJ(X)
]−1
is not true in general for n > 2.
Moreover,C
(2)
mNJ (X) = C
′
NJ (X) and C
(n)
mNJ (X) need not be equal to
[
C
(n)
mNJ(X)
]−1
even for n = 2 (see [8]). The n-th von Neumann-Jordan constant introduced and
investigated by Kato, Takahashi and Hashimoto in [22] is exactly the upper n-th
von Neumann-Jordan constant.
In 1964 James [16] introduced the notion of uniformly non-l1n Banach space.
Namely, a Banach space X is called uniformly non-l1n if there exists δ > 0 such
that for each n elements of the unit ball B(X)
min
θj=±1
∥∥∥x1 +∑n
j=2
θjxj
∥∥∥
X
≤ n (1− δ)
(see [10]). The definition remains the same if we replace the unit ball B(X) by the
unit sphere S(X). If X is uniformly non-l1n for n = 2, then it is called uniformly
non-square. In 1987 Kamin´ska and Turett [18] proved that the uniform non-l1n for
Banach spaces is equivalent to the fact that there exists δ > 0 such that for all
x1, x2, ..., xn in X
min
θj=±1
∥∥∥x1 +∑n
j=2
θjxj
∥∥∥
X
≤
(
1− δnmin1≤i≤n ‖xi‖X∑n
j=1 ‖xj‖X
)
n∑
j=1
‖xj‖X .
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Banach spaces that are uniformly non-l1n for a certain n ∈ N have been studied
by A. Beck [3]. Such spaces are said to be B-convex. Beck [3] proved that a Banach
space X is B-convex if and only if a certain strong law of large numbers is valid
for random variables with ranges in X. Moreover, B-convexity is a very important
property in fixed point theory because every B-convex uniformly monotone Ko¨the
space has the fixed point property [1].
2. Basic properties
Proposition 1. Let n ≥ 2 and X be a Banach space. The lower, upper, modified
lower and modified upper n-th von Neumann-Jordan constants have the following
properties:
(a) 1 ≤ C(n)mNJ(X) ≤ C
(n)
NJ(X) ≤ n and 1/n ≤ C(n)NJ(X) ≤ C(n)mNJ(X) ≤ 1;
(b) C
(n)
NJ(X) ≤ C
(n+1)
NJ (X) and C
(n+1)
NJ (X) ≤ C(n)NJ(X);
(c) C
(n)
mNJ(X) ≤ n+1n C
(n+1)
mNJ (X) and C
(n+1)
mNJ (X) ≤ n+1n C
(n)
mNJ(X) +
1
n+1 .
Proof. Let (X, ‖·‖X) be a Banach space and n ≥ 2.
a) The estimation C
(n)
NJ(X) ≤ n is proved in [22]. C
(n)
mNJ(X) ≤ C
(n)
NJ(X) by the
definition. Putting x1 ∈ S(X) and xi = x1 for i = 2, 3, ..., n, we have
C(n)(x1, x1, ..., x1) =
1
n2n−1
∑
θj=±1
∥∥∥x1 +∑n
j=2
θjx1
∥∥∥2
X
=
1
n2n−1
∑n−1
j=0
(
n− 1
j
)
‖(n− 2j)x1‖2X
=
1
n2n−1
∑n−1
j=0
(
n− 1
j
)
(n− 2j)2 = 1.
Hence
C
(n)
mNJ(X) = sup
{
C(n)(x1, x2, ..., xn) : xi ∈ S(X), i = 1, 2, ..., n
}
≥ 1
and
C
(n)
mNJ(X) = inf
{
C(n)(x1, x2, ..., xn) : xi ∈ S(X), i = 1, 2, ..., n
}
≤ 1.
Obviously, C
(n)
NJ(X) ≤ C(n)mNJ(X) by the definition. To prove that 1n ≤ C
(n)
NJ(X),
we use the mathematical induction principle. For n = 2 we have
C
(2)
NJ(X) =
1
C
(2)
NJ(X)
≥ 1
2
.
Suppose that C
(n−1)
NJ (X) ≥ 1n−1 . Notice that
(2) ‖x+ y‖2X + ‖x− y‖2X ≥ 2 (max {‖x‖X , ‖y‖X})2 ≥ ‖x‖2X + ‖y‖2X
for any x, y ∈ X. Really, since
‖x+ y‖X + ‖x− y‖X ≥ 2max {‖x‖X , ‖y‖X} = 2mx,y ≥ ‖x+ y‖X − ‖x− y‖X
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we have
‖x+ y‖2X + ‖x− y‖2X ≥ ‖x+ y‖2X + (2mx,y − ‖x+ y‖X)2
= 2 ‖x+ y‖2X − 4mx,y ‖x+ y‖X + 4 (mx,y)2
= 2
[
(‖x+ y‖X −mx,y)2 + (mx,y)2
]
≥ 2 (max {‖x‖X , ‖y‖X})2 ≥ ‖x‖2X + ‖y‖2X .
Hence
C(n)(x1, x2, ..., xn) =
∑
θj=±1
∥∥∥x1 +∑nj=2 θjxj∥∥∥2
X
2n−1
∑n
j=1 ‖xj‖2X
=
∑
θj=±1
∥∥∥∑nj=1 θjxj∥∥∥2
X
2n
∑n
j=1 ‖xj‖2X
=
∑
θj=±1
(∥∥∥(∑j 6=i θjxj)+ xi∥∥∥2
X
+
∥∥∥(∑j 6=i θjxj)− xi∥∥∥2
X
)
2n
∑n
j=1 ‖xj‖2X
≥
∑
θj=±1
∥∥∥∑j 6=i θjxj∥∥∥2
X
+ 2n−1 ‖xi‖2X
2n
∑n
j=1 ‖xj‖2X
≥
2n−1
n−1
∑
j 6=i ‖xj‖2X + 2n−1 ‖xi‖2X
2n
∑n
j=1 ‖xj‖2X
=
1
n−1
∑
j 6=i ‖xj‖2X + ‖xi‖2X
2
∑n
j=1 ‖xj‖2X
=
1
n−1
∑n
j=1 ‖xj‖2X + n−2n−1 ‖xi‖2X
2
∑n
j=1 ‖xj‖2X
=
1
2 (n− 1) +
(n− 2) ‖xi‖2X
2 (n− 1)∑nj=1 ‖xj‖2X
for any i = 1, 2, ..., n. It follows that
C(n)(x1, x2, ..., xn) ≥ 1
n
n∑
i=1
(
1
2 (n− 1) +
(n− 2) ‖xi‖2X
2 (n− 1)∑nj=1 ‖xj‖2X
)
=
1
2 (n− 1) +
n− 2
2n (n− 1) =
1
n
and consequently C
(n)
NJ(X) ≥ 1n , which finishes the proof of (a).
(b) The inequality C
(n)
NJ (X) ≤ C
(n+1)
NJ (X) is proved in [22]. To prove the second
inequality it is enough to notice that
C(n)(x1, x2, ..., xn) = C
(n+1)(x1, x2, ..., xn, 0)
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for any elements x1, x2, ..., xn ∈ X. Hence
C
(n+1)
NJ (X) = inf
{
C(n+1)(x1, x2, ..., xn, xn+1) : x1, x2, ..., xn+1 ∈ X
}
≤ inf
{
C(n)(x1, x2, ..., xn) : x1, x2, ..., xn ∈ X
}
= C
(n)
NJ(X).
(c) For any x1, x2, ..., xn+1 ∈ S(X), by the inequality (2), we have
C(n+1)(x1, x2, ..., xn+1) =
∑
θj=±1

∥∥∥∥∥
(
n∑
j=1
θjxj
)
+ xn+1
∥∥∥∥∥
2
X
+
∥∥∥∥∥
(
n∑
j=1
θjxj
)
− xn+1
∥∥∥∥∥
2
X


(n+ 1)2n+1
≥ 1
(n+ 1)2n
∑
θj=±1
max
{∥∥∥∑n
j=1
θjxj
∥∥∥2
X
, ‖xn+1‖2X
}
≥ 1
(n+ 1)2n
∑
θj=±1
∥∥∥∑n
j=1
θjxj
∥∥∥2
X
=
n
n+ 1
C(n)(x1, x2, ..., xn),
whence C
(n)
mNJ (X) ≤ n+1n C
(n+1)
mNJ (X).
By the Clarkson inequality for p = 2, we have
C(n+1)(x1, x2, ..., xn+1) =
∑
θj=±1

∥∥∥∥∥
(
n∑
j=1
θjxj
)
+ xn+1
∥∥∥∥∥
2
X
+
∥∥∥∥∥
(
n∑
j=1
θjxj
)
− xn+1
∥∥∥∥∥
2
X


(n+ 1)2n+1
≤
2
∑
θj=±1
∥∥∥∑nj=1 θjxj∥∥∥2
X
(n+ 1)2n+1
+
2n+1 ‖xn+1‖2X
(n+ 1)2n+1
=
n+ 1
n
C(n)(x1, x2, ..., xn) +
1
n+ 1
for any x1, x2, ..., xn+1 ∈ S(X) and consequently C(n+1)mNJ (X) ≤ n+1n C
(n)
mNJ(X) +
1
n+1 . 
Proposition 2. Let n ≥ 2 and X be a Banach space.
(a) The following conditions are equivalent:
(i) X is a Hilbert space.
(ii) C
(n)
NJ (X) = 1.
(iii) C
(n)
NJ(X) = 1.
(b) If X is a Hilbert space, then C
(n)
mNJ (X) = C
(n)
mNJ (X) = 1.
Proof. (a) By Theorem 5 (iii) in [22], conditions (i) and (ii) are equivalent. To
prove the implication (i)⇒ (iii) suppose that X is a Hilbert space. By elementary
calculations, we get that
(3) C(n)(x1, x2, ..., xn) = 1
for any elements x1, x2, ..., xn ∈ X, whence C(n)NJ(X) = 1. Conversely, C(n)NJ(X) = 1,
then, by Proposition 1 (a) and (b), we have
1 ≥ 1
CNJ (X)
= C
(2)
NJ(X) ≥ C(n)NJ(X) = 1.
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Hence CNJ (X) = 1. Consequently, X is a Hilbert space (see [17]).
(b) follows immediately from (3). 
In general, the explicit calculation of various types of n-th von Neumann-Jordan
constant is rather hard problem. Anyway, the next proposition can be helpful to
do this.
Proposition 3. Let (X, ‖·‖X) be a Banach space and n ≥ 2. Denote D1 =
[B(X)]
n \ {0}, D2 = B(l2n(X)) \ {0}, D3 = S(l2n(X)), where 0 = (0, 0, ..., 0). Then
(4) C
(n)
NJ(X) = sup
{
C(n)(x1, x2, ..., xn) : (x1, x2, ..., xn) ∈ Dj
}
and
(5) C
(n)
NJ(X) = inf
{
C(n)(x1, x2, ..., xn) : (x1, x2, ..., xn) ∈ Dj
}
for any j = 1, 2, 3.
Proof. Since
S(l2n(X)) ⊂ B(l2n(X)) \ {0} ⊂ [B(X)]n \ {0} ⊂ Xn \ {0},
it follows that
sup
x∈D3
C(n)(x) ≤ sup
x∈D2
C(n)(x) ≤ sup
x∈D1
C(n)(x) ≤ C(n)NJ(X),
where x = (x1, x2, ..., xn). To show (4), it remains to prove that supx∈D3 C
(n)(x) ≥
C
(n)
NJ(X). Let x = (x1, x2, ..., xn) ∈ Xn \ {0}. Define the sequence y = (yk)nk=1 by
yk =
xk(∑n
j=1 ‖xj‖2X
) 1
2
for k = 1, 2, ..., n and n ≥ 2. Obviously, y ∈ S(l2n(X)). Hence
sup
x∈D3
C(n)(x) ≥ C(n)(y) =
∑
θj=±1
∥∥∥y1 +∑nj=2 θjyj∥∥∥2
X
2n−1
=
∑
θj=±1
∥∥∥x1 +∑nj=2 θjxj∥∥∥2
X
2n−1
∑n
j=1 ‖xj‖2X
= C(n)(x)
for any elements x ∈ Xn \ {0}. Therefore
sup
x∈D3
C(n)(x) ≥ sup
{
C(n)(x) : x ∈ Xn \ {0}
}
= C
(n)
NJ(X)
which finishes the proof of (4). The equality (5) can be proved similarly. 
Let n ≥ 2. Define
A2 =
[
1 1
1 −1
]
2×2
and for each integers n > 2
An =
[
An−1 1
An−1 −1
]
2n−1×n
,
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where 1 denotes the 2n−2-by-1 column vector in which all the elements are equal
to 1. The matrix An generates a linear operator
Tn : l
2
n(X)→ l22n−1(X)
defined for any x ∈ l2n(X) by the formula
Tn(x) = Anx.
A one-to-one correspondence between n-th von Neumann-Jordan constant C
(n)
NJ(X)
and the norm of the operator Tn is given by the following result.
Corollary 4. Let (X, ‖·‖X) be a Banach space and Tn : l2n(X)→ l22n−1(X) be the
linear operator generated by the matrix An. Then
C
(n)
NJ(X) =
||Tn||2
2n−1
for any integer n ≥ 2.
Proof. Fix n ≥ 2. Let x1, x2, ..., xn ∈ X and
∑n
j=1 ‖xj‖2X > 0. Denote x =
(x1, x2, ..., xn). By Proposition 3 (4) we have
C
(n)
NJ(X) = F
(n)
= sup


∑
θj=±1
∥∥∥x1 +∑nj=2 θjxj∥∥∥2
X
2n−1
∑n
j=1 ‖xj‖2X
: x ∈ S(l2n(X))


=
1
2n−1
sup
{
||Tnx||2l2
2n−1
(X) : x ∈ S(l2n(X))
}
=
||Tn||2
2n−1
.

Corollary 5. Let (X∗, ‖·‖X∗) be the dual space of the Banach space (X, ‖·‖X).
Then
(a) C
(n)
NJ(X
∗) ≥ 1
C
(n)
NJ(X)
.
(b) C
(n)
NJ(X) ≥ 1C(n)NJ (X∗) .
Proof. (a) Define an operator Tn : l
2
n(X) → l22n−1(X) as above. Let T ∗n be the
adjoint of operator Tn. Obviously, T
∗
n : l
2
2n−1(X
∗) → l2n(X∗) is generated by the
matrix A∗n = A
T
n . Then, by Corollary 4, we get
(6)
1
C
(n)
NJ(X)
=
2n−1
||Tn||2 =
2n−1
||T ∗n ||2
≤
2n−1 ‖y∗‖2l2
2n−1
(X∗)
‖T ∗ny∗‖2l2n(X∗)
for any y∗ = (y∗1 , y
∗
2 , ..., y
∗
2n−1) ∈ l22n−1(X∗) \ {0}. Let S∗n = 12n−1An. Then, Sn :
l2n(X
∗)→ l22n−1(X∗). Since
A∗n ·
1
2n−1
An = In,
where In is the identity matrix of size n× n, it follows that
T ∗n (S
∗
nx
∗) = x∗
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for any x∗ = (x∗1, x
∗
2, ..., x
∗
n) ∈ l2n (X∗) . Hence, by (6), we have
1
C
(n)
NJ(X)
≤
2n−1 ‖S∗nx∗‖2l2
2n−1
(X∗)
‖T ∗n (S∗nx∗)‖2l2n(X∗)
=
‖Anx∗‖2l2
2n−1
(X∗)
2n−1 ‖x∗‖2l2n(X∗)
=
∑
θj=±1
∥∥∥x∗1 +∑nj=2 θjx∗j∥∥∥2
X∗
2n−1
∑n
j=1
∥∥x∗j∥∥2X∗ = C
(n) (x∗1, x
∗
2, ..., x
∗
n)
for any (x∗1, x
∗
2, ..., x
∗
n) ∈ (X∗)n \ {0}. By the definition of the lower n-th von
Neumann-Jordan constant, we get the thesis of (a).
(b) Since X can be isometrically embedded into X∗∗, it follows that C(n)NJ(X) ≥
C
(n)
NJ(X
∗∗). Hence, by (a), we have
C
(n)
NJ (X) ≥ C(n)NJ (X∗∗) ≥
1
C
(n)
NJ(X
∗)
.

Values of n-th von Neumann-Jordan constant some classical Banach spaces gives
the following.
Proposition 6. Let n ≥ 2.
(a) If 1 ≤ p ≤ 2 and k = dim lp ≥ n, then C(n)NJ(lp) = C
(n)
mNJ(l
p) = n
2
p−1.
(b) If dim l∞ ≥ 2n−1, then C(n)NJ(l∞) = C
(n)
mNJ(l
∞) = n.
(c) If dim l∞ ≥ n, then C(n)NJ(l∞) = C(n)mNJ(l∞) = 1n .
(d) Let (Ω,Σ, µ) be a measure space with non-atomic σ-finite measure µ. Then
C
(n)
mNJ(L
1(µ)) = C
(n)
NJ(L
1(µ)) = C
(n)
NJ(L
∞(µ)) = C
(n)
NJ(L
∞(µ)) = n
and
C
(n)
mNJ(L
∞(µ)) = C(n)NJ (L
∞(µ)) =
1
n
.
Proof. (a) Let k = dim lp ≥ n. By Theorem 3 (ii) in [22], C(n)NJ(lp) = n
2
p−1. By
Proposition 1 (b), C
(n)
mNJ(l
p) ≤ n 2p−1. Taking the canonical basis (ei)ki=1 (n ≤ k ≤
∞) in lp, we get
C(n) (e1, e2, ..., en) =
∑
θj=±1
∥∥∥e1 +∑nj=2 θjej∥∥∥2
lp
2n−1
∑n
j=1 ‖ej‖2lp
=
=
n
2
p 2n−1
n2n−1
= n
2
p−1.
Since ei ∈ S(lp) for i ∈ N ∩ [1, k], it follows that
C
(n)
mNJ(l
p) ≥ C(n) (e1, e2, ..., en) = n
2
p−1.
Hence C
(n)
mNJ(l
p) = n
2
p−1.
(b) Let k = dim l∞ ≥ 2n−1. Then l∞ is not uniformly non-l1n. By Theorem 5
(iv) in [22] and Proposition 1 (a), we conclude that C
(n)
NJ(l
∞) = n. To prove that
C
(n)
mNJ(l
∞) = n take the matrix An defined as above. The column j of An denote
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by a
(n)
j . Then a
(n)
j = [1, a
(n)
2j , ..., a
(n)
2n−1j ], where a
(n)
ij = ±1 for any 1 ≤ j ≤ n and
2 ≤ i ≤ 2n−1. Define for j = 1, 2, . . . , n,
zj =
2n−1∑
i=1
a
(n)
ij ei,
where (ei)
k
i=1 (n ≤ k ≤ ∞) is the canonical basis in l∞. Obviously, ‖zj‖l∞ = 1. Let
(1, θ2, ..., θn) be an arbitrary sequence such that θj = ±1 for any 2 ≤ j ≤ n. Then
there is exactly one row i0 of An such that
[1, θ2, ..., θn] =
[
a
(n)
i01
, a
(n)
i02
, ..., a
(n)
i0n
]
.
Hence
1 +
n∑
j=2
θja
(n)
i0j
= n.
Moreover ∣∣∣∣∣∣1 +
n∑
j=2
θja
(n)
ij
∣∣∣∣∣∣ < n
for any i 6= i0. Consequently,∥∥∥∥∥∥z1 +
n∑
j=2
θjzj
∥∥∥∥∥∥
l∞
= max
1≤i≤2n−1
∣∣∣∣∣∣1 +
n∑
j=2
θja
(n)
ij
∣∣∣∣∣∣ = n,
whence
C(n) (z1, z2, ..., zn) =
∑
θj=±1
∥∥∥z1 +∑nj=2 θjzj∥∥∥2
l∞
2n−1
∑n
j=1 ‖zj‖2l∞
=
n22n−1
n2n−1
= n.
Therefore
n ≤ C(n)mNJ(l∞) ≤ C
(n)
NJ(l
∞) = n,
which completes the proof of (b).
(c) Let k = dim l∞ ≥ n and (ei) be the canonical basis in l∞. By Proposition 1
(a), we have
1
n
≤ C(n)NJ (l∞) ≤ C(n)mNJ(l∞) ≤ C(n) (e1, e2, ..., en)
=
∑
θj=±1
∥∥∥e1 +∑nj=2 θjej∥∥∥2
l∞
2n−1
∑n
j=1 ‖ej‖2l∞
=
1
n
,
whenever dim l∞ ≥ n.
(d) Since L1(µ) contains an isometric copy of l1, applying Proposition 6 (a) for
p = 1 we get
n = C
(n)
mNJ (l
1) ≤ C(n)mNJ(L1(µ)) ≤ C
(n)
NJ(L
1(µ)) ≤ n.
Hence C
(n)
mNJ(L
1(µ)) = C
(n)
NJ(L
1(µ)) = n. Using the same arguments, by Propo-
sition 6 (b) we conclude that C
(n)
NJ(L
∞(µ)) = C
(n)
mNJ(L
∞(µ)) = n. Similarly, by
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Proposition 6 (c), we obtain
1
n
≤ C(n)NJ(L∞(µ)) ≤ C(n)mNJ(L∞(µ)) ≤ C(n)mNJ(l∞) =
1
n
,
which finishes the proof. 
3. Uniformly non-l1n spaces
The next theorem gives some characterizations of the uniform non-l1n property
for Banach spaces. Kato, Takahashi and Hashimito proved in [22] that (X, ‖·‖X)
is uniformly non-l1n iff C
(n)
NJ(X) < n. We will extend their results.
Theorem 7. Let (X, ‖·‖X) be a Banach space. Then the following conditions are
equivalent
(a) C
(n)
mNJ(X) < n.
(b) (X, ‖·‖X) is uniformly non-l1n.
(c) there exists δ ∈ (0, 1) such that for any element (x1, x2, ..., xn) ∈ B
(
l2n (X)
)
,
we have
(7) min
θj=±1
∥∥∥x1 +∑n
j=2
θjxj
∥∥∥
X
≤ √n(1− δ).
(d) there exists δ ∈ (0, 1) such that for any element (x1, x2, ..., xn) ∈ S
(
l2n (X)
)
,
the inequality (7) is satisfied.
Proof. (a)⇒ (b). Suppose that C(n)mNJ(X) < n. Then
1
2n−1
∑
θj=±1
∥∥∥x1 +∑n
j=2
θjxj
∥∥∥2
X
≤ nC(n)mNJ(X)
for any x1, x2, ..., xn ∈ S (X) . Since on the left hand side we have an arithmetic
mean, there is at least one sequence (1, θ2, ..., θn) such that∥∥∥x1 +∑n
j=2
θjxj
∥∥∥2
X
≤ nC(n)mNJ(X).
Hence
min
θj=±1
∥∥∥x1 +∑n
j=2
θjxj
∥∥∥
X
≤ n
√
C
(n)
mNJ(X)
n
= n (1− δ) ,
where δ =
√
n−
√
C
(n)
mNJ(X)√
n
. Concequently, (X, ‖·‖X) is uniformly non-l1n.
(b) ⇒ (c). Assume that (X, ‖·‖X) is uniformly non-l1n. Let (x1, x2, ..., xn) ∈
B
(
l2n (X)
)
. Since
∑n
j=1 ‖xj‖2X ≤ 1, it follows that min1≤j≤n ‖xj‖X ≤ 1√n . More-
over, by the Ho¨lder inequality we have
(8)
n∑
j=1
‖xj‖X ≤
√
n

 n∑
j=1
‖xj‖2X

1/2 ≤ √n.
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Case 1. Suppose that 1
2
√
n
< min1≤j≤n ‖xj‖X ≤ 1√n . By the characterization of
uniform non-l1n given in [18] and by the inequality (8), there is δ1 > 0 such that
min
θj=±1
∥∥∥x1 +∑n
j=2
θjxj
∥∥∥
X
≤
(
1− δ1nmin1≤i≤n ‖xi‖X∑n
j=1 ‖xj‖X
)
n∑
j=1
‖xj‖X
≤
(
1− δ1
√
n
2
∑n
j=1 ‖xj‖X
)
n∑
j=1
‖xj‖X
≤ √n
(
1− δ1
2
)
.
Case 2. Suppose that 0 ≤ min1≤j≤n ‖xj‖X ≤ 12√n . Let xk be the element on
which the minimum is taken. Then, by the Ho¨lder inequality, we have
‖x1 ± x2 ± ...± xn‖X ≤
n∑
j=1,j 6=k
‖xj‖X + ‖xk‖X
≤ √n− 1
√√√√ n∑
j=1,j 6=k
‖xj‖2X + ‖xk‖X
≤ √n− 1
√
1− ‖xk‖2X + ‖xk‖X
for any choice of signs. Define
f(t) =
√
n− 1
√
1− t2 + t
for any t ∈
[
0, 1
2
√
n
]
. By elementary calculus we conclude that f is an increasing
function on the interval
[
0, 1
2
√
n
]
. Hence, the function f(t) takes its highest value
on
[
0, 1
2
√
n
]
at the point t = 1
2
√
n
. Thus,
‖x1 ± x2 ± ...± xn‖X ≤
√
n− 1
√
1−
(
1
2
√
n
)2
+
1
2
√
n
=
1
2
√
n
(√
(4n− 1) (n− 1) + 1
)
=
√
n
(
1− (2n− 1)−
√
(4n− 1) (n− 1)
2n
)
for any choice of signs. Taking
δ = min
{
δ1
2
,
(2n− 1)−
√
(4n− 1) (n− 1)
2n
}
,
we get (c).
(c)⇒ (d). It is obvious.
(d) ⇒ (a). Let (x1, x2, ..., xn) ∈ S
(
l2n (X)
)
. By the assumption (d) there exists
δ ∈ (0, 1) such that
‖x1 ± x2 ± ...± xn‖X ≤
√
n (1− δ)
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for some choice of signs. Moreover, by (8), ‖x1 ± x2 ± ...± xn‖X ≤
√
n for any
choice of signs. Hence, we have∑
θj=±1
∥∥∥x1 +∑nj=2 θjxj∥∥∥2
X
2n−1
∑n
j=1 ‖xj‖2X
≤ n (1− δ)
2
+ n
(
2n−1 − 1)
2n−1
= n− δn (2− δ)
2n−1
.
By the definition of the upper n-th von Neumann-Jordan constant C
(n)
NJ(X) and
Proposition 3, we conclude
C
(n)
mNJ(X) ≤ C
(n)
NJ(X) ≤ n−
δn (2− δ)
2n−1
< n,
which finishes the proof. 
By Theorem 3 and the definition of B-convexity, we get immediately
Corollary 8. A Banach space (X, ‖·‖X) is B-convex if and only if there is n ≥ 2
(n ∈ N) such that C(n)mNJ(X) < n.
Notice that C
(n)
mNJ(X) is not equal to C
(n)
NJ(X) in general (for n = 2 see [24]).
Corollary 9. C
(n)
mNJ(X) = n if and only if C
(n)
NJ(X) = n.
Proof. Since (X, ‖·‖X) is uniformly non-l1n iff C
(n)
NJ(X) < n, it follows, by Theorem
7, that C
(n)
NJ(X) < n iff C
(n)
mNJ(X) < n. Hence, by Proposition 1 (a), we get the
thesis. 
Remark 10. Let us notice that the above corollary can be reformulated equivalently
as follows
C
(n)
mNJ(X) < n if and only if C
(n)
NJ(X) < n.
4. Upper and lower n-th von Neumann-Jordan constant for Lp-spaces
Now we will calculate the upper n-th von Neumann-Jordan constant for Lebesgue
spaces Lp(µ) and lp (1 < p < ∞). To prove the next lemma, we will apply the
following results given by Figiel, Iwaniec and Pe lczyn´ski in [7]. Namely, for arbitrary
scalars c1, c2, ..., cn and 2 < p <∞ we have
(9)
∫ 1
0
∣∣∣∣∣∣
n∑
j=1
cjrj(t)
∣∣∣∣∣∣
p
dt ≤ n−1
∫ 1
0
∣∣∣∣∣∣
n∑
j=1
rj(t)
∣∣∣∣∣∣
p
dt
n∑
j=1
|cj |p ,
where r1, r2, ..., rn (n = 1, 2, ...) are Rademacher functions, that is rn(t) = sign(sin 2
npit) .
Let ⌊·⌋ : R → Z be the floor function, i.e. ⌊x⌋ = max {m ∈ Z : m ≤ x} for any
x ∈ R.
Lemma 11. Let 2 < p <∞ and X = Lp(µ) or X = lp. Then
∑
θj=±1
∥∥∥∥∥∥x1 +
n∑
j=2
θjxj
∥∥∥∥∥∥
p
X
≤ n−1
⌊n/2⌋∑
k=0
(
n
k
)
(n− 2k)p
n∑
j=1
‖xj‖pX
for any x1, x2, ..., xn ∈ X and any integer n ≥ 1.
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Proof. Fix an integer n ≥ 1. Notice that
∫ 1
0
∣∣∣∣∣∣
n∑
j=1
cjrj(t)
∣∣∣∣∣∣
p
dt = 21−n
∑
θj=±1
∣∣∣∣∣∣c1 +
n∑
j=2
θjcj
∣∣∣∣∣∣
p
for any scalars c1, c2, ..., cn. On the other hand, it can be proved elementarily that
∫ 1
0
∣∣∣∣∣∣
n∑
j=1
rj(t)
∣∣∣∣∣∣
p
dt = 21−n
⌊n/2⌋∑
k=0
(
n
k
)
(n− 2k)p .
Suppose that xk =
(
t
(k)
i
)∞
i=1
∈ lp for k = 1, 2, ..., n. By the inequality (9), we get
∑
θj=±1
∣∣∣∣∣∣t(1)i +
n∑
j=2
θjt
(j)
i
∣∣∣∣∣∣
p
≤ n−1
⌊n/2⌋∑
k=0
(
n
k
)
(n− 2k)p
n∑
j=1
∣∣∣t(j)i ∣∣∣p
for any i ∈ N. Summing by sides from i = 1 to ∞ and reversing the order of
summation, we obtain the thesis. Similarly, for X = Lp(µ) take x1, x2, ..., xn ∈
Lp(µ). Then, by the inequality (9), we get
∑
θj=±1
∣∣∣∣∣∣x1(t) +
n∑
j=2
θjxj(t)
∣∣∣∣∣∣
p
≤ n−1
[n/2]∑
k=0
(
n
k
)
(n− 2k)p
n∑
j=1
|xj(t)|p
for almost every t ∈ Ω. Integrating by sides this inequality and reversing the order
of summation and integration, we obtain the desired inequality. 
Theorem 12. Let 1 ≤ p <∞ and X = Lp(µ) or X = lp. Then
C
(n)
mNJ(X) =


n
2
p−1 if 1 ≤ p ≤ 2 and dimX ≥ n,
n−1
(
21−n
⌊n/2⌋∑
k=0
(
n
k
)
(n− 2k)p
) 2
p
if 2 < p <∞ and dimX ≥ 2n−1.
Proof. Case 1. Let 1 ≤ p ≤ 2. By Theorem 3 from [22] and Proposition 1 (a), for
all n ≥ 2, we have
C
(n)
mNJ (X) ≤ C
(n)
NJ (X) = n
2
p−1.
whenever X = Lp(µ) or X = lp. The opposite inequality follows immediately from
Proposition 6 (a) whenever X = lp with dim lp ≥ n.
Now consider X = Lp(µ). Let A ⊂ Ω be a set of positive finite measure. Divide
the set A into n pairwise disjoint subsets A1, A2, ..., An such that
n⋃
i=1
Ai = A and
µ(Ai) =
1
nµ(A). Define zi = µ(Ai)
−1/pχAi for i = 1, 2, ..., n. Then
‖zi‖Lp =

∫
Ai
(
µ(Ai)
−1/p
)p
dµ


1
p
= 1
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for any i ∈ {1, 2, ..., n} and
C
(n)
mNJ(L
p) ≥ C(n)(z1, z2, ..., zn)
=
1
n2n−1
∑
θj=±1
∥∥∥∥∥∥z1 +
n∑
j=2
θjzj
∥∥∥∥∥∥
2
Lp
=
1
n2n−1
∑
θj=±1
∥∥∥∥∥∥µ(A1)−1/pχA1 +
n∑
j=2
θjµ(Aj)
−1/pχAj
∥∥∥∥∥∥
2
Lp
=
1
n2n−1
2n−1
∥∥∥∥∥
(
1
n
µ(A)
)−1/p
χA
∥∥∥∥∥
2
Lp
=
1
n
[
µ(A)
(
1
n
µ(A)
)−1] 2p
= n
2
p−1.
Hence C
(n)
mNJ(L
p) = C
(n)
NJ(L
p) = n
2
p−1, whenever 1 ≤ p ≤ 2.
Case 2. Let 2 < p < ∞ and X = Lp(µ) or X = lp. By the Ho¨lder-Rogers
inequality for p > 2 and by Lemma 11, we have
∑
θj=±1
∥∥∥∥∥∥x1 +
n∑
j=2
θjxj
∥∥∥∥∥∥
2
X
≤ 22(n−1)( 12− 1p)

 ∑
θj=±1
∥∥∥∥∥∥x1 +
n∑
j=2
θjxj
∥∥∥∥∥∥
p
X


2
p
≤ 2(n−1)(p−2p )

n−1 ⌊n/2⌋∑
k=0
(
n
k
)
(n− 2k)p
n∑
j=1
‖xj‖pX


2
p
(10)
for any x1, x2, ..., xn ∈ X. Assume that x1, x2, ..., xn ∈ S(X). Then, by inequality
(10), we have
C(n)(x1, x2, ..., xn) =
∑
θj=±1
∥∥∥x1 +∑nj=2 θjxj∥∥∥2
X
n2n−1
≤ 1
n2n−1
2(n−1)(
p−2
p )

n−1 ⌊n/2⌋∑
k=0
(
n
k
)
(n− 2k)p
n∑
j=1
‖xj‖pX


2
p
=
1
n
2(n−1)(
p−2
p −1)

⌊n/2⌋∑
k=0
(
n
k
)
(n− 2k)p


2
p
= n−1

21−n [n/2]∑
k=0
(
n
k
)
(n− 2k)p


2
p
,
whence
(11) C
(n)
mNJ (X) ≤ n−1

21−n ⌊n/2⌋∑
k=0
(
n
k
)
(n− 2k)p


2
p
.
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Let the matrix An be defined as in the proof of Proposition 3 (b). Denote by yi
column i of the matrix An (i = 1, 2, ..., n). For any i ∈ {1, 2, ..., n} define
zi =
1
(2n−1)1/p
yTi ,
where yTi denotes the transpose of the column yi. Then
‖zi‖lp
2n−1
=
(∑2n−1
m=1
(
1
(2n−1)1/p
)p)1/p
= 1
for any i ∈ {1, 2, ..., n} . Hence z1, z2, ..., zn ∈ S
(
lp2n−1
)
. For any element x =
(t1, t2, ..., t2n−1) ∈ lp2n−1 denote by x∗ its non-increasing rearrangement, i.e. a
non-increasing sequence obtained from {|ti|}2
n−1
i=1 by a suitable permutation of the
integers. Notice that for all sequences (1, θ2, ..., θn) such that θj = ±1, (j =
2, 3, ..., n) the non-increasing rearrangements
(
z1 +
∑n
j=2 θjzj
)∗
coincide. Denot-
ing by (v1, v2, ..., v2n−1) the non-increasing sequence such that(
z1 +
∑n
j=2
θjzj
)∗
= (v1, v2, ..., v2n−1)
for any sequences (1, θ2, ..., θn). Hence
C(n)(x1, x2, ..., xn) =
∑
θj=±1
∥∥∥z1 +∑nj=2 θjzj∥∥∥2
lp
2n−1
n2n−1
=
1
n
‖(v1, v2, ..., v2n−1)‖2lp
2n−1
.
Notice that v1 =
n
(2n−1)1/p
, vl =
n−2k
(2n−1)1/p
for
(
n
k
)
subsequent integers l, (k = 1, 2, ..., ⌊n/2⌋) .
Consequently,
C
(n)
mNJ
(
lp2n−1
) ≥ C(n)(x1, x2, ..., xn)
=
1
n

⌊n/2⌋∑
k=0
(
n
k
)(
n− 2k
(2n−1)1/p
)p2/p
= n−1

21−n ⌊n/2⌋∑
k=0
(
n
k
)
(n− 2k)p


2
p
.
Since lp2n−1 can be embedded isometrically in any l
p with dim lp ≥ 2n−1, by inequal-
ity (11) applied for X = lp, it follows that
C
(n)
mNJ
(
lp2n−1
)
= C
(n)
mNJ (l
p) = n−1

21−n ⌊n/2⌋∑
k=0
(
n
k
)
(n− 2k)p


2
p
whenever 2 < p ≤ ∞ and dim lp ≥ 2n−1.
Since Lp(µ) contains an isometric copy of lp2n−1 , by inequality (11), we obtain
the thesis for X = Lp(µ), which completes the proof. 
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Haagerup [12] proved that the best type (2, p) constant in the Khinthine in-
equality for 2 ≤ p < ∞ is Bp =
√
2
(
Γ( p+12 )√
pi
) 1
p
. Kato, Takahashi and Hashimoto
proved in [22] that C
(n)
NJ (X) ≤ min
{
n
2
q−1, B2p
}
. Combining this result with The-
orem 12, we get two hand side estimation of upper von Neuman-Jordan constant
for Lebesgue spaces with p ∈ (2,∞).
Corollary 13. Let 2 < p < ∞, q be conjugate to p and X = Lp(µ) or X = lp. If
dimX ≥ 2n−1, then
n−1

21−n ⌊n/2⌋∑
k=0
(
n
k
)
(n− 2k)p


2
p
≤ C(n)NJ (X) ≤ min
{
n
2
q−1, B2p
}
.
Proof. The left hand side inequality follows immediately from Theorem 12. Namely,
n−1

21−n ⌊n/2⌋∑
k=0
(
n
k
)
(n− 2k)p


2
p
= C
(n)
mNJ (X) ≤ C
(n)
NJ (X) ,
whenever 2 < p < ∞, X = Lp(µ) or X = lp and dimX ≥ 2n−1. The right hand
side inequality was proved in [22]. 
Corollary 14. Let 2 ≤ p ≤ ∞ and X = Lp(µ) or X = lp. If dimX ≥ n, then
C
(n)
NJ(X) = n
2
p−1.
Proof. Let 2 ≤ p ≤ ∞ and q denote the conjugate number of p. By Corollary 5 and
Theorem 12, we have
C
(n)
NJ (L
p(µ)) ≥ 1
C
(n)
NJ((L
p(µ))
∗
)
=
1
C
(n)
NJ(L
q(µ))
= n1−
2
q = n
2
p−1.
On the other hand, taking the canonical basis {ei}ni=1 in lpn we have
C(n) (e1, e2, ..., en) =
∑
θj=±1
∥∥∥e1 +∑nj=2 θjej∥∥∥2
lpn
2n−1
∑n
j=1 ‖ej‖2lpn
=
2n−1n
2
p
2n−1n
= n
2
p−1.
Hence, by the definition of lower n-th von Neumann-Jordan constant, we get
C
(n)
NJ(L
p(µ)) ≤ C(n)NJ(lpn) ≤ n
2
p−1
whenever dimLp(µ) ≥ n. Combining the both inequalities, we get the thesis. 
Remark 15. It is known that CNJ(X) = CNJ(X
∗) (see [21]) and in general
C
(n)
NJ(X) 6= C
(n)
NJ(X
∗) for n ≥ 3 (see [22]). Theorem 12 shows that C(2)mNJ(X) =
C
(2)
mNJ(X
∗) whenever X = Lp(µ) or X = lp with dimX ≥ 2n−1. Really, fix
1 < p < 2 and consider X = Lp(µ) or X = lp with dimX ≥ 2n−1. Let q be
conjugate to p. Then q > 2 and X∗ = Lq(µ) or X∗ = lq with dimX∗ ≥ 2n−1,
respectively. Applying Theorem 12 for n = 2, we have
C
(2)
mNJ(X) = 2
2
p−1.
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Since q = pp−1 > 2, it follows from Theorem 12 that
C
(2)
mNJ(X
∗) =
1
2
(
1
2
1∑
k=0
(
2
k
)
(2− 2k) pp−1
) 2(p−1)
p
=
1
2
(
2
p
p−1−1
) 2(p−1)
p
= 2
2
p−1,
whence C
(2)
mNJ(X) = C
(2)
mNJ(X
∗).
The equality C
(n)
mNJ (X) = C
(n)
mNJ(X
∗) does not hold in general for n ≥ 3. By
Remark 9(ii) in [22] and Theorem 12, we have
C
(n)
mNJ(X
∗) ≤ C(n)NJ(X∗) < C
(n)
NJ(X) = n
2
p−1 = C
(n)
mNJ (X),
whence C
(n)
mNJ(X) 6= C
(n)
mNJ(X
∗) for n ≥ 3.
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