Abstract-We study the problem of minimizing the long-term average power grid operational cost through power demand scheduling. A controller at the operator side receives consumer power demand requests with different power requirements, durations and time flexibilities for their satisfaction. Flexibility is modeled as a deadline by which a demand is to be activated. The cost is a convex function of total power consumption, which reflects the fact that each additional unit of power needed to serve demands is more expensive to provision, as demand load increases.
I. INTRODUCTION
T HE SMART power grid aims at harnessing information and communication technologies to enhance the electric power grid flexibility and reliability, enforce sensible use of energy and incorporate components such as renewable energy sources, distributed micro-generators and energy storage entities (e.g. plug-in electric vehicles, batteries etc). Recent advances in smart metering technology and automation lead to establishment of bi-directional connectivity (e.g. through RF, wireline or power-line communication) of IP addressable components at the consumer and operator premises over the internet [2] , [3] . These technologies enable real-time monitoring and control of consumption of customer appliances through the operator Command and Control (C&C) center, real-time electricity price signaling and fault diagnosis. The realization of the smart grid is geared by the goal of effective management of power supply and demand loads, which amounts to matching the power supply and demand profiles. Since the supply profile depends on the demand profile, the latter constitutes the prime substrate on which control should be exercised. Demand management smooths out the system power demand profile across time and avoids power overconsumption. A basic means to alleviate peak loads is by moving non-emergency power demands at off-peak-load times. By maintaining the total demand to be satisfied below a critical threshold, grid reliability is increased as instabilities caused by voltage fluctuations are reduced. Further, the possibility of power outage due to a sudden increase of demand or malfunction of supply components is decreased. More importantly, demand management reduces or eliminates the need for activating supplementary power generation sources so as to satisfy high demand at peak times. This supplementary power is usually much more costly for the operator to provide than the power for average base consumed load, since it requires maintenance of additional plants that are only occasionally turned on, it may be expensive to generate (e.g. from gas micro-turbines), or it may be imported from other countries at high prices. Thus, from the operator aspect, demand load management reduces the cost of operating the grid, while from the user aspect it lowers real-time electricity prices.
In this paper, we formulate and solve the basic problem faced by the power grid operator so as to achieve the goal above. We envision a scenario with real-time communication between the operator and consumer premises. The operator controller receives consumer power demand requests with different power requirements, different duration and different time flexibility in their satisfaction. Flexibility is modeled as a deadline by which a demand is to be activated. The objective of the operator is to devise a power demand task scheduling policy that minimizes the long-term average grid operational cost. We will assume that the scheduling decisions of the operator controller are not altered by consumer intervention. The cost is modeled as a convex function of instantaneous total power consumption so as to reflect the fact that each additional Watt of power needed to serve the increasing demand becomes more expensive for the operator to provide.
A. Related work
In power engineering terminology, demand management is known as demand response support. Demand response is realized mostly through static contracts with low prices for power consumed at off-peak hours and it relies on voluntary participation. Currently, there exists significant activity on 0733-8716/12/$31.00 c 2012 IEEE automating demand response through enabling technologies that reduce power consumption at times of peak demand [4] ; GridWise [5] is an important initiative in USA toward this end. Demand response automation may include regulation of the power consumption level of appliances like heaters or air conditioners (A/Cs) by the operator, or a slight delaying of consumption until the peak demand is reduced. For instance, in the Toronto PeakSaver AC pilot program [6] , A/Cs can be automatically controlled by the operator during peak demand through an installed switch at the central unit, thus in essence shifting part of power consumption in time. Lockheed Martin developed the SeeLoad TM system [7] to realize efficient demand response in real-time. Other efforts such as EnviroGrid TM by REGEN Energy are based on self-regulation of consumption of appliances within the same facility without intervention of the operator, through controllers connected in a ZigBee wireless network.
The work [8] presents a linear programming formulation for minimizing the energy consumption cost through load control, when the price is provided by the operator or predicted by the consumer. A similar model is studied in [9] for maximizing consumer utility from energy consumption. In [10] , the cost to be optimized is the price paid for energy consumption plus a cost for waiting until the appliance is activated. The paper stresses the importance of coordinated scheduling across a neighborhood so as to avoid a cost increase if each home takes independent scheduling decisions.
In [11] , the authors consider the problem of minimizing the time average cost of using energy resources other than the basic ones, so that the queue of backlogged demands is stable, and demands are served within some prescribed delay. In [12] a consumption scheduling problem is studied for minimizing a cost function of the load for different levels of knowledge about the time evolution of individual and total demand profiles and for different information sharing scenarios among consumers. In [13] , it is shown that it is beneficial to share the electricity cost proportionally among users (i.e., charge each user in proportion to its load) in the sense that, if each user schedules its demands to minimize its own charges, the entire system cost is minimized.
At the level of model abstraction, smoothing the power demand profile may relate to minimum cost task scheduling under deadline constraints in operations research, and a body of works exist, mainly for linear cost functions of the load [14, Chap.21, 22] . For wire-line networks, the Earliest Deadline First scheduling rule is optimal in minimizing packet loss due to deadline expiration [15] . Scheduling under deadlines with convex cost gained momentum recently in wireless networks, as the transmit energy is convex in the amount of sent data. Under this premise, in [16] , the authors consider minimizing energy for transmitting an amount of data within a deadline over a wireless link of time-varying quality. The optimal policy for the problem where link quality is known just before decision, is of threshold type on the energy cost of sending data immediately, versus saving it for later transmission.
B. Our contribution
We address the problem of optimal online power demand scheduling subject to deadlines which is faced by a grid operator that aims at minimizing the long-term average grid operational cost. To the best of our knowledge, this is the first work that attempts to characterize structural properties of the problem and present solutions for demand management. Our contributions are as follows:
• We present two types of demand load control based on observing current power load. In the first one, the threshold postponement (TP), the controller may serve a new demand request upon arrival or postpone it for the end of its deadline, depending on the current power consumption. In the second one, the Controlled Release (CR), a new request is activated immediately if the current power consumption is lower than a threshold, else it is queued. Queued demands are activated when their deadlines expire, or if consumption drops below the threshold. These policies are shown to admit an optimal control with switching curve threshold structure which involves active and postponed demands.
• We derive a lower performance bound for the cost over all policies, which is asymptotically tight as deadlines increase. The CR policy is shown to achieve this bound as deadlines increase and hence it is asymptotically optimal, and the threshold optimal control for CR depends only on the active demand.
• We analyze the performance of the default policy, which is to schedule each task upon arrival, and we numerically validate the benefit of our methods. In section II we present the model. In section III we study the default policy and derive the lower bound, and in section IV we develop our optimal threshold-based policies. Section V presents numerical results and section VI concludes our study.
II. THE MODEL
We consider a scenario with bi-directional communication between a controller located at the grid operator C&C center, and IP addressable Smart Metering Devices (SMDs), each of which is installed at a consumer location (Fig. 1) . Each SMD is connected to smart grid-enabled consumer appliances. Connections can be realized through a wireless network that interconnects the SMD and the Zigbee-enabled smart plugs of appliances. The SMD collects power demand requests from appliances. Requests can be either manually entered by the user or generated based on some automated process. Each power demand request n, n = 1, 2, . . . , has a generation time a n , a time duration of s n time units, and instantaneous power consumption requirement p n (Watts) if activated.
Power demand requests arrive at the operator controller according to a homogeneous Poisson process of average rate λ requests per unit of time. The time duration s n of each demand request n = 1, 2, . . . is a random variable that is exponentially distributed with parameter s, i.e. Pr(s n ≤ x) = 1 − e −sx , x ≥ 0. Equivalently, the mean duration of a power request is 1/s time units, and s is the average service rate of power demand tasks. Durations of different requests are independent random variables.
Although these assumptions are motivated for mathematical tractability as they facilitate the derivation of the structure of the optimal policy, they are close to reality as well, since they Fig. 1 . System architecture. The smart grid-enabled appliances send power demand requests to the smart consumer device (SMD) which dispatches them to a controller at the operator side. The controller returns to SMDs a schedule for each task, which is passed to appliances. Fig. 2 . Power demand modeling: Power demand task n, n = 1, 2, 3 is generated at time an, has duration sn, power requirement pn, and it needs to be activated within dn time units from the time it was generated.
capture (i) the burst of arriving demand requests and (ii) the different durations of requests and the fact that the chances of having large durations decrease fast. In addition, although a non-homogeneous Poisson process with time-varying average request arrival rate λ(t) could model time-dependency of the demand and bias differently the possibility of load peaks, e.g. at different times during the day, in our model we adhere to a homogeneous Poisson process with the aim to investigate the system in an infinite time horizon. Each task is characterized by a temporal slack or delay tolerance in being activated, which is captured by a deadline d n ≥ a n by which it needs to be activated. For example, some appliances have zero delay tolerance (e.g. lights), while others may have moderate delay tolerance (e.g. computers, oven) or larger (e.g. washing machines, dishwashers, boilers). The deadline d n of request n = 1, 2, . . . is exponentially distributed with parameter d, i.e. Pr(d n ≤ x) = 1 − e −dx , x ≥ 0. The mean deadline is 1/d time units, and d may be viewed as the deadline expiration rate. Deadlines of different requests are independent. Fig. 2 depicts these parameters for three tasks.
All demand tasks shall be eventually activated, at the latest by their deadlines, so there are no demand losses. Each task is scheduled non-preemptively, that is, once it starts, it is active continuously until completion. We assume that the instantaneous power consumption p n of a task n cannot be changed by the controller. Nevertheless, our formulation is amenable to this possibility as well.
The operator controller receives power demand requests from SMDs and decides on demand activation. Then, it 2 Cost C(P)
Instantaneous power consumption, P P P 1 Fig. 3 . A piecewise linear convex cost function C(P ) of instantaneous power consumption P with 3 consumption classes. Cross-over points P 1 , P 2 distinguish the classes.
sends the corresponding activation command to the SMD from which the request emanated. The SMD transfers the command to the corresponding appliance, and the power demand is activated at the time prescribed by the controller. The communication from the controller to the SMDs and from SMDs to appliances take place through a high-speed connection with zero delay. Consumer appliances comply to the dictated schedule by the grid operator and start the task at the prescribed time.
A. Cost Model and Objective
Let P (t) denote the total instantaneous power consumption at time t, that is the power consumption of active tasks at time t. We define the instantaneous grid operational cost associated with power consumption P (t) at time t as C(P (t)), where C(·) is an increasing, differentiable, convex function. The convexity of C(·) reflects the fact that the differential cost of power consumption for the operator increases as the demand increases. That is, each additional unit of power needed to satisfy the increasing demand becomes more expensive to obtain and make available to the consumer. This supplementary power is usually much more costly for the operator to provide than the power for average base consumed load, since it requires maintenance of additional power plants that are occasionally turned on, it may be expensive to generate (e.g. from gas micro-turbines), or it may be imported from other countries at high prices.
An example of such a cost function is a piecewise linear convex one, depicted in Fig. 3 . Each of the three line segments in the piece-wise linear function specifies a different class of power consumption. The slope of each segment is the cost of an additional consumed Watt. Each additional Watt costs the least when power consumption is in [0, P 1 ], it is more expensive when power consumption is in [P 1 , P 2 ], and finally it is most expensive when power consumption exceeds P 2 .
When demands are generated continually, scheduling decisions need to be taken online as the system evolves. We are interested in minimizing the long-run average cost,
where the first expectation above is with respect to probabilities Pr(P (t) = i), i = 0, 1, 2, . . ., and the second expectation is with respect to the stationary distribution of
III. THE DEFAULT POLICY AND A LOWER BOUND

A. Default Policy: No scheduling
First, consider the default no-control policy, where each power demand is activated by the controller immediately upon generation, i.e there is no scheduling of demands. This policy is oblivious to instantaneous power consumption P (t) and serves as a benchmark for our policies. First, assume that the power requirement of each task is fixed and equal to 1. Then, the power consumption P (t) at time t equals N (t), the number of active demands at t. Under the assumptions above on demand arrival and service processes, P (t) is a continuoustime Markov chain. In fact, since each power demand is always activated (served) upon arrival and there exists no waiting time or loss, P (t) is the occupation process of an M/M/∞ service system. From state P (t), there are transitions to:
• P (t)+1 with rate λ, when a new demand request arrives;
• P (t) − 1 with rate P (t)s, when one of the current P (t) active demands is completed. Steady-state probabilities of P (t), q i = lim t→∞ Pr(P (t) = i), i = 1, 2, . . . , are derived from equilibrium equations [17] as
Thus, P (t) is Poisson distributed with parameter λ/s, and the expected number of active requests at steady state is E[P (t)] = λ s . The total expected cost is
Given the cost function C(·), we can compute the total expected cost.
1) Different power requirements of demands:
Suppose that the power requirementP n of each demand n is a random variable with a discrete probability distribution on set {p 1 , . . . , p L }, with associated probabilities w 1 , . . . , w L (the case of continuous distribution ofP n is tackled similarly). Random variablesP n , n = 1, . . . are independent from process N (t). LetP denote the random power requirement of a demand. Let
w k p k be the expected power requirement of a demand n. The power consumption at time t is P (t) = N (t) n=1P n , and the average power consumption at steady state is
This becomes obvious by the following analogy. For fixed, unit power requirements, a demand request that arrives in the infinitesimal time interval [kΔ, (k + 1)Δ] is served by a server in the M/M/∞ system. At that interval, the arrival rate is 1 Δ . When the power requirement is n, the situation is as if n servers were occupied, or equivalently n requests of unit power requirement appeared in that interval, and the arrival rate is n Δ . Thus, the expected power requirement E[P ] is equivalent to average arrival rate λE[P ] of requests of unit power requirement. The expected cost is
B. A Universal Lower Bound
We now derive a lower bound on average cost performance of all scheduling policies.
Theorem 1: The long-run average cost performance of any scheduling policy is at least C λE[P ]/s .
Proof: From Jensen's inequality, for a random variable X and a convex function
Equality holds if and only if X = E[X], i.e. when random variable X is constant. In our setup, Jensen's inequality means
We now argue that this lower bound is universal for all scheduling policies. A scheduling policy essentially shifts the arising power demand tasks in time. These time shifts can change the instantaneous power consumption P (t) and steady-state distribution of P (t). However, the average power consumption E[P (t)] is the same. To see this, consider the subsystem of the power demands currently under service. The arrival rate at the subsystem is λE [P ] , and the time spent by a customer in the subsystem is 1/s, regardless of the control policy. By using Little's theorem, we get that the average number of customers in the subsystem (which denotes average power consumption) is fixed,
, and the proof is completed.
We will show later that this bound is asymptotically tight as deadlines increase and that there exists a policy, the Controlled Release (CR) one, that asymptotically achieves it.
IV. OPTIMAL THRESHOLD-BASED CONTROL POLICIES
In this section we introduce two power demand control policies with different control spaces. The first one, the Threshold postponement (TP) employs binary control by scheduling each request either immediately or at the end of its deadline. The second one, the Controlled Release (CR) has a larger control space. These policies are shown to admit an optimal control with switching curve threshold structure which involves active and postponed demands. Without loss of generality, we assume that power requirements of demands are equal to 1.
A. Binary control: Threshold Postponement
First, we consider the class of binary control policies with control space U b = {0, d n } for each demand n. That is, each demand n is either activated immediately upon arrival, or it is postponed to the end of its deadline and is activated when its deadline expires.
Consider the following policy. When a power demand request arrives at time t, the controller checks the current power consumption P (t). If P (t) is less than a threshold P b , the controller serves the request immediately. Otherwise, if P (t) > P b , it postpones the request for the end of its deadline. We call this policy the Threshold Postponement (TP) one and depict its rationale in Fig. 4 .
The state at time t is the pair of positive integers (P (t), Q(t)) where P (t), Q(t) are the numbers of active and postponed demands respectively. Notice that the stream of postponed demands enter power consumption with rate Q(t)d, where d is the rate of deadline expiration. Assuming that demand request arrivals, durations and deadlines are exponential and homogeneous, P (t), Q(t) is a controlled continuous time Markov chain. Define control function u(·) as follows. At each time t, u(t) = 1, if a newly arrived demand is activated immediately, and u(t) = 0 if it is postponed until its deadline expires. Let us drop index t in the sequel. The transitions that describe the evolution of the chain are from state (P, Q) to state:
• (P + 1, Q) with rate λu, when a new arrived demand is activated immediately.
• (P, Q + 1) with rate λ(1 − u), when a new demand joins the queue of postponed demands.
• (P − 1, Q) with rate sP , due to completion of an active demand.
• (P + 1, Q − 1) with rate Qd, due to deadline expiration of postponed demands and transfer to active demands.
We assume that there exist numbers P m , Q m such that P ≤ P m , Q ≤ Q m . These numbers are dictated by practical constraints on active and postponed requests.
Let x = (x 1 , x 2 ) = (P, Q) denote the state. Define operators A 1 , A 2 for admission of a request to the active and the postponed demands respectively, D 1 for a departure from the active demands, and T for a transfer from the queue of postponed ones to the active ones. Thus, A 1 x = (P + 1, Q), A 2 x = (P, Q + 1), D 1 x = (P − 1, Q), and T x = (P + 1, Q − 1). The control u ∈ {0, 1} as above.
First, the continuous-time problem is transformed to a discrete-time one where transitions and controls take place at discrete times, but transition times between states are random. Define the total event rate from state x, as γ(x) = λ+sx 1 +dx 2 = λ+sP +dQ. Call I{·} the indicator function. The transition probability function from state x to y is:
We follow the rationale of [18, Section 5.1] for uniformization in order to make transitions from all states occur at the same rate, namely at the jump times of a Poisson process with rate say γ, such that γ ≥ γ(x), ∀x. Assume that γ = λ + sP 0 + dQ 0 for some P 0 , Q 0 such that P < P 0 , Q < Q 0 for all P, Q. Observe that a transition probability p xy from state x to y with rate γ(x) is equivalent to a transition probabilityp xy with rate γ, withp xy = function,p(y|x, u) equals
We start with minimizing the infinite horizon discounted cost,
with discount factor a > 0, where t M is the time of occurrence of the M -th transition. We use the technique outlined in [18, Section 5.1], [19] to show that this cost is equal to (a + γ)
with β = γ/(a + γ), and P k = P (t k ). We omit the constant factor (a + γ) −1 in the sequel. A control policy u is a
For given initial state x, and 0 ≤ n < ∞, define the value function
with V β 0 (x) = 0, where E u x {·} denotes expectation under policy u when the initial state is x. Thus, V β n (x) is the minimum achievable average discounted cost when the time horizon is n. The Dynamic Programming optimality equation is:
. with x 1 = P . The optimal action when there are n steps to go is u = 1 if and only if V 
These conditions say that a new arrived request will be activated immediately if and only if the resulting cost-togo V β n (P + 1, Q) is less than the corresponding cost-to-go V β n (P, Q + 1) if the request were postponed. We will now show that the optimal control policy is of switching curve threshold type. The idea is to show that the value function satisfies the following properties for 0 ≤ n < ∞:
P1 and P2 imply that the difference in cost between postponing and activating a request is an increasing function of the number of active requests and a decreasing function of the number of postponed requests. Thus, we switch from preferring to postpone a request to activating it immediately as the number of active requests decreases (because the cost difference in P1 then decreases, and thus V β n (P + 1, Q) tends to be lower than V β n (P, Q+1)) or as the number of postponed requests increases (because the cost difference in P2 then decreases, and thus, again, V β n (P + 1, Q) tends to be lower than V β n (P, Q + 1)). Thus, a switching curve exists. Property P1 can also be written as: (11) and it implies that, if it is optimal to postpone a new request when the state if (P, Q), (i.e. V β n (P, Q+1)− V β n (P +1, Q) < 0), then the same is true if the state is (P +1, Q) (i.e.
which is the same as property P1. Similarly, property P2 can be written as:
and it implies that, if it is optimal to activate immediately a new request when the state is (P, Q), (i.e. V β n (P + 1, Q) − V β n (P, Q+1) < 0), then the same is true if the state is (P, Q+ 1) (i.e. V β n (P + 1,
, which is the same as property P2. Theorem 2: The policy that minimizes E[C P (t) ] over all policies with control space U b is of threshold type. The threshold is a switching curve, P b = f T P (Q) where f T P (·) is a non-decreasing function (Fig. 5) . The optimal control is to activate a new request if P ≤ f T P (Q) and to postpone it if P > f T P (Q). Proof: See Appendix A. 
and P(t) < P e 
B. Extended control space: Controlled Release Policy
Consider now the following policy, termed Controlled Release (CR). There exists a threshold power consumption, P e . At time t of arrival of a new demand request, the controller decides whether the demand will be served immediately or sometime later by the end of its deadline. If the instantaneous power consumption P (t) ≤ P e , the request is served immediately, otherwise it is queued. Queued requests are activated either when their deadline expires (as in TP), or at some point before deadline expiration when the power consumption P (t) drops below P e after completion of an active demand. The CR policy thus has the additional degree of freedom to activate a postponed demand before its deadline expires. The control space is U e = {[a n , d n ], for n = 1, 2, . . .}, and clearly U e ⊇ U b . The policy is depicted in Fig. 6(a) .
The state at time t is again (P (t), Q(t)) where P (t), Q(t) are the numbers of active demands and postponed demands at t. The control is u(t) = 1, if: (i) a new demand is activated immediately, or (ii) upon completion of an active demand, a postponed demand is moved to the active demands. It is u(t) = 0, if: (i) a new demand is postponed, or, (ii) upon completion of an active demand, a postponed demand is not moved to the active demands. In the sequel, we again drop index t. The transitions in the Markov chain are from state (P, Q) towards state:
• (P + 1, Q) with rate λu, which occurs when a new demand is activated immediately.
• (P, Q + 1) with rate λ (1 − u) , when a new demand joins the queue of postponed ones.
• (P +1, Q−1) with rate Qd, due to deadline expiration of a postponed demand and its transfer to active demands.
• (P − 1, Q) with rate P s (1 − u), due to completion of an active demand, and no activation of a queued demand.
• (P, Q−1) with rate P s u, due to completion of an active demand, and simultaneous activation of a postponed demand (that is why P does not change).
The last two types of transitions give rise to the equivalent system of Fig. 6(b) , where a server of service rate sP can be thought of either serving the active demands P (and transition from (P, Q) to (P −1, Q) due to case (ii) above, under u = 0) or serving the postponed ones Q (and transition from (P, Q) to (P, Q − 1) due to case (ii) above, under u = 1). The Dynamic Programming optimality equation is:
where, in the last term, we have used the definition of γ and γ(x) from the previous subsection of the TP policy. Theorem 3: The policy that minimizes E[C P (t) ] over all policies with control space U e is of threshold type, where the threshold is a switching curve By using the result of Theorem 2, we obtain u 1 = 1 if and only if P ≤ S n (Q), where S n (·) is the switching function of the TP policy, defined by (21) , and u 1 = 0 otherwise. Recall also the definition of region S n = {(P, Q) : P ≤ S n (Q)} for the TP policy.
For the control u 2 , observe that if u 2 = 1, we go from state (P, Q) to state (P, Q − 1). This is equivalent to being in state (P − 1, Q − 1) and activating a new demand request immediately. Also, if u 2 = 0, we go from state (P, Q) to state (P − 1, Q). This is equivalent to being in state (P − 1, Q − 1) and postponing a new demand request. In other words, we have that u 2 = 1 if and
By taking the intersection of the situations above for u 1 = 1 and u 2 = 1, we get that u = 1 if and only if
and u = 0 otherwise. From the TP policy, we know that function S n (·) is increasing in Q for all n. Hence, the curve min{S n (Q), 1 + S n (Q − 1)} is increasing in Q for all n, and the proof is complete.
C. Asymptotic Optimality of Controlled Release
We now show the asymptotic optimality of the CR policy for average deadline duration → 0) , the CR policy is optimal, namely its average cost performance E[C P (t) ] asymptotically converges to the lower bound above in (4) . The lower bound is equal to C E[P (t)] = C λ s . Proof: Consider an auxiliary system, S aux that is like the one described in the CR policy above, except that there are no deadlines. That is, in S aux , upon arrival of a demand request at time t, the controller checks power consumption P (t). If P (t) ≤ P e , the request is activated, otherwise it is queued. Upon completion of an active demand, a queued request is activated if P (t) ≤ P e .
In S aux , requests are queued when the threshold P e is exceeded. Essentially S aux is equivalent to an M/M/c queueing system, with c = P e "servers" [17, Section 3.4] . From Little's theorem, the average number of power demands in the system is λ( 1 s +W ), where W is the average waiting time of a request in the queue until it is activated. Define the occupation rate per server as ρ = λ/(cs). The average number of demands in the system is then written as cρ + λW . Note that cρ denotes the expected number of busy servers in steady-state.
Define a sequence of thresholds {P n e } n=1,2,... , with P n e = λ s + n , where n is such that lim n→+∞ n = 0. For the emerging sequence of occupation ratios {ρ n } n=1,2,... , it is ρ n = λ/(sc n ) = λ/(sP n e ), and
and therefore, in the limit, the number of busy servers is constant and equal to λ/s with probability 1. This implies that inequality (4) holds with equality, and therefore the expected cost for S aux is C λ s , which is the universal lower bound derived above.
Consider now the system with the CR policy. Queued requests are activated either when P (t) ≤ P e , or when deadlines expire. The latter event occurs with rate d, the average deadline expiration rate. As average deadline durations increase, i.e. 1 d → ∞, it is d → 0, and the original system tends to behave like S aux . Since the performance of the CR policy converges to that of S aux as d → 0, and the performance of S aux was shown above to asymptotically achieve the lower bound, it follows that the CR policy is asymptotically optimal as d → 0.
V. NUMERICAL EVALUATION
In this section we numerically evaluate the performance of the proposed policies and demonstrate the incurred cost benefits.
A. Performance of the CR Policy
First, we consider the Controlled Release (CR) policy. We ran simulations for a horizon of 650 hours. The demand request arrival and completion processes are Poisson with average arrival rate λ = 20 requests/hour and completion rate s = 2 requests/hour, i.e., average duration 1/s = 1/2 hour. Thus, it is λ/s = 10. The cost function is C(x) = x 3 . In Fig.  7 , we depict the performance of the CR policy in terms of long-run average cost for different thresholds P 0 and different average deadline durations 1/d. The optimal threshold value which leads to minimum long-run average cost is indeed
The optimal average cost with threshold P 0 decreases as the average deadline duration 1/d increases due to the larger flexibility in time shift. In Fig. 8 , we compare the performance of the CR policy (with P 0 = 10) to that of the default policy and to the lower bound. Recall that in the default policy no time shifting takes place, and demands are activated at the time of generation. As expected, the CR policy incurs 18 − 24% lower cost compared to the default one, depending on the value of 1/d. The average cost decreases as deadline durations 1/d increase and converges to the lower bound, 10
3 . Next, we assume λ = 200 requests/hour and s = 2 requests/hour, i.e. λ/s = 100. The cost function is C(x) = x 4 . In Fig. 9 we show the cost of CR policy for different thresholds P 0 with granularity 10 units. For all values of 1/d, the optimal threshold is again verified to be P 0 = 100. In Fig. 10 we observe the same convergent behavior of the CR policy to the lower bound (which is now 10 8 ) as the deadlines increase. In Figure 11 , we draw the time evolution of instantaneous power consumption P (t) for the CR policy for the cases when 1/d = 5 minutes (left figure) and 1/d = 1 hour (right figure) . When 1/d = 5 minutes, P (t) exceeds P 0 many more times compared to the case when 1/d = 1 hour, due to the larger deadline expiration rate. In Fig. 12 , we depict the time evolution of the number of postponed demands Q(t) for 1/d = 5 minutes (left figure) and 1/d = 1 hour (right figure) . The larger numbers of Q(t) for 1/d = 1 hour are due to the fact that postponed demands on average stay longer in the queue.
B. Performance of the TP Policy
Next, we study the performance of the Threshold Postponement (TP) policy for C(x) = x 4 and λ/s = 100. We seek a good empirical switching curve P b (Q), i.e one that leads to small long-run average cost if adopted. First, we search among curves belonging in the class of linear curves of the form P b (Q) = αQ = (tan ω)Q, where ω is the angle between the curve line and the horizontal (Q) axis. In Fig. 13 , we see that the value of the angle that minimizes the average cost of the TP policy is ω * = 9
• . Thus, the best linear switching curve of the form above is P b (Q) = (tan 9
• )Q = 0.1584Q. In the left picture of Fig. 14 , we compare the average cost performance of the TP policy with the best linear switching curve above, P b (Q) = 0.1584Q, against the performance of the default one and the lower bound, for different values of 1/d. The TP policy incurs much lower cost compared to the default one, and the cost converges to the lower bound 10 8 as 1/d increases. In the right picture, we compare different forms of switching curves: the linear one P b (Q) = 0.1584Q, a convex one, P b (Q) = 0.1584Q 2 and a concave one, P b (Q) = 0.1584 log 10 (Q). The multiplicative factor 0.1584 is chosen to be common in all curves so as to facilitate comparison. As can be observed, it is only for the linear switching curve that the performance of TP converges to the lower bound.
C. Comparison of the default policy to the lower bound
We compare the average cost of the default policy E[C(P (t))], given by (3) to the lower bound, C(E[P (t)]). We define the metric We consider cost functions C(x) = x 2 , C(x) = x 3 and C(x) = x 4 and different load factors λ/s. For C(x) = x 2 , the average cost of the default policy is E[C(P (t))] = Table I . The improvement clearly is larger as the cost function exponent increases. Furthermore, for a given cost function, the percentage improvement is more pronounced for low or moderate load factors λ/s.
VI. DISCUSSION
We studied the fundamental problem of smoothing the power demand profile so as to minimize the long-run average grid operational cost. We focused on a scenario where control of consumer appliances is delegated to the grid operator. We introduced two types of optimal load control policies and derived their threshold structure. Such a structure leads to lowcomplexity intuitive algorithms for dynamic demand control which are directly amenable to implementation. There exist several directions for future study. Controlling the power consumption level of appliances in addition to time shifting adds a new dimension to the problem. This is motivated by scenarios in which the consumption level of appliances (e.g. A/C) can be controlled by the operator. Another extension to the model would be to include to the total average cost another cost component that captures possible consumer inconvenience from time shifting of the demands. Furthermore, it would be interesting to explore the solution in case of a non-homogeneous Poisson process with time-varying average request arrival rate, which models time-dependent demand.
In this work, we assumed that consumer appliances comply to the specified schedule. Various scenarios can be envisioned, where some freedom may be granted to the consumer to select whether the suggested schedule is admitted or not. Some incentives from the provider could also be considered, like reduced prices if users comply to the schedule. If continuous feedback on instantaneous price per unit of power demand is provided, the user would need to decide whether to activate the demand immediately and pay an instant price or postpone the demand for later, with the hope that price is lower. Another possibility could be that each consumer makes its proposition to the provider in terms of its own flexibility in time shift based on the announced price. Each of the scenarios above gives rise to interesting models that warrant further investigation. 
APPENDIX PROOF OF THEOREM 2
Proof: Assume first that function C(·) is strictly convex. The value function is written as:
Step 1: We first show properties P1 and P2 by induction. We start with P1. P1 is true for n = 0. Assume that it holds for n. Then we will show it holds for n + 1, namely that, (18) holds for each one of the five terms in (17) . For the first term, (18) holds since C(P + 1) − C(P ) < C(P + 2)− C(P + 1) due to strict convexity of C(·). In order to prove that (18) holds with "≤" for the second term, min{V β n (P +1, Q), V (P, Q+1)}, we use the method outlined in [20, Lemma 3.2] .
For the third term P V β n (P − 1, Q) and fourth term, dQV β n (P + 1, Q − 1), it can be easily shown that (18) holds by using the induction hypothesis. For the fifth term, we need to show: If (P, Q) ∈ K, and since P ≤ P m , Q ≤ Q m , then (19) holds if we choose P 0 , Q 0 similarly as above. If (P, Q) ∈ K, then Δ(P, Q) = Γ(P, Q) and to show that (19) holds, it suffices to show that Z(P, Q) ≤ 0. To show this, we substitute V β n (P + 2, Q) from (18) and use the fact that V β n (P, Q) is increasing in P and in Q.
The latter is proved again by induction. We assume that V β n (P, Q) is increasing and show that each term of V β n+1 (P, Q) in (17) is increasing in P and in Q. The first two terms of V β n+1 (P, Q) are easily shown to fulfil that. We write the last three terms of (17) 
and for the third and fourth term we use [21, Theorem 7.3, 7.4] . We have that Z(P, Q) ≤ 0 if d ≥ 2s.
Step 2: Next, we show that V Step 3: Then, we show the optimality of a switch-over policy. We allow 0 ≤ n ≤ ∞. Define the switching function: and the associated region S n = {(P, Q) : P ≤ S n (Q)}. We will show that: (i) function S n (·) is increasing in Q for each n, and (ii) the optimal control is u = 1 if (P, Q) ∈ S n , and u = 0 otherwise.
Call g n (P, Q) = V (P + 1, Q) − V (P, Q + 1). To show (i), it suffices to show that for any Q , Q with Q ≥ Q , it is S n (Q ) ≥ S n (Q ). Since g n (P, Q) is decreasing in Q (by property P2), we have that for fixed P it is g n (P, Q ) < g n (P, Q ). Thus, in the plane where P is the horizontal axis and g n (P, ·) is the vertical axis, g n (P, Q ) always lies above g n (P, Q ). Recall that g n (P, Q) is increasing in P (by property P1) to show that min{P : g n (P, Q ) > 0} > min{P : g n (P, Q ) > 0}, and hence (i) follows. To show (ii), we use (10) and the fact that g n (P, Q) is increasing in P .
Step 4: The last step is to show that the problem of minimizing the long-run average cost, lim n→∞ E u x n−1 k=0 C(P k ) admits a stationary switch-over control policy as well.
We treat the long-run average cost problem as a limiting case of the discounted-cost problem we have considered, and we let β → 1. The proof is similar to that in [20, Section IV] .
