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Thermoelectric transport in nanoscale conductors is analyzed in terms of the response of the
system to a thermo-mechanical field, first introduced by Luttinger, which couples to the electronic
energy density. While in this approach the temperature remains spatially uniform, we show that
a spatially varying thermo-mechanical field effectively simulates a temperature gradient across the
system and allows us to calculate the electric and thermal currents that flow due to the thermo-
mechanical field. In particular, we show that, in the long-time limit, the currents thus calculated
reduce to those that one obtains from the Landauer-Bu¨ttiker formula, suitably generalized to allow
for different temperatures in the reservoirs, if the thermo-mechanical field is applied to prepare
the system, and subsequently turned off at t = 0. Alternatively, we can drive the system out of
equilibrium by switching the thermo-mechanical field after the initial preparation. We compare
these two scenarios, employing a model noninteracting Hamiltonian, in the linear regime, in which
they coincide, and in the nonlinear regime in which they show marked differences. We also show
how an operationally defined local effective temperature can be computed within this formalism.
PACS numbers: 73.63.–b,05.60.Gg,72.20.Pa,71.15.Mb
I. INTRODUCTION
The problem of calculating the thermal and electrical
transport properties of nanoscale conductors has recently
attracted great interest in the context of growing efforts
to achieve efficient conversion of heat into electricity, and
vice versa.1,2 On the theoretical side, the field is rid-
dled with conceptual difficulties that can be traced back
to the very foundations of statistical physics. Concepts
like temperature, heat current, and thermal conductiv-
ity were originally defined at the macroscopic level, or
in quasi-equilibrium situations in which they vary slowly
in space and time. How are we to define these concepts
at the nanoscale, where the laws of quantum mechan-
ics take hold, and where the above-mentioned quantities
are likely to exhibit rapid variations, both in space and
in time? One of the main theoretical questions is how
to convert the temperature, originally defined as a sta-
tistical parameter governing the equilibrium of energy
exchanges between different parts of a macroscopic sys-
tem, into a dynamical field coupling to mechanical de-
grees of freedom, which can be driven strongly out of
equilibrium. The recent development of scanning ther-
mal microscopy,3–7 allowing for measurements of a local
effective temperature on the atomic scale, provides ad-
ditional strong motivation for seeking a sharp answer to
the above questions.
Many years ago, Luttinger took a first step in this di-
rection by proposing that the thermoelectric transport
properties of a macroscopic electron liquid could be cal-
culated by subjecting the system to a space- and time-
varying field ψ(r, t).8 The ψ field was to be linearly cou-
pled to the energy density, for which Luttinger chose one
of several possible definitions–all equivalent in the long-
wavelength limit. Luttinger’s idea was that the dynami-
cal response of the system to the varying field ψ would be
equivalent to the response to a temperature gradient in
situations in which the latter is slowly varying, but would
extend the concept of thermal response to situations in
which the traditional notion of temperature is no longer
meaningful. Noting the similarity to Einstein’s theory of
gravity–a field coupling to the energy density–Luttinger
dubbed his ψ field a “gravitational field”–in a purely
formal sense of course. We prefer to call it “thermo-
mechanical” (TM) field, since it acts, in a very precise
sense, as the mechanical proxy for the temperature. The
gradient of this field drives the thermal current, just as
the gradient of the electric potential drives the electric
current.
In the half century elapsed since the publication of
the original paper, Luttinger’s idea has found several
applications in the calculation of the linear response
of macroscopic systems.9 In a recent paper, we have
shown that the TM field offers a natural path to the
inclusion of thermoelectric effects in a general-purpose
time-dependent density-functional theory.10 However, to
date there are no reported applications of these ideas to
nanoscale conductors–and this in spite of very significant
progress in the theoretical treatment of these systems.
One of the most successful models of transport at the
nanoscale is the Landauer-Bu¨ttiker formalism (LB),11–13
in which the nanoscale system is assumed to be con-
nected, via ideal leads, to several reservoirs indepen-
dently in equilibrium at different chemical potentials µα
and temperatures Tα (α = 1, . . . , N , where N is the num-
ber of reservoirs). The electric and thermal currents, in
the LB approach, are expressed in terms of the quantum
mechanical transmission probabilities from each lead into
the others, and the equilibrium distribution functions of
the reservoirs.14 Clearly, there is no room for any dy-
namical behavior of the temperature in this approach.
In fact, there is no room for any dynamical effects at
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2all, since the transmission probabilities are calculated
from an effective mean field that does not fluctuate in
time, thus ruling out inelastic many-body effects.15–17
Note that we employ here a strict definition of dynam-
ical effects, i.e., effects on time scales shorter than the
typical equilibration time. It is possible to employ the
LB formalism to address time-dependent thermoelectric
transport in the opposite regime when the system evolves
adiabatically.14,18,19
Efforts to go beyond the LB formulation typically
involve the use of nonequilibrium many-body theory
(Keldysh formalism).14,20,21 An outstanding result ob-
tained through this formalism is the Meir-Wingreen
formula,22–24 expressing the electric current in terms of
the exact interacting Green’s function for the nanoscale
system and self-energies arising from its coupling to
the leads. At variance with the LB approach, the full
dynamics–from the initial preparation to the tentative
steady state–of the nanoscale system is described. To
this end, the device is assumed to be initially decoupled
from the leads, which are in equilibrium with reservoirs
at different chemical potentials µα and temperatures Tα.
At time t = 0, the coupling between the system and
the reservoir is established and the long-time behavior of
the currents is calculated. Clearly this approach, while
fully dynamical in the treatment of the currents, contin-
ues to treat the temperature as a static thermodynamic
variable, which controls the population of the electronic
states in the reservoirs. In the following, we will refer
to this approach to the transport problem as the LB ap-
proach since it can be shown that it coincides with the
purely static LB approach if a steady state is reached.
In this paper, we present the first application of Lut-
tinger’s ψ field idea to the calculation of thermal trans-
port through a nanoscale junction. The basic idea can
be illustrated by considering the occupation functions in
the LB approach fα = f(/kBTα). They are different in
the leads, labeled by α, since the temperatures are cho-
sen differently. In Luttinger’s approach the difference in
the occupation functions is achieved by rescaling the en-
ergy, i.e., fα = f(λα/kBT ). The relation of the scaling
factor λα = T/Tα to the TM fields in the leads depends
on whether the TM fields are applied during the initial
preparation, which means that the system is allowed to
reach equilibrium in the presence of the TM fields, or
switched on at the beginning of the time evolution. This
means that we completely replace the different temper-
atures in the reservoirs by TM fields. The conventional
statistical temperature remains constant throughout the
system. To calculate the currents, we closely follow the
formulation of the nonequilibrium Green’s function the-
ory introduced by Cini25 and developed by Stefanucci
and Almbladh.26 In this approach the coupling between
the system and the leads exists from t = −∞, and–in this
sense–the system is said to be “partition free.” The leads
and the nanoscale system are initially in equilibrium with
a unique reservoir at a chemical potential µ and temper-
ature T . At time t = 0, different electric potentials Uα
and TM fields ψα are applied to the leads. We show
that this leads to the identification λα = (1 + ψα)
−1 or
equivalently Tα = (1 + ψα)T . The resulting electric and
thermal currents are calculated in the long-time limit.
Our main result is that, for a noninteracting system, in
the linear response regime, the current calculated in this
manner coincides with the current calculated in the LB
approach. Furthermore, we demonstrate that the LB re-
sult can be fully recovered in the nonlinear regime, if the
TM fields are applied during the initial preparation of
the system, and turned off at t = 0. This is certainly
good news, which builds confidence in the general ap-
plicability of Luttinger’s approach to nanoscale conduc-
tors. In this case, we find λα = (1 + ψα), which implies
Tα = T/(1 + ψα).
Many-body effects are not included here, but we ex-
pect to be able to handle them, at least approximately,
through the recently introduced formalism of thermal
density-functional theory.10 The dynamical (retarded)
nature of the effective potentials is expected to intro-
duce dynamical corrections quite analogous to the ones
discussed in Refs. 17 and 27 for charge transport. Fur-
thermore, we discuss a common procedure to define an
effective local temperature for nanoscale systems: a lo-
cal temperature as obtained by computing the TM field
that must be applied to a thermal probe lead, in order to
suppress the flow of thermal current between the probe
and the system. We leave the comparison of this local
temperature with other alternative definitions2 for future
work.
This paper is organized as follows. In Sec. II, we in-
troduce the model Hamiltonian employed to obtain the
formal expressions for the currents in the partition-free
scheme. In Sec. III, we compute the long-time limit of
the currents and show that it agrees with the results of
the LB formalism in the linear response regime. Details
of the calculations are presented in Appendices A, B, and
C. In Sec. IV, we compare the LB to the TM approach
to thermal transport highlighting the differences, which
appear when one goes beyond the linear response approx-
imation. In Sec. VI, an operational definition of the local
effective temperature–by virtue of a local probe–is cal-
culated within the TM field formalism. In Sec. VII, we
summarize our findings and briefly discuss how the effect
of interactions can be included within the framework of
thermal density-functional theory.
II. THERMOELECTRIC TRANSPORT IN
NANOSCALE JUNCTIONS
In order to investigate the thermal and electric trans-
port through a nanoscale junction, we consider a junction
coupled to reservoirs via conducting leads. This setup is
shown in Fig. 1. The conducting leads are modeled by
mean-field Hamiltonians
Hˆα =
∑
k
α,kφˆ
†
α,kφˆα,k , (1)
3µ1, T1
µ2, T2
µN , TN
I
Q
FIG. 1. (Color online) This sketch shows a typical trans-
port setup where a nanoscale junction (central region) is con-
nected via leads to reservoirs. If the leads are held at differ-
ent potentials µ1, µ2, . . . , µN and/or different temperatures
T1, T2, . . . , TN , a charge current I and a heat current Q will
flow through the junction.
where α labels the leads connected to the nanoscale junc-
tion. In specific calculations, we will model the leads by
an infinite tight-binding chain,
Hˆα = tα
N−2∑
i=0
(
φˆ†α,i+1φˆα,i + φˆ
†
α,iφˆα,i+1
)
(2a)
−−−−→
N→∞
2
pi
∫ pi
0
dq 2tα cos(q)φˆ
†
α,qφˆα,q , (2b)
i.e., the leads are characterized by a single band with
bandwidth 4tα. The junction is governed by a Hamilto-
nian
Hˆimp =
∑
n
ndˆ
†
ndˆn , (3)
where n labels the eigenstates of the microscopic de-
vice connected to the leads, e.g., the energy levels of a
molecule. For explicit calculations, we consider a single
state dˆ in the junction, i.e., a single impurity level at
energy 0. The contact between the junction and the
leads is modeled by tunneling amplitudes V(α,k),n be-
tween state k in lead α and the energy level n in the
junction. This contribution to the Hamiltonian reads,
Hˆα,imp =
∑
k,n
(
V(α,k),nφˆ
†
α,kdˆn + V
?
(α,k),ndˆ
†
nφˆα,k
)
. (4)
Again, for explicit calculations we consider a single im-
purity site that only couples to the closest site (taken to
be i = 0) of the tight-binding chain, i.e.,
Hˆα,imp = Vαφˆ†α0dˆ + V ?α dˆ†φˆα0 (5a)
−−−−→
N→∞
2
pi
∫ pi
0
dq sin(q)
(
Vαφˆ
†
α,qdˆ + V
?
α dˆ
†φˆα,q
)
. (5b)
As already mentioned in the introduction we will fol-
low the partition-free approach to transport in order to
calculate the charge and heat current induced by a bias
in the electric and the TM potential. This means that
the initial state of our system is given by the equilibrium
statistical operator (density matrix),
Dˆ = exp
−β(Hˆ0−µNˆ)
Z , Z = Tr
[
exp−β(Hˆ0−µNˆ)
]
, (6)
defined with respect to the Hamiltonian
Hˆ0 =
∑
α
(
Hˆα + Hˆα,imp
)
+ Hˆimp . (7)
Note that β = 1kBT and µ are the inverse temperature
and the chemical potential of the initial equilibrium, i.e.,
they are identical for the entire system composed of the
leads and the junction. At the initial time t = t0, we
switch external electric and TM fields in the leads, i.e.,
we perturb the equilibrium state at t = t0 by
Hˆ1 =
∑
α,k
(
Uα + ψα (α,k − µ+ Uα)
)
φˆ†α,kφˆα,k , (8)
where Uα and ψα are the electric and the TM fields in the
leads, respectively. This means that while in the initial
equilibrium the dispersion in the leads is given by
¯α,k = α,k − µ , (9)
the dispersion in the leads during the time propagation
is given by
˜α,k = (1 + ψα) (α,k − µ+ Uα) . (10)
The particle current Iα and the energy current Jα in
lead α are defined via the time derivative of the particle-
number density and the energy density in the lead, re-
spectively,
Iα(t) = −∂tnα(t) = −∂t
∑
k
〈
φˆ†α,k(t)φˆα,k(t)
〉
, (11a)
Jα(t) = −∂thα(t) = −∂t
∑
k
〈
¯α,kφˆ
†
α,k(t)φˆα,k(t)
〉
.
(11b)
The expectation value is taken with respect to Dˆ given
by Eq. (6), hence 〈. . .〉 = Tr
[
Dˆ . . .
]
. Note that we de-
fine the energy in leads with respect to the equilibrium
dispersion, i.e., we do not include the external fields Uα
and ψα in its definition, hence it represents the intrinsic
energy density. Furthermore we define the heat current
Qα(t) = (1 + ψα) (Jα(t) + UαIα(t)) , (12)
which is the sum of the intrinsic energy current and the
energy current due to the charge current in a potential
multiplied by the TM field.
4From the Heisenberg equation of motion, one obtains
the well-known result that the currents are given in terms
of the “lesser” Green’s function connecting the leads and
the junction,
Iα(t) = 2
∑
k,n
Re
[
V(α,k),nG<n,(α,k)(t, t)
]
, (13a)
Jα(t) = 2
∑
k,n
¯α,kRe
[
V(α,k),nG<n,(α,k)(t, t)
]
. (13b)
In the following, we restrict the discussion to a single
impurity site labeled by “0” and drop the summation over
the energy levels of the junction accordingly. Moreover,
we are focusing on noninteracting electrons, which allows
us to write
G<0,(α,k)(t, t)
= ~2
∑
λ,λ′
GR0,λ(t, t0)G<λ,λ′(t0, t0)GAλ′,(α,k)(t0, t) , (14)
with λ and λ′ being composite indices that run over
all leads and the impurity site. All Green’s functions
appearing in Eq. (14) can be expressed in terms of
a parent Green’s function with a generic complex fre-
quency argument z.14 There are three “spatial” types
of Green’s functions: Green’s functions that describe
processes between leads and within a lead (diagonal
part), G(α,k),(α′,k′)(z), Green’s functions describing pro-
cesses between a lead and the impurity and vice versa,
G0,(α,k)(z) and G(α,k),0(z), and finally the Green’s func-
tion describing processes within the impurity, G0,0(z). All
of them would be trivial without the coupling between
the leads and the impurity site. It is natural to express
these three types of Green’s function defining an embed-
ding self-energy for the impurity site, i.e.,
gα,k(z) =
1
z − α,k , (15a)
Σ(z) =
∑
α
Σα(z) =
∑
α
∑
k
|Vα,k|2 gα,k(z) , (15b)
where gα,k(z) is the free propagator, or bare Green’s func-
tion, of the leads and Σ(z) is the embedding self-energy,
given by the sum over the embedding self-energies pro-
vided by each lead. Σα(z) encodes the decay from the
impurity into lead α. The three aforementioned Green’s
functions are given by
G0,0(z) = 1
z − (imp − µ)− Σ(z) , (16a)
G(α,k),0(z) = gα,k(z)Vα,kG0,0(z) , (16b)
G0,(α,k)(z) = G0,0(z)V ?α,kgα,k(z) , (16c)
G(α,k),(α′,k′)(z) = δαα′δkk′gα,k(z) (16d)
+ gα,k(z)Vα,kG0,0(z)V ?α′,k′gα′,k′(z) .
Independent of their respective “spatial” type the ad-
vanced, retarded, and Matsubara Green’s functions in
the frequency domain are given by GA(~ω) = G(~ω − iη),
GR(~ω) = G(~ω + iη) and GM(zn) = G(izn), respectively.
η is the usual positive infinitesimal enforcing the ad-
vanced or retarded character of the Green’s function
and zn are the fermionic Matsubara frequencies given
by zn =
pi(2n+1)
β for integer n. In the time domain, the
Green’s functions appearing in Eq. (14) are
GR(t, t0) = 1
2pi
∫ ∞
−∞
dω GR(~ω)e−iω(t−t0) , (17a)
GA(t0, t) = 1
2pi
∫ ∞
−∞
dω GA(~ω)eiω(t−t0) , (17b)
G<(t0, t0) = i~β
∞∑
n=−∞
GM(zn)eiznη , (17c)
where the infinitesimal η in Eq. (17c) ensures that we
obtain the “lesser” Green’s function. The summation
over the Matsubara frequencies is evaluated by the com-
mon contour integration technique using the Fermi-Dirac
distribution f(z) =
(
eβz + 1
)−1
, which has poles with
residues − 1β at the Matsubara frequencies. Deforming
the contour encircling the Matsubara frequencies to run
along the real frequency axis we get the well-known result
G<(t0, t0) = 1
2pi~
∫ ∞
−∞
d f()
(GA()− GR()) . (18)
Although it appears that, by virtue of Eq. (18), we ex-
pressed Eq. (17c) in terms of the Green’s functions given
in Eqs. (17a) and (17b) it is crucial to remember that
G<(t0, t0) represents the initial preparation of our sys-
tem. This means that the dispersions entering in the
definition of the bare Green’s function and the embed-
ding self-energy determining GA/R() in Eq. (18) are the
unperturbed dispersions ¯α,k defined in Eq. (9), while the
dispersions in Eqs. (17a) and (17b) are the perturbed dis-
persions ˜α,k of Eq. (10). In order to keep track of this
important difference, we rewrite Eq. (14),
G<0,(α,k)(t, t) = ~
∑
λ,λ′
1
2pi
∫ ∞
−∞
d f()
(G¯Aλ,λ′()− G¯Rλ,λ′())
× 1
2pi
∫ ∞
−∞
dω e−iω(t−t0)
1
2pi
∫ ∞
−∞
dω′ eiω
′(t−t0)
× G˜R0,λ(~ω)G˜Aλ′,(α,k)(~ω′) , (19)
where we denote Green’s functions that involve the equi-
librium dispersions ¯α,k by G¯ and Green’s function de-
pending on ˜α,k by G˜. Equation (19) is the starting point
for the calculation of the long-time limit.
III. STEADY-STATE LIMIT
In this section, we discuss the long-time limit of the
particle and energy current given by Eqs. (13). The
5presented analysis follows closely the derivation of Ste-
fanucci and Almbladh.26 The currents are given in terms
of the “lesser” Green’s function G<0,(α,k)(t, t). From Eq.
(19), we can see that for long times, t  t0, the expres-
sion for G<0,(α,k)(t, t) involves rapidly oscillating exponen-
tials, which cancel any well-behaved function (Riemann-
Lebesgue theorem). Accordingly, in the long-time limit,
the only non-vanishing terms arise from strongly peaked
functions multiplying the exponentials. It is instructive
to consider the following simple example: Suppose we
have a function F(ω) with a simple pole in the lower
half of the complex frequency plane. We investigate the
behavior of the integral
F (t− t0) = 12pi
∫ ∞
−∞
dω e−iω(t−t0)F(ω) , (20)
for t t0. We can close the integration contour with
a semi circle in the lower half of the complex frequency
plane. Since the arc of the semi circle does not contribute
due to the exponential in Eq. (20), we obtain simply
F (t− t0) = −ie−i(ω0−i 1τ )(t−t0)Res
[F(ω0 − i 1τ )] , (21)
where ω0−i 1τ is the pole of F(ω). Clearly, for t− t0  τ ,
the function F (t − t0) vanishes exponentially. However,
for t− t0 ∼ τ , F (t− t0) oscillates with frequency ω0.
The previous example helps to understand the regime
of the long-time limit. We discard all poles of the Green’s
functions except for the poles due to bare Green’s func-
tions. The poles of the bare Green’s functions are only
infinitesimally, i.e., by ±iη, away from the real axis.
Since we only keep these poles, we are in the regime
τ  (t− t0) ~η , where η tends to zero. The time scale
τ is the time scale of the decay of electrons into the
leads and therefore the long-time limit means that we
are looking at the system at a time much larger than
typical relaxation time τ . Note that we exclude the pos-
sibility of bound states outside the continuum provided
by the leads. If bound states would be present a steady
state cannot be reached and the system would oscillate
with frequencies given by the energy differences associ-
ated with transitions between bound states and transi-
tions between bound states and the occupations edges of
the continuum.28,29
In Appendix A, we derive the long-time limit of the
particle current
Iα ≡ lim
t→∞ Iα(t) =
1
~
∑
α′
1
2pi
∫ ∞
−∞
d fα′
× Γα′()Γ()δαα′ − Γα′()Γα()(
− (imp − µ)− 12Λ()
)2
+
(
1
2Γ()
)2 , (22)
where Γα() is twice the imaginary part and Λα() twice
the real part of the (advanced) embedding self-energy
Σα(). Since Γ() =
∑
α Γα(), it is straightforward to
see from Eq. (22) that
∑
α Iα = 0, expressing the fact
that the particle current is conserved. An equivalent ex-
pression for the steady-state current is given by
Iα =
1
~
∑
α′
1
2pi
∫ ∞
−∞
d
× Γα′()Γα() (fα − fα′)(
− (imp − µ)− 12Λ()
)2
+
(
1
2Γ()
)2 . (23)
We stress that the embedding self-energy due to lead α
(or equivalently Γα() and Λα()) depends on the ap-
plied potentials ψα and Uα (cf. Eq. (A7) in Appendix
A). Equation (23) highlights, however, that in the linear
response regime, i.e., to first order in the biases, this de-
pendence can be neglected, because the difference in the
occupation functions is already first order in Uα and ψα.
The expression for the energy current is derived in Ap-
pendix C and can be written in the following compelling
form
Jα =
1
~
∑
α′
1
2pi
∫ ∞
−∞
d
(

1 + ψα
− Uα
)
fα′
× Γα′()Γ()δαα′ − Γα′()Γα()(
− (imp − µ)− 12Λ()
)2
+
(
1
2Γ()
)2 . (24)
Note that, in contrast to the particle current [cf. Eq.
(22)], the energy current (24) is not conserved. However,
the heat current, defined in Eq. (12), Sec. II is conserved.
The energy current Jα is the intrinsic energy current
while the conserved heat current Qα also includes the
applied potential and TM field. The difference of Qα
and Jα is second order in the applied fields, i.e.,
Qα − Jα = ψαJα + (1 + ψα)UαIα . (25)
We conclude by giving the heat current in the form sim-
ilar to Eq. (23), i.e.,
Qα =
1
~
∑
α′
1
2pi
∫ ∞
−∞
d 
× Γα′()Γα() (fα − fα′)(
− (imp − µ)− 12Λ()
)2
+
(
1
2Γ()
)2 . (26)
Again, we see that, to first order in the biases, the depen-
dence of the transmission function on the applied poten-
tials Uα and ψα can be neglected. Furthermore, we note
that in the linear regime the heat current Qα and the
energy current Jα are identical. This can be seen from
Eq. (25) since the currents themselves are already first
order in the applied biases.
IV. LANDAUER-BU¨TTIKER VERSUS
LUTTINGER APPROACH TO THERMAL
TRANSPORT
In the previous section, we have given the steady-state
particle and energy/heat current employing Luttinger’s
6idea of the TM field ψ as a proxy for temperature vari-
ations. We have found that, for noninteracting systems,
the currents are given by
Iα =
1
~
∑
α′
1
2pi
∫ ∞
−∞
d Tαα′() (fα − fα′) , (27a)
Qα =
1
~
∑
α′
1
2pi
∫ ∞
−∞
d Tαα′() (fα − fα′) , (27b)
in terms of the transmission function
Tαα′() =
Γα′()Γα()(
− (imp − µ)− 12Λ()
)2
+
(
1
2Γ()
)2 . (28)
In the derivation (cf. Appendices A and C) we have seen
that the transmission function depends on the potentials
Uα and on the TM fields ψα in the leads. Now we com-
pare the approach using Luttinger’s TM field to the LB
approach to thermal transport. The expressions for the
particle and heat current in the LB approach are formally
equivalent to Eq. (27). However, in the LB approach, the
only place where the different temperatures of the leads
enter is in the occupation factors:
fTMα = fT
(

1 + ψα
− Uα
)
=
(
exp
(
1
kBT
(

1 + ψα
− Uα
))
+ 1
)−1
, (29a)
fLBα = fTα (− Uα)
=
(
exp
(
1
kBTα
(− Uα)
)
+ 1
)−1
. (29b)
In Eq. (29a) the Fermi functions in the TM approach
are shown, whereas in Eq. (29b) the Fermi functions in
the LB approach are given. First of all, we note that–to
linear order in the biases–the difference of the occupation
factors that enter in the expression for the currents [cf.
Eqs. (27)] are identical if we identify the variation δψα in
the TM approach with the relative temperature variation
Tα−T
T in the LB approach (T is the reference temperature
in both approaches), i.e.,
fα − fα′ ≈ −f ′()
(
(δUα − δUα′) +  (δψα − δψα′)
)
≈ −f ′()(δU + δψ) , (30)
where δU is the potential difference between lead α and
lead α′ and δψ is the relative temperature difference be-
tween lead α and lead α′. This supports strongly the no-
tion of the TM field ψ as the mechanical “proxy” for rela-
tive temperature variations initiated by Luttinger. More-
over, this implies that in the linear response regime the
two approaches yield identical results, because the trans-
mission functions are evaluated at zero biases since the
difference in the occupations is already first order in the
applied fields.
The difference between the LB and the TM approach
beyond the linear regime has two sources: first of all,
there is a difference in the occupation functions. We can
rewrite the occupation function in the TM approach as
fTMα = fTα (− (1 + ψα)Uα) , (31)
which differs from the occupation function in the LB ap-
proach, fTα (− Uα), by a simple rescaling of the po-
tential bias by (1 + ψα). The effective bias in the TM
approach is increased for higher temperatures (ψ > 0)
and decreased for lower temperatures (ψ < 0). Secondly,
there is a difference in the transmission function. In or-
der to analyze this difference we focus on the numerator
of Eq. (28), which is given by the product of the decay
rates.30 They are given by
ΓTMα
2pi
=
∑
k
|Vα,k|2 δ
(
− (1 + ψα) (¯α,k + Uα)
)
, (32a)
ΓLBα
2pi
=
∑
k
|Vα,k|2 δ
(
− (¯α,k + Uα)
)
, (32b)
which are the density of states weighted by the hopping
probability |Vα,k|2. Comparing Eqs. (32a) and (32b), we
see that the density of states in the TM approach is ef-
fectively stretched for elevated temperatures (ψ > 0) and
squeezed for lowered temperatures (ψ < 0). Ignoring the
effect of the denominator in the transmission function,
we can qualitatively discuss the differences in particle
and heat transport in the TM approach compared to the
LB approach. This is justified because the denominator
is a strictly positive function and hence it cannot change
the behavior of the integrand qualitatively.
Figure 2 compares the expression for the currents in
the LB and the TM approach schematically. The upper
panel shows the LB approach where the leads are held
initially at different temperatures and at t = 0 a potential
bias U is applied to the left lead. The application of the
potential bias results in a simultaneous shift of the band
and the occupation function. This opens a transport win-
dow (gray-shaded region) roughly the size of the applied
bias. Within the transport window, we have an excess
of electrons on the left side and hence a particle current
flows to the right. The effect of having finite tempera-
tures in the leads is to soften the transport window by
kBTα. In the presented case, we have an elevated temper-
ature in the left lead implying an enhanced softening on
the upper edge of the transport window which affects the
currents. The lower panel shows the situation in the TM
approach where the leads are initially held at the same
temperature and at t = 0 a potential bias U and a TM
field ψ are switched in the left lead. Again, the band is
shifted upwards by U , but in contrast to the LB approach
the band is stretched due to the positive TM field. Fur-
thermore, the occupation function is shifted by (1+ψ)U ,
i.e., by a rescaled potential. In the case of a positive TM
field, this opens a transport window which is bigger than
the transport window in the LB approach. By itself the
increased transport window should increase the currents.
The stretching of the band, however, reduces the number
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FIG. 2. (Color online) Sketch of a typical transport scenario
between two leads. The upper panel depicts the situation in
the LB approach and the lower panel in the TM approach. A
potential bias U is applied to the left lead and the temperature
in the left lead is raised. Note that in the TM approach the
effective potential, determining the position of the occupation
function fL, is rescaled by (1 + ψ) =
TL
T
. This is indicated
by the dashed extension of the range (green) representing the
applied bias U . Furthermore, the band of the left lead is
rescaled by (1 + ψ) as shown by the dashed extension of the
original bandwidth (blue).
of available states in the transport window, which op-
poses the increase of the currents. In general, one cannot
determine whether the effect of an increased transport
window dominates the decrease in available electrons in
this transport window or vice versa.
Before we discuss explicit examples comparing the two
approaches, we recall that the LB approach is based, by
its very construction, on a partitioning of the system.14
The transport setup is initially uncontacted, i.e., the ini-
tial state state is described by a density matrix
DˆLB =
∏
α exp
−βα(Hˆα−µαNˆα)
ZLB , (33)
which, in contrast to the initial density matrix in the TM
approach [cf. Eq. (6)], is defined with respect to the indi-
vidual Hamiltonians Hˆα of the leads. The LB approach
requires that the coupling Hamiltonian
∑
α Hˆα,imp is ig-
nored in the initial preparation in order to assign a spe-
cific temperature to each lead. Each lead subsystem is
initially coupled to its own reservoir. The initial density
matrix in the TM approach, however, is determined by
coupling the entire system of leads and impurity to a sin-
gle reservoir. As it turns out, it is possible to mimic the
LB approach by applying the TM field in the preparation
of the initial state. This means that instead of switching
the TM field “on” at the beginning of the propagation
we prepare the system in the presence of the TM field,
and turn it “off” at t = 0. The analysis for the steady-
state currents, presented in Sec. III, remains valid. The
only difference is that we now have an equilibrium lead
dispersion
¯α,k = (1 + ψα) (α,k − µ) , (34)
which is modified by the TM field while the dispersion
during the time-propagation is given by
˜α,k = α,k − µ+ Uα . (35)
In this way, we reproduce exactly the expression of
the LB approach via the TM field provided we relate
Tα = T/(1 + ψα). Accordingly, we have to identify
δTα/T = −δψ in the linear regime, whereas before we
identified δTα/T = δψ (cf. Eq. (29) and subsequent dis-
cussion). In Ref. 9 (cf. footnote p. 9), Shastry humorously
referred to this sign reversal as “booby trap.” Here, we
point out that this is simply due to the fact that switch-
ing “off” a mechanical field is identical to switching “on”
a mechanical field in the opposite direction in the lin-
ear regime. Finally, we point out a caveat concerning
gauge invariance. Usually, gauge invariance implies that
the currents do not change under a constant shift of all
bias potentials, Uα → Uα + Φ.31 Since the potentials
are effectively rescaled by 1 + ψα when the TM field is
switched “on,” the corresponding gauge transformation
is Uα → Uα + Φ/(1 + ψα).
In conclusion, we see that the TM field allows us to
exactly reproduce the LB approach commonly employed
to study thermal transport. Furthermore, since the TM
field enters as a mechanical field in the Hamiltonian, we
can study the time-dependent situation in which the TM
field is switched on, which is outside the realm of the
traditional LB approach. Hence the TM field is–in the
presented sense–an extension of the statistical mechan-
ical temperature to a spatially and temporally varying
driving field.
V. SYMMETRIC LEADS WEAKLY COUPLED
TO AN IMPURITY
As an explicit example, we are considering two sym-
metric metallic leads (α = L,R) weakly coupled to an
impurity. Employing the model Hamiltonian, we have
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FIG. 3. (Color online) Sketch of the Hamiltonian employed in
the numerical examples. The left and right leads are modeled
by infinite tight-binding chains which are characterized by the
nearest neighbor hopping amplitude t. The hopping to the
impurity site is described by the amplitude V = 0.1t. The
energy of the impurity site is at imp = µ = 0.
introduced in Sec. II, we set tα/Vα = 10, for both the left
(α = L) and the right (α = R) lead. The chemical po-
tential is chosen to be at the center of the bands (µ = 0),
the impurity level is in resonance (imp = 0) and the ini-
tial temperature is β−1 = kBT = 0.1t = V . Biases are
only applied to the left lead unless specified otherwise. A
schematic sketch of the employed model Hamiltonian is
shown in Fig. 3.
A. Particle current
Figure 4 shows the comparison of the particle current
in the LB and the TM approach. The particle current is
shown as function of the potential bias. The upper panel
depicts the currents for ψ = δT/T = 1, which corre-
sponds to a temperature in the left lead that is elevated
to twice the temperature in the right lead. The lower
panel shows the currents for ψ = δT/T = −0.5, which
means that the temperature in the left lead is lowered
to half the temperature in the right lead. As a reference
we also show the current at zero TM field (dashed, black
curve), i.e., at constant temperature throughout the de-
vice. The sign of the particle current I follows the sign of
the applied bias voltage U . We can see that raising the
temperature leads to a reduction of the particle current
in both approaches. Conversely lowering the tempera-
ture has the opposite effect, i.e., the current increases.
As mentioned earlier, the temperature of the leads soft-
ens the transport window (cf. Fig. 2), which means that
in a region kBTα we have partially occupied states. In
combination with the specific shape of the decay rate
Γα() [cf. Eqs. (32)], this leads to a reduced particle cur-
rent compared to zero temperature. Note, however, that
this effect vanishes for larger potential biases in the LB
approach, indicating that the softening of the transport
window can be neglected in this case. In view of the gen-
eral discussion, presented in Sec. IV, we conclude that
the rescaling of the density of states dominates over the
rescaling of the potential for large potential biases in the
TM approach. Furthermore, this effect does not disap-
pear, i.e., we have a reduction of the current for elevated
temperatures and an increase in current for lowered tem-
peratures even for large U . Conversely, for |U | . 0.2,
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FIG. 4. (Color online) Comparison of the steady-state particle
currents I in the TM and the LB approach. The currents are
plotted against the potential bias U . The upper panel depicts
the currents when the temperature in the left lead is raised
to twice its initial value, i.e., ψ = δT/T = 1. The lower
panels shows the currents when the temperature in the left
lead is reduced to half its initial value (ψ = δT/T = −0.5).
The dashed, black curve shows the particle current at zero
temperature difference for comparison. It is identical in the
LB and the TM approach. The circles (red curve, labeled
“TM±”) correspond to the current in the TM approach and
the squares (green curve, labeled “LB±”) to the LB approach.
there is less reduction of the current for elevated temper-
atures and less increase of the current for lowered temper-
atures in the TM approach compared to the LB approach.
This indicates that for small biases the effect of rescaling
the transport window dominates over the rescaling of the
density of states.
B. Heat current
In Fig. 5, we compare the heat current as a function of
the applied potential bias for the LB and TM approaches.
In the upper panel of this figure the heat current is plot-
ted against U/t for ψ = δT/T = 1, whereas in the lower
panel it is plotted for ψ = δT/T = −0.5. The dashed,
black line represents the heat current for equal temper-
atures in the leads: by construction, this is the same re-
gardless of whether we use the LB or the TM approach.
We note that in the case of zero temperature difference
the heat current Q has a unique direction independent on
the applied potential bias U . This is due to the fact that
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FIG. 5. (Color online) Comparison of the steady-state heat
currents Q in the TM and the LB approach. The heat cur-
rents are plotted against the potential bias U . The upper
panel depicts the heat currents when the temperature in the
left lead is raised to twice its initial value (ψ = 1) and the
lower panel shows the heat currents when the temperature in
the left lead is reduced to half its initial value (ψ = −0.5). The
dashed, black curve is the heat current at a uniform temper-
ature throughout the system. The circles (red curve, labeled
“TM±”) correspond to the heat current in the TM approach
and the squares (green curve, labeled “LB±”) to the LB ap-
proach.
the energy is measured with respect to the chemical po-
tential: while for positive U electrons above the chemical
potential move from left to right, for negative U electrons
below the chemical potential move from right to left. Ac-
cordingly, the heat current does not change sign while the
particle current does. Note that this implies a vanishing
Peltier coefficient in the linear regime. We return to this
point when we are discussing the dependency of the heat
and particle currents on a temperature bias.
Now we consider a difference in temperature between
the leads. For small biases, i.e., |U | . 0.2t, we get a heat
current that flows from the “hotter” to the “colder” lead.
Hence we see that around U ∼ 0 the heat current for a
lowered temperature in the left lead (lower panel, Fig. 5)
is negative in the TM and LB approach indicating that
heat flows from the “hotter” right lead to the “colder”
left lead. Similarly, for an elevated temperature (upper
panel, Fig. 5) the heat flows from the “hotter” left lead
to the “colder” right lead. For larger biases, however, the
heat current is dominated by the applied potential bias
and heat flows from left to right as in the situation where
no temperature difference between the leads is present.
Note that this is not in contradiction to thermodynamic
principles since applying a potential bias means that we
perform work on the system and, hence, heat may flow
from the “colder” to the “hotter” lead. Similar to the
particle current, the heat current is reduced, relative to
the equal temperatures case, when the temperature in
the left lead is higher than the temperature in the right
lead in the region where the heat current is dominated
by the contribution due to the potential bias. Comparing
the TM to the LB approach we find that, in the case of
an elevated temperature in the left lead, the heat current
in the TM approach is smaller than the heat current in
the LB approach in the whole range of U .
When the temperature in the left lead is lower than in
the right lead, we also see qualitatively the same behav-
ior in heat and particle currents, i.e., both currents are
increased compared to the currents at zero temperature
difference for small (|U | . 0.1t) and large (|U | & 0.5t)
potential bias. In the intermediate region, the heat cur-
rent changes its direction. The specific potential bias
range for which the heat current flows in its “natural”
direction, i.e., from “hot” to “cold,” differs in the two
approaches. This can be understood from the fact that
we have an effectively rescaled potential bias in the TM
approach. The change of direction in the heat current
due to the applied potential happens at higher biases
since U is reduced by a factor ∼ 2 for ψ = −0.5.
Next, in order to focus on the effect of a temperature
or TM field difference between the left lead and the right
lead, we investigate the currents at zero potential bias.
Since the chemical potential is at the center of the band
for both leads, the situation is particle-hole symmetric.
Together with the fact that the impurity site is in per-
fect resonance, i.e., 0 = µ, this implies that there is no
particle current induced if we only apply a temperature
gradient. Nevertheless, there is heat transfer between
the two leads as shown in Fig. 6. The asymmetry around
ψ = 0 is due to the fact that we are only applying the
temperature difference in the left lead. The asymmetry
disappears if TM fields of equal magnitude and opposite
signs are applied to the two leads (cf. inset of Fig. 6).
As already seen in Fig. 5, the heat current in the TM
approach is reduced compared to the LB approach for
elevated temperatures (ψ > 0) and increased for lowered
temperatures (ψ < 0). In order to further investigate
this we analyze the expression for the heat current, Eq.
(27b), for the case of a vanishing potential bias. First of
all, we note that the occupation functions are identical
in this case. Secondly, from the definition of the decay
rates [cf. Eqs. (32)], we can see that
ΓTMα () =
1
1 + ψα
ΓLBα
(

1+ψα
)
. (36)
Ignoring the denominator of the transmission function
for a moment–as we have done for the general discus-
sion in Sec. IV–we obtain for the heat current in the TM
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FIG. 6. (Color online) Comparison of the steady-state heat
current Q in the TM and the LB approach at zero potential
bias as a function of the relative temperature difference. The
circles (red curve, labeled “TM”) and squares (green curve,
labeled “LB”) show the heat current in the TM and LB ap-
proaches, respectively. While in the main plot the tempera-
ture is only changed in the left lead, the inset shows the heat
current when the TM field (or relative temperature difference)
is applied antisymmetrically in the left and right leads, i.e.,
ψL = δTL/T = −ψR = −δTR/T . In the inset we have defined
ψ = ψL−ψR. Q at the left boundary (ψ = −0.5) of the main
plot corresponds to Q at U = 0 in the lower panel of Fig. 5
and Q at the right boundary (ψ = 1) of the main plot to Q
at U = 0 in the upper panel.
approach,
QTM =
1
~
1
2pi
∫ ∞
−∞
d ΓTML ()Γ
TM
R () (fL − fR)
=
1
~
1
2pi
∫ ∞
−∞
d

1 + ψ
ΓLB
(

1+ψ
)
ΓLB()
×
(
fT
(

1+ψ
)
− fT ()
)
=
1
~
1
2pi
∫ ∞
−∞
d 
(
(1 + ψ)ΓLB()ΓLB((1 + ψ))
− 1
1 + ψ
ΓLB
(

1+ψ
)
ΓLB()
)
fT () , (37)
where we first use relation (36) and the explicit form of
the occupation function [cf. Eqs. (29)] for a TM field ψ
applied to the left lead and subsequently shift the inte-
gration variable → (1 +ψ) in the first term. Similarly
we can write the heat current in the LB approach as
QLB =
1
~
1
2pi
∫ ∞
−∞
d ΓLBL ()Γ
LB
R () (fL − fR)
=
1
~
1
2pi
∫ ∞
−∞
d ΓLB()ΓLB()
(
fT
(

1+ψ
)
− fT ()
)
= −1
~
1
2pi
∫ ∞
−∞
d fT ()
(
ΓLB()ΓLB()
− (1 + ψ)2ΓLB((1 + ψ))ΓLB((1 + ψ))
)
. (38)
From the explicit form of the decay rate for our model,
i.e.,
ΓLBα () = 2θ
(
1−
(

2tα
)2) |Vα|
tα
√
1−
(

2tα
)2
, (39)
where θ(x) is the Heaviside step function, one can show
that the difference between the heat current in the TM
and the LB approach goes as
QTM −QLB ≈ Aψ2 +O(ψ3) . (40)
From Fig. 6 we see that A < 0.
The inset of Fig. 6 shows the heat current when the
relative temperature or TM field bias is applied antisym-
metrically in the left and right lead. By its very construc-
tion this situation is completely left-right antisymmetric.
It is straight forward to perform an analysis analogous to
Eqs. (37) and (38) for the situation of an antisymmetri-
cally applied TM field. We find that the difference of the
heat currents for small TM fields behaves as
QTM −QLB ≈ Bψ3 +O(ψ5) , (41)
consistent with the fact that the setup is completely an-
tisymmetric. Equations (40) and (41) demonstrate that
in both scenarios shown in Fig. 6 the heat currents from
the TM and the LB approach are identical in the linear
regime. Furthermore Eq. (41) explains why the region
of validity for the linear approximation appears to be
much larger in the scenario of an antisymmetrically ap-
plied temperature bias.
VI. LOCAL TEMPERATURE
Finally, we address the definition of a local
temperature.2,32–34 The concept of a local effective tem-
perature has come into focus due to the fact that nowa-
days scanning thermal microscopy experiments achieve
spatial resolution in the nanometer range.3–7 A common
procedure to address the idea of a local temperature from
the theoretical side is to mimic the experimental setup
by introducing a (metallic) tip that is weakly coupled to
the nanoscale device under investigation. The potential
and temperature bias in the tip are then chosen to yield
zero particle and heat current.14
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FIG. 7. (Color online) Sketch of the Hamiltonian employed in
the numerical computation of an effective local temperature.
In addition to the Hamiltonian sketched in Fig. 3, a probe
lead is connected to the impurity. The probe lead is modeled
by a half-filled tight-binding chain characterized by a hopping
amplitude tprobe  t and the coupling to the impurity site is
described by the amplitude Vprobe  V . This implies that
the probe lead can be treated in the wide-band limit.
In the model we have introduced in Sec. II, the tip
simply corresponds to a specific lead which we refer to as
the “probe lead” (cf. Fig. 7). We assume that the decay
rate of the probe lead is much smaller than the decay
rates of all the other leads, i.e.,
|Vprobe|2
~tprobe
 |Vα|
2
~tα
, (42)
where α labels all other leads connected to the device.
Furthermore, we take the probe lead to be half-filled,
i.e., the center of the band is aligned with the chemical
potential, and that it is weakly coupled to the impurity,
i.e., Vprobe/tprobe  1. This means that we can treat
the probe lead in the so-called wide-band limit, which
implies that the embedding self-energy due to the probe
lead can be approximated by
Σ
R/A
probe() = ∓
i
2
Γprobe , (43)
i.e., it is essentially given by a characteristic frequency-
independent decay rate Γprobe/(2~). Under these as-
sumptions, the currents in the probe lead are given by
Iprobe =
1
~
∑
α
1
2pi
∫ ∞
−∞
d
× ΓprobeΓα() (fprobe − fα)(
− (imp − µ)− 12Λ()
)2
+
(
1
2Γ()
)2 , (44a)
Qprobe =
1
~
∑
α
1
2pi
∫ ∞
−∞
d 
× ΓprobeΓα() (fprobe − fα)(
− (imp − µ)− 12Λ()
)2
+
(
1
2Γ()
)2 , (44b)
where due to the assumption of a weakly coupled probe
lead Λ() and Γ() do not include the contribution due
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FIG. 8. (Color online) Comparison of the local temperature
in the TM and the LB approach. The relative local tem-
perature differences ψprobe are plotted against the relative
temperature bias ψ. In the upper panel, the TM field or
temperature bias is only applied to the left lead. The dashed,
black line depicts the approximation ψprobe ≈ 0.5ψ, which
corresponds to taking the average between the two leads as
estimate for the temperature at the impurity. In the lower
panel, the temperature bias is applied symmetrically to the
left and right leads, i.e., the temperature in the right lead is
change by the same amount as in the left lead but in the oppo-
site direction. Accordingly, a simple estimate of the relative
temperature difference at the impurity ψprobe = 0, which is
shown by the horizontal dashed, black line. The circles (red
curve, labeled “TM”) show ψprobe in the TM approach and
the squares (green curve, labeled “LB”) in the LB approach.
to the probe lead. The zero-current conditions take the
neat form∑
α
1
2pi
∫ ∞
−∞
d Dα()fα =
1
2pi
∫ ∞
−∞
d D()fprobe , (45a)
∑
α
1
2pi
∫ ∞
−∞
d Dα()fα =
1
2pi
∫ ∞
−∞
d D()fprobe , (45b)
where we introduced the density of states
D() =
∑
α
Dα() (46a)
Dα() =
Γα()(
− (imp − µ)− 12Λ()
)2
+
(
1
2Γ()
)2 . (46b)
Note that Eqs. (45) does not depend on the specific value
of the decay rate to the probe lead.35 The conditions
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given in Eqs. (45) determine the potential bias Uprobe and
the relative temperature bias ψprobe = δTprobe/T that
enter in the occupation function fprobe. It is important
to realize that these equations are nonlinear, i.e., finding
the potential and temperature bias that yield vanishing
particle and heat currents is nontrivial.36
Interestingly, the left-hand side of Eq. (45a) corre-
sponds to the long-time limit of the particle density of
the impurity site and, similarly, the left-hand side of Eq.
(45b) corresponds to the long-time limit of the energy
density of the impurity site. Note that the long-time lim-
its of the density and energy density correspond to the
long-time limit in the absence of the probe lead. Fur-
ther details on the definition of the energy density of the
impurity site are given in Appendix D. Moreover, the
right-hand side of Eq. (45a) can be interpreted as the
density of the impurity site in equilibrium with a bath at
temperature Tprobe and chemical potential Uprobe. The
right-hand side of Eq. (45b) is the energy density of the
impurity site under the same equilibrium conditions. Ac-
cordingly, the zero-current conditions, Eq. (45), are iden-
tical to asking the question: what is the temperature and
the chemical potential that reproduce the steady-state
particle density and energy density of the device under
equilibrium conditions?
It should be emphasized that the potential and tem-
perature biases applied to the other leads enter in the
definition of the density of states [cf. Eq. (46a)] via Γα()
and Λα(). We remind the reader that the difference be-
tween the LB and the TM approaches manifests itself
in two places. Firstly, in the TM approach, the density
of states depends on the applied TM field and potential
biases, whereas in the LB approach only the applied po-
tential biases enter in the density of states. Secondly, the
difference shows up in the way the probe potential and
temperature bias appear in the occupation function, i.e.,
fTMprobe = fT
(

1 + ψprobe
− Uprobe
)
= fTprobe (− (1 + ψprobe)Uprobe) , (47a)
fLBprobe = fTprobe (− Uprobe) . (47b)
As a specific example we consider the setup shown in
Fig. 7. In order to simplify the analysis, we only apply a
temperature bias and employ the zero-current conditions
(45) to find the effective local potential Uprobe and the
effective local temperature Tprobe = T (1 + ψprobe). By
symmetry, the local potential Uprobe of the probe lead
vanishes. In Fig. 8, we show the local temperature in the
TM and the LB approaches for two scenarios. The upper
panel corresponds to the situation where the temperature
of the left lead is changed while the temperature of the
right lead is kept constant. The lower panel depicts a sit-
uation when the temperature in the right lead is changed
by the same amount as the temperature in the left lead,
but in the opposite direction. The simplest estimate of
the local potential and the local temperature is provided
by the mean of the applied potential and temperature bi-
ases, respectively; this is shown by the dashed black line
in Fig. 8. However, we see that in this model and under
the bias conditions described above, the local effective
temperature is always lower than the average between
the left and right temperature. The deviation from the
simple estimate at finite ψ is much stronger in the TM
approach than in the LB approach.
The fact that the temperature of the probe is not equal
to the average temperature is clearly a nonlinear effect.37
It is the nonuniformity of the temperature that breaks
the symmetry between the left and right halves of the
system and allows the temperature of the junction to
be closer to the temperature of one reservoir than to the
temperature of the other. Explicitly this can be seen from
Eq. (45). Even if we take the density of states Dα to be
constant, the conditions imply that we are searching for
the temperature and potential of a single Fermi function
that reproduces the zeroth (density) and first moment
(energy density) of a sum of Fermi functions.
VII. DISCUSSION AND CONCLUSION
In this paper, we have compared the standard LB ap-
proach to thermoelectric transport to a novel approach
based on Luttinger’s idea to describe temperature differ-
ences via the TM field ψ. We have shown that, in fact,
the TM approach encompasses the LB approach when
the TM field is applied in the initial preparation of the
system. However, the TM approach allows, in addition,
for a dynamical description of temperature variations.
An interesting question is related to what extent a dy-
namical TM field may be realized physically. A possible
scenario in which a dynamical TM field seems to be ap-
propriate is the process of an adiabatic compression. In
terms of the model tight-binding Hamiltonian–employed
in this paper–an adiabatic compression corresponds to
suddenly squeezing the atoms, described in terms of a
tight-binding chain. Since then the atoms are closer to
each other the hopping amplitude will increase, which,
in turn, is precisely what the TM field, switched on at
t = 0, describes.
In the present work, we have only discussed the TM
field applied to noninteracting electrons. However, we
point out that in the framework of our recently pro-
posed thermal DFT,10 this suffices to address thermo-
electric transport of interacting fermions, since the in-
teracting problem is mapped onto a noninteracting sys-
tem, the so-called Kohn-Sham system. The TM field
in the Kohn-Sham system effectively describes the in-
fluence of electron-electron interactions on the heat and
particle transport. We stress that simply applying the
usual time-dependent DFT38–40 to thermoelectric trans-
port ignores the influence of the electron-electron interac-
tions on thermoelectric transport, since by construction
it only focuses on the charge degree of freedom, i.e., the
particle (charge) density. In our recently proposed ther-
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mal DFT there will be, in general, a nontrivial TM field
in the KS system even if there is no dynamical TM field
in the physical system.
As a concrete application we have presented the com-
putation of an effective local temperature. This is of
interest for the theoretical modeling of recent thermal
scanning microscopy experiments where length scales at
which quantum mechanical oscillations become impor-
tant are accessible.37 Surely the presented results are
mostly a proof of concept for the computation of a local
temperature. A more detailed investigation on more re-
alistic devices, including multiple states in the scattering
region is currently underway. Furthermore, the employed
definition of the local temperature via a local probe un-
der zero particle (charge) current and zero heat current
seems to be somewhat artificial, since there is no experi-
mental ammeter for heat/energy currents (the only way
to ensure the heat current vanishes is to wait for local
equilibration to occur). We are confident that the pre-
sented work paves the way for a fully microscopic descrip-
tion of the combined charge and energy transport carried
by electrons including the effect of electron-electron in-
teractions via thermal DFT.
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Appendix A: Long-time limit of the particle current
Here, we present the explicit derivation of the long-
time limit of the particle current. Combining Eqs. (13a)
and (19), we obtain
Iα(t) =
~
pi
∑
k
Re
[
Vα,k
∑
λ,λ′
∫ ∞
−∞
d f()
(G¯Aλ,λ′()− G¯Rλ,λ′())
× 1
2pi
∫ ∞
−∞
dω e−iω(t−t0)
1
2pi
∫ ∞
−∞
dω′ eiω
′(t−t0)
× G˜R0,λ(~ω)G˜Aλ′,(α,k)(~ω′)
]
, (A1)
where the difference between the Green’s functions
G¯A/Rλ,λ′ () and G˜A/Rλ,λ′ () has been explained after Eq. (19).
As we have mentioned in Sec. III, we will only keep con-
tributions arising from the poles of the free propagators
g¯
A/R
α,k () and g˜
A/R
α,k () on which the functions G¯A/Rλ,λ′ () and
G˜A/Rλ,λ′ () depend [cf. Eqs. (16)]. We first consider the con-
tribution of the retarded Green’s function on the right-
hand side of Eq. (A1). Using Eq. (16b), we obtain
lim
t→∞
~
2pi
∫ ∞
−∞
dω e−iω(t−t0)G˜R0,λ(~ω) (A2)
= −i lim
t→∞ δλ(α
′,k′)V
?
α′,k′e
−i˜α′,k′ (t−t0)/~G˜R0,0(˜α′,k′) ,
which tells us that the summation over λ is restricted
to the leads. The impurity Green’s function is broad-
ened by the presence of the leads [cf. Eq. (16a), Sec. II],
and its contribution to Eq. (A2) vanishes in the long-
time limit. Next, we consider the contribution due the
advanced Green’s function in Eq. (A1),
lim
t→∞
~
2pi
∫ ∞
−∞
dω eiω(t−t0)
∑
k
Vα,kG˜Aλ′,(α,k)(~ω) (A3)
= i lim
t→∞ δλ
′(α′′,k′′)Vα′′,k′′e
i˜α′′,k′′ (t−t0)/~
×
(
δαα′′ + G˜A0,0(˜α′′,k′′)Σ˜Aα (˜α′′,k′′)
)
.
To obtain this expression, we have used Eqs. (15b) and
(16d). The summation over k allows us to identify the
self-energy ΣAα (~ω), which is a well-behaved function
with no pole. Accordingly we can disregard the term
in which λ′ refers to the impurity site in the long-time
limit. This is the essential point in the derivation of the
long-time limit as discussed in the first paragraph of Sec.
III. The interested reader may find a more careful dis-
cussion in Appendix B. Using Eqs. (A2) and (A3), we
obtain the intermediate result
lim
t→∞
∑
k
Vα,kG<0,(α,k)(t, t) (A4)
= lim
t→∞
∑
α′,k′
∑
α′′,k′′
V ?α′,k′Vα′′,k′′e
−i(˜α′,k′−˜α′′,k′′)(t−t0)/~
× 1
2pi~
∫ ∞
−∞
d f()
(
G¯A(α′,k′),(α′′,k′′)()− G¯R(α′,k′),(α′′,k′′)()
)
× G˜R0,0(˜α′,k′)
(
δαα′′ + G˜A0,0(˜α′′,k′′)Σ˜Aα (˜α′′,k′′)
)
.
In order to proceed, we consider the difference of the
equilibrium Green’s functions,
G¯A(α′,k′),(α′′,k′′)()− G¯R(α′,k′),(α′′,k′′)() (A5)
= δα′α′′δk′k′′
(
g¯Aα′,k′()− g¯Rα′,k′()
)
+
(
g¯Aα′,k′()Vα′,k′ G¯A0,0()V ?α′′,k′′ g¯Aα′′,k′′()
− g¯Rα′,k′()Vα′,k′ G¯R0,0()V ?α′′,k′′ g¯Rα′′,k′′()
)
,
where we have used Eq. (16d). The first two terms yield
the density of states of the uncontacted leads. The re-
maining terms are due to the fact that we are working
in the partition-free approach to transport, i.e., the leads
are at all times coupled to the impurity and, hence, the
density of states is broadened due to the coupling of lead
α to all the other leads via the impurity site. However, in
the long-time limit, the contribution due to this broaden-
ing of the leads is negligible, which is shown explicitly in
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Appendix B. This implies that the steady-state current is
insensitive on whether we are working in the partitioned
or the partition-free approach, even if the broadening,
present in the initial state, surely affects the transient
currents. Accordingly, Eq. (A4) simplifies to
lim
t→∞
∑
k
Vα,kG<0,(α,k)(t, t) (A6)
= i~
∑
α′,k′
|Vα′,k′ |2
∫ ∞
−∞
d f()δ(− ¯α′,k′)
× G˜R0,0(˜α′,k′)
(
δαα′ + G˜A0,0(˜α′,k′)Σ˜Aα (˜α′,k′)
)
.
It is important to realize that the δ function due to
the density of states contains the equilibrium dispersion,
whereas all other Green’s functions and self-energies con-
tain ˜α,k. However, we can shift the integration vari-
able → 1+ψα′ − Uα′ to transform the dispersion in the
δ function into ˜α′,k′ .
41 Defining
Γα() ≡ 2Im
[
Σ˜Aα ()
]
= 2pi
∑
k
|Vα,k|2 δ(− ˜α,k) , (A7)
we arrive at
lim
t→∞
∑
k
Vα,kG<0,(α,k)(t, t) (A8)
= i~
∑
α′
1
2pi
∫ ∞
−∞
d f
(

1 + ψα′
− Uα′
)
× Γα′()G˜R0,0()
(
δαα′ + G˜A0,0()Σ˜Aα ()
)
.
Introducing the abbreviation
fα = fT
(

1 + ψα
− Uα
)
, (A9)
for the shifted occupations, and
Λα() = 2Re
[
Σ˜A/Rα ()
]
, (A10)
for the real part of the embedding self-energies, we get the
final form for the long-time limit of the particle current:
Iα ≡ lim
t→∞ Iα(t) =
1
~
∑
α′
1
2pi
∫ ∞
−∞
d fα′
× Γα′()Γ()δαα′ − Γα′()Γα()(
− (imp − µ)− 12Λ()
)2
+
(
1
2Γ()
)2 . (A11)
Appendix B: Derivation of the initial state memory
loss
In this appendix, we show explicitly that the broad-
ening of the density of states in the initial equilibrium
density matrix can be neglected in the long-time limit.
Let us first recall that the broadening is due to the fact
that the initial ensemble is computed in the presence of
the tunneling amplitudes Vα,k. In Appendix A we have
seen that this results in a contribution of the form
g¯
A/R
α′,k′()Vα′,k′ G¯A/R0,0 ()V ?α′′,k′′ g¯A/Rα′′,k′′() , (B1)
to Eq. (A5), which adds to the density of states due to
the bare Green’s function. We stress that in Eq. (B1) all
the Green’s functions are either retarded or advanced.
When the contribution of Eq. (B1) is plugged into Eq.
(A4), it combines with the two summation over (α′, k′)
and (α′′, k′′). The resulting term can be written as∑
α′,k′
∑
α′′,k′′
V ?α′,k′Vα′′,k′′e
−i(˜α′,k′−˜α′′,k′′)(t−t0)/~
× g¯A/Rα′,k′()Vα′,k′ G¯A/R0,0 ()V ?α′′,k′′ g¯A/Rα′′,k′′()
F(˜α′,k′ , ˜α′′,k′′) , (B2)
where the function F(˜α′,k′ , ˜α′′,k′′) is [cf. Eq. (A4)]
F(˜α′,k′ , ˜α′′,k′′) = δαα′′ G˜R0,0(˜α′,k′)
+ G˜R0,0(˜α′,k′)G˜A0,0(˜α′′,k′′)Σ˜Aα (˜α′′,k′′) .
(B3)
and represents the contribution due to the Green’s func-
tion of the time propagation. Next, we use the identity∑
k
|Vα,k|2 F(˜α,k)
=
∫ ∞
−∞
d
∑
k
|Vα,k|2 δ(− ˜α,k)F()
=
1
2pi
∫ ∞
−∞
d Γα()F() , (B4)
twice to transform Eq. (B2) into∑
α′
∑
α′′
1
2pi
∫ ∞
−∞
d′ e−i
′(t−t0)/~ 1
2pi
∫ ∞
−∞
d′′ ei
′′(t−t0)/~
× Γα′(′)Γα′′(′′)F(′, ′′)G¯A/R0,0 ()
× g¯A/Rα′,′()g¯A/Rα′′,′′() . (B5)
Note that we have used Eq. (B4) to replace ¯α′,k′ →
′/(1 + ψα′) − Uα′ and ¯α′′,k′′ → ′′/(1 + ψα′′) − Uα′′ .
Furthermore, we have defined
g¯
A/R
α′,′() =
1 + ψα′
(1 + ψα′)(+ Uα′)− ′ ∓ iη
= −g¯R/Aα′,+Uα′
(
′
1 + ψα′
)
. (B6)
We can see that when g¯
A/R
α′,′() is viewed as a function of
′ it changes its character from advanced to retarded and
vice versa. The exponential functions on the right-hand
side of Eq. (B5) force us to close the contour in the lower
half of the complex plane for ′ and in the upper half for
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FIG. 9. (Color online) ) Plot showing the real and imaginary
part of the embedding self-energy for a lead modeled by a
tight-binding chain in the limit of infinite sites.
′′. Since the poles of the free propagators occur on the
same side of the complex plane, the product of the two
integrals vanishes identically in the long-time limit.
We conclude this appendix by pointing out that the
crucial assumption–underlying the results of the long-
time limit presented in this appendix and in Sec. (III)–
is that the imaginary part of the embedding self-energy
Γα() is a well-behaved function. Formally, however, it
is given as a sum over δ functions peaked at the disper-
sion α,k. It is crucial to take a continuum limit before
the long-time limit. In the continuum limit, all ener-
gies α,k get infinitesimally close, i.e., there are no bound
states outside the continuum. As an example, we show
in Fig. 9 the real and imaginary parts of the embedding
self-energy due to a lead modeled by an infinite tight-
binding chain. In all numeric calculations, we have used
this tight-binding model for the leads.
Appendix C: Long-time limit of the energy current
Combining Eqs. (13b) and (19), we get the following
expression for the energy current:
Jα(t) =
~
pi
∑
k,λ,λ′
¯α,kRe
[
Vα,k
×
∫ ∞
−∞
d f()
(G¯Aλ,λ′()− G¯Rλ,λ′())
× 1
2pi
∫ ∞
−∞
dω e−iω(t−t0)
1
2pi
∫ ∞
−∞
dω′ eiω
′(t−t0)
× G˜R0,λ(~ω)G˜Aλ′,(α,k)(~ω′)
]
. (C1)
Formally, the only difference compared to Eq. (A1) is
the inclusion of the equilibrium dispersion ¯α,k in the
summation over k. Hence the derivation of the long-time
limit of the energy current Jα ≡ limt→∞ Jα(t) proceeds
along the same lines as the calculation of the particle
current Iα performed in Appendix A. We emphasize that
the presence of the additional factor ¯α,k does not alter
the analytic properties determining which terms remain
in the long-time limit. For example, Eq. (A3) now turns
into
lim
t→∞
~
2pi
∫ ∞
−∞
dω eiω(t−t0)
∑
k
¯α,kVα,kG˜Aλ′,(α,k)(~ω) (C2)
= i lim
t→∞ δλ
′(α′′,k′′)Vα′′,k′′e
i˜α′′,k′′ (t−t0)/~
×
(
δαα′′
(
˜α′′,k′′
1+ψα′′
− Uα′′
)
+ G˜A0,0(˜α′′,k′′)
×
(
1
1+ψα
T˜ Aα (˜α′′,k′′)− UαΣ˜Aα (˜α′′,k′′)
))
.
Here we have replaced the equilibrium dispersion ¯α,k
with the dispersion effective during time evolution ˜α,k
by using the relation
¯α,k =
˜α,k
1 + ψα
− Uα . (C3)
Compared to Eq. (A3) the first term of Eq. (C2) has
acquired an additional factor due to the equilibrium dis-
persion, while in the second term the advanced self-
energy has been replace by a combination of the advance
“energy-scaled” self-energy T˜ Aα and the usual self-energy.
Explicitly, we have defined
T A/Rα () ≡
∑
k
k |Vα,k|2 gA/Rα,k ()
=
∑
k
|Vα,k|2 α,k − + 
− α,k ∓ iη
= ΣA/Rα ()−
∑
k
|Vα,k|2
= ΣA/Rα ()− lim
→∞ Σ
A/R
α () . (C4)
The “tilde” of T˜ Aα in Eq. (C2) indicates, by our conven-
tion, the use of the bare Green’s function g˜α,k() and the
dispersion ˜α,k in definition Eq. (C4).
The steps from Eqs. (A4)–(A8) can be directly re-
peated for the energy current without any additional
complications. The final expression for the energy cur-
rent only involves the imaginary part of T˜α and, hence,
can be written in the following compelling form:
Jα =
1
~
∑
α′
1
2pi
∫ ∞
−∞
d
(

1 + ψα
− Uα
)
fα′
× Γα′()Γ()δαα′ − Γα′()Γα()(
− (imp − µ)− 12Λ()
)2
+
(
1
2Γ()
)2 . (C5)
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Appendix D: Definition of the impurity energy
density
We define the intrinsic (kinetic) contribution to the
energy density of the impurity as
h0(t) =
1
2
∑
α,k
(
Vα,k
〈
φˆ†α,k(t)φˆ0(t)
〉
+ h.c.
)
, (D1)
where we adopt the convention to assign half the energy
associate with the hopping from the leads to the device
to the impurity site. This implies that the calculation of
the intrinsic impurity energy density is actually the same
as the calculation of the particle current, i.e., we have
∑
α,k
Vα,kG<0,(k,α)(t, t) = 12
∑
α
Iα(t) +
i
~h0(t) . (D2)
From the result obtained in Appendix A, we get the long-
time limit h0 = limt→∞ h0(t) of the intrinsic impurity
energy density,
h0 =
∑
α
1
2pi
∫ ∞
−∞
d fα [− (imp − µ)]Dα() , (D3)
Dα() =
Γα()(
− (imp − µ)− 12Λ()
)2
+
(
1
2Γ()
)2 . (D4)
The first term of Eq. (D3) can be identified as the long-
time limit of the total energy of the impurity site hQ0 and
the remaining terms correspond to the potential energy,
which is proportional to the density of the impurity site,
i.e.,
hQ0 =
∑
α
1
2pi
∫ ∞
−∞
d fαDα()
= h0 + (imp − µ)n0 , (D5)
where we introduced the long-time limit of the impurity
density
n0 =
∑
α
1
2pi
∫ ∞
−∞
d fαDα() . (D6)
The equilibrium density and total energy density of the
impurity site are given by similar expressions,
[n0]eq =
1
2pi
∫ ∞
−∞
d fT () [D()]eq , (D7a)[
hQ0
]
eq
=
1
2pi
∫ ∞
−∞
d fT () [D()]eq , (D7b)
where [D()]eq indicates that Λ() and Γ() are evaluated
at vanishing potential and TM field biases.
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