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В статье рассматриваются три задачи о функциях, определяющих площади, и 
устанавливаются удобные критерии существования экстремумов таких функций. Эти 
критерии оказываются полезны при решении практической задачи оптимизации графиков 
технического перевооружения тепловых электростанций. 
Задача 1. Заданы две непрерывные неотрицательные на отрезке [a; b] функции f1(t) 
и f2(t). Для значения x из отрезка [a; b] рассматривается площадь S(x) = S1(x) + S2(x), где 
S1(x) – площадь криволинейной трапеции, ограниченной снизу отрезком [a; x], сверху – 
графиком функции f1(t) и с боков – прямыми t = a и t = x; S2(x) – площадь криволинейной 
трапеции, ограниченной снизу отрезком [x; b], сверху – графиком функции f2(t) и с боков 
– прямыми t = x и t = b (рис.1). Таким образом, S(x) представляет собой функцию 
переменной x, определённую на отрезке [a; b]. Требуется исследовать эту функцию на 
экстремумы. 
 
Рис.1. Площадь, определяемая функцией S(x) 
 
Теорема 1.1.  Если функция S(x) имеет экстремум в точке xо, то f1(xо) = f2(xо). 
Эта теорема утверждает, что равенство f1(xо) = f2(xо) является необходимым 
условием существования экстремума функции S(x) в точке xо. Таким образом, экстремумы 
функции S(x) возможны только в тех точках интервала (a; b), которые отвечают точкам 
пересечения графиков функций f1(t) и f2(t) (так, в случае, отражённом на рис. 1, имеется 
единственная такая точка xо). 
Доказательство теоремы 1.1 опирается на хорошо известную [1]  теорему о 
производной интеграла по переменному верхнему пределу: производная определённого 
интеграла по переменному верхнему пределу равна подынтегральной функции, в которую 
вместо переменной интегрирования подставлено значение верхнего предела. В силу 
известных свойств определённого интеграла (в числе которых геометрический смысл 
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 Поэтому S1′(x) = f1(x), S2′(x) = – f2(x) и, следовательно, S′(x) = f1(x) – f2(x). Необходимым 
условием существования экстремума дифференцируемой функции является равенство 
нулю её производной [1]. Таким образом, если функция S(x) имеет экстремум в точке  xо, 
то S′(xо) = 0, т. е. f1(xо) – f2(xо) = 0, что и означает f1(xо) = f2(xо). Теорема доказана. 
Теорема 1.2. Пусть в точке xо, принадлежащей интервалу (a; b), выполнено условие 
f1(xо) = f2(xо) и существуют производные f1′(xо) и  f2′(xо), тогда 
а) если f1′(xо) > f2′(xо), то в точке xо функция S(x) имеет минимум; 
б) если f1′(xо) < f2′(xо), то в точке xо функция S(x) имеет максимум. 
Эта теорема устанавливает достаточные условия существования экстремума 
функции S(x). Она утверждает, что точка пересечения графиков функций f1(t) и f2(t) будет 
определять экстремум функции S(x), если эти графики в данной точке действительно 
пересекаются, а не касаются. При этом минимум функции S(x) будет иметь место в том 
случае, когда до точки пересечения график функции f1(t) проходит ниже графика функции 
f2(t), а после точки пересечения – выше (соответственно, максимум будет иметь место в 
том случае, когда до точки пересечения график функции f1(t) проходит выше графика 
функции f2(t), а после точки пересечения – ниже). Так, в соответствии с этим критерием, 
точка xо является точкой минимума функции S(x)  
(см. рис. 1). 
Доказательство теоремы 1.2 опирается на второй достаточный признак 
существования экстремума [1], который утверждает: 
1) если первая производная функции в некоторой точке равна нулю, а вторая её 
производная в этой точке больше нуля, то эта функция в данной точке имеет минимум; 
2) если первая производная функции в некоторой точке равна нулю, а вторая её 
производная в этой точке меньше нуля, то эта функция в данной точке имеет максимум. 
Выше было установлено, что S′(x) = f1(x) – f2(x), поэтому S″(x) = f1′(x) – f2′(x). 
Таким образом, условия f1(xо) = f2(xо) и f1′(xо) > f2′(xо) означают, что S′(xо) = 0 и S″(xо) > 0, и 
это в силу (1) доказывает утверждение а теоремы 1.2. Точно так же условия  
f1(xо) = f2(xо) и f1′(xо) < f2′(xо) означают, что S′(xо) = 0 и S″(xо) < 0, и это в силу 
утверждения 2 доказывает утверждение б теоремы 1.2. 
Теорема 1.3:  
а) если функция f1(t) на отрезке [a; b] возрастает, а  функция f2(t) на этом отрезке 
убывает, и для точки xо, лежащей внутри этого отрезка, f1(xо) = f2(xо), то xо является 
точкой минимума функции S(x) и при этом других экстремумов функция S(x) не имеет; 
б) если функция f1(t) на отрезке [a; b] убывает, а функция f2(t) на этом отрезке 
возрастает, и для точки xо, лежащей внутри этого отрезка, f1(xо) = f2(xо), то xо является 
точкой максимума функции S(x) и при этом других экстремумов функция S(x) не имеет. 
Доказательство утверждения а. Пусть функция f1(t) возрастает, а функция f2(t) 
убывает на отрезке [a; b], точка xо лежит внутри этого отрезка и f1(xо) = f2(xо), тогда 
производная S′(x) = f1(x) – f2(x) в точке xо обращается в ноль. Если x < xо, то f1(x) < f1(xо) и 
f2(x) > f2(xо), и потому S′(x) = f1(x) – f2(x) < f1(xо) – f2(xо) = 0. Если x > xо, то f1(x) > f1(xо) и 
f2(x) < f2(xо), и потому S′(x) = f1(x) – f2(x) > f1(xо) – f2(xо) = 0. Таким образом, производная 
S′(x) при переходе через точку xо меняет знак с минуса на плюс, и в силу первого 
достаточного признака существования экстремума [1] функция S(x) имеет в этой точке 
минимум. Других экстремумов функция S(x) иметь не может в силу теоремы 1.1 
(поскольку не может быть других точек пересечения графиков функций f1(x) и f2(x), кроме 
только точки с абсциссой xо). 
Подобным же образом может быть доказано и утверждение б теоремы 1.3. 
Задача 2. Рассматриваются функции f1(t) и f2(t) из задачи 1, однако вместо функции 
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2 xS  выражает собой площадь криволинейной трапеции, ограниченной 
снизу отрезком [x; b], а сверху – сдвинутым на x единиц вправо вдоль оси t графиком 
функции y = f2(t). Можно представить себе график функции y = f2(t) нарисованным на 
картонке, которая закрывает график функции y = f1(t); эта картонка сдвигается вправо, 
открывая слева от себя график функции y = f1(t), но обрезается при этом справа 
неподвижной границей t = b. Площадь возникающей таким образом криволинейной 
трапеции, имеющей основанием отрезок [a; b], и выражает собой функция )(
~
xS  (рис. 2). 
Теорема 2.1. Если функция )(
~
xS  имеет экстремум в точке xо, то f1(xо) = f2(b – xо). 
Эта теорема указывает необходимое условие существования экстремума функции 
)(
~
xS  в точке xо – таким условием является равенство f1(xо) = f2(b – xо)  
(на рис. 2 ему отвечает равенство длин отрезков h1 и h2). 
Доказательство теоремы 2.1 подобно доказательству теоремы 1.1. Интеграл, 
определяющий функцию )(
~
2 xS , может быть преобразован при помощи замены 













Отсюда при помощи теоремы о производной интеграла по переменному верхнему 
пределу и правил дифференцирования сложной функции [1] находим  
)(
~
2 xS  = – f2(b – x). Поскольку ранее было установлено, что S1′(x) = f1(x), то )(
~
xS  = f1(x) – – 
f2(b – x). Необходимым условием существования экстремума функции )(
~
xS  в точке xо 
является равенство )(
~
0xS  = 0, т. е. равенство f1(xо) – f2(b – xо) = 0, которое равносильно 
равенству f1(xо) = f2(b – xо). Теорема доказана. 
Теорема 2.2. Пусть в точке  xо, принадлежащей интервалу (a; b), выполнено 
условие f1(xо) = f2(b – xо) и существуют производные f1′(xо) и f2′( b – xо), тогда 
а) если f1′(xо) + f2′(b – xо) > 0 , то в точке xо функция )(
~
xS  имеет минимум; 
б) если f1′(xо) + f2′(b – xо) < 0, то в точке xо функция )(
~








Эта теорема устанавливает достаточные условия существования экстремума 
функции )(
~
xS . Она подобна теореме 1.2 и может быть доказана похожим образом: в силу 
правила дифференцирования сложной функции [f2(b – x)]′ = f2′(b – x)·(b – x)′ = =f2′(b – x), 
поэтому )(
~
xS  = [f1(x) – f2(b – x)]′ = f1′(x) + f2′(b – x) и отсюда в силу второго достаточного 
признака существования экстремума  следуют оба утверждения теоремы. 
Теорема 2.3:  
а) если функции f1(t) и f2(t) на отрезке [a; b] возрастают и для точки  xо, лежащей 
внутри этого отрезка, f1(xо) = f2(b – xо), то xо является точкой минимума функции )(
~
xS  и 
при этом других экстремумов функция )(
~
xS  не имеет; 
б) если функции  f1(t) и  f2(t) на отрезке [a; b] убывают и для точки xо, лежащей 
внутри этого отрезка, f1(xо) = f2(b – xо), то xо является точкой максимума функции )(
~
xS  и 
при этом других экстремумов функция )(
~
xS  не имеет. 
Доказательство утверждения а. Пусть функции f1(t) и f2(t) возрастают на отрезке [a; 
b], точка xо лежит внутри этого отрезка и  f1(xо) = f2(b – xо), тогда производная )(
~
xS  , 
равная разности f1(x) – f2(b – x), в точке xо обращается в ноль. Если x < xо, то f1(x) < f1(xо) и 
f2(b – x) > f2(b – xо), и потому )(
~
xS  = f1(x) – f2(b – x) < f1(xо) – f2(b – xо) = 0. Если x>xо, то  
f1(x)>f1(xо) и f2(b – x) < f2(b – xо), и потому )(
~
xS  = f1(x) – f2(b – x) > f1(xо) – f2(b – xо) = 0.  
 
Таким образом, производная )(
~
xS   при переходе через точку xо меняет знак с 
минуса на плюс, и в силу первого достаточного признака существования экстремума 
функция )(
~
xS  имеет в этой точке минимум. Других экстремумов функция )(
~
xS иметь не 
может в силу теоремы 2.1. В самом деле, условие f1(x) = f2(b – x) не может быть 
выполнено в другой точке, кроме только одной точки xо, так как при x < xо всегда будет  
f1(x) < f1(xо) = f2(b – xо) < f2(b – x), а при x > xо всегда будет f1(x) > f1(xо) = f 2(b – xо) > f2(b – x). 
Подобным же образом может быть доказано и утверждение б теоремы 2.3. 
Задача 3. В этой задаче, по сравнению с предыдущей, вводится специальный 
параметр задержки  , удовлетворяющий условию 0  <   < b – a , и функция  
)(
~~
xS  = )(
~
1 xS + )(
~
2 xS , где )(
~









Таким образом, площадь )(
~~
xS  получается из площади )(
~
xS  исключением той её 
части, которая опирается на отрезок [x – ; x] (как раз именно эта задача имеет 
практические приложения, связанные с оптимизацией графиков перевооружения 
тепловых электростанций: временной интервал   соответствует времени технического 

























Теорема 3.1. Если функция )(
~~
xS имеет экстремум в точке xо, то f1(xо –  ) = f2(b – xо). 
Эта теорема подобна теореме 2.1. Она устанавливает необходимое условие 
существования экстремума функции )(
~~
xS  в точке xо – таким условием является равенство  
f1(xо –  ) = f2(b – xо) (на рис. 3 ему отвечает равенство длин отрезков h1 и h2). 
Доказательство теоремы 3.1 также подобно доказательству теоремы 2.1. Легко 
видеть, что )(
~
1 xS  ) = f1(x – ). Поскольку )(
~
2 xS  = – f2(b – x), то )(
~~
xS  = f1(x – ) – – f2(b – 
x). Необходимым условием существования экстремума функции )(
~~
xS  в точке xо 
является равенство )(
~~
0xS  = 0, т. е. равенство f1(xо – ) – f2(b – xо) = 0, которое 
равносильно заключению доказываемой теоремы. 
Теорема 3.2. Пусть в точке xо выполнено условие f1(xо –  ) = f2(b – xо) и 
существуют производные f1′(xо – ) и f2′( b – xо), тогда 
а) если  f1′(xо – ) + f2′(b – xо) > 0 , то в точке xо функция )(
~~
xS  имеет минимум; 
б) если f1′(xо –  ) + f2′(b – xо) < 0, то в точке xо функция )(
~~
xS  имеет максимум. 
Эта теорема, устанавливающая достаточные условия существования экстремума 
функции )(
~~
xS , подобна теореме 2.2. Утверждения этой теоремы вытекают из  
)(
~~
xS   = f1′(x –  ) + f2′(b – x) и второго достаточного признака существования экстремума. 
Теорема 3.3:  
а) если функции f1(t) и f2(t) на отрезке [a; b] возрастают и для точки xо из интервала 
(a  ; b) выполнено условие f1(xо – ) = f2(b – xо), то xо является точкой минимума 
функции )(
~~
xS  и при этом других экстремумов функция )(
~~
xS  не имеет; 
б) если функции f1(t) и f2(t) на отрезке [a; b] убывают и для точки xо из интервала (a
 ; b) выполнено условие f1(xо – ) = f2(b – xо), то xо является точкой максимума 
функции )(
~~
xS  и при этом других экстремумов функция )(
~~
xS  не имеет. 
Утверждение а этой теоремы может быть доказано так же, как утверждение а 
теоремы 2.3. Докажем утверждение б. 
Пусть функции f1(t) и f2(t) убывают на отрезке [a; b] и для точки xо из интервала (a
 ; b) выполнено условие f1(xо – ) = f2(b – xо), тогда производная )(
~~
xS  , которая равна 
разности  f1(x – ) – f2(b – x),  в точке xо обращается в ноль. Если x < xо,  
то f1(x – ) > f1(xо – ) и f2(b – x) < f2(b – xо), а следовательно )(
~~
xS  = f1(x – ) – f2(b – x) > > 
f1(xо – ) – f2(b – xо) = 0, т. е. слева от точки xо производная )(
~~
xS   положительна. Если x > 
xо, то f1(x –  ) < f1(xо – ) и f2(b – x) > f2(b – xо), а следовательно  )(
~~
xS  = f1(x – ) –  
– f2(b – x) < f1(xо – ) – f2(b – xо) = 0, то есть справа от точки xо производная )(
~~
xS   
отрицательна. Таким образом, производная )(
~~
xS   при переходе через точку xо меняет знак 
с плюса на минус, и в силу первого достаточного признака существования экстремума 
функция )(
~~
xS  имеет в этой точке максимум. Других экстремумов функция )(
~~
xS  иметь не 
может в силу теоремы 3.1. В самом деле, условие f1(x – ) = f2(b – x) не может быть 
выполнено в другой точке, кроме только точки xо, так как при x < xо всегда будет f1(x – ) 
> f1(xо – ) = f2(b – xо) > f2(b – x), а при x > xо всегда будет f1(x – ) < f1(xо –– ) = f2(b – xо) < 
f2(b – x). Теорема 3.3 доказана. 
Утверждение б теоремы 3.3 оказывается полезным при решении следующей 
практической задачи. Известны функция f1(t), описывающая изменение со временем 
вырабатываемой мощности тепловой электростанции до её технического перевооружения, 
функция f2(t), описывающая изменение со временем вырабатываемой мощности той же 
электростанции после её технического перевооружения, и время  , необходимое для 
выполнения этого технического перевооружения. Требуется выбрать момент t = x –  
начала технического перевооружения так, чтобы суммарная энергия )(
~~
xS , выработанная 
станцией до определённого срока t = b, была наибольшей. Более подробное обсуждение 
вопросов оптимизации графиков перевооружения тепловых электростанций можно найти 
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