Abstract. In this paper, we introduce DegExt, a graph-based languageindependent keyphrase extractor,which extends the keyword extraction method described in [6] . We compare DegExt with two state-of-the-art approaches to keyphrase extraction: GenEx [11] and TextRank [8] . Our experiments on a collection of benchmark summaries show that DegExt outperforms TextRank and GenEx in terms of precision and area under curve (AUC) for summaries of 15 keyphrases or more at the expense of a non-significant decrease of recall and F-measure. Moreover, DegExt surpasses both GenEx and TextRank in terms of implementation simplicity and computational complexity.
Introduction
Keyphrase extraction is defined as the automatic identification in a document of a set of terms that can be used to describe that document. Relevant extracted keyphrases, therefore, can be used to build an automatic index for a document collection, and they can be used for document representation in categorization or classification tasks. In addition, taken together, the keyphrases extracted from a certain document can function as an extractive summary of that document.
In this paper, we compare our graph-based extractor DegExt to two other approaches for keyphrase extraction-TextRank and GenEx-that are used in the extractive summarization of text documents. According to our problem statement, viable keyphrases are those that are listed in a gold standard document summary set. In the 1950s, Luhn [7] introduced a simple approach, based on using a frequency criterion, for selecting a document's keywords. Today, the stateof-the-art in keyword selection is represented by supervised learning methods, according to which a system is trained, based on lexical and syntactic features, to recognize keywords in a text.
The supervised learning approach for keyphrase extraction, first suggested by Turney [11] , entails the combination of parameterized heuristic rules with a genetic algorithm (GA) to create the GenEx system, which automatically identifies keywords in a document. GenEx uses a GA to learn the best parameters for the extractor algorithm, with parameter values for the extractor as the population and the precision of the extractor as the fitness function. GenEx is based on the traditional vector-space model and is language-dependent: as a supervised algorithm, it cannot be adapted to new languages or domains without retraining it on every new type of data, and requires a high-quality corpus of annotated documents. Fortunately, Turney has shown that GenEx does generalize well to other domains.
Witten et al. [12] introduced Kea, another supervised approach using a Naïve Bayesian Decision rule with two features: tf-idf and the distance of the word from the beginning of the text.
Hulth [3] improved keyword extraction with a machine learning algorithm by adding linguistic knowledge (such as syntactic features) to the document representation instead of relying exclusively on statistics. The author showed that the results of any selection approach can be dramatically improved by extracting NP-chunks instead of n-grams and by adding the POS tag(s) assigned to each term as a feature.
All of the above approaches are supervised, and each uses a classic vectorspace model for document representation. In contrast, Mihalcea and Tarau [8] introduced an unsupervised, graph-based keyphrase extractor called TextRank. TextRank utilizes a simple, syntactic graph-based representation for text documents, where nodes stand for unique non-stop words (more precisely, lexical units of a certain part of speech) connected by edges representing a co-occurrence relation, controlled by the distance between word occurrences: two vertices are connected if their corresponding words co-occur within a window of maximum N words, where N ∈ [2, 10] 3 . The main advantage of syntactic representation is its language-independency (given no syntactic filters) and simplicity-syntactic representation requires almost no language-specific linguistic processing. Mihalcea and Tarau [8] remark that vertices added to the graph can be restricted with syntactic filters, which select only lexical units of a certain part of speech. But for multilingual processing, TextRank can be run without syntactic filtering during the formative stages of document representation, and therefore, all words can be considered. Because we designed our experiments based on the results of Mihalcea and Tarau [8] , we ran TextRank with a syntactic filter that focused only on nouns and adjectives as the best filter according to their results. Vertex importance within a graph was determined using PageRank, a graph-based ranking algorithm [1] . Formally, given the document graph G(V, E), the score of a vertex V i is defined by the formula:
where In(V i ) is the set of vertices that connect with vertex V i , Out(V i ) is the set of vertices that vertex V i connects with (successors), and d is a damping factor that integrates, into the model, the probability of jumping from a given vertex to another random vertex in the graph. Usually, the damping factor is set to 0.85, which is the value used in TextRank implementation. The top ranked vertices are extracted as the keywords. Post-processing, in which adjacent document keywords are collapsed into multi-word keyphrases, is then performed.
Recent papers explore World Wide Web knowledge like Wikipedia in order to model documents as a semantic network. Grineva et al. [4] introduce titlecommunity approach that uses the Girvan-Newman algorithm to cluster phrases into communities and selects those phrases in the communities containing the title phrases as key phrases. Li et al. [5] propose a novel semi-supervised keyphrase extraction approach by computing the phrase importance in the semantic network, through which the influence of title phrases is propagated to the other phrases iteratively.
DegExt -Degree-based Extractor
Like TextRank, DegExt is an unsupervised, graph-based, cross-lingual keyphrase extractor. DegExt uses graph representation based on the simple graph-based syntactic representation of text and web documents defined in [10] ), which enhances the traditional vector-space model by taking into account some structural document features. The simple graph representation holds unlabeled edges representing order-relationship between the words represented by nodes. The stemming and stopword removal operations of basic text preprocessing are performed before graph building 4 . A single vertex is created for each distinct word, even if the word appears more than once in the text. Thus, each vertex label in the graph is unique.
Unlike original simple representation, where only a specified number of most frequent terms are added into graph, we don't have any constraints on the number of graph nodes. In our system, filtering of nodes may be specified by configurable parameters using the absolute number of nodes or ratio threshold. However, in our experiments we did not limit the number of nodes at all, in order to avoid the dependency on additional parameter.
Edges represent order-relationships between two terms: there is a directed edge from A to B if an A's term immediately precedes a B's term in any sentence of the document. However, in the event that sentence-terminating punctuation marks (periods, question marks, and exclamation points) are present between the two words, an edge is not created. In order to adapt the graph representation to multi-word keyphrase extraction, we label each edge by the IDs of sentences that contain both words in the specified order. This definition of graph edges is slightly different from co-occurrence relations used in [8] for building undirected Hurricane Gilbert Heads Toward Dominican Coast. 0 Hurricane Gilbert swept toward the Dominican Republic Sunday, and the Civil Defense alerted its heavily populated south coast to prepare for high winds, heavy rains and high seas.
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The storm was approaching from the southeast with sustained winds of 75 mph gusting to 92 mph. document graphs holding unlabeled edges, where the order of word occurrence is ignored and the size of the co-occurrence window varies between 2 and 10. Figure 1 shows a sample text (enumerated sentences) and its graph representation respectively.
This representation can be extended to many different variations like a semantic graph where nodes stand for concepts and edges represent semantic relations between them or a more detailed syntactic graph where edges and nodes are labeled by significant information like frequency, location, similarity, distance, etc. For HTML documents, edges may be labeled by section ids: title, which contains the text related to the document's title and any provided keywords (meta-data) and text, which comprises any of the readable text in the document.
The syntactic graph-based representations were shown by Schenker et al. [9] to perform better than the classical vector-space model on several clustering and classification tasks. We chose to use the simple representation as a basis in this work because it is relatively cheap in terms of processing time and memory resources while having provided nearly the best results for the two above text mining tasks.
The most connected nodes in a document graph are assumed by DegExt to represent the keywords. When document representation is complete, every node is ranked by the extent of its connectedness with the other nodes, and the top ranked nodes are then extracted. Intuitively, the most connected nodes, i.e., the top ranked nodes, represent the most salient words. According to the above representation, words that appear in many sentences that diverge contextually (i.e., the surrounding words change from sentence to sentence) will be represented by strongly connected nodes. This intuition was approved by experimental results in [6] , where different number of HITS iterations were tried and the best result was achieved after the first iteration, ranking nodes by their degree. Thus, we showed that applying ranking algorithms to document graphs (using the simplebased representation) does not improve the extractor performance on English corpora, but even makes it worse.
In order to identify keyphrases (as a sequences of adjacent keywords), DegExt scans the document graph during postprocessing marking all selected potential keywords in the graph, and sequences of adjacent keywords (up to 3) having the same label on edges between them are combined into a multi-word keyphrase. The posprocessing proposed by [8] is also applicable. The final rank for each phrase is calculated as an average between the ranks for each of its words. N (specified by the user) top-ranked phrases are extracted as keyphrases.
Since the DegExt algorithm is involved with constructing document representation, sorting graph nodes by degree, and identifying keyphrases, it has much lower computational complexity than TextRank, which needs additional time O(c(|E| + |V |)) to run PageRank. Here c is the number of iterations needed to converge, |E| is the number of edges, and |V | is the number of nodes (words) in a document graph. Representation building in both algorithms has the same computational complexity. When DegExt is used for document representation tasks without syntactic filtering, it is absolutely language-independent.
Experimental Results
All experiments were performed on the benchmark collection of summarized news articles provided by the 2002 Document Understanding Conference (DUC) [2] . This collection contains 533 English texts, each with an average of 2-3 abstracts (gold standard abstracts) per document. To evaluate the extraction results, we ran the keyphrase extractors on the DUC document collection and compared the extracted keyphrases against the gold standard abstracts. We used common metrics such as precision, recall, F-measure and AUC (Area Under Curve). Selected keyphrases that appeared in at least one abstract for a given document were considered true positives, selected keyphrases that did not appear in any abstract were false positives, keyphrases that were not selected and that did appear in the abstracts were considered false negatives, and keyphrases that were not selected and that did not appear in abstracts were considered true negatives. Since all evaluated extractors output keyphrases along with single words, we created an inverted index of phrases from the gold standard abstracts for comparison purposes. The average size 5 of the syntactic graphs compiled from the phrases extracted from these texts was 212, and it varied from 66 to 944.
Statistics on Six Decades of Oscar With PM-Oscar Nominations Bjt
The motion picture industry's most coveted award, Oscar, was created 60 years ago and 1,816 of the statuettes have been produced so far. Weighing 8{ pounds and standing 13{ inches tall, Oscar was created by MetroGoldwyn-Mayer studios art director Cedric Gibbons, who went on to win 11 of the trophies. Oscar, manufactured by the R.S. Owens Co., Chicago, is made of Britannia metal, copper plate, nickel plate and gold plate. From 1942 to 1944, the trophy was made of plaster, but winners were later presented with the real thing. According to the Academy of Motion Pictures Arts and Sciences, the only engraving mistake was in 1938 when the best actor trophy given to Spencer Tracy for ``Boy's Town'' read: ``Best Actor: Dick Tracy.'' The Academy holds all the rights on the statue and ``reserves the right to buy back an Oscar before someone takes it to a pawn shop,'' said Academy spokesman Bob Werden. The most-nominated film was ``All About Eve'' in 1950. It got 14 nominations.`B en-Hur'' in 1959 was the most-awarded film with 11, and Walt Disney was the most-awarded person with 32. Figure 7 demonstrates the precision, recall, F-measure, and AUC values for each of the methods evaluated on the English corpus. We considered six summary models distinguished by the number of top ranked phrases-from 5 to 30, granularity of 5-each extracts.
GenEx had the highest precision and AUC values (up to 10 and 15, respectively) for "small" models. The best precision value for GenEx can be explained by using the precision as a fitness function in the GA. Also, GenEx had the highest, but not significantly distinguishable, recall and F-measure results. Since GenEx not always succeeds to extract as many keypharses as required, its Precision decreases with the number of needed keyphrases.
DegExt exhibited the best values for precision and AUC for the "large" models that extract greater numbers of required keyphrases (above 10 and 15, respectively), but those high values were obtained at the expense of relatively lower recall and F-Measure values. For example, for 20 required extracted keyphrases, the F-measure of DegExt was approximately 15% and 10% lower than the highest (GenEx) and the second highest (TextRank) values, respectively. Moreover, DegExt precision was approximately 30% and 15% better than the lowest (GenEx) and the second lowest (TextRank) values, respectively. As an unsupervised algorithm, DegExt does not require time for training, and its computation time is equal to the time required for it to build document representation. Assuming efficient implementation, DegExt has linear computational complexity relative to the total number of words in a document (O(n)) with node sorting taking logarithmic time.
Conclusions and Future Work
In this paper we introduced DegExt -a graph-based keyphrase extractor for the extractive summarization of text documents. We compared DegExt with two approaches to keyphrase extraction: GenEx and TextRank.
Our empirical results suggest that the supervised GenEx approach has the best precision (a finding that can be explained by using precision as a fitness function of the GA) and AUC for small numbers of extracted keyphrases. However, the major disadvantages of this approach are a long training time and language dependency. Inspite of its good performance, GenEx is a supervised learning method with an expensive computational complexity for the training phase [11] , it should be retrained in order to perform well on different types of documents and multiple languages 6 . When there is no high-quality training set of significant size and a large number of keyphrases (above 15) is needed, we recommend using the unsupervised method based on node degree ranking-DegExt-which provides the best precision and AUC values for large numbers of of keyphrases. According to our experimental results, we can extract up to 30 phrases with an average precision above 75%, an average recall above 15%, and an F-measure above 24%.
Performance of the DegExt approach surpasses those of the other evaluated approaches-GenEx and TextRank-in terms of implementation simplicity and computational complexity. A major advantage that both TextRank and DegExt have over GenEx is their language-independence.
In our future research, we intend to evaluate our method on additional languages to demonstrate the cross-linguality of our approach. Also, other graph representations of documents may be evaluated.
