Abstract-Monitoring and fault diagnosis are crucial for industrial process. In this paper, a simple and efficient manifold learning method is used for process monitoring and fault diagnosis. Firstly, local neighbor relationship of process data is used for process modelling, which divides process data into the embedding space and residual space. Then, different statistics and confidence limits are computed, which can be used for monitoring. Finally, the contribution analysis based on manifold learning is used for fault diagnosis. When the fault variables are found, quality control can be introduced to improve production safety and quality stabilization in industrial process. The manifold learning method is applied for one practical foods industrial production process. The experiment results show the feasibility and efficiency of the manifold learning method for monitoring and fault diagnosis.
INTRODUCTION
The demands for production safety and quality stabilization in industrial process continue to draw attention to research in monitoring and fault diagnosis [1] - [3] . The characteristics of highly real-time and reliability are the essential requirements in practical industrial process. Moreover, process monitoring and fault diagnosis methods with high complexity and sensitive parameter selection cannot adapt to online rapid industrial production process. Therefore, it is significant to develop simple and effective monitoring and fault diagnosis methods for practical complex industrial process.
Nonlinearity is one of the most significant characteristics in the modern industrial process. Most of the multivariate statistical process monitoring (MSPM) [4] methods, such as principal component analysis (PCA) [5] , partial least squares (PLS) [6] etc., cannot perform well when directly applied to nonlinear process monitoring because the linear assumption becomes invalid. To ensure industrial safety and quality products, it is significant to develop simple and effective monitoring and fault diagnosis methods for practical industrial process [6] .
For handling nonlinear process, a nonlinear PCA based on an auto-associative neural network with a five-layer structure was proposed [7] . Alternative nonlinear PCA methods based on input-training neural networks have been also developed [8] . A nonlinear PCA method based on principal curves and neural networks was presented and applied for nonlinear process monitoring [9] . This method was used for nonlinear process monitoring and showed better performance in industrial process [10] , which mainly depended on kernel function for handling nonlinear process. The common drawbacks of kernel method are that selecting appropriate parameters are difficult and coordinates of high-dimensional space by kernel mapping is unknown. Some researchers suggest using experience or trial and error, which are quite subjective and may not give best choices [11] . When monitoring and fault diagnosis methods are applied in practical industrial production process, improper parameter selection may lead to safety incidents and inferior-quality product.
Recently manifold learning [12] - [13] has been a popular method in many areas such as dimensionality reduction [14] , visualization [15] , image processing [16] and process monitoring [17] , etc. Manifold learning methods have some ability for handling nonlinear process by preserving the neighbourhood relations in the embedding space. Moreover, the coordinates of embedding space by manifold learning is obtained. A number of process monitoring techniques based on manifold learning have been proposed. We [17] presented a new method based on manifold learning and kernel principal component analysis (KPCA) for process monitoring. It is shown that manifold learning methods have vast potential for monitoring for practical industrial process.
In this paper, a simple and efficient manifold learning method is used for one practical foods industrial production process. Manifold learning method for monitoring is presented in details and statistics indicators for monitoring are given. The manifold learning method has only two insensitive parameters for monitoring including the dimension of the embedding space and the number of the nearest neighbours which need to be selected. Moreover, the contribution analysis based on manifold learning is used for fault diagnosis. The experiment results show that the method is effective for monitoring and fault diagnosis.
The sections of this paper are organized as following. In section II, manifold learning method for monitoring is presented in details. In section III, contribution analysis based on manifold learning for fault diagnosis is described. Section IV illustrates the experiments for one practical foods industrial production process. Conclusions are outlined in the last section. The primary idea of manifold learning is to utilize local neighbourhood information of data points for preserving it low-dimensional embedding space, which originally is used for nonlinear dimensionality reduction [12] - [13] . One manifold learning method called locally linear embedding (LLE) was proposed, which recovered global nonlinear structure from locally linear fits. The procedures of locally linear embedding method is shown in Fig. 1 [12] . Although LLE has a variety of attractive characteristics, it cannot learn out-of-sample and thus it cannot be directly used for monitoring. He et al. [18] proposed a new manifold learning method called neighbourhood preserving embedding (NPE) by computing the projections to solve out-of-sample learning problem of LLE. It is possible that manifold learning method can be directly used for process monitoring.
Given a training dataset { } 1 2 , , ,
, where X is the input data with m dimensions. Manifold learning method is mainly to preserve the local manifold structure in the lowdimensional embedding space. Process data can be decomposed into the embedding space and residual space by manifold learning. Then different statistics indicators and confidence limits can be computed for monitoring. The algorithmic procedures are stated as follows:
(1) Constructing an adjacency graph G : There are two ways to construct the adjacency graph: K nearest neighbors (KNN) and ∈ neighbourhood. K nearest neighbours are obtained on the basis of European distance in this paper.
(2) Computing the weights: The weights are computed in this step. Let W denote the weight matrix with ij W having the weight of the edge from i x to j x . The weights can be computed by minimizing the following objective function: denote the projection matrix. Thus, the embedding is as follows:
where i z donotes d -dimensional vector and T is the transpose of a vector or a matrix [18] . , , ,
be the solutions of (4) .
By computing the low-dimensional embedding coordinates and the projection matrix, original process data can be decomposed as:
where e X denotes the embedding space, and r X denotes the residual space.
Then when monitoring for a new sample
, two statistics indicators of the embedding space and residual space are calculated as: , and
is the covariance matrix of the embedding space by the training dataset. Two confidence limits of the embedding space and residual space can be calculated by a F -distribution with signicance factor α [19] and a weighted Chi-squared distribution [20] respectively:
where μ and S are the mean and variance of the statistics indicator SPE from the normal process data, respectively. In the manifold learning method for monitoring, two insensitive parameters including the dimension d of the low-dimensional embedding space and the number K of the nearest neighbours need to be selected by cross-validation technique. By using the manifold learning method and the projection matrix, process monitoring is realized. Though the original dataset of the manifold learning method is not mapping into high-dimensional feature space using kernel function, local neighborhood relationship can also deal with local nonlinearity characteristic of industrial process. Therefore, the manifold learning has extensive application prospect for monitoring industrial process.
III. CONTRIBUTION ANALYSIS FOR FAULT DIAGNOSIS
Contribution analysis is one of the most widely used methods for fault diagnosis, which indicates that the fault variables that give largest contribution to the monitoring indicators are fault points. It is easy to understand for production operators. Moreover, it is simple and effective for practical industrial process. Contribution analysis based on manifold learning can also be obtained according to the embedding space and residual space. are the mean and standard deviation of statistics indicators cont l in original dataset, respectively [21] - [22] . Fault variable is considered to be responsible for the current fault. Then quality control can be introduced to improve production safety and quality stabilization in industrial process. Flow chart of the whole process monitoring and fault diagnosis based on manifold learning is shown in Fig. 2 . In order to evaluate process monitoring and fault diagnosis method based on manifold learning, we investigate its performance on one practical foods industrial production process. Firstly, practical foods industrial production process is presented. Then, process monitoring and fault diagnosis is analysed and discussed. The flow chart of the foods industrial production process is illustrated in Fig. 3 . The manufacturing execution system (MES) of the foods industrial production process is made up of five principal modules: plan module, material module, technology formula module, quality module and device module. Plan module is responsible for production scheduling. Material module is to manage various materials in foods production process. Formulas and parameters are set by technology formula module. Each equipment point is detected by device module. Foods products are online monitoring by quality module. Eight main working procedures are included in foods industrial production process: dampening, premixing, feeding, storage, cutting, drying, mixing and adding spices. The foods products are manufactured continuously and require monitoring and fault diagnosis to ensure production safety and quality stabilization. Process variables of foods industrial production process are selected, as shown in Table I . The whole variables are measured at practical foods production process, providing abundant information for modeling and monitoring. Simple and effective process monitoring and fault diagnosis are necessary and significant for practical foods production process. 
B. Monitoring and Fault Diagnosis
The history normal data are used for offline modeling. The faulty data are used to verify the accuracy of monitoring and fault diagnosis. In this case, all samples are obtained at equal sampling intervals. The sampling interval is 1 min. Trajectories of each process variable in nominal conditions are shown in Fig. 4 . The influences of dimension and the measuring unit of the original data are improved by the standardisation. The standardised dataset are obtained from the process dataset by using standardization preprocessing. By using process monitoring and fault diagnosis method based on manifold learning, process dataset is decomposed into the embedding space and residual space. The confidence limits are calculated in each space. Two insensitive parameters including the dimension of the embedding space and the number of the nearest neighbours are selected by cross-validation. Monitoring results in the nominal conditions are shown in Fig.  5 . Two fault datasets are used to validate the effectiveness of monitoring and fault diagnosis by the proposed method. Fault 1: tank temperature is deviant from 25th to 45th sample. Fault 2: there is a failure of drying machine, which results in disordered actual temperature at the exit from 35th to 45th sample.
Monitoring and fault diagnosis for Faults 1-2 are shown in Figs. 6-7. In Fig. 6 , it is obviously shown that Fault 1 occurs from the 25th to the 45th sample. Moreover, it is evident that tank temperature is fault variable, which is shown that accurate fault diagnosis result can be obtained by the process monitoring and fault diagnosis based on manifold learning. Similarly, as shown in Fig. 7 , Fault 2 occurs from the 35th to the 45th sample. In addition, actual temperature at the exit is fault variable. The results explain the process monitoring and fault diagnosis based on manifold learning for industrial process can detect failure accurately and which variable the fault is relevant with. Then, adjust faulty variable to realizing quality control.
By the process monitoring and fault diagnosis based on manifold learning, two faults can be detected and fault variables are identified. Process data can be decomposed into the embedding space and residual space. Different statistics and confidence limits can be used for monitoring and fault diagnosis. Actually, monitoring and fault diagnosis are necessary and significant to ensure the production safety and quality stabilization. The experimental results show that the method can be suitable for practical industrial production process.
V. CONCLUSIONS
In this paper, the process monitoring and fault diagnosis method based on manifold learning is used for practical foods industrial production process. Process data can be decomposed into the embedding space and residual space. Different statistics and confidence limits can be used for monitoring and fault diagnosis. The process monitoring and fault diagnosis method based on manifold learning without kernel mapping and complex parameter selection is suitable for significant online rapid industrial production process. Effective monitoring and fault diagnosis for industrial process can help ensure production safety and quality stabilization. Therefore, the process monitoring and fault diagnosis method based on manifold learning has extensive application prospect for monitoring industrial process.
