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We present high-resolution photoelectron–Auger-electron coincidence spectra of methane (CH4). Since the
vibrational structure in the photoelectron spectrum is resolved, the Auger spectra corresponding to different
vibrational levels can be separated. The seven final states of CH2+4 are either dissociative or metastable, but in
any case are populated in a repulsive part of their potential-energy curve via the Auger decay. The Auger line
shapes can therefore be obtained by mapping the vibrational wave functions of the core-hole state into energy
space. We have implemented this connection in the data analysis. By simultaneously fitting the different Auger
spectra, detailed information on the energies of the dicationic states and their repulsive potential-energy curves
is derived.
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I. INTRODUCTION
Auger spectroscopy is a potentially useful tool for probing
the electronic structure of atoms, molecules, and solids.
Although information on the valence-band properties of solids
is indeed accessible with this technique [1], its main use has
been in surface analysis, since the kinetic energies of Auger
electrons are element-specific. Less well known is the use
of Auger spectroscopy to prepare multiply ionized atoms,
molecules, or clusters [2]. In the case of a neutral target species,
Auger decay following the ionization of a shallow core level
results in the formation of a dication. For atoms, the spectrum
consists of sharp lines with a width that is determined by the
time scale of the electronic relaxation process, which is of
the order of a few femtoseconds. Molecules have additional
degrees of freedom due to the nuclear dynamics and normally
give rise to more complicated spectra. Already in the primary
core ionization, the change in the equilibrium geometry gives
rise to the excitation of vibrational substates (see, e.g., [3]).
These different initial states for the Auger process lead in turn
to different but overlapping spectra of the dicationic species in
the final state.
Photoelectron–Auger-electron coincidence spectroscopy
can overcome this situation, as was shown originally for
metallic copper by Haak et al. [4]. Later, the technique was
also applied to problems in molecular Auger decay. In early
experiments, coincident detection with zero-kinetic-energy
photoelectrons was used to improve the interpretation of Auger
spectra [5,6]. Auger spectra from the two nonequivalent N
atoms in N2O and from the S 2p3/2 fine-structure component in
OCS were also successfully separated [5,7,8]. In these experi-
ments, photoelectrons of nonzero kinetic energy were detected.
Recently, Bolognesi et al. [9] as well as Ulrich et al. [10,11]
have shown for CO and O2 that photoelectron–Auger-electron
coincidence spectroscopy can be used to separate the different
vibrational channels in the core-ionized state and to explain the
Auger spectra in detail. Reference [11] also includes a more
detailed account of photoelectron–Auger-electron coincidence
spectroscopy applied to atoms and molecules.
Auger decay of molecules and clusters containing the
second-row elements, in particular C to Ne, usually ends in
a state having two vacancies in the outer valence shell. In
this dicationic state, the molecule experiences a considerable
weakening of the molecular bonds, and possibly also a
substantial change of the equilibrium geometry. Although
many small molecules are metastable in their lowest dicationic
states (see, e.g., [12]), in Auger decay these states often are
populated far away from their local energetic minima. This
gives rise to broad features in the Auger spectrum, unlike
the situation in CO. Other dicationic states may be simply
repulsive, leading to the same result. Since the widths of such
features are often greater than their separation, the spectrum
consists of strongly overlapping peaks, which can only be
analyzed qualitatively.
In this paper, we consider the C 1s Auger decay of
methane (CH4). The dicationic states of this molecule, in
particular the ground state, have attracted considerable interest.
Methods for their investigation include Auger decay [13,14],
charge stripping spectroscopy (see the critical review in [15]),
double charge transfer [16–18], photoelectron–ion-ion coinci-
dence spectroscopy [19], photoelectron-photoelectron coinci-
dence spectroscopy [20], coincidence spectroscopy of Auger
electrons and ions [21–23], and quantum chemical calculations
[15,23–26]. The four lowest dicationic states actually possess
a potential-energy surface with a local minimum [23], i.e.,
CH2+4 can be metastable. In the local minimum, most of these
states are planar. At the geometry where the Auger decay takes
place, namely at or near the tetrahedral equilibrium geometry
of core-ionized CH4, their potential-energy surfaces are above
the potential barrier so that the dissociation of methane in the
Auger final state is unhindered [21].
We demonstrate in the present paper that in such a situa-
tion, a quantitative analysis of high-resolution photoelectron–
Auger-electron coincidence spectra can still deliver useful
information. For a given Auger transition (i.e., for a tran-
sition from a vibrational substate of the singly core-ionized
molecule into a particular dicationic final state), the vibrational
wave function is mapped via the corresponding repulsive
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potential-energy curve onto the spectral line shape in energy
space [27]. By simultaneously fitting the Auger spectra for the
various vibrational substates and by taking the different line
shapes into account, one can obtain detailed information on the
electronic final states. Such analyses of doubly ionized cationic
states have hitherto not been possible. They demonstrate,
however, that the strongly overlapping dicationic final states
of CH4 can be separated with the appropriate instrumentation
and spectral analysis.
II. EXPERIMENTAL
The experiments were carried out on the UE52-SGM beam-
line of the synchrotron radiation source BESSY II (Berlin,
Germany) [28,29]. The beamline was set to deliver vertically
linearly polarized radiation. An effusive beam of CH4 was used
up to a working pressure of 5 × 10−6 mbar. The experimental
setup has been described elsewhere in detail [10,11]. In brief,
photoelectrons are recorded using a set of six time-of-flight
spectrometers (TOF) mounted in a plane spanned by the
light propagation axis and the electric-field vector of the
synchrotron radiation. Each TOF consists of a grounded 4 mm
aperture, a first retarding tube of conical shape, a cylindrical
second retarding tube, and a stack of three microchannel plates.
Setting suitable retarding voltages, we have obtained a total
apparatus energy resolution of 200 meV. The transmission
varied less than 10% for photoelectrons within the chosen
energy band. Times of flight in the TOF spectrometers were
converted to energies by reference measurements of the CH4
C 1s main line excited by the hybrid bunch.
Auger electrons were recorded using a hemispherical
electron energy analyzer, which was mounted in the dipole
plane under an angle of 54.7◦ with respect to the horizontal.
The pass energy was set to 300 eV, which allows an energy
window of about 32 eV to be recorded simultaneously.
The Auger-electron energy resolution was better than 1 eV;
this value is substantially smaller than the widths of the
spectral features; see below. For fast, event-based detection of
electrons, the analyzer was retrofitted with a delay-line anode
(Roentdek) [30]. The electron energies were calibrated to the
adiabatic C 1s ionization potential of Ip = 290.69(3) eV [31].
About 30 000 coincident events, after subtraction of random
events, have been recorded in approximately 9 h. The signals
in all TOF analyzers were summed. By retarding the electrons
in the TOF’s, it is possible to record a kinetic-energy interval
of some eV, as spanned by typical inner-shell photoelectron
bands [3], with vibrational resolution. The detection times in
the TOF analyzers (photoelectrons) are referred to the arrival
times in the hemispherical analyzer (Auger electrons). This
acquisition scheme is therefore independent of the repetition
period of the synchrotron radiation [11]. The time dispersion
in the hemispheres constitutes the largest contribution to the
photoelectron energy uncertainty [30]. The energy resolution
achieved nevertheless clearly exceeds that of other schemes
for mapping of two-electron events in energy space [11].
III. RESULTS
Figure 1 shows the photoelectron–Auger-electron coinci-
dence map (bottom left panel) for C 1s photoionization and
0 12106
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FIG. 1. (Color online) The C 1s photoelectron–Auger-electron
coincidence map of CH4 excited by a photon energy of hν =
304 eV. The upper panel shows the photoelectron spectrum and the
right panel the corresponding Auger spectrum. See text for details.
subsequent KVV Auger decay. Integration along the Auger
electron axis results in the photoelectron spectrum (PES),
which is shown in the upper panel of the figure and is very
similar to previously published high-resolution photoelectron
spectra; see, e.g., [32–34]. In this spectrum, the vibrational
substates v = 0, 1, and 2 are clearly visible at kinetic energies
around 13.3, 12.9, and 12.5 eV, respectively. Integration along
the photoelectron axis results in the Auger spectrum, which
is shown in the right panel of the figure and agrees well with
previously published Auger spectra [13].
The two vertical streaks caused by higher count rates at
kinetic energies around 13.3 and 12.9 eV represent the Auger
spectra originating from the decays starting at the vibrational
substates v = 0 and 1 of the C 1s−1 core-ionized state. (The
remaining intensity in other areas of the panel is the Poisson
noise in the coincident electron yield after subtraction of
random coincidences.) The blue, red, and cyan data points
in the PES of Fig. 1 indicate the intervals used for producing
the v = 0, 1, and 2 Auger spectra, respectively. The v = 0
and 1 spectra are presented in Fig. 2; the v = 2 has a poor
signal-to-noise ratio and is not shown. Although they are
dominated by broad structures with typical widths of some
eV, indicating dissociative final states, the two spectra show
distinct differences. At a kinetic energy of 238 eV, for example,
the v = 0 spectrum for Auger decay displays a maximum,
while the v = 1 spectrum possesses a minimum. In addition,
the v = 1 spectrum shows shoulders at kinetic energies of 246
and 253.5 eV that are absent in the v = 0 spectrum.
A. Modeling of the data
The observed differences can be understood by the model
presented in Fig. 3. The harmonic oscillator in the upper part
of the figure represents the potential-energy curve of the C
1s−1 level. The two curves indicated by v = 0 and 1 represent
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FIG. 2. (Color online) The C 1s−1 Auger spectra with v = 0
(upper panel) and v = 1 (lower panel) as initial states. The solid lines
through the data points represent the fit result. The colored subspectra
indicate the contributions of the individual Auger transitions. The
assignment is based on a comparison with the calculations of
Ortenburger and Bagus [35] and Kvalheim [36].
|χvib(Q)|2 for the two lowest vibrational wave functions
χvib, with Q being the normal coordinate. The lower curve,
with very slight curvature, represents a strongly dissociative











FIG. 3. Schematic picture of the present model. The upper panel
(a) indicates a harmonic oscillator representing the potential-energy
curve of the bound core ionized state and |χvib(Q)|2 for the two lowest
vibrational substates. The lower left panel (b) shows the potential-
energy curve of a dissociative dicationic final state and the right
panel (c) the Auger intensities obtained within the Condon reflection
approximation.
dicationic final state. The continuum wave functions for the
nuclear motion in the dicationic final states possess a maximum
close to the wall defined by the potential-energy curve and
show practically no differences in their nodal structure. As
a result, the wave functions can be approximated by a δ
function at the turning point [37]. This is known as the Condon
reflection approximation and results in an energy-dependent
Auger intensity, which mirrors the vibrational wave function
of the core-ionized state, as shown schematically in Fig. 3.
Removing two electrons from the outer valence shell of





2 , and 1t
−2
2 . It is known from theory
that these can result in seven electronic states: 2a−21 (1A1),
2a−11 1t
−1
2 (1T2,3T2), and 1t−22 (1A1,1T2,1E,3T1), in order of
decreasing binding energy of the state (corresponding to in-
creasing Auger electron energy) [35]. The first final dicationic
configuration is related to the Auger peak at ∼=230 eV in
the spectrum presented in Fig. 1, the second configuration
to the peaks at ∼=238 and ∼=243 eV, and the last group of
states to the broad peak at ∼=250 eV. Two calculations predict
additional three-hole, one-particle states in the energy region
of the 2a−21 (1A1) [25,36], but these are hardly relevant for the
present study (see below).
For a detailed understanding of the spectra presented
in Fig. 2, and to extract information on the dicationic
states themselves, we have implemented the model described
above in a fit analysis, where both spectra have been fitted
simultaneously. By assuming a harmonic-oscillator potential
for the core-ionized state, the probability density for the
vibrational ground state of the symmetric stretching mode,
|χvib(R − Re)|2, is given by




with Re being the C-H equilibrium distance and a2 = 4µωh¯ .
Here, µ is the mass of the hydrogen atom and ω is the
frequency of the symmetric stretching mode. The factor 4,
which is absent in the case of a diatomic molecule, is due
to four equivalent bond distances in the symmetric stretching
mode. Using a straight line for the final-state potential-energy
curve, we obtain






for the line shapes of the Auger transitions to the dissociative
dicationic states in the v = 0 spectrum. Here, E0 is the energy
difference between the C 1s−1 (v = 0) level and the potential
energy of the strongly dissociative state at the equilibrium
distance of the core-ionized state. The quantity σ represents
the widths of the line profiles in the spectra. By comparing the
exponents of the two exponential functions, one obtains for
the slope of the potential-energy curve
Xslope = E − E0
R − Re = aσ. (1)
In an analogous way, we derive from




(R − Re)2 e−a2(R−Re)2
043404-3
R. P ¨UTTNER et al. PHYSICAL REVIEW A 83, 043404 (2011)
TABLE I. Summary of the results from our fit analysis, together with a comparison of the relative Auger intensities. Here, Ekin, Xslope, and
Iexpt are the results for the experimental Auger kinetic energy, the slope of the final-state potential-energy curve [Eq. (1)], and the intensity
normalized to the C 1s−1 → 2a−11 1t−12 (1T2) transition, which is well-separated and provides the smallest error bars, respectively. All errors are
given in parentheses and apply to the last digit(s). Our data for Ekin are additionally subject to an error of 0.1 eV due to calibration of the energy
scale, which has not been included in the error bars. Ith are the relative Auger intensities as calculated by various approaches.
Relative intensity
Ekin Xslope
Final state (eV) (eV/A˚) Iexpt Ith(RHF)a Ith(CI)a Ithb
1t−22 (3T1) 252.75(91) −25.4(9.7) 0.44(75) 0.00
1t−22 (1E) 251.39(35) −30.4(1.0) 3.21(49) 1.00 2.62 0.00
1t−22 (1T2) 249.71(17) −29.5(0.9) 3.18(68) 1.50 5.23 2.24
1t−22 (1A1) 247.54(11) −37.5(1.6) 2.04(28) 0.20 1.05 0.06
2a−11 1t
−1
2 (3T2) 243.07(14) −34.5(3.1) 0.53(8) 0.30 0.74 0.27
2a−11 1t
−1
2 (1T2) 237.24(8) −39.7(1.4) 1 1 1 1
1t−32 2t2(3T2) 0.02
1t−32 3a1(1T2) 0.16
2a−21 (1A1) 229.70(14) −19.9(2.1) 0.25(6) 0.47 0.50 0.75
aReference [36], average values for two different sets of radial wave functions.
bReference [38].
for the first excited vibrational substate








for the line shapes of the Auger transitions in the v = 1
spectrum. Note that for a given transition, σ is identical in the
v = 0 and 1 spectra. Besides identical values for σ = Xslope/a,
the simultaneous fitting of both spectra also allows the same
value for E0 to be used for a given Auger transition. In the
v = 1 spectrum, the line shapes are shifted by the vibrational
energy of the core-ionized state, h¯ω, to higher energies to
account for energy conservation during ionization and the
subsequent Auger process. Similarly, the relative intensities
of the different Auger transitions were kept identical in the
v = 0 and 1 spectra. In this way, the fit to the data in Fig. 2
was performed with three parameters (energy position, width,
and intensity) for each of the Auger transitions. A background
subtraction involving two parameters was performed for each
spectrum. In addition, v = 0 Auger decays contribute to
the v = 1 spectrum and vice versa. These contributions are
TABLE II. Summary of the final-state energies obtained from the fit analysis for the seven Auger transitions. Given are the absolute energy
positions Eexpt as available from several techniques and theory [Eexpt(Au): this work], and energy differences (Eexpt,Eth) relative to the
isolated 2a−11 1t−12 (1T2) state. The latter enables our results to be compared to the authors who have not put their results on an absolute scale. All
values are given in eV and the errors given in parentheses apply to the last digit(s). The error bars on Eexpt(Au) include statistical errors from
our fit as given in Table I, as well as additional scaling errors of 0.1 eV for the calibration of the energy scale and 0.03 eV for the reference
value of the C 1s ionization energy [31].
Final state Eexpt(Au)i Eexpt(DCT)a Eexpt(DCT)b Ethc Ethd Ethe Eexpt(Au)i Ethf Ethg Eexpt(i,e)h
1t−22 (3T1) 37.94(1.01) 38.3(4) 38.2(4) 37.13 36.91 38.7 15.51(99) 15.31
1t−22 (1E) 39.30(45) 38.6(4) 39.2(4) 38.17 37.67 39.7 14.15(43) 13.91 14.65 13.6
1t−22 (1T2) 40.98(27) 40.2(4) 40.5(4) 40.11 38.99 41.0 12.47(25) 12.37 12.95 12.0
1t−22 (1A1) 43.15(21) 42.3(4) 42.1(1.0) 42.57 40.85 42.4 10.30(19) 10.00 10.89 9.6
2a−11 1t
−1
2 (3T2) 47.62(24) 46.7(8) 46.86 45.73 48.3 5.83(22) 6.46 6.20 7.0
2a−11 1t
−1
2 (1T2) 53.45(18) 51.0(1.0) 53.19 51.39 54.8 0 0 0 0
2a−21 (1A1) 60.99(24) 61.4 59.08 62.4 −7.54(22) −7.64 −7.99 −8.4
aReference [17], double charge transfer.
bReference [18], double charge transfer.
cReference [35], theory (SCF).
dReference [39], theory [ADC(2)].
eReference [23], theory (CAS).
fReference [36], theory (CI calculations).
gReference [25], theory (VB).
hReference [22], fragment ion, Auger-electron coincidence measurement (i,e).
iThis work.
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represented by the dashed black subspectrum in Fig. 2. They
can be understood from the blue, red, and cyan subspectra
in the PES of Fig. 1, which represent the fit results for
the vibrational substates v = 0, 1, and 2, respectively. These
lines overlap strongly and, in particular, it can be seen that
the post-collision interaction tail of the v = 0 state (blue
subspectrum) contributes significantly to the interval used to
form the v = 1 spectrum (red data points). We have taken
this into account by fitting each Auger spectrum in Fig. 2
with contributions of transitions starting from both the v = 0
and the v = 1 sublevel; these contributions were weighted in
the individual spectra by the relative intensity of these states
in the respective interval of photoelectron energies, as given
by the high-resolution PES (see top panel in Fig. 1). As a
cross-check, we have determined the C 1s−1 (v = 1) to C
1s−1 (v = 0) intensity ratio to be 0.467, derived from the fit
shown in Fig. 1. This ratio is in good agreement with previous
studies [3,32,33].
B. Fit results
The results of the fit analysis are represented by the solid
lines in Fig. 2, with the colored subspectra indicating the
contributions to the individual Auger transitions. Assignment
of the lines to the different dicationic states follows the
literature (see below). The good agreement between the data
points and the fit shows that the differences in the v = 0 and
the v = 1 spectrum can be explained by the different line
shapes that originate from the |χvib(Q)|2 distribution of the
vibrational substates in the core-ionized state. The transition
at ∼=238 eV illustrates particularly well the model shown
in Fig. 3: the double-peak structure of the v = 1 spectrum
clearly corresponds to the single peak in the v = 0 spectrum.
Such a correspondence is also present in the broad peak
around 250 eV, but the details are not resolved due to the
presence of five strongly overlapping Auger transitions. Only
the shoulders at ∼=246 and ∼=253.5 eV in the v = 1 spectrum,
which originate from transitions to the final states 1t−22 (1A1)
and 1t−22 (1E), respectively, are indications for the underlying
line shapes. For the present fit analysis these shoulders are,
however, sufficient for a good estimate of all contributions
of the above-mentioned transitions to the v = 0 and 1 Auger
spectra.
Our fit results are given in Table I, together with theoretical
results of Kvalheim [36], who performed calculations both
in the restricted Hartree-Fock (RHF) approximation as well
as on the configuration-interaction (CI) level, and Higashi
et al. [38] for the relative intensities of the Auger lines. In
the RHF approximation of Kvalheim, the relative intensities
of the Auger transitions to the final states 1t−22 (1E), 1t−22 (1T2),
1t−22 (1A1), and 2a−11 1t−12 (3T2) are too low compared to the
experimental results. His CI calculations are better at repro-
ducing the experimental intensity ratios, although there are still
considerable discrepancies between the experimental and the
theoretical results. The Auger transitions to the satellite final
states, 1t−32 2t2(3T2) and 1t−32 3a1(1T2), predicted by Kvalheim
[36] in the CI calculations, are not observed in the present
experimental spectra. However, their predicted intensities are
much lower than for the states observed, so that the statistics
of the present spectra do not rule out the existence of these
transitions. For the Auger transition to the dicationic ground
state, 1t−22 (3T1), Kvalheim did not calculate the Auger inten-
sity. However, the Auger intensities due to the triplet states
are expected to be lower than those due to the corresponding
singlet states since the triplet states require a spin flip, so that
the experimentally obtained intensity of this state is reasonable.
The large experimental error bar for this intensity includes
a possibility of ∼=25% that the corresponding transition is
absent in the Auger spectrum. The calculations of Ref. [38]
actually predict a vanishing intensity for the 1t−22 (3T1) state,
however the agreement between the predicted and the mea-
sured intensities of the other well-resolved states is not
satisfactory.
From the Auger transition energies given in Table I,
the potential energy of the corresponding final states at
the geometry of the Auger decay can be calculated from
Eexpt = Ip − Ekin. For this purpose, the value of the C 1s
binding energy of Myrseth et al. [31] has been used. Our
results for the energies of the states are summarized in Table
II, and in graphical form in Fig. 4. The statistical error bars
are also given. Systematic errors caused by effects beyond
the fit model (see above) have not been investigated, since a
reduced χ2 of ∼= 1.25 indicates that the statistics represents the































































































FIG. 4. (Color online) Final-state energies for the CH2+4 dica-
tionic states according to different authors. Panel (a) shows the
four states below the most intense Auger line, panel (b) shows the
remaining states on a different energy scale. See the description of
Table II for details. Relative energies (the three rightmost data sets)
have been aligned to our value for the 2a−11 1t−12 (1T2) state. Error bars
are explained in the caption of Table II.
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results reported by various authors. The CI calculations of
Kvalheim [36] agree for all states except 1t−22 (1A1) with
the experimental results within the error bars; for the final
state 1t−22 (1A1), the deviation is only slightly larger than the
error bars. This agreement clearly supports the present fit
analysis and justifies our assignment of the observed Auger
transitions.
IV. DISCUSSION
The energies of the doubly ionized states of methane have
been discussed a number of times in the literature. After
several experiments had given rise to divergent results, it was
recognized that different techniques probe the doubly ionized
states at different parts of their potential-energy curves (see
e.g., [15]). The internal excitation energy of the first four
(metastable) states of CH2+4 following a vertical transition from
the ground state has been calculated by Flammini et al. [23] to
be between 3.9 and 8.6 eV. This corresponds to the difference
in Eexpt between a vertical and a (hypothetical) adiabatic
double-ionization experiment.
In this context, it is interesting to compare our experiments
to those using double charge transfer (DCT). As DCT is a
charge-transfer reaction due to collision with a medium-energy
ion beam, it is believed to result in a truly vertical transition
to the dication [16–18]. On the other hand, an influence of the
nuclear dynamics in the core-ionized state on Auger spectra
is well known. Its discussion has mostly taken place within
the framework of lifetime vibrational interference theory (see
e.g., [9,40]). For CH4, the core-ionized state is tetrahedral,
with a slight contraction of the C-H bonds [34]. It is likely
that this direction in nuclear coordinate space corresponds
to the repulsive part of the potential-energy curve. We thus
expect our technique to result in larger energies for the doubly
ionized states than DCT. Figure 4 shows that the values for all
states, except that for the 1t−22 (3T1) state, correspond to this
expectation; even for the latter, the size of the error bar does
not rule out the possibility that our energy is actually larger.
Quantitatively, for the well-resolved states
2a−11 1t
−1
2 (1T2,3T2) and 1t−22 (1A1) the values obtained
by DCT spectroscopy are 1–2.5 eV lower than those
from Auger spectroscopy. The DCT process provides the
double-ionization energy at the equilibrium distance of the
ground state of CH4, which is ∼=0.05 A˚ larger than that of
the C 1s−1 core-ionized state [34]. We can further interpret
these systematic differences by estimating their size from the
slope of the corresponding potential-energy curve, which is
another result of our fit algorithm (see Table I). Our results for
the slope lie between −20 and −40 eV/A˚ at the equilibrium
distance of 1.04 A˚ for C 1s−1 ionized CH4. Consequently,
[Eexpt(Au) − Eexpt(DCT)]/(Re,1s−1 − Re,gs) results in −20 to
−50 eV/A˚, in good agreement with the slopes derived in the
fit analysis. For the states 1t−22 (1T2,1E,3T1), the differences of
the energy positions obtained by Auger and DCT spectroscopy
are less pronounced. However, they are not in contradiction
with the slopes due to the large error bars.
The slope of the 1t−22 (1A1) potential-energy curve was also
estimated independently based on the theoretical results of
Flammini et al. [23]. According to their analysis, the energy
of this state in the ground-state geometry is 3.9 eV above a
local minimum at an equilibrium distance of 1.32 A˚. Since this
final state also has tetrahedral geometry, we approximated its
potential-energy surface along the C-H internuclear distance
with a harmonic oscillator using V (R) = α(R − Re)2, and in
this way we obtained, on the basis of the theoretical results,
α = 73.7 eV/A˚2. Within this approximation, we obtain a slope
of −41.3 eV/A˚ at the equilibrium distance of 1.04 A˚ for the
core-ionized state, in good agreement with the present value
of −37.5(1.6) eV/A˚.
Comparison of our results with the various theoretical
approaches to CH2+4 leads to a diverse picture without a
clear preference for one of them. As mentioned above, the
CI calculations of Kwalheim [36] reproduce most of the
relative energy differences between states. The same is true
for the ADC(2) work of Tarantelli et al. [39], although in
absolute energy there is a discrepancy of 2.5 eV. In one of the
experimental papers, relative state energies were derived from
Auger decay, without, however, resolving the Auger spectra
due to the different vibrational states [22]. The results of this
latter work do not agree with ours, for reasons that are not
understood at present.
The present analysis is limited in its accuracy by data statis-
tics. Improved data might allow the v = 2 Auger spectrum to
be extracted. This would provide an additional spectrum that
can be included in the analysis and would require only two
additional fit parameters for background subtraction. More
spectra could be included in the data analysis by measuring
CD4. Such a larger data base would probably allow effects
to be studied that are beyond the model described above,
such as slight curvatures in the potential-energy curves or
even possible Jahn-Teller splittings in the degenerate final
states.
So far we have not compared our results to two other
coincidence methods with which a number of dicationic states
of small molecules have been investigated in recent years.
However, the coincident detection of photoelectrons from
direct photodouble ionization (TOF-PEPECO), as established
by Eland, was in the case of methane not able to separate
the dicationic states [20]. And the coincident detection of
threshold photoelectrons (TPEsCO), which has been applied
successfully to small molecules such as N2, CO, NO, or
O2 [41], has not yet been used to study CH4.
In summary, we have been able to separate the Auger
spectra corresponding to the C 1s−1 (v = 0) and C 1s−1 (v =
1) vibrational substates of singly core-ionized CH4 using high-
resolution photoelectron–Auger-electron coincidence spec-
troscopy. The two spectra show pronounced differences due
to the fact that Auger transitions into dissociative states mirror
the |χvib(Q)|2 distribution of the particular vibrational substate.
By implementing these observations in an analysis in which
both spectra are fitted simultaneously, we have been able to
separate all seven Auger transitions present in this energy
region. We were also able to derive the energy positions
and slopes of the potential-energy curves of the CH2+4 final
states as well as the relative Auger intensities. There is good
agreement with the data obtained from DCT spectroscopy and
theoretical results. The combination of photoelectron–Auger-
electron coincidence measurements with our approach to data
analysis has thus allowed us to obtain detailed information
on the energies of dicationic states and their repulsive
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potential-energy curves for bound-dissociative transitions in
small molecules.
This approach is of general applicability and can—in
principle—be used to derive information on the potential-
energy curves (energy position and slopes) of the dicationic
states of a variety of small molecules. The only prerequi-
site for such an analysis is that vibrational substates are
clearly resolved in the photoelectron spectrum. The present
experimental setup can be applied, for example, to C 1s−1
ionization in CO, Si 2p−1 ionization in SiH4 and SiD4, and
S 2p−1 ionization in OCS. A planned improvement by a
factor of approximately 2 in the experimental resolution in the
photoelectron channel will make it comparable to the natural
linewidth and the vibrational splitting of most shallow-core
ionized states. In this way, the method will be applicable to a
much larger number of molecular species.
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