where dVg is the g-volume form. Specifically, d is defined for a distribution v E H2 (M, dV g ) to be
(1)
(dV)(¢) = -1M div(grad(¢)) . v dVg
where ¢ is a bounded COO(M) function. If the surface has k cusps, then d has a continuous band of spectrum [i, 00) with multiplicity k. Aside from the continuous spectrum and finitely many eigenvalues in the interval [0, i) , the Laplace-Beltrami operator can have eigenvalues embedded in its continuous spectrum. The eigenfunctions associated to these embedded eigenvalues are called (Maass) cusp forms.
Using the trace formula, A. Selberg showed that the upper half plane quotients of congruence subgroups of SL(2, Z) have infinitely many cusp forms. In fact, they have enough eigenvalues to account for the analogue ofWeyl's Law. Selberg, and independently Roelcke, conjectured that for every co-finite discrete subgroup r of SL(2, R) , the corresponding upper half plane quotient H 2 /r has infinitely many cusp forms associated to its Laplace-Beltrami operator. This has come to be known as the Roelcke-Selberg Conjecture [T), [V) .
However, based on the evidence collected to date, this conjecture appears to be false [CdV) , [PSI) , [PS2) , [DIPS) , [Wk) , [H2) , [Lu) [Wp2) , [PS3). This opinion is expressed in two types of conjecture: R. Phillips and P. Sarnak have conjectured that for X(M) < 0 the generic surface has only finitely many cusp forms [DIPS) , [PS2) ; and Sarnak has proposed that a non-cocompact lattice in SL(2, R) has an "essentially cuspidal" quotient if and only if the lattice is arithmetic [Sa2], [GGP] .I Note that the set of arithmetic lattice quotients is a finite subset of the moduli space of complete, finite volume, hyperbolic structures on a differentiable surface. Yet, to date no one has found a single example of a non-cocompact lattice quotient for which the corresponding Laplace-Beltrami operator has spectral asymptotics differing from those which had been expected by Selberg. The genesis of the recent work on the Roelcke-Selberg problem is a paper of Y. Colin de Verdiere [CdV] . Colin de Verdiere considers the moduli space of surfaces of variable curvature having finitely many hyperbolic cusps [CdV] . By considering compact deformations of the metric within a fixed conformal class and by using an operator introduced by Lax and Phillips [LP] , the pseudo-Laplacian, he shows that the generic surface in this moduli space has no embedded eigenvalues [CdV] . Note, however, that the complete, finite volume, hyperbolic metrics constitute a finite-dimensional submanifold within the infinite-dimensional space considered in [CdV] .
In the present paper conformal deformations are again considered. However, here the deformations strictly fall within the finite-dimensional Teichmiiller space of conically singular hyperbolic metrics. The geometric deformation theory of such metrics is discussed in [J] . Let 9'.;, n, m be the Teichmiiller space of hyperbolic metrics on a genus g surface with n conical singularities and m cusps. (See Definition 2.1.) In the present paper, the following is proven: A generic point is defined to be a point in a residual set. It must be emphasized that the conclusion of Theorem 6.1 does not contradict the Roelcke-Selberg Conjecture nor affirm the Phillips-Samak Conjecture: The generic conically singular hyperbolic metric is not Riemannian complete nor obtained as a quotient of the upper half plane through the action of a discrete subgroup of PSL(2, R). Moreover, validating the simplicity hypothesis of Theorem 6.1 is non-trivial. In fact, multiplicity of eigenvalues is the main obstacle to all further progress on the conjecture. (Compare with [Lu] , [Wp2] , [PS3] , and [JZ] .) In the case considered in [CdV] , generic simplicity followed from a soft result in [U] . But here the space of metrics considered is finite dimensional, and hence generic simplicity is a much more subtle issue.
1.2. The Heeke triangle deformation. The quotients of the Hecke triangle groups G k are examples of conically singular hyperbolic metrics which are not Riemannian complete. D. Hejhal has conducted an extensive numerical study of the eigenvalues of some of these groups with intriguing results [H2] . First note that H2/G k has an involutive isometry which decomposes L2 (H2/G k ) into 'even' and 'odd' functions. Hejhal's computer software finds that the 'odd' eigenfunctions are plentiful. This is as expected because the generalized eigenfunctions which span the continuous spectrum are known to be 'even'. However, not a single 'even' eigenfunction for the non-arithmetic Hecke groups has been found. In contrast, Hejhal's computer program finds plenty of 'even' eigenfunctions associated to arithmetic G k (k = 3, 4, 6) . Note that Winkler has obtained similar results [Wk] .
The Hecke triangle groups belong to a real-analytic one-parameter metric deformation which is described in detail in [J] . By applying the analogue of the method developed in [PSI] , [Wpl], and [Wp2] , it is shown below that the generic metric in this deformation has no associated 'even' eigenvalues-embedded or otherwise-assuming that the multiplicities of the eigenvalues associated to ro(2) and SL(2, Z) are as expected. In particular, one has Theorem 1.2 (Theorem 6.2). Assuming Hypothesis 6.1, at most a countable number of metrics in the Hecke triangle deformation H(t) have even cusp forms associated to them.
Using this method, Wolpert had found similar results for hyperbolic surfaces with cusps and reflection symmetries [Wp2] . More recently R. S. Phillips and P. Sarnak have applied this method to the character case with significant success [PS3] .
As a corollary we have the following answer to the motivational question of [PS4]: Corollary 1.1 (Corollary 6.2). Assuming Hypothesis 6.1, the generic hyperbolic triangle with exactly one null angle has no associated Neumann eigenvalues.
As in [PS3] , one can weaken the multiplicity Hypothesis 6.1 and obtain a conclusion which contradicts the stronger analogue of Selberg's original conjecture: "Each (M, g ) is essentially cuspidal " [Sa2], [PS3] . The statement of this result is given as Theorem 6.3.
1.3. Monotonicity and bounds on eigenvalues. Of perhaps independent interest is the monotone behavior of eigenvalue branches as cone angles are varied in a uniform direction (Theorem 5.1). This monotonicity of eigenvalues yields the following corollaries: Corollary 1.2 (Corollary 5.1). Let T and T' be geodesic triangles in H2 with cone angle triples (a" a 2 , ( 3 ) and (P" P 2 , P 3 ) such that a i > Pi > 0 for i = I , 2, and 3.
Arrange the respective eigenvalues (including multiplicities) of the Neumann problem in increasing order. Then the e h Neumann eigenvalue of T is greater than the e h Neumann eigenvalue of T' .

Corollary 1.3 (Corollary 5.2). The odd-eigenvalues associated to the Hecke triangle groups are uniformly bounded from below by t 7C 2
Monotonicity is also used in a crucial way in the proof of Theorems 6.1 and 6.2.
1.4. Survey of contents. The geometric prerequisites for the present study are contained in [J] . However, to make the present exposition relatively self-contained, the relevant results and notational conventions contained in [J] are given in Section 2.
The bulk of this paper consists of studying the variational behavior of the spectrum of the Laplacian under metric perturbation. The emphasis is placed on developing the analytical tools needed to prove the disappearance theorems (Theorems 6.2 and 6.1). Most of the analysis concerns the sidestepping of the continuous spectrum whose existence makes a direct perturbational study of eigenvalues formidable. The main analytical tool is a pseudo-Laplacian generalized in the context of conically singular hyperbolic metrics. In Section 3, this generalization, dubbed the conical pseudo-Laplacian, is defined and its basic properties are delineated. In the latter half of Section 3, this operator is used to examine the limiting behavior of eigenfunctions of the usual Laplacian as the angle of a cone tends to some limit. In particular, it is shown that as the cone angle tends to zero, embedded eigenvalues tend to an embedded eigenvalue associated to the limiting metric (Proposition 3.3).
In Section 4, the existence and regularity of the eigenbranches of the conical pseudo-Laplacian are considered. It is found that if the angles do not vary through 0, then the pseudo-Laplacians are analytic in the sense of Kato for real-analytic perturbations of the metric. In particular, the eigenvalues depend analytically on the angle parameter and the eigenfunctions vary real-analytically in L 2 • However, if the angles vary through 0, then the singular nature of the spectral perturbation requires that asymptotic perturbation theory be applied. In particular, asymptotic perturbation theory is used to show the existence of differentiable eigenbranches and is used to determine the behavior of the first variational term of an eigenfunction branch.
In Section 5, the mono tonicity of eigenvalue branches of the conical pseudoLaplacian is demonstrated (K == -1). Proofs for Corollaries 5.1 and 5.2 are also provided. In Section 6, the results of the previous sections are combined to provide proofs of Theorems 6.2 and 6.1. All of the 'hard' analysis has been deposited in Appendix A. In particular, the Fourier expansion of an eigenfunction in the model hyperbolic cone is considered there. The differential equations satisfied by the Fourier coefficients are examined with particular attention paid to the asymptotics of the solutions near the cone point.
GEOMETRIC PRELIMINARIES
This section is a summary of the spectrally relevant results and notational conventions found in [J] . Details can be found there.
The model hyperbolic cone is defined to be the metric
on the cylinder Sl x R+ . The cone point is the ideal point associated to Sl x { 00 }. The real constant 0: will denote the cone angle. Note that by letting 0: tend to zero in (2), one obtains
That is, the hyperbolic cone with cone angle 0 is a hyperbolic cusp. For 0: > 0 , No. will denote the metric space represented by (2), and No is that represented by (3).
For 0: > 0 one can make the change of variables p = 2 tanh -I (e -o.y) and e = 2nx. One obtains a perhaps more intuitive representation of a hyperbolic
on R+ x Sl . The cone point in these "geodesic polar coordinates" is the ideal point {O} x Sl . Now one can make precise the notion of a hyperbolic surface with cone points: Let M be a compact surface. Let g be a smooth metric of constant curvature -1 on M -{cJ7=1 where {cJ7=1 is a finite collection of points in M. The metric g is a conically singular hyperbolic metric if and only if for each i = 1, ... , n there exists a neighborhood Vj of c j and an isometry !1j: Vj ~ No.i for some O:j such that !1j(C j ) is the cone point. The c j are themselves called cone points with cone angles O:j' and the !1j are called (standard) cone charts. Note that all Riemannian complete, finite volume, hyperbolic surfaces are conically singular. In addition, incomplete metrics like the one obtained from the upper half plane quotient of SL(2, Z) fall into this category. The cone points of H2 / SL(2, Z) correspond to the points p, i, and 00 in the conventional fundamental domain for SL(2, Z) .
Note that for a conically singular constant curvature metric g on M the Gauss-Bonet formula takes the form:
where o:Jg) is the ith cone angle, Kg is the Gaussian curvature, and X(M) IS the Euler characteristic.
It will be helpful to introduce some notation. Given cone points {c I' ... , c n }, O:j will denote the angle associated to C j • a will denote the n-tuple (0:
Often V(g) will be used as an abbreviation of V(a(g) ). P will denote a standard cone chart into representation (2). Let C a denote p-I(SI x (a, 00]) and let aC a denote p-I(SI x {a}). aC a will be called a meridian. fl will denote a standard cone chart into representation (4). Let C r denote fl-I( [O, r) x Sl) and let aCr denote fl-I({r} x Sl). Note that aCr is a meridian.
Now we make precise the notion of Teichmtiller space which shall be used here. Let M be a differentiable surface of genus g and let {cJ7=1 eM. For 
Let DiJ fa be the diffeomorphisms J : M -+ M isotopic to the identity which satisfy J(c j ) = c j for each i = 1, ... , n.
Definition 2.1. The Teichmuller space ~,k,1 is defined to be the orbit space ~,k,tfDiJfa. Let 7C : ~,k,1 -+ ~,k,1 denote the associated projection.
Define the interior oj Teich muller space to be 7C(~~ k, I) .
For h E Jtf g , k ,I ' let <1J (h) denote the metrics in ~,k, 1 which are pointwise conformally equivalent to h. That is, h' E <1J(h) if and only if there exists a function u : M -{cJ 7=1 -+ R+ such that h' = e 2u h. In [J] it is shown that each member of <1J(h) is determined by its angle n-tuple a.
It is known that a constant curvature metric g induces a compatible complex structure J(g) on M -{cJ7=1. Since Pj is an isometry, its restriction is holomorphic with respect to this structure. Thus, by adding the charts Pi' one extends J(g) to all of M. Further, for each such complex structure there exists a unique complete hyperbolic metric on M -{cJ 7=1 such that each c j is a cusp. In particular we obtain a map
Now consider a path y : (-to, to) -+ Jtf k I. For each coordinate neighbor-
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The path I' is said to be real-analytic iff for each such system oflocal coordinates we have that each y. J' : (-€ , €) -+ C 2 ,a(U) is real-analytic. Note that Theorem I, 3.3 in [J] implies that a path I' : (-€, €) -+ ~(h) C ~,k,l is real-analytic if and only if ci(y) is real-analytic. The notion of a real-analytic path naturally descends to .9' .;, k , I from ~, k , I via n.
The following is the key lemma extracted from [J] :
Lemma 2.1 [J] . Let I' : (-€, €) -+ ~ be real-analytic with y(t) = e 2U ,y (0) . 
where E~ is the non-holomorphic Eisenstein series at s = 2 which is bounded on Cb,j for j =f. i.
Note that here the Eisenstein series is defined as in [CdV] . In particular, E;
is given by the classical series representation if and only if (M, g) = H 2 /r for some r. If c j corresponds to a cusp at ioo, the classical series representation
Also in [J] the first variation of the cone charts is computed. Let Il~~) and Il~:) be cone charts for 1' (0) and y(t) respectively. Let (u, v) and (x, y) be the respective coordinates on the corresponding model cones. Then using these coordinates one can write Ily(t) 0 Il~~) = (x(u, v), y(u, v) ) . Let y, x, X, and
where h=u-a(aIO)-coth(aj(t) 
where h=u-¥y in Cb,j.
CONICAL PSEUDO-LAPLACIANS
The balance of this paper is a perturbational study of the Laplace spectrum for conically singular hyperblic metrics with cusps, cone points with zero cone angle. The perturbation of the Laplace spectrum associated to Riemannian complete, hyperbolic metrics is the subject of several recent papers: [CdV] , [PSI] , [PS2] , [Wp2] , [Ji] , [Pe], and [PS3] . In these studies, the pseudo-Laplacian is the main analytical tool used to deal with the perturbation of embedded eigenvalues. In this section, the pseudo-Laplacian construction is generalized to allow for varying cone angle. The resulting operator is called the conical pseudoLaplacian and is denoted by A~. The basic properties of A~ are discussed, and the spectrum of A~ is shown to be relatively well-behaved under metric perturbation (Corollary 3.1). To link the spectra of the pseudo-Laplac:ian and the conical pseudo-Laplacian near a discontinuity of V(a) (i.e. on opening a cusp to a cone) a "coincidence principle" is provided (Lemma 3.1). Finally, all the results on A~ are combined to show that a sequence of cusp forms tends to a cusp form at a discontinuity of V(a) if the associated eigenvalues limit above i (Proposition 3.3). Let V (a(g» eSc {I , ... , n}. Let C: denote the smooth compactly supported functions on M which are b-cuspidal at c j if i E S. When using (4) these functions will be referred to as r-cuspidal functions. These spaces of functions are related by tanh( I) = e -ab where Q is the cone angle.
On C: the operator 1 + A is semi-bounded below by 1, and thus one can apply the method of Friedrichs to obtain a selfadjoint extension of 1 + A on :?s2,b, the closure of C: with respect to the L2(dV g ) norm [RN] , [LP] . This operator will be denoted by A~, g Because the domain of the pseudo-Laplacian is important to the study of the associated analytic perturbation theory, we sketch here Friedrich's construction: Define the inner product
is the gradient with respect to the metric tensor g. Note that Ig is defined . Equation (11) shows that this operator is selfadjoint. The positive real-number b will be referred to as the construction parameter. Note that if S = {i : G. j = O}, then A~ is the usual pseudo-Laplacian Ab of [CdV] , and if V = V(a(g)) = 0 , then At is the usual Laplace-Beltrami 
To make the exposition relatively self-contained, some important properties of A~ are listed here. Proof The same as in the case of the usual pseudo-Laplacian. See [LP] , [CdV] .
Property (4) . h2
The normalization 
Thus, for a fixed band b' we have a C' (M -Cb,) convergent subsequence where p' < p. A diagonalization argument, with for example b = n and b' = n -1 , gives a subsequence which converges C 2 , p' on each compact set of M -{cone point}. C k estimates for any k E Z+ follow from iteration 2Note that the ellipticity constant of !:J. p tends to zero in the cusp, and therefore C increases as b tends to infinity. of the Schauder estimate. The limit IfI 00 is non-trivial since by normalization 11fI00Ico(M-Cbt) = 1. 0 Remark. The same method of proof applies to the collar pinching case as considered in [Wp2] and [Ji] . From the parallel argument applied to that case, one sees that ! need not be excluded as a limiting value. The following lemma relates the spectra of the conical pseudo-Laplacians and the pseudo-Laplacians near a discontinuity of
In particular, assume that there exists a unique j such that O!~(O) =f. (y(O»,y(t n ) for n E z+. 
Suppose further that (A, 1fI)
We wish to apply the Kato-Rellich'theory of analytic perturbations [K] to this situation. This theory requires that the family of closed operators be defined on a fixed Hilbert space. It also requires that the domain of each operator does not depend on the perturbation parameter.
For most paths y : (-f , f) --+ -Wk, I' both the Hilbert space Ys 2 , 'y~t) and the pseudo-Laplacian domain, D~, y(t) , are not constant in t. However, one can (non-canonically) construct a family of diffeomorphisms ~ : M --+ M such that both Ys~';"(y(t)) and D~, w,'(y(t) ) are independent of t .
Recall from Section 2 the notation f.l and fl for the respective coordinate charts into the respective cone representations (2) and (4).
Define the diffeomorphism ~ via a partition of unity so that it satisfies the following:
~ will be dubbed the (meridian) realignment map. In particular ~ is constructed to map y(O)-meridians to y(t)-meridians in a neighborhood of c i for each i E S. Note that since f.ly(/) depends real-analytically on t, ~ also depends real-analytically on t.
Define a new metric family on M by y(t) = ~*(y(t)). Note that n(y) = n(y) where n : $g ,k, I --+ .c;; ,k, I is the projection onto Teichmiiller space.
First note that the meridians of the new metric family y do not vary. Hence the space of r-cuspidal functions is fixed for this family. Further, from the definition of W;, one finds that for each i the volume form restricted to C a j (resp. C r j) does not depend on t. Thus, since local square-integrability does not depend on the metric one obtains:
Lemma 4.1. If Veney)) is continuous, then the space .2:.ry~t) does not depend on t.
To be able to apply the Kato-Rellich theory, one must also verify that the domain of L\~, y(t) is independent of t. Recall from (12) that the domain of L\~, 'i{t) is D~,ji(t)={UEHy(t): 3fE.2;/:y~t) 3 Iy(t) (u, v) 
where Ig is the inner product defined by (11).
Lemma 4.2. Dy(t) is independent of t.
Let XA denote the characteristic function associated to the set A eM. The real-analyticity of the metric tensor on compact sets implies that there exists a constant K such that ( 15)
By using (4) and (11), one can show that for ¢ with support in Cr,j' 
we have (16) . {Q;j(S) Q;j(t)} {Q;j(S) Q;j(t)} mzn Q;j(t) , Q;j(s)
Note that for i E V(y) and ¢ with compact support in C a i ' the quantity Iji(s)(¢' ¢) is constant in t. Hence, it follows from (15) and (16) that {gn} is an L 2 -Cauchy sequence. The conclusion follows by noting that g = lim n -+ oo gn satisfies for each v E Hy(s) ' 0 Remark. Note that the use of geodesic polar coordinates (4) is real-analytic in t. 0 Using the Kato-Rellich theory ( [K] , Chapter VII) one obtains as a corollary:
Then the eigenvalues of the operator family d~, "I can be written as a countable set of real-analytic functions on (-E, E) . For each such eigenvalue branch, there exist corresponding eigenfunction branches If/t E 2's~'y~t) such that ~*(lf/t) is a real-analytic path in 2's2:p~0)' For a given t, the collection of If/t spans 2's2:"I~t) .
Estimating the distortion of ~.
In applications we shall be interested in paths 1': (-E , E) ---+ ~ where ~ is a (pointwise) conformal equivalence class inside ~,k, I' In this case the associated family of Laplacians is of the form (0) . And thus-at least formally-one can write
t t=O This formula simplifies perturbational expressions such as the eigenvalue derivative and the Phillips-Sarnak disappearance condition. Unfortunately, d"l(t) is not real-analytic in the sense of Kato in general. Hence, it will be necessary to show that the perturbational expressions derived using d w ;-("I(t)) are not far off from the ideal expressions obtained from the use of (17).
Let I' : (-E, E) ---+ ~ be real-analytic, and let d~, y denote the associated family of conical pseudo-Laplacians where 
is finite.
Proof It suffices to consider W (resp. W) on the cone neighborhoods C r , i
for which
From equations (7) and ( The following is the key lemma which shows that the difference between the ideal quantities and those derived from the technically necessary realignment are as close as one likes for large b. Lemma 
Suppose y: (-€, €) ----~ is real-analytic with V(y(t)) continuous and y(t) = e 2U ,y(O). Let '1f t be an eigenbranch of L\y(t) and let ¢ be a moderate growth eigenfunction of L\oo, y(O)' Then
By Lemma 4.3, ~ and its derivatives up to the second order are bounded.
Since the volume form decays exponentially in y, Ie (AI) I{I)¢ tends to zero b as desired. 0
Discontinuities of V(a):
Asymptotic perturbation theory. Now we tum to the case where y: (-€, €) -+ ~.k.1 is real-analytic and V(a(y)) has a discontinuity at O. One can show that if V (y( -€ , €)) C S, then the eigenvalues d~.)1 can be written as a countable union of real-analytic functions. Further, one can show that the corresponding eigenfunctions vary real-analytically in CO(K) for
Unfortunately, the proof of this fact is rather laborious and will not be given here.
However, in applications the real-analyticity of eigenvalues and eigenfunctions is not needed. We only need to obtain the analogue of Lemma 4.4, that is Lemma 4.9. To do this it will suffice to use asymptotic perturbation ( [K] , Chapter 8). This method is as laborious as showing real-analyticity, but the method has the added bonus of showing that the second derivative of an eigenfunction branch belongs to L 2 • From this latter fact, one can obtain the bounds which are crucial in the proof of Lemma 4.9.
Let y: (-€ , €) -+ C(j be real-analytic with aj(y(t)) identically zero for some j. In addition to the assumption S:J V(a(y(t))) for all t, assume that for all i for which a~(t) =I-0, one has i E Sand ai(O) = O. In [J] it is shown that in this case the formal Taylor expansion of the conformal factor in a about a = 0 has only even terms. Hence the additional assumption implies that the formal power series of y(t) about t = 0 has only even terms.
Asymptotic perturbation theory requires a fixed Hilbert space, with an op- (14) is not well defined at a discontinuity of V (y). But the following analogous family is well defined at a discontinuity. Let 't : M -+ M be defined via a partition of unity to satisfy the following:
Just as with ~,the family 't maps meridians to meridians. Thus, the metric family y = ';(y) has a fixed family of b-cuspidal functions.
Recall that by assumption y(t) is an even function of t. Hence ~ is an even function of t, and thus y(t) is also even in t.
Unfortunately, the volume forms dVy(s) and dVy(t) are inequivalent unless a (y(s)) = a(y(t) ). Hence the associated spaces £'.s\~t) in general depend on t. To resolve this, one conjugates the family L\~, ji with a family of bijective multiplication operators <l>t : £'.s~'l'~t) --> £'.s2:"y~O) . The <l>t are defined via a fixed partition of unity to satisfy
Asymptotic perturbation theory will be applied to the operator family ~ £'.s2:ji~O) --> £'.s2:ji~O) defined by (25) Note that since y(t) and <l>t are even functions of t, Ts is well defined.
Since ~, y(t), and <l>t vary real-analytically in COO(K) for compact sets K E M -{cJ 7=1 ' and the pseudo-Laplacian only involves finitely many derivatives, one has for each 1 E COO(K) the COO(K)-convergent expansion
These operators are extended to COO(M -{cJ7=1) by choosing a compact ex-
In the application of the theory it will be useful to restrict T(I) and Bs to the subspace 
In particular define the domains of Bs and T(I), denoted D(Bs) and D(T(I))
respectively, to be ~.
An application of asymptotic perturbation theory requires the verification of several hypotheses. We refer the reader to Chapter VIII of [K] , Sections 1 and 2, and [Wp2], Section 3.
( 1 ) Ts converges strongly in the generalized sense to T(O).
(2) The region 01 boundedness non-trivially intersects the resolvent set
P(T(O)). (3) D(Bs) is t-independent. ( 4) Both T(O)
and Ts are closed operators on X.
(5) D(T(O)) n D(T(I)) n D(Bs) is a core for T(O) .
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Condition (6) 
If f also belongs to ~ , then it follows that the series expansion (26) converges in ~~'ji~Ofnorm. 
Proof The proof is an application of the minimax principle and Lemma 3.1. We need to normalize the domain of the Dirichlet functional
To this end, let Xi E COO(M) such that X/M -C a i) = {O} and X(C a J = {I}.
Define the bijection At : 2)/''i~0) ~ 2:.r'i~t) by , , n At(f) = f· LXi· J-l;(exp(y(o) 
Then the Dirichlet functional can be reinterpreted as D;(f) = Dt (At(f) ). Note that D; is well defined on the space W c nt2's~ 'y~t) of functions f for which
(1) f is C 2 on the complement of (
(3) f 0 J-li is of rapid decay for each i E S.
Note that if ¢ is an eigenfunction of L\~, 'i then At (¢) E Wand all minima of D; are of this form.
Let k min (k ma ) be the limit inferior (superior) of
as t tends to zero. Let {t k } be a sequence tending to zero such that
Using Lemma 3.1 one can construct a subsequence tk and families of or- 
The hypotheses of [K] , Theorem VIII.2.6, have already been verified in Lemmas 4.5 and 4.6. In particular, the stability of the eigenvalues follows from Lemma 4.6. 0 Let Vi denote the left-hand side of (30). Lemma 
The function Vi and its derivatives up to second order are O(e-Y )
at each cone point.
Proof. Consider the eigenequation restricted to a cone c j for which the function a/r(t)) is non-trivial:
Differentiating twice at t = 0 one obtains Since the constant C depends only on the ellipticity constant, the shape of the domain, and the bounds on the coefficients, C can be chosen to be independent of m. The proof is complete. 0 Now we are ready to apply the above analysis to derive the analogue of Lemma 4.4. Note that the expansion (18) 
Proof The proof is the same as for Lemma 4.3 except that one uses estimates (9) and (10). 0 Proof The proof differs from the proof of Lemma 4.4 only in that the volume form does not decay rapidly in y and that ~ is replaced by J t • However, the cusp form 'II and its derivatives do decay rapidly in y. Thus, Lemma 4.8 provides the conclusion. 0 
Lemma 4.9. Suppose y: (-€ , €) --+!jj' is real-analytic with V(y(t)) continuous except at t = 0 and y(t) = e 2U ,y(O). Let
MONOTONICITY
In this section we consider the behavior of the eigenvalue branches whose existence is guaranteed by Theorem 4.2. We find that under certain circumstances the eigenvalues vary directly with the size of the cone angle. In particular, any eigenvalue branch of the usual Laplacian is an increasing function of the cone angle (Theorem 5.1). As a corollary one finds that the eigenvalues associated to the Neumann and Dirichlet problems on geodesic triangles in the hyperbolic plane vary monotonically with respect to the measure of a vertex angle (Theorem 5.1). The basic idea behind the proof is the use of the first variational term of the metric given by Lemma 2.1.
Recall that V(o:(y)) is the set of cusps, i.e. cones with cone angle zero. has an involutive isometry 19 E Diffeo(S2) which interchanges the isometric triangles in the triangle decomposition This isometry divides the spectrum into I-even and I-odd eigenfunctions, or equivalently Neumann and Dirichlet eigenfunctions on the triangles. Since 'l' : [0, 1] -+ Diffeo(S2) is continuous, the odd/even labeling is constant on each eigenbranch. It follows that the respective Neumann eigenvalues and the respective Dirichlet eigenvalues of T and T' compare as desired. D
Theorem 5.1. Suppose y : (-E, E) -+ ~ is a non-trivial real-analytic metric deformation such that V (o:( y)) is continuous on (-E, E) and such that for each i = 1, ... ,n the function O:i(y(t))) is non-decreasing. Let
Arrange the respective eigenvalues of the Dirichlet and Neumann problems in increasing order. Then a Dirichlet eigenvalue of T is greater than the corresponding Dirichlet eigenvalue of T' , and a Neumann eigenvalue of T is greater than the corresponding Neumann eigenvalue of T' .
Proof. By gluing two copies of T together and two copies of T' together, one obtains two conically singular metrics (S2, h) and (S2, h'), with cone angle n-
Remarks.
(1) The monotonicity of Dirichlet eigenvalues can be seen from domain monotonicity. But the monotonicity of Neumann eigenvalues is more subtle. For example, there are Sturm-Liouville operators on the real line for which domain monotonicity does not hold for Neumann eigenvalues [GB] .
(2) The corollary can be generalized to any pair of conformally equivalent geodesic polygons in H2 with uniformly comparable vertex angles.
(3) The monotonicity had been foreshadowed by the numerical evidence in Tables 1 through 4 in [H2] .
In [Sal] , P. Sarnak showed that the eigenvalues associated to the Hecke triangle groups are greater than t. Here Theorem 5.1 is used to improve this estimate for the odd eigenvalues. Proof. The hyperbolic surfaces associated to these groups are members of y :
where G k is a Hecke triangle group. As in the proof of Corollary 5.1, for each t there is an involutive isometry l)'{t) : S2 -+ S2 which induces a decomposition into I-even and I-odd eigenfunctions. The Eisenstein series are I-even. Thus, the I-odd eigenfunctions of 1l~I},l'(t) are precisely the I-odd eigenfunctions of Ill'(t) . In particular, the I-odd eigenfunctions of Ill'(t) persist though the deformation and form real-analytic branches. Lemma 6.8 and Proposition 3.3 combine to imply that each I-odd eigenfunction branch converges to a cusp form. The classical lower bound on H/ro(2) implies that the limiting value of the eigenvalue is at least !71 2 [HI] . eigenbranch to be an eigenbranch of Lly which is well defined and real-analytic for all t (including t = 0). A stable eigenfunction of Lly(t) is the evaluation of some stable eigenbranch at t.
The following lemma is standard in the perturbation theory of the Laplace spectrum of finite volume hyperbolic surfaces [PSI] Lly(t) 
with eigenvalues greater than * is the union of the stable eigenfunctions a.'1d the finite set of eigenbranches whose eigenvalues limit to * as t tends to a singularity of V(y(t)).
Proof The eigenfunctions of Lly(t) are eigenfunctions of the pseudo-Laplacian if and only if the zeroeth Fourier coefficient vanishes. The zeroeth Fourier coefficient is a real-analytic function and hence vanishes for all t or for only countably many t. In the former case, we have a stable eigenvalue provided that the eigenvalue does not limit to * as one nears a singularity of V(ci(t)) (Proposition 3.3). General arguments show that only finitely many eigenvalues limit to * (see [Wp1] ). The lemma follows from these considerations. 0 Hence, the strategy is to demonstate the nonexistence of stable eigenbranches for some real-analytic deformation. 
one obtains:
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use Proof Choose a conically singular hyperbolic metric h on M belonging to ~, n-I , m which has only simple eigenvalues. Let {cJ ;:/ denote the cone points of h. Note that by puncturing M at some point c one has that h also belongs to ~,n,m with cone angle 2n at c. In particular,
We claim that for c in a residual set, ~)'c has no stable eigenbranches with eigenvalue greater than i. Note that V(Yc) is continuous and hence eigenfunctions which limit to i are stable. Therefore the theorem will follow from the claim and Proof Apply the Coincidence Principle, Lemma 3.1. 0 Now we consider the stability of eigenfunctions associated to a specific family of metrics on the thrice punctured sphere. The Hecke triangle deformation J, {c, ' c 2 , c 3 }) is defined so that H(t) has cone angles (0, n, t) . (Recall that the conformal structure J on S2 is unique.) The name Hecke triangle deformation is motivated by the fact that H2/G k = (S2, H(lf) ) where G k is a Hecke triangle group [HI] . Note that (S2, H(O)) = H 2 /r o (2) = H2/9 where ro(2) is a congruence subgroup of level 2 and e is the Theta group [HI] , [T] .
The groups G k , k = 3, 4, 6, and 00, are arithmetic and hence are expected to have discrete spectrum accounting for Weyl's Law. However, for k> 6, G k is not arithmetic, and hence the conjecture of Sarnak [Sa2] predicts that G k has no associated discrete spectrum. Here, an attempt is made to support this conjecture by applying the perturbational strategy to H(t) at t = O.
Note that V(a(H(t))) has a discontinuity at t = O. In particular, Lemma 2.1 gives that u is the Eisenstein series E2 associated to the cusp c, on
. By 'unfolding' the left-hand side of (38) one obtains
where L"'o*E, (2) is the Rankin-Selberg convolution product at s = 2 of '1'0 and
Recall the Hecke theory concerning Maass cusp forms and Eisenstein series associated to a congruence subgroup of SL(2, Z) ([G], [T]). Let flA2 denote
f : H2 --+ C composed with the Mobius transformation Z t-+ 2 . z acting on H2 .
In this section, functions on H 2 /r o (2) are not distinguished from their liftings to H2 . Let Es be the Eisenstein series associated to SL(2, Z). Recall that Es and EsIA2 span the vector space of Eisenstein series associated to ro(2). Let E; denote Es and let E; denote EsIA2'
Recall that for each Hecke eigenform f associated to SL(2, Z) there are two linearly independent Hecke eigenforms on ro(2): f and f1A2. These are the so-called oldforms. The other Hecke eigenforms on ro(2) are called newforms. Recall that the Hecke eigenforms provide a basis for the space of Maass cusp forms on congruence subgroups.
Recall from Section 5 the reflection T which induces a division of the spectrum of I1 H (t) into even and odd eigenfunctions. Given an eigenspace V of I1 H (O) ,let V even denote the subspace of even eigenfunctions. Recall that the Hecke eigenforms are also divided into those which are 'even' or 'odd' with respect to T. Let tt;}:1 denote the Hecke basis for V even . Define the 2 x m matrix: [HI] . The scattering matrix <I>(s) for ro(2) at s = ! is equal to -I d. Thus, the moderate growth eigenfunctions associated to ! are DI = is Is=t (EI)(s) and D3 = is Is=! (E3)(S). The matrix of zeroeth Fourier coefficients of these eigenfunctions is
On page 571 in [HI] Recalling the bijection between hyperbolic triangles and thrice punctured spheres one immediately has the following: Corollary 6.2. Assuming Hypothesis 6.1, the generic hyperbolic triangle with exactly one null angle has no associated Neumann eigenvalues.
One can weaken Hypothesis 6.1 so that one obtains a conclusion which contradicts the assertion that every surface is essentially cuspidal. Recall that a surface is essentially cuspidal if and only if its cusp form eigenvalues account for the full Weyl-Selberg asymptotics [PS3]. We provide a statement of this below in the form of Theorem 6.3.
Let Ag denote the distinct eigenvalues of the ~g and
V;. will denote the eigenspace associated to A.. Define Proof. The proof is similar to that of the main result in [PS3] . In particular, one uses Lemma 6.6 and the monotonicity of the eigenvalues (Theorem 5.1). 0
Remarks.
(1) All but finitely many of H2 jG k belong to the set {H(t) : 0 < t < to} .
(2) The lack of a uniform upper bound on the logarithmic derivative of the eigenvalue branches precludes a global statement. In this appendix we will consider the Fourier coefficients of the eigenfunctions of La. The eigenfunction equation in cylindrical coordinates is
where k is a constant. Since solutions of the left-hand side of equation (44) must have period 1, they are spanned by e21linx with k = 4n 2 n 2 . Thus, the function v must satisfy where I and K are the Besselfunctions of imaginary argument [Le] . Thus, the expansion of an eigenfunction of Lo (s =I-1) is
To find solutions to (45) when a =I-0, make the substitution u(y) = coth (ay) and obtain an equivalent differential equation in terms of V = v 0 u-I :
A pair of linearly independent solutions to equation (48) Qs (a, y) = r(2nlnla _I) Q_; (coth (ay) ).
In particular, for a =I-0 the Fourier expansion of an eigenfunction in the cone can be written as
n=-oo
The behavior as y tends to infinity of K; (a , y) and I; (a , y) can be deduced from [Le] , (5.11.9) and (5.11.10):
The behavior as y tends to infinity of P; (a , y) and Q; (a , y) can be deduced from [Er] , Section 3.9.1, (3), (5), and (12): The following lemma will be useful in determining the asymptotic behavior of an L 2 eigenfunction and its derivatives. 
The proof of (60) Then the differential equation
has two solutions given by
where where
To apply this theorem in the present proof, we make the substitution (48). We obtain an equivalent differential equation to which the theorem applies:
To study the asymptotic behavior at the cone point we set a+ = 1 and let a_ = U o where u o > 1.
After some computation one finds that
One also finds that Iteration of this estimate yields the result. 0 To determine the asymptotics of the first variation of an eigenfunction branch, the following two lemmas are provided, Lemma A.6 and Lemma A.7.
The first concerns the case a > 0 ; the second concerns the case a = 0 in which the cone is a cusp. The proofs are entirely different for the following reasons:
For the case a > 0, one the zeroeth Fourier coefficient is a multiple of a single function P~ for which there are explicit integral expansions which can be differentiated with respect to a for a > 0 (Lemma A.S). The differentiation of such an expression breaks down at a = O. Instead another more traditional approach is used. In particular, one integrates the variation of the eigenbranch against the resolvent kernel. This approach works for a = 0 because we have that the first variation belongs to L 2 (Lemma 4.1). Note that it is not a priori known whether the first variation belongs to L 2 if a > 0 . (1) c n (a) has at most polynomial growth in n, (2) and
The following integral representation for P: is given in [Er] , Section 3.7, (6):
By substituting ,u = -~lln , Z = coth (ay) , and v = -s(a) one obtains
By differentiating with respect to a one obtains a mess: 
where 'II is the logarithmic derivative of r. 'II has at most logarithmic growth in n [Er] , Section 1.18, (7). Thus, from [Er] , Section 1.18, (4), one sees that A has at most polynomial growth in n. Note that as y tends to infinity 
Note that since f is an L2 eigenfunction, f is bounded. Therefore (73) would follow from (79) and (80) To obtain (79) and (80), Lemma A.I is applied to the functions I:n;tO a~ (a )8yP; (a, y) and I:n;tO an (a )8 y P; (a, y) , and the zeroeth Fourier coefficients are shown to tend to zero as y tends to infinity. To obtain the estimate (58) one evaluates 8 y P;(a, y) and 8 y P; (a, y) . To this end the relation [Er] , Section 3.8, (10), is used:
By substituting f.1 = -a -'2nlnl, /J = -s(a) , and z = coth (ay) , one finds that 
+ a(l -s)coth(ay)P;(a, y) + (s -l)P; (a, y) -(a(l -s) + 2nJnI)P; (a, y) .
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Using the estimate given by Lemma A.5 one obtains estimate (58). The constants absorbed into the the series an are of at most polynomial growth. Thus, Lemma A.1 applies and implies that (82) and (83) By use of [Er] F(s+2, 3-s; 3; t(l-coth(ay) ))
+----~--~--~--~~~~------~~----~~~
4sinh4 (ay)
where F is the hypergeometric function. In particular, the zeroeth Fourier coefficient is O(e-2ay ). In sum, (73) has been verified. Verification of (74) Thus by taking the L2(y-2 dy) inner product of each side of equation (86) , -21lY ~ cnCC e (y + 1).
The sequence {c n } belong to P and thus the sum Ln#O cne -2llny (y + 1) converges. A geometric series and a Schwarz inequality argument similar to that given in Lemma A.l shows that the function defined by this series is O(e-2IlY ). The results contained herein and in [J] constitute the author's doctoral dissertation at the University of Maryland. The author takes great pleasure in thanking his thesis advisor Scott Wolpert for his support, both moral and technical. The author also thanks Peter Samak for his encouragement and very constructive criticism, and Isaac Efrat for his encouragement and helpful comments. Lastly, the author thanks the Institute for Advanced Study for its hospitality during the latter stages of manuscript preparation.
