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Abstract
Polymer extrusion is regarded as an energy-intensive production process, and the real-time monitoring of both energy consumption and melt quality
has become necessary to meet new carbon regulations and survive in the highly competitive plastics market. The use of a power meter is a simple and
easy way to monitor energy, but the cost can sometimes be high. On the other hand, viscosity is regarded as one of the key indicators of melt quality
in the polymer extrusion process. Unfortunately, viscosity cannot be measured directly using current sensory technology. The employment of on-line,
in-line or off-line rheometers is sometimes useful, but these instruments either involve signal delay or cause flow restrictions to the extrusion process,
which is obviously not suitable for real-time monitoring and control in practice. In this paper, simple and accurate real-time energy monitoring methods
are developed. This is achieved by looking inside the controller, and using control variables to calculate the power consumption. For viscosity monitor-
ing, a ‘soft-sensor’ approach based on an RBF neural network model is developed. The model is obtained through a two-stage selection and differential
evolution, enabling compact and accurate solutions for viscosity monitoring. The proposed monitoring methods were tested and validated on a Killion
KTS-100 extruder, and the experimental results show high accuracy compared with traditional monitoring approaches.
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Introduction
Due to their low cost, range of properties (e.g. high strength-
to-weight ratio, high temperature resistance, high chemical
resistance) and ease of processing, polymers are becoming
increasingly prevalent as basic materials in many industrial
applications. According to a report from the British Plastics
Federation (BPF), the UK polymer industry is made up of
7400 companies which produced around 2.5 million tonnes of
plastics in 2011, with a turnover of £19 billion (Davis, 2011).
This number will continue to increase as more traditional
materials, such as wood, concrete and metal, are substituted
with polymers.
The light weight of plastics can help to reduce energy con-
sumption in transportation and related areas. For instance,
the Airbus A380 is 22% carbon fibre reinforced and burns
20% less fuel per seat than the airline’s 747-400 fleet., and for
the Boeing 787 Dreamliner, the lighter but strong fuselage
gives a 30% reduction in maintenance cost and a 20% reduc-
tion in fuel consumption compared to similar sized airplanes.
(Davis, 2011). The processing of plastics, however, is energy-
intensive. In the UK, the electricity bill for this purpose
amounts to £380 million per annum. Thus, a reduction in
electricity usage of 10% would result in savings of £38 million
per annum, and a significant reduction in environmental
burden.
Generally, the energy consumed during polymer process-
ing can be divided into two aspects: the ‘high-level energy
management system’ and ‘low-level machinery control’. For
the former, it has been shown that a 30% reduction in energy
use can be achieved by appropriate changes in management,
maintenance, and capital investment (Kent, 2008). For the
processing machines, energy efficiency relies on the machine
geometry and the material being processed (Kelly et al., 2006).
However, non-optimal operating settings can also waste
energy. These settings include thermal heating, cooling, and
the processing speed, for a typical polymer extrusion process.
Single-screw and twin-screw extrusion are the most com-
mon types of extrusion in wide usage. In these processes, plas-
tic granules are pushed by a screw moving from the feed zone
to the die, and the heat generated by both the shear stress and
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barrel heating helps to melt the granules. The extruder motor
is obviously an energy-intensive component, and it consumes
around one third of the total energy. Its associated power fac-
tor is a critical issue for plastic processing companies, as a
lower power factor may lead to an undesired penalty (or sur-
charge). The on-line monitoring of motor power consumption
therefore becomes necessary for the investigation of energy
efficiency. Such energy monitoring can also provide useful
information on the melt stability and the quality of the final
product. The use of a power meter (e.g. the HIOKI 3169-21)
is of course the easiest way to monitor motor power con-
sumption, including the apparent power, active power, reac-
tive power and the power factor. However, the installation of
power meters for each extruder is costly, and mathematical
models based on the process settings seem to be an affordable
alternative (Abeykoon et al., 2010; Lai and Yu, 2000).
However, existing models are highly dependent on the geome-
try of the extruder and the materials being processed. It is dif-
ficult to use the same model on a different machine without
re-training. Fortunately, the motor drive provides most of the
essential information, which can be used to theoretically cal-
culate the power consumption. For a DC motor, these vari-
ables can be the rotational speed and armature current. In
this paper, a simple method will be presented for real-time
monitoring of the DC motor power consumption in a single-
screw extruder.
Thermal heating is another big consumer of energy in
polymer processing. The majority of the thermal energy is
used to keep the temperature of the extruder barrel and die at
a specific level. Thus, real-time monitoring of the thermal
energy also plays an important role in energy efficiency opti-
mization. Similarly, due to the issue of cost and accuracy,
power meters and mathematical models are not suitable for
this purpose. A more accurate and reliable method based on
the controller output will be introduced in this paper.
The main purpose of adjusting the operating settings is to
guarantee a consistent melt quality. In industry, the melt pres-
sure near the screw tip is usually accepted as the main indica-
tor of melt quality. This pressure is known to be proportional
to the screw speed, it is also slightly affected by the melt tem-
perature and screw geometry, as well as the material being
processed. Unstable melt pressure causes fluctuations to the
throughput, which results in variations in the quality of the
final product. However, previous research has shown that the
melt viscosity is probably the best indicator of melt quality
(Cogswell, 1981). The main issue with viscosity monitoring is
the lack of in-process viscosity measurement sensors.
Rheology viscometers are a popular choice when off-line visc-
osity measurement suits the purpose. For optimizing the
operating settings, a real-time monitoring of melt viscosity is
required. In this paper, a slit die with a large width-to-height
ratio is used to measure the shear stress and a linear model is
produced for mass throughput measurement. The viscosity is
then obtained from the ratio of shear stress and shear rate.
Unfortunately, this method is not applicable to industrial
manufacturing lines as it limits the throughput of the melt
stream. A low-cost alternative is the previously proposed
‘soft-sensor’ approach (Liu et al., 2010, 2012; McAfee, 2005).
In this paper, the accuracy of the viscosity model is further
improved by properly exciting the plan using pseudorandom
sequence (PRS) and the integration of differential evolution
(DE) into a two-stage selection for radial basis function
(RBF) network model construction.
The rest of this paper is therefore organized as follows.
Section 2 presents the on-line monitoring of motor power and
thermal energy consumption. The viscosity monitoring tech-
niques are introduced in Section 3, where both physical mea-
suring using a slit die and soft-sensing based on a
mathematical model are presented. And finally, Section 4
concludes this paper with suggested future work.
On-line energy monitoring
The real-time monitoring of power consumption at each com-
ponent is desirable for optimizing the overall energy effi-
ciency. The use of a power meter is the easiest way to achieve
this, but the cost is sometimes too high. Mathematical models
based on process settings can provide satisfactory accuracy in
power monitoring, but it is difficult to apply the same model
to different extruders with different geometries and processing
materials. In this section, a simple method based on the con-
trollers of thermal heating and motor drive will be presented.
All methods were developed and verified on a Killion KTS-
100 single-screw extruder located at the Polymer Processing
Research Centre, Queen’s University Belfast.
Monitoring of heating and cooling energy
consumption
The Killion KTS-100 extruder has separate temperature con-
trollers (Eurotherm 808) for each heating zone. The displace-
ment contactors AFM215-303 are used to regulate the heating
and cooling. As a result, pulse width modulation (PWM) is
incorporated to implement PID (proportional-integral-deriva-
tive) control. Moreover, Zones 1–3 (solid conveying, melting,
and metering) are fitted with air fan cooling, and their con-
troller output ranges from 100 to 100 instead of ½0, 100 for
heating only control.
Each temperature controller also supports RS-422 serial
communication which is then converted to RS-232 to be con-
nected with a computer. Several variables, such as setting
point, measured value, and controller outputs, can be directly
read or written through this communication. Therefore, by
taking the controller outputs and their associated heating and
cooling power, their energy consumption can be easily calcu-
lated as
Pthermal=
X5
i= 1
piui ð1Þ
pi=
pheating ui  0
pcooling ui\ 0

ð2Þ
where pi, (i= 1, . . . 5) denotes the i
th heating or cooling
power, and ui represents the i
th controller output.
Figure 1 compares the energy consumption measured by
the HIOKI 3169-21 power meter and the calculations from
controller outputs. It is clear that the calculated value fit the
measurements quit well in the first 5 min. After this period,
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the calculated value is a little higher than the power meter
measurements. This is caused by the lower sampling rate of
the power meter. Through serial communication, the maxi-
mum sampling rate of this power meter is 1 Hz while the sam-
pling rate of the temperature controller can be set at 10 Hz.
In the first 5 min, the heating works at full power, which can
be confirmed by the slope of the curve in Figure 1. However,
after the warm-up period, the controller outputs change fre-
quently in the range ½100, 100 or ½0, 100. It is highly possi-
ble that the 1 Hz sampling rate is not able to capture all the
changes, and thus the resultant energy is lower than the calcu-
lated value.
By using the proposed method, it is also possible to moni-
tor the energy consumption in different heating zones.
According to the recorded data, Zone 1 consumes nearly half
of the total thermal energy. This can be caused by the plastic
granules absorbing heat energy when passing through
Zone 1. However, due to the high heat conduction of metal, a
significant amount of energy is wasted in cancelling the
Zone 1 heating and feed area water cooling. The installation
of a heat isolation plate between Zone 1 and the feed section
should help to significantly reduce the overall thermal energy
consumption.
Monitoring of motor energy consumption
The Killion KTS-100 extruder is fitted with Eurotherm 512C
motor drive and a tacho meter. The motor controller also uti-
lizes PID control algorithm implemented through PWM. For
ease of configuration, the 512C controller also provides sev-
eral terminals which can be used to read or write the motor
status through analog or digital signals. These include the
screw speed, setpoint ramp, tacho feedback, torque/current
limit, current meter output, start/stop, and so on.
For a DC motor, the rotational speed is known to be pro-
portional to the motor armature voltage while the screw
torque is proportional to the motor armature current. This
relationship can be summarized as
Va=RaIa+Eb ð3Þ
Eb=Kvv ð4Þ
T=KmIa ð5Þ
where
(6)
 Va: Motor armature voltage or motor supply voltage.
 Ia: Motor armature current or motor supply current.
 Ra: Motor terminal resistance.
 Eb: Back electromotive force (EMF).
 v: Motor rotational speed.
 T : Motor torque.
 Kv, Km: Motor-specific parameters which can be iden-
tified through the measurement of Va, Ia, T , and v.
Conventionally, the power consumption can be simply
obtained through the production of armature voltage and
current. However, as PWM regulation is adopted, the voltage
and current change frequently during each PWM cycle. This
change causes a phase shift between the voltage and current,
leading to a low power factor for this motor drive system. An
additional power meter attached to the motor drive power
supply can verify this effect. As a result, the DC motor con-
sumes more energy than it actually requires to drive the screw.
The recorded data also shows a clear relationship between the
power factor and screw speed. Thus, a full representation of
the motor apparent power consumption can be obtained.
Melt quality monitoring
Melt viscosity is regarded as one of the best quality indicators
of the melt stream. It can be described as ‘the resistance of
material to flow’, and is derived from the ratio of the shear
stress and shear rate of the flow as
h=
t
_g
ð7Þ
where h represents the viscosity, t is the shear stress, and _g
denotes the shear rate. Under laboratory conditions, shear
stress can be determined from the pressure drop along the
channel of a slit die or capillary die (Liu et al., 2012), while
shear rate can be calculated from the volumetric flow rate
through the die. Another development in this area is known
as a ‘torsional viscometer’ (http://www.manscoproducts.com/
index.htm, Venkatraman and Okano, 1990). Although this
equipment can be used to continuously and accurately
measure the melt viscosity, it is not applicable to industrial
conditions due to its restriction of the melt stream, therefore a
soft-sensor approach based on mathematical models becomes
an affordable alternative. In the following, the fundamentals
of slit die viscometry will be introduced. The recorded data
from this viscometry will be used to train an RBF network
model, providing indirect measurement of melt viscosity.
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Figure 1. Comparison of the thermal energy consumption monitoring
by power meter (dotted line) and controller output calculation (solid
line).
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Viscosity monitoring through a slit die
In-line viscometer die. A slit–die rheometer is an extruder
die which has a rectangular flow channel with a large
width-to-height ratio (Figure 2). The apparent shear rate at
the wall in a slit die can be determined by
_gaw=
6 _V
H2W
ð8Þ
where _V denotes the flow rate through the flow channel, H is
the slit height and W is the slit width (W  H).
However, for a power law fluid with power law index n,
the actual shear rate at the wall is (Rauwendaal, 2001)
_gw=
2n+ 1
3n
_gaw ð9Þ
The shear stress at the wall can be determined from the
pressure drop along the channel
tw=
DP
L
H
2
ð10Þ
where L is the distance between two pressure measurement
points.
The actual viscosity of a power law fluid can then be
obtained by
h=
nH3W
4(2n+ 1)V
DP
L
ð11Þ
Throughput measurement. The throughput is mainly deter-
mined by the melt pressure. Theoretically, a precision scale
can be used below the slit die for continuous measurement of
the mass throughput. However, large variations can be
observed on the scale reading due to the elasticity of the poly-
mer melt stream. As a result, the melt polymer was collected
manually at 1 min intervals. The collected polymer was then
weighed to obtain the mass throughput. The measurement
error was minimized by taking the average value from multiple
samples.
By plotting the mass throughput against screw speed, a
strong linear relationship can be observed. As shown in
Figure 3, the mass throughput is nearly equivalent to the
screw speed minus one. The change of material from low den-
sity polyethylene (LDPE) 2102TN32W (melt flow rate (MFR)
of 2.5 g/10 min at 1908C and 2.16 kg, density 921 kg/m3) to
LDPE 2102TN00W (MFR of 0.33 g/10 min at 1908C and
2.16 kg, density 921 kg/m3) did not affect this linear relation-
ship much. A similar relationship for mass throughput can
also be found in McAfee (2005).
In order to get the volumetric flow rate, the melt density is
also required. This was measured by an RH7 (Figure 4) visc-
ometer under different temperature settings. During the test,
a specific volume of melted polymer was pushed by a piston
through a capillary die and collected for weighing. Variations
as large as 50 kg/m3 could be observed in the readings for
both materials. This may be caused by the compression of the
polymer during the test. A typical value of 762 kg/m3 was
chosen as the melt density for both materials. The error did
not affect the viscosity stability analysis, only the actual visc-
osity reading.
Power law index. The power law index indicates the degree of
shear thinning. Generally, the viscosity at either very low
shear rates or very high shear rates is nearly constant.
According to Rauwendaal (2001), the fluid behaves as a
Newtonian fluid at either low or high shear rates. However,
for most polymer processing applications, such as compres-
sion, molding, extrusion, and injection molding, the shear
rate is in the range ½100 104. Within this range, the relation-
ship between viscosity and shear rate can be reasonably
approximated by a straight line in a log-log plot and given
by
39.25mm
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20mm
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135mm
Figure 2. The structure of a slit die.
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h=m _gn1 ð12Þ
where m is the consistency index and n is the power law index.
For the viscosity calculation in equation (11), the power law
index is an unknown parameter which must be determined
before calculating the melt viscosity for each material. This is
again achieved by using the RH7 viscometer, shown in Figure 4,
where a long capillary die and a zero length orifice die are used
together to determine the pressure drop along the capillary flow
channel. In order to rectify the data for the non-Newtonian
character of the melt, the Rabinowitsch correction or Bagley
correction can be adopted. In this paper, Rabinowitsch correc-
tion is used to obtain the power law index for each material.
Two different materials were tested under different melting
temperatures. The resultant viscosity against shear rate is
shown in Figure 5. The power law index varies as the shear
rate varies from low to high, thus the average value within
the linear range was used. As shown in Table 1, higher tem-
peratures lead to a somewhat higher power law index. The
values obtained were used for the viscosity calculation.
Viscosity monitoring through a soft-sensor approach
While viscometers are widely used in laboratory conditions,
they cannot be applied to industry manufacturing lines due to
their restriction to the main melt stream. Alternatively, a
model-based soft-sensor approach provides an achievable
solution for industrial applications (Liu et al., 2012). The
reliability of this method depends on the accuracy of the
mathematical model. Therefore, a compact model with satis-
factory generalization performance is desired. Although the
models presented in Liu et al. (2012) show excellent approxi-
mation performance, the dynamics in some regions are miss-
ing, which may cause problems in future prediction. This
paper fully excites the system inputs over a wider range for a
longer period of time (2 hours instead of 20 minutes). It also
adopts an RBF network because of its universal
approximation capability. The non-linear parameters of the
RBFs are optimized through differential evolution, while the
number of hidden nodes and output weights are tackled by a
two-stage selection algorithm (Li et al., 2006).
Figure 4. Structure of an RH7 rheology viscometer. Reproduced with
kind permission from Elsevier (Zatloukal and Musil, 2009).
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Figure 5. Shear viscosity function obtained using the RH7 rheology
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Radial basis function network model. A general RBF neural
model can be expressed as
y(t)=
Pn
k= 1
ukuk(x(t); ck ;Sk)+ e(t) ð13Þ
where y(t) is the actual output at sample time t, x(t) 2 <p is
the input vector, uk(x(t); ck ;Sk) denotes the non-linear activa-
tion function, ci= ½ci1, ci2,    , cipT is the centre vector, and
Si is the associated norm matrix. Finally, uk represents the
output layer weight for each RBF node, and e(t) is the net-
work error at sample time t. By using a set of N data samples
fx(t), y(t)gNt= 1 for model training, equation (13) can then be
re-written in a matrix form as
y=Fnun+ e ð14Þ
If the regression matrix Fn is of full column rank, the
least-squares estimate of the regression coefficients in equa-
tion (14) is given by
u^=(FTnF)
1
n F
T
ny ð15Þ
whereFTnFn is sometimes called the ‘information matrix’. The
associated minimal cost function is
Jn(u^n)= y
T(IFn)(FTnFn)1FTny ð16Þ
Differential evolution. In the RBF model construction pro-
cess, the non-linear parameters, such as the centre c, and
width matrix S are difficult to determine. Traditionally, the
data samples are used as RBF centres while the width for
each hidden node is obtained through exhaustive search or
pre-determined by prior knowledge. Fortunately, metaheuris-
tic optimization methods, such as simulated annealing (SA)
(Kirkpatrick, 1984), evolutionary algorithm (EA)
(Michalewicz, 1996), Tabu search (TS) (Glover and Marti,
2006), particle swarm optimization (PSO) (Kennedy and
Eberhart, 1995), differential evolution (DE) (Storn and Price,
1997), and harmony search (HS) (Loganathan, 2001), can be
adopted to find out the optimal non-linear parameters for
RBF. In this application, both PSO and DE have been incor-
porated and the latter produced smaller training and testing
errors, hence were introduced below.
As a population-based optimization technique, DE (Storn
and Price, 1997) starts with some initial points which are ran-
domly generated in the search space, and then pushes the pop-
ulation towards the global optimum point through repeated
operations of mutation, crossover and selection. New popula-
tions are obtained by adding the weighted difference of two
vectors to a third one, where the vectors are mutually differ-
ent random points from the last generation.
Suppose x
(l)
i (i= 1, 2, . . . , S) is a solution vector in genera-
tion l, and S denotes the population size. The operations in
the classic DE method can be summarized as follows
 mutation: a mutant vector is generated by
v
(l+ 1)
i = x
(l)
r1 +F x
(l)
r2  x(l)r3
 
ð17Þ
where r1, r2, r3 are random indices from ½1, 2, . . . , S and
F 2 (0, 2 is a real constant which controls the amplifica-
tion of the added differential variation. Larger values of F
lead to higher diversity in new populations, while lower
values cause faster convergence.
 crossover: this operation is implemented to increase
the diversity of the population. A trial vector is
defined as
u
(l+ 1)
i = u
(l+ 1)
i1 , u
(l+ 1)
i2 ,    , u(l+ 1)ip
h i
T ð18Þ
with elements given by
u
(l+ 1)
ij =
v
(l+ 1)
ij randi(0, 1)  Cr or i= br
x
(l)
ij otherwise
(
ð19Þ
where p is the dimension of a solution, Cr 2 (0, 1 is the
pre-defined crossover constant, randi(0, 1) uniformly gen-
erates a scaler from (0, 1 at the ith evaluation, and br is a
random index chosen from ½1, 2, . . . , p so that u(l+ 1)i con-
tains at least one parameter from v
(l+ 1)
i .
 selection: the last step is to compare all the trial vec-
tors u
(l+ 1)
i with the target ones x
(l)
i according to a cri-
terion, such as their contribution to a loss function,
and then decide which one becomes a member of the
next generation.
The above procedure continues until a pre-set number of
iterations is reached or the desired accuracy is obtained.
Two-stage selection based on heuristic optimization. The two-
stage selection algorithm includes a forward model con-
struction stage and a backward model refinement stage.
During the first stage, one RBF centre is selected and added
to the model at each step. The significance of each centre is
measured by its contribution to the reduction of the cost
function. This process continues until some pre-defined
modelling criteria are met, the algorithm then moves to the
second stage where the importance of previously selected
centres is reviewed, and any insignificant ones are replaced.
The computational efficiency involved in this process is
achieved by defining a residual matrix Rk which can be
updated recursively. Unlike conventional two-stage selec-
tion where the candidate terms are from the data samples,
Table 1. Power law indices obtained using the RH7 rheology
viscometer.
Material Melting temperature Power law index
LDPE 2102TN00W 1608C 0.32
LDPE 2102TN00W 1708C 0.36
LDPE 2102TN00W 1808C 0.38
LDPE 2102TN32W 1808C 0.46
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in this paper, DE is used to randomly generate a population
and the global best solution is selected at each step.
With reference to equation (16), a recursive matrixMk and
a residual matrix Rk are defined to simplify the computation
Mk ¼D PTk Pk k= 1,    , n ð20Þ
Rk ¼D I  PkM1k PTk R0 ¼D I ð21Þ
where PTk 2 <N3k contains the first k columns of the regres-
sion matrix F in equation (14).
By substituting equation (21) into equation (16), the cost
function becomes
J (Pk)= y
TRky ð22Þ
At the first stage, the RBF centres are optimized one at a
time, and given by the global best solution from the entire
population of the heuristic methods after several iterations.
Suppose at the kth step, one more centre pk+ 1 is to be added.
The net contribution of pk+ 1 to the reduction of cost func-
tion can then be calculated as Li et al. (2005)
DJk+ 1(Pk ,pk+ 1)=
yTp
(k)
k+ 1
 2
pTk+ 1p
(k)
k+ 1
ð23Þ
where p(k)k+ 1 ¼D Rkpk+ 1. According to Li et al. (2005), an aux-
iliary matrix A 2 <n3n and a vector b 2 <n31 need to be
defined to reduce the computational complexity. Their ele-
ments are given by
ai, j ¼D (p(i1)i )
T
pj, 1  i  j ð24Þ
bj ¼D (p(j1)j )
T
y, 1  j  n ð25Þ
where p
(0)
j =pj
 
. The efficiency of the this forward stage
then follows from updating these terms recursively as
ai, j=p
T
i pj 
Xi1
l= 1
al, ial, j=al, l ð26Þ
bj=p
T
j y
Xj1
l= 1
(al, jbl)=al, l ð27Þ
By substituting equations (24) and (25) into equation (23),
the net contribution of a new RBF centre pk+ 1 to the cost
function can then be expressed as
DJk+ 1(pk+ 1)=
b2k+ 1
ak+ 1, k+ 1
ð28Þ
In heuristic methods, equation (28) provides the formula
to evaluate each solution in the population. For instance, the
selection of local best and global best particles in PSO or the
selection between trial vector and target vector in DE.
The model from the first stage was not optimal due to the
correlations between selected terms. In other words, the prior
selected centres introduced a constraint on the latter selections.
A second stage was therefore adopted to eliminate this con-
straint and replace any insignificant centres by a new one gener-
ated from the population. As the last selected centre in the
forward construction was always optimized for the whole net-
work, the backward refinement can be divided into two main
steps: firstly, a previously selected centre pk , k= 1, . . . , n 1
is shifted to the nth position as if it was the last selected one,
then the DE is implemented to find an alternative centre at the
nth position based on the re-ordered n 1 centres. If the shifted
one is less significant than the new centre from the population,
it will be replaced, leading to a reduced training error and
potential improvement in the generalization capability. This
review is repeated until a pre-defined number of check loops is
reached. The detailed algorithm and its computational analysis
can be found in Deng et al. (2011).
Modelling of melt viscosity. In order to properly stimulate the
extrusion system to extract useful information for model train-
ing, a PRS signal was designed for each input, including screw
speed and barrel heatings. In order to maintain a consistent
viscosity from the adapter to the slit die, the temperature set-
tings for heaters T3–T7 (see Figure 6) were kept the same. The
PRS signal was generated in Matlab, and later imported to
Labview. As shown in Figure 7, the screw speed was adjusted
in a wide range from 5 to 75 rpm while the temperature
0 2000 4000 6000 8000 10000
0
50
N
 (r
pm
)
0 0.5 1 1.5 2 2.5 3
x 104
140
160
180
T1
 o
C
0 0.5 1 1.5 2 2.5 3
x 104
150
200
T2
 o
C
0 1 2 3 4 5 6
x 104
150
200
Time (s)
T3
 o
C
Figure 7. Excitation signal (PRS) for experiments and data collection.
Figure 6. Seven heaters are installed on the KTS-100 single-screw
extruder.
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settings for the barrel heating were changed around the equili-
brium points. The viscosity data was obtained through the slit
die described above. By substituting the geometry parameters
into equation (11), the viscosity can be calculated as
h=
0:0392530:00233762360DPn
430:35(1:01N  1:416)(2n+ 1)
= 1025431053
n
2n+ 1
DP
(1:01N  1:416)
ð29Þ
where a typical melt density of 762 kg/m3 is adopted for
LDPE. According to equation (29), the viscosity is very sensi-
tive to melt pressure. A variation of 0.1 MPa in pressure may
lead to a 16 Pas change in viscosity. Thus, it is necessary to
filter out noise in the pressure. There is also a signal delay
between two measuring points along the slit die, which can be
compensated with a low-pass Butterworth filter.
The sampling rate was set at 10 Hz, and the extruder ran
continuously for about 2 h after a start-up period of 30 min.
For model training and validation, the collected data was
down sampled to 1 Hz. Therefore, a total of 9931 data points
was used, with the first two thirds used for model training
and the rest reserved for model validation.
The melt pressure Pmelt, melt temperature Tmelt, and arma-
ture current Imotor of the screw driving motor were selected as
model inputs. The dynamic orders were pre-set at 2 for each
input, and their corresponding delays were pre-determined at
½1, 20, 1 based on prior knowledge. Without losing any non-
linear dynamics, the collected data were re-scaled to the range
of ½0, 1 for each input and output.
The amplification coefficient F in equation (17) was set at
0.8, while 0.6 was chosen as the crossover constant Cr in equa-
tion (19). The population size of DE for this application was
pre-set at 30, and 30 updating cycles were implemented to find
an optimal solution. As a stochastic optimization method, this
process cannot produce the same result for each run, thus the
best model from 10 runs was selected for viscosity modelling.
The model parameters obtained are given in Table 2.
The model approximation performance is illustrated in
Figure 8. Most of the errors are within the range of ½0, 200.
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Figure 8. Approximation performance of developed RBF model for melt viscosity.
Table 2. Estimated parameters for the RBF network using two-stage selection and differential evolution.
Hidden node Centre vector Width vector Output weights
1 [0.435, 0.014, 0.239, 0.542, 0.248, 0.110] [0.897, 0.380, 0.441, 0.244, 0.766, 0.611] 0.771
2 [0.452, 1.000, 0.683, 0.573, 1.000, 0.582] [0.148, 0.914, 1.000, 0.025, 0.427, 0.422] 0.217
3 [0.726, 0.171, 0.024, 1.000, 0.196, 0.372] [0.148, 0.194, 0.152, 0.777, 0.630, 0.328] 4.255
4 [0.714, 0.412, 0.000, 0.434, 0.127, 0.000] [0.379, 0.548, 0.664, 0.020, 0.093, 0.506] 1.461
5 [0.014, 0.574, 0.556, 0.247, 0.938, 0.715] [0.166, 0.565, 1.000, 0.452, 1.000, 0.185] 4.622
6 [0.152, 0.014, 0.787, 0.504, 0.000, 0.000] [0.242, 0.701, 0.715, 0.149, 0.367, 1.000] 0.474
7 [0.014, 0.547, 0.608, 0.234, 0.223, 0.112] [0.162, 0.710, 0.550, 0.872, 0.961, 0.045] 0.436
8 [0.014, 0.349, 0.000, 0.000, 0.000, 0.000] [1.000, 0.931, 0.880, 0.993, 0.622, 0.831] 0.876
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The root mean square percentage error (RMSPE) on the test
data was 9.35%. Because the training data covers a wide oper-
ating range, the resultant model shows satisfactory generaliza-
tion performance on new data.
Conclusions and future work
Simple and efficient process monitoring methods for poly-
mer extrusion have been developed in this paper. For energy
consumption, the new methods not only monitor the ther-
mal energy usage profile along the extruder, but also pro-
vide accurate and reliable monitoring of both thermal
energy and motor drive energy consumption, independent
of extruder geometry and material. For melt quality, the
model-based soft-sensor approach provides an satisfactory
alternative to the slit–die rheometer for measuring viscosity.
The integration of differential evolution into a two-stage
model selection process enabled a compact and accurate
model to be generated.
Future work will involve validation of the proposed moni-
toring methods on a variety of extruders and other polymer
processing units. The RBF model for viscosity monitoring
could also be improved by incorporating optimal experimen-
tal design criteria and other optimization approaches, such as
harmony search. Instead of using a complex non-linear model
to approximate melt viscosity, local linear models will also be
investigated to model the extrusion process.
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