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Introduction 
In demography finite-state-space time-homogeneous Markov processes are often used, explicitly or 
implicitly, to modei the movement of individuals between various states (e.g. studies of marital formation 
and dissolution or of interregional migration). However the fact that data is often only available at cer-
tain levels of aggregation, preventing a simple and exact statistical analysis, has caused much confusion 
and has even impeded the adoption of probabilistic modelling and statistical analysis. In this paper we 
consider one specific form of aggregate data and propose a new method of estimation of the underlying 
Markov process. Some preliminary results on the properties of this method are given. 
Let us start by summarizing some of the well-known properties of a homogeneous Markov process 
X = (X, :t ;;;a.O) with finite state space { I,2, ... , p} for some positive integer p (random variables are 
printed in bold type; the same symbol in ordinary (italic) type denotes a possible realization of the 
corresponding random variable). This process is described by an initial distribution p., considered as a 
row-vector with nonnegative elements 111, i = I, ... ,p, ~P.i = I, and a set of intensities Q, considered 
as a p X p matrix with nonnegative nondiagonal elements qij, i =F j, and diagonal elements 
q;; = - ~I*iqij :s;;;o. The process X can be constructed by first selecting an initial state according to the 
probabilities p., i.e. P.; = P(Xo = i ), staying in that state an exponentially distributed length of time 
with mean - I / q;;, then jumping to a new state, say j, with probabilities a;j = -qij / q;;, etc. If 
q;; = 0 state i is absorbing; i.e. once state i is entered it is never left again. By convention one chooses 
to let the paths of X be right-continuous; i.e. Xr = state at time t +. We define Xo- = Xo. Since the 
state-space is finite it is easy to check that this procedure really does define a process (X, :t ;;;a.O); i.e. the 
number of jumps in any bounded time-interval is almost surely bounded. We shall only be concerned 
with the time interval t E[O,l]. The process X is Markov with transition matrix P, = exp(Qt) where 
(P, )ij = P(Xs +t = j I Xs = i). Consequently the marginal distribution of X, is given by the vector of 
probabilities p.P,. In particular we define P to be the distribution at time I or the final distribution; i.e. 
(I) 
Also we let l denote the row-vector of expected lengths of time spent in each state during the time inter-
val [O,I], /; = IE(f JI{Xs = i }ds ), where I{ · · · } denotes the indicator random variable of the specified 
event. So we have 
I I 
/ = J p.Psds = J p.eQs ds. (2) 
0 0 
Letting.!. denote a row-vector of I's, and T denote transpose, we obviously have 
/IT= 1. (3) 
Also we have 
I 
IQ = Jµ.eQsQds = [p.eQs]J = p.(eQ-l) = p-µ. (4) 
0 
Note that Q.!_T = 0 so that rank(Q)~ -1. If rank(Q) = p - I and moreover _!T is linearly indepen-
dent of the columns of Q (i.e. rank(Q :.!_ ) = p) then for given p. and Q the equations in I: 
I 
I = f µ.eQsds (5) 
0 
and 
IQ = p.(eQ - I), llT = I (6) 
are equivalent. A necessary and sufficient condition for rank(Q :IT) = p is that there exists at least one 
state to which all states have access (see Appendix). This- is also equivalent to the condition 
rank(Q) = p -1. We shall from now on always assume that this is the case. It appears that more com-
plex situations can be handled by appropriate decompositions of the state space, cf. Funck Jensen 
( l 982b ). (We say that i has access to j if i = j or if there exist states i 0,i I> ••• , ik with i 0 = i, ik = j 
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and q;,._d,. >0 for m = 1, .. ,k. States i and j communicate if each has access to the other. State i is tran-
sient if it has access to a state j which does not have access to i. Otherwise it is recurrent.) 
Finally we den()te by N the matrix with elements N;j = expected number of jumps from state i to 
state j during the time interval [0,1) (i=/=j), Nii = -"2.j-:piNij. So Nij = IE("2-te[O,IJl{X,_ = i,X, = j}) 
for i=/=j. One can show (e.g. by using Aalen (1978), Example 3 and the fact that the expectation of a 
martingale is constant) that for i=/=j, Nij = l;q;j, which we can rewrite (taking account of the definition 
of the diagonal elements of Q and N) as 
N = diag(/)Q (7) 
where "diag" of a vector denotes the diagonal matrix with the corresponding elements of the vector on 
its diagonal. Note that by the identity (sometimes called the accounting equation) 
I{X1 = i} = I{Xo = i}+ ~~I{X,_ = j,X, = i}- ~~I{Xi- = i,Xi = j} 
I=Fi t j=Fi t 
we obtain on taking expectations the so-called flow equation 
P = µ+!N (8) 
The statistical problem we will address is the following. For m = l, ... , n let xm = (Xt:t E[0,1]) 
be processes such that conditional on XG1 = XQ' , m = 1, ... , n , xm are independent homogeneous 
Markov processes on { 1, ... , p } with the same intensity matrix Q and with initial distributions point 
mass on XO', m = 1, ... , n. Thus we consider n individuals or particles who, starting from (and condi-
tional on) some arbitrary initial configuration on {1, ... ,p }, move independently from state to state in 
{1, ... ,p} during the time interval [0,1) according to the description given above. Now define the ran-
dom variables 
N{J = ~I{X,":_ = i,X,m = j} i=/=j 
m,t 
= total number of moves from i to j during [O, I] 
N;7 = -~N;j 
j=Fi 
I 1r = ~f I{X,m = i }dt 
mo 
= total time spent in state i 
P.t = ~I{XQ" = i} 
m 
= initial configuration 
vt = ~I {Xf' = i } 
m 
= final configuration 
where the summations are over m = 1, ... , n, t E[O, 1] and j E { 1, ... , p } . Then defining µ by , 
IEp.n = n µ, we obtain that IENn = nN, IEln = nl and IEv" = n P, where N, I, and P are determined from 
µ and Q -by formulas (1), (5) or (6), and (7). Formula (8) also holds. The statistical problem is now to 
estimate Q on the basis of observation of ~ and p.n ; i.e. given the initial configuration and the total 
number of moves during [0,1). We assume that all other quantities, in particular 1n, are not observed. We 
seek estimators which have good properties as n -')00. Note that p.n IT = v" IT = 1n IT = n and that 
p'1 = p.n+!Nn. - - -
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Before describing our new proposal, we discuss the currently available solutions to this problem. Had 
1n been observed too (the total exposure to the risks of making the various possible moves), statistical 
theory shows that the matrix of empirical occurrence-exposure rates Qn = (diag 1n)- 1Nn possesses a large 
number of desirable properties as estimator of Q. Conditional on p.n = n µ. it is a maximum likelihood 
estimator of Q. Under conditions which ensure that the elements of in become arbitrarily large at a uni-
form rate as n ~oo (here we consider a sequence of the situations described above, indexed by 
n = 1,2, ... , in which only the intensity matrix Q is kept fixed) (1' is asymptotically multivariate nor-
mally distributed about Q with all components asymptotically independent and with asymptotic vari-
ances which can be estimated by the elements of (diag 1n)-2Nn = (diag ln)- 1{1'. The estimator (1' also 
possesses asymptotic optimality properties among all estimators based on complete individual level data: 
i.e. where all the processes (X.,m:t E[O,l]), m = I, ... , n, are observed. 
In our situation, which commonly occurs in practice, this estimator is unavailable. Also the joint dis-
tribution of (p.n ,Nn) is so intractable that a maximum likelihood estimator of Q based on data (p.n .~) 
cannot be computed, neither directly nor by means of the EM-algorithm (cf. Dempster, Laird & Rubin, 
1977), for which one would have to evaluate IEQ (In I p.n = µ.n ,Nn = Nn ). Therefore one usually takes 
recourse to the "working approximation" 1n ~in = f (p.n + rl') and estimates Q by (f = ( diag in)- 1Nn . 
This estimator is generally inconsistent. Though in most situations its bias will be small compared to its 
standard deviation, and in any case the whole Markov process setup is itself only a "working approxima-
tion" to reality, it is felt that it is a failure of "the statistical approach" that this very common situation 
does not yet have a nice statistical solution. 
In practice interest often centres on the transition matrix P 1 (as a means of predicting the random 
variables ~I{Xom = i, xr = j}) rather than on the intensity matrix Q. Within the Markov process setup 
m 
one would generally estimate P 1 by substituting an estimate of Q in the formula P 1 = exp(Q). The 
alternative "demographic" approach to the whole problem is to abandon the time-homogeneous Markov 
process model and to elevate the working approximation 1n ~+(p.n + rl') or l ~+(µ. + v) to an element of 
the mathematical model, denoted then as "the linear integration hypothesis". Various authors then 
derive, as an estimator of PI> Pj = (I-f(f)- 1(1 +f(f); cf. Rogers & Ledent (1976). However there 
are some logical inconsistencies in this derivation which are discussed in Keilman & Gill (1984). In our 
setup this estimator too will typically be inconsistent though usually not disastrously so. 
Our new approach is simply to use the (very old) method of moments: equate the observed variables 
p.n and Nn to their expected values n µ. and nN and solve the resulting equations in µ. and Q. This is 
equivalent to solving equations (5) or (6), and (7) considered for givenµ. and N (equal to n- 1p.n and 
n - I Nn respectively), as equations in unknowns l and Q. 
Various questions then arise: 
(i) When, for givenµ. and N, do equations (5), (6) and (7) have a solution in l and Q, and when is the 
solution unique? 
(ii) What is a good algorithm for finding a (the) solution? 
(iii) What are the statistical properties of the resulting estimators? 
So far we only have limited mathematical results on question (i) though practical results are very 
encouraging. When all states communicate we can prove that there always exists a solution. Under a 
further quite simple condition the solution is unique; however we can only verify this condition when 
p = 2. When the process is hierarchial (qij =O for j <i) it can also be shown that there is at most one 
solution. We conjecture that there always exists exactly one solution. This means that question (i) is 
about half solved. 
Regarding question (ii), an obvious iteration method is based on cycling repeatedly though equations 
(5) or (6} and (7): first computing l for given µ. and Q, then Q for given l and N. This resembles the 
EM-algorithm in that we compute in each cycle IEQ(ln lp.n = µ.n); the EM-algorithm requires one to com-
pute IEQ(ln lp.n = µ.n, Nn = Nn). However this superficial resemblance does not quarantee any conver-
gence properties of the iterations. It has been therefore a total surprise that in every example yet con-
sidered, these iterations converge quickly, independently of the starting value, to one limiting value. No 
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reason for this has yet been found. 
An alternative approach is to attempt numerical solution, in I, for given µ,, v and N, with v defined 
by (8), of the equations (cf. (1), (3) and (7)) 
P = µ,exp((diag/)- 1N), l!T = 1 
which will be shown to be equivalent to solving the fixed point equation of the previous method 
I 
I = J µ,exp ((diag /)- 1Ns )ds. 
0 
In all examples we tried a standard quasi-Newton method worked excellently. 
For practical purposes then questions (i) and (ii) could be considered as satisfactorily answered, 
though from the point of view of mathematical theory there are more questions than answers. All the 
same, as regards (iii), a satisfactory mathematical-statistical theory of the proposed estimators can be 
given, in which their asymptotic properties can be derived and in particular their asymptotic optimality 
(among estimators which use only the same aggregate data) can be proved. 
The rest of the paper consists of two parts, one devoted to question~ (i) and (ii), the other to question 
(iii): i.e. to mathematical properties of equations (1) to (8), and to statistical properties of the estimator of 
Q which is defined as the solution to these equations when N, µ, and v are replaced by their sample 
analogues. Before proceeding with this however, we must first put the results sketched above into per-
spective, in particular with regard to practical demography. A Markov process model with constant 
intensities is usually only considered as a rough approximation to the most realistic model. So an "exact" 
statistical solution to estimation of this model is not of great practical importance. The COQtribution we 
make here is however hopefully of methodological importance. We hope that it clarifies some of the con~ 
troversy on the "linear integration hypothesis" by illustrating the value of keeping elements of the proba-
bilistic model with which we describe a phenomenon distinct from questions of "numerical approxima-
tions" which might be of use when working within the model, and also from questions of data availabil-
ity (which might also make certain approximations rather convenient); cf. Hoem & Funck Jensen (1982). 
Put differently, we hope that this contribution illustrates the value of choosing a mathematical model as a 
framework within which such questions can be objectively discussed. Hopefully it also illustrates that nice 
statistical solutions for more complicated models and more complicated data-structures (e.g. the time-
inhomogeneous model with piecewise linear or piecewise quadratic intensity functions and situations with 
other types of aggregate data, e.g. period occurrence-exposure rates) can in principle also be obtained. In 
this perspective the solutions of e.g. Land & Rogers (1982) can be seen as a (possibly very good) work-
ing approximation to the solutions which a generalization of the present theory would supply. 
2. Solving the estimating equations 
As we saw in Section l, for a Markov proces with initial distribution µ, and intensity matrix Q the 
following relations hold, where v is the final distribution or distribution at time 1, I is the expected length 
of time spent in each state during [O, 1 ], and N is the expected number of m~es between each two states 
during [0,1]: 
p = µ.eQ (9) 
I 
I = f µ.eQsds 
0 
IQ= µ,(eQ-1) = v-µ, 
N = (diag l)Q 
v=µ,+!N 
f!T = P.!T = v!T = l;N!T = Q!T =QT; 
q;j,n;/i=/=J),JL;,v;,l; :;;;..o. 
(10) 
(11)' 
(12) 
(13) 
(14) 
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We suppose rank (Q) = p -1 or equivalently there exists a state to which all states have access. We sup-
pose that µ and Q are such that every state can be accessed from a state with /L; >0; consequently 
P;,l; >0 for all i and rank (N) = rank (Q). Note that N can also be considered as an intensity matrix 
and as such, since I; >0 for all i, by (12) it generates the same classification of states as Q. 
Our problem is now the following. Let µ be an initial distribution and let N be an intensity matrix 
such that rank(N) = p -1, every state can be accessed from a state with /L; >0, and v defined by 
P = µ+IN has P; >0 for all i. Necessarily vlT = 1. Does there exist an intensity matrix Q satisfying 
(10) and-(12)? First we note that if such a Q exists, then P defined by (13) must also satisfy (9), by 
linearity and the derivation of the "flow equation" (13) in Section 1. From this and the assumption that 
P; >0 for all i it follows that the elements of I defined by (10) are all positive (if an element of I is zero 
then the corresponding element of µ.eQs must be zero for all s ). Therefore we can write 
Q = ( diag /)- 1 N. Thus the existence of Q implies the existen& of a vector I with I; >0 for all i such c.. 
that, from (10), 
and, from (9), 
I 
I = J µexp ((diag l)- 1Ns)ds 
0 
P = µexp ((diag l)- 1N), 11T = I. 
(15) 
(16) 
We now show that (15) and (16) are equivalent and either implies the existence of Q. Now if (15) holds 
define Q = (diag l)- 1N and we have (10) and (12) holding trivially. On the other hand, if (15) or (16) 
holds, define in either case Q = (diag l)- 1N and (15) and (16) are equivalent to 
I 
I = J µexp (Qs)ds 
0 
and (using the identity v = µ+ !N = µ+/(diag l)- 1N) 
IQ = µ(exp (Q )- /), /lT = 1 
(17) 
(18) 
respectively. But we saw in Section 1 that in the presence of the rank condition rank(Q) = 
rank(N) = p -1, (17) and (18) are equivalent. 
So our problem has now become, givenµ, N and P =µ+IN satisfying the various rank and posi-
tivity conditions, does there exist I with I; >0 for all i such that(l5) or (16) holds? Now let S denote the 
simplex {/ EIRP :/; ;;;;.o 'v'i, /lT = 1} and let s0 denote its (relative) interior {/ EIRP :I; >0 Vi, 11T = I}. 
We shall give an answer in -the special case in which all states communicate - i.e. N is irreducible. It will 
be useful to extend the definition of the right hand sides of (15) and (16) from I ES0 to I ES. The case in 
which all states communicate is almost the only case in which a continuous extension is possible: in fact 
for there to be a continuous extension we need that each state either has access to all other states or is an 
absorbing state. Define functions i and v on s0 by 
I 
i(l) = J µexp ((diag l)- 1Ns)ds 
0 
f!(/) =µexp ((diag l)- 1N). 
We extend i and v to all of S by going back to the explicit construction of the process X in Section 1. 
Define aij = -nij / n;; for i-=f=j such that n;; <0, aij = 0 otherwise. For I ES we say -/; / n;; = oo if 
n;; = 0. Bij an exponentially distributed random variable with mean zero or mean infinity we mean a· 
random variable which is identically 0 or identically + oo respectively. Suppose from now on that each 
state either has access to all others or is absorbing. For I ES we define a process X as follows. Choose an 
initial state, say i, according to the distribution µ. Stay there an exponentially distributed length of time 
with mean - I; / n;;, then jump to state j with probability a;j, stay there an exponentially distributed 
length of tune with mean - lj / njj, jump to state k with probability ajk , .... If some I; 's are zero (all can-
not be zefb) the condition on the state space ensures that if one arrives in a state with -/; / q;; = 0, 
6 
then after an almost surely finite number of instantaneous jumps one arrives in a state with - I; / q;; >0 
and stays in this state a positive length of time. It can be verified that this procedure does define a pro-
cess X by X, = state at time t +, for all t, almost surely. H one wants to define a process which also 
contains information on instantaneous jumps, one should append X;", m = 1,2, ... where x,m = m'th 
state jumped into at time t, x,m = 0 if there is no m 'th jump at time t. 
For this new process we can compute the expected length of time spent in each state during [O,l] and 
the final distribution over states: we denote these quantities by i(I) and f!(/). It can be shown that this 
definition extends i and f! from s0 to S in a continuous way. For i such that - I; / n;; = 0 we have 
i(I); = 0, f!(l); = 0. Clearly f!, i map S into S and s 0 into s 0• Note that if not every state had access 
to all other states or was absorbing, then there would exist a proper subset of two or more states which 
was absorbing and communicating. If I; = 0 for all states in this class, then on arrival in this class one 
would immediately and instantaneously make an infinite number of jumps within the class, so the pro-
cess X cannot be defined. Moreover for I; >0, as l;~O for all states in this class, f!(/); and i(I); does not 
converge. 
We now make the even stronger assumption that all states communicate, and prove under this 
assumption that the equation f!(/) = P has a solution in s0• Note that under this assumption, 
I; = O<i=>P(l); = 0, and recall that P; >0 for all i. We make use of the lemma, from fixed-point theory, of 
Knaster, Kuratowski & Mazurkiewicz (1929) (the K-K-M lemma) which can also be found in Ch.8, §2 of 
Berge (1959), in Todd (1976) or in van der Laan (1980). For this we define the faces S; of S by 
S; = {/ES:/; = O}. 
Lemma (Knaster, Kuratowski & Mazurkiewicz): Let C 1, ••• , CP be closed subsets of S such that S p p 
UC;, .nS;C.UCjforalllC{I, ... ,p}. Then nC; isnonempty. 
I I El ]'1.1 l 
S3 
The K-K-M lemma,p =3 
For our application we define C; = {/ES:f!(/);;;;;;.v;}. Since f!:s~s is continuous, C; is closed. 
p 
Since f!(/),vES, for all I there exists i such that f!(/); ;;;.pi; i.e. S = UC;. Finally if I; = O,i El, then 
I 
f!(l); = O<P; ,i El' so If/. .u C;. Therefore I E .u cj. So c b ..• , cp satisfy the conditions of the lemma 
I El jf/.l 
p p 
and n C; is nonempty. But for I En C;, f!(l); ';ii!!:v; for all i, hence f!(/) = v. 
I I 
An even simpler proof is obtained by reversing the inequality in the definition of C; and appealing to 
Freidenfelds' (1974, Theorem l') version of the K-K-M lemma. 
If P; = 0 for i El, we can apply the same reasoning on the lower-dimensional simplex .n S;, to show 
I El 
that under the other assumptions we have made, the equation f!(/) = P still has a solution. 
We now use the methods of degree theory (cf. Ortega & Rheinholdt (1970) Chapter 6) to prove the 
following result under the same assumptions as above (all states communicate, P; >0 for all i). Define 
the matrix/ = J(p,,Q) by 
I 
Jij = IF.,.,Q(jl{X1 = i}dtl{X1 = j}). 
0 
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(19) 
Then we show that if J 
unique solution l ES0• 
= J(µ,(diag l)- 1N) is nonsingular for all/ ES0, then the equation P(/) = v has a 
First we note that -(diag l)- 1JQ is the Jacobian matrix of the transformation Jl:S0ctRP _,.tRP. 
denoting by A;. the i 'th row of the matrix A , we have 
a11 - aeQ - JI Qs 2Q Q(l-s)ds 
ar - µ az. - µ e az. e 
I I 0 I 
= J µeQs -+. Q;. eQ(l-s)ds 1 [ 0 
0 I 0 
1 I 0 
-- J µeQs (QeQ(l-s>);. ds 
l; 0 0 
1 I 0 
= --JµeQs (eQ(l-s)Q);. ds 
l; 0 0 
For, 
The second equality can be verified by substituting the power series representation for eQ, eQs and 
eQ(l-s). So 
Now define s· = {xEIRp-I: X;;;;;:.O'Vi, ~f- 1x;.;;;;l}. Define T;: s·_,.s by T;(x) 
(x;, ... ,X;-1>I-~f- 1xj,x;, ... ~~f.- 1). Note tha~ .T;- 1 exists and T;- 1(/) = (l;, ... ,l;-1>l;+1> ... • ~). 
We can now define mappings 11<1" : s• _,.s• by f}'J) = Tj- 101'0T; .(~.e. we drop the i'th component of l 
and the j'th of JI(/)). Any two such mappings are related by 11<1J)=Tj- 1oTnop<m,n)oT;;; 1oT; w~~re T;;; 1oT; 
and Tj- 10Tn are nonsingular linear maps from s* to s•. So if the Jacobian matrix of any 11<1•1> is singu.:. 
lar, they all are. 
Now the Jacobian of 11<i,j) is obtained from the Jacobian of 11 by subtracting the i'th row from all the 
other rows and then deleting the i 'th row and j 'th column (if ~ = 1 - / 1 - · · • - ~ _" then for i ,j <p, 
avJ'.P) I al; = a11j I al; - a11p I at;). So if J is nonsingular and N has rank p - I, then for I ES0, 
-(diag l)- 1JQ has rank p -1. At least one row is linearly dependent on the others so subtracting such a 
row from all other rows and then deleting it preserves the rank. Now one column is linearly dependent 
on the others and may also be deleted without reducing the rank. So if J is nonsingular, then for some 
i ,j, Jl(i,j) has nonsingular Jacobian. Hence all Jl(i,j) have nonsingular Jacobian. 
Next we note that the determinant of the Jacobian of p(iJ) is a continuous function of l ES0• So if the 
Jacobian is nonsingular everywhere, its determinant has the same sign everywhere. Consequently if J is 
nonsingular on s 0, then the determinant of the Jacobian of v<iJ) is non-zero and has the s~e sign on 
E = (S*)0 Pick any (i,j) and lety = T;- 1(v). We now consider solutions of the equation 11<1•1>(x) = y,, 
x ES•. Under the condition P; >0 for all i there are no solutions on the boundary of s·. Define 
H:s· X[O,l]_,.s* by H(x,t) = (l-t)Tj- 10T;(x)+t1l<;J>(x). Note thaty EE = (S*)0• Now the equation 
H(x,t) = y also has no solutions on as* X[O,l] since for x Eas·, H(x,t)Eas•. By continuity and 
compactness there also exist no solutions in {x ES* :x; .;;;;8 for some i or ~f- 1x; ;;;;:.I-8}X[O,l] for some 
8>0, where of course p8<1. Let C = {x ES* :x; >8 'Vi and ~f ~.1x; <1-8}. We now have the follow-
ing facts. "The set E CIRp-I is open and bounded. The function 11<1J>:E_,.E is continuously differentiable 
8 
on E. The set C is also open, C CE and H :C X [O, 1 ]~E defined as above is such that H (x ,t) = y has 
no solution on CIC X[O,l]. By the Homotopy invariance theorem (cf. Ortega & Rheinholdt (1970), § 6.2.2, 
p.56) we have deg(H (· ,t ),C iY) is constant for t E[O, 1 ]. Now H (· ,Q) = Tj- 10Ti and H (·, 1) = ;,<i j)_ More-
over for a continotisly differentiable function F :E ~IRP with Jacobian matrix F' which is nonsingular at 
all solutions in C of F(x) = y and which has no solutions on ac, 
deg(F ,C iY) = ~ sign det F'(x ). 
xeC:F(x)=y 
~~o y EC so Tj- 10Ti (x) = y has a unique solution and deg(H (-,t ),C iY) = +I for all t. Therefore 
;,<• J >(x) = y also has exactly one solution in C, which is what we needed to prove. 
We do not know whether the condition on J holds in any generality, and can only use this result to 
prove existence and uniqueness of a solution in the case p = 2(!). In this case, with q 1 = -q 11 >0 and 
q2 = -q22>0, we have 
q2 
+ 
q1 e -(q,+qz)t q1 q1 e -(q,+qz)t 
eQt q1+q2 q1+q2 q1+q2 q1+q2 
q2 q2 e -(q,+qz)t q1 + q2 e -(q,+qz)t 
q1+q2 q1+q2 q1+q2 q1+q2 
Now letting U denote a uniformly distributed random variable on the interval [0,1] which is independent 
of the process X, we see that the matrix J contains as elements the probabilities P(Xu = i ,X1 = j ). In 
the case p = 2, singularity of J is equivalent to independence of the random variables Xu and X1• Now 
from the expression for eQt we see that P(X1 = llXu = 1) is a strictly increasing function of u E[0,1] 
and moreover this quantity is strictly larger than P(X1 = 1) for all u >0 (whatever µ). Hence 
P(X1 = 11 Xu = I )>P(X1 = 1) and Xu and X1 are not independent. 
In one other case in which we can prove uniqueness of the solution by other means, J is also non-
singular, though the case is not covered by the assumptions above. This is the case of a hierarchical pro-
cess, when (after a relabelling of states) we have that i does not have access to j if i > j. So N has 
under-diagonal part identically zero. In this case J also has under-diagonal zero, and positive elements 
on the diagonal if all nii (except for i = p) are nonzero. In the equation fl(/)i = vi only 11, ••• , Ii enter. 
Suppose I I> ••• , Ii -l >0 are such that fl(/)j = vj for j <i. As Ji varies from 0 up to 1-(/ 1 + · · · +Ii - 1), 
f!(/)i strictly increases from 0 up to some value. So either there is a unique value of Ii with fl(/)i = vi or 
none at all. By an induction argument there is either one solution to f!(/) = v or none. 
These are the only presently available results on existence and uniqueness. * We have hope that a 
way will be found, using the same tools, to obtain better results in the future. Another fixed point 
theorem is used by Johansen (1973, Proposition 2.3) in a rather similar context: the embedding problem 
for stochastic matrices. 
On the other major problem in this context, convergence of the iterations t<k+l) = i(t<k>), 
k = 1,2, · · · (starting from some initial quess /(I>) results are even more meagre. Denoting by ~~ the 
~ . 
matrix with (i ,j )'th element af. , it can be shown quite easily that ~~ = -( diag /)- 1 (J -diag f). Since 
I • 
J(l)!T = i(l)T, at a fixed-point ~~ equals the identity matrix minus a stochastic matrix. If it could be 
shown that the spectral radius of ~~ is less than I at a fixed-point, then by the Ostrowski theorem 
(Ortega & Rheinholdt (1970) § 10.1.3, p. 300) we would know that the iterations converge in a neigh-' 
bourhood of a fixed-point. However it is not clear whether or not ~~ has this property. 
• A further r~ult is: if there is a unique solution, with nonsingular J, at (µ,N) = <P<J,N 0), then there is a 
unique solution in a neighbourhood of <P<J,N 0). In particular this applies to <P<J,N 0) = (v0,Q). 
'" 
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3. Statistical properties of the solution of the estimating equations 
In this section we will consider large sample results in the i.i.d. case in which the initial states of the 
component processes Xom, m = 1, ... , !' • are independent and identically distributed with distribution 
µ, and hence the whole processes xm, m = I, ... , n, are i.i.d. This makes life easy, though one would 
really be more interested in conditional large sample results, conditional on p.n = µn, for some arbitrary 
sequence of realized initial distributions µn, n = 1,2, .. 
To start with we work in the i.i.d. case and suppose the processes are generated by a fixed µ = JLO 
and Q = Q0 such that I = /0ES0 and the matrix J = J 0 defined by (19) is nonsingular. This implies as 
was shown in Section 2 that the Jacobian matrix at (/J{J,N0) for the mapping (cf. (16)) 
<P(l;µ,N) = µexp((diag /)- 1N)-(µ+ l_N)' ll_T = 1, 
considered as a function from (1 1, ••• , 4'- 1), to ( c/>1> ••• , c/>p _ 1) is nonsingular at the solution I = I 0 of 
(16) defined by (10). Of course there may be other solutions of (16), i.e. of </>(/;JLO,No) = O; an (unverifi-
able) condition for uniqueness was also given in Section 2. Thus by the implicit function theorem (see 
e.g. Ortega & Rheinholdt (1970) §5.2.4) and speaking somewhat informally there exists a neighbourhood 
of (/J'(),N 0) and a continuously differentiable function /* defined on the neighbourhood such that 
I = /* (µ,N) is a solution of (16), /0 = t (/J'(),N 0), and moreover, the derivative of /* with respect to (µ,N) 
at (/J{J,N0) is given by -(~)- 1( a~i»l{µo,No)· (To make this formally correct, we must first delete 
superfluous elements of µ,N and I - e.g. the diagonal of N, the last element of µ and /, and any "struc-
tural zeros" in N). 
All this gives immediately by the central limit theorem and the 8-method that, if 
in = l*(n- 1p.n ,n- 1Nn) for (n- 1p.~,n- 1Nn) in the neighbourhood of (/J{J,N0) (the probability of this event 
converges to 1 as n ~oo), then n 26n -/0) is asymptotically multivariate normally distributed with mean 
zero and with a covariance matrix which can be determined from the derivative of /* and the covariance 
I 
m~trix of n 2((n- 1p.n,n- 1Nn) - (/J{J,N0)). Defining (t' = (diagin)- 1(n- 1Nn), the same holds for 
n ~((j' -Q0) by a further application of the 8-method. In Gill (1984) the asymptotic distribution of 
n 
2 ((n - I p.n ,n - INn) - (JLO,N o)) is described. sc:;e also Funck Jensen (l 982a) and her references. So in prin-
ciple the asymptotic covariance matrix of n 2((1' -Q0) is determined and can be consistently estimated 
by substituting n - 1p.n and (j' for JLO,Q0• To do this in practice will require availability of efficient matrix 
exponentiation and numerical integration procedures; see especially Moler & van Loan (1978). 
We now discuss asymptotic optimality of this estimator at a similar informal level. For notational 
convenience we shall switch over to the following general setup and first repeat the above arguments. 
Suppose XI>X2, ••• are i.i.d. RP -val_!!ed random vectors with distribution depending on a single parameter 
8 ERP • Suppose we only observe Xn = n - I ~P= 1 X;. Define µ(8) = IEo(X;) and ri1(8) = \I ar6(X;) (a p Xp 
matrix) which we both suppose to exist. We shall need thatµ(·) and i1(-) are continuous, and in fact that 
µ(·)is 1-1 and differentiable with a differentiable inverse (the implicit function theorem can sometimes be 
used to verify this condition). It is then sensible to consider the method of moments estimator On defined 
- " t - 6j)(_IJ) by X,, = f(t1n). Since by the central limit theorem n (Xn -µ(8)) ~ N(O,i1(8)), we have by the 8-
2 A 6j)(_IJ) ()11. I T 2 Qll. I) 6j)(_IJ) • • • • d 
method n (On -0)~ N(O,((an)- ) t:r(O)(ao)- . (Here ~ means "converges m distnbutlon un er 
8" ) 
In fact On is the only consistent estimator of 0 which is a continuous function of Xn only (and d~s 
not e.g. also depend on sample size n ). Usually the maximum likelihood estimator of 0 based on data xn 
will also depend on n : it must be asymptotically equivalent to en if it is asymptotically optimal too. 
To discuss asymptotic optimality, let us for simplicity consider the case µ(0)=8 = µ, p = 1. In the 
general case exactly the same argumemts go through. So we have in R 1 i.i.d. random variables Xi- with 
t- 6il(J.t) 
n (Xn -µ)~N(O,rJl(µ)) 
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According to j,eCam's (1960) theory of local asymptotic normality (cf. also LeCam (1972) and Hajek 
(1970, 1972), Xn will have various nice asymptotic local efficiency
1
properties as estimator ofµ with data 
Xn if the log likelihood ratio for two values of µ of order n - 2 apart, based <!!I- observation of Xn, 
becomes like the same log likelihood ratio based on the asymptotic distribution of ~ . To state this more 
preciselY! let Pn (x ;µ) denote the density, with respect to some fixed a-additive measure, of the distribu-
tion of Xn under µ. Then we require for asymptotic optimality that for any number h and any sequence 
hn~h as n~oo, and any JLo, 
I 
P ;;;; ·11~+n -2 h ) 6D(J.co) h2 h2 log( n\~•ro n )~N(-±--, --). 
Pn ~ ;JLo) a2(Po) a2(Po) (20) 
To motivate (20), let us consider equivalentl.y for fixed Po the log likelihood fatio for the same pair of 
parameter values based on data Yn = n 2<Xn -JLo). Under µ.,, =JLo+n - 2 hn, Yn is approximately 
N(hn,a2(µ.,,)) or approximately N(h,a2(Po)) distributed, while under JLo, Yn is approximately N(O,a2(Po)) 
distributed. Writing oJ for a2(Po), we would therefore expect the log likelihood ratio at the left hand 
side of (20) to be approximately equal to 
.! 
(2'1ToJ) 2 exp (-(Yn -h )2 / 2oJ _ 1 2 2 log ( 1 ) - - 2 (Yn -(Yn -h)) 
-- ~ (2'1To6) 2 exp ( - v; / 20J) 0 
hYn h2 
oJ 2oJ 
6j)(µo) . h2 h2 
~N(--2·2). 
200 O'Q 
So (20) is not such a surprising condition. Looking at the preceding sketch of a derivation of (20), we see 
that we need continuity of a2(µ) as function ofµ and moreover that a local central limit the?rem should 
hold for ~ uniformly in µ close to JLo; i.e. we must be able to approximate the density of n 2 cXn - µ.) by 
the appropriate normal density, uniformly inµ., uniformly on arbitrarily large portions of the real line. 
Such uniform local central limit theorems do not hold in general, however they are available in our situa-
tion in which the X;'s are lattice random variables and satisfy a uniformly bounded 2+8 moment condi-
tion; see e.g. Petrov (1975) Ch.7. 
Acknowledgement. This paper owes much to many stimulating discussions with Jan Hoem, Nico Keil-
man, Frans Willekens, and many colleagues at CWI. 
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Appendix 
rank(Q =!T) = p# rank(Q) = p -1# there exists a state to which all states have access. 
References here are to Berman & Plemmons (1979) Chapter 6 "M-matrices"; also some of the nota-
tion is theirs. 
Suppose there exists a state to which all states have access. Consider the matrix A obtained by delet-
ing the row and column from - Q corresponding to the state i 0 in question. Then we have 
A EZ(p -I)X(p-I) (cf. definition on page 132). Taking x to be the column vector of p -1 I's, we have that 
x satisfies the conditions L 32 of Theorem 2.3 (p. 134, 136). Therefore A is a non-singular M-matrix and 
in particular rank(A) = p - 1 so rank(Q) = p - 1 too. We show that no column vector x exists with 
(-Q)x = lT. Without loss of generality we can take i 0 to be recurrent. Let I be the (non-empty) class 
of states whlch communicate with i 0• So (after a relabelling of states) we can write 
Q = [~ ~ l 
where Q1 is the intensity matrix for the states I. Also Q1 is irreducible. Now, in obvious notation, 
(-Q)x = 1T=*(-Q1 )x1 = IJ. So it suffices to consider the case of an irreducible intensity matrix, 
which we Will take to be Q-itself. Since (-Q)EZpxp and (-Q)IT = 0, by Exercise 4.14 (p.155) we 
have that -Q is a singular M-matrix of rank p - I with "property C". But then by Theorem 4.16 (5) 
(p.156), (-Q)x ;;;;:.O=*(-Q)x = 0. So (-Q)x = !T is impossible. 
Conversely, suppose there does not exist a state to which all other states have access. Then Q con-
tains at least two disjoint absorbing subsets of states: i.e. we can write (after a relabelling of states) 
Q = t~ ~ ~ 
0 0 Q., 
Now both Q1 and Q., are singular (row sums are zero) so rank(Q)~ -2. Therefore rank(Q :!T)~ -1. 
