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Abstract
Digital problem-solving competence is widely recognized as one of the core skills
of the 21st century. A number of important factors influence this competence;
some are task-specific pertaining to the problem-solving processes while others are
non-task-specific related to knowledge, skills, attitudes and beliefs of the problem
solvers, as well as the student learning environment. This study sought to determine
important factors that classify student problem-solver as “high-performing expert”
versus “low-performing novice”, using computer-generated log files of an exemplary
digital problem task assessed in Organization for Economic Co-operation and
Development (OECD)’s Programme for International Student Assessment (PISA)
2012 Study. The participants comprise 11,599 fifteen-year-old students from 42
economies. Apart from multilevel logistic regression of problem-solving process and
student questionnaire data, the secondary data analysis employed was a data-mining
approach involving classification and regression trees. Five important factors were
identified that are key to the discrimination of the “expert vs. novice” dichotomy.

1

Introduction

What competences are key to success in school and the
workplace in 21st century contemporary societies? Some
scholars have argued that one important aim of present-day
school education is to foster students’ abilities, skills, and
attitudes that are essential for their future lives and career
development, as well as to educate them to effectively
handle and solve problems in daily life (Kautz et al., 2014;
Organisation for Economic Co-operation and Development
[OECD], 2018; Robinson & Kay, 2010). According to the
Organisation for Economic Co-operation and Development
(OECD), one core competence in contemporary societies
needed fostering in our school children is the ability to
utilize one’s knowledge and skills to solve various real-life
problems to face future challenges in modern life and work
(OECD, 2014a).
Indeed, problem-solving competence is widely
recognized as one of the core skills of the 21st century
(Rahman, 2019). Over the past two decades, it has gained

Keywords
Problem-solving competence;
Problem-solving strategies;
Computer-generated log files;
Classification and regression
trees;
Data mining analytics

the attention of educational researchers and educational
practitioners locally and abroad. Many of such studies focus
on how to develop students’ problem-solving competence
that involves a large number of factors influencing each
other in a complicated way (e.g., Doorman et al., 2007;
OECD, 2004; Sakorn et al., 2009). Hence, finding out
important factors that have bearings in the fostering of
student problem-solving competence furnishes direction to
develop students’ problem-solving competence effectively
and efficiently (Scherer & Beckmann, 2014).

2
2.1

Conceptual Model and Research Paradigm of
Secondary Data Analysis
Student
Problem-Solving
Competence
Revealed in the PISA 2012 DPS

As

In Programme of International Student Assessment
(PISA) 2012 Digital Problem-Solving Study (DPS),
problem-solving competence is defined as an individual’s
capacity to engage in cognitive processing to understand
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and resolve problem situations where a method of solution
is not immediately obvious. The willingness to engage
with situations in order to achieve a person’s potential as
a constructive and reflective citizen is highly emphasized
in the definition (OECD, 2013). Drawing data from the
PISA 2012 DPS, researchers from participating economies
have chances to conduct secondary data analysis to examine
15-year-old students’ problem-solving tasks and processes
to come up with behavioral indicators to identify important
factors that have a bearing on the progress of students’
problem-solving competence.
A large number of students in contemporary societies do
not have the competence to solve unfamiliar or relatively
complex problems. The results of the PISA 2012 DPS
show that there is a large number of students whose
problem-solving competence lies below the baseline level
(OECD, 2014a). In the PISA 2012 DPS, there are
seven progressive proficiency levels of problem-solving
competence, i.e. “Below Level 1” followed by “Levels
1–6.” On average, one in five students in the 42 participating
economies perform below the baseline level (i.e., Level 2)
(OECD, 2014a), which means that these low-performing
students can hardly solve unfamiliar or non-routine
problems in their daily lives. These low-performing
students are the target problem-solving novices (PSNs)
examined in this study.
On the contrary, some students were proficient in solving
complex and unfamiliar problems: 11.4% of all sampled
students were above Level 4 in the PISA 2012 DPS (OECD,
2014a). These high-performing students are able to plan
well and think ahead to identify an optimal strategy that can
address all the given constraints of the problem tasks, and
they are able to solve the complex and unfamiliar problems
assigned to them successfully. These high-performing
students are the problem-solving experts (PSEs) examined
in this study.
2.2

Conceptual Model of Factors
Problem-Solving Performance

Affecting

During the past decades, many researchers and
educational practitioners have aimed to improve students’
problem-solving competence in solving real-life or
context-based simulated tasks (e.g., Hill, 1998; Yu et al.,
2015). One key to the success of such improvement is
to understand the differing problem-solving processes
and important factors that have considerable influences
discriminating between PSEs and PSNs.
Figure 1 presents a conceptual model of the factors

affecting student problem-solving performance.
This
model is adapted from the assessment framework of the
PISA 2012 DPS (OECD, 2013) and PISA 2018 Global
Competence Study (OECD, 2016). As seen in this model,
there are student-level personal factors pertaining to the
knowledge, skills, attitudes, and beliefs of students, as well
as system-level learning environment factors pertaining
to society, family, school and classroom that have a
bearing on a student’s problem-solving competence. This
problem-solving competence when deployed in the contexts
of specific problem-solving tasks, such as the one of the
four exemplary released test units of the PISA 2012 DPS
examined in this study, results in differing levels of student
problem-solving performance assessed in the study.
According to Figure 1, many factors have intertwining
influences on a student’s problem-solving competence.
Which variables are the most important in determining
a student’s level of problem-solving performance? How
can researchers and educational practitioners help students
become PSEs in situations analogous to the PISA tests,
especially when the mode of assessment in the modern
era is digital rather than traditional paper-and-pencil?
By analyzing the problem-solving processes used in the
exemplary PISA 2012 DPS tasks by the sampled students,
this research sought to identify the most important variables
discriminating whether a student is a high-performing PSE
or a low-performing PSN.
2.3

Change of the Problem-Solving Research
Paradigm From the Classical to the Big Data
Perspective

In the 20th century, most studies assessed examinees’
problem-solving competence in the paper-and-pencil
mode (Goos & Galbraith, 1996).
The usual way
to record students’ problem-solving processes at that
time was think-aloud, which required examinees to
speak out what they thought while solving problems.
Of note is that the examinees’ thinking may be
interrupted when they speak simultaneously. Moreover,
it can hardly be administered to large numbers of
examinees. At the turn of the new century, researchers
started to record information on examinees’ digital
problem-solving behaviors collected from individually
administered computer-delivered platforms. Indeed, it has
become very convenient to conduct large-scale sampled
surveys through computers.
With the galloping development of computer science in
the past decade, new techniques of recording examinees’
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Figure 1
Conceptual Model of Factors Affecting Problem-Solving Performance

Source: Adapted from OECD (2013, p. 185) and OECD (2016, p. 2).

problem-solving processes and outcomes are invented
every day. One of the more versatile techniques is the
computer-generated log files that are employed in the PISA
2012 DPS (Srivastava et al., 2000). Log files, which are
automatically generated when an examinee is engaged in
problem-solving tasks, form a comprehensive information
database documenting information on the communication
between the examinee and the computer. This information
includes the time taken performing certain problem-solving
steps, the routes taken by an examinee to execute certain
problem-solving steps, and the commands to perform
certain computer operations (Romero & Ventura, 2007).
The database records every piece of the details of an
examinee’s behavior when accomplishing the designated
problem-solving tasks. The digital data collected are
generally of very large quantity, capturing the nuances of
the problem-solving details of a respondent. This scale
of data collection warrants terming the data collected “big
data”. This is to make reference to the vast amount of data
collected from various sources, and accumulated at a very
great speed that must be explored in a timely fashion, with
proper digital data-mining tools in order to obtain veracious
and valuable information for purposes of model building
and decision-making (Jin et al., 2017).
In the past decade, although some researchers have

tried to study students’ problem-solving competence using
computer-generated log files, most of the cases studied
mainly originated in one single country or region, such
as Germany, Macao, or the United States (e.g., Greiff
et al., 2013; Ieong et al., 2016; Lee, 2015). Only a few
studies were based on international cross-country sampled
surveys. It is noteworthy that many of these studies have
mainly focused on the cognitive aspects of the examinees’
problem-solving processes, and there are only a few studies
evaluating students’ emotions while solving problems (e.g.,
Lee, 2015; Sit et al., 2014).
The PISA 2012 DPS used the technique of
computer-generated log files to document every step
of the students’ problem-solving processes (OECD, 2013).
This assessment, undertaken in 42 countries or economies
in 2012, was an international large-scale sampled survey
that assessed students’ problem-solving competence using
computers. The big data collected by this method is
formidable even for an experienced researcher. Due to the
lack of analysis methodologies and data management tools
to tackle millions of messy records, few researchers have
explored these log files ever since the data were released in
2013 for a proper analysis of the problem-solving process
(Greiff et al., 2015). Regarding this, it is the intention of
this study to fill this major gap in the research literature by
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deploying educational data mining methodologies in the study selected the exemplary task unit named CLIMATE
CONTROL (see Figure 2 for Question 1 of the unit).
analysis of the big data in the PISA 2012 DPS.
According to the PISA 2012 DPS assessment framework,
3 Research Design
this task unit is interactive which means it requires
student’s personal involvement and relates to technology
3.1 Research Questions
use (OECD, 2014a). The task requires students to apply
This study seeks to identify the most important
cognitive processes of representing, formulating, planning
factors discriminating between high-performing PSEs and
and executing that are very important processes within the
low-performing PSNs, based on secondary data analysis
problem-solving cycle.
of student PISA 2012 DPS responses from the big data
In the task unit of CLIMATE CONTROL, examinees
perspective. There are all together three research questions
need to demonstrate their competence in using a new
(RQ1-RQ3), as follows:
air conditioner with no instructions. To accomplish the
RQ1: What indicator variables of the problem-solving problem tasks, examinees can change the top, central,
process can be derived from the log files of and bottom controls on the left by using the sliders. By
exemplary digital problem-solving tasks that clicking “APPLY” at the bottom, examinees can see the
are to be responded by the 15-year-old students changes in room temperature and humidity in the respective
of 42 economies with valid data participating in graphs. The box to the left of each graph shows the current
temperature and humidity level. Examinees have to find out
the PISA 2012 DPS?
which control influences the temperature or humidity level
RQ2: What factors are important to determine (Question 1) and then to set the temperature and humidity
whether a student is a high-performing PSE, at specified target levels (Question 2, not shown in Figure
or a low-performing PSN, using the indicator 1).
variables derived in RQ1, alongside an array
3.4 The Log File Data of CLIMATE CONTROL
of explanatory variables related to learning
Documented in the computer-generated log files is every
dispositions and environments drawn from the
student, parent, and school questionnaires in the behavioral step of the examinee (see Figure 3). In summary,
there are altogether 13 columns in the log file of Question
PISA 2012 DPS?
1 of CLIMATE CONTROL, namely: (1) Country; (2)
RQ3: What are the relative magnitudes of the effect School ID; (3) Student ID; (4) Event (i.e. changes on
sizes of the factors identified in RQ2?
the platform); (5) Time (i.e. how many seconds from
3.2 Research Sample for Use in Secondary Data the beginning to the present time); (6) Event number (i.e.
the number of steps); (7) Event type (i.e. examinee’s
Analysis
behavior); (8) Top setting (i.e. number on the top control);
This study employed the PISA 2012 DPS log files and (9) Central setting (i.e. number on the central control); (10)
computer-based questionnaires as the original raw data Bottom setting (i.e. number on the bottom control); (11)
source. The participants comprised 11,599 fifteen-year-old Temp value (i.e. number on the temperature graph); (12)
students from 42 economies with valid data, including Humid value (i.e. number on the humidity graph); and (13)
3,001 PSEs and 8,598 PSNs.
According to OECD Diag state (i.e. arrows drawing on the question box). The
(2014), students who are proficient above Level 4 are high columns of the log file of Question 2 are similar to that of
performers and they are defined as the problem-solving Question 1 (with the exception of column 13).
experts (PSEs) in this study. In a similar vein, students
As seen in Figure 3, without data mining the log file
who are proficient below the baseline level (i.e., Level 2) are records appear extremely messy and nonsensical. A student
low performers and they are labeled as the problem-solving may have tens of logs within the record of just one question.
novices (PSNs) in this study.
The total number of logs analyzed in this study amounts
3.3 The Selected Digital Problem-Solving Task Unit: to 1,117,414, comprising 951,481 and 165,933 logs for
Question 1 and 2, respectively. One purpose of this study is
CLIMATE CONTROL
to clean the messy data and discover valuable information,
There are altogether four released task units in the PISA
and then transform it into analyzable indicators. This paves
2012 DPS database available for public examination. This
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Figure 2
Question 1 of CLIMATE CONTROL

Source: Adapted from Cheung et al. (2013, p. 36).
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Figure 3
Example of Computer-Generated Log File of Question 1 of CLIMATE CONTROL

the way to answer RQ1 of this study.
3.5

Variables Used in Data Mining

In this study, the dependent variable is a dichotomous
variable (PSE vs. PSN). The independent variables are data
collected from student, school, and parent computer-based
questionnaires, pertaining to the following five major
dimensions: (1) Student personal characteristics; (2)
Home/school resources and environment; (3) Knowledge
acquired and learning time; (4) Process skills demonstrated
in digital problem-solving of CLIMATE CONTROL; (5)
Attitudes, beliefs, and mathematics learning dispositions
(see Table 1). For details of these variables, readers
are encouraged to consult the PISA 2012 assessment and
analytical framework and the PISA 2012 technical report
(OECD, 2013, 2014b). Among the variables (83 from
the questionnaires) listed in Table 1 the behavior indicator
variables of CLIMATE CONTROL are needed extraction
from the digital problem-solving log files at the first stage
of this study. Before the completion of the extraction
process, these behavior indicator variables are not available
for presentation in Table 1.

3.6

Data Mining Tool: Classification and Regression
Trees

Classification and regression trees (CART) as a
frequently used method of data mining is employed in
this study to analyze the large number of variables for
the most important factors discriminating between PSEs
and PSNs. CART has several advantages compared with
other classification and regression methods. First, it is
able to analyze hundreds of independent variables, which
can be nominal, ordinal, or continuous, and these variables
belong to different levels of measurement. Second, no
assumption is made regarding the underlying distribution
of the independent variables. Third, the analyses are
not affected by multicollinearity between independent
variables. Fourth, it has sophisticated methods to deal with
missing data. Last, the results are relatively simple for the
non-statistician to interpret (Allore et al., 2005; Breiman
et al., 1998; Strobl et al., 2009). CART analysis was
conducted using SPSS 26 in this study.
The Gini index was chosen as the statistical criterion
for CART to terminate the iterative partitioning process in
the identification of the most important factors arranged in
descending order of priority. The principle underlying the
index is to reduce the impurity of the target sample (called
parent node) by dividing the subjects into two subgroups

CEJEME

Table 1
Selected Variables in PISA 2012 DPS Used in Data Mining
Variable type
Student personal
characteristics

Variable classification
Student background

Family background

Parent background

Classroom and
instruction
Home/school
resources and
environment

Schooling and
staffing conditions

Variable label
Gender
Grade repetition in earlier grades
Index of economic, social and cultural status
Immigration status
Family structure
Wealth
Cultural possessions
Home educational resources
Educational level of father
Educational level of mother
Teacher behavior: formative assessment
Teacher behavior: student orientation
Teacher behavior: teacher-directed instruction
Teacher support
Disciplinary climate
Ability grouping for mathematics classes
Mathematics teacher’s classroom management
Mathematics teacher’s support
Cognitive activation in mathematics lessons
Teacher-student relations
Teacher focus
Teacher participation/autonomy
Teacher morale
Class size
Extracurricular creative activities at school
Mathematics extracurricular activities at school
Mathematics extension course types offered
Quality of physical infrastructure
Quality of school educational resources
Proportion of girls at school
Proportion of certified teachers
Proportion of mathematics teachers
Proportion of teachers with university degrees
Mathematics teacher-student ratio
Student-teacher ratio
Student-related factors affecting school climate
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Variable type

Variable classification

School policy and
leadership

Home/school
resources and
environment (cont’d)

ICT availability

Disciplinary knowledge

Knowledge acquired and
learning time

Process skills demonstrated in
digital problem solving

Experiences and
learning time

Process variables from
log files

Variable label
Teacher-related factors affecting school climate
Shortage of teaching staff
School type
School autonomy
School ownership
Total school enrollment
School selectivity/student admission policies
Use of assessment
Framing and communicating the school’s goals and
curricular development
Instructional leadership
Promoting instructional improvement and professional
development
Teacher participation in leadership
Index of school responsibility for resource allocation
Limitations of the computer as a tool for school learning
ICT availability at school
Ratio of computers for education and number of students
Ratio of computers connected to the web and number of
computers
Computer as a tool for school learning
ICT availability at home
ICT resources
ICT entertainment use
ICT use at home for school-related tasks
Time of computer use (minutes)
Use of ICT in mathematic lessons
Use of ICT at school
Familiarity with mathematical concepts
Experience with applied mathematics tasks at school
Experience with pure mathematics tasks at school
Test language learning time (minutes per week)
Mathematics learning time (minutes per week)
Science learning time (minutes per week)
Out-of-school study time
Indicator variables extracted from the PISA 2012 DPS log
files (13 columns of the log data of Questions 1 & 2 shown
in Figure 3 of CLIMATE CONTROL)

CEJEME

Variable type

Variable classification
Schooling

Attitudes, beliefs, and
math learning dispositions

Mathematics learning
dispositions

Problem-solving
attitudes

Variable label
Sense of belonging to school
Attitude towards school: learning outcomes
Attitude towards school: learning activities
Mathematics behavior
Mathematics intentions
Instrumental motivation for mathematics
Mathematics interest
Mathematics work ethic
Subjective norms in mathematics
Mathematics anxiety
Attributions to failure in mathematics
Mathematics self-efficacy
Mathematics self-concept
Openness for problem solving
Perseverance
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Logistic regression provides an explanation of the
relation between independent variables (the predictors) and
a dichotomous dependent variable (the criterion). Logistic
regression predicts the logit of an event outcome by a
set of predictors. This study will employ the odds ratio
statistics in a multilevel logistic regression analysis to
express the effect size of the most important classifying
variables in the prediction of the PSE vs PSN. Multilevel
logistic regression analysis was conducted using WesVar
(Westat, 2007) and the IEA’s IDB Analyzer (https://www.
iea.nl/data-tools/tools).

its “full credit”, “partial credit” and “no credit” scoring
system has the power to distinguish between PSEs and
PSNs. Student performance on the two tasks of CLIMATE
CONTROL is summarized in Figures 5 and 6. For Question
1, 50.8% of the students of all 42 economies earned full
credit, 11.5% and 37.4% respectively earned partial credit
and no credit, and the remaining 0.2% did not have the
chance to reach the task. Similarly, on Question 2, 15.9%
of all students of the 42 economies earned full credit,
19.7% and 64.1% respectively earned partial credit and
no credit, and the remaining 0.3% did not reach the task
to attempt a solution. There are large between-economy
and within-economy performance differences in the 42
PISA 2012 DPS participating economies. Across the 42
economies, based on the Rasch analysis of the PISA 2012
DPS items, Question 2 is more difficult than Question 1,
demonstrating that for CLIMATE CONTROL planning and
executing are of higher cognitive ability than representing
and formulating in the digital problem-solving process.

4

4.3

(called child nodes) based on certain independent variables
(Strobl et al., 2007). The accuracy of the tree model will be
estimated using cross-validation techniques that can obtain
the estimates of true error for trees of a given size (Breiman
et al., 1998).
3.7

4.1

Tool for Analysis of Effect Size: Multilevel Logistic
Regression Analysis

Research Results
Overall Student Problem-Solving Performance in
PISA 2012 DPS

Figure 4 presents the percentage of students at different
levels of problem-solving proficiency, with participating
economies arranged in ascending order by the percentage
of PSNs. In total, across the 42 economies participating in
the PISA 2012 DPS, 26.18% and 10.30% of the sampled
students were PSNs and PSEs respectively. The rest of
the sampled students, whose problem-solving proficiencies
are rated as medium-level (i.e. Medium-ability problem
solvers), made up 63.52% of the total population of the
15-year-olds. It shows clearly that: (1) there is a huge
performance difference in digital problem-solving among
the 42 PISA 2012 DPS economies; (2) there is a huge
performance difference in digital problem-solving within
these economies. In summary, there is ample room for each
economy to decrease the percentage of PSNs and increase
the percentage of PSEs.
4.2

Student Performance of the Selected Exemplary
Problem-Solving Task: CLIMATE CONTROL

The target problem-solving task selected for examination
in this study is CLIMATE CONTROL. This task was
relatively difficult for most of the sampled students. Content
analysis of the coding guide of the problem task suggests
that it afforded exhibition of important problem-solving
characteristics of PSEs. Therefore, this test unit with

Indicator Variables Derived From Log Files of the
Problem-Solving Task: CLIMATE CONTROL

In the first question of the unit, students were asked to
explore a climate control device by changing the sliders
to find out which control influences the temperature or the
humidity. Above all, students have to engage in the problem
context by manipulating the sliders. Disengaged students
tend to have a lower problem-solving performance. Since
the problem is relatively complex, students have to spend a
certain amount of time and take a number of steps to explore
and understand the problem context in order to complete
this task. Even an experienced problem solver equipped
with an optimal use of strategy can hardly use fewer than
nine steps and less than 60 seconds. The optimal strategy
of this item is VOTAT (i.e. Vary one thing at a time), which
requires students to vary one control at a time. Students who
apply VOTAT when solving this problem will save time
on the trial-and-error process. We note that PSEs usually
apply this strategy, but PSNs generally cannot use VOTAT.
They finally either quickly give up trying or spend time in
unsystematic trial-and-error, i.e. playing around. In the end,
all students have to represent and formulate their findings
and draw arrows on the causal diagram. Additionally,
PSEs tend to apply metacognitive strategies when solving
problems. Hence, some PSEs may spend time on the
metacognitive process of monitoring and reflecting, and
consequently their problem-solving steps may increase as
well.
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Figure 4
Percentage of Students at the Different Levels of Problem-Solving Proficiency in 42 Economies Participating in the PISA
2012 DPS
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Figure 5
Student Performance on Question 1 of CLIMATE CONTROL

CEJEME

Figure 6
Student Performance on Question 2 of CLIMATE CONTROL
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The second question requires students to set the
temperature and humidity at specific target levels in only
four steps. Therefore, students have to plan ahead. In
addition, when executing the plan, students should focus on
the changes of the temperature and humidity to guarantee
that both of them are closer to their target levels, which
requires a process of metacognition. Actually, the minimum
number of steps needed is two. Hence, if student makes a
mistake, it can be corrected by immediate remedial action.
Although students can use two to four steps to complete this
task, they have to spend time during the problem-solving
process in thinking, planning, and monitoring.
Considering the entire problem-solving processes of the
two tasks, several meaningful indicators can be derived.
Through the use of statistical packages SPSS and EXCEL
analyzing the 13 columns of the log files, six indicator
variables were examined: (1) Response time for solving
a problem task; (2) Total number of steps for solving
Question 1 of the problem task; (3) Total number of
steps for solving Question 2 of the problem task; (4)
Whether student engages in the problem contexts (If a
student engages in both of the two problem contexts by
manipulating the controls, then this student is identified
as engages in the problem contexts); (5) Whether student
applies metacognitive strategies (If a student checks and
modifies his/her results, such as goes back to the previous
step or steps and repeats the operations, then this student
is identified as applies metacognitive strategies); and (6)
Whether student applies the strategy of VOTAT (Vary one
thing at a time; If a student varies each control at a time,
then this student is identified as applies the problem-solving
strategy of VOTAT).
4.4

The Most Important Factors Discriminating
Between PSEs and PSNs

The selected variables summarized in Table 1 are
subjected to data mining using CART, and the results have
been validated by the technique of cross-validation with
satisfactory fit statistics, i.e. the risk estimate is 0.049 and
standard error is 0.002, both well accepted according to
Breiman et al. (1998). Moreover, the overall percentage of
correct prediction is 95.1% (see Table 2). The classification
tree that is the main result of CART is relatively simple
to interpret. Figure 7 shows the classification tree of
the problem-solving model. It has nine terminal nodes
(subgroups): Nodes 5, 8, 9, 10, 12, 13, 14, 15, and 16.
Students at Nodes 5, 8, 10, and 14 are predicted to be
PSEs, whereas students at Nodes 9, 12, 13, 15, and 16 are

Table 2
Percentages of Correct Predictions
Observed
PSEs
PSNs
Overall percentage

Predicted
PSEs PSNs
2733
305
26.4

255
8227
73.6

Percentage of
correct prediction
91.5
96.4
95.1

predicted to be PSNs.
From the parent node of the classification tree, we can
see that the overall number of PSNs is almost three times
larger than the number of PSEs in the 42 participating
economies. The most important among the 88 variables is
Whether student applies the strategy of VOTAT. This split
improves the Gini index by 0.258. It means the impurity of
the target sample (the parent note) is reduced by 0.258. That
is to say, the subgroups (Node 1 and Node 2) become more
homogeneous. If a student varies one thing at a time, the
probability of being a PSE goes up dramatically from 25.9%
to 81.9% (Node 1). However, if the student does not use the
VOTAT strategy, the probability of being a PSE declines
further from 25.9% to 2.9% (Node 2). That means a student
has a 97.1% probability of being a PSN if does not apply
VOTAT in the problem context of CLIMATE CONTROL.
The classification tree is interpreted from the left,
gradually proceeding to the right branches of the tree.
The next important variable is Whether student applies
metacognitive strategies. This split improves the Gini index
further by 0.030 based on 0.258. It means the impurity
of the target sample (the parent note) is reduced by 0.288,
and the subgroups (Node 3 and Node 4) become more
homogeneous. For students who apply VOTAT in the
problem context (on the left-hand side of the tree), if they
apply metacognitive strategies when solving problems, the
percentage of PSEs goes up slightly from 81.9% to 90.2%
(Node 3); and if they do not apply metacognitive strategies,
the percentage of PSEs goes down drastically from 81.9%
to 21.0% (Node 4).
Furthermore, for students who apply both VOTAT and
metacognitive strategies in the problem context, the crucial
variable determining whether a student is a PSE or a
PSN is Familiarity with mathematical concepts. This split
improves the Gini index further by 0.006 based on 0.288,
that is 0.294, and the subgroups (Node 7 and Node 8)
become more homogeneous. If the score of this cognitive
variable is higher than -.675 (at the 35th percentile), that is,
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Figure 7
Classification Tree of the Problem-Solving Model: CLIMATE CONTROL
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if the student is more familiar with mathematics concepts
than 35% of all students in this assessment, the percentage
of PSEs goes up slightly from 90.2% to 92.5% (Node 8);
but if it is equal to or lower than -.675, the percentage of
PSEs goes down from 90.2% to 57.1% (Node 7).
However, the Gini index at Node 7 can be improved
further by 0.002 based on 0.294 by the variable of
Mathematics self-efficacy. If the student at Node 7 has
a high mathematics self-efficacy above .245 (the 70th
percentile), the probability of being a PSE will increase
from 57.1% to 65.9% (Node 14); but if it is equal to or lower
than .245, the probability of being a PSE will decrease to
49.0% (Node 13).
On the other hand, for students able to apply VOTAT
but somehow do not apply metacognitive strategies (Node
4), mathematics self-efficacy is very important for them
to succeed in problem solving. This split improves
the Gini index further by 0.004 based on 0.288, that
is 0.292, the subgroups (Node 9 and Node 10) become
more homogeneous. If a student at Node 4 has a high
mathematics self-efficacy over .245 (the 70th percentile),
the probability of being a PSE will increase remarkably
from 21.0% to 60.6% (Node 10); but if it is equal to or lower
than .245, the probability will decrease to 8.2% (Node 9).
On the right branch of the tree, for students who do
not apply VOTAT in the problem context of CLIMATE
CONTROL (Node 2), if they apply metacognitive strategies
to both tasks, the percentage of PSEs goes up dramatically
from 2.9% to 66.2% (Node 5); whereas if they do not apply
metacognitive strategies or just apply them to one of the
two tasks, the percentage of PSEs goes down a little from
2.9% to 2.3% (Node 6). This split improves the Gini index
further by 0.005 based on 0.258. It means the impurity
of the target sample (the parent note) is reduced by 0.263,
and the subgroups (Node 5 and Node 6) become more
homogeneous.
Students at Node 6 have been classified again in CART
by the variable of Whether student applies metacognitive
strategies. This split improves the Gini index further by
0.002 based on 0.263, that is 0.265, and the subgroups
(Node 11 and Node 12) become more homogeneous. If
a student applies metacognitive strategies to one task, the
probability of being a PSE goes up from 2.3% to 11.8%
(Node 11); but if the student does not apply metacognitive
strategies to either task, the probability of being a PSE goes
down further from 2.3% to .8% (Node 12). That is to say, a
student who is not able to apply VOTAT and metacognition
when solving problems is almost certain to be a PSN.

Fortunately, students at Node 11 can be improved by the
variable of Mathematics self-concept. This split improves
the Gini index further by 0.003 based on 0.265. If a
student at Node 16 has a mathematics self-concept with a
score higher than .715 (the 83rd percentile), the probability
of being a PSE will increase dramatically from 11.8% to
45.8% (Node 16); but if it is equal to or lower than .715, the
probability will decrease to 8.4% (Node 15).
To sum up, the most important variables determining
whether a student is a high-performing PSE or
a low-performing PSN are:
(1) Whether student
applies the strategy of VOTAT, (2) Whether student
applies metacognitive strategies, (3) Familiarity with
mathematical concepts, (4) Mathematics self-efficacy,
and (5) Mathematics self-concept. On the one hand, the
strongest influential factors of Whether student applies
the strategy of VOTAT and Whether student applies
metacognitive strategies are skill-type factors extracted
from the log files of the problem-solving process. On the
other hand, Familiarity with mathematical concepts is a
knowledge-type factor. Also, Mathematics self-efficacy
and Mathematics self-concept are factors related to
attitudes and beliefs. These results are consistent with
the conceptual model of factors affecting problem-solving
performance (see Figure 1). The CART analysis results
revealed that the impact of environmental factors on
students’ problem-solving competence is not as great as the
student-level literacy factors pertaining to the knowledge
and skills deployed in the problem-solving process.
4.5

Relative Magnitudes of Effect Sizes of the Most
Important Factors

Comparisons of the variable characteristics for the
classification of PSEs and PSNs are shown in Table 3.
The percentages of Whether student applies the strategy
of VOTAT and Whether student applies metacognitive
strategies for the two groups (PSEs vs. PSNs) are
significantly different from each other (p < .01). In
addition, the means of the other three variables (Familiarity
with mathematical concepts, Mathematics self-efficacy, and
Mathematics self-concept) are all higher for the PSEs than
PSNs, and the corresponding t-tests reached the level of
statistical significance (p < .01). This means that the PSEs’
average level of Familiarity with mathematical concepts,
Mathematics self-efficacy, and Mathematics self-concept
are all significantly higher than those of PSNs.
The dependent variable in multilevel logistic regression
was the problem-solving proficiency level dichotomy PSE
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Table 3
Variable Characteristics for the PSE vs. PSN Classification
Important variables identified in CART

PSEs

Whether student applies the strategy of VOTAT (VOTAT)
0 = do not apply
1 = apply
Whether student applies metacognitive strategies (METCOG)
0 = do not apply
1 = apply metacognition in one task
2 = apply metacognition in two tasks
Familiarity with mathematical concepts (FAMCON)
Mathematics self-efficacy (MATHEFF)
Mathematics self-concept (MATHCON)

PSNs

χ2

Total

Percentage (%)
7.8
92.9
100
92.2
7.1
100

7745.429**

6759.299**
4.8
62.3
32.9

85.5
13.9
0.6

.630
.710
.523

Mean
-.445
-.449
-.464

100
100
100
-.166
-.148
-.208

SD
1.802
1.961
1.966

t-test
26.375**
31.729**
27.363**

**p < .01.
vs. PSN, while the independent variables found by
CART were Whether student applies the strategy of VOTAT
(VOTAT); Whether student applies metacognitive strategies
(METACOG); Familiarity with mathematical concepts
(FAMACON); Mathematics self-efficacy (MASEEFF); and
Mathematics self-concept (MATHCON). Table 4 presents
the results of multilevel logistic regression.
The results show that all of the five variables have
significant power to predict a student’s problem-solving
proficiency PSE vs. PSN dichotomy, with the indices of

log

Negative log-likelihood, Cox-Snell, and Estrella ranging
from .600 to .839 (Westat, 2007). This is consistent with
the result of CART that the variables Whether student
applies the strategy of VOTAT, Whether student applies
metacognitive strategies, Familiarity with mathematical
concepts, Mathematics self-efficacy, and Mathematics
self-concept are the most important factors discriminating
whether a student is a PSE or a PSN, of which the relative
importance is listed in descending order. The regression
equation is expressed as follows:

p(PSE)
= −4.584 + 3.172 VOTAT + 2.404 METCOG + 1.828 FAMCON
p(PSN)
+ 0.877 MAT HEFF + 0.689 MAT HCON

As seen in Table 4, the odds ratio Exp(B) of Whether
student applies the strategy of VOTAT indicates that when
all the other variables remain unchanged, if a student
applies the strategy of VOTAT, he/she being a PSE rather
than PSN is 24.076 times compared with students who
do not apply the strategy (odds ratio = 24.076). In
other words, students with strategy of VOTAT are more
likely to be problem-solving experts than those who can
not apply the strategy of VOTAT. The variable Whether
student applies metacognitive strategies can also have

(1)

significant power to predict whether a student is a PSE
or a PSN. If a student applies metacognition to one task
of CLIMATE CONTROL, he/she being a PSE rather than
PSN is 11.080 times compared with students who do
not apply metacognition (odds ratio = 11.080); and if a
student applies metacognition to both tasks, he/she being
a PSE is 11.080 times compared with students who apply
metacognition to one task (odds ratio = 11.080). For
the three continuous variables, the likelihood of students
with one standard deviation of increment in Familiarity
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Table 4
Multilevel Logistic Regression of Students’ Problem-Solving Proficiency Dichotomy (PSE vs. PSN)

Intercept
VOTAT
METCOG
FAMCON
MATHEFF
MATHCON

B

SE

Exp(B)

95% CI for Exp(B)
Lower
Upper

-4.584**
3.172**
2.404**
1.828**
.877**
.689**

.266
.246
.399
.297
.097
.085

24.076
11.080
9.332
2.405
1.994

14.806
5.100
3.465
1.982
1.685

39.180
24.551
46.804
2.919
2.362

Note. Negative log-likelihood = .795; Likelihood ratio (Cox-Snell) = .600; Likelihood ratio (Estrella) = .839.
**p < .01.
with mathematical concepts being PSEs rather than PSNs
is 9.332 times that of students with the original level
of Familiarity with mathematical concepts (odds ratio
= 9.332); the likelihood of students with one standard
deviation of increment in Mathematics self-efficacy being
PSEs rather than PSNs is 2.405 times that of students with
the original level of Mathematics self-efficacy (odds ratio
= 2.405); and the likelihood of students with one standard
deviation of increment in Mathematics self-concept being
PSEs rather than PSNs is 1.994 times that of students
with the original level of Mathematics self-concept (odds
ratio = 1.994). That is, students with higher levels
of Familiarity with mathematical concepts, Mathematics
self-efficacy, and Mathematics self-concept are more likely
to be problem-solving experts than those who possess lower
levels of these three indicators. The findings of multilevel
logistic regression are consistent with the results of CART.

5
5.1

Discussion
Cultivating Students’ Core Problem-Solving Skills

Research on problem-solving expertise emphasizing
the problem solver’s skills plays an important role
in the cultivation of student problem-solving ability.
Problem-solving strategy and metacognition are the core
skills in problem solving. If the problem design entails
using an optimal strategy, then whether one applies
this strategy is key to succeed in solving the problem.
Brand-Gruwel et al. (2005) found that problem-solving
experts more frequently switch between skills than
novices do. Experts not only possess a large store of
problem-solving skills but also specialize in applying these

skills. Simply having the knowledge of problem-solving
strategies does not mean students will know how to apply
them to new and unfamiliar problem situations (Kuhn &
Dean, 2005). Knowledge and skill application is a crucial
ability for the successful problem solvers. Therefore,
knowledge and skill acquisition, as well as their ingenious
application, should receive the same degree of attention in
schools. Students in contemporary societies should have the
ability to learn effectively and apply what they have learned
efficiently.
Metacognition is often envisaged as thinking about
thinking. It refers to higher-order thinking that involves
active control over cognitive processes and problem-solving
behaviors, including predicting, planning, monitoring, and
evaluating (Desoete, 2007; Livingston, 2003). Some
general or task-specific problem-solving procedures, such
as goal setting, planning, self-monitoring, regulation of
the cognitive process and evaluating the outcome, are
broader types of metacognition that underlie control of
cognitive processing (Dermitzaki et al., 2009; Mayer,
1998). Numerous studies have shown that metacognition
as a core problem-solving skill is highly correlated with
problem-solving performance and hence it is very important
to discriminate between experts and novices (Hoffman
& Spatariu, 2008; Lai & Hwang, 2014). Furthermore,
Livingston (2003) indicated that an effective approach to
instruction on metacognition is to provide the learners
knowledge of the cognitive processes and the related
metacognitive strategies to evaluate the outcomes of their
efforts. Of note is that simply providing knowledge
without experience is not sufficient for the development of
metacognition. Therefore, schools have to emphasize both
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knowledge learning and skill practice in problem solving in
everyday school settings.
Societies in the 21st century are progressing at an
unprecedented rate, updating knowledge rapidly. Students
have to be equipped with a variety of knowledge
and skills to cope with the challenges in their future
lives.
However, most schools currently emphasize
knowledge and skill acquisition, and these knowledge and
skills are limited to the scope of the school syllabus.
Additionally, teachers often teach weak heuristics such
as means-ends analysis to students. According to the
results of this study, the two core problem-solving skills
found were problem-solving strategies and metacognitive
strategies applicable to problems with design analogous
to CLIMATE CONTROL. Regarding this, teachers are
encouraged to teach a broader realm of problem-solving
strategies applicable to a wide range of everyday problems,
including higher order thinking skills and a relevant set of
metacognitive strategies.
5.2

Enhancing
Application

Knowledge

Acquisition

and

Familiarity with mathematical concepts involves
cognitive regulation, and it is an important variable in the
research literature on self-regulated learning. This variable
reflects the mathematical prior knowledge mastered
by students and teachers regard it as the foundation
of mathematics learning. That means that familiarity
with these concepts help scaffold students’ mathematics
learning.
The perception of relevant and pertinent
concepts is an important part of the problem-solving
process. Possessing the knowledge of relevant concepts
helps students to attain a profound and comprehensive
understanding of the problem situation, and helps them
find the optimal way to solve unfamiliar problems.
Brand-Gruwel et al. (2005) found that problem-solving
experts read tasks and activated their relevant prior
knowledge more often than novices did.
The fundamental knowledge of problem solving, such as
mathematical concepts, scientific concepts, and language
vocabulary mastery, is the focus of daily school learning.
Especially in the East Asian learning context, teachers and
students always emphasize the mastery and accumulation
of school-taught knowledge and skills. Of note is that
Singapore even made mathematical problem solving the
primary goal of the school mathematics curriculum in 1992,
and mathematical concepts were always one of the core
aspects of the mathematical problem solving (Kaur & Har,
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2009). In short, a student not only must possess sufficient
domain-specific knowledge, but must also organize the
knowledge into schemata and activate their relevant prior
knowledge when tackling familiar or unfamiliar daily life
problems.
Nowadays, teaching is not only fostering knowledge
and skills, but also facilitating students to acquire and
apply the knowledge and skills in daily life. Kuhn and
Dean (2005) argued that simply having knowledge of
problem-solving strategies does not mean that students will
know how to apply them to new and unfamiliar problems
situations. Therefore, knowledge and skill application is a
crucial ability in problem solving that needs to be taught
in school. Schools in contemporary societies should take
the responsibility to teach students to learn effectively and
apply what they learned efficiently.
5.3

Creating a Collaborative Learning Environment

According to Bandura (1977), self-efficacy is used to
describe an individual’s belief that through one’s actions,
one can produce desired effects. This in turn is a powerful
incentive to persevere in face of difficulties. The findings
show that mathematics self-efficacy significantly explains
the variance in mathematical performance, especially
mathematics problem-solving performance. In this study,
mathematics self-efficacy refers to confidence in finishing
specific mathematical tasks, but based on Bandura’s (1977)
generality principle, mathematics self-efficacy in solving
mathematical problems can be extended to other problems
in daily life. That is, students’ confidence in solving pure
mathematical problems can be transferred to confidence in
handling other kinds of problems. For example, the findings
of Hoffman and Spatariu (2008) suggested that self-efficacy
can increase the level of problem-solving performance.
Nicolaidou and Philippou (2003) found that attitude and
efficacy are correlated and both predict achievement in
problem-solving. What is more, efficacy is a more powerful
predictor than attitude. Hence, one’s self-efficacy is very
important when one must solve a problem in a problem
context.
Self-efficacy encourages students to engage in and
persist in various activities and promotes their cognitive
capabilities during problem-solving. Individuals with
higher levels of self-efficacy are more effortful, attempt
more cognitively challenging problems, persist longer,
and use productive problem-solving strategies (Pajares,
1996; Schunk & Ertmer, 2000). Furthermore, students’
self-efficacy is directly linked to self-regulation processes,
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such as goal setting, planning, strategy use, monitoring, and
self-evaluation (Pajares & Valiante, 2002). As a result, it is
important to foster students’ self-efficacy.
Mathematics self-concept as the overall perception
of one’s mathematics ability is similar to mathematics
self-efficacy.
Pajares and Miller (1994) differentiate
self-efficacy from self-concept as follows: self-efficacy is
a context-specific assessment of competence to perform
a specific task, a judgment of one’s capabilities to
execute specific behaviors in specific situations; while
self-concept is not measured at that level of specificity
and includes beliefs of self-worth associated with one’s
perceived competence. This point of view considers
self-efficacy a part of self-concept. However, Bandura
(1986) argued that self-efficacy and self-concept represent
different phenomena and must not be mistaken for each
other. Some researchers also think they are different and
that self-concept is more integrative, normative, hierarchic,
and past-oriented and is constructed and refined through
self-monitoring and modification of information about the
self (Bong & Skaalvik, 2003; Dermitzaki et al., 2009).
Consistent with the present study, Pajares and Miller
(1994) also showed that mathematics self-concept directly
affected mathematics problem-solving performance, but
not as strongly as mathematics self-efficacy did. Some
researchers believe that it is because self-concept is related
to cognitive and metacognitive problem-solving strategies.
For example, Pokay and Blumenfeld (1990) found that
students’ self-concept is directly related to the application
of cognitive and metacognitive strategies during problem
solving. Additionally, the results of Efklides and Tsiora
(2002) showed that a person’s metacognitive experiences
can influence the self-concept that is specific to the
task at hand, which in turn informs the domain-specific
self-concept that already exists.
No matter whether
mathematics self-concept directly or indirectly affects a
student’s problem-solving performance, it is obviously an
important variable for students to become PSEs.
Creating a collaborative learning environment is an
effective way to facilitate students in improving their
self-efficacy and developing a positive self-concept.
According to Bandura (1977) and Skaalvik (1997), both
self-efficacy and self-concept can be cultivated by past
mastery experience, the reflected appraisals of significant
others, and certain psychological factors like anxiety and
causal attributions. In addition, self-efficacy can also be
improved by the experiences of observing others succeed
through their own efforts. Therefore, if a student is

learning in a collaborative environment with a supportive
atmosphere where teachers and peers frequently give
valuable suggestions and active appraisals, observing and
learning from others becomes common and easy. What
is more, PSNs will not be discriminated against and
will receive additional support, and their self-efficacy and
self-concept will improve accordingly. All in all, it
is beneficial for schools to refine the curriculum with
the content of various knowledge and skills, training in
metacognitive strategies, cultivation of positive attitudes
and beliefs, and creation of an open, collaborative learning
environment for students.

6

Conclusions

Problem-solving competence is widely recognized as
one of the core skills of the 21st century. However, the
current situation is such that students vary greatly in their
problem-solving competence, and there are much fewer
high-performing PSEs than low-performing PSNs. One key
to the success of such enhancement is to understand the
differing problem-solving processes and important factors
that greatly influence the discrimination between PSEs and
PSNs. Therefore, the present study intends to explore
indicators derived from the log files of selected exemplary
PISA 2012 DPS tasks and questionnaire data to identify the
most important factors determining whether a student is a
high-performing PSE or a low-performing PSN.
The final research findings were obtained from
CART and multilevel logistic regression.
The most
important variables determining whether a student is
a high-performing PSE or a low-performing PSN are:
Whether student applies the strategy of VOTAT, Whether
student applies metacognitive strategies, Familiarity
with mathematical concepts, Mathematics self-efficacy,
and Mathematics self-concept. The strongest influential
factors, Whether student applies the strategy of VOTAT
and Whether student applies metacognitive strategies,
are skill-type factors extracted from the log files of the
problem-solving process. Familiarity with mathematical
concepts is a knowledge-type factor. Finally, Mathematics
self-efficacy and Mathematics self-concept are factors
related to attitudes and beliefs.

7

Limitations of the Study

Notwithstanding the fact that the present study provides a
number of significant findings, several limitations should be
noted for future improvement and inquiry. First, this study
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only explored one task unit (consisting of two questions) in
the PISA 2012 DPS. Although the selected task unit is an
exemplary task unit in the PISA 2012 DPS, it still cannot
represent the whole set of problem-solving tasks assessed.
However, trying to study all the tasks in the PISA 2012
DPS is an impossible endeavor because different task units
were assigned to different students in the assessment and
no student was assigned all the tasks. This limitation is
due to the design of the PISA assessment. Future studies
may select other log files without missing data at random to
conduct studies similar to the present one.
Second, CART and multilevel logistic regression were
used in this study to find the most important factors in
descending order of importance discriminating between
PSEs and PSNs, as well as to identify the effect sizes of the
factors identified. Admittedly, the complex relationships
among these important factors, which have been reduced
to a handful number, may be explicated further using
traditional multivariate statistical methodologies. Hence,
future studies may explore the relationships among these
factors using structural equation modeling or other causal
modeling methodologies.
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