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NONCOMMUTATIVE TRANSFORMS AND FREE PLURIHARMONIC
FUNCTIONS
GELU POPESCU
Abstract. In this paper, we study free pluriharmonic functions on noncommutative balls [B(H)n]γ ,
γ > 0, and their boundary behavior. These functions have the form
f(X1, . . . ,Xn) =
∞X
k=1
X
|α|=k
bαX
∗
α + a0I +
∞X
k=1
X
|α|=k
aαXα, aα, bα ∈ C,
where the convergence of the series is in the operator norm topology for any (X1, . . . ,Xn) ∈ [B(H)n]γ ,
and B(H) denotes the algebra of all bounded linear operators on a Hilbert space H. The main tools
used in this study are certain noncommutative transforms which are introduced in the present paper and
which generalize the classical transforms of Berezin, Poisson, Fantappie`, Herglotz, and Cayley. Several
classical results from complex analysis have free analogues in our noncommutative multivariable setting.
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Introduction
In recent years, significant progress has been made in noncommutative multivariable operator theory
regarding noncommutative dilation theory, its applications to interpolation in several variables, and
unitary invariants for n-tuples of operators. In [35], we developed a theory of holomorphic functions in
several noncommuting (free) variables and provide a framework for the study of arbitrary n-tuples of
operators. This theory enhances our program to develop a free analogue of Sz.-Nagy–Foias¸ theory [44],
for row contractions.
Let F+n be the unital free semigroup on n generators g1, . . . , gn and the identity g0. The length of
α ∈ F+n is defined by |α| := 0 if α = g0 and |α| := k if α = gi1 · · · gik , where i1, . . . , ik ∈ {1, . . . , n}. If
(X1, . . . , Xn) ∈ B(H)n, where B(H) is the algebra of all bounded linear operators on the Hilbert space
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H, we denote Xα := Xi1 · · ·Xik and Xg0 := IH. Free pluriharmonic functions arise in the study of free
holomorphic functions on the noncommutative open unit ball
[B(H)n]1 := {(X1, . . . , Xn) ∈ B(H)n : ‖X1X∗1 + · · ·+XnX∗n‖1/2 < 1}.
We recall that a map f : [B(H)n]1 → B(H) is called free holomorphic function with scalar coefficients if
lim sup
k→∞
( ∑
|α|=k
|aα|2
)1/2k
≤ 1 and f(X1, . . . , Xn) =
∑∞
k=0
∑
|α|=k aαXα, (X1, . . . , Xn) ∈ [B(H)n]1. We
say that h : [B(H)n]1 → B(H) is a self-adjoint free pluriharmonic function on [B(H)n]1 if h = Re f for
some free holomorphic function f . An arbitrary free pluriharmonic function is a linear combination of
self-adjoint free pluriharmonic functions.
In this paper, we study free pluriharmonic functions on the noncommutative ball [B(H)n]1 and their
boundary behavior. The main tools used in this study are noncommutative transforms which generalize
the classical transforms of Berezin, Poisson, Fantappie`, Herglotz-Riesz, and Cayley (see [2], [18], [17], [7],
[38], [39], [40]). We show that several classical results from complex analysis have free analogues in our
noncommutative multivariable setting.
Multi-Toeplitz operators on the full Fock space on n generators F 2(Hn) have played an important role
in multivariable operator theory ([24], [27], [31], [33], [34], [37], [9]). In Section 1, we associate with each
multi-Toeplitz operator a formal Fourier series
ϕ(S1, . . . , Sn) =
∑
|α|≥1
bαS
∗
α + a0I +
∑
|α|≥1
aαSα,
where S1, . . . , Sn are the left creation operators on F
2(Hn). We show that a multi-Toeplitz operator is
determined by its Fourier series and can be recaptured from it. The main result of Section 1 is a charac-
terization of the multi-Toeplitz operators in terms of their Fourier representations. As a consequence, we
deduce that the set of all multi-Toeplitz operators coincides with A∗n +An
SOT
= A∗n +An
WOT
, where
An is the noncommutative disc algebra ([25], [28]), i.e., the norm closed algebra generated by S1, . . . , Sn
and the identity.
Let Har(B(H)n1 ) be the set of all free pluriharmonic functions on [B(H)n]1 with operator-valued coef-
ficients. When the coefficients are scalars, we use the notation HarC(B(H)n1 ). An important role in the
study of the free pluriharmonic functions and their boundary behavior is played by the noncommutative
Berezin transforms Bµ, introduced in Section 2, which are associated with completely bounded maps µ
on B(F 2(Hn)).
Throughout this paper, the Berezin transform Bτ , where τ is the linear functional on B(F
2(Hn)) de-
fined by τ(f) := 〈f(1), 1〉, will be called Poisson transform because it coincides with the noncommutative
Poisson transform introduced in [30]. If f ∈ B(F 2(Hn)) and X ∈ [B(H)n]1, then the Poisson transform
of f at X satisfies the equations
PX [f ] = Bτ (f,X) = K
∗
X(f ⊗ IH)KX ,
where KX is the noncommutative Poisson kernel.
The classical characterization of the harmonic functions on the open unit disc D as continuous functions
with the mean value property has a noncommutative analogue in our setting. We show that a free
pluriharmonic function u : [B(H)n]1 → B(H) is uniquely determined by its radial function
[0, 1) ∋ r 7→ u(rS1, . . . , rSn) ∈ A∗n +An
and the Poisson mean value property, i.e., u(X1, . . . , Xn) = P 1
r
X [u(rS1, . . . , rSn)] forX := (X1, . . . , Xn) ∈
[B(H)n]1 and r ∈ (0, 1). This characterization is used to obtain a Weierstrass type convergence theorem
for free pluriharmonic functions, which enables us to introduce a metric on HarC(B(H)n1 ) with respect
to which it becomes a complete metric space.
We prove a Harnack type inequality (see [7], [39] for the classical result) for positive free pluriharmonic
functions and obtain a Harnack type convergence theorem for increasing sequences of free pluriharmonic
functions, as well as a maximum (resp. minimum) principle for free pluriharmonic functions.
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In Section 3, we characterize the set Har∞C (B(H)n1 ) of all bounded free pluriharmonic functions on
[B(H)n]1 in terms of the boundary functions in A∗n +An
SOT
and obtain a Fatou type result [18] for
bounded free pluriharmonic functions, which extends the F∞n -functional calculus for pure row contractions
[26].
The Dirichlet problem ( [18], [7]) for the unit disc D states: given a continuous function f on the unit
circle T := {z ∈ C : |z| = 1}, find a continuous function h on D such that h|T = f and h|D is harmonic.
This problem is completely solved by the Poisson integral formula. In Section 4, we consider an analogue
of this problem for free pluriharmonic functions. We prove that a function u : [B(H)n]1 → B(H) is free
pluriharmonic and has continuous extension (in the operator norm topology) to the closed ball [B(H)n]−1
if and only if there exists f ∈ A∗n +An
‖·‖
such that
u(X1, . . . , Xn) = PX [f ], X := (X1, . . . , Xn) ∈ [B(H)n]1.
A similar result is provided for the class of C∗-harmonic functions u : [B(H)n]1 → B(H) which have
continuous extensions (in the operator norm topology) to the closed ball [B(H)n]−1 . A version of the
maximum principle for C∗-harmonic functions is also obtained.
In Section 5, we introduce noncommutative versions of Fantappie`, Herglotz, and Poisson transforms
associated with completely bounded maps on the operator system R∗n +Rn (or B(F 2(Hn))), where Rn
is the noncommutative disc algebra generated by the right creation operators R1, . . . , Rn on F
2(Hn) and
the identity. These transforms are used to obtain characterizations for the set of all free holomorphic
functions on [B(H)n]1 with positive real parts, and to study the geometric structure and boundary
behavior of the free pluriharmonic functions on [B(H)n]1.
In particular, we obtain the following noncommutative analogue of the Herglotz-Riesz representation
theorem ([17], [38]): if f : [B(H)n]1 → B(H) is a free holomorphic function with Re f ≥ 0 on [B(H)n]1,
then there is a positive linear map µ on the Cuntz-Toeplitz algebra C∗(R1, . . . , Rn) such that
f(X1, . . . , Xn) = (Hµ)(X1, . . . , Xn) + i(Im f(0)),
where the noncommutative Herglotz transform Hµ : [B(H)n]1 → B(H) is defined by
(Hµ)(X1, . . . , Xn) := (µ⊗ id)
[
2(I −R∗1 ⊗X1 − · · · −R∗n ⊗Xn)−1 − I
]
and (µ⊗ id)(f ⊗ Y ) := µ(f)Y for f ∈ C∗(R1, . . . , Rn) and Y ∈ B(H).
In Section 5, we also introduce the noncommutative Poisson transform of a completely bounded linear
map on B(F 2(Hn)) and show that it is a particular case of the Berezin transform of Section 2. In
the particular case when µ is a bounded linear functional on C∗(R1, . . . , Rn), the Poisson transform
Pµ : [B(H)n]1 → B(H) is defined by
(Pµ)(X1, . . . , Xn) := (µ⊗ id) [P (R,X)] , X := (X1, . . . , Xn) ∈ [B(H)n]1,
where the free pluriharmonic Poisson kernel is given by
P (R,X) :=
∞∑
k=1
∑
|α|=k
Reα ⊗X∗α + I +
∞∑
k=1
∑
|α|=k
R∗eα ⊗Xα
and the series are convergent in the operator norm topology.
We show that the map µ 7→ Pµ is a linear and one-to-one correspondence between the space of all
completely positive linear maps on the operator system R∗n +Rn and the space of all positive free pluri-
harmonic functions on the open noncommutative ball [B(H)n]1 with operator-valued coefficients. In
particular, any positive free pluriharmonic function on [B(H)n]1 is the Poisson transform of a completely
positive linear map on the Cuntz-Toeplitz algebra C∗(R1, . . . , Rn). Moreover, we show that a free pluri-
harmonic function h : [B(H)n]1 → B(H) is positive if and only is there exists an n-tuple of isometries
(V1, . . . , Vn) on a Hilbert space K, with orthogonal ranges, and a vector ξ ∈ K such that
h(X1, . . . , Xn) = (ωξ ⊗ id) [BX(V1, . . . , Vn)∗BX(V1, . . . , Vn)] ,
where BX(V1, . . . , Vn) is the noncommutative Berezin kernel defined in Section 2 and ωξ is the linear
functional defined by ωξ(Y ) := 〈Y ξ, ξ〉.
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In Section 6, we introduce the space Har1C(B(H)n1 ) of all free pluriharmonic functions h such that
‖h‖1 := sup
0≤r<1
‖νh,r‖ <∞, where {νh,r} are bounded linear functionals associated with the radial function
[0, 1) ∋ r 7→ h(rR1, . . . , rRn) ∈ R∗n +Rn. We show that (Har1C(B(H)n1 ), ‖ · ‖1) is a Banach space that
can be identified, through the noncommutative Poisson transform, with the dual of the operator system
R∗n+Rn. As a consequence, we characterize the self-adjoint free pluriharmonic functions u which admit
a Jordan type decomposition u = u+ − u−, where u+, u− are positive free pluriharmonic functions on
[B(H)n]1. Another consequence of the above-mentioned result is that the space of free holomorphic
functions
H1C(B(H)n1 ) := HolC(B(H)n1 ) ∩Har1C(B(H)n1 )
is a Banach space (with respect to ‖ · ‖1) which can be identified with the annihilator of Rn in the dual
of the operator system R∗n +Rn.
In Section 7, we introduce a noncommutative Cayley transform which turns out to be a bijection
between the set of all contractive free holomorphic functions f on [B(H)n]1 with f(0) = 0, and the set
of all free holomorphic functions g with g(0) = 0 and
g(X1, . . . , Xn)
∗ + I + g(X1, . . . , Xn) ≥ 0 for any (X1, . . . , Xn) ∈ [B(H)n]1.
This result and its consequences concerning truncated Cayley transforms are used, in Section 8, to
solve the Carathe´odory interpolation problem for free holomorphic functions with positive real parts on
[B(H)n]1. We show that given a sequence of complex numbers {bα}|α|≤m with b0 ≥ 0, there exists a
sequence {bα}|α|≥m+1 ⊂ C such that
g(X1, . . . , Xn) :=
b0
2
+
∞∑
k=1
∑
|α|=k
bαXα, (X1, . . . , Xn) ∈ [B(H)n]1,
is a free holomorphic function with Re g(X1, . . . , Xn) ≥ 0 for any (X1, . . . , Xn) ∈ [B(H)n]1 if and only if∑
1≤|α|≤m
b¯α(S
(m)
α )
∗ + b0I +
∑
1≤|α|≤m
bαS
(m)
α ≥ 0,
where S
(m)
1 , . . . , S
(m)
m are the compressions of the left creation operators S1, . . . , Sn to the subspace P(m)
of all polynomials in F 2(Hn) of degree ≤ m. We also show that the condition above is equivalent to the
existence of a positive linear map ν on C∗(S1, . . . , Sn) such that
ν(Sα) = b¯α for |α| ≤ m,
i.e., ν solves the noncommutative trigonometric moment problem for the operator system A∗n+An, with
data {b¯α}|α|≤m.
We also show that the Carathe´odory interpolation problem for free holomorphic functions with positive
real parts on [B(H)n]1 is equivalent to the Carathe´odory-Feje´r interpolation problem for multi-analytic
operators [27] and to the Carathe´odory interpolation problem for positive semidefinite multi-Toeplitz
kernels on free semigroups [31] (see [5], [6], [42], [41] for the classical results). This result together
with [31] provide a parametrization of all solutions of the Carathe´odory interpolation problem for free
holomorphic functions with positive real parts, in terms of generalized Schur sequences.
Finally, we should mention that all the results of this paper are presented in the more general setting
of free pluriharmonic functions with operator-valued coefficients.
1. Multi-Toeplitz operators on Fock spaces and their Fourier representations
There are three fundamental questions about multi-Toeplitz operators on Fock spaces and the associ-
ated Fourier series.
(1) Is a multi-Toeplitz operator A determined by its Fourier series ?
(2) If so, how can we recapture A, given the Fourier series ?
(3) Given {A(α)}α∈F+n and {B(α)}α∈F+n\{g0}, two sequences of operators on a Hilbert space E , when
is the formal series associated with them the formal Fourier representation of a multi-Toeplitz
operator on E ⊗ F 2(Hn) ?
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We will answer these questions in this section. The results will play an important role in our investigation.
Let Hn be an n-dimensional complex Hilbert space with orthonormal basis e1, e2, . . . , en, where
n ∈ {1, 2, . . .}. We consider the full Fock space of Hn defined by
F 2(Hn) :=
⊕
k≥0
H⊗kn ,
where H⊗0n := C1 and H
⊗k
n is the (Hilbert) tensor product of k copies of Hn. Define the left (resp. right)
creation operators Si (resp. Ri), i = 1, . . . , n, acting on F
2(Hn) by setting Siϕ := ei ⊗ ϕ, ϕ ∈ F 2(Hn),
(resp. Riϕ := ϕ⊗ei, ϕ ∈ F 2(Hn).) The noncommutative disc algebra An (resp. Rn) is the norm closed
algebra generated by the left (resp. right) creation operators and the identity. The noncommutative
analytic Toeplitz algebra F∞n (resp. R∞n ) is the the weakly closed version of An (resp. Rn). These
algebras were introduced in [25] in connection with a noncommutative von Neumann inequality (see [45]
for the classical case). They have been studied in several papers [24], [26], [27], [28], [30], [12], [11], [32],
[9], [21], and [35].
Let F+n be the unital free semigroup on n generators g1, . . . , gn, and the identity g0. We denote
eα := ei1 ⊗ · · · ⊗ eik and eg0 := 1. Note that {eα}α∈F+n is an orthonormal basis for F 2(Hn). An operator
A ∈ B(E ⊗ F 2(Hn)) is called multi-Toeplitz with respect to the right creation operators R1, . . . , Rn if
and only if
(IE ⊗R∗i )A(IE ⊗Rj) = δijA for i, j = 1, . . . , n.
When n = 1 and E = C we find again the classical Toeplitz operators on the Hardy space H2(D). Define
the formal Fourier representation of A by setting
ϕ(S1, . . . , Sn) :=
∑
|α|≥1
B(α) ⊗ S∗α +A(0) ⊗ I +
∑
|α|≥1
A(α) ⊗ Sα,
where the coefficients are given by〈
A(α)x, y
〉
:= 〈A(x ⊗ 1), y ⊗ eα〉 , α ∈ F+n ,〈
B(α)x, y
〉
:= 〈A(x ⊗ eα), y ⊗ 1〉 , α ∈ F+n \{g0},
(1.1)
for any x, y ∈ E . We also set A(0) := A(g0).
A few more notations are necessary. If ω, γ ∈ F+n , we say that ω >r γ if there is σ ∈ F+n \{g0} such
that ω = σγ. In this case we set ω\rγ := σ. Similarly, we say that ω >l γ if there is σ ∈ F+n \{g0}
such that ω = γσ and set ω\lγ := σ. We denote by α˜ the reverse of α ∈ F+n , i.e., α˜ = gik · · · gik if
α = gi1 · · · gik ∈ F+n . Notice that ω >r γ if and only if ω˜ >l γ˜. In this case we have ω˜\rγ = ω˜\lγ˜.
Theorem 1.1. If A ∈ B(E⊗F 2(Hn)) is a multi-Toeplitz operator and ϕ(S1, . . . , Sn) is its formal Fourier
representation, then Aq = ϕ(S1, . . . , Sn)q for any vector-valued polynomial q =
∑
|α|≤m hα ⊗ eα, hα ∈ E,
and m ∈ N. If A, B are multi-Toeplitz operators having the same formal Fourier representation, then
A = B.
Proof. Notice that, since A(x ⊗ 1) = A(0)x ⊗ 1 +
∑
|α|≥1(A(α)x ⊗ eα) ∈ E ⊗ F 2(Hn), we deduce that
the series
∑
|α|≥1A
∗
(α)A(α) is convergent in the weak operator topology (WOT). Similarly, since we have
A∗(x ⊗ 1) = A∗(0)x ⊗ 1 +
∑
|α|≥1(B
∗
(α)x ⊗ eα) ∈ E ⊗ F 2(Hn), we deduce that
∑
|α|≥1B(α)B
∗
(α) is WOT
convergent. This implies that
ϕ(S1, . . . , Sn)q :=
∑
|α|≥1
(B(α) ⊗ S∗α)q + (A(0) ⊗ I)q +
∑
|α|≥1
(A(α) ⊗ Sα)q
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makes sense as a vector in the Hilbert space tensor product E ⊗ F 2(Hn). Since A is a multi-Toeplitz
operator, we deduce that
〈A(x⊗ eγ), y ⊗ eω〉 = 〈(I ⊗R∗ω˜)A(I ⊗Rγ˜)(x⊗ 1), y ⊗ 1〉 =

〈
(I ⊗R∗ω˜\lγ˜)A(x ⊗ 1, y ⊗ 1
〉
; ω˜ >l γ˜
〈A(x⊗ 1), y ⊗ 1〉 ; ω˜ = γ˜〈
A(I ⊗Rγ˜\lω˜)(x ⊗ 1, y ⊗ 1
〉
; γ˜ >l ω˜
0; otherwise
=

〈
A(x⊗ 1), y ⊗ eω\rγ
〉
; ω >r γ
〈A(x⊗ 1), y ⊗ 1〉 ; ω = γ〈
A(x⊗ eγ\rω), y ⊗ 1
〉
; γ >r ω
0; otherwise
=

〈
A(ω\rγ)x, y
〉
; ω >r γ〈
A(0)x, y
〉
; ω = γ〈
B(γ\rω)x, y
〉
; γ >r ω
0; otherwise
for any x, y ∈ E and γ, ω ∈ F+n . On the other hand, since S∗j Si = δijI for i, j = 1, . . . , n, and {eα}α∈F+n is
an orthonormal basis for F 2(Hn), we have
〈ϕ(S1, . . . , Sn)(x⊗ eγ), y ⊗ eω〉 = 〈ϕ(S1, . . . , Sn)(I ⊗ Sγ)(x⊗ 1), (I ⊗ Sω)(y ⊗ 1)〉
=
〈
(I ⊗ S∗ω)
∑
|α|≥1
B(α)(I ⊗ S∗α) +A(0) ⊗ I +
∑
|α|≥1
A(α) ⊗ Sα
 (I ⊗ Sγ)(x⊗ 1), y ⊗ 1
〉
=
〈∑
|α|≥1
(B(α) ⊗ S∗ωS∗αSγ)(x ⊗ 1), y ⊗ 1
〉
+
〈
A(0)x, y
〉 〈S∗ωSγ1, 1〉+
〈∑
|α|≥1
(A(α) ⊗ S∗ωSαSγ)(x⊗ 1), y ⊗ 1
〉
=

〈
A(ω\rγ)x, y
〉
; ω >r γ〈
A(0)x, y
〉
; ω = γ〈
B(γ\rω)x, y
〉
; γ >r ω
0; otherwise.
Therefore,
〈A(x ⊗ eγ), y ⊗ eω〉 = 〈ϕ(S1, . . . , Sn)(x⊗ eγ), y ⊗ eω〉
for any x, y ∈ E and γ, ω ∈ F+n . Hence, we deduce that Aq = ϕ(S1, . . . , Sn)q for any vector-valued
polynomial q =
∑
|α|≤m hα ⊗ eα, hα ∈ E and m ∈ N. The last part of the theorem follows now easily.
The proof is complete. 
It is easy to see that if A is a multi-Toeplitz operator, then A = A∗ if and only if A(0) = A
∗
(0) and
B(α) = A
∗
(α) for any α ∈ F+n \{g0}.
An n-tuple T := (T1, . . . , Tn) of bounded linear operators acting on a common Hilbert space H is
called contractive (or row contraction) if
T1T
∗
1 + · · ·+ TnT ∗n ≤ IH.
The defect operators associated with T are
DT∗ :=
(
IH −
n∑
i=1
TiT
∗
i
)1/2
∈ B(H) and DT :=
(
[δijIH − T ∗i Tj]n×n
)1/2
∈ B(H(n)),
while the defect spaces of T are D∗ = DT∗ := DT∗H and D = DT := DTH(n), where H(n) := ⊕ni=1H
denotes the direct sum of n copies of H. We say that an n-tuple V := (V1, . . . , Vn) of isometries on a
Hilbert space K ⊃ H is a minimal isometric dilation of T if the following properties are satisfied:
(i) V1V
∗
1 + · · ·+ VnV ∗n ≤ IK;
(ii) V ∗i |H = T ∗i , i = 1, . . . , n;
(iii) K = ∨α∈F+n VαH.
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The isometric dilation theorem for row contractions (see [4], [16], [23]) asserts that every row contraction
T has a minimal isometric dilation V , which is uniquely determined up to an isomorphism. Let ∆i : H →
F 2(Hn)⊗D be defined by
∆ih := 1⊗DT ( 0, . . . , 0,︸ ︷︷ ︸
i− 1 times
h, 0, . . . , 0)⊕ 0⊕ 0 · · · .
Consider the Hilbert space K := H ⊕ (F 2(Hn) ⊗ D) and embed H and D in K in the natural way. For
each i = 1, . . . , n, define the operator Vi : K → K by
(1.2) Vi(h⊕ (ξ ⊗ d)) := Tih⊕ [∆ih+ (Si ⊗ ID)(ξ ⊗ d)]
for any h ∈ H, ξ ∈ F 2(Hn), d ∈ D, where S1, . . . , Sn are the left creation operators on the full Fock space
F 2(Hn). The n-tuple V := (V1, . . . , Vn), is a realization of the minimal isometric dilation of T . According
to [23],
(1.3) L∗ :=
(
IK −
n∑
i=1
ViT ∗i
)
H
is wandering subspace for V , i.e., VαL∗ ⊥ VβL∗ for any α, β ∈ F+n with α 6= β. Moreover, there is a
unitary operator Φ∗ : L∗ → D∗ defined by
(1.4) Φ∗
I − n∑
j=1
VjT
∗
j
h = DT∗h, h ∈ H.
We recall that K =MV (L∗) := ⊕α∈F+nVαL∗ if and only if T is a pure row contraction, i.e.,
∑
|α|=k
‖T ∗αh‖2 →
0 as k →∞, for any h ∈ H.
We denote by An(E) the spatial tensor product B(E)⊗min An, where An is the noncommutative disc
algebra. The main result of this section is the following characterization of the multi-Toeplitz operators
in terms of their Fourier representations.
Theorem 1.2. Let {A(α)}α∈F+n and {B(α)}α∈F+n\{g0} be two sequences of operators on a Hilbert space E.
Then
ϕ(S1, . . . , Sn) :=
∑
|α|≥1
B(α) ⊗ S∗α +A(0) ⊗ I +
∑
|α|≥1
A(α) ⊗ Sα
is the Fourier representation of a multi-Toeplitz operator A ∈ B(E ⊗ F 2(Hn)) if and only if
(i)
∑
|α|≥1A
∗
(α)A(α) and
∑
|α|≥1B(α)B
∗
(α) are WOT convergent series, and
(ii) sup
0≤r<1
‖ϕ(rS1, . . . , rSn)‖ <∞.
Moreover, in this case,
(a) for each r ∈ [0, 1), the operator
ϕ(rS1, . . . , rSn) :=
∞∑
k=1
∑
|α|=k
B(α) ⊗ r|α|S∗α +A(0) ⊗ I +
∞∑
k=1
∑
|α|=k
A(α) ⊗ r|α|Sα
is in the operator space An(E)∗ + An(E), where the series are convergent in the operator norm
topology;
(b) A = SOT- lim
r→1
ϕ(rS1, . . . , rSn), and
(c) ‖A‖ = sup
0≤r<1
‖ϕ(rS1, . . . , rSn)‖ = lim
r→1
‖ϕ(rS1, . . . , rSn)‖ = sup
q∈E⊗P,‖q‖≤1
‖ϕ(S1, . . . , Sn)q‖.
Proof. Assume that A ∈ B(E ⊗ F 2(Hn)) is a multi-Toeplitz and let
ϕ(S1, . . . , Sn) :=
∞∑
k=1
∑
|α|=k
B(α) ⊗ S∗α +A(0) ⊗ I +
∞∑
k=1
∑
|α|=k
A(α) ⊗ Sα
8 GELU POPESCU
be its Fourier representation, where the coefficients are given by (1.1). Part (i) of this theorem follows
from the proof of Theorem 1.1. To prove part (ii), notice first that the operator ϕ(rS1, . . . , rSn) is in
An(E)∗ +An(E). Indeed, since S∗i Sj = δijI, i, j = 1, . . . , n, one can easily see that∥∥∥∥∥∥
∑
|α|=k
A(α) ⊗ r|α|Sα
∥∥∥∥∥∥ = rk
∥∥∥∥∥∥
∑
|α|=k
A∗(α)A(α)
∥∥∥∥∥∥
1/2
and a similar equality holds for the coefficients B(α). Due to part (i), we deduce that the series above are
convergent in the operator norm. This proves part (a).
Now, we prove that ‖ϕ(rS1, . . . , rSn)‖ ≤ ‖A‖ for 0 ≤ r < 1. Define the row contraction T :=
(T1, . . . , Tn), where Ti = rSi, i = 1, . . . , n. Let V := (V1, . . . , Vn) be the minimal isometric dilation of T
on the Hilbert space K := H⊕ [F 2(Hn)⊗D], where H := F 2(Hn). According to equation (1.2), we have
(1.5) Vi =
[
rSi 0
∆i Si ⊗ ID
]
, i = 1, . . . , n,
with respect to the decomposition K = H ⊕ [F 2(Hn) ⊗ D]. Since T is a pure row contraction, we must
have K = MV (L∗), where L∗ is the wandering subspace defined by relation (1.3). Due to Proposition
2.10 from [23], we have limk→∞
∑
|α|=k VαT
∗
αh = 0 for any h ∈ H. This implies
(1.6) h =
∞∑
k=0
∑
|α|=k
Vα
(
IK −
n∑
i=1
ViT
∗
i
)
T ∗αh
for any h ∈ H. Define the unitary operator U : K → F 2(Hn)⊗D∗ by setting
(1.7) U
∑
α∈F+n
Vαℓα
 := ∑
α∈F+n
eα ⊗ Φ∗(ℓα),
where
∑
α∈F+n
|ℓα|2 <∞, ℓα ∈ L∗, and Φ∗ is defined by relation (1.4). Notice that
(1.8) UVi = (Si ⊗ ID∗)U, i = 1, . . . , n.
Now, we prove that
(1.9) PE⊗H [(IE ⊗ U∗)(A⊗ ID∗)(IE ⊗ U)] |E⊗H = ϕ(rS1, . . . , rSn), 0 ≤ r < 1.
Since both sides are bounded operators, it is enough to prove the equality on a dense subset of E ⊗H =
E ⊗ F 2(Hn). Taking h = eβ , β ∈ F+n , in relation (1.6), we obtain
eβ =
∞∑
k=0
∑
|α|=k
Vα
(
IK − r
n∑
i=1
ViS
∗
i
)
r|α|S∗αeβ .
According to (1.7), the definition of Φ∗, and the fact that S
∗
αeβ = 0 if |α| > |β|, we deduce that
U(eβ) =
∑
α∈F
+
n
|α|≤|β|
eα ⊗ r|α|DT∗S∗αeβ .
Notice that, for any γ, β ∈ F+n , we have
〈(IE ⊗ U∗)(A ⊗ ID∗)(IE ⊗ U)(x⊗ eγ), y ⊗ eβ〉
=
〈
(A⊗ ID∗)(IE ⊗ U)(x ⊗ eγ), y ⊗
∑
α∈F
+
n
|α|≤|β|
eα ⊗ r|α|DT∗S∗αeβ
〉
=
〈
(M|γ|,|β|(S1, . . . , Sn)⊗ ID∗)(IE ⊗ U)(x⊗ eγ), (IE ⊗ U)(y ⊗ eβ)
〉
,
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where M|γ|,|β|(S1, . . . , Sn) :=
∑
α∈F
+
n
1≤|α|≤|β|
B(α) ⊗ S∗α + A(0) ⊗ I +
∑
α∈F
+
n
1≤|α|≤|β|
A(α) ⊗ Sα. Now, using relations
(1.8) and (1.5), we deduce that〈
(M|γ|,|β|(S1, . . . , Sn)⊗ ID∗)(IE ⊗ U)(x⊗ eγ), (IE ⊗ U)(y ⊗ eβ)
〉
=
〈
(IE ⊗ U∗)M|γ|,|β|(S1 ⊗ ID∗ , . . . , Sn ⊗ ID∗)(IE ⊗ U)(x ⊗ eγ), y ⊗ eβ
〉
=
〈
M|γ|,|β|(V1, . . . , Vn)(x⊗ eγ), y ⊗ eβ
〉
=
〈
M|γ|,|β|(rS1, . . . , rSn)(x ⊗ eγ), y ⊗ eβ
〉
=
〈 ∞∑
k=0
∑
|α|=k
B(α) ⊗ r|α|S∗α +A(0) ⊗ I +
∞∑
k=0
∑
|α|=k
A(α) ⊗ r|α|Sα
 (x⊗ eγ), y ⊗ eβ
〉
for any γ, β ∈ F+n . Therefore, relation (1.9) holds. Hence, we deduce that
(1.10) sup
0≤r<1
‖ϕ(rS1, . . . , rSn)‖ ≤ ‖A‖,
which proves part (ii). Now, we prove that
(1.11) A = SOT- lim
r→1
ϕ(rS1, . . . , rSn).
First notice that, since
∑
|α|≥1A
∗
(α)A(α) and
∑
|α|≥1B(α)B
∗
(α) are WOT convergent, we have
(1.12) ‖ϕ(rS1, . . . , rSn)p− ϕ(S1, . . . , Sn)p‖ → 0, as r → 1,
for any vector-valued polynomial p ∈ E ⊗ P ⊂ E ⊗ F 2(Hn), where P ⊂ F 2(Hn) is the set of all
polynomials in e1, . . . , en. Given ǫ > 0 and h ∈ E ⊗F 2(Hn), there exists a polynomial p ∈ E ⊗P such
that ‖h− p‖ ≤ ǫ2‖A‖ . Hence, and using the fact that ‖ϕ(rS1, . . . , rSn)‖ ≤ ‖A‖ for 0 ≤ r < 1, we deduce
that
‖ϕ(rS1, . . . , rSn)h−Ah‖ ≤ ‖ϕ(rS1, . . . , rSn)(h− p)‖+ ‖(ϕ(rS1, . . . , rSn)− ϕ(S1, . . . , Sn))p‖+ ‖Ap−Ah‖
≤ ‖ϕ(rS1, . . . , rSn)‖‖h− p‖+ ‖(ϕ(rS1, . . . , rSn)− ϕ(S1, . . . , Sn))p‖ + ‖A‖‖h− p‖
≤ 2‖A‖‖h− p‖+ ‖(ϕ(rS1, . . . , rSn)− ϕ(S1, . . . , Sn))p‖
≤ ǫ+ ‖(ϕ(rS1, . . . , rSn)− ϕ(S1, . . . , Sn))p‖.
Therefore, due to (1.12), we obtain lim supr→1 ‖ϕ(rS1, . . . , rSn)h − Ah‖ ≤ ǫ for any ǫ > 0. Hence,
limr→1 ‖ϕ(rS1, . . . , rSn)h−Ah‖ = 0, which implies relation (1.11) and, therefore, part (b) holds.
Conversely, assume that the coefficients {A(α)}α∈F+n , {B(α)}F+n\{g0} satisfy the conditions (i) and (ii).
Let us show that sup
q∈E⊗P,‖q‖=1
‖ϕ(S1, . . . , Sn)q‖ < ∞. If this was not the case, then, for any M >
0, there would be a polynomial q ∈ E ⊗ P with ‖q‖ = 1 such that ‖ϕ(S1, . . . , Sn)q‖ > M . Since
‖ϕ(rS1, . . . , rSn)q − ϕ(S1, . . . , Sn)q‖ → 0 as r → 1, there is r0 ∈ (0, 1) such that ‖ϕ(r0S1, . . . , r0Sn)q‖ >
M . Hence ‖ϕ(r0S1, . . . , r0Sn)‖ ≥ ‖ϕ(r0S1, . . . , r0Sn)q‖ > M, which contradicts (ii). Consequently,
sup
q∈E⊗P,‖q‖=1
‖ϕ(S1, . . . , Sn)q‖ < ∞, and, therefore, there is a unique operator A ∈ B(E ⊗ F 2(Hn)) such
that Aq = ϕ(S1, . . . , Sn)q for any polynomial q ∈ E ⊗ P . As in the the proof of part (b), one can show
that A = SOT- lim
r→1
ϕ(rS1, . . . , rSn). Hence and using that ϕ(rS1, . . . , rSn) is a multi-Toeplitz operator,
i.e.,
(IE ⊗R∗i )ϕ(rS1, . . . , rSn)(IE ⊗Rj) = δijϕ(rS1, . . . , rSn), i, j = 1, . . . , n,
we deduce that A is also a multi-Toeplitz operator, which completes the proof of the converse.
Now, we prove part (c) of the theorem. If ǫ > 0, then there exists a polynomial q ∈ E ⊗ P with
‖q‖ = 1 such that ‖Aq‖ = ‖ϕ(S1, . . . , Sn)q‖ > ‖A‖− ǫ. Since A = SOT- lim
r→1
ϕ(rS1, . . . , rSn), there exists
r0 ∈ (0, 1) such that ‖ϕ(r0S1, . . . , r0Sn)q‖ > ‖A‖ − ǫ. Using now relation (1.10), we deduce that
(1.13) sup
0≤r<1
‖ϕ(rS1, . . . , rSn)‖ = ‖A‖.
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Now, let r1, r2 ∈ [0, 1) with r1 < r2. Since the operator g(S1, . . . , Sn) := ϕ(r2S1, . . . , r2Sn) is in
the operator system An(E)∗ + An(E), the noncommutative von Neumann inequality [25] (see [45] for
the classical case) implies ‖g(rS1, . . . , rSn)‖ ≤ ‖g(S1, . . . , Sn)‖ for any 0 ≤ r < 1. In particular, when
r := r1r2 , we deduce that ‖ϕ(r1S1, . . . , r1Sn)‖ ≤ ‖ϕ(r2S1, . . . , r2Sn)‖. Consequently, the function [0, 1] ∋
r→ ‖ϕ(rS1, . . . , rSn)‖ ∈ R+ is increasing. Hence, and using relation (1.13), we complete the proof. 
Corollary 1.3. The set of all multi-Toeplitz operators on E ⊗ F 2(Hn) coincides with
An(E)∗ +An(E)WOT = An(E)∗ +An(E)SOT ,
where An(E) := B(E)⊗min An and An is the noncommutative disc algebra.
Proof. If A is a multi-Toeplitz operator and ϕ(S1, . . . , Sn) is its Fourier representation, then, according to
Theorem 1.2, ϕ(rS1, . . . , rSn) is inAn(E)∗+An(E) for any r ∈ [0, 1) andA = SOT- limr→1 ϕ(rS1, . . . , rSn).
Therefore, A is in An(E)∗ +An(E)SOT . Conversely, since any operator X ∈ An(E)∗+An(E) satisfies the
equation (IE ⊗ R∗i )X(IE ⊗ Rj) = δijX for i, j = 1, . . . n, so does any operator T ∈ An(E)∗ +An(E)
SOT
.
Therefore, T is a multi-Toeplitz operator. If T ∈ An(E)∗ +An(E)WOT , an argument as above shows
that T is a multi-Toeplitz operator and, due to the first part of the proof, we deduce that T ∈
An(E)∗ +An(E)SOT . Since the other inclusion is clear, the proof is complete. 
We remark that all the results of this section have appropriate versions for the multi-Toeplitz operators
with respect to the left creation operators on the full Fock space.
2. Noncommutative Berezin transforms and free pluriharmonic functions
We introduce noncommutative Berezin transforms associated with (completely) bounded linear maps
on B(F 2(Hn)), which will play an important role in the study of free pluriharmonic functions and
their boundary behavior. First, we present some of their properties and connections to the classical
case [2] and the noncommutative Poisson transform [30]. Then we work out some basic properties of
the free pluriharmonic functions on the noncommutative ball [B(H)n]1, including a Poisson mean value
property, Weierstrass type convergence theorem, Harnack type inequality (resp. convergence theorem),
and a maximum (resp. minimum) principle. The free holomorphic functional calculus for n-tuples of
operators [35] is extended to free pluriharmonic function.
Let H be a Hilbert space and identify Mm(B(H)), the set of m×m matrices with entries from B(H),
with B(H(m)), where H(m) is the direct sum of m copies of H. Thus we have a natural C∗-norm on
Mm(B(H)). If X is an operator space, i.e., a closed subspace of B(H), we considerMm(X ) as a subspace
of Mm(B(H)) with the induced norm. Let X ,Y be operator spaces and u : X → Y be a linear map.
Define the map um :Mm(X )→Mm(Y) by um([xij ]) := [u(xij)]. We say that u is completely bounded if
‖u‖cb := supm≥1 ‖um‖ < ∞. If ‖u‖cb ≤ 1 (resp. um is an isometry for any m ≥ 1) then u is completely
contractive (resp. isometric), and if um is positive for all m, then u is called completely positive. For
basic results concerning completely bounded maps and operator spaces we refer to [20], [22], and [13].
Let K be a Hilbert space and let µ : B(F 2(Hn)) → B(K) be a completely bounded map. It is
well-known (see e.g. [20]) that there exists a completely bounded linear map
µ˜ := µ⊗ id : B(F 2(Hn))⊗min B(H)→ B(K) ⊗min B(H)
such that µ˜(f ⊗ Y ) := µ(f) ⊗ Y for f ∈ B(F 2(Hn)) and Y ∈ B(H). Moreover, ‖µ˜‖cb = ‖µ‖cb and, if µ
is completely positive, then so is µ˜. We introduce a noncommutative Berezin transform associated with
µ as the map
Bµ : B(F 2(Hn))× [B(H)n]1 → B(K)⊗min B(H)
defined by
(2.1) Bµ(f,X) := µ˜ [B∗X(f ⊗ IH)BX ] , f ∈ B(F 2(Hn)), X := (X1, . . . , Xn) ∈ [B(H)n]1,
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where the operator BX ∈ B(F 2(Hn)⊗H) is defined by
(2.2) BX := (IF 2(Hn) ⊗∆X) (I −R1 ⊗X∗1 − · · · −Rn ⊗X∗n)−1
and ∆X := (IH −
∑n
i=1XiX
∗
i )
1/2. We remark that the reconstruction operator
RX := R1 ⊗X∗1 + · · ·+Rn ⊗X∗n
has played an important role in noncommutative multivariable operator theory (see [37], [35]). Note
that, due to the fact that R1, . . . , Rn are isometries with orthogonal ranges, we have ‖RX‖ = ‖X‖
and, therefore, the operator BX is well-defined. We also remark that the noncommutative Berezin
transform is well-defined even if the n-tuple X := (X1, . . . , Xn) ∈ [B(H)n]−1 has joint spectral radius
r(X1, . . . , Xn) < 1. We recall that the joint spectral radius is defined by
r(X1, . . . , Xn) := lim
k→∞
∥∥∥∥∥∥
∑
|α|=k
XαX
∗
α
∥∥∥∥∥∥
1
2k
and it is also equal to the spectral radius of the reconstruction operator RX (see [37]). Consequently,
r(T1, . . . , Tn) < 1 if and only if the spectrum of RX is included in D.
Theorem 2.1. Let Bµ be the noncommutative Berezin transform associated with a completely bounded
linear map µ : B(F 2(Hn))→ B(K).
(i) If X ∈ [B(H)n]1 is fixed, then
Bµ(·, X) : B(F 2(Hn))→ B(K) ⊗min B(H)
is a completely bounded linear map with ‖Bµ(·, X)‖cb ≤ ‖µ‖cb‖BX‖2.
(ii) If µ is selfadjoint, then Bµ(f∗, X) = Bµ(f,X)∗. Moreover, if µ is completely positive, then so is
the map Bµ(·, X).
(iii) If f ∈ B(F 2(Hn)) is fixed, then the map
Bµ(f, ·) : [B(H)n]1 → B(K) ⊗min B(H)
is continuous and ‖Bµ(f,X)‖ ≤ ‖µ‖cb‖f‖‖BX‖2 for any X ∈ [B(H)n]1.
Proof. The items (i) and (ii) follow easily from the definition of the noncommutative Berezin transform.
To prove part (iii), let X,Y ∈ [B(H)n]1 and notice that
‖Bµ(f,X)− Bµ(f, Y )‖ ≤ ‖µ‖‖B∗X(f ⊗ IH)(BX −BY )‖+ ‖µ‖‖(B∗X −B∗Y )(f ⊗ IH)BY ‖
≤ ‖µ‖‖f‖‖BX −BY ‖ (‖BX‖+ ‖BY ‖) .
The continuity of the map X 7→ Bµ(f,X) will follow once we prove that X 7→ BX is a continuous map
on [B(H)n]1. To this end, notice that
(2.3) ‖BX −BY ‖ ≤ ‖∆X‖‖(I −RX)−1 − (I −RY )−1‖+ ‖∆X −∆Y ‖‖(I −RX)−1‖.
Since ‖RX − RY ‖ = ‖X − Y ‖, the map X 7→ RX is continuous on [B(H)n]1. Taking into account that
‖RX‖ < 1 for any X ∈ [B(H)n]1, we deduce that X 7→ (I−RX)−1 is also a continuous map on [B(H)n]1.
Due to (2.3), it remains to show that the function X 7→ ∆X is continuous on [B(H)n]1. By Weierstrass
approximation theorem, for any ǫ > 0 there exists a polynomial p of λ such that supλ∈[0,1] |p(λ)−
√
λ| < ǫ3 .
Due to the representation theorem for normal operators, we have
(2.4) ‖p(∆2X)−∆X‖ <
ǫ
3
and ‖p(∆2Y )−∆Y ‖ <
ǫ
3
.
Note also that
‖∆2X −∆2Y ‖ ≤ ‖X − Y ‖(‖X‖+ ‖Y ‖) ≤ 2‖X − Y ‖.
Consequently, since p is a polynomial, there exists δ > 0 such that ‖p(∆2X)− p(∆2Y )‖ < ǫ3 if ‖X−Y ‖ < δ
and X,Y ∈ [B(H)n]1. Now, using relation (2.4), we deduce that
‖∆X −∆Y ‖ ≤ ‖∆X − p(∆2X)‖ + ‖p(∆2X)− p(∆2Y )‖+ ‖p(∆2Y )−∆Y ‖ ≤ ǫ
if ‖X − Y ‖ < δ, which proves the continuity of the map X 7→ ∆X . Therefore, the map X 7→ Bµ(f,X) is
continuous on [B(H)n]1. The inequality in (iii) is obvious. The proof is complete. 
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In what follows we present two particular cases of the noncommutative Berezin transform which will
play an important role in this paper.
The Berezin transform Bµ(I, · ).
If f = I, the identity on F 2(Hn), then the Berezin transform Bµ(I, · ) coincides with the noncommu-
tative Poisson transform Pµ associated with µ, which will be discussed in Section 5. We will show that,
for any X := (X1, . . . , Xn) ∈ [B(H)n]1,
Bµ(I,X) =
∞∑
k=1
∑
|α|=k
µ(Reα)⊗X∗α + µ(I) ⊗ I +
∞∑
k=1
∑
|α|=k
µ(R∗eα)⊗Xα,
where the convergence is in the operator norm topology of B(K⊗H). Consider the particular case when
n = 1, H = K = C, X = reiθ ∈ D, and µ is a complex Borel measure on T. Since µ can be seen as a
bounded linear functional on C(T), there is a unique bounded linear functional µˆ on the operator system
A(D)∗+A(D) (here A(D) is the disc algebra generated by the unilateral shift S acting on the Hardy space
H2(D)) such that µˆ(Sk) = µ(eikt) if k ≥ 0, and µˆ(S∗k) = µ(e−ikt) if k ≥ 1. Indeed, if p is any polynomial
of the form p(λ, λ) =
∑q
k=1 bkλ
k
+
∑r
k=0 akλ
k, then, using the noncommutative von Neumann inequality
(when n = 1), we obtain
|µˆ(p(S∗, S))| = |µ(p(e−it, eit))| ≤ ‖µ‖ sup
eit∈T
|p(e−it, eit)| ≤ ‖µ‖‖p(S∗, S)‖,
which proves our assertion. Now, it is easy to see that the noncommutative Berezin transform Bµˆ(I, · ) co-
incide with the classical Poisson transform of µ, i.e., 12π
∫ π
−π
Pr(θ−t)dµ(t), where Pr(θ−t) = 1−r21−2r cos(θ−t)+r2
is the Poisson kernel.
Throughout this paper, the Berezin transform Bµ(I, · ) will be denoted by Pµ and called the (non-
commutative) Poisson transform of µ.
Next, we show that the noncommutative Poisson transform introduced in [30] is in fact a particular
case of the noncommutative Berezin transform.
The Berezin transform Bτ .
Let τ be the linear functional on B(F 2(Hn)) defined by τ(f) := 〈f(1), 1〉. If X ∈ [B(H)n]1 is fixed,
then Bτ (·, X) : B(F 2(Hn))→ B(H) is a completely contractive linear map and
〈Bτ (f,X)x, y〉 = 〈B∗X(f ⊗ IH)BX(1⊗ x), 1⊗ y〉 , x, y ∈ H.
We remark that Bτ (·, X) coincides with the noncommutative Poisson transform PX introduced in [30].
More precisely, we have
Bτ (f,X) = PX(f) := K∗X(f ⊗ I)KX ,
where KX = BX |1⊗H : H → F 2(Hn) ⊗H. We recall from [30] that the restriction of PX to the Cuntz-
Toeplitz C∗-algebra C∗(S1, . . . , Sn) (see [8]) can be extended to the closed ball [B(H)n]−1 by setting
(2.5) PX(f) := lim
r→1
K∗rX(f ⊗ I)KrX , X ∈ [B(H)n]−1 , f ∈ C∗(S1, . . . , Sn),
where rX := (rX1, . . . , rXn) and the limit exists in the operator norm topology of B(H). In this case
we have
(2.6) PX(SαS
∗
β) = XαX
∗
β for any α, β ∈ F+n .
When X := (X1, . . . , Xn) is a pure n-tuple, i.e.,
∑
|α|=kXαX
∗
α → 0, as k → ∞, in the strong operator
topology, then we have PX(f) = K
∗
X(f ⊗ I)KX . In particular, if X = 0, then P0(f) = 〈f(1), 1〉 IH. We
refer to [30], [32], and [37] for more on noncommutative Poisson transforms on C∗-algebras generated by
isometries.
If f ∈ B(F 2(Hn)) is fixed, then Bτ (f, · ) : [B(H)n]1 → B(H) is a bounded continuous map and
‖Bτ(f,X)‖ ≤ ‖f‖ for any X ∈ [B(H)n]1. If n = 1, H = C, X = λ ∈ D, we recover the Berezin transform
of a bounded linear operator on the Hardy space H2(D), i.e.,
Bτ (f, λ) = (1− |λ|2) 〈fkλ, kλ〉 , f ∈ B(H2(D)),
where kλ(z) := (1− λz)−1 and z, λ ∈ D.
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Throughout this paper, the Berezin transform Bτ will be called Poisson transform, to be in accord
with the terminology used in our previous papers. If f ∈ B(F 2(Hn)) and X ∈ [B(H)n]1, then the Poisson
transform of f at X is given by
PX [f ] := Bτ (f,X) = K
∗
X(f ⊗ IH)KX .
This induces a completely contractive linear map
id⊗min PX : B(E)⊗min B(F 2(Hn))→ B(E)⊗min B(H)
such that (id⊗min PX)(Y ⊗ f) = Y ⊗PX [f ] for any Y ∈ B(E) and f ∈ B(F 2(Hn)), where E is a Hilbert
space. It is easy to see that
(id⊗min PX)(u) = (IE ⊗K∗X)(u ⊗ IH)(IE ⊗KX)
for any u ∈ B(E)⊗minB(F 2(Hn)). Given X ∈ [B(H)]1, we define the operator-valued Poisson transform
at X to be the map PX : B(E ⊗ F 2(Hn))→ B(E ⊗H) defined by
(2.7) PX [u] := (IE ⊗K∗X)(u ⊗ IH)(IE ⊗KX)
for any u ∈ B(E ⊗F 2(Hn)). It is clear that PX is an extension of the map id⊗min PX . In the particular
case when E is finite dimensional, they coincide.
Now, we need to recall from [35] a few facts concerning free holomorphic functions on noncommutative
balls. Let {A(α)}α∈F+n be a sequence of bounded linear operators on a Hilbert space E and define R ∈ [0,∞]
by setting
1
R
:= lim sup
k→∞
∥∥∥∥∥∥
∑
|α|=k
A∗(α)A(α)
∥∥∥∥∥∥
1
2k
.
The numberR is called radius of convergence of the formal power series
∑
α∈F+n
A(α)⊗Zα in noncommuting
indeterminates Z1, . . . , Zn, where Zα := Zi1 · · ·Zik if α = gi1 · · · gik and Zg0 := I. Define the open
noncommutative ball of radius γ > 0,
[B(H)n]γ :=
(X1, . . . , Xn) ∈ B(H)n :
∥∥∥∥∥
n∑
i=1
XiX
∗
i
∥∥∥∥∥
1/2
< γ
 .
Amap F : [B(H)n]γ → B(E)⊗minB(H) is called a free holomorphic function on [B(H)n]γ with coefficients
in B(E) if there exist A(α) ∈ B(E), α ∈ F+n , such that the formal power series
∑
α∈F+n
A(α)⊗Zα has radius
of convergence ≥ γ and such that F (X1, . . . , Xn) =
∞∑
k=0
∑
|α|=k
A(α)⊗Xα, where the series converges in the
operator norm topology for any (X1, . . . , Xn) ∈ [B(H)n]γ . We recall ([35]) that the following statements
are equivalent:
(i) the series
∞∑
k=0
∑
|α|=k
A(α)⊗Xα is convergent in the operator norm for any (X1, . . . , Xn) ∈ [B(K)n]γ
and any Hilbert space K;
(ii) lim sup
k→∞
∥∥∥∥∥ ∑|α|=kA∗(α)A(α)
∥∥∥∥∥
1/2k
≤ 1γ ;
(iii) the series
∑∞
k=1
∑
|α|=k A(α) ⊗ r|α|Sα is convergent in the operator norm for any r ∈ [0, γ).
The set of all free holomorphic functions on [B(H)n]γ with coefficients in B(E) is denoted byHol(B(H)nγ ).
If the coefficients are scalars, we use the notation HolC(B(H)nγ ). We say that G is a self-adjoint free
pluriharmonic function on [B(H)n]γ if there exists a free holomorphic function F on [B(H)n]γ such that
G = ReF , i.e.,
G(X1, . . . , Xn) = ReF (X1, . . . , Xn) :=
1
2
(F (X1, . . . , Xn) + F (X1, . . . , Xn)
∗)
for (X1, . . . , Xn) ∈ [B(H)n]γ . H is a free pluriharmonic function on [B(H)n]γ if H := H1 + iH2, where
H1 and H2 are self-adjoint free harmonic functions on [B(H)n]γ . According to [35], any free holomorphic
on [B(H)n]γ is continuous and uniformly continuous on [B(H)n]−r , 0 ≤ r < γ. This implies similar
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properties for free pluriharmonic functions. We remark that in the particular case when n = 1, a function
is free pluriharmonic on [B(H)]1 if and only if it is harmonic on the open unit disc D. Let Har(B(H)nγ )
be the set of all free pluriharmonic functions on [B(H)n]γ with operator-valued coefficients. When the
coefficients are scalars, we use the notation HarC(B(H)nγ ).
The following result is an immediate consequence of the above-mentioned properties.
Proposition 2.2. A map G : [B(H)n]γ → B(E) ⊗min B(H) is a free pluriharmonic function on
[B(H)n]γ with coefficients in B(E) if and only if there exist two sequences {A(α)}α∈F+n ⊂ B(E) and
{B(α)}α∈F+n\{g0} ⊂ B(E) such that
lim sup
k→∞
∥∥∥∥∥∥
∑
|α|=k
A∗(α)A(α)
∥∥∥∥∥∥
1/2k
≤ 1
γ
, lim sup
k→∞
∥∥∥∥∥∥
∑
|α|=k
B(α)B
∗
(α)
∥∥∥∥∥∥
1/2k
≤ 1
γ
,
and
(2.8) G(X1, . . . , Xn) =
∞∑
k=1
∑
|α|=k
B(α) ⊗X∗α +A(0) ⊗ I +
∞∑
k=1
∑
|α|=k
A(α) ⊗Xα,
where the series are convergent in the operator norm topology for any (X1, . . . , Xn) ∈ [B(H)n]γ.
We remark that two sequences of operators {A(α)}α∈F+n and {B(α)}α∈F+n\{g0} in B(E) generate, by
relation (2.8), a free pluriharmonic function G : [B(H)n]γ → B(E) ⊗min B(H) if and only if the series∑∞
k=1
∑
|α|=k A(α)⊗r|α|Sα and
∑∞
k=1
∑
|α|=k B(α)⊗r|α|S∗α are convergent in the operator norm topology
for any r ∈ [0, γ). Moreover, if H is infinite dimensional, then it is enough to assume the convergence
in the operator norm of the series in (2.8). Notice also that a free pluriharmonic function is uniquely
determined by its representation on an infinite dimensional Hilbert space, in particular, on the full Fock
space F 2(Hn).
Lemma 2.3. If γ1 > 0 and 0 ≤ γj ≤ 1 for j = 2, . . . , k, then
Pγ1···γkX = Pγ1X ◦ Pγ2S ◦ · · · ◦ PγkS
for any X ∈ [B(H)n] 1
γ1
, where S := (S1, . . . , Sn) is the n-tuple of left creation operators on the Fock
space F 2(Hn). Moreover,
Pγ1···γkX [g] = (Pγ1X ◦Pγ2S ◦ · · · ◦PγkS) [g]
for any g ∈ B(E) ⊗min B(F 2(Hn), where PY is defined by (2.7).
Proof. We recall that the Poisson transform of f ∈ B(F 2(Hn)) at Y ∈ [B(H)n]1 is given by
PY [f ] := Bτ (f, Y ) = K
∗
Y (f ⊗ IH)KY .
Now, we prove the result for k = 2. First, we show that
(2.9) Pγ1γ2X [g] = (Pγ1X ◦ Pγ2S)[g]
for any g ∈ C∗(S1, . . . , Sn). Let pm(S1, . . . , Sn) :=
∑
a
(m)
α,βSαS
∗
β , m ∈ N, be a sequence of polynomials in
C∗(S1, . . . , Sn) such that pm(S1, . . . , Sn)→ g in the operator norm, as m→∞. Due to the properties of
the Poisson transform, we have
Pγ1X {Pγ2S [pm(S1, . . . , Sn)]} = K∗γ1X
{[
K∗γ2S
(
pm(S1, . . . , Sn)⊗ IF 2(Hn)
)
Kγ2S
]⊗ IH}Kγ1X
= K∗γ1X [pm (γ2S1, . . . , γ2Sn)⊗ IH]Kγ1X = pm (γ1γ2X1, . . . , γ1γ2Xn)
= K∗γ1γ2X (pm(S1, . . . , Sn)⊗ IH)Kγ1γ2X = Pγ1γ2X [pm(S1, . . . , Sn)].
Since the Poisson transform is continuous in the operator norm topology, we deduce relation (2.9). Recall
that C∗(S1, . . . , Sn) contains the compact operators in B(F
2(Hn)) (see [8]) and any finite rank operator is
compact. Therefore, Q≤mf ∈ C∗(S1, . . . , Sn) for any f ∈ B(F 2(Hn)), where Q≤m := I−
∑
|α|=m+1 SαS
∗
α
is the orthogonal projection of F 2(Hn) onto the set of all polynomials of degree ≤ m. Due to the first
part of the proof, we have Pγ1γ2X [Q≤mf ] = (Pγ1X ◦ Pγ2S)(Q≤mf). Notice also that ‖Pγ2S [Q≤mf ]‖ ≤
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‖Q≤mf‖ ≤ ‖f‖ for any m ∈ N, and SOT- lim
m→∞
Q≤mf = f . Since the map A 7→ A⊗ I is SOT-continuous
on bounded subsets of B(F 2(Hn)), the above equality implies Pγ1γ2X [f ] = (Pγ1X ◦ Pγ2S)[f ] for any
f ∈ B(F 2(Hn)). The general result follows easily by iteration. Now, the second equality can be easily
deduced. This completes the proof. 
Let Pn be the set of all polynomials in S1, . . . , Sn and the identity, and denote by Pn(E) the spatial
tensor productB(E)⊗Pn. The next result shows that a free pluriharmonic function is uniquely determined
by the Poisson mean value property and the radial function.
Theorem 2.4. If u : [B(H)n]γ → B(E)⊗min B(H) is a free pluriharmonic function , then
(i) u(rS1, . . . , rSn) ∈ Pn(E)∗ + Pn(E)‖·‖ for any r ∈ [0, γ), and
(ii) u has the Poisson mean value property, i.e., u(X1, . . . , Xn) = P 1
r
X [u(rS1, . . . , rSn)] for any
X := (X1, . . . , Xn) ∈ [B(H)n]r and r ∈ (0, γ).
Conversely, if there exists a map ϕ : [0, γ)→ Pn(E)∗ + Pn(E)
‖·‖
such that
(2.10) ϕ(r) = P r
t
S [ϕ(t)]
for 0 ≤ r < t < γ, then the map v : [B(H)n]γ → B(E) ⊗min B(H) defined by
(2.11) v(X1, . . . , Xn) := P 1
r
X [ϕ(r)]
for any X := (X1, . . . , Xn) ∈ [B(H)n]r and r ∈ (0, γ), is a free pluriharmonic function. Moreover,
v(rS1, . . . , rSn) = ϕ(r) for any r ∈ [0, γ).
Proof. Assume that u is a free pluriharmonic function and has the representation
u(Y1, . . . , Yn) =
∞∑
k=1
∑
|α|=k
B(α) ⊗ Y ∗α +A(0) ⊗ I +
∞∑
k=1
∑
|α|=k
A(α) ⊗ Yα
for any (Y1, . . . , Yn) ∈ [B(H)n]γ . Since the series above are convergent in the operator norm topology,
one can easily see that u(rS1, . . . , rSn) ∈ An(E)∗ + An(E) ⊂ Pn(E)∗ + Pn(E)
‖·‖
for any r ∈ [0, γ).
Denote qm(S1, . . . , Sn) :=
∑
0<|α|≤mB(α) ⊗ S∗α +
∑
0≤|α|≤mA(α) ⊗ Sα, m ∈ N, and notice that relation
(2.6) implies qm(Y1, . . . , Yn) = P 1
r
Y [qm(rS1, . . . , rSn)] for any Y := (Y1, . . . , Yn) ∈ [B(H)n]r and r ∈
(0, γ). Taking into account that the Poisson transform is completely contractive, that qm(Y1, . . . , Yn)→
u(Y1, . . . , Yn) and qm(rS1, . . . , rSn)→ u(rS1, . . . , rSn), as m→∞, we deduce item (ii).
Conversely, assume that the map ϕ has the properties stated in the theorem and fix r ∈ (0, γ). Due to
Corollary 1.3, ϕ(r) is a multi-Toeplitz operator. By Theorem 1.1, ϕ(r) has a unique Fourier representation∑
|α|>0
B(α)(r) ⊗ r|α|S∗α +A(0)(r) ⊗ I +
∑
|α|>0
A(α)(r)⊗ r|α|Sα,
where {A(α)(r)}α∈F+n and {B(α)(r)}α∈F+n \{g0} are some sequences of operators in B(E). Applying Theorem
1.2, we deduce that the map h : [B(H)n]1 → B(E)⊗min B(H) defined by
(2.12) h(Z1, . . . , Zn) :=
∞∑
k=1
∑
|α|=k
B(α)(r) ⊗ r|α|Z∗α +A(0)(r) ⊗ I +
∞∑
k=1
∑
|α|=k
A(α)(r)⊗ r|α|Zα
is a free pluriharmonic function, where the series are convergent in the operator norm topology. Choose a
sequence of polynomials {pm(S1, . . . , Sn)}∞m=1 in Pn(E)∗+Pn(E), such that ‖pm(rS1, . . . , rSn)−ϕ(r)‖ →
0, as m→∞. Applying again Theorem 1.2 to the multi-Toeplitz operator A := ϕ(r)−pm(rS1, . . . , rSn),
we deduce that
(2.13) ‖h(tS1, . . . , tSn)− pm(rtS1, . . . , rtSn)‖ ≤ ‖ϕ(r)− pm(rS1, . . . , rSn)‖
for any t ∈ [0, 1). If Y := (Y1, . . . , Yn) ∈ [B(H)n]r, there exists t0 ∈ (0, 1) such that 1t0rY ∈ [B(H)n]1.
Due to the noncommutative von Neumann inequality, we have∥∥∥∥h(1rY1, . . . , 1rYn
)
− pm(Y1, . . . , Yn)
∥∥∥∥ ≤ ‖h(t0S1, . . . , tSn)− pm(t0rS1, . . . , t0rSn)‖.
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Hence and using (2.13), we obtain∥∥∥∥h(1r Y1, . . . , 1r Yn
)
− pm(Y1, . . . , Yn)
∥∥∥∥ ≤ ‖ϕ(r) − pm(rS1, . . . , rSn)‖
for any (Y1, . . . , Yn) ∈ [B(H)n]r. This implies that pm(Y1, . . . , Yn) converges in the norm topology to
h
(
1
rY1, . . . ,
1
rYn
)
, as m→∞. Since pm(Y1, . . . , Yn) = P 1
r
Y [pm(rS1, . . . , rSn)] and taking the limit in the
operator norm, as m → ∞, we obtain h (1rY1, . . . , 1rYn) = P 1r Y [ϕ(r)] for any (Y1, . . . , Yn) ∈ [B(H)n]r.
Hence, and using relation (2.12), we deduce that
(2.14) P 1
r
Y [ϕ(r)] =
∞∑
k=1
∑
|α|=k
B(α)(r) ⊗ Y ∗α +A(0)(r) ⊗ I +
∞∑
k=1
∑
|α|=k
A(α)(r) ⊗ Yα
for any (Y1, . . . , Yn) ∈ [B(H)n]r. If r < t < γ, then, as above, one can show that
(2.15) P 1
t
Z [ϕ(t)] =
∞∑
k=1
∑
|α|=k
B(α)(t)⊗ Z∗α +A(0)(t)⊗ I +
∞∑
k=1
∑
|α|=k
A(α)(t)⊗ Zα
for any (Z1, . . . , Zn) ∈ [B(H)n]t. On the other hand, due to relation (2.10), Lemma 2.3, and the fact
that ϕ(r) and ϕ(t) are in B(E) ⊗min B(F 2(Hn)), we deduce that
P 1
r
Y [ϕ(r)] = P 1
r
Y
(
P r
t
S [ϕ(t)]
)
= P 1
t
Y [ϕ(t)]
for Y := (Y1, . . . , Yn) ∈ [B(H)n]r. Hence, using relations (2.14), (2.15), and the uniqueness of free
pluriharmonic functions, we deduce that B(α)(r) = B(α)(t) for β ∈ F+n \{g0}, and A(α)(r) = A(α)(t) for
α ∈ F+n . Therefore, the coefficients do not depend on r ∈ (0, γ), so we may set A(α) := A(α)(r), α ∈ F+n ,
and B(α) := B(α)(r), β ∈ F+n \{g0}. Now, it is clear that the map v : [B(H)n]γ → B(E)⊗min B(H) given
by (2.11) is well-defined and
v(X1, . . . , Xn) =
∞∑
k=1
∑
|α|=k
B(α) ⊗X∗α +A(0) ⊗ I +
∞∑
k=1
∑
|α|=k
A(α) ⊗Xα
for any (X1, . . . , Xn) ∈ [B(H)n]γ , where the series are convergent in the norm operator topology. There-
fore, v is a free pluriharmonic function. Due to Theorem 1.2, ϕ(r) = limt→1 h(tS1, . . . , tSn). Since v is
continuous on [B(H)n]γ , we have limt→1 h(tS1, . . . , tSn) = limt→1 v(rtS1, . . . , rtSn) = v(rS1, . . . , rSn).
Consequently, we have ϕ(r) = v(rS1, . . . , rSn). This completes the proof. 
Now we obtain a Weierstrass type convergence theorem [7] for the vector space Har(B(H)nγ ), γ > 0,
of all free pluriharmonic functions on the open unit ball [B(H)n]γ with coefficients in B(E). This enables
us to introduce a metric on Har(B(H)nγ ) with respect to which it becomes a complete metric space.
Given r ∈ [0, γ), denote by [B(H)n]−r the noncommutative closed ball
[B(H)n]−r := {(X1, . . . , Xn) ∈ B(H)n : ‖X1X∗1 + · · ·+XnX∗n‖1/2 ≤ r}.
Assume now that H is an infinite dimensional Hilbert space and recall that a free pluriharmonic function
is uniquely determined by its representation H.
Here is our version of Weierstrass theorem for free pluriharmonic functions.
Theorem 2.5. Let {um}∞m=1 ⊂ Har(B(H)nγ ), γ > 0, be a sequence of free pluriharmonic functions
which is uniformly convergent on any closed ball [B(H)n]−r , r ∈ [0, γ). Then there is a free pluriharmonic
function u ∈ Har(B(H)nγ ) such that um converges to u on any closed ball [B(H)n]−r .
Proof. Since H is infinite dimensional and due to the noncommutative von Neumann inequality, one
can see that a sequence {um}∞m=1 ⊂ Har(B(H)nγ ) of free pluriharmonic functions converges uniformly
on [B(H)n]−r if and only if the sequence {um(rS1, . . . , rSn)}∞m=1 is convergent in the operator norm
topology of B(E ⊗ F 2(Hn)). For each m ∈ N, um(rS1, . . . , rSn) is in An(E)∗ + An(E) and ϕ(r) :=
lim
m→∞
um(rS1, . . . , rSn) is in Pn(E)∗ + Pn(E)‖·‖. Since um is free pluriharmonic and using the properties
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of the Poisson transform, we have um(rS1, . . . , rSn) = P r
t
S [um(tS1, . . . , tSn)] for 0 ≤ r < t < γ. Taking
the limit as m→∞, we obtain ϕ(r) = P r
t
S [ϕ(t)]. On the other hand, due to Theorem 2.4, we have
(2.16) um(X1, . . . , Xn) = P 1
r
X [um(rS1, . . . , rSn)]
for any X := (X1, . . . , Xn) ∈ [B(H)n]r and r ∈ (0, γ). Since um converges uniformly on [B(H)n]−r , there
exists v(X) := limm→∞ um(X). Now, relation (2.16) implies v(X) = P 1
r
X [ϕ(r)] for any X ∈ [B(H)n]r
and r ∈ (0, γ). Applying again Theorem 2.4, we deduce that v is a free pluriharmonic function on
[B(H)n]γ . The proof is complete. 
Let C(B(H)nγ , B(E⊗H)) be the vector space of all continuous functions from the open noncommutative
ball [B(H)n]γ to B(E ⊗H). If f, g ∈ C(B(H)nγ , B(E ⊗H)) and 0 < r < γ, we define
ρr(f, g) := sup
(X1,...,Xn)∈[B(H)n]
−
r
‖f(X1, . . . , Xn)− g(X1, . . . , Xn)‖.
Let 0 < rm < γ be such that {rm}∞m=1 is an increasing sequence convergent to γ. For any functions
f, g ∈ C(B(H)nγ , B(E ⊗H)), we define
ρ(f, g) :=
∞∑
m=1
(
1
2
)m
ρrm(f, g)
1 + ρrm(f, g)
.
As in [35], in the particular case when E = C, one can prove that if {fk}∞k=1 and f are functions in
C(B(H)nγ , B(E ⊗ H)), then fk is convergent to f in the metric ρ if and only if fk → f uniformly on
any closed ball [B(H)n]−rm , m = 1, 2, . . .. Moreover, one can show that
(
C(B(H)nγ , B(E ⊗H)), ρ
)
is a
complete metric space.
Theorem 2.6.
(
Har(B(H)nγ ), ρ
)
is a complete metric space.
Proof. Since Har(B(H)nγ ) ⊂ C(B(H)nγ , B(E ⊗ H)) and
(
C(B(H)nγ , B(E ⊗H)), ρ
)
is a complete metric
space, it is enough to show that
(
Har(B(H)nγ ), ρ
)
is closed in
(
C(B(H)nγ , B(E ⊗H)), ρ
)
. Let {uk}∞k=1 ⊂
Har(B(H)nγ ) and u ∈ C(B(H)nγ , B(E ⊗H) be such that ρ(uk, u)→ 0, as k →∞. Consequently, uk → u
uniformly on any closed ball [B(H)n]−rm , m = 1, 2, . . .. Applying now Theorem 2.5, we deduce that
u ∈ Har(B(H)nγ ). This completes the proof of the theorem. 
We say that a free pluriharmonic function u is positive if any representation on a Hilbert space is
positive, i.e., u(X1, . . . , Xn) ≥ 0 for any (X1, . . . , Xn) ∈ [B(K)n]γ and any Hilbert space K. Our next
result is a Harnack type inequality for free pluriharmonic functions.
Theorem 2.7. If u is a positive free pluriharmonic function on [B(H)n]γ with operator-valued coefficients
and 0 < r < γ, then
‖u(X1, . . . , Xn)‖ ≤ ‖u(0)‖ γ + r
γ − r for any (X1, . . . , Xn) ∈ [B(H)
n]−r .
Proof. Any self-adjoint free pluriharmonic function on the noncommutative ball [B(H)n]γ has a repre-
sentation
u(Y1, . . . , Yn) =
∞∑
k=1
∑
|α|=k
A∗(α) ⊗ Y ∗α +A(0) ⊗ I +
∞∑
k=1
∑
|α|=k
A(α) ⊗ Yα
for (Y1, . . . , Yn) ∈ [B(H)n]γ . Due to Theorem 2.4, if 0 < r < γ and X := (X1, . . . , Xn) ∈ [B(H)n]r, then
(2.17) u(X1, . . . , Xn) = P 1
r
X [u(rS1, . . . , rSn)].
Notice that the map h : [B(H)n]1 → B(H) defined by h(Z1, . . . , Zn) := u(γZ1, . . . , γZn) is a positive free
pluriharmonic function. Due to Theorem 3.1 from [36] (see also Lemma 8.1), we have∥∥∥∥∥∥
∑
|α|=k
A∗(α)A(α)
∥∥∥∥∥∥
1/2
≤ ‖A(0)‖
γk
for any k ∈ N.
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Using this inequality and relation (2.17), we deduce that, for any (X1, . . . , Xn) ∈ [B(H)n]r,
‖u(X1, . . . , Xn)‖ ≤ ‖u(rS1, . . . , rSn)‖ ≤ ‖A(0)‖+ 2
∞∑
k=1
∥∥∥∥∥∥
∑
|α|=k
A(α) ⊗ r|α|Sα
∥∥∥∥∥∥
= A(0) + 2
∞∑
k=1
rk
∥∥∥∥∥∥
∑
|α|=k
A∗(α)A(α)
∥∥∥∥∥∥
1/2
≤ ‖A(0)‖+ 2
∞∑
k=1
rk
‖A(0)‖
γk
= ‖A(0)‖
(
1 +
2 rγ
1− rγ
)
= ‖A(0)‖
γ + r
γ − r ,
which completes the proof. 
Now, we can obtain a Harnack type convergence theorem for free pluriharmonic functions.
Theorem 2.8. Let {um}∞m=1 be a sequence of free pluriharmonic functions on [B(H)n]γ with operator-
valued coefficients such that {um(0)}∞m=1 is a convergent sequence in the operator norm and
u1 ≤ u2 ≤ · · · .
Then um converges to a free pluriharmonic function on [B(H)n]γ.
Proof. We may assume that u1 ≥ 0 (if not, consider the sequence {um − u1}∞m=1). If m > k, then,
applying the Harnack type inequality of Theorem 2.7 to the positive free pluriharmonic function um−uk,
we obtain
‖um(X)− uk(X)‖ ≤ ‖um(0)− uk(0)‖γ + r
γ − r
for any X ∈ [B(H)n]−r . Since {um(0)} is convergent in the operator norm, we deduce that {um}∞m=1 is a
uniformly Cauchy sequence on [B(H)n]−r . Applying Theorem 2.5, we deduce that um converges to a free
pluriharmonic function on [B(H)n]γ . This completes the proof. 
We remark that if E = C in Theorem 2.8, then it is enough to assume that the sequence {um(0)} is
bounded.
The following result can be seen as a maximum (resp. minimum) principle for free pluriharmonic
functions.
Theorem 2.9. Let u : [B(H)n]γ → B(E) ⊗min B(H) be a self-adjoint free pluriharmonic function with
operator-valued coefficients satisfying either one of the following conditions:
(i) u(X1, . . . , Xn) ≤ u(0) for any (X1, . . . , Xn) ∈ [B(H)n]γ ;
(ii) u(X1, . . . , Xn) ≥ u(0) for any (X1, . . . , Xn) ∈ [B(H)n]γ ;
(iii) u(rS1, . . . , rSn) ≤ u(tS1, . . . , tSn) for some r, t ∈ [0, γ), r 6= t.
Then u = u(0).
Proof. Assume that condition (i) holds. Since v := u− u(0) is a positive free pluriharmonic function on
[B(H)n]γ , we can apply Theorem 2.7 and deduce that v = 0. If (ii) holds, the proof is similar.
Finally, if we assume that (iii) holds, then w(X1, . . . , Xn) := u(tX1, . . . , tXn) − u(rX1, . . . , rXn) is a
positive free pluriharmonic function on [B(H)n]1 with w(0) = 0. Applying again Theorem 2.7, we deduce
that w(X1, . . . , Xn) = 0 for (X1, . . . , Xn) ∈ [B(H)n]1. Hence w(γS1, . . . , γSn) = 0 for 0 < γ < 1, which
implies u = u(0). 
In [35], we developed a free holomorphic functional calculus. Using those ideas, we can similarly prove
that if
f =
∞∑
k=1
∑
|α|=k
B(α) ⊗ Z∗α +A(0) ⊗ I +
∞∑
k=1
∑
|α|=k
A(α) ⊗ Zα
is a free pluriharmonic function on [B(H)n]γ with coefficients in B(E) and (T1, . . . , Tn) ∈ B(H)n is any
n-tuple of operators with joint spectral radius r(T1, . . . , Tn) < γ, then f(T1, . . . , Tn) is a bounded linear
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operator, where the corresponding series converge in norm. This provides a free pluriharmonic functional
calculus, which turns out to be continuous as a map from the complete metric space (Har(B(H)nγ ), ρ) to
B(E ⊗H) with the operator norm topology. Since the proof of the next result is similar to the proof of
Theorem 5.8 from [35], we shall omit it. We denote by HarC(B(H)nγ ) the set of all free pluriharmonic
functions on [B(H)n]1 with scalar coefficients.
Theorem 2.10. If T := (T1, . . . , Tn) ∈ B(H)n is any n-tuple of operators with joint spectral radius
r(T1, . . . , Tn) < γ then the mapping ΦT : HarC(B(H)nγ )→ B(H) defined by
ΦT (u) := u(T1, . . . , Tn)
is a continuous linear map such that ΦT (Xα) = Tα and ΦT (X
∗
α) = T
∗
α for any α ∈ F+n . Moreover, ΦT is
uniquely determined by these conditions.
3. Bounded free pluriharmonic functions
In this section we characterize the set of all bounded free pluriharmonic functions on the noncommu-
tative unit ball [B(H)n]1 and obtain a Fatou type result concerning their boundary behavior.
A function u : [B(H)n]1 → B(E ⊗H) is called bounded if
‖u‖ := sup
(X1,...,Xn)∈[B(H)n]1
||u(X1, . . . , Xn)‖ <∞.
We say that a free pluriharmonic function is bounded if its representation on any Hilbert space is bounded.
As we will see in the next result, it is enough to assume that the Hilbert space is separable and infinite
dimensional.
Let H be an infinite dimensional Hilbert space and denote by Har∞(B(H)n1 ) the set of all bounded
free pluriharmonic functions on [B(H)n]1 with coefficients in B(E). For each m = 1, 2, . . ., we define the
norms ‖ · ‖m : Mm (Har∞(B(H)n1 ))→ [0,∞) by setting
‖[uij ]m‖m := sup ‖[uij(X1, . . . , Xn)]m‖,
where the supremum is taken over all n-tuples (X1, . . . , Xn) ∈ [B(H)n]1. It is easy to see that the norms
‖ · ‖m, m = 1, 2, . . ., determine an operator space structure on Har∞(B(H)n1 ), in the sense of Ruan (see
e.g. [13]).
The main result of this section is the following characterization of bounded free pluriharmonic functions.
Theorem 3.1. If u : [B(H)n]1 → B(E) ⊗min B(H), then the following statements are equivalent:
(i) u is a bounded free pluriharmonic function on [B(H)n]1;
(ii) there exists f ∈ An(E)∗ +An(E)SOT such that u(X) = PX [f ] for X ∈ [B(H)n]1.
In this case, f = SOT- lim
r→1
u(rS1, . . . , rSn). Moreover, the map
Φ : Har∞((B(H)n1 )→ An(E)∗ +An(E)
SOT
defined by Φ(u) := f
is a completely isometric isomorphism of operator spaces, where An(E) := B(E) ⊗min An and An is the
noncommutative disc algebra.
Proof. Assume that u is a bounded free pluriharmonic function on operatorial unit ball and let
u(X1, . . . , Xn) :=
∞∑
k=1
∑
|α|=k
B(α) ⊗X∗α +A(0) ⊗ I +
∞∑
k=1
∑
|α|=k
A(α) ⊗Xα
be its representation on the Hilbert space H. According to Proposition 2.2, we deduce that, for any
r ∈ [0, 1), u(rS1, . . . , rSn) is in An(E)∗ + An(E). One can show that u is bounded if and only if
sup
0≤r<1
‖u(rS1, . . . , rSn)‖ < ∞. Indeed, if (X1, . . . , Xn) ∈ [B(H)n]1, then there exists r ∈ (0, 1) such
that (1rX1, . . . ,
1
rXn) ∈ [B(H)n]1. Since u(rS1, . . . , rSn) ∈ An(E)∗ + An(E), the noncommutative
von Neumann inequality [25] implies ‖u(X1, . . . , Xn)‖ ≤ ‖u(rS1, . . . , rSn)‖. Hence, we deduce that
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‖u‖ ≤ sup
0≤r<1
‖u(rS1, . . . , rSn)‖ < ∞. Since H is infinite dimensional, the reverse inequality is obvious,
therefore,
(3.1) ‖u‖ = sup
0≤r<1
‖u(rS1, . . . , rSn)‖.
Now, due to Theorem 1.2, u(S1, . . . , Sn) is the Fourier representation of a multi-Toeplitz operator f ∈
B(E ⊗ F 2(Hn)) and
(3.2) f = SOT- lim
r→1
u(rS1, . . . , rSn).
Hence, we deduce that f ∈ An(E)∗ +An(E)SOT . The next step is to prove that u(X) = PX [f ] for
X ∈ [B(H)n]1. Since ur(S1, . . . , Sn) := u(rS1, . . . , rSn) is in An(E)∗ +An(E), we can use the properties
of the noncommutative Poisson transform and deduce (first on polynomials of the form
∑
|α|≤m C(α)⊗Sα)
that
(3.3) ur(X1, . . . , Xn) = PX [ur(S1, . . . , Sn)] = (IE ⊗K∗X)[ur(S1, . . . , Sn)⊗ IH](IE ⊗KX)
for any X := (X1, . . . , Xn) ∈ [B(H)n]1. Taking into account that the map Y 7→ Y ⊗ I is SOT-continuous
on bounded subsets of B(E ⊗ F 2(Hn)) and sup
0≤r<1
‖ur(S1, . . . , rSn)‖ <∞, we can use relations (3.2) and
(3.3) to obtain
(3.4) SOT- lim
r→1
ur(X1, . . . , Xn) = PX [f ].
On the other hand, taking into account that u is a free pluriharmonic function on [B(H)n]1, and hence
continuous, we have SOT- limr→1 ur(X1, . . . , Xn) = u(X1, . . . , Xn). Therefore, (i) =⇒ (ii).
To prove that (ii) =⇒ (i), let f ∈ An(E)∗ +An(E)SOT and define u : [B(H)n]1 → B(E) ⊗min B(H)
by setting u(X) := PX [f ]. We show first that u is a pluriharmonic function. Notice that due to
Corollary 1.3, f is a multi-Toeplitz operator. Let ϕ(S1, . . . , Sn) :=
∑∞
k=1
∑
|α|=kB(α) ⊗ S∗α +A(0) ⊗ I +∑∞
k=1
∑
|α|=k A(α) ⊗ Sα be its Fourier representation. According to Theorem 1.2, ϕ(rS1, . . . , rSn) is in
An(E)∗ +An(E) for any r ∈ [0, 1),
(3.5) sup
0≤r<1
‖ϕ(rS1, . . . , rSn)‖ = ‖f‖, and f = SOT- lim
r→1
ϕ(rS1, . . . , rSn).
Consequently, due to Proposition 2.2, the map g : [B(H)n]1 → B(E)⊗min B(H) defined by
g(X1, . . . , Xn) :=
∞∑
k=1
∑
|α|=k
B(α) ⊗X∗α +A(0) ⊗ I +
∞∑
k=1
∑
|α|=k
A(α) ⊗Xα
is a free pluriharmonic function. Now, let us show that u = g. Since ϕr(S1, . . . , Sn) is in An(E)∗+An(E)
for any r ∈ [0, 1), we have
ϕr(X1, . . . , Xn) = PX [ϕr(S1, . . . , Sn)] = (IE ⊗K∗X)[ϕr(S1, . . . , Sn)⊗ IH](IE ⊗KX).
As above, since the map Y 7→ Y ⊗ I is SOT-continuous on bounded subsets of B(E ⊗F 2(Hn)) and using
relation (3.5), we deduce that
SOT- lim
r→1
ϕr(X1, . . . , Xn) = (IE ⊗K∗X)[f ⊗ IH](IE ⊗KX) = u(X1, . . . , Xn).
On the other hand, since ϕr(X1, . . . , Xn) = g(rX1, . . . , rXn) and due to the continuity of g on [B(H)n]1,
we have SOT- limr→1 ϕr(X1, . . . , Xn) = g(X1, . . . , Xn). Hence, and using relation (3.4), we obtain u = g.
This completes the proof of the implication (ii) =⇒ (i).
To prove the last part of the theorem, notice that if [uij ]m ∈ Mm(Har∞(B(H)n1 ) then, as above (see
relation (3.1)), one can show that ‖[uij ]m‖m = sup0≤r<1 ‖[uij(rS1, . . . , rSn)]m‖ and that the operators
fij := SOT- lim
r→1
uij(rS1, . . . , rSn) are multi-Toeplitz for i, j = 1, . . . ,m. According to relation (1.9), we
have
PE⊗F 2(Hn)[(IE ⊗ U∗)(fij ⊗ ID∗)(IE ⊗ U)]|E⊗F 2(Hn) = uij(rS1, . . . , rSn), 0 ≤ r < 1.
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Hence, we deduce that sup0≤r<1 ‖[uij(rS1, . . . , rSn)]m‖ ≤ ‖[fij ]m‖. Moreover, since [fij ]m is equal to
SOT- limr→1[uij(rS1, . . . , rSn)]m, we have equality in the above inequality. Therefore, the map Φ is a
completely isometric isomorphism of operator spaces. The proof is complete. 
Corollary 3.2. If u : [B(H)n]1 → B(E)⊗min B(H) then the following statements are equivalent:
(i) u is a bounded free pluriharmonic function;
(ii) there is a bounded function ϕ : [0, 1)→ Pn(E)∗ + Pn(E)
‖·‖
such that
ϕ(r) = P r
t
S [ϕ(t)] for 0 ≤ r < t < 1,
and u(X1, . . . , Xn) = P 1
r
X [ϕ(r)] for any X := (X1, . . . , Xn) ∈ [B(H)n]r and r ∈ (0, 1).
Moreover, u and ϕ uniquely determine each other and satisfy the equation u(rS1, . . . , rSn) = ϕ(r) for
r ∈ [0, 1).
Proof. Assume that u is a bounded free pluriharmonic function on [B(H)n]1. According to Theo-
rem 3.1, there exists f ∈ An(E)∗ +An(E)
SOT
such that u(X) = PX [f ] for X ∈ [B(H)n]1 and
sup
0≤r<1
‖u(rS1, . . . , rSn)‖ < ∞. Setting ϕ(r) := u(rS1, . . . , rSn) = PrS [f ] for r ∈ [0, 1), we obtain a
function ϕ : [0, 1) → Pn(E)∗ + Pn(E)‖·‖. Notice that u(rS1, . . . , rSn) = P r
t
S [u(tS1, . . . , tSn)], which
implies ϕ(r) = P r
t
S [ϕ(t)] for 0 ≤ r < t < 1. On the other hand, since u is free pluriharmonic, Theorem
2.4 implies u(X1, . . . , Xn) = P 1
r
X [ϕ(r)] for any X := (X1, . . . , Xn) ∈ [B(H)n]r and r ∈ (0, 1). Therefore,
(ii) holds.
Conversely, assume that condition (ii) holds. Using again Theorem 2.4, we deduce that the map
u : [B(H)n]1 → B(E) ⊗min B(H) defined by u(X1, . . . , Xn) := P 1
r
X [ϕ(r)] for any X := (X1, . . . , Xn) ∈
[B(H)n]r and r ∈ (0, 1) is free pluriharmonic. Since ϕ is bounded, the relation above implies ‖u‖ ≤ ‖ϕ‖∞,
which completes the proof. 
We can prove now the following Fatou type result concerning the boundary behavior of bounded free
pluriharmonic functions. This also extends the F∞n -functional calculus for pure row contractions [26].
We recall that (X1, . . . , Xn) ∈ B(H)n is a pure n-tuple if
∑
|α|=kXαX
∗
α → 0, as k → ∞, in the strong
operator topology.
Theorem 3.3. Let u be a bounded free pluriharmonic function on [B(H)n]1 with coefficients in B(E). If
(X1, . . . , Xn) ∈ [B(H)n]−1 is a pure n-tuple of operators, then SOT- limr→1 u(rX1, . . . , rXn) exists.
Proof. Since X := (X1, . . . , Xn) ∈ [B(H)n]−1 is a pure n-tuple of operators, the Poisson kernel KX is an
isometry and p(X1, . . . , Xn) = (IE⊗K∗X)[p(S1, . . . , Sn)⊗IH](IE⊗KX) for any polynomial p(S1, . . . , Sn) ∈
Pn(E). Using the fact that u(rS1, . . . , rSn) ∈ An(E)∗ +An(E) for r ∈ [0, 1), we deduce that
(3.6) u(rX1, . . . , rXn) = (IE ⊗K∗X)(u(rS1, . . . , rSn)⊗ I)(IE ⊗KX).
Due to the boundedness of u, Theorem 3.1 implies SOT- lim
r→1
u(rS1, . . . , rSn) = f ∈ An(E)∗ +An(E)SOT
and supr∈[0,1) ‖u(rS1, . . . , rSn)‖ <∞. Now, using relation (3.6), we deduce that SOT- lim
r→1
u(rX1, . . . , rXn)
exists, which completes the proof. 
4. Dirichlet extension problem for free pluriharmonic functions
In this section we solve the Dirichlet extension problem for the noncommutative ball [B(H)n]1 and
obtain a version of the maximum principle for free pluriharmonic (resp. C∗-harmonic) functions.
We denote by Harc((B(H)n1 ) the set of all free pluriharmonic functions on [B(H)n]1 with operator-
valued coefficients, which have continuous extensions (in the operator norm topology) to the closed ball
[B(H)n]−1 . Throughout this section we assume that H is an infinite dimensional Hilbert space.
Theorem 4.1. If u : [B(H)n]1 → B(E) ⊗min B(H), then the following statements are equivalent:
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(i) u is a free pluriharmonic function on [B(H)n]1 which has a continuous extension (in the operator
norm topology) to the closed ball [B(H)n]−1 ;
(ii) there exists f ∈ An(E)∗ +An(E)
‖·‖
such that u(X) = PX(f) for X ∈ [B(H)n]1;
(iii) u is a free pluriharmonic function on [B(H)n]1 such that u(rS1, . . . , rSn) converges in the oper-
ator norm topology, as r → 1.
In this case, f = lim
r→1
u(rS1, . . . , rSn), where the convergence is in the operator norm. Moreover, the map
Φ : Harc(B(H)n1 )→ An(E)∗ +An(E)
‖·‖
defined by Φ(u) := f is a completely isometric isomorphism
of operator spaces, where An(E) := B(E) ⊗min An and An is the noncommutative disc algebra.
Proof. First we prove that (iii) =⇒ (ii). Assume that u is a free pluriharmonic function on [B(H)n]1
with coefficients in B(E) such that u(rS1, . . . , rSn) converges in the operator norm as r → 1. Using
Proposition 2.2, we deduce that u(rS1, . . . , rSn) ∈ An(E)∗ + An(E) and, due to (iii), there exists f in
An(E)∗ +An(E)‖·‖ such that u(rS1, . . . , rSn) → f in the operator norm topology as r → 1. We recall
that the noncommutative Poisson transform PX is defined by PX [f ] := (IE ⊗K∗X)(f ⊗ IH)(IE ⊗KX),
f ∈ B(E ⊗F 2(Hn)). On the other hand, since u(rS1, . . . , rSn) ∈ An(E)∗+An(E), one can prove (first on
polynomials) that
PX [u(rS1, . . . , rSn)] = (IE ⊗K∗X)[u(rS1, . . . , rSn)⊗ IH](IE ⊗KX) = u(rX1, . . . , rXn)
for any r ∈ [0, 1) and X := (X1, . . . , Xn) ∈ [B(H)n]1. Since u(rS1, . . . , rSn) → f in the operator norm,
we deduce that u(rX1, . . . , rXn) → PX [f ], as r → 1. Taking into account that any free pluriharmonic
function is continuous, we have u(rX1, . . . , rXn) → u(X1, . . . , Xn) in norm, as r → 1. Summing up the
results above, we deduce that u(X1 . . . , Xn) = PX [f ] for X := (X1 . . . , Xn) ∈ [B(H)n]1, which proves
(ii).
Now we prove the implication (ii) =⇒ (iii). Assume that f ∈ An(E)∗ +An(E)‖·‖. Due to Corollary
1.3, f is a multi-Toeplitz operator. Let
∑
|α|≥1B(α) ⊗ S∗α + A(0) ⊗ I +
∑
|α|≥1A(α) ⊗ Sα be the Fourier
representation of ϕ(S1, . . . , Sn). By Theorem 1.2, for each r ∈ [0, 1), the operator ϕ(rS1, . . . , rSn) is in
An(E)∗ +An(E). Now, we prove that
(4.1) ϕ(rS1, . . . , rSn) = PrS [f ],
where rS := (rS1, . . . , rSn) and 0 ≤ r < 1. Let γ, β ∈ F+n be fixed and q := max{|β|, |γ|}, and define
Qγ,β :=
∑
1≤|σ|≤q B(σ) ⊗ S∗σ +A(0) ⊗ I +
∑
1≤|σ|≤q A(σ) ⊗ Sσ. Notice that
〈PrS [f ](x⊗ eγ), y ⊗ eβ〉 =
〈
(f ⊗ IF 2(Hn))(IE ⊗KrS)(x⊗ eγ), (IE ⊗KrS)(y ⊗ eβ)
〉
=
〈∑
α∈F+n
f(x⊗ eα)⊗∆rSr|α|S∗αeγ ,
∑
ω∈F+n
y ⊗ eω ⊗∆rSr|ω|S∗ωeβ
〉
=
∞∑
k=0
∑
|α|=k
 ∞∑
m=0
∑
|ω|=m
〈f(x⊗ eα), y ⊗ eω〉
〈
∆rSr
|α|S∗αeγ ,∆rSr
|ω|S∗ωeβ
〉
=
q∑
k=0
∑
|α|=k
 q∑
m=0
∑
|ω|=m
〈Qγ,β(x⊗ eα), y ⊗ eω〉
〈
∆rSr
|α|S∗αeγ ,∆rSr
|ω|S∗ωeβ
〉
=
∞∑
k=0
∑
|α|=k
 ∞∑
m=0
∑
|ω|=m
〈Qγ,β(x⊗ eα), y ⊗ eω〉
〈
∆rSr
|α|S∗αeγ ,∆rSr
|ω|S∗ωeβ
〉
=
〈
(Qγ,β ⊗ IF 2(Hn))(x ⊗KrS(eγ)), (y ⊗KrS(eβ))
〉
= 〈PrS [Qγ,β](x ⊗ eγ), (y ⊗ eβ)〉
= 〈ϕ(rS1, . . . , rSn)(x⊗ eγ), y ⊗ eβ〉
for any x, y ∈ E and γ, β ∈ F+n . Consequently, relation (4.1) holds.
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For any q ∈ Pn(E)∗ + Pn(E), we have q = limr→1PrS [q] in the operator norm topology. Since
f ∈ An(E)∗ +An(E)‖·‖ using a standard approximation argument and the continuity in the operator
norm of the noncommutative Poisson transform PX , we deduce that f = limr→1PrS [f ]. Hence and
using (4.1), we have ϕ(rS1, . . . , rSn) → f , as r → 1, in the operator norm topology. Now, define
u(X) := PX [f ] for X ∈ [B(H)n]1 and note that Theorem 3.1 (see also its proof) implies that u is a free
pluriharmonic function and u(rS1, . . . , rSn) = ϕ(rS1, . . . , rSn). Therefore item (iii) follows.
Since H is infinite dimensional, the implication (i) =⇒ (iii) is obvious. It remains to prove that
(ii) =⇒ (i). Assume that f ∈ An(E)∗ +An(E)‖·‖ and u(X) = PX [f ] for X ∈ [B(H)n]1. Due to
Theorem 3.1, u is a bounded free pluriharmonic function. As above, one can show that for any n-tuple
Y := (Y1, . . . , Yn) ∈ [B(H)n]−1 , u˜(Y1, . . . , Yn) := limr→1PrY [f ] exists in the operator norm and, since
‖PrY [f ]‖ ≤ ‖f‖∞, ‖u˜(Y1, . . . , Yn)‖ ≤ ‖f‖∞ for any (Y1, . . . , Yn) ∈ [B(H)n]−1 . Notice also that u˜ is an
extension of the free pluriharmonic function u defined by u(X) := PX [f ], X ∈ [B(H)n]1. Indeed, if
(X1, . . . , Xn) ∈ [B(H)n]1, then
u˜(X1, . . . , Xn) = lim
r→1
PrX [f ] = lim
r→1
u(rX1, . . . , rXn) = u(X1, . . . , Xn).
The last equality is due to the continuity of free pluriharmonic functions.
Now, let us prove that u˜ : [B(H)n]−1 → B(E)⊗minB(H) is continuous. Since u(rS1, . . . , rSn) converges
in the operator norm to f , for any ǫ > 0 there exists r0 ∈ [0, 1) such that ‖f − u(r0S1, . . . , r0Sn)‖ < ǫ.
Since f−u(r0S1, . . . , r0Sn) ∈ An(E)∗ +An(E)‖·‖, and using the properties of the noncommutative Poisson
transform, we deduce the von Neumann type inequality
(4.2) ‖u˜(T1, . . . , Tn)− u(r0T1, . . . , r0Tn)‖ ≤ ‖f − u(r0S1, . . . , r0Sn)‖ < ǫ
3
for any (T1, . . . , Tn) ∈ [B(H)n]−1 . Since u is a continuous function on [B(H)n]1, there exists δ > 0
such that ‖u(r0T1, . . . , r0Tn) − u(r0Y1, . . . , r0Yn)‖ < ǫ3 for any n-tuples (T1, . . . , Tn) and (Y1, . . . , Yn) in
[B(H)n]−1 such that ‖(T1 − Y1, . . . , Tn − Yn)‖ < δ. Hence, and using (4.2), we have
‖u˜(T1, . . . , Tn)− u˜(Y1, . . . , Yn)‖ ≤ ‖u˜(T1, . . . , Tn)− u(r0T1, . . . , r0Tn)‖
+ ‖u(r0T1, . . . , r0Tn)− u(r0Y1, . . . , r0Yn)‖
+ ‖u(r0Y1, . . . , r0Yn)− u˜(Y1, . . . , Yn)‖ < ǫ,
whenever ‖(T1 − Y1, . . . , Tn − Yn)‖ < δ. This proves the continuity of u˜ on [B(H)n]−1 . The last part of
the theorem follows from Theorem 3.1. This completes the proof. 
The proof of the next result is similar to the proof of Corollary 3.2 but one has to use Theorem 4.1.
We shall omit it.
Corollary 4.2. If u : [B(H)n]1 → B(E)⊗min B(H) then the following statements are equivalent:
(i) u is a free pluriharmonic function which has continuous extension to the closed ball [B(H)n]−1 ;
(ii) there exists a continuous map ϕ : [0, 1]→ Pn(E)∗ + Pn(E)
‖·‖
such that
ϕ(r) = P r
t
S [ϕ(t)] for 0 ≤ r < t ≤ 1,
and u(X1, . . . , Xn) = P 1
r
X [ϕ(r)] for any X ∈ [B(H)n]r and r ∈ (0, 1].
Moreover, u and ϕ uniquely determine each other and satisfy the equations u(rS1, . . . , rSn) = ϕ(r) if
r ∈ [0, 1) and ϕ(1) = lim
r→1
u(rS1, . . . , rSn), where the convergence is in the operator norm topology.
In what follows we introduce the class of C∗-harmonic functions on the noncommutative ball [B(H)]1.
Let ϕ : [0, 1)→ B(E) ⊗min C∗(S1, . . . , Sn) be a map with the property that
(4.3) ϕ(r) = P r
t
S [ϕ(t)] for 0 ≤ r < t < 1,
and define the function u : [B(H)n]1 → B(E)⊗min B(H) by setting
(4.4) u(X1, . . . , Xn) := P 1
r
X [ϕ(r)]
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for any X := (X1, . . . , Xn) ∈ [B(H)n]r and r ∈ (0, 1). Notice that u is well-defined. Indeed, if 0 < r <
t < 1 and X ∈ [B(H)n]r, then, using relation (4.3) and Lemma 2.3, we have
P 1
r
X [ϕ(r)] = (P 1
r
X ◦P rt S)[ϕ(t)] = P 1tX [ϕ(t)],
which proves our assertion. The map u defined by (4.4) is called C∗-harmonic function on [B(H)n]1 and
ϕ is called the generating function of u.
We remark that, according to Theorem 2.4, any free pluriharmonic function is a C∗-harmonic function,
while the converse is not true. For instance, consider the function u(X1, . . . , Xn) :=
∑
α,β∈ΛAα,β⊗XαX∗β ,
(X1, . . . , Xn) ∈ [B(H)n]1 where Λ is any finite subset of F+n and Aα,β ∈ B(E).
Proposition 4.3. Let ϕ : [0, 1) → B(E) ⊗min C∗(S1, . . . , Sn) be a map satisfying relation (4.3) and let
u be the C∗-harmonic function generated by ϕ. Then the following statements hold:
(i) ϕ is continuous on [0, 1) and ‖ϕ(r)‖ ≤ ‖ϕ(t)‖ for 0 ≤ r < t < 1;
(ii) u is a bounded C∗-harmonic function if and only if its generating function ϕ is bounded.
Proof. Using the continuity of the noncommutative Berezin transform (see Theorem 2.1 part (ii)) and
the fact that
‖ϕ(r1)− ϕ(r2)‖ =
∥∥∥P r1
t
S [ϕ(t)]−P r2
t
S [ϕ(t)]
∥∥∥
for 0 ≤ r1 < r2 < t, we deduce that ϕ is continuous. On the other hand, we have
∥∥P r
t
S [ϕ(t)]
∥∥ ≤ ‖ϕ(t)‖
for 0 ≤ r < t < 1, which proves the second part of (i).
To prove (ii), assume that ϕ is bounded and supr∈[0,1) ‖ϕ(r)‖ ≤ M for some M > 0. Then, using
relation (4.4), we deduce that
‖u(X)‖ =
∥∥∥P 1
r
X [ϕ(r)]
∥∥∥ ≤ ‖ϕ(r)‖ ≤M
for any X ∈ [B(H)n]r and r ∈ (0, 1). Conversely, assume that u is a bounded C∗-harmonic function. In
particular, if H = F 2(Hn), X = (rS1, . . . , rSn), and r < t < 1, then, due to relations (4.3) and (4.4),
we have ϕ(r) = P r
t
S [ϕ(t)] = u(rS1, . . . , rSn). Hence, ϕ is bounded on the interval [0, 1). The proof is
complete. 
The following result is needed to solve the Dirichlet extension problem for C∗-harmonic functions.
Theorem 4.4. Let f ∈ B(E) ⊗min C∗(S1, . . . , Sn) and define u : [B(H)n]1 → B(E)⊗min B(H) by
u(X) := PX [f ], X ∈ [B(H)n]1.
Then
(i) u has a continuous extension u˜ to the closed ball [B(H)n]−1 and the map
Φ : B(E)⊗min C∗(S1, . . . , Sn)→ C
(
[B(H)n]−1 , B(E ⊗H)
)
, Φ(f) = u˜,
is a complete linear isometry;
(ii) u has the Poisson mean value property, i.e.,
u(X) = P 1
r
X [u(rS1, . . . , rSn)] for any X ∈ [B(H)n]r and r ∈ (0, 1),
and u(rS1, . . . , rSn) ∈ B(E) ⊗min C∗(S1, . . . , Sn) for r ∈ [0, 1);
(iii) sup
‖X‖=r1
‖u(X)‖ ≤ sup
‖X‖=r2
‖u(X)‖ for 0 ≤ r1 ≤ r2 < 1;
(iv) f = lim
r→1
u(rS1, . . . , rSn) in the operator norm topology and
sup
X∈[B(H)n]1
‖u(X)‖ = sup
‖X‖=1
‖u˜(X)‖ = lim
r→1
‖u(rS1, . . . , rSn)‖
= sup
0≤r<1
‖u(rS1, . . . , rSn)‖ = ‖f‖;
(v) u is a free pluriharmonic function on [B(H)n]1 if and only if f ∈ An(E)∗ +An(E)‖·‖.
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Proof. Similarly to the relation (2.5), one can define u˜ : [B(H)n]−1 → B(E) ⊗min B(H) by
u˜(X) := lim
r→1
PrX [f ], X ∈ [B(H)n]−1 ,
where the limit exists in the operator norm topology. Moreover, we have u˜(X) = u(X) for X ∈ [B(H)n]1.
Now, we prove that u˜ is continuous on [B(H)n]−1 . Let ǫ > 0 and q be a polynomial of the form
(4.5) q = q(S1, . . . , Sn) :=
∑
Cα,β ⊗ SαS∗β , Cα,β ∈ B(E),
such that ‖f − q‖ < ǫ3 . Since u˜(X)− q(X) = limr→1(PrX [f ]−PrX [q]), we deduce that
(4.6) ‖u˜(X)− q(X)‖ ≤ ‖f − q‖ < ǫ
3
for any X ∈ [B(H)n]−1 . Choose δ > 0 such that ‖q(X) − q(Y )‖ < ǫ3 whenever X,Y ∈ [B(H)n]−1 with
‖X − Y ‖ < δ. Consequently,
‖u˜(X)− u˜(Y )‖ ≤ ‖u˜(X)− q(X)‖+ ‖q(X)− q(Y )‖ + ‖q(Y )− u˜(Y )‖ ≤ ǫ
for any X,Y ∈ [B(H)n]−1 with ‖X − Y ‖ < δ. Therefore, u˜ is continuous. Taking into account that H is
infinite dimensional and using the noncommutative von Neumann inequality, relation (4.6) implies
‖f‖ − ǫ
3
≤ ‖q‖ = sup
‖X‖≤1
‖q(X)‖ ≤ ǫ
3
+ ‖u˜(X)‖
for any X ∈ [B(H)n]−1 . Hence, ‖f‖ ≤ sup‖X‖≤1 ‖u˜(X)‖. The reverse inequality is due to the fact that
u˜(X) := limr→1 PrX [f ]. Therefore,
(4.7) ‖f‖ = sup
‖X‖≤1
‖u˜(X)‖ = ‖u˜‖.
Similarly, one can prove that ‖[fij ]m‖ = ‖[u˜ij]m‖ for any matrix [fij ]m ∈Mm(B(E)⊗minC∗(S1, . . . , Sn)),
which proves that the map Φ is a complete isometry. This completes the proof of part (i).
Let us prove (ii). If r ∈ [0, 1) then
u(rS1, . . . , rSn) = (IE ⊗KrS)(f ⊗ IF 2(Hn))(IE ⊗KrS),
where rS := (rS1, . . . , rSn). Let {qm(S1, . . . , Sn)}∞m=1 be a sequence of polynomials of the form (4.5)
such that qm(S1, . . . , Sn)→ f in the operator norm topology. Since
(IE ⊗K∗rS)[qm(S1, . . . , Sn)⊗ IF 2(Hn)](IE ⊗KrS) = qm(rS1, . . . , rSn)
is of the form (4.5), we deduce that u(rS1, . . . , rSn) ∈ B(E)⊗min C∗(S1, . . . , Sn) for any r ∈ [0, 1), and
(4.8) lim
r→1
(IE ⊗K∗rS)(f ⊗ IF 2(Hn))(IE ⊗KrS) = f,
where the convergence is in the operator norm topology. Due to Lemma 2.3, for any X ∈ [B(H)n]r and
r ∈ (0, 1), we have
u(X) = PX [f ] = (P 1
r
X ◦PrS)[f ] = P 1
r
X [u(rS1, . . . , rSn)],
which proves (ii).
To prove (iii), let 0 ≤ r1 < r2 < 1 and set r := r1r2 . Let us prove now that
(4.9) (IE ⊗K∗rS)[u(r2S1, . . . , r2Sn)⊗ IF 2(Hn)](IE ⊗KrS) = u(r1S1, . . . , r1Sn).
Indeed, notice that
(IE ⊗K∗rS)[u(r2S1, . . . , r2Sn)⊗ IF 2(Hn)](IE ⊗KrS)
= (IE ⊗K∗rS)
[
(IE ⊗K∗r2S)(f ⊗ IF 2(Hn))(IE ⊗Kr2S)⊗ IF 2(Hn)
]
(IE ⊗KrS)
= lim
m→∞
(IE ⊗K∗rS)
[
(IE ⊗K∗r2S)(qm(S1, . . . , Sn)⊗ IF 2(Hn))(IE ⊗Kr2S)⊗ IF 2(Hn)
]
(IE ⊗KrS)
= lim
m→∞
(IE ⊗K∗rS)
[
qm(r2S1, . . . , r2Sn)⊗ IF 2(Hn)
]
(IE ⊗KrS) = lim
m→∞
qm(r1S1, . . . , r1Sn)
= lim
m→∞
(IE ⊗K∗r1S) [qm(S1, . . . , Sn)⊗ I] (IE ⊗Kr1S) = (IE ⊗K∗r1S) (f ⊗ I) (IE ⊗Kr1S)
= u(r1S1, . . . , r1Sn),
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which proves our assertion. Since the Poisson kernel KrS is an isometry, relation (4.9) implies
(4.10) ‖u(r1S1, . . . , r1Sn)‖ ≤ ‖u(r2S1, . . . , r2Sn)‖.
Now, let X ∈ B(H)n be such that 0 < ‖X‖ = r < 1. For any polynomial of the form (4.5), we have
(IE ⊗K∗X)(q⊗ IH)(IE ⊗KX) = lim
t→1
(IE ⊗K∗t
r
X)
{[
(IE ⊗K∗rS)(q ⊗ IF 2(Hn))(IE ⊗KrS)
]⊗ IH} (IE ⊗K t
r
X).
Since K t
r
X is an isometry, we obtain
‖(IE ⊗K∗X)(q ⊗ IH)(IE ⊗KX)‖ ≤ ‖(IE ⊗K∗rS)(q ⊗ IF 2(Hn))(IE ⊗KrS)‖.
An approximation of f ∈ B(E)⊗min C∗(S1, . . . , Sn) with polynomials of the form (4.5) leads to
‖(IE ⊗K∗X)(f ⊗ IH)(IE ⊗KX)‖ ≤ ‖(IE ⊗K∗rS)(f ⊗ IF 2(Hn))(IE ⊗KrS)‖,
whence sup
‖X‖=r
‖u(X)‖ ≤ ‖u(rS1, . . . , rSn)‖. On the other hand, since H is infinite dimensional and
‖(rS1, . . . , rSn)‖ = r, it is clear that sup
‖X‖=r
‖u(X)‖ ≥ ‖u(rS1, . . . , rSn)‖. Therefore, sup
‖X‖=r
‖u(X)‖ =
‖u(rS1, . . . , rSn)‖ for any r ∈ [0, 1). Combining this with inequality (4.10), we deduce item (iii).
To prove (iv), notice that, due to (4.8),
(4.11) ‖f‖ = lim
r→1
‖u(rS1, . . . , rSn)‖.
Hence, using relations (4.7), (4.11), and the fact that H is infinite dimensional, we deduce that
lim
r→1
‖u(rS1, . . . , rSn)‖ = sup
0≤r<1
‖u(rS1, . . . , rSn)‖ = sup
‖X‖≤1
‖u˜(X)‖ = ‖f‖.
Now, due to the continuity of u˜, we deduce item (iv). Item (v) follows from (i) and Theorem 4.1. This
completes the proof. 
Now, we can solve the following Dirichlet extension problem for C∗-harmonic functions on the non-
commutative ball [B(H)n]1.
Theorem 4.5. If u : [B(H)n]1 → B(E) ⊗min B(H), then the following statements are equivalent:
(i) u is a C∗-harmonic function which has a continuous extension to [B(H)n]−1 ;
(ii) there exists g in B(E)⊗min C∗(S1, . . . , Sn) such that
u(Y ) = PY [g] for any Y ∈ [B(H)n]1;
(iii) there exists a continuous function ϕ : [0, 1]→ B(E)⊗min C∗(S1, . . . , Sn) such that
ϕ(r) = P r
t
S [ϕ(t)] for 0 ≤ r < t ≤ 1
and u has the Poisson mean value property with respect to ϕ, i.e.,
u(X) = P 1
r
X [ϕ(r)] for X ∈ [B(H)n]r and r ∈ (0, 1].
Proof. The implication (ii) =⇒ (iii) follows from Theorem 4.4 and Lemma 2.3, if we define the mapping
ϕ : [0, 1] → B(E) ⊗min C∗(S1, . . . , Sn) by setting ϕ(r) := u(rS1, . . . , rSn) = PrS [f ] for r ∈ [0, 1) and
ϕ(1) := limr→1 u(rS1, . . . , rSn). Conversely, assume that (iii) holds. Setting g := ϕ(1), we have ϕ(r) =
PrS[g] for r ∈ [0, 1) and, due to Lemma 2.3,
u(X) = P 1
r
X [ϕ(r)] = P 1
r
X(PrS [g]) = PX [g]
for any X ∈ [B(H)n]r and r ∈ (0, 1). Therefore, item (ii) holds.
The implication (ii) =⇒ (i) follows from Theorem 4.4 and the implication (ii) =⇒ (iii). It remains
to prove that (i) =⇒ (ii). To this end, assume that (i) holds. Then there exists a function ϕ : [0, 1)→
B(E) ⊗min C∗(S1, . . . , Sn) such that ϕ(r) = P r
t
S [ϕ(t)] for 0 ≤ r < t < 1, and u(X) := P 1
t
X [ϕ(t)] for
X ∈ [B(H)n]t and t ∈ (0, 1). Consequently, if 0 ≤ r < t and X = (rS1, . . . , rSn), we deduce that
u(rS1, . . . , rSn) = P r
t
S [ϕ(t)] = ϕ(r).
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Since u has a continuous extension to the closed ball [B(F 2(Hn)
n]−1 , we deduce that g := limr→1 ϕ(r)
exists in the norm topology and it is in B(E) ⊗min C∗(S1, . . . , Sn). Let X ∈ [B(H)n]1 and let t ∈ (0, 1)
be such that X ∈ [B(H)n]r. Note that
‖u(X)−PX [g]‖ =
∥∥∥P 1
r
X [ϕ(r)] −PX [g]
∥∥∥ ≤ ∥∥∥P 1
r
X [ϕ(r) − g]
∥∥∥+ ∥∥∥P 1
r
X [g]−PX [g]
∥∥∥
≤ ‖ϕ(r) − g‖+
∥∥∥P 1
r
X [g]−PX [g]
∥∥∥ .
Using the continuity of the noncommutative Berezin transform (see Theorem 2.1 part (ii)) and taking
r→ 1, we conclude that u(X) = PX [g], which proves item (ii). The proof is complete. 
A consequence of Theorem 4.4 and Theorem 4.5 is the following version of the maximum principle for
C∗-harmonic functions.
Corollary 4.6. Let u be a C∗-harmonic function on [B(H)n]1 with operator-valued coefficients and let
r ∈ [0, 1). Then
sup
‖X‖≤r
‖u(X)‖ = sup
‖X‖=r
‖u(X)‖ = ‖u(rS1, . . . , rSn)‖.
Moreover, if 0 ≤ r1 ≤ r2 < 1, then sup
‖X‖=r1
‖u(X)‖ ≤ sup
‖X‖=r2
‖u(X)‖.
5. Noncommutative transforms: Fantappie`, Herglotz, and Poisson
In this section, we introduce noncommutative versions of Fantappie`, Herglotz, and Poisson transforms
associated with completely bounded maps on the operator system R∗n +Rn (or B(F 2(Hn))), where Rn
is the noncommutative disc algebra generated by the right creation operators R1, . . . , Rn on F
2(Hn) and
the identity. These transforms are used to obtain characterizations for the set of all free holomorphic
functions with positive real parts, and to study the geometric structure of the free pluriharmonic functions
on [B(H)n]1.
Consider the operator space R∗n +Rn and regard Mm(R∗n +Rn) as a subspace of Mm(B(F 2(Hn))).
Let Mm(R∗n + Rn) have the norm structure that it inherits from the (unique) norm structure on the
C∗-algebraMm(B(F
2(Hn))). Let µ : R∗n+Rn → B(E) be a completely bounded linear map. Then there
exists a completely bounded linear map
µ˜ := µ⊗ I : (R∗n +Rn)⊗min B(H)→ B(E)⊗min B(H)
such that µ˜(f ⊗ Y ) = µ(f) ⊗ Y for f ∈ R∗n +Rn and Y ∈ B(H). Moreover, ‖µ˜‖cb = ‖µ‖cb and, if µ is
completely positive, then so is µ˜.
We introduce the noncommutative Fantappie` transform of a completely bounded linear map µ :
R∗n +Rn → B(E) to be the map Fµ : [B(H)n]1 → B(E) ⊗min B(H) defined by
(Fµ)(X1, . . . , Xn) := µ˜[(I −R∗1 ⊗X1 − · · · −R∗n ⊗Xn)−1]
for (X1, . . . , Xn) ∈ [B(H)n]1. Notice that the noncommutative Fantappie` transform is a linear map and
Fµ is a free holomorphic function in the open unit ball [B(H)n]1 with coefficients in B(E).
If µ is a completely positive linear map on the operator systemR∗n+Rn, we define the noncommutative
Herglotz transform Hµ : [B(H)n]1 → B(E) ⊗min B(H) by
(Hµ)(X1, . . . , Xn) := µ˜[2(I −R∗1 ⊗X1 − · · · −R∗n ⊗Xn)−1 − I].
We introduce now the noncommutative Poisson transform of a completely bounded linear map µ :
R∗n +Rn → B(E) to be the map Pµ : [B(H)n]1 → B(E)⊗min B(H) defined by
(Pµ)(X1, . . . , Xn) := µ˜[P (R,X)], X := (X1, . . . , Xn) ∈ [B(H)n]1,
where the free pluriharmonic Poisson kernel P (R,X) is defined by
(5.1) P (R,X) :=
∞∑
k=1
∑
|α|=k
Reα ⊗X∗α + I +
∞∑
k=1
∑
|α|=k
R∗eα ⊗Xα,
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where the convergence is in the operator norm topology of B(F 2(Hn)⊗H) and R := (R1, . . . , Rn) is the
n-tuple of right creation operators. Due to the continuity of µ˜ in the operator norm and Proposition 2.2,
the Poisson transform Pµ is a free pluriharmonic function on [B(H)n]1 with coefficients in B(E).
Proposition 5.1. Let µ : R∗n + Rn → B(E) be a completely bounded linear map. The following
statements hold.
(i) The map X 7→ P (R,X) is a positive pluriharmonic function on [B(H)n]1 with coefficients in
B(F 2(Hn)) and has the factorization P (X,R) = B
∗
XBX , X ∈ [B(H)n]1, where
BX := (I ⊗∆X)(I −R1 ⊗X∗1 − · · · −Rn ⊗X∗n)−1
and ∆X := (I −X1X∗1 − · · · −XnX∗n)1/2.
(ii) The Poisson transform Pµ coincides with the Berezin transform Bµ(I, · ).
(iii) If µ is a positive linear map, then Pµ is positive on [B(H)n]1.
Proof. Denote RX := R1 ⊗X∗1 + · · ·+Rn ⊗X∗n. Since R∗iRj = δijI, i, j = 1, . . . , n, and using (5.1), we
have
P (R,X) = (I −RX)−1 − I + (I −R∗X)−1
= (I −R∗X)−1 [I −RX − (I −R∗X)(I −RX) + I −R∗X ] (I −RX)−1
= (I −R∗X)−1 [I ⊗ (I −X1X∗1 − · · · −XnX∗n)] (I −RX)−1 = B∗XBX .
Consequently, P (R,X) ≥ 0 for any X ∈ [B(H)n]1. Using now the definition of the Berezin transform
Bµ(I, · ), we have
Bµ(I,X) = µ˜(B∗XBX) = µ˜(P (R,X)) = (Pµ)(X),
which proves our assertion. Part (iii) is now obvious. 
We need a few notations. Assume that H is an infinite dimensional Hilbert space. We denote by
M+(B(H)n1 ) the set of all free holomorphic functions on the noncommutative ball [B(H)n]1 with coef-
ficients in B(E), that can be represented as noncommutative Herglotz transforms of completely positive
linear maps µ : R∗n+Rn → B(E), up to a constant, that is, an operator of the form iImA⊗I, A ∈ B(E).
The set of all free holomorphic functions u on [B(H)n]1 with positive real part, i.e., Reu(X1, . . . , Xn) ≥ 0
for any (X1, . . . , Xn) ∈ [B(H)n]1, is denoted by Hol+(B(H)n1 ).
An operator-valued positive semidefinite kernel on the free semigroup F+n is a mapK : F
+
n×F+n → B(E)
with the property that for each k ∈ N, for each choice of vectors h1, . . . , hk in E , and σ1, . . . , σk in Σ the
inequality
k∑
i,j=1
〈K(σi, σj)hj , hi〉 ≥ 0 holds. Such a kernel is called multi-Toeplitz if it has the following
properties: K(g0, g0) = IE , (g0 is the neutral element in F
+
n ) and
K(σ, ω) =

K(σ\lω, g0) if σ >l ω
K(g0, ω\lσ) if ω >l σ
0 otherwise
(see Section 1 for notations). We denote by S+(B(H)n1 ) the positive Schur class of free holomorphic
functions φ on [B(H)n]1 with coefficients in B(E) such that the kernel Kφ : F+n × F+n → B(E) defined by
(5.2) Kφ(α, β) :=

A∗
(β˜\lα)
if β >l α
A(0) +A
∗
(0) if α = β
A
(α˜\lβ)
if α >l β
0 otherwise,
is positive semi-definite, where γ˜ is the reverse of γ ∈ F+n and φ has the representation φ(X1, . . . , Xn) =∑∞
k=0
∑
|α|=k A(α) ⊗Xα.
The main result of this section is the following.
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Theorem 5.2. Hol+(B(H)n1 ) = S+(B(H)n1 ) =M+(B(H)n1 ).
Proof. Let f be in Hol(B(H)n1 ) and have the representation f(X1, . . . , Xn) :=
∑∞
k=0
∑
|α|=k A(α) ⊗Xα.
For each r ∈ [0, 1), define the multi-Toeplitz operator (with respect to S1, . . . , Sn)
(5.3) Ar :=
∞∑
k=1
∑
|α|=k
1
2
A∗(α) ⊗ r|α|R∗α +
1
2
(A(0) +A
∗
(0))⊗ I +
∞∑
k=1
∑
|α|=k
1
2
A(α) ⊗ r|α|Rα.
Due to the properties of the Poisson transform and the fact that H is infinite dimensional, we can
prove that Re f(X1, . . . , Xn) ≥ 0 on [B(H)n]1 if and only if Ar ≥ 0 for any r ∈ [0, 1). Indeed, for
each X := (X1, . . . , Xn) ∈ [B(H)n]1, let r ∈ [0, 1) such that ‖X‖ < r. Then, due to Theorem 2.4, we
have Re f(X1, . . . , Xn) = P 1
r
X [Ar]. Consequently, if Ar ≥ 0, then Re f(X1, . . . , Xn) ≥ 0. The other
implication is obvious due to the fact that H is infinite dimensional.
Now, we prove that Hol+(B(H)n1 ) ⊆ S+(B(H)n1 ). Assume that f is in Hol+(B(H)n1 ) and define, for
each r ∈ [0, 1), the kernel Kf,r : F+n × F+n → B(E) by
(5.4) Kf,r(α, β) :=

1
2r
|β\lα|A∗
(β˜\lα)
if β >l α
1
2 (A(0) +A
∗
(0)) if α = β
1
2r
|α\lβ|A
(α˜\lβ)
if α >l β
0 otherwise.
Note that if {hβ}|β|≤q ⊂ E , then〈 ∞∑
k=1
∑
|α|=k
A(α) ⊗ r|α|Rα
∑
|β|≤q
hβ ⊗ eβ
 , ∑
|γ|≤q
hγ ⊗ eγ
〉
=
∞∑
k=1
∑
|α|=k
〈∑
|β|≤q
A(α)hβ ⊗ r|α|Rαeβ ,
∑
|γ|≤q
hγ ⊗ eγ
〉
=
∑
α∈F+n \{g0}
∑
|β|,|γ|≤q
r|α|
〈
A(α)hβ , hγ
〉 〈eβα˜, eγ〉
=
∑
γ>β; |β|,|γ|≤q
r|γ\β|
〈
A
(gγ\β)
hβ, hγ
〉
=
∑
γ>β; |β|,|γ|≤q
2 〈Kf,r(γ, β)hβ , hγ〉 .
Similar calculations reveal that〈 ∞∑
k=1
∑
|α|=k
A∗(α) ⊗ r|α|R∗α
 ∑
|β|≤q
hβ ⊗ eβ
 , ∑
|γ|≤q
hγ ⊗ eγ
〉
=
∑
β>γ; |β|,|γ|≤q
2 〈Kf,r(γ, β)hβ , hγ〉 .
Therefore, we obtain〈
Ar
∑
|β|≤q
hβ ⊗ eβ
 , ∑
|γ|≤q
hγ ⊗ eγ
〉
=
∑
|β|,|γ|≤q
〈Kf,r(γ, β)hβ , hγ〉 ,
where the operator Ar is defined by relation (5.3) and Kf,r is defined by (5.4). Since Ar ≥ 0 for r ∈ [0, 1),
we deduce that [Kf,r(α, β)]|α|,|β|≤q ≥ 0 for any r ∈ [0, 1). Taking r → 1, we obtain [Kf,1(α, β)]|α|,|β|≤q ≥
0. Therefore, f ∈ S+(B(H)n1 ).
Now, we prove that S+(B(H)n1 ) ⊆M+(B(H)n1 ). Assume that f ∈ S+(B(H)n1 ). Since the kernel Kf,1
is positive semidefinite, so is the kernel Kǫ,f,1, ǫ > 0, defined by
Kǫ,f,1(α, β) := (D0 + ǫI)
−1/2 [Kf,1(α, β) + ǫδαβI] (D0 + ǫI)
−1/2, α, β ∈ F+n ,
where D0 :=
1
2 (A(0) + A
∗
(0)). Now, since Kǫ,f,1 is a positive semidefinite multi-Toeplitz kernel which is
normalized, i.e., Kǫ,f,1(g0, g0) = I, we can apply Theorem 3.1 of [29] and deduce that there is a completely
positive linear map µǫ : C
∗(R1, . . . , Rn)→ B(E) such that µǫ(Rα) = Kǫ,f,1(g0, α), α ∈ F+n . The linear
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map νǫ : C
∗(R1, . . . , Rn)→ B(E) defined by νǫ(g) = (D0+ ǫI)1/2µǫ(g)(D0+ ǫI)1/2 is completely positive
and has the property that
νǫ(Rα) =
1
2
A∗(eα) if |α| ≥ 1 and νǫ(I) =
1
2
(A(0) +A
∗
(0)) + ǫI.
Setting µ(Rα) :=
1
2A
∗
(eα) if |α| ≥ 1, and µ(I) = 12 (A(0) +A∗(0)), one can easily see that
νǫ(g) = µ(g) + ǫ 〈g(1), 1〉 I for g ∈ C∗(R1, . . . , Rn).
Since νǫ(g) → µ(g), as ǫ → 0, we deduce that µ is a completely positive linear map. Now, using the
definition of the noncommutative Herglotz transform, we have
(Hµ)(X1, . . . , Xn) = 2(Fµ)(X1, . . . , Xn)− µ(I)⊗ I
=
∞∑
k=0
∑
|α|=k
A(α) ⊗Xα +
(
A∗(0) −A(0)
2
)
I
= f(X1, . . . , Xn)− i(Im f(0))⊗ I.
Therefore, f ∈M+(B(H)n1 ).
Let us prove now that M+(B(H)n1 ) ⊆ Hol+(B(H)n1 ). To this end, assume that ϕ = Hµ for some
completely positive linear map µ : C∗(R1, . . . , Rn)→ B(E). Notice that
1
2
(ϕ(X1, . . . , Xn) + ϕ(X1, . . . , Xn)
∗)
= µ˜
[
(I −R1 ⊗X∗1 − · · · −Rn ⊗X∗n)−1 − I + (I −R∗1 ⊗X1 − · · · −R∗n ⊗Xn)−1
]
= µ˜[P (R,X)],
where P (R,X) is defined by (5.1). Applying Proposition 5.1, we deduce that Reϕ ≥ 0. This completes
the proof. 
As a consequence of Theorem 5.2 (see also the proof), we obtain the following noncommutative
Herglotz-Riesz representation for free holomorphic functions with positive real parts on the noncom-
mutative ball [B(H)n]1.
Theorem 5.3. Let f : [B(H)n]1 → B(E) ⊗min B(H) be a free holomorphic function with Re f ≥ 0 on
[B(H)n]1. Then
f(X1, . . . , Xn) = µ˜[2(I −R∗1 ⊗X1 − · · · −R∗n ⊗Xn)−1 − I] + i(Im f(0))⊗ I
for some completely positive linear map µ on the Cuntz-Toeplitz algebra C∗(R1, . . . , Rn).
Proof. Use the proof of Theorem 5.2 and apply Arveson’s extension theorem [1]. 
The following result is a Naimark ([19]) type theorem concerning the geometric structure ofHol+(B(H)n1 ).
Theorem 5.4. A free holomorphic function f on [B(H)n]1 with coefficients in B(E) has positive real
part if and only if there exists an n-tuple of isometries (V1, . . . , Vn) on a Hilbert space K, with orthogonal
ranges, and a bounded operator W : E → K such that
f(X1, . . . , Xn) = (W
∗ ⊗ I) [2(I − V ∗1 ⊗X1 − · · · − V ∗n ⊗Xn)−1 − I] (W ⊗ I) + i(Im f(0))⊗ I.
Proof. According to Theorem 5.2, f is in Hol+(B(H)n1 ) if and only if it has the representation
(5.5) f(X1, . . . , Xn) = µ˜[2(I −R∗1 ⊗X1 − · · · −R∗n ⊗Xn)−1 − I] + i(Imf(0))⊗ I
for some completely positive linear map µ on the Cuntz-Toeplitz algebra C∗(R1, . . . , Rn) with values
in B(E). On the other hand, due to Stinespring’s representation theorem (see [43]), µ is a completely
positive linear map on C∗(R1, . . . , Rn) if and only if there is a Hilbert space K, a ∗-representation
π : C∗(R1, . . . , Rn)→ B(K), and a bounded operator W : E → K with ‖µ(I)‖ = ‖W‖2 such that µ(g) =
W ∗π(g)W , g ∈ C∗(R1, . . . , Rn). Notice that Vi := π(Ri), i = 1, . . . , n, are isometries with orthogonal
ranges, and any ∗-representation of C∗(R1, . . . , Rn) is generated by n isometries with orthogonal ranges.
Hence and using (5.5), we find the required form for f . This completes the proof. 
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Corollary 5.5. The map µ 7→ Pµ is a linear and one-to-one correspondence between the space of
all completely positive linear maps on the operator system R∗n + Rn and the space of all positive free
pluriharmonic functions on the open noncommutative ball [B(H)n]1. In particular, any positive free
pluriharmonic function on [B(H)n]1 is the Poisson transform of a completely positive linear map on the
Cuntz-Toeplitz algebra C∗(R1, . . . , Rn).
Proof. The first part follows from Theorem 5.2 (see the proof) and the fact that any positive free pluri-
harmonic function has the form Re f for some free holomorphic function f . The second part is also due
to Theorem 5.2 and Arveson’s extension theorem. 
Corollary 5.6. A free pluriharmonic function h on [B(H)n]1 with coefficients in B(E) is positive if and
only if there exists an n-tuple of isometries (V1, . . . , Vn) on a Hilbert space K, with orthogonal ranges,
and a bounded operator W : E → K such that
h(X1, . . . , Xn) = (W
∗ ⊗ I) [BX(V1, . . . , Vn)∗BX(V1, . . . , Vn)] (W ⊗ I),
where BX(V1, . . . , Vn) := (I ⊗∆X)(I − V1 ⊗X∗1 − · · · − Vn ⊗X∗n)−1.
Proof. By Corollary 5.5, h is a positive free pluriharmonic function if and only if there is a completely
positive map µ : C∗(R1, . . . , Rn)→ B(E) such that h = Pµ. Using Proposition 5.1, we deduce that
h(X1, . . . , Xn) = µ˜(B
∗
XBX), X := (X1, . . . , Xn) ∈ [B(H)n]1,
where BX is defined by (2.2). Now, the proof is similar to the proof of Theorem 5.4. 
Using Theorem 5.2, we can recast some of the results from [27] and [37] to our setting. More pre-
cisely, we can deduce the following Feje´r type factorization result and Feje´r and Egerva´ry-Sza´zs type
inequalities (see [14], [15]) for the moments of a positive linear functional on the Cuntz-Toeplitz algebra
C∗(R1, . . . , Rn).
Theorem 5.7. Let µ : C∗(R1, . . . , Rn) → C be a positive linear functional with µ(Rα) = 0 for any
α ∈ F+n , |α| ≥ m. Then
(i) there exists a polynomial p(S1, . . . , Sn) in the noncommutative disc algebra An such that
(Pµ)(X) = PX [p(S1, . . . , Sn)∗p(S1, . . . , Sn)⊗ IH], X ∈ [B(H)n]1.
(ii) ∑
|α|=k
|µ(Rα)|2
1/2 ≤ µ(I) cos π[m−1
k
]
+ 2
for 1 ≤ k ≤ m− 1, where [x] denotes the integer part of x.
Proof. Since µ is a positive linear functional, Corollary 5.5 shows that the Poisson transform Pµ is a
positive free pluriharmonic function on [B(H)n]1. Taking into account that µ(Rα) = 0 for any α ∈ F+n ,
|α| ≥ m, we have
(Pµ)(X1, . . . , Xn) =
∑
1≤|α|≤m−1
a¯αX
∗
α + a0 +
∑
1≤|α|≤m−1
aαXα,
where a0 = µ(I) and aα = µ(R
∗
eα) for 1 ≤ |α| ≤ m − 1. Notice that q(S∗, S) := (Pµ)(S1, . . . , Sn) is a
positive multi-Toeplitz operator with respect to the right creation operators. The Feje´r type factorization
theorem from [27] implies the existence of a polynomial p(S1, . . . , Sn) such that
q(S∗, S) = p(S1, . . . , Sn)
∗p(S1, . . . , Sn).
On the other hand, using the noncommutative Poisson transform PX , we have
(Pµ)(X1, . . . , Xn) = PX [q(S∗, S)⊗ IH], X := (X1, . . . , Xn) ∈ [B(H)n]1.
Combining these equalities we deduce part (i). Part (ii) follows from Theorem 8.3 from [37] applied to
the positive multi-Toeplitz operator q(S∗, S). The proof is complete. 
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6. The Banach space Har1(B(H)n1 )
In this section we characterize those free pluriharmonic function which are noncommutative Poisson
transforms of completely bounded linear maps on the operator system R∗n +Rn, and those self-adjoint
free pluriharmonic functions which admit Jordan type decompositions.
Throughout this section, we assume that E is a separable Hilbert space. Let h be a free pluriharmonic
function on the noncommutative ball [B(H)n]1 with operator-valued coefficients in B(E), and let τ :
B(F 2(Hn)) → C be the bounded linear functional defined by τ(f) = 〈f(1), 1〉. The radial function
associated with h,
[0, 1) ∋ r 7→ h(rR1, . . . , rRn) ∈ Rn(E)∗ +Rn(E),
generates a family {νh,r}r∈[0,1) of completely bounded linear maps νh,r : R∗n + Rn → B(E) uniquely
determined by the equations
νh,r(R
∗
eα) := (id⊗ τ) [(I ⊗R∗α)h(rR1, . . . , rRn)] , α ∈ F+n ,
νh,r(Reα) := (id⊗ τ) [h(rR1, . . . , rRn)(I ⊗Rα)] , α ∈ F+n \{g0}.
Indeed, let q be a polynomial of the form
(6.1) q :=
∑
1≤|α|≤m
cαR
∗
eα +
∑
|α|≤m
dαReα, cα, dα ∈ C,
and notice that
νh,r(q) = (id⊗ τ)
I ⊗ ∑
1≤|α|≤m
cαR
∗
α
 h(rR1, . . . , rRn)
+ (id⊗ τ)
h(rR1, . . . , rRn)
I ⊗ ∑
|α|≤m
dαRα

= (id⊗ τ) [(I ⊗ q)h(rR1, . . . , rRn)]− (id⊗ τ)[d0h(rR1, . . . , rRn)] + (id⊗ τ) [h(rR1, . . . , rRn)(I ⊗ q)] .
Hence, we deduce that
‖νh,r(q)‖ ≤ (2‖q‖+ |d0|)‖h(rR1, . . . , rRn)‖ ≤ 3‖q‖‖h(rR1, . . . , rRn)‖.
Since R∗n+Rn is the norm closure of polynomials of the form (6.1) and passing to matrices over R∗n+Rn,
one can deduce that
‖[νh,r(fij)]k‖ ≤ 3‖[fij]k‖‖h(rR1, . . . , rRn)‖ for any [fij ]k ∈Mk(R∗n +Rn), k ∈ N.
Consequently, νh,r is a completely bounded map for each r ∈ [0, 1).
Lemma 6.1. Let µ : R∗n +Rn → B(E) be a completely bounded linear map. For each r ∈ [0, 1], define
the linear map µr : R∗n +Rn → B(E) by
µr(Rα) := r
|α|µ(Rα), α ∈ F+n , and µr(R∗α) := r|α|µ(R∗α), α ∈ F+n \{g0}.
Then
(i) µr is a completely bounded linear map;
(ii) µr(f)→ µ(f) in the operator topology, as r → 1;
(iii) ‖µ‖cb = sup
0≤r<1
‖µr‖cb = lim
r→1
‖µr‖cb.
Proof. Using the noncommutative von Neumann inequality, one can prove that ‖µr1‖ ≤ ‖µr2‖ for 0 ≤
r1 < r2 ≤ 1. Indeed, if p(R1, . . . , Rn) and q(R1, . . . , Rn) are polynomials in Rn, then we have
‖µr1(q(R1, . . . , Rn)∗ + p(R1, . . . , Rn))‖ = ‖µ(q(r1R1, . . . , r1Rn)∗ + p(r1R1, . . . , r1Rn))‖
=
∥∥∥∥µr2 (q(r1r2R1, . . . , r1r2Rn
)∗
+ p
(
r1
r2
R1, . . . ,
r1
r2
Rn
))∥∥∥∥
≤ ‖µr2‖‖q(R1, . . . , Rn)∗ + p(R1, . . . , Rn))‖,
which proves our assertion. In particular, we have ‖µr‖ ≤ ‖µ‖ for any r ∈ [0, 1). Similarly, passing to
matrices over R∗n +Rn, one can show that ‖µr1‖cb ≤ ‖µr2‖cb if 0 ≤ r1 < r2 ≤ 1, and ‖µr‖cb ≤ ‖µ‖cb for
any r ∈ [0, 1). An approximation argument shows that µr(A)→ µ(A) in the operator norm topology, as
r → 1, for any A ∈ R∗n +Rn. Now, one can easily see that ‖µ‖cb = sup0≤r<1 ‖µr‖cb. Hence and using
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the fact that the function r 7→ ‖µr‖cb is increasing, we deduce that the limit limr→1 ‖µr‖cb exists and it
is equal to ‖µ‖cb. This completes the proof. 
Theorem 6.2. Let h be a free pluriharmonic function on [B(H)n]1 with operator-valued coefficients in
B(E). Then the following statements are equivalent:
(i) there exists a completely bounded linear map µ : C∗(R1, . . . , Rn)→ B(E) such that h = Pµ;
(ii) the completely bounded linear maps {νh,r}r∈[0,1), associate with the radial function of h, are
uniformly bounded, i.e., sup
0≤r<1
‖νh,r‖cb <∞;
(iii) there exist positive free pluriharmonic functions h1, h2, h3, h4 on [B(H)n]1 with coefficients in
B(E) such that
h = (h1 − h2) + i(h3 − h4).
Proof. Assume that (i) holds. Since h and Pµ are free holomorphic functions on [B(H)n]1, we deduce
that h has the representation
h(X1, . . . , Xn) =
∞∑
k=0
∑
|α|=k
B(α) ⊗X∗α +A(0) ⊗ I +
∞∑
k=0
∑
|α|=k
A(α) ⊗Xα,
where A(α) := µ(R
∗
(eα)), α ∈ F+n , and B(α) := µ(R(eα)), α ∈ F+n \{g0}. Notice that νh,r(Rα) = r|α|µ(Rα),
α ∈ F+n , and νh,r(R∗α) = r|α|µ(R∗α), α ∈ F+n \{g0}. Applying Lemma 6.1 to {νh,r}, we deduce item (ii).
Now, we prove the implication (ii) =⇒ (i). To this end, assume that h is a free pluriharmonic
function on [B(H)n]1 with coefficients in B(E) and condition (ii) holds. Let {fj} be a countable dense
subset of R∗n +Rn (for instance, consider all “noncommutative trigonometric polynomials” of the form∑
|α|≤m cαR
∗
α+
∑
|α|≤m dαRα, whose coefficients lie in some countable dense subset of the complex plane).
For each j, we have ‖νh,r(fj)‖ ≤M‖fj‖ for any r ∈ [0, 1), where M := sup0≤r<1 ‖νh,r‖cb.
Due to Banach-Alaoglu theorem, the ball [B(E)]−M is compact in the w∗-topology. Since E is a separable
Hilbert space, [B(E)]−M is a metric space in the w∗-topology which coincides with the weak operator
topology on [B(E)]−M . Consequently, the diagonal process guarantees the existence of a sequence {rm}∞m=1
such that rm → 1 and WOT-limm→1 νh,rm(fj) exists for each fj . Fix f ∈ R∗n+Rn and x, y ∈ E and let us
prove that {〈νh,rm(f)x, y〉}∞m=1 is a Cauchy sequence. Let ǫ > 0 and choose fj so that ‖fj−f‖ < ǫ3M‖x‖‖y‖ .
Now, we choose N so that | 〈(νh,rm(fj)− νh,rk(fj))x, y〉 | < ǫ3 for any m, k > N. Due to the fact that
| 〈(νh,rm(f)− νh,rk(f))x, y〉 | ≤ | 〈(νh,rm(f − fj)x, y〉 |+ | 〈(νh,rm(fj)− νh,rk(fj))x, y〉 |
+ | 〈νh,rk(fj − f)x, y〉 |
≤ 2M‖x‖‖y‖‖f − fj‖+ | 〈(νh,rm(fj)− νh,rk(fj))x, y〉 |
we deduce that | 〈(νh,rm(f)− νh,rk(f))x, y〉 | < ǫ for m, k > N . Therefore, we deduce that b(x, y) :=
limm→∞ 〈νh,rm(f)x, y〉 exists for any x, y ∈ E and defines a functional b : E × E → C which is linear in
the first variable and conjugate linear in the second. Moreover, we have |b(x, y)| ≤M‖f‖‖x‖‖y‖ for any
x, y ∈ E . Due to Riesz representation theorem, there exists a unique bounded linear operator B(E), which
we denote by ν(f), such that b(x, y) = 〈ν(f)x, y〉 for x, y ∈ E . Therefore, ν(f) = WOT- limrm→1 νh,rm(f)
for any f ∈ R∗n +Rn, and ‖ν(f)‖ ≤ M‖f‖. Notice that ν : R∗n +Rn → B(E) is a bounded linear map
with ‖ν‖ ≤ M . Moreover, ν is a completely bounded map. Indeed, if [fij ]m is an m ×m matrix over
R∗n+Rn, then [ν(fij)]m = WOT- limrk→1[νh,rk(fij)]m. Hence, ‖[ν(fij)]m‖ ≤M ‖[fij ]m‖ for all m, and so
‖ν‖cb ≤M . Notice that, in particular, we have ν(R∗eα) = A(α), α ∈ F+n , and ν(Reα) = B(α), α ∈ F+n \{g0},
where {A(α)} and {B(α)} are the coefficients of h. According to Wittstok’s extension theorem [47], there
exists a completely bounded linear map µ : C∗(R1, . . . , Rn)→ C such that µ(R∗eα) = A(α), α ∈ F+n , and
µ(Reα) = B(α), α ∈ F+n \{g0} and such that ‖µ‖ = ‖ν‖. Consequently, h = Pµ and item (ii) holds.
To prove the implication (i) =⇒ (iii), we apply Wittstock’s decomposition theorem [46] to the com-
pletely bounded linear map µ : C∗(R1, . . . , Rn)→ B(E). Thus µ has a decomposition of the form
µ = (µ1 − µ2) + i(µ3 − µ4)
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where µ1, µ2, µ3, µ4 are completely positive linear maps on C
∗(R1, . . . , Rn) with values in B(E). Due to
the linearity of the noncommutative Poisson transform, we have h = (Pµ1−Pµ2)+ i(Pµ3−Pµ4). Since
(Pµj)(X) = µ˜j [P (R,X)], j = 1, . . . , 4 and, due to Proposition 5.1, P (R,X) ≥ 0 for X ∈ [B(H)n]1, we
deduce that Pµj , j = 1, . . . , 4, are positive free pluriharmonic functions. Hence we deduce (iii).
It remains to show that (iii) =⇒ (i). To this end, we assume that (iii) holds. Applying Corollary 5.5
to the positive free holomorphic functions h1, h2, h3, h4, we find µ1, µ2, µ3, µ4, some completely positive
linear maps on C∗(R1, . . . , Rn) with values in B(E), such that hs = Pµs for s = 1, . . . , 4. Setting
µ := (µ1 − µ2) + i(µ3 − µ4) and using item (iii), we deduce that h = Pµ. This completes the proof. 
We remark that, due to Theorem 6.2, the map µ 7→ Pµ is a linear one-to-one correspondence between
the set of all completely bounded linear maps on R∗n +Rn and the set
{(u1 − u2) + i(u3 − u4) : uj ≥ 0, uj ∈ Har(B(H)n1 )}.
Using again Theorem 6.2 and the Jordan type decomposition for selfadjoint completely bounded linear
maps on C∗-algebras (see [20]), one can easily deduce the following result.
Corollary 6.3. Let u be a selfadjoint free pluriharmonic function on [B(H)n]1 with coefficients in B(E).
Then the following statements are equivalent:
(i) u admits a Jordan decomposition u = u+− u−, where u+ and u− are positive free pluriharmonic
functions on [B(H)n]1;
(ii) the selfadjoint completely bounded linear maps {νh,r}r∈[0,1), associate with the radial function of
h, are uniformly bounded, i.e., sup
0≤r<1
‖νh,r‖cb <∞;
(iii) there exists a selfadjoint completely bounded linear map µ : C∗(R1, . . . , Rn) → B(E) such that
h = Pµ.
Moreover, one can choose u+ = Pµ+ and u− = Pµ−, where µ = µ+−µ− is the Jordan decomposition
of µ, i.e., µ+, µ− ≥ 0 and ‖µ‖ = ‖µ+‖+ ‖µ−‖.
The map µ 7→ Pµ is a linear one-to-one correspondence between the set of all selfadjoint completely
bounded linear maps on R∗n +Rn and the set {u1 − u2 : uj ≥ 0, uj ∈ Har(B(H)n1 )}.
We introduce now the space Har1(B(H)n1 ) of all free pluriharmonic functions h on [B(H)n]1 with
coefficients in B(E) such that sup0≤r<1 ‖νh,r‖ < ∞ and define ‖h‖1 := sup0≤r<1 ‖νh,r‖. It is easy to
see that ‖ · ‖1 is a norm on Har1(B(H)n1 ). Denote by CB (R∗n +Rn, B(E)) the space of all completely
bounded linear maps from R∗n +Rn to B(E).
Theorem 6.4.
(
Har1(B(H)n1 ), ‖ · ‖1
)
is a Banach space which can be identified with the Banach space
CB(R∗n +Rn, B(E)). Moreover, the following statements are equivalent:
(i) h is in Har1(B(H)n1 );
(ii) there is a unique completely bounded linear map µh : R∗n +Rn → B(E) such that h = Pµh;
(iii) there exists an n-tuple of isometries (V1, . . . , Vn) on a Hilbert space K, with orthogonal ranges,
and bounded operators Wi : E → K, i = 1, 2, such that
h(X1, . . . , Xn) = (W
∗
1 ⊗ I) [BX(V1, . . . , Vn)∗BX(V1, . . . , Vn)] (W2 ⊗ I),
where BX(V1, . . . , Vn) := (I ⊗∆X)(I − V1 ⊗X∗1 − · · · − Vn ⊗X∗n)−1.
Proof. Define the map Ψ : CB (R∗n +Rn, B(E)) → Har1(B(H)n1 ) by Ψ(µ) := Pµ. To prove injectivity
of Ψ, let µ1, µ2 be in CB (R∗n +Rn, B(E)) such that Ψ(µ1) = Ψ(µ2). Then, due to the uniqueness of
the representation of a free pluriharmonic function and the definition of the noncommutative Poisson
transform of a completely bounded map on R∗n +Rn, we deduce that µ1(Rα) = µ2(Rα), α ∈ F+n , and
µ1(R
∗
α) = µ2(R
∗
α), α ∈ F+n \{g0}. Hence, we have µ1 = µ2. The surjectivity of the map Ψ is due to
Theorem 6.2. The same theorem (see the proof) implies ‖Pµ‖1 = ‖µ‖ for any µ in CB (R∗n +Rn, B(E)).
This completes the proof of the equivalence of (i) with (ii) and the identification of Har1(B(H)n1 ) with
CB (R∗n +Rn, B(E)).
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To prove (iii), notice that part (i) and Proposition 5.1 imply
(6.2) h(X1, . . . , Xn) = (Pµh)(X1, . . . , Xn) = µ˜h(B∗XBX),
where BX := (I ⊗ ∆X)(I − R1 ⊗ X∗1 − · · · − Rn ⊗ X∗n). On the other hand, by Wittstock’s extension
theorem [47], there exists a completely bounded map φ : C∗(R1, . . . , Rn) → B(E) that extends µh
with ‖µh‖cb = ‖φ‖cb. According to Theorem 8.4 from [20], which is a generalization of Stinespring’s
representation theorem [43], there exists a Hilbert space K, a ∗-representation π : C∗(R1, . . . , Rn) →
B(K), and bounded operators Wj : E → K, j = 1, 2, with ‖φ‖ = ‖W1‖‖W2‖ such that
φ(f) =W ∗1 π(f)W2, f ∈ C∗(R1, . . . , Rn).
Notice that Vi := π(Ri), i = 1, . . . , n, are isometries with orthogonal ranges and any ∗-representation of
C∗(R1, . . . , Rn) is generated by n isometries with orthogonal ranges. Using now relation (6.2), one can
complete the proof of part (iii). 
Consider now the space of free holomorphic functions H1(B(H)n1 ) := Hol(B(H)n1 )
⋂
Har1(B(H)n1 )
together with the norm ‖ · ‖1. The following result is a consequence of Theorem 6.4 and a weak version
of the F. and M. Riesz theorem [18], in our setting.
Corollary 6.5.
(
H1(B(H)n1 ), ‖ · ‖1
)
is a Banach space which can be identified with the annihilator of
Rn in CB (R∗n +Rn, B(E)), i.e.,
(Rn)⊥ := {µ ∈ CB (R∗n +Rn, B(E)) : µ(Rα) = 0 for all |α| ≥ 1}.
In particular, for each f ∈ H1(B(H)n1 ), there is a unique completely bounded linear map µf ∈ (Rn)⊥
such that f = Pµf .
Let H2(B(H)n1 ) be the set of all free holomorphic functions on [B(H)n]1 with operator-valued coeffi-
cients inB(E), of the form ϕ(X1, . . . , Xn) =
∑∞
k=0
∑
|α|=k A(α)⊗Xα such that ‖ϕ‖2 :=
∥∥∥∑α∈F+n A∗(α)A(α)∥∥∥1/2
is finite. It is clear that (H2(B(H)n1 ), ‖ · ‖2) is a Banach space. We recall [35] that H∞(B(H)n1 ) is the set
of all bounded free holomorphic functions on [B(H)n]1. Due to the results of Section 3, it is clear that
H∞(B(H)n1 ) = Hol(B(H)n1 )
⋂
Har∞(B(H)n1 ).
Proposition 6.6. H∞(B(H)n1 ) ⊂ H2(B(H)n1 ) ⊂ H1(B(H)n1 ) and the inclusions are continuous.
Proof. Let ϕ ∈ H∞(B(H)n1 ) have the representation ϕ(X1, . . . , Xn) =
∑∞
k=0
∑
|α|=k A(α)⊗Xα. Then its
boundary function has the Fourier representation
∑∞
k=0
∑
|α|=k A(α)⊗Sα. Note that, for any x ∈ E with
‖x‖ = 1, we have
‖ϕ‖2 ≤
∑
α∈F+n
‖A(α)x‖2
1/2 =
∥∥∥∥∥∥
 ∞∑
k=0
∑
|α|=k
A(α) ⊗ Sα
 (x⊗ 1)
∥∥∥∥∥∥ ≤ ‖ϕ‖∞.
Therefore, ϕ ∈ H2(B(H)n1 ) and ‖ϕ‖2 ≤ ‖ϕ‖∞. Assume now that ϕ ∈ H2(B(H)n1 ). Define the linear
map µϕ : R∗n +Rn → B(E) by µϕ(Rα) = 0 for α ∈ F+n \{g0}, and µϕ(R∗eα) = A(α) for α ∈ F+n . Due to
Corollary 6.5, to show that ϕ ∈ H1(B(H)n1 ), it is enough to prove that µϕ ∈ (Rn)⊥. For any m ∈ N, we
have ∥∥∥∥∥∥µϕ
 ∑
|α|≤m
cαR
∗
α +
∑
|α|≤m
dαRα

∥∥∥∥∥∥ =
∥∥∥∥∥∥
∑
|α|≤m
cαA(eα)
∥∥∥∥∥∥ ≤
 ∑
|α|≤m
|cα|2
1/2
∥∥∥∥∥∥
∑
|α|≤m
A∗(α)A(α)
∥∥∥∥∥∥
1/2
=
∥∥∥∥∥∥
 ∑
|α|≤m
c¯αRα +
∑
|α|≤m
d¯αR
∗
α
 (1)
∥∥∥∥∥∥
∑
α∈F+n
A∗(α)A(α)
1/2
≤
∥∥∥∥∥∥
∑
|α|≤m
cαR
∗
α +
∑
|α|≤m
dαRα
∥∥∥∥∥∥ ‖ϕ‖2.
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Hence and using Corollary 6.5, we deduce that ‖ϕ‖1 = ‖µϕ‖ ≤ ‖ϕ‖2. Similarly, passing to matrices over
R∗n +Rn, one can show that µϕ is a completely bounded map. Since ϕ is a free pluriharmonic function
and ϕ = Pµϕ, it is clear that µϕ is the only completely bounded map on R∗n+Rn with this property. 
Remark 6.7. If ϕ ∈ H2C(B(H)n1 ) and µϕ is the associated bounded linear functional on R∗n +Rn, then
there are vectors η, ξ ∈ F 2(Hn) such that µϕ(R∗α) = 〈R∗αη, ξ〉 for any α ∈ F+n and
ϕ(X1, . . . , Xn) =
∞∑
k=0
∑
|α|=k
〈R∗eαη, ξ〉Xα, (X1, . . . , Xn) ∈ [B(H)n]1.
Proof. Denote by µ∗ϕ the linear functional on R∗n + Rn defined by µ∗ϕ(f) := µϕ(f∗). Let Rkn,0 be
the norm closed linear span of the operators Rα, |α| ≥ k and assume that ϕ has the representation
ϕ(X1, . . . , Xn) :=
∑∞
k=0
∑
|α|=k aαXα. Notice that, for any m ≥ k, we have∣∣∣∣∣∣µ∗ϕ
 ∑
k≤|α|≤m
dαRα

∣∣∣∣∣∣ =
∣∣∣∣∣∣
∑
k≤|α|≤m
dαa¯eα
∣∣∣∣∣∣ ≤
 ∑
k≤|α|≤m
|dα|2
1/2 ∑
k≤|α|≤m
|aα|2
1/2
≤
∥∥∥∥∥∥
 ∑
k≤|α|≤m
dαRα
 (1)
∥∥∥∥∥∥
∑
k≤|α|
|aα|2
1/2 ≤
∥∥∥∥∥∥
∑
k≤|α|≤m
dαRα
∥∥∥∥∥∥
∑
k≤|α|
|aα|2
1/2 .
Therefore, ∥∥∥µ∗ϕ|Rkn,0∥∥∥ ≤
∑
k≤|α|
|aα|2
1/2 → 0, as k →∞.
Using Proposition 2.2 from [10], we deduce that µ∗ϕ|Rn is an absolutely continuous functional on Rn,
i.e., there are vectors ξ, η ∈ F 2(Hn) such that µ∗ϕ(A) = 〈Aξ, η〉 for any A ∈ Rn. Therefore, we have
µϕ(R
∗
α) = µ
∗
ϕ(Rα) = 〈R∗αη, ξ〉. Since ϕ = Pµϕ, we complete the proof. 
The remark above leads to the following question: can the set (Rn)⊥ be identified with the set
of all absolutely continuous functionals on R∗n ? If the answer is positive, then it will constitute a
noncommutative multivariable generalization of F. and M. Riesz theorem [18].
Using Theorem 6.2, we can recast some results from [21] and [36], and obtain the following Wiener and
Bohr type inequalities (see [3]) for the analytic moments of a selfadjoint linear functional on C∗(R1, . . . , Rn).
Let µ, τ : C∗(R1, . . . , Rn) → C be selfadjoint linear functionals, where τ is defined by τ(g) := 〈g(1), 1〉.
If µ ≤ τ on R∗n +Rn, then
(i)
( ∑
|α|=k
|µ(Rα)|2
)1/2
≤ 1− |µ(I)|;
(ii)
∞∑
k=0
∑
|α|=k
|µ(Rα)|rα ≤ 1 if ‖(r1, . . . , rn)‖ ≤ 12 ;
(iii) |µ(I)|+ 2
∞∑
k=0
∑
|α|=k |µ(Rα)|rα ≤ 1 if ‖(r1, . . . , rn)‖ ≤ 13 .
7. Noncommutative Cayley transforms
We introduce Cayley type transforms acting on formal power series, contractive free holomorphic func-
tions on the noncommutative ball [B(H)n]1, and multi-analytic matrices, respectively. These transforms
are needed in the next section to solve the Carathe´odory interpolation problem for free holomorphic
functions with positive real parts.
Let f =
∑
|α|≥1A(α) ⊗ Zα be a formal power series in noncommutative indeterminates Z1, . . . , Zn,
coefficients in B(E), and constant term 0. For each m ∈ N, fm defines a power series ∑|α|≥mC(α) ⊗ Zα
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and it makes sense to consider the formal power series ϕ = 1+f +f2+ · · · . We call C(α) the α-coefficient
of fm. Notice that if m > k, then the term fm has all coefficients of order ≤ k equal to 0. Thus, if
α ∈ F+n with |α| ≤ k, then we may define the α-coefficient of ϕ as the α-coefficient of the finite sum
1 + f + f2 + · · ·+ fm. Notice that ϕ = 1 +∑|α|≥1B(α) ⊗ Zα, where
(7.1) B(α) =
|α|∑
j=1
∑
γ1···γj=α
|γ1|≥1,...,|γj |≥1
A(γ1) · · ·A(γj) for |α| ≥ 1.
Since (1−f)ϕ = ϕ(1−f) = 1, we have (1−f)−1 = ϕ. Denote by C˜0[Z1, . . . , Zn] the algebra of all formal
power series in noncommutative indeterminates Z1, . . . , Zn, coefficients in B(E), and constant term 0.
We introduce the Cayley transform C˜ : C˜0[Z1, . . . , Zn]→ C˜0[Z1, . . . , Zn] by setting
C˜(f) := (1− f)−1f, f ∈ C˜0[Z1, . . . , Zn].
Proposition 7.1. The Cayley transform for formal power series is a bijection and
C˜−1(f) = f(1 + f)−1, f ∈ C˜0[Z1, . . . , Zn].
Proof. If f1, f2 ∈ C˜0[Z1, . . . , Zn] and C˜(f1) = C˜(f2), then f1(1 − f2) = (1 − f1)f2, whence f1 = f2. To
prove that the Cayley transform is surjective, let f ∈ C˜0[Z1, . . . , Zn] and notice that
C˜[f(1 + f)−1] = [1− f(1 + f)−1] f(1 + f)−1 = [(1 + f)−1(1 + f − f)]−1 (1 + f)−1f = f.
This completes the proof. 
Denote by P(m) the set of all polynomials of degree ≤ 1 in F 2(Hn), i.e.,
P(m) := span{eα : α ∈ F+n , |α| ≤ m},
and define the nilpotent operators S
(m)
i : P(m) → P(m) by S(m)i := PP(m)Si|P(m) , i = 1, . . . , n, where
S1, . . . , Sn are the left creation operators on the Fock space F
2(Hn) and PP(m) is the orthogonal projection
of F 2(Hn) onto P(m). Notice that S(m)α = 0 if |α| ≥ m + 1. According to [37], the n-tuple of operators
(S
(m)
1 , . . . , S
(m)
n ) is the universal model for row contractions (T1, . . . , Tn) with Tα = 0 for |α| ≥ m + 1,
and the following constrained von Neumann inequality holds:
(7.2) ‖p(T1, . . . , Tn)‖ ≤ ‖p(S(m)1 , . . . , S(m)n )‖
for any noncommutative polynomial p(X1, . . . , Xn) =
∑
|α|≤k A(α) ⊗Xα, k ∈ N.
Lemma 7.2. Let f, g be free holomorphic functions on the noncommutative open ball [B(H)n]1 with
operator-valued coefficients.
(i) If f has the representation f(X1, . . . , Xn) :=
∑∞
k=0
∑
|α|=k A(α) ⊗Xα, then
f(S
(m)
1 , . . . , S
(m)
n ) =
m∑
k=0
∑
|α|=k
A(α) ⊗ S(m)α
is a bounded linear operator on E ⊗ P(m) and
‖f(S(m)1 , . . . , S(m)n )‖ = sup
r∈[0,1)
‖f(rS(m)1 , . . . , rS(m)n )‖.
(ii) f = g if and only if f(S
(m)
1 , . . . , S
(m)
n ) = g(S
(m)
1 , . . . , S
(m)
n ) for any m ∈ N.
(iii) f ∈ H∞(B(H)n1 ) if and only if supm∈N ‖f(S(m)1 , . . . , S(m)n )‖ <∞. Moreover, in this case,
‖f‖∞ = sup
m∈N
‖f(S(m)1 , . . . , S(m)n )‖.
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Proof. Since S
(m)
α = 0 for α ∈ F+n with |α| ≥ m+ 1, and using inequality (7.2), we have
‖f(rS(m)1 , . . . , rS(m)n )‖ =
∥∥∥∥∥∥
m∑
k=0
∑
|α|=k
A(α) ⊗ r|α|S(m)α
∥∥∥∥∥∥
≤
∥∥∥∥∥∥
m∑
k=0
∑
|α|=k
A(α) ⊗ S(m)α
∥∥∥∥∥∥ = ‖f(S(m)1 , . . . , S(m)n )‖
for any r ∈ [0, 1). Since limr→1 f(rS(m)1 , . . . , rS(m)n ) = f(S(m)1 , . . . , S(m)n ) in the operator norm topology,
we deduce part (i). Part (ii) is obvious, so we prove (iii). According to [35], if f ∈ H∞(B(H)n1 ),
then ‖f‖∞ = supr∈[0,1) ‖f(rS1, . . . , rSn)‖. Since f(rS(m)1 , . . . , rS(m)n ) = PE⊗P(m)f(rS1, . . . , rSn)|E⊗P(m) ,
r ∈ [0, 1), we deduce that ‖f(S(m)1 , . . . , S(m)n )‖ ≤ ‖f‖∞ for any m ∈ N.
Conversely, assume that supm∈N ‖f(S(m)1 , . . . , S(m)n )‖ <∞ and f /∈ H∞(B(H)n1 ). Then for anyM > 0
there exists r0 ∈ [0, 1) such that ‖f(r0S1, . . . , r0Sn)∗‖ > M . Consequently, we can find a vector q =∑
|α|≤k hα ⊗ eα of norm one such that ‖f(r0S1, . . . , r0Sn)∗q‖ > M . Notice that
‖f(S(k)1 , . . . , S(k)n )‖ ≥ ‖f(r0S(k)1 , . . . , r0S(k)n )∗‖ ≥ ‖f(r0S1, . . . , r0Sn)∗q‖ > M,
which implies supm∈N ‖f(S(m)1 , . . . , S(m)n )‖ > M . Hence, we get a contradiction. Therefore, we must
have f ∈ H∞(B(H)n1 ). Moreover, the considerations above can be used to deduce that ‖f‖∞ =
supm∈N ‖f(S(m)1 , . . . , S(m)n )‖. The proof is complete. 
We remark that a result similar to that of Lemma 7.2 holds for free pluriharmonic functions. The
proof is basically the same but uses the results of Section 3. Consider now the sets
H∞0 (B(H)n1 ) := {f ∈ H∞(B(H)n1 ) : f(0) = 0}
Hol+0 (B(H)n1 ) := {g ∈ Hol(B(H)n1 ) : g(0) = 0, g(X)∗ + I + g(X) ≥ 0 for X ∈ [B(H)n]1} .
We introduce the noncommutative Cayley transform
C : [H∞0 (B(H)n1 )]≤1 → Hol+0 (B(H)n1 ) defined by Cf := g,
where g is the free holomorphic function on [B(H)n]1 uniquely determined by the formal power series
(1 − f˜)−1f˜ , where f˜ is the power series associated with f . Of course, it remains to show that C is
well-defined.
Theorem 7.3. The noncommutative Cayley transform is a bijection between the unit ball [H∞0 (B(H)n1 )]≤1
and Hol+0 (B(H)n1 ).
Proof. First, we show that the map C is well-defined. Let f be in [H∞0 (B(H)n1 )]≤1 and have the represen-
tation f(X1, . . . , Xn) :=
∑∞
k=1
∑
|α|=k A(α) ⊗Xα, (X1, . . . , Xn) ∈ [B(H)n]1. We shall prove that C(f) ∈
Hol+0 (B(H)n1 . Due to the Schwartz type lemma for bounded free holomorphic functions on the open unit
ball of B(H)n (see [35]), we have ‖f(X1, . . . , Xn)‖ ≤ ‖[X1, . . . , Xn]‖ for (X1, . . . , Xn) ∈ [B(H)n]1. Since
f(rS1, . . . , rSn) is in B(E) ⊗min An and ‖f(rS1, . . . , rSn)‖ ≤ r < 1, the operator I − f(rS1, . . . , rSn)
is invertible with its inverse (I − f(rS1, . . . , rSn))−1 in B(E) ⊗min An ⊂ B(E)⊗¯F∞n , where F∞n is the
noncommutative analytic Toeplitz algebra [25], i.e., the weakly closed algebra generated by the left cre-
ation operators and the identity. Therefore, the operator (I − f(rS1, . . . , rSn))−1f(rS1, . . . , rSn) is in
B(E) ⊗ An and has a representation
∑
α∈F+n
B(α) ⊗ r|α|Sα for some operators B(α) ∈ B(E). Using the
fact that
r|α|B(α) = PE⊗C(IE ⊗ S∗α)(I − f(rS1, . . . , rSn))−1f(rS1, . . . , rSn)|E⊗C,
we deduce that
(I − f(rS1, . . . , rSn))−1f(rS1, . . . , rSn) = f(rS1, . . . , rSn) + f(rS1, . . . , rSn)2 + · · ·
=
∞∑
k=1
∑
|α|=k
B(α) ⊗ r|α|Sα,
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where the coefficients B(α) are given by relation (7.1). Hence and due to the definition of the noncom-
mutative Cayley transform, we have
C(f)(rS1, . . . , rSn) := g(rS1, . . . , rSn) = (I − f(rS1, . . . , rSn))−1f(rS1, . . . , rSn), r ∈ [0, 1).
This shows that g(X1, . . . , Xn) =
∑∞
k=1
∑
|α|=kB(α) ⊗ Xα is a free holomorphic function on [B(H)n]1,
and g(0) = 0. Now, we prove that
(7.3) g(X)∗ + I + g(X) ≥ 0 for any X ∈ [B(H)n]1.
Due to the Poisson mean value property of Theorem 2.4, it is enough to show that
h(rS1, . . . , rSn) := g(rS1, . . . , rSn)
∗ + I + g(rS1, . . . , rSn) ≥ 0 for any r ∈ [0, 1).
Notice that
f(rS1, . . . , rSn)[I + g(rS1, . . . , rSn)] = f(rS1, . . . , rSn)
{
I + [I − f(rS1, . . . , rSn)]−1f(rS1, . . . , rSn)
}
= f(rS1, . . . , rSn)[I − f(rS1, . . . , rSn)]−1 = g(rS1, . . . , rSn).
Using this relation, we deduce that
h(rS1, . . . , rSn) = [I + g(rS1, . . . , rSn)]
∗[I + g(rS1, . . . , rSn)]− g(rS1, . . . , rSn)∗g(rS1, . . . , rSn)
= [I + g(rS1, . . . , rSn)]
∗[I + g(rS1, . . . , rSn)]
− [I + g(rS1, . . . , rSn)]∗f(rS1, . . . , rSn)∗f(rS1, . . . , rSn)[I + g(rS1, . . . , rSn)]
= [I + g(rS1, . . . , rSn)]
∗[I − f(rS1, . . . , rSn)∗f(rS1, . . . , rSn)][I + g(rS1, . . . , rSn)].
Since ‖f(rS1, . . . , rSn)‖ ≤ 1, we deduce that h(rS1, . . . , rSn) ≥ 0 for any r ∈ [0, 1), which proves relation
(7.3). Therefore, C(f) ∈ Hol+0 (B(H)n1 ).
To prove injectivity of C, let f1, f2 ∈ [H∞0 (B(H)n1 )]≤1 such that Cf1 = Cf2. Then
[I − f1(rS1, . . . , rSn)]−1f1(rS1, . . . , rSn) = [I − f2(rS1, . . . , rSn)]−1f2(rS1, . . . , rSn).
Multiplying this equality to the left by I − f1(rS1, . . . , rSn) and to the right by I − f2(rS1, . . . , rSn), we
deduce that f1(rS1, . . . , rSn) = f2(rS1, . . . , rSn) for r ∈ [0, 1). Consequently, f1 = f2.
To prove that the noncommutative Cayley transform is surjective, let g be in Hol+0 (B(H)n1 ) and have
the representation g(X1, . . . , Xn) :=
∑∞
k=1
∑
|α|=kB(α) ⊗Xα. First, notice that
H(S
(m)
1 , . . . , S
(m)
n ) := g(S
(m)
1 , . . . , S
(m)
n )
∗ + I + g(S
(m)
1 , . . . , S
(m)
n )
= [I + g(S
(m)
1 , . . . , S
(m)
n )]
∗[I + g(S
(m)
1 , . . . , S
(m)
n )]− g(S(m)1 , . . . , S(m)n )∗g(S(m)1 , . . . , S(m)n ).
Since H(S
(m)
1 , . . . , S
(m)
n ) ≥ 0, we deduce that ‖[I + g(S(m)1 , . . . , S(m)n )]x‖ ≥ ‖g(S(m)1 , . . . , S(m)n )x‖ for any
x ∈ E ⊗ P(m). Consequently, there exists a contraction Am : E ⊗ P(m) → E ⊗ P(m) such that Am[I +
g(S
(m)
1 , . . . , S
(m)
n )] = g(S
(m)
1 , . . . , S
(m)
n ). Since g(S
(m)
1 , . . . , S
(m)
n ) is lower triangular, I+g(S
(m)
1 , . . . , S
(m)
n )
is invertible, and therefore
A∗m = [I + g(S
(m)
1 , . . . , S
(m)
n )
∗]−1g(S
(m)
1 , . . . , S
(m)
n )
∗.
Now, notice that, for each m ∈ N and i = 1, . . . , n, we have (S(m+1)i )∗|P(m) = (S(m)i )∗ = S∗i |P(m) .
Hence, A∗m+1|E⊗P(m) = A∗m for any m ∈ N. Using a standard argument, one can prove that there
is a unique contraction A ∈ B(E ⊗ F 2(Hn)) such that A∗|E⊗P(m) = A∗m for any m ∈ N. Indeed, if
x ∈ E ⊗ F 2(Hn) let qm := PE⊗P(m)x and notice that {A∗mqm}∞m=1 is a Cauchy sequence. Therefore, we
can define A∗x := limm→∞A
∗
mqm. Since ‖Am‖ ≤ 1 for m ∈ N, so is the operator A.
Taking into account that RiSj = SjRi, i, j = 1, . . . , n, and P(m), m ∈ N, is an invariant subspace
under each operator R1, . . . , Rn, S1, . . . , Sn, we deduce that (S
(m+1)
j )
∗R∗i |P(m+1) = R∗i (S(m+1)j )∗. Hence
and due to the form of the operator Am, we have (IE ⊗ R∗i )A∗m = A∗m(IE ⊗ R∗i ) for any m ∈ N and
i = 1, . . . , n. Now, for each α ∈ F+n with |α| = k, and k = 0, 1, . . ., we have
(IE ⊗R∗i )A∗(x⊗ eαgi) = (IE ⊗R∗i )A∗k+1eαgi = A∗k+1(IE ⊗R∗i )(x ⊗ eαgi)
= A∗k+1(x⊗ eα) = A∗k(x⊗ eα)
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and A∗(IE ⊗R∗i )(x ⊗ eαgi) = A∗(x⊗ eα) = A∗k(x⊗ eα). Hence, we deduce that
(IE ⊗R∗i )A∗(x⊗ eαgi) = A∗(IE ⊗R∗i )(x ⊗ eαgi).
On the other hand, if α ∈ F+n has the form gi1 · · · gip with gip 6= i, then A∗(IE ⊗R∗i )(x⊗ eα) = 0 and
(IE ⊗R∗i )A∗(x ⊗ eα) = A∗k+1(IE ⊗R∗i )(x⊗ eα) = 0,
which shows that A∗(IE ⊗ R∗i )(x ⊗ eα) = (IE ⊗ R∗i )A∗(x ⊗ eα). Therefore, A(IE ⊗ Ri) = (IE ⊗ Ri)A,
i = 1, . . . , n. According to [27], we deduce that A is in B(E)⊗¯F∞n , the weakly closed algebra generated by
the spatial tensor product. Due to [35], there is a unique f ∈ H∞(B(H)n1 ) having the boundary function
A, i.e., A = SOT- limr→1 f(rS1, . . . , rSn). Hence, and using the fact that A
∗|E⊗P(m) = A∗m, we deduce
that
Am = SOT- lim
r→1
PP(m)f(rS1, . . . , rSn)|E⊗P(m) = lim
r→1
f(rS
(m)
1 , . . . , rS
(m)
n ) = f(S
(m)
1 , . . . , S
(m)
n ).
Therefore, we have f(S
(m)
1 , . . . , S
(m)
n ) = [I+ g(S
(m)
1 , . . . , S
(m)
n )]−1g(S
(m)
1 , . . . , S
(m)
n ) for any m ∈ N, which
is equivalent to
f(S
(m)
1 , . . . , S
(m)
n ) = g(S
(m)
1 , . . . , S
(m)
n )[I − f(S(m)1 , . . . , S(m)n )].
Consequently, C(f)(S(m)1 , . . . , S(m)n ) = g(S(m)1 , . . . , S(m)n ) for any m ∈ N. By Lemma 7.2, we have C(f) =
g, which proves that the Cayley transform is surjective. 
Denote by C(m)[Z1, . . . , Zn], m ∈ N, the set of all noncommutative polynomials of degree ≤ m. Let
A(m)n,0 be the set of all operators q(S(m)1 , . . . , S(m)n ) ∈ B(E ⊗ P(m)), where q ∈ C(m)[Z1, . . . , Zn] and
q(0) = 0. We also denote by L(m)n,0 the set of all operators p(S(m)1 , . . . , S(m)n ) ∈ A(m)n,0 with the property
that
p(S
(m)
1 , . . . , S
(m)
n )
∗ + I + p(S
(m)
1 , . . . , S
(m)
n ) ≥ 0.
We introduce now the truncated (or constrained) Cayley transforms C(m), m ∈ N, defined on the unit
ball of the subalgebras A(m)n,0 , and point out the connection with the noncommutative Cayley transform.
Theorem 7.4. The Cayley transform C(m) : [A(m)n,0 ]≤1 → L(m)n,0 defined by C(m)(X) := X(I − X)−1,
X ∈ [A(m)n,0 ]≤1, is a bijection and its inverse is given by [C(m)]−1(Y ) = Y (I+Y )−1, Y ∈ L(m)n,0 . Moreover,
(i) C(m)[f(S(m)1 , . . . , S(m)n )] = (Cf)(S(m)1 , . . . , S(m)n ) for any f ∈ [H∞0 (B(H)n1 )]≤1 and m ∈ N;
(ii) [C(m)]−1[g(S(m)1 , . . . , S(m)n )] = [C−1)(g)](S(m)1 , . . . , S(m)n ) for any g ∈ Hol+0 (B(H)n1 ).
Proof. First, note that if X ∈ [A(m)n,0 ]≤1, then Xm+1 = 0 and I −X is invertible. Therefore,
Y := X(I −X)−1 = X +X2 + · · ·+Xm
has the form q(S
(m)
1 , . . . , S
(m)
n ), where q ∈ C(m)[Z1, . . . , Zn] and q(0) = 0. Notice also that X(I+Y ) = Y
and
Y + I + Y ∗ = (I + Y )∗(I + Y )− Y ∗Y = (I + Y ∗)(I −X∗X)(I + Y ) ≥ 0.
Therefore Y ∈ L(m)n,0 . Conversely, if Y ∈ L(m)n,0 , then Y + I + Y ∗ ≥ 0 and, as in the proof of Theorem 7.3,
there exists a contraction Am : E ⊗ P(m) → E ⊗ P(m) such that Am = Y (I + Y )−1. Since Y m+1 = 0,
it is easy to see that Am has the form p(S
(m)
1 , . . . , S
(m)
n ) for some polynomial p ∈ C(m)[Z1, . . . , Zn] with
p(0) = 0. Hence, Am ∈ A(m)n,0 . As in the proof of Proposition 7.1, one can prove that the Cayley transform
C(m) is one-to-one and C(m)(Am) = Y . Therefore C(m) is a bijection.
If f ∈ [H∞0 (B(H)n1 )]≤1 then f(S(m)1 , . . . , S(m)n ) is in [A(m)n,0 ]≤1. Since f(S(m)1 , . . . , S(m)n )m+1 = 0 and
Cf = f + f2 + · · · , we have
(Cf)(S(m)1 , . . . , S(m)n ) = f(S(m)1 , . . . , S(m)n )[I − f(S(m)1 , . . . , S(m)n )]−1 = C(m)[f(S(m)1 , . . . , S(m)n )].
Therefore, item (i) holds. Setting g = Cf in (i) and using Theorem 7.3, one can easily deduce (ii). The
proof is complete. 
The following result is a consequence of Theorem 7.4.
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Corollary 7.5. Let T (m)n,I ⊂ B(E ⊗ P(m)) be the set of all positive operators of the form
p(S
(m)
1 , . . . , S
(m)
n )
∗ + I + p(S
(m)
1 , . . . , S
(m)
n ),
where p(S
(m)
1 , . . . , S
(m)
n ) ∈ L(m)n,0 . Then, there is a one-to-one correspondence
A 7→ T := [C(m)(A)]∗ + I + [C(m)(A)]
between A(m)n,0 and T (m)n,I .
8. Carathe´dory interpolation for free holomorphic functions with positive real parts
In this section we solve the Carathe´odory interpolation problem for free holomorphic functions on
[B(H)n]1 with positive real parts and show that it is equivalent to the Carathe´odory-Feje´r interpolation
problem for multi-analytic operators [27] and to the Carathe´odory interpolation problem for positive-
definite multi-Toeplitz kernels on free semigroups [31]. Using the results from [31], we can provide a
parametrization of all solutions in terms of generalized Schur sequences.
Recall that P(m) is the set of all polynomials in F 2(Hn) of degree ≤ m. According to [27], an operator
Am ∈ B(E ⊗ P(m)) is called multi-analytic if there exists a sequence of operators {A(α)}|α|≤m in B(E)
such that Am has the matrix representation [Aα,β ]|α|≤m,|β|≤m, where
(8.1) Aα,β :=
{
A(α\lβ) if α ≥l β
0 otherwise.
Moreover, the set of all multi-analytic operators on E⊗P(m) coincide with the commutant of the operators
IE ⊗ S(m)1 , . . . , IE ⊗ S(m)n , where S(m)i := PP(m)Si|P(m) , i = 1, . . . , n.
The definition of a multi-analytic operator A ∈ B(F 2(Hn)) is now clear. Moreover, we proved in [27]
that A ∈ B(E ⊗ F 2(Hn)) is a multi-analytic operator if and only A ∈ B(E)⊗¯R∞n , the weakly closed
algebra generated by the spatial tensor product. In this case, there exists a unique sequence of operators
{A(α)}α∈F+n in B(E) such that A has the Fourier representation
∑
α∈F+n
A(α) ⊗Rα.
The Carathe´odory-Feje´r interpolation problem for the noncommutative analytic Toeplitz algebraR∞n is
the following: given {A(α)}|α|≤m ⊂ B(E), find a sequence {A(α)}|α|≥m+1 ⊂ B(E) such that
∑
α∈F+n
A(α)⊗
Rα is the Fourier representation of an element f ∈ B(E)⊗¯R∞n with ‖f‖ ≤ 1. This problem was solved in
[27] where, using the noncommutative commutant lifting theorem [23], we proved that the Carathe´odory-
Feje´r interpolation problem for the R∞n has solution if and only if ‖Am‖ ≤ 1, where Am is defined
above.
Lemma 8.1. Let u be a free pluriharmonic function on [B(H)n]1 with operator-valued coefficients. Then
u is positive on [B(H)n]1 if and only if u(S(m)1 , . . . , S(m)n ) ≥ 0 for any m ∈ N. If the positive free
pluriharmonic function has the representation
u(X1, . . . , Xn) =
∞∑
k=1
∑
|α|=k
A∗(α) ⊗X∗α +A(0) ⊗ I +
∞∑
k=1
∑
|α|=k
A(α) ⊗Xα,
then
∥∥∥∑|α|=k A∗(α)A(α)∥∥∥1/2 ≤ ‖A(0)‖ for any k ≥ 0.
Proof. Assume that u has the representation
u(X1, . . . , Xn) =
∞∑
k=1
∑
|α|=k
B(α) ⊗X∗α +A(0) ⊗ I +
∞∑
k=1
∑
|α|=k
A(α) ⊗Xα
and u(S
(m)
1 , . . . , S
(m)
n ) ≥ 0 for any m ∈ N. Since S(m)α = 0 for α ∈ F+n with |α| ≥ m + 1, the latter
inequality is equivalent to
Tm :=
∑
1≤|α|≤m
B(α) ⊗ (S(m)α )∗ +A(0) ⊗ I +
∑
1≤|α|≤m
A(α) ⊗ S(m)α ≥ 0
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for any m ∈ N. Since T ∗m = Tm, we deduce that B(α) = A∗(α) for any α ∈ F+n . As in the proof of Theorem
5.2, one can show that, for any vector of the form
∑
|β|≤m hβ ⊗ eβ ∈ E ⊗ P(m),〈
Tm
 ∑
|β|≤m
hβ ⊗ eβ
 , ∑
|γ|≤m
hγ ⊗ eγ
〉
=
∑
|β|≤m,|γ|≤m
〈K(γ, β)hβ, hγ〉 ,
where the operator matrix [K(α, β)]|α|≤m,|β|≤m is defined by
K(α, β) :=

A∗(β\rα) if β >r α
A(0) if α = β
A(α\rβ) if α >r β
0 otherwise
for any |α| ≤ m, |β| ≤ m. Hence [K(α, β)]|α|≤m,|β|≤m is a positive multi-Toeplitz matrix for any m ∈ N.
According to [29] there exists a completely positive map µ : C∗(R1, . . . , Rn)→ B(E) such that µ(Reα) =
A∗(α) for α ∈ F+n . Therefore, u(X1, . . . , Xn) = (Pµ)(X1, . . . , Xn) Since µ is completely positive, Pµ ≥ 0.
The converse is obvious.
Since R1, . . . , Rn are isometries with orthogonal ranges, so are the operators Rα if |α| = k, where
k = 1, 2, . . .. Therefore, the row operator [Rα : |α| = k] has norm one. Since µ is a completely positive
linear map, we have∥∥∥∥∥∥
∑
|α|=k
A∗(α)A(α)
∥∥∥∥∥∥
1/2
= ‖[A∗(α) : |α| = k]‖ = ‖[µ(Reα) : |α| = k]‖ ≤ ‖µ‖cb‖[Rα : |α| = k]‖ ≤ ‖µ(I)‖.
The proof is complete. 
Using our noncommutative Cayley transform (Theorem 7.3), we prove the following Carathe´odory
interpolation result for free holomorphic functions with positive real parts on [B(H)n]1 and coefficients
in B(E), where E is a separable Hilbert space.
Theorem 8.2. Let {B(α)}|α|≤m be a sequence of operators in B(E) with B(0) ≥ 0. Then there exists a
sequence {B(α)}|α|≥m+1 ⊂ B(E) such that
(8.2) g(X1, . . . , Xn) :=
B(0)
2
+
∞∑
k=1
∑
|α|=k
B(α) ⊗Xα, X := (X1, . . . , Xn) ∈ [B(H)n]1,
is a free holomorphic function with positive real part, i.e., Re g(X1, . . . , Xn) ≥ 0 for any (X1, . . . , Xn) in
[B(H)n]1, if and only if
(8.3)
∑
1≤|α|≤m
B∗(α) ⊗ (S(m)α )∗ +B(0) ⊗ I +
∑
1≤|α|≤m
B(α) ⊗ S(m)α ≥ 0.
Proof. First, assume that g ∈ Hol+(B(H)n1 ) and has the representation (8.2). Applying Lemma 8.1 to
the free pluriharmonic function u := 2Re g, we deduce condition (8.3).
Conversely, assume that {B(α)}|α|≤m is a sequence of operators in B(E) such that (8.3) holds, and
denote
(8.4) Y :=
∑
1≤|α|≤m
B(α) ⊗ S(m)α .
First, we consider the case when B(0) = IE . According to Theorem 7.4, the inverse truncated Cayley
transform [C(m)]−1(Y ) is a multi-analytic operator on E ⊗ P(m), of the form X := ∑1≤|α|≤mA(α) ⊗
S
(m)
α for some operators {A(α)}1≤|α|≤m ⊂ B(E). Applying the Carathe´odory-Feje´r interpolation result
for multi-analytic operators [27], we find a sequence {A(α)}|α|≥m+1 ⊂ B(E) such that
∑
α∈F+n
A(α) ⊗
Rα is the Fourier representation of a an element ϕ ∈ B(E)⊗¯R∞n with ‖ϕ‖ ≤ 1. Let f be the free
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holomorphic function on [B(H)n]1 with boundary function ϕ, i.e., f(X1, . . . , Xn) =
∑∞
k=1
∑
|α|=k A(α)⊗
Xα, (X1, . . . , Xn) ∈ [B(H)n]1. Since f ∈ [H∞0 (B(H)n1 )]≤1, Lemma 7.2 implies
(8.5) f(S
(m)
1 , . . . , S
(m)
n ) = X.
Now, we can use Theorem 7.3 to deduce that the noncommutative Cayley transform ψ := C(f) is in
Hol+0 (B(H)n1 ) and has a representation ψ(X1, . . . , Xn) =
∑∞
k=1
∑
|α|=k C(α)⊗Xα. Since ψ = (1− f)−1f
and C(m)(X) = Y , we can use relations (8.5) and (8.4) to obtain∑
1≤|α|≤m
C(α) ⊗ S(m)α = ψ(S(m)1 , . . . , S(m)n ) = (I − f(S(m)1 , . . . , S(m)n ))−1f(S(m)1 , . . . , S(m)n )
= (I −X)−1X = Y =
∑
1≤|α|≤m
B(α) ⊗ S(m)α .
Hence, we deduce that C(α) = B(α) for 1 ≤ |α| ≤ m.
Now, we consider the general case when B(0) ≥ 0. Let ǫ > 0 and notice that condition (8.3) implies∑
1≤|α|≤m
D(α)(ǫ)
∗ ⊗ (S(m)α )∗ +D(0) ⊗ I +
∑
1≤|α|≤m
D(α)(ǫ)⊗ S(m)α ≥ 0,
where D(0) := I and D(α)(ǫ)
∗ := (B(0) + ǫI)
−1/2B(α)(B(0) + ǫI)
−1/2, 1 ≤ |α| ≤ m. Applying the first
part of the proof, we find a sequence of operators {D(α)(ǫ)}|α|≥m+1 ⊂ B(E) such that
ϕǫ(X1, . . . , Xn) =
1
2
I +
∞∑
k=1
∑
|α|=k
D(α)(ǫ)⊗Xα, (X1, . . . , Xn) ∈ [B(H)n]1,
is a free holomorphic function on [B(H)n]1 with positive real part. Define
ξǫ(X1, . . . , Xn) :=
[
(B(0) + ǫI)
1/2 ⊗ I
]
ϕǫ(X1, . . . , Xn)
[
(B(0) + ǫI)
1/2 ⊗ I
]
for (X1, . . . , Xn) ∈ [B(H)n]1. Notice that ξǫ is a free holomorphic function on [B(H)n]1 with positive
real part. Moreover, we have
ξǫ(X1, . . . , Xn) =
1
2
(B(0) + ǫI)⊗ I +
∑
1≤|α|≤m
B(α) ⊗Xα +
∞∑
k=m+1
∑
|α|=k
C(α)(ǫ)⊗Xα,
where C(α)(ǫ) := (B(0) + ǫI)
1/2D(α)(ǫ)(B(0) + ǫI)
1/2 for |α| ≥ m+ 1. By Lemma 8.1, we have
(8.6)
∥∥∥∥∥∥
∑
|α|=k
C(α)(ǫ)
∗C(α)(ǫ)
∥∥∥∥∥∥ ≤ 12‖B(0) + ǫI‖.
Therefore, there exists a constant M > 0 such that ‖C(α)(ǫ)‖ ≤ M for any ǫ ∈ (0, 1) and α ∈ F+n with
|α| ≥ m+ 1. Due to Banach-Alaoglu theorem, the ball [B(E)]−M is compact in the w∗-topology. Since E
is a separable Hilbert space, [B(E)]−M is a metric space in the w∗-topology which coincides with the weak
operator topology on [B(E)]−M . Consequently, the diagonal process guarantees the existence of a sequence
{ǫm} such that ǫm → 0 and G(α) :=WOT- lim
ǫm→0
C(α)(ǫm) exists if |α| ≥ m + 1. Due to (8.6), we have∥∥∥∑|α|=k G∗(α)G(α)∥∥∥1/2 ≤ 12‖B(0)‖ for any k ≥ 0. Consequently, lim supk→∞ ∥∥∥∑|α|=kG∗(α)G(α)∥∥∥1/2k ≤ 1.
This implies that the function defined by
ξ(X1, . . . , Xn) =
1
2
B(0) ⊗ I +
∑
1≤|α|≤m
B(α) ⊗Xα +
∞∑
k=m+1
∑
|α|=k
G(α) ⊗Xα
for (X1, . . . , Xn) ∈ [B(H)n]1 is free holomorphic. Since Re ξǫ(X1, . . . , Xn) ≥ 0 for any ǫ ∈ (0, 1) and any
(X1, . . . , Xn) ∈ [B(H)n]1, we have Re ξǫ(S(m)1 , . . . , S(m)n ) ≥ 0 for any m ∈ N and ǫ ∈ (0, 1). Hence, taking
ǫ → 0, we deduce that Re ξ(S(m)1 , . . . , S(m)n ) ≥ 0 for any m ∈ N. Applying once again Lemma 8.1, we
conclude that ξ has positive real part and complete the proof. 
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We recall that a multi-Toeplitz matrix [K(σ, ω)]|σ|≤m,|ω|≤m with K(σ, ω) ∈ B(E), admits a positive-
definite multi-Toeplitz extension to F+n if there exist some operators K(σ, ω) ∈ B(E) for |σ| ≥ m+1 and
|ω| ≥ m+ 1, such that K : F+n × F+n → B(E) is a positive semidefinite multi-Toeplitz kernel.
In this setting, the Carathe´odory interpolation problem is to find all positive semidefinite multi-
Toeplitz extensions of a positive multi-Toeplitz matrix [K(σ, ω)]|σ|≤m,|ω|≤m. We proved ([31]) that a
multi-Toeplitz kernel on {σ ∈ F+n : |σ| ≤ m}, admits a positive semidefinite multi-Toeplitz extension to
F+n if and only if the operator matrix Mm := [K(σ, ω)]|σ|≤m,|ω|≤m is positive.
Using Theorem 8.2 and Theorem 5.2, we can obtain another proof of the above-mentioned result as
well as the following.
Theorem 8.3. The following problems are equivalent:
(i) Carathe´odory interpolation problem for free holomorphic functions on [B(H)n]1 with positive real
parts;
(ii) Carathe´odory-Feje´r interpolation problem for multi-analytic operators;
(iii) Carathe´odory interpolation problem for positive semidefinite multi-Toeplitz kernels on free semi-
groups.
Proof. To prove the implication (i) =⇒ (ii), let {A(α)}|α|≤m ⊂ B(E) be such that ‖Am‖ ≤ 1, where Am
has the matrix representation [Aα,β ]|α|≤m,|β|≤m, given by (8.1). Notice that B :=
∑
|α|≤mA(α) ⊗S(m+1)g1α
is in [A(m+1n,0 ]≤1 and g(S(m+1)1 , . . . , S(m+1)n ) := C(m+1)(B) is in L(m+1)n,0 . Therefore,
g(S
(m+1)
1 , . . . , S
(m+1)
n ) =
∑
1≤|σ|≤m+1
B(σ) ⊗ S(m+1)σ
for some operators {B(σ)}1≤|σ|≤m+1, and g(S(m+1)1 , . . . , S(m+1)n )∗ + I + g(S(m+1)1 , . . . , S(m+1)n ) ≥ 0. Since
(i) holds, we find a sequence of operators {B(σ)}|σ|≥m+2 such that the function g(X1, . . . , Xn) :=∑
|σ|≥1B(σ) ⊗Xσ is free holomorphic and g(X1, . . . , Xn)∗ + I + g(X1, . . . , Xn) ≥ 0 for (X1, . . . , Xn) ∈
[B(H)n]1. Due to Theorem 7.3, the function f := C−1(g) is in [H∞0 (B(H)n1 )]≤1 and has the form
f(X1, . . . , Xn) =
∑
β|≥1 C(β) ⊗Xβ . On the other hand, using Theorem 7.4, we deduce that
f(S
(m+1)
1 , . . . , S
(m+1)
n ) = [C−1(g)](S(m+1)1 , . . . , S(m+1)n ) = [C(m+1)]−1[g(S(m+1)1 , . . . , S(m+1)n )]
= [C(m+1)]−1[gm+1(S(m+1)1 , . . . , S(m+1)n )] = B =
∑
|α|≤m
A(α) ⊗ S(m+1)g1α .
Hence, C(g1α) = A(α) and C(giα) = 0 for any |α| ≤ m and i = 2, . . . , n. Consequently, the bound-
ary function of the free holomorphic function f has the Fourier representation
∑
|α|≤mA(α) ⊗ Sg1α +∑
|β|≥m+2C(β) ⊗ Sβ . Let ϕ be the free holomorphic function on [B(H)n]1 which has the boundary func-
tion (IE ⊗ S∗1 )f . It is clear now that ϕ is in [H∞(B(H)n1 )]≤1 and has the form
ϕ(X1, . . . , Xn) =
∑
|α|≤m
A(α) ⊗Xα +
∑
|γ|≥m+1
C(γ) ⊗Xγ ,
which implies (ii). The proof of the implication (ii) =⇒ (i) is contained in the proof of Theorem 8.2.
We prove now that (i) =⇒ (iii). Let [K(α, β)]|α|≤m,|β|≤m be a positive multi-Toeplitz matrix and set
B(α) := K(α, g0), |α| ≤ m. Consequently, we have
K(α, β) :=

B∗(β\rα) if β >r α
B(0) if α = β
B(α\rβ) if α >r β
0 otherwise
for any |α| ≤ m, |β| ≤ m. As in the proof of Theorem 5.2, one can show that the matrix [K(α, β)]|α|≤m,|β|≤m
is positive if and only if Tm ≥ 0.
NONCOMMUTATIVE TRANSFORMS AND FREE PLURIHARMONIC FUNCTIONS 45
Applying now Theorem 8.2, there is a sequence of operators {B(α)}|α|≥m+1 ⊂ B(E) such that
(8.7) g(X1, . . . , Xn) :=
B(0)
2
+
∞∑
k=1
∑
|α|=k
B(α) ⊗Xα, (X1, . . . , Xn) ∈ [B(H)n]1,
is a free holomorphic function with positive real part. Thus g ∈ Hol+(B(H)n1 ) and, due to Theorem
5.2, g ∈ S+(B(H)n1 ). Therefore (iii) holds. The converse (iii) =⇒ (i) is based on similar arguments.
Assume that {B(α)}|α|≤m is a sequence of operators such that condition (8.3) holds. Then the matrix
[K(α, β)]|α|≤m,|β|≤m is positive and due to (iii) it admits a positive semidefinite multi-Toeplitz extension
K : F+n × F+n → B(E). Applying again Theorem 5.2, we find a free holomorphic function g of the form
(8.7) with positive real part. This completes the proof. 
Using the results of this section together with Theorem 3.1 from [29], we deduce the following result.
Remark 8.4. The Carathe´odory interpolation problem for free holomorphic functions with positive real
parts on [B(H)n]1 has a solution if and only if there is a completely positive linear map
ν : A∗n +An → B(E) such that ν(Sα) = B∗(α), |α| ≤ m,
i.e., ν solves the noncommutative trigonometric moment problem for the operator system A∗n +An, with
data {B∗(α)}|α|≤m.
We say that a multi-Toeplitz kernel K : F+n × F+n → B(E) has a Naimark dilation if there is a
Hilbert space K ⊃ E and an n-tuple (V1, . . . , Vn) of isometries on K with orthogonal ranges such that
K(g0, σ) = PEVσ|E for any σ ∈ F+n . The Naimark dilation is called minimal if K =
∨
σ∈F+n
VσE . The
n-tuple (V1, . . . , Vn) is called the minimal isometric dilation of K. Extending on the classical case [44],
we proved in [31] that a multi-Toeplitz kernel on F+n is positive semidefinite if and only if it admits a
minimal Naimark dilation. In this case its minimal Naimark dilation is unique up to an isomorphism.
In [31], we showed that any positive semidefinite multi-Toeplitz kernel K : F+n × F+n → B(E) uniquely
determines and is uniquely determined by a sequence of row contractions {Γj}∞j=1 called generalized Schur
sequence. We also obtained a concrete matrix representation of the minimal Naimark dilation for posi-
tive semidefinite multi-Toeplitz kernels on free semigroups, in terms of their generalized Schur sequences,
extending the noncommutative minimal isometric dilation theorem for row contractions. This geometric
version of the minimal Naimark dilation was used to show that there is a one-to-one correspondence be-
tween the set of all positive multi-Toeplitz matrices Mm := [K(σ, ω)]|σ|≤m,|ω|≤m and the Schur sequences
{Γj}mj=1, and recursively calculate {Γj}mj=1 from {K(g0, σ)}|σ|≤m. We also obtained a parametrization of
all solutions of the Carathe´odory interpolation problem for positive semidefinite multi-Toeplitz kernels
in terms of generalized Schur sequences. Consequently, using the results of this section, we have now a
parametrization of all solutions of any of the Carathe´odory type interpolation problems of Theorem 8.3.
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