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The survival of natural populations may be greatly affected by environmental conditions that vary
in space and time. We look at a population residing in two locations (patches) coupled by migration,
in which the local conditions fluctuate in time. We report on two findings. First, we find that unlike
rare events in many other systems, here the histories leading to a rare extinction event are not
dominated by a single path. We develop the appropriate framework, which turns out to be a hybrid
of the standard saddle-point method, and the Donsker-Varadhan formalism which treats rare events
of atypical averages over a long time. It provides a detailed description of the statistics of histories
leading to the rare event. The framework applies to rare events in a broad class of systems driven
by non-Gaussian noise. Secondly, applying this framework to the population-dynamics model, we
find a novel phase transition in its extinction behavior. Strikingly, a patch which is a sink (where
individuals die more than are born), can nonetheless reduce the probability of extinction, even if it
normally lowers the population’s size and growth rate.
The extinction of populations extended over space is
a central question in evolution, ecology and conservation
that has been studied extensively both theoretically and
empirically [1–19]. Environmental conditions, that vary
in space and time, can play an important role in the
survival of these populations [7–12, 14–19].
Here we look at a model of a population residing in
two locations (patches), coupled by migration, and ex-
periencing environmental fluctuations, modeled by noisy
growth rates [20–22]. Whereas the extinction of a single
isolated population is well understood [4–6, 13], much
less is known about extinctions in the two-patch system.
We present a comprehensive analytical treatment of this
long-standing problem, that holds a number of surprises.
We find a counter-intuitive effect, at small migration
rates, where the existence of sink patches (where more
individuals die than are born) may reduce the probabil-
ity of extinction, by effectively acting as sources during a
potential extinction event. Thus patches can offer signifi-
cant protection against extinction even if they have little
or detrimental effect on the population size and growth
rates, which are common ecological criteria for survival
[23–26]. The edge of the regime where this happens is
marked by a sharp, dynamical phase transition, along
with a non-analyticity in the large deviation function.
We develop a formalism to derive these and other re-
sults. The theory of rare events provides powerful tools
to determine the likelihood of extinctions, and how and
why they might occur [3–5]. In many systems, rare states
such as extinction are reached by a single system history,
with negligible probability for all other paths. The for-
malism used to find this path and its probability is known
by various names such as the instanton method (IM), or
dissipative WKB [27, 28].
Yet, we find that extinction events in the two-patch
model, as well as rare events in an entire class of other
problems that we identify, are not reached by a single
path as in the IM. To treat this problem, we invoke a dif-
ferent class of rare events, that occur when the long-time
average of a given observable attains an atypical value
[28]. Their dynamics are fundamentally different, where
a collection of paths are likely, rather than a single one.
They are described by the established Donsker-Varadhan
(DV) formalism [28–35]. We find that extinction events
can be viewed as a combination of the above two classes
of rare events, and formulate a hybrid framework that
accounts for it, combining the DV and IM formalisms.
It allows to evaluate the probability of a rare event, and
also to fully characterize the ensemble of system paths
which lead to its realization.
The broader class of problems amenable to this formal-
ism includes many systems experiencing colored and in
particular non-Gaussian noise, e.g. [20–22, 36–47], some-
times appearing in conjunction with a noise-induced sta-
bilization effect [14, 16, 20–22, 41, 48–50]. Within this
class, works on specific models provided numerical or par-
tial analytic results [16, 21, 37, 39, 42, 49], while others
[36, 38, 45–48] employed features of the specialized form
of certain models to gain analytical insight, yet without
describing the dynamics leading to the rare event or pro-
viding a general methodology. We return to this broader
class at the end of the paper.
Extinction of coupled population patches. Consider two
patches harboring populations of sizes N1,2 (t), which
grow at rates r1,2 at low abundance, and reach a sin-
gle fixed point at the carrying capacity K1,2. K1,2 serve
as the largest parameter in our problem, and we assume
that they both scale with a single large parameter, say
K ≡ (K1 +K2) /2  1. The two patches are then cou-
pled by migration. Assuming the dynamics is also subject
to white environmental noise, and for large populations
where N1,2 (t) can be treated as continuous variables, it
is described by the coupled Langevin equations [4, 5, 38]
N˙1 =r1N1 [1− h1 (N1)] +D (N2 −N1) +N1ση1,
N˙2 =r2N2 [1− h2 (N2)] +D (N1 −N2) +N2ση2. (1)
Here h is a regulating term which ensures the growth
rates vanish in an isolated patch when Ni = Ki, such as
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Figure 1. (A) The stationary joint probability distribution
Ps (x+, x−) corresponding to the dynamics (3)-(4), with re-
flecting boundary conditions at x+ = lnK = 10; The arrows
show the deterministic force; Parameters are r1 = r2 = −0.2
and D = 0.3. The arrows pointing left on the x+ axis, show
that the noiseless dynamics would lead to extinction, yet the
average growth rate is positive, r+ + 〈g〉 = 0.102. (B) The x−
distribution during typical growth (5) (solid line), is narrower
during an extinction event (dashed line). Both obtained an-
alytically, at r+ = 2.402. (C) The exponent W as a function
of the coupling strength D for r1 = 2.2 and r2 = 0.2, to-
gether with the high and low asymptotic values in blue and
magenta dotted lines respectively. The green dashed line is
the incorrect IM prediction.
the logistic term h = N/K, but its exact form is irrel-
evant when addressing extinctions, as their likelihood is
dominated by the dynamics away from the fixed point.
The right-most terms model the effect of fluctuating con-
ditions on growth rates [3, 4, 20], where ηi(t) are zero-
mean Gaussian white noises 〈ηi (t) ηj (t′)〉 = δi,jδ (t− t′),
for i, j = 1, 2 [51].
This model and its various extensions has received
much attention recently [20–22]. Much is known about
its typical behavior–i.e. unconditioned on a rare event
like extinction–but far less about extinctions. An equiv-
alent problem appears in economics [41], evolution [50],
and as a model of a diverse ecosystem, where a species’
growth rate fluctuates due to the influence of others [52].
The dynamics (1) lead to a metastable distribution
Ps around the carrying capacity Ni = Ki  1, see
Fig. 1(A). However, rare noise realization can make
the system reach the globally absorbing extinction state
N1 = N2 = 0. The mean time to extinction (MTE) is
given to leading order by 1/Ps (N1 = N2 = 0) [4, 53].
We begin the discussion with uncoupled populations,
D = 0, where the problem reduces to the classical single
patch system [4]. Here the MTE has a power law depen-
dence on the carrying capacity, MTE ∼ K2r/σ2 at large
K, see e.g. [6, 13]. The exponent 2r/σ2 will be our focus
in the following, as it significantly affects the MTE when
K is large. One simple way of arriving at this result is by
going over to the logarithmic coordinate x = lnN , which
performs simple biased diffusion x˙ ' r + ση when not
too close to the metastable fixed point. The abundance
at extinction, where there are N ∼ O (1) individuals, cor-
responds to x = 0. Then the MTE is given by the Arrhe-
nius formula for the mean time for x to cross an energy
barrier of height r lnK  σ2 between the metastable
fixed point x = lnK and the stable extinction x = 0.
The barrier crossing probability is given by that of the
most probable path, using the standard IM [27, 28, 38].
As the Langevin dynamics of a single patch obeys de-
tailed balance, the optimal path is given by the time-
reversal of the typical dynamics, i.e., following a simple
decline at the constant rate rd = r over the long decline
time T = lnK/r [38]. Thus for a single patch, the typical
growth, the decline rate rd, and the extinction probability
are all controlled by the single parameter r. As we now
show, when coupling two such population patches, the
simple IM treatment fails, a different extinction mecha-
nism comes into play and these three rates are different
from one another.
Starting from the coupled dynamics (1), it is helpful
to switch to logarithmic coordinates xi = lnNi. We also
rescale D → D/σ2, ri → ri/σ2 and t → tσ2, resulting
in unit noise amplitude σ2 = 1; the σ dependence can
always be restored from dimensional considerations. Ex-
cept for x1,2 very close to lnK, the regulating term is
negligible and one obtains
x˙1 = r1 +D(e
x2−x1 − 1) + η1,
x˙2 = r2 +D(e
x1−x2 − 1) + η2. (2)
Now introduce the sum and difference coordinates x± =
(x1 ± x2) /2, for which
x˙+ = r+ + 2D sinh
2 x− + η+/
√
2, (3)
x˙− = r− −D sinh 2x− + η−/
√
2. (4)
Here r± ≡ (r1 ± r2) /2, and η− and η+ are zero mean and
unit variance uncorrelated Gaussian white noises. We
assume without loss of generality that r− ≥ 0. Extinction
of the population in both patches corresponds to x+ = 0.
Note that x+(t) follows single-patch dynamics, with
growth rate r+, a Gaussian noise of magnitude 1/
√
2,
and an additional fluctuating supplement growth rate
0 ≤ g (t) ≡ 2D sinh2 x− that originates from migration
between the patches. This non-Gaussian colored noise
term can be identified as the source of the failure of the
IM, thus requiring a new approach. This is clearly seen
in the fact that the system can sustain a stable popula-
tion even when both patches have negative growth rates
r1 = r2 ≤ 0, provided that r++〈g〉 ≥ 0. Here the average
is taken with respect to the steady state x− distribution,
which is reached during the long growth of x+ towards
the carrying capacity
P− (x−) = N e−4(D cosh
2 x−−r−x−), (5)
where N is a normalization constant (see Fig. 1(B)).
This is the celebrated noise-induced stabilizing effect,
where fluctuations and migration conspire to stabilize the
coupled populations [14, 17, 20, 22]. As the IM ignores
fluctuations around the optimal path, this crucial effect
is completely missed by the IM treatment which erro-
neously predicts that the typical dynamics would decline
rapidly to extinction if r+ < 0. The mechanism behind
this effect is clearly seen in a phase-space portrait of the
dynamics (3)-(4) presented in Fig. 1(A).
3Thus, fluctuations in x− contribute to the positive sup-
plement growth rate g, adding to the value of r+ and
helping to stabilize x+. One therefore expects that dur-
ing extinction fluctuations in x− will be suppressed in
order to facilitate the decline of x+, see Fig. 1(B). This
effect is beyond the IM treatment, and accounted for by
combining the IM and DV formalisms, as is now shown.
In the first step of the derivation we find the proba-
bility for extinction at time T , namely to reach x+ = 0
starting from the carrying capacity x+ (t = 0) = lnK,
conditioned on a given x− (t) trajectory. With this con-
ditioning, Eq. (3) describes Brownian motion under the
fixed time-dependent drift r+ + g (t). Extinction at time
T corresponds to a generalized Brownian bridge between
x+ (t = 0) = lnK and x− (t = T ) = 0 [54]. As in the
single-patch problem, this process is dominated in the
large K limit by the optimal IM trajectory, which gives
the conditional extinction probability at time T [54]
− lnP [x+ (T ) = 0|x−] ' lnK (rd +G+ r+)2 /rd. (6)
Here rd = lnK/T is the decline rate, and
G ≡ 2D
T
∫ T
0
sinh2 x− dt′ (7)
is the time average of the supplement growth rate g along
the extinction path. Note that the probability cost (6)
only depends on the x− history via the time average (7).
We are left with the task of evaluating the probability
cost P (G,T ) of trajectories {x− (t)} with a given time
average value G (7). Importantly, as our IM scaling sug-
gests (and is also verified self-consistently in the follow-
ing) the decline time T scales as lnK, and is thus very
long. Fluctuations of long-time averaged (or empirical)
observables is a classic subject in large deviation theory
[28, 35]. Following a large deviation principle, this prob-
ability cost decays exponentially with time
− lnP (G,T ) ' Tf (G) . (8)
f is a convex rate function that attains its minimum at
the average value G = 〈G〉, which also coincides with
the average of the instantaneous supplement growth rate
with respect to the stationary distribution (5), 〈G〉 = 〈g〉.
Combining the results, as both the conditional prob-
ability (6), and the DV cost (8) scale exponentially
with lnK, then by the contraction principle [28], the
extinction probability is given to leading order by
− lnP (x+ = 0) ' W lnK. W is the minimum over G
and decline rate rd of the combined probability cost
W = min
G,rd
[
(rd +G+ r+)
2
+ f (G)
]
/rd. (9)
Finally, the MTE grows as a power law of the carrying
capacity MTE ∼ KW . Fig. 1(C) shows W as a function
of the coupling strength D.
The rate function f is obtained by the established DV
formalism [28–35] reviewed with application to our prob-
lem in the Supplemental Material [54]. In short, this
problem reduces to finding the ground state of a one di-
mensional Schrdinger equation. Importantly, in addition
to the rate function f , the DV formalism gives the dy-
namics of the process conditioned on the time average
(7), apart from short times at the start and end of the
process, as a Langevin process with a known modified
potential VG that biases the dynamics to realize the con-
straint (7)
x˙c− = −V ′G
(
xc−
)
+ η−/
√
2. (10)
The dynamics of x+ conditioned on extinction, x
c
+, fol-
lows from mapping to a Brownian bridge [54]
x˙c+ = −
xc+
T − t +
η+√
2
+ ηg, (11)
where T = lnK/rd, and ηg = 2D sinh
2 xc− −G is a zero-
mean non-Gaussian noise term that captures the fluctua-
tions in the supplement growth rate g during extinction.
The two Eqs. (10)-(11) provide a complete statistical
characterization of the trajectories conditioned on extinc-
tion. It predicts that extinction is reached by one of a
collection of extinction trajectories, in which the coordi-
nates x1,2 decline together at a rate rd, while their differ-
ence fluctuates according to the stationary process (10).
This is in contrast to the usual IM treatment where only
the most probable extinction trajectory is relevant.
Using this framework, we now discuss the regimes of
small and large migration coupling. At strong coupling
D → ∞, the extinction of the coupled populations is
equivalent to that of a single patch, as one might expect,
with growth rate r+ + 〈G〉 and half the noise variance, so
that W = 4 (r+ + 〈G〉) +O
(
D−1
)
, with 〈G〉 → 1/4 [54].
The opposite limit of small coupling, D → 0+, reveals
rich and unexpected behavior. Consider first the typi-
cal behavior. Typical growth of the total population by
Eq. (2) is dominated by the larger growth r1, (r1 > r2).
Patch 2 contains only a small fraction of the population,
and so has negligible effect on the mean and variance of
the growth rate, or the final total population size. Noise-
induced stabilization is negligible [20, 54]. Patch 2 might
therefore seem to have little bearing on the chances of
extinction, as suggested by common ecological criteria
[23–26], and perhaps even a detrimental effect if it is a
sink (r2 < 0).
Yet we find that even sink patches can significantly re-
duce the chances of extinction, via a finite (O(D0)) effect
on W . This happens in one of two regimes in r1, r2, with
two qualitatively distinct dynamics preceding extinction.
The extinction sink regime occurs when r2 < −r1. It
is instructive to first look at uncoupled (D = 0) patches.
During extinction, patch 1 declines at rate −r1, and
patch 2 declines even without conditioning, and at a
faster rate than −r1. The effect of small D > 0 on ex-
tinction is to slow the decline of patch 2 to match that of
patch 1, with a much smaller population in patch 2 than
in patch 1, xc− ∼ ln (|r+|/D) (Fig. 2(A,C)). This allows
migration into patch 2, normalized by population size, to
40.3 0.5 0.7
0.2
0.5
0.8
t/T
x
1,
2
c
/lnK A
0.3 0.5 0.7
0.2
0.5
0.8
t/T
x
1,
2
c
/lnK B
-4 0 40
0.3
0.6
x-c
P
(x -c ) C
-4 -2 0 20
1
2
r2
D
(N 1-
N
2)/N 2 D Sink Source
Ex SourceEx
Sink -4 -2 0 21
1.5
2
r2
W /4rd
rgrowthE
Figure 2. Extinction at small coupling D. (A,B) A realization
of extinction trajectories for xc1 in blue and x
c
2 in magenta
generated from the process (10)-(11). At (A) the extinction
sink regime and (B) extinction source regime, for a sink patch
2, r2 < 0. Dashed lines show the predicted decline rate.
(C) The corresponding stationary distribution of xc−, the x−
coordinate conditioned on extinction (solid lines), together
with the analytical prediction in the extinction sink (red) and
extinction source regimes (green). (D) Migration into patch 2
during extinction, normalized by population size, for r1 = 2.
(E) The extinction probability exponent W , decline rate rd
and growth rate, for r1 = 2. Note that in the extinction sink
regime r2 < −r1, W = 4 as for patch 1 alone, and migration
into patch 2 is non-negligible; while in the extinction source
regime −r1 < r2 the extinction probability is suppressed W >
4 and the migration vanishes, both when patch 2 is a sink,
r2 < 0, or a source. In (D,E) the thin blue lines are analytical
predictions for D → 0+, and the thicker gray lines for D =
10−3; in (A) r1 = 4, r2 = −4.41, D = 10−3; in (B) r1 =
4, r2 = −3.47, D = 10−3, lnK = 20.
reach a finite value 〈D(N1 − N2)/N2〉c ' |r+| , see Fig.
2(D) (here 〈..〉c denotes an average with respect to the
conditioned dynamics (10)). Meanwhile, the extinction
in patch 1 proceeds with little effect of migration from
the small population in patch 2. This picture is made
precise by showing that the dynamics towards extinction
(10)-(11) become
x˙c1 = −
xc1
T − t + η1, (12)
x˙c2 = r2 +D
(
ex
c
1−xc2 − 1
)
+ η2, (13)
with T = lnK/r1 [54]. That is, x
c
1 heads to extinction at
rate rd = r1 as if migration is absent (a Brownian bridge),
while the xc2 dynamics are unconditioned, except for the
migration from patch 1, with given xc1 trajectories.
In the extinction source regime, −r1 < r2 < r1, the
extinction of an uncoupled patch 1 would proceed at the
rate −r1, which is more negative than the typical growth
rate in patch 2 alone, 〈x˙2〉 = r2 ≥ −r1. Thus, when
coupled, extinction now also requires unfavorable con-
ditions in patch 2, lowering the chance of extinction.
Strikingly, this includes a regime where r2 is negative
−r1 < r2 < 0, and during normal growth acts as a
sink. The difference distribution for xc− in this regime
is spread around the origin over a large scale ∼ | lnD|,
see Figs. 2(B,C). Although this distribution is wide, its
average is finite and the migration to patch 2 vanishes
to leading order, 〈D(N1−N2)/N2〉c = O (1/| lnD|) (Fig.
2(D)). In this sense patch 2 is no longer a sink during
extinction. The decline rate also depends on both r1, r2,
rd =
√
(r21 + r
2
2) /2.
The transition between these two regimes leads to a
phase transition (discontinuous second derivative) in the
extinction probability exponent, see Fig. 2(E),
W =
{
r1 + r2 +
√
2 (r21 + r
2
2), |r2| ≤ r1, (14)
2r1, r2 ≤ −r1, (15)
In the extinction source regime, patch 2 acts against ex-
tinction much like a source, while extinction sink result
(15) comes solely from contribution of patch 1.
An IM evaluation of W turns out to reproduce the
correct result (14)-(15) at small D, see Fig. 1(C): in the
extinction sink regime (15) only patch 1 contributes, act-
ing like a single-patch decline. In the extinction source
regime (14) migration is negligible, and extinction corre-
sponds to the simultaneous decline of two single patches,
correctly captured by IM, under the additional constraint
that the two patches decline together to zero.
Broader applicability. Colored, and in particular non-
Gaussian noise is often generated by an autonomous pro-
cess, see e.g. [20–22, 36–49]. A prototypical model of this
family features a “reaction coordinate” x+ driven both
by Gaussian noise and an additional non-Gaussian col-
ored noise x−
x˙+ = −U ′ (x+) + g (x−) + σ+η+,
x˙− = −V ′ (x−) + σ−η−. (16)
Previous works that examined rare events within the fam-
ily (16) [16, 21, 36–38, 42, 45–48], give partial or no an-
alytical analysis, or calculate W for specialized forms of
(16), such as linear V ′ or g [36, 38, 45–48], without ad-
dressing the dynamics or treating the generic case.
We look at rare events of (16) in which the reac-
tion coordinate x+ reaches a large potential difference
∆U/σ2+  1. First, for constant U ′ (x+), the deriva-
tion above can be readily followed, merely by substituting
2D sinh2 x− → g and D sinh 2x− − r− → V ′. As above,
given an x− trajectory, one can evaluate the probability
of x+ histories using the IM formalism. However, the ac-
companying x− trajectories are not dominated by a single
path and IM is inapplicable, as in general the rare event
is not characterized by large potential difference for the
x− coordinate, ∆V/σ2− / 1. However, if the time scale
of the rare x+ history is much larger than the relaxation
time of x− in the potential V , then the accompanying
x− histories can be fully characterized by the DV for-
malism. The extension to non-constant U ′(x+) proceeds
by dividing the x+ trajectory to small pieces, where U
′
can be taken as constant [48, 54].
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A. IM for the extinction of x+
In this section we review the derivation of Eq. (6) of the main text using the IM.
Given a x− trajectory, the x+ dynamics (3) is a simple biased diffusion, with a time-dependent drift, whose
probability distribution can be found exactly, see Sec. C. However, being interested in the large K limit, we will employ
here the IM which can only evaluate the extinction probability up to an exponential pre-factor. The advantage of
the IM here, besides its simplicity, is that it can be straightforwardly extended to more involved cases with an x+
dependent forcing.
We start with the conditional probability path measure P [{x+ (t)} | {x− (t)}] for observing the path history x+ (t)
given a x− (t) history. It is given, up to pre-exponential factors P [{x+ (t)} | {x− (t)}] ∝ e−S , by the conditional path
action
S [{x+ (t)} | {x− (t)}] =
∫ T
0
(
x˙+ − r − 2D sinh2 x−
)2
dt′. (A1)
During an extinction, x+ declines from the large value lnK to 0 during time T . To prove applicability of the IM
we employ the re-scaling y+ = x+/ lnK and τ = t/ lnK and successfully isolate the large parameter lnK in front
of the conditional path measure S [{y+ (τ)} | {x− (t)}] = lnK
∫ T/ lnK
0
(
∂τy+ − r+ − 2D sinh2 x−
)2
dτ . Importantly,
as the optimal extinction duration T scales also with lnK as for the single patch case, then the lnK dependence
is pulled of from the integration limit. The large parameter lnK in front of the conditional path measure makes
the IM treatment for the conditional extinction valid here where the extinction event is dominated by the minimum
action − lnP [{x+ (T ) = 0} | {x− (t)}] ' S∗, evaluated over the optimal extinction path x+ (with x+ (0) = lnK and
x+ (t = T ) = 0) which minimizes the action (A1), see [27, 28]. Standard minimization yields Eq. (6)-(7) of the main
text.
B. The DV formalism for x− during extinction
Here we briefly review the DV formalism, as applied to the derivation of the rate function f from Eq. (8) and the
conditioned dynamics, Eq. (10).
The DV formalism [29–32] reduces the problem of finding the rate function f(G), defined in Eq. (8), to an effective
eigenvalue problem. The rate function is given by a Legendre-Fenchel transform [33, 34]
f (G) = max
k
[kG− ξ (k)] (B1)
7of the scaled cumulant generating function
ξ (k) = lim
T→∞
1
T
ln 〈eTkG〉 , (B2)
where 〈...〉 denotes averaging over the process (4) of the main text. According to the DV method, ξ is the maximal
eigenvalue of the operator Lˆ(k) ≡ Lˆ+ kg (x−), which is a tilted version of the Fokker-Planck generator corresponding
to the Langevin equation for the stochastic process (4). The resulting eigenvalue problem reads
1
4
h′′ + [(D sinh 2x− r−)h]′ + 2kD sinh2 xh = ξh, (B3)
with the boundary conditions h (x→ ±∞) = 0. A usual protocol here is to make the operator in Eq. (B3)
self adjoint by defining the operator H = e−U/2Lˆ(k)eU/2 where in our case U (x) = − ∫ x 4 (D sinh 2x− r−) =
−4 (D cosh2 x− r−x). This brings us to an effective Schro¨dinger equation
− 1
4
ψ′′ + Vkψ = −ξψ, (B4)
with the confining potential
Vk = (D sinh 2x− r−)2 −D cosh 2x− 2kD sinh2 x, (B5)
and where ξ (k) is minus the ground state energy. The two eigenfunctions are related via
ψ (x) = e2(D cosh
2 x−r−x)h (x) . (B6)
The solution of the eigenvalue problem also provides the process xc− conditional on the prescribed value of G, see e.e
[55]. This process is also Markovian and is given by the Langevin Eq. (10) of the main text, with the biasing potential
given by
VG
(
xc−
)
= −1
2
lnψk
(
xc−
)
, (B7)
where k = k (G) is the argmax of the Legendre-Fenchel transform (B1) given by k (G) = f ′ (G). The corresponding
steady state distribution for xc− , conditioned on a prescribed value G than reads
P
(
xc−
)
= Nψ2k
(
xc−
)
, (B8)
where N is a normalization constant.
We note two points regarding the exponent W defined in Eq. (9). First, it can be found in terms of the cumulant
generating function ξ and its argument k. Indeed, using the relation k (G) = f ′ (G), and (B1) one can show that
W = −k. (B9)
with k the solution to the algebraic equation
ξ (k) +
k2
4
+ r+k = 0. (B10)
Second, it obeys the bounds
0 ≤W − 4r+ ≤ 4〈G〉 (B11)
The upper bound is given by the choice G = 〈G〉 in Eq. (9) of the main text. For this value f = 0 and we have
the usual OFM extinction dynamics with the modified growth rate r+ → r+ + 〈G〉. The lower bound is achieved by
neglecting the cost of f altogether.
8C. The conditioned xc+ dynamics
Here we derive the conditioned xc+ dynamics, Eq. (11).
Starting with Eq. (3) for x+, define the stochastic variable y+ = x+ + r+ (T − t) + 2D
∫ T
t
sinh2 x− (t′) dt′, which
follows pure Brownian motion
y˙+ =
1√
2
η+. (C1)
The extinction of xc+ during time T corresponds to a simple Brownian bridge y+ (t = 0) = lnK + (r+ +G)T ,
y (t = T ) = 0, whose conditioned dynamics can be found. e.g., in [56]. Going back to xc+, we find:
x˙c+ = 2D sinh
2 x− (t)−
∫ T
t
2D sinh2 x− (t′) dt′
T − t −
x+
T − t +
σ√
2
η+. (C2)
As the accompanying xc− trajectories satisfy that the time average of g is equal to G for any macroscopic time interval,
than Eq. (C2) give way to Eq. (11).
D. Extinction in the strong coupling limit D →∞
Here we present the asymptotic solution of the DV problem (B4) at large D.
At large coupling we have that the two patches are infinitely coordinated, and fluctuations in G are significantly
suppressed. Consequently we have that the rate function f diverges away from its minimum, f ' f˜ (G) / + O (1)
where  = 1/D is our small parameter. Correspondingly we have the scaling of the cumulant generating function (B2)
ξ (k) = ξ˜
(
k˜
)
/ with k˜ = k. The confining potential of the Schrdinger Eq. (B4) becomes vary narrow around its
minimum xmin = O () which can be set to zero as it only contributes in the sub-leading order and the eignenfunction
ψ is narrowly localized around the origin over a small scale x ∼ 1/√. Substituting x˜ = √x, and expanding in
powers of  we have that Eq. (B4) becomes a simple quantum harmonic oscillator
1
4
∂2x˜ψ +
[
1 +
(
2k˜ − 4
)
x˜2 +O ()
]
ψ = ξ˜ψ. (D1)
The ground state is a Gaussian whose width is parameterized by k˜, which together with the ground state energy
reads:
ψ (x) ' 2
√
Dα
pi
e−2Dαx
2
; ξ˜ = 1− α+O () ; α2 = 1− k˜
2
. (D2)
Legendre transforming we find the rate function
f (G) =
D
2
(1−G/〈G〉)2
G/〈G〉 +O (1) , (D3)
where 〈G〉 ' 1/4 in this limit. We are left with determining W from Eq. (9) or the simpler Eq. (B10) together with
Eq. (D2). The final result reads
W = 1 + 4r+ +O
[(
1
D
)]
. (D4)
E. Typical dynamics in the weak coupling limit D → 0+
Here we explain why at small D, the typical growth of the total population is dominated by that of patch 1.
At small D the growth of the population at each patch occurs at a different exponential rate N˙i ' (ri + ηi)Ni until
the population ratio becomes very large O (1/D). At this point the abundance at the faster patch 1 is much larger
compared to patch 2 and thus migration to patch 2, relative to population size, D (N2 −N1) /N2 is non-negligible.
The migration to patch 1 is negligible because N2 is small. Indeed, the x− distribution at steady state (from Eq. (5)
of the main text) is peaked at x− ∼ ln (r−/D), and the average of migration to patch 1, relative to population size,
〈D (N2 −N1) /N1〉 with respect to this distribution, vanishes to leading order. The same is true for the variance.
Thus, the growth of the total population N1 +N2 is dominated by that of patch 1 alone with the average growth rate
r1, which coincides with its zero noise value, and so NIS is negligible here.
9F. Extinction in the weak coupling limit D → 0+
Here we present the asymptotic solution of the DV problem (B4) that leads to Eqs. (14)-(15) and to the conditional
distributions in Fig. 2(C).
The small D limit turns out to be a singular perturbation problem with a sharp transition at the critical value of
k = −2r−. Here the confining potential of the Schrdinger Eq. (B4) becomes very wide with the length scale | lnD|
and the solution is given by matched asymptotic expansions [57]. The eigenfunction ψ is characterized by a central
non vanishing inner boundary layer, flanked by two outer boundary tails where it decays to zero. The derivation is
rather lengthy. We first cite the final results:
The central boundary layer describing the eigenfunction (for |x| < | lnD|) is given by
ψ2k (x) '

N1e
−4D
(
cosh2 x− r−+
k
2
D x
)
, −2r− < k ≤ 0, (F1)
N2
| lnD|e
−4D cosh2 x cos2
[
pi
| lnD|
(
x+
ψDG
(−k2 − r−)− ψDG (−k2 + r−)
4
)]
, k ≤ −2r−, (F2)
where ψDG is the DiaGamma function, N1,2 are O (1) normalization constants and the first line holds away from a
vanishing vicinity of −2r−, k + 2r− = O (1/ lnD). These expressions are presented in Fig. 2(C) of the main text
upon substituting k = −W , where W (r1, r2) is presented in Eqs.(14)-(15) of the main text. W can be found using
the cumulant generating function (together with (B10)), which is given by
ξ (k) '

k2
4
+ kr−, −2r− < k ≤ 0, (F3)
−r2− +O
[
1
(lnD)
2
]
, k ≤ −2r−, (F4)
where the first line holds away from a vanishing vicinity of −2r−, k + 2r− = O (1/ lnD), and the second line holds
except for k that diverge as |k| ∼ 1/D.
Legendre transforming this expression we have that the rate function f (G) diverges when G approaches zero over
a vanishing boundary layer G ∼ O (1/ lnD), while away from it it is given by the simple parabola
f (G) ' (G− r−)2 ; G > 0. (F5)
We now turn to describe the analytical treatment. We solve the eigenvalue problem (B4) separately for x ≥ 0 and
x ≤ 0, where at each region we invoke matched asymptotics, and than match the solutions. For each region, the
relation z = 2D sinh2 x is invertible, and we can substitute
ψ (x) = e−2D(cosh
2 x− r−D x)ψ˜±
(
2D sinh2 x
)
, (F6)
and arrive at(
z2 + 2Dz
)
ψ˜′′± (z) +
(
z − 2z2 +D − 4Dz ± 2r−
√
z2 + 2Dz
)
ψ˜′± (z) + kzψ˜± (z) = ξψ˜± (z) , (F7)
In the following we make expansions in small D and assume that k do not scale with D. Letting k diverge |k| ∼ 1/D
will enable to probe the divergence of f at the origin.
1. Outer solution
Here we assume we have a simple expansion of the solution ψ˜± (z) = ψ˜0 (z) + Dψ˜1 (z) + .... Substituting this
expansion we have
z2ψ˜′′± (z) +
(
z − 2z2 ± 2r−
)
ψ˜′± (z) + kzψ˜± (z) = ξψ˜± (z) , (F8)
The solution to this equation that does not diverge at infinity, is given by the confluent hypergeometric function U
ψ˜± (z) = Az∓r−+
√
r2−+ξU
[
1
2
(
2
√
r2− + ξ ∓ 2r− − k
)
, 1 + 2
√
r2− + ξ, 2z
]
. (F9)
The other independent solution to the ODE (F8) is given by the modified Laguerre function which diverges as e2z at
infinity and is thus invalid. For negative values of r2− + ξ < 0, the outer solution give way to
ψ˜± (z) = A±z∓r−+i
√
−r2−−ξU
[
1
2
(
2i
√
−r2− − ξ/∓ 2r− − k
)
, 1 + 2i
√
−r2− − ξ, 2z
]
. (F10)
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2. Inner region
Now we introduce a boundary layer coordinate z˜ = Dz, and expanding in the near region
ψ˜± (z) = v (z˜) +Dv1 (z˜) + ... (F11)
Plugging it into (F7) we arrive at(
z˜2 + 2z˜
)
v′′± (z˜) +
(
z˜ + 1± 2r−
√
z˜2 + 2z˜
)
v′± (z˜) = ξv± (z˜) . (F12)
There are two independent solutions to this equation
v± (z˜) =
B±
(√
z˜
2 +
√
1 + z˜2
)2√r2−+ξ
+ C±
(√
z˜
2 +
√
1 + z˜2
)−2√r2−+ξ
[
1 + z˜ +
√
z˜ (2 + z˜)
]±r− (F13)
For negative values of r2− + ξ < 0, the inner solution give way to
v± (z˜) =
D± cos
[
2
√
−r2− − ξ arcsinh
(√
z˜
2
)
+ ϕ±
]
[
1 + z˜ +
√
z˜ (2 + z˜)
]±r− . (F14)
The ± solutions for v± must be matched at x = 0. As the denominator gives in the original variables[
1 + z˜ +
√
z˜ (2 + z˜)
]±r−
= e2r−x, (F15)
we must have that
B+ = C− ; B− = C+ ; D+ = D− ; ϕ+ = −ϕ− (F16)
We are left with matching the outer solutions ψ˜± with the inner ones v± by employing a matching condition.
3. Matching the inner and outer solutions
There are two different regimes here:
4. −r2− < ξ ≤ 0
In this case we find that the outer solution diverges at the origin. the first two terms are given by:
ψ˜± (z → 0) ' A±z∓r−
Γ
(
−2
√
r2− + ξ
)
Γ
[
− 12
(
2
√
r2− + ξ/σ2 + k ± 2r−
)] × (F17)
z√r2−+ξ/σ2 + z−√r2−+ξ/ 2−2
√
r2−+ξΓ
(
2
√
r2− + ξ
)
Γ
[
1
2
(
2
√
r2− + ξ − k ∓ 2r−
)] Γ
[
− 12
(
2
√
r2− + ξ + k ± 2r−
)]
Γ
(
−2
√
r2− + ξ
)
 ,
where Γ is the gamma function. Expanding the inner solution at infinity we find two matching terms:
v± (z˜ →∞) ' z∓r− (2D)∓r−+
√
r2−+ξ
[
B±z
√
r2−+ξ +
D2
√
r2−+ξ
22
√
r2−+ξ
C±z−
√
−r2−+ξ
]
. (F18)
Than the matching condition reads:
Γ
(
2
√
r2− + ξ
)
Γ
(
−2
√
r2− + ξ
) Γ
[
− 12
(
2
√
r2− + ξ + k ± 2r−
)]
Γ
[
1
2
(
2
√
r2− + ξ − k ∓ 2r−
)] = D2√r2−+ξ C±
B±
(F19)
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Employing the relation (F16) we arrive at Γ
(
2
√
r2− + ξ
)
Γ
(
−2
√
r2− + ξ
)

2
Γ
[
− 12
(
2
√
r2− + ξ + k − 2r−
)]
Γ
[
1
2
(
2
√
r2− + ξ − k + 2r−
)] Γ
[
− 12
(
2
√
r2− + ξ + k + 2r−
)]
Γ
[
1
2
(
2
√
r2− + ξ − k − 2r−
)] = D4√r2−+ξ (F20)
Except for vanishing r2− + ξ = O (1/ lnD), the leading order in D is achieved when the left hand side vanishes. That
is either 2
√
r2− + ξ − k− 2r− = 0 or 2
√
r2− + ξ − k+ 2r− = 0. As k ≤ 0, only the first option can hold and we finally
have that for −2r− < k ≤ 0
ξ ' k
2
4
+ kr−, (F21)
which holds accept for k in small vicinity of −2r−, k + 2r− = O (1/ lnD).
In addition, we have the following matching for the coefficients
A+ = B+
(
2
D
)−r−+√r2−+ξ Γ [− 12 (2√r2− + ξ + k + 2r−)]
Γ
(
−2
√
r2− + ξ
) (F22)
which in light of the relation (F21) is reduced to
A+ = B+
(
2
D
) k
2
. (F23)
We also deduce that
C+ = B+D
k+2r− Γ (−k − 2r−) Γ (2r−)
Γ (k + 2r−) Γ (−k) (F24)
and from the matching of the − parts we also find
A− = B−
(
2
D
)2r−+ k2 Γ (−k)
Γ (−k − 2r−) = B+2
2r− (2D)
k
2
Γ (2r−)
Γ (k + 2r−)
= A+2
2r−Dk
Γ (2r−)
Γ (k + 2r−)
. (F25)
Importantly, as C+ is negligible compared to B+, we have that the inner region is approximated by
ψ2 (x) ' N e−4D
(
cosh2 x− r−+
k
2
D x
)
, (F26)
This approximation breaks down when k approaches −2r− as C+ is no longer negligible.
5. ξ ≤ −r2−
In this case we find that the square root
√
ξ + r2− becomes imaginary and the outer solution is expended at the
origin by:
ψ˜± (z → 0) ' A±z
∓r−
2i
√
−ξ−r2−
[
(2z)
i
√
−r2−−ξ α∗± + (2z)
−i
√
−r2−−ξ α±
]
+ . . . (F27)
=
A±z∓r−
2i
√
−ξ−r2−
|α±| cos
[√
−r2− − ξ ln (2z)− argα± + . . .
]
where
α± =
Γ
(
2i
√
−ξ − r2−
)
Γ
[
1
2
(
2i
√
−ξ − r2− − k ∓ 2r−
)] . (F28)
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For the inner solution we find
v± (z˜ →∞) ' D±
(
D
2
)±r−
z∓r− cos
[√
−r2− − ξ2 ln
(
2z
D
)
+ ϕ± + . . .
]
(F29)
The matching condition than reads
argα+ + argα− =
arg
 Γ
(
2i
√
−ξ − r2−
)
Γ
[
1
2
(
2i
√
−ξ − r2− − k − 2r−
)]
+ arg
 Γ
(
2i
√
−ξ − r2−
)
Γ
[
1
2
(
2i
√
−ξ − r2− − k + 2r−
)]
 = 2√−r2− − ξ lnD (F30)
and the phases are given by
ϕ+ = −ϕ− = argα− − argα+
2
. (F31)
Notice, that from the matching condition (F30) we have the scaling√
−r2− − ξ/σ2 ∼
1
lnD
. (F32)
Using the above scaling, we can expand the Gamma functions in the left hand side of (F30). Carefully collecting
terms for the real and imaginary parts, we have the approximate matching condition
arg
−ψDG(−k
2
− r−
)
− 2γ − i√
−r2− − ξ
+ arg
−ψDG(−k
2
+ r−
)
− 2γ − i√
−r2− − ξ
 = 2√−r2− − ξ lnD
(F33)
where γ is the EulerMascheroni constant, and ψDG is the DiaGamma function. Let us substitute than ξ = −r2−− ξ˜(lnD)2
arg
−ψDG(−k
2
− r−
)
− 2γ + i lnD√
ξ˜
+ arg
−ψDG(−k
2
+ r−
)
− 2γ + i lnD√
ξ˜
 = −2√ξ˜. (F34)
To find ϕ+ (F31) we must solve for α+,−. To leading order at small D we have that, apart for k close to −2r−, the
arguments of α+,− both approach −pi/2 and so ϕ+ vanishes for k away from a narrow boundary layer around −2r−.
Beyond that boundary layer, the next order expansion reads 2ϕ+| lnD| = pi4
[
ψDG
(−k2 − r−)− ψDG (−k2 + r−)] +
O [( 1lnD )]. All and all, we can conclude that to leading order the central part is given by
ψ2 ' N| lnD|e
−4D cosh2 x cos2
[
pi
| lnD|
(
x+
ψDG
(−k2 − r−)− ψDG (−k2 + r−)
4
)]
, (F35)
where N is an O (1) normalization constant.
G. Conditioned dynamics in the weak coupling limit D → 0+
Here we derive Eqs. (12) and (13).
In the extinction sink regime r2 ≤ −r1, we have that the optimal value of G (from Eq. (9) of the main text) is given
by G = −r+ which corresponds to k = −2r1 > −2r−. Thus, the corresponding eigenfunction is given by expression
(F26).
Plugging these results in Eq. (10) and (11) of the main text we find
x˙c− = −r+ −D sinh 2x− +
1√
2
η−, (G1)
and
x˙c+ = 2D sinh
2 x− (t) + r+ − x+
T − t +
1√
2
η+, (G2)
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from which we obtain
x˙c1 = −
xc1 + x
c
2
2 (T − t) +D
(
ex
c
2−xc1 − 1
)
+ η1, (G3)
x˙c2 = −
xc1 + x
c
2
2 (T − t) + (r1 + r2) +D
(
ex
c
1−xc2 − 1
)
+ η2. (G4)
Just as for the typical growth, during extinction the abundance in patch 2 is much smaller than in patch 1, and the
migration to patch 1 can be neglected. This means we can set the second term in the right hand side of Eq. (G3) to
zero. Indeed, the xc− distribution obtained from Eq. (G1) is localized around x
c
− ∼ ln (−r+/D) 1, and the average,
and variance of this term vanishes to leading order. Now we also rewrite the Eq. (G3) as:
x˙c1 = −
xc1
(T − t) + r1
xc−
lnK (1− r1t/ lnK) + η1, (G5)
where we also substituted the decline rate rd = r1. As x
c
− = O (1) (do not scale with lnK), than apart from narrow
Boundary layer in time of width r−11  T around t = T , the xc− term can be neglected, and we arrive at the Eq. (12)
of the main text.
In the same way, we replace the first term on the right-hand side of Eq. (G4) by −xc1/ (T − t), which can be further
approximated by its average −r1. To prove the previous statement we make use of the exact solution for the xc1
distribution which follows from Eq. (12) of the main text
P (xc1, t) =
1√
2pit (1− t/T )e
− [x
c
1−r1(T−t)]
2
2t(1−t/T ) , (G6)
and so we have that the distribution of −xc1/ (T − t) is given by
P [xc1/ (T − t) = r˜, t] =
1√
2piσ˜2 (t)
e
− (r˜−r1)2
2σ˜2(t) , (G7)
where
σ˜2 (t) =
1
T
t/T
1− t/T =
r1
lnK
t/T
1− t/T . (G8)
Thus, apart from a narrow boundary layer in time around t = T of width r−11  T , the variance scales as 1/ lnK and
is vanishingly small. Approximating − xc1+xc22(T−t) ' −r1 in the Eq. (G4) we arrive at Eq. (13) of the main text.
H. Non constant potential U ′ (x+) in Eq. (16)
Here we look at rare events for the dynamics
x˙+ = −U ′ (x+) + g (x−) + σ+η+,
x˙− = −V ′ (x−) + σ−η−, (H1)
with non constant U ′. We look at rare events of (H1) in which the reaction coordinate x+ reaches a large potential
difference ∆U/σ2+  1. For a given x− (t) trajectory, the probability cost of the x+ histories in this case are
given within the IM formalism where one minimizes the conditional action of the x+ path probability measure
S+ [x+ (t) |g (t)] =
∫
dt [x+ + U
′ (x+)− g (x−)]2 /2σ2+. However, the accompanying x− trajectories are not dominated
by a single path and IM is inapplicable.
Instead, if the rare x+ history varies over a time scale T which is much larger compared to the fast relaxation time
τ of x− inside the potential V−, than the accompanying x− histories can be found within the DV formalism. Denote
the time average G (t) =
∫ t+T/2
t−T/2 g [x− (t
′)] dt′/T , over an intermediate time scale τ  T  T . Than the probability
of observing any fluctuations in G decays exponentially with T − lnP ' Tf (G), where the rate function f is given
within the DV large deviation formalism. Correspondingly, for any given protocol G (t), which varies over the slow
time scale T , its probability is evaluated by the time integral − lnP ' SDV =
∫
dtf [G (t)]
Next, as the x+ dynamics is characterized by the same slow time scale, we can safely replace g (x−) in the conditional
path probability measure by the segmented time average given by G (t). Putting everything together, we find that
the unconditional probability of observing the large deviation of interest is given by the hybrid minimization problem
for the sum of the IM action and DV large deviation function − lnP ' minx+(t),G(t) {S+ [x+|G] + SDV (G)}. We see
that the usual IM action for the x− paths is replaced here by the DV large deviation function. Most importantly, the
DV theory gives access to the histories of the system conditioned on the large deviation of interest.
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I. Specialized forms with simplifying features
For linear V , x− is an OrnsteinUhlenbeck process. If, in addition, g is also linear then one can show that the time
average G =
∫ T
0
dtg (t) /T , over a long times T , is a Gaussian variable. As such, it displays the usual IM small noise
scaling. As a result, the IM happens to correctly reproduce the large deviation for rare events, however without an
account of the dynamics. This simpler case appeared in several previous works such as [36, 38].
Yet even when x− is an OrnsteinUhlenbeck process, once g is nonlinear then the IM is in general inapplicable.
However, for the special case where it is quadratic g ∝ x2 then the biased path integral that corresponds to conditioning
the process (H1) on a given time average of g is a Gaussian path integral which can be evaluated exactly. This
simplification was used in [48], however, without addressing the dynamics.
For general non-Gaussian noise (non-linear V (x), g(x)), and for addressing the dynamics, one must resort to the
hybrid DV and IM formalism.
