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The problem of ﬁnding all the n × n complex matrices A,B,C such
that, for all real t, etA + etB + etC is a scalar matrix reduces to the
study of a symmetric system (S) in the form: {A + B + C = αIn,A2 +
B2 + C2 = βIn,A3 + B3 + C3 = γ In} where α,β, γ are given complex
numbers. Except in a special case, we solve explicitly these systems,
depending on the values of the parameters α,β, γ . For this purpose,
we use Gröbner basis theory. A nilpotent algebra is associated to
the special case. Themethod used for solving (S) leads to complete
solution of the original problem.We study also similar systems over
the n × n real matrices and over the skew-ﬁeld of quaternions.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
If some n × n matrices (here n 2) are simultaneously similar to upper triangular matrices, then
they are said to be ST.
Let In and 0n be the identity and null n × nmatrices.
We consider the following problemP:
How to choose a smooth complex function φ such that there exist n × n complex matrices A,B,C
verifying, for all real t:
(Eφ) e
tA + etB + etC = φ(t)In and then solve (Eφ) for A,B,C.
Let φ be an admissible function for problemP.
Necessarily a solution A,B,C satisﬁes the following system:
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(Sφ)
⎧⎨
⎩
A + B + C = φ′(0)In,
A2 + B2 + C2 = φ ′′ (0)In,
A3 + B3 + C3 = φ(3)(0)In.
Conversely if A,B,C is a solution of (Sφ), is A,B,C a solution of (Eφ)?
1.1. Main problem
K is a commutative ﬁeld of characteristic 0 and algebraically closed.
The parameters α,β, γ ∈ K are given; one studies the symmetrical system in the n × n matrices
A,B,C with coefﬁcients inK:
(S)
⎧⎪⎨
⎪⎩
A + B + C = αIn,
A2 + B2 + C2 = βIn,
A3 + B3 + C3 = γ In.
If A,B,C constitute a solution of (S) and pairwise commute, then it is easy to prove that r(x) =
6x3 − 6αx2 + (3α2 − 3β)x + 3αβ − 2γ − α3 is a zero polynomial for A,B,C.
The discriminant of r is: dis(r) = 9α4β − 8α3γ − 21α2β2 + 36αβγ − 18γ 2 − α6 + 3β3.
Let us recall that dis(r) = 0 if and only if r has a multiple root.
Using inS the change of unknown matrices:
A = A1 + α3 In,B = B1 + α3 In,C = C1 + α3 In, one deduces that:⎧⎪⎨
⎪⎩
A1 + B1 + C1 = 0,
A2
1
+ B2
1
+ C2
1
=
(
β − α2
3
)
In, where δ = 2α3 − 9αβ + 9γ
A3
1
+ B3
1
+ C3
1
= δ
9
In.
Remark. δ = 0 iff one of the roots of r is half the sum of the other two roots.
Let us rewrite the system as follows:
(S)
⎧⎪⎨
⎪⎩
A + B + C = 0,
A2 + B2 + C2 = σ In,
A3 + B3 + C3 = τ In
with r(x) = 6x3 − 3σx − 2τ , dis(r) = 3(σ3 − 6τ2) and δ = 9τ .
1.2. Gröbner basis theory
We consider an idealI, spanned by a system S of polynomials, in a polynomial ringR. A Gröbner
basis G of I is characterized by the following property, stated relative to some monomial order: let
P ∈R; then multivariate division of P by G is 0 if and only if P ∈I.
The system of polynomials in a Gröbner basis has the same collection of roots as the system S.
If the coefﬁcients lie in an algebraically closed ﬁeld and if the manifold of solutions of a system
{f1(x1, . . . , xn) = 0, . . . , fm(x1, . . . , xn) = 0} is of dimension 0, then there exists a Gröbner basis in the
form {g1(xn) = 0, g2(xn−1, xn) = 0, . . . , gn(x1, . . . , xn) = 0}. For further reading see, e.g. [2] or [6].
1.3. Method used
In the literature we ﬁnd very few results about exact solutions of algebraic system where the
unknowns are matrices; for example, in [5], the authors characterize the solvability of the system
{AX = B,BY = A} where A,B are m × n known complex matrices and X ,Y are unknown matrices with
spectral radius at most one. Generally authors deal with an algebraic equation in one unknown (for
example the Riccati’s equation).
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First we look for a Gröbner basis of the ideal spanned by (S) in the (noncommutative) ring of
polynomials in the unknowns A,B,C. For that, we use the formal computation software “Bergman”
(see [1]); it will be noted that this software works only with homogeneous polynomials.
Initially onehighlights four cases according todis(r)or δ is zero or not. Thenone computes aGröbner
basis in each case. In the following, these cases are listed in an increasing order of complexity.
Remark. (a) The noncommutative ideals do not admit necessarily ﬁnite Gröbner basis but here the
ideal generated by (S) has always a ﬁnite basis.
(b) We study in Section 2 an algebraic system of degree 4, with two unknown matrices, simpler
than (S), but that clariﬁes the method used.
1.4. Main results
The study of the system (S) leads to four cases:
(i) The generic case δdis(r) /= 0. The evaluations of r(x) inA,B,C are 0 andA,B,C are simultaneously
diagonalizable. The resolution ofS is thus reduced to the case n = 1 (see Theorem 1).
(ii) δ /= 0 and dis(r) = 0. The evaluations of r(x) in A,B,C are 0; A,B,C pairwise commute and gen-
erally are not diagonalizable; one obtains the general solution of (S) in Theorem 2.
(iii) δ = 0 and dis(r) /= 0. The evaluations of r(x)
(
x2 − σ
3
)
in A,B,C are 0; A,B,C are diagonalizable
but generally do not commute; one obtains the general solution of (S) in Theorem 3.
(iv) The “nilpotent” case δ = dis(r) = 0. The evaluations of any polynomial of degree ﬁve in A,B,C
are zero; in general A,B,C do not commute but they are ST .
In view of explicit solutions one will use the J.C. Faugere’s software “FGb” (see [3]) that provides a
Gröbner basis of ideals in a (commutative) ring of polynomials overK.
There exist solutions such that x4 is not a zero polynomial for A,B,C if and only if n 9.
The algebra 〈A,B,C〉, generated by A,B,C, is a nilpotent semigroup; if A4 /= 0 then its nilpotency
class is ﬁve; we derive some results concerning the associated ﬂag: in particular, if n = 9, there exists,
up to isomorphism, only one ﬂag of length ﬁve. The algebras 〈A,B,C〉 are classiﬁed up to isomorphism
(see Theorem 4).
1.5. ProblemP
As corollary of the previous results, we give in Theorem 5 the solution of this problem.
1.6. Special ﬁelds
In Proposition 4 one proves that if α,β, γ are real numbers, if n is odd and if r has only one real root
thenS has no real solution.
In Proposition 5 one studies the system of degree 3:⎧⎨
⎩
a + b + c = 0,
a2 + b2 + c2 = v,
a3 + b3 + c3 = 1,
where v is a given quaternion that is not real, and a, b, c are unknown quaternions. One obtains a
necessary and sufﬁcient condition on v so that there exist solutions that do not commute with v. To
do that one uses software “Salsa” (see [7]); this software, an extension of “FGb”, works on the real
solutions of algebraic systems and its results are certiﬁed.
Let us signal that, in [8], the authors give necessary and sufﬁcient conditions for the existence of
solutions of some systems of quaternion matrix equations.
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2. A ﬁrst example
We begin with a system simpler than the main one. Using the noncommutative Gröbner basis
theory, we solve the following system:
(T)
{
AB + BA = In,
BA2B = λIn,
where A,B are n × n unknown matrices with coefﬁcients in K and λ is an element in K that is 0 or
such that 1 − 4λ not a square in the ﬁeld of rational numbersQ.
Proposition 1. Assume (T) admits a solution (A,B); then necessarily n is even (n = 2m).
Case 1. 1 − 4λ is not a square inQ. Then A,B are simultaneously similar to
(
0 Im
Z 0
)
,
(
0 αZ−1
(1 − α)Im 0
)
where Z is an invertible m × mmatrix and α a root of the polynomial x2 − x + λ.
Case 2. λ = 0. Then A,B are simultaneously similar to
(
0 Im
Z 0
)
,
(
0 Q
Im 0
)
where Z ,Q arem × mmatrices
such that ZQ = QZ = 0.
Proof. (BA)2 − BA + λIn = 0; thuswemay assume BA = diag(αIm, (1 − α)Il)withm + l = n; trace(BA) =
n
2
= (m − l)α + l.
In Case 1, α /∈ Q andm = l; in Case 2, we may choose α = 0 and then n = 2l.
Therefore, in both cases, n is even, l = m and AB = diag((1 − α)Im,αIm).
We suppose that A =
(
X Y
Z T
)
,B =
(
P Q
R S
)
where X ,Y , Z , T , P,Q ,R, S are unknownm × mmatri-
ces.
LetU2 = (1 − α)Im,V2 = αIm.With “Bergman”we study the homogeneous system in the unknowns
X ,Y , Z , T , P,Q ,R, S,U,V :
⎧⎪⎨
⎪⎩
XP + YR = U2,XQ + YS = 0, ZP + TR = 0, ZQ + TS = V2,
PX + QZ = V2, PY + QT = 0,RX + SZ = 0,RY + ST = U2,
UV = VU and (U,V commuting with X ,Y , Z , T , P,Q ,R, S).
We obtain (U2 − V2)X = 0 that is (1 − 2α)X = 0 or X = 0; similar equations of the Gröbner basis give
T = P = S = 0. We deduce easily that A,B are simultaneously similar to
(
0 Y
Z 0
)
,
(
0 Q
R 0
)
with ZQ =
QZ = αIm and YR = RY = (1 − α)Im. Changing the basis of ker(BA − αIm) we may assume Y = Im. 
Now we return to the system (S).
3. The generic case δ =/ 0 and dis(r) =/ 0
3.1. Gröbner basis
Proposition 2. U,V are given n × n matrices such that U2V3 = V3U2.
Let the homogeneous system:
(S0)
⎧⎨
⎩
A + B + C = 0,
A2 + B2 + C2 = U2,
A3 + B3 + C3 = V3.
If V is invertible and if a solution (A,B,C) commutes with U2 and V3 then A,B,C pairwise commute.
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Proof. More precisely “Bergman” provides a Gröbner basis from which one extracts the relations:
2B2 + 2AB + 2A2 − U2 = 0,
AB − BA = 0, (1)
6A3 − 3AU2 − 2V3 = 0.  (2)
Remark. The software asks for an order on the unknowns; it follows that a Gröbner basis is not
symmetric in A,B,C.
3.2. Resolution of (S) (ﬁrst part)
Theorem 1. If δ /= 0 and dis(r) /= 0 then any solution (A,B,C) of (S) is such that the evaluations of r(x)
in A,B,C are 0 and A,B,C are simultaneously diagonalizable. The resolution of (S) is thus reduced to the
case n = 1.
Proof. According to relations (1) and (2),A,B,C pairwise commute and r vanishes forA,B,C. Conclusion
follows from the fact that dis(r) /= 0. 
4. The case δ =/ 0 and dis(r) = 0
4.1. Model equation
Here σ3 = 6τ2 and τ /= 0; using a scale factor on A,B,C, one is reduced to τ = 1 and σ3 = 6; even-
tually after multiplication of A,B,C by j = e 2iπ3 or j2 one may assume σ = 3√6 and τ = 1.
One is working inC but the reasoning is valid inK.
Thus all the cases reduce to a model case.
Here the model is the system obtained for α = β = γ = 1, denoted (S∗).
4.2. Resolution of (S) (second part)
Theorem 2. If δ /= 0 and dis(r) = 0 then the resolution of (S) is reduced to that of (S∗); any solution of
(S∗) is such that A,B,C are simultaneously similar to the block-matrices:
⎛
⎝Iϕ 0 00 V 0
0 0 W
⎞
⎠ ,
⎛
⎝U 0 00 Iψ 0
0 0 −W
⎞
⎠ ,
⎛
⎝−U 0 00 −V 0
0 0 Iθ
⎞
⎠ ,
where U2 = 0ϕ ,V2 = 0ψ ,W2 = 0θ and ϕ + ψ + θ = n.
Proof. Relations (1) and (2) remain valid: it follows that A,B,C pairwise commute and x3 − x2 is a zero
polynomial for A,B,C. A2,B2,C2 are three projectors whose sum is In; changing the basis leads to:
A2 =
⎛
⎜⎝
Iϕ 0 0
0 0 0
0 0 0
⎞
⎟⎠ , B2 =
⎛
⎜⎝
0 0 0
0 Iψ 0
0 0 0
⎞
⎟⎠ ,
C2 =
⎛
⎜⎝
0 0 0
0 0 0
0 0 Iθ
⎞
⎟⎠ , where ϕ + ψ + θ = n.
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Thus ker(A2) = ker(B2 − In) ⊕ ker(C2 − In) = ker(B − In) ⊕ ker(C − In) and Kn = ker(A − In) ⊕
ker(B − In) ⊕ ker(C − In) = E ⊕ F ⊕ G; A,B,C pairwise commute and then E, F ,G are invariant by A,B,C;
in a basis adapted to this decomposition:
A =
⎛
⎜⎝
Iϕ 0 0
0 A1 A2
0 A3 A4
⎞
⎟⎠ , B =
⎛
⎜⎝
B1 0 B2
0 Iψ 0
B3 0 B4
⎞
⎟⎠ , C =
⎛
⎜⎝
C1 C2 0
C3 C4 0
0 0 Iθ
⎞
⎟⎠.
But C = In − A − B. The assertion concerning A,B,C follows. 
Let us substitute σ In where σ
3 = 6 for U where U3 − 6In is nilpotent; then this new system may
have only solutions that do not commute with U, as explained in the following result.
4.3. A pathological case in dimension 2
Proposition 3. Assume n = 2. Let the system in A,B,C:
(S1)
⎧⎪⎨
⎪⎩
A + B + C = 0,
A2 + B2 + C2 = U,
A3 + B3 + C3 = I2,
where U is a given 2 × 2 matrix such that 6I2 − U3 is a non zero nilpotent matrix. Then there exist no
solution of (S1) where A,B,C commute with U.
Proof. Let A,B,C be a solution of (S1) that commutes with U; therefore A,B,C pairwise commute and
6A3 − 3AU − 2I2 = 0; this polynomial in A has as (matricial) resolvant polynomial q(A) = A2 − 9A +
27
8
U3; the matricial discriminant of q, 6I2 − U3, is non zero nilpotent and so is not a square; this last
condition prohibits the use of Cardan’s method for the resolution of degree three polynomials.
WemayassumeU = ρI2 + Nwhereρ3 = 6andN =
(
0 1
0 0
)
; the rootsof6x3 − 3ρx − 2are −1
ρ
, −1
ρ
, 2
ρ
.
Thus the unknowns are in the following form (up to order): A = −1
ρ
I2 + αN, B = −1ρ I2 + βN,C =
2
ρ
I2 − (α + β)N where α,β are complex numbers.
The last two equations of (S1) give us α + β = −ρ6 and α + β = 0, a contradiction. 
5. The case δ = 0 and dis(r) =/ 0
5.1. Gröbner basis
Let the system
(S2)
⎧⎪⎨
⎪⎩
A + B + C = 0,
A2 + B2 + C2 = U2,
A3 + B3 + C3 = 0.
One is interested in the solutions which commute with U. “Bergman” provides a Gröbner basis of (S2)
from which one extracts the relations:
A2B − BA2 = 0, (3)
−BAB − A2B + 2A3 − U2A = 0, (4)
A(2A2 − U2)(3A2 − U2) = 0. (5)
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5.2. Resolution of (S) (third part)
Theorem 3. If δ = 0 and dis(r) /= 0 then every solution A,B,C of (S) is such that r(x)
(
x2 − σ
3
)
vanishes
for A,B,C. Moreover A,B,C are diagonalizable but in general they do not commute.
In this situationKn = E ⊕ F where E, F are (A,B,C)-invariant and:
(i) The dimension m of E is even and the restrictions of A,B,C to E are simultaneously similar to:√
σ
3
(
1 0
0 −1
)
⊗ I m
2
,
√
σ
3
(
− 1
2
√
3
2√
3
2
1
2
)
⊗ I m
2
,
√
σ
3
(
− 1
2
−
√
3
2
−√3
2
1
2
)
⊗ I m
2
.
Note that these matrices are not ST .
(ii) r vanishes for the restrictions of A,B,C to F and the latter are simultaneously diagonalizable.
Proof. Here τ = 0, σ /= 0 and r(x) = 3x(2x2 − σ). (5) and σ /= 0 imply Kn = E ⊕ F where E =
ker
(
A2 − σ
3
In
)
and F = ker(r(A)); one deduces the ﬁrst claim.
• Proof of (i): by (3) E is B,C-invariant; let u ∈ E be an eigenvector of B2 : B2(u) = λuwhere λ ∈ { σ
3
, σ
2
, 0
}
.
It follows that C2(u) = σu − A2(u) − B2(u) =
(
2σ
3
− λ
)
uwhere 2σ
3
− λ ∈ { σ
3
, σ
2
, 0
}
; this implies that
λ = σ
3
. If v ∈ E then we get B2(v) = C2(v) = σ
3
v, ker
(
A2 − σ
3
In
)
⊂ ker
(
B2 − σ
3
In
)
and ﬁnally
ker
(
A2 − σ
3
In
)
= ker
(
B2 − σ
3
In
)
= ker
(
C2 − σ
3
In
)
. (6)
It follows from (4) that the restrictions A′,B′,C ′ of A,B,C to E, satisfy: −B′A′B′ − A′2B′ + 2A′3 − σA′ =
−B′A′B′ − σ
3
B′ − σ
3
A′ = 0; thus 0 = trace
(
−B′2A′ + σ
3
C ′
)
= σ
3
trace(−A′ + C ′).
So we have trace(A′) = trace(B′) = trace(C ′) = 0 andm is even.
Using a scale factor one may assume σ = 3.
Changing the basis we may assume A′ = diag
(
I m
2
,−I m
2
)
; we look for B′ in the following form:
B′ =
(− 1
2
I m
2
+ Y U
V 1
2
I m
2
+ Z
)
; the conditions B′2 = (A′ + B′)2 = Im imply that Y = Z = 0m and UV =
3
4
I m
2
; using a basis change whose matrix has following form
(
P 0
0 Q
)
(it leaves A′ invariant), we may
assume B′ =
(− 1
2
I m
2
PUQ−1
QVP−1 1
2
I m
2
)
. So there exist P,Q such that PUQ−1 =
√
3
2
I m
2
and, with this choice,
B′ =
⎛
⎝− 12 I m2
√
3
2
I m
2√
3
2
I m
2
1
2
I m
2
⎞
⎠ .
Note that A′,B′ are not ST because (A′B′ − B′A′)2 = −3Im.
• Proof of (ii): Using a scale factor, we may assume σ = 2.
F = ker(A) ⊕ ker(A2 − In) = ker(A2) ⊕ ker(A2 − In). By (3) F is B,C-invariant.
Let A
′′
,B
′′
,C
′′
be the restrictions of A,B,C to F .
By (6), r(x) = 6x(x2 − 1) vanishes for A′′ ,B′′ ,C ′′ . It follows that the latter are diagonalizable.
We conclude using the fact that A
′′2,B
′′2,C
′′2 are projectors or, faster, looking a Gröbner basis of the
ideal generated by the following system in A,B,C,U where U is an invertible matrix:
(S3)
⎧⎨
⎩
A + B + C = 0,
A2 + B2 + C2 = 2U2,
A3 − AU2 = B3 − BU2 = C3 − CU2 = 0.
We will be interested in the solutions such that A,B,C commute with U; “Bergman” provides a basis
that contains the equation AB − BA = 0. Thus A′′ ,B′′ ,C ′′ pairwise commute and are simultaneously
diagonalizable. 
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6. The “nilpotent" case δ = 0 and dis(r) = 0
6.1. Gröbner basis
Now we consider the system:
(S4)
⎧⎨
⎩
A + B + C = 0,
A2 + B2 + C2 = 0,
A3 + B3 + C3 = 0.
“Bergman” provides this Gröbner basis associated to (S4) : A + B + C = 0,
AB + BA = −2A2 − 2B2, (7)
A2B = BA2, (8)
2A3 = A2B + BAB, (9)
A2BA = A3B = −1
2
A4, (10)
A5 = 0. (11)
6.2. Resolution of (S) (fourth part)
Let Jk = [(Jk)ij] be the Jordan nilpotent matrix of dimension k ((Jk)ij = 0 except (Jk)i,i+1 = 1).
We will employ the definitions of Kudryavtseva and Mazorchuk [4].
Deﬁnition. A ﬂagF of length l is a ﬁlter ofKn subspaces: (Vi)0il such that {0} = V0 · · ·Vl = Kn.
The signature of the ﬂagF is the sequence: (dim(Vi+1/Vi))i.
To a nilpotent semigroup S of nilpotency class l we can associate the following ﬂag of length l :
{0} ⊂ [Sl−1(Kn)] ⊂ · · · ⊂ [S(Kn)] ⊂ Kn, where [Si(Kn)] is the vector space spanned by the images of
the products s1 · · · si where ∀j  i sj ∈ S.
Theorem 4. If δ = 0 and dis(r) = 0 then every solution A,B,C of (S) satisﬁes:
(i) A4 = B4; ABAB = BABA = 5
2
A4; the value of the other monomials of degree 4 in (A,B) is − 1
2
A4.
(ii) A5 = B5 = C5 = 0 and more generally every monomial of degree 5 in (A,B,C) is zero.
(iii) There exists a solution such that A,B,C do not pairwise commute if and only if n 3.
(iv) There exists a solution such that A4 /= 0 if and only if n 9.
(v) 〈A,B,C〉, the algebra generated by A,B,C, is a nilpotent semigroup and A,B,C are ST; if A4 /= 0 then
its nilpotency class is 5.
To this semigroup we can associate a ﬂag; for n = 9 there exists, up to isomorphism, only one such ﬂag
of length 5.
Remark. It is the unique case where one does not provide explicitly the general solution.
Proof. • (i) Eqs. (9) and (10) imply that 2A4 = A3B + ABAB = − 1
2
A4 + ABAB and ABAB = 5
2
A4; using the
(A ↔ B) exchange: BABA = 5
2
B4. Using again (9) and (10) we obtain
2A4 = A2BA + BABA = −1
2
A4 + BABA and BABA = 5
2
A4.
The remaining relations can be easily proved.
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• (ii) It is sufﬁcient to prove the result for the monomials in (A,B) because C = −A − B. By (i) it is
sufﬁcient to prove that A5 = B5 = 0; the ﬁrst is (11) and the (A ↔ B) exchange provides the second.
• (iii) If n = 2 then the solutions are in the form: A = αJ2,B = βJ2,C = −A − B where α,β ∈ K.
If n = 3 then A = J3, B =
⎛
⎝0 x y0 0 −2−x
2x+1
0 0 0
⎞
⎠, C = −A − B (where x /= −1
2
and x2 + x + 1 /= 0) is a
solution whose elements do not commute, although r(x) = x3 vanishes for A,B,C.
• (iv)Method selected: we choose a Jordan form of A and we seek the matrix B; the unknowns are the
n2 entries of B. We rewrite Eqs. (7)–(11) by interchanging the roles of A and B; we simplify the system
with the linear relations: A4B = A3BA = A2BA2 = ABA3 = BA4 = 0; we seek a Gröbner basis of the ideal
generated by this system in the (commutative) polynomial ring in n2 unknowns in K. To do that we
use “FGb” that is consistent with Maple 10.
A4 /= 0 implies n 5; we review the cases from n = 5 to n = 9.
n = 5 : A = J5 does not provide any solution for B.
n = 6 : A = diag(J5, 0) does not provide any solution for B.
n = 7 : A = diag(J5, J2) and A = diag(J5, 02) do not provide any solution for B.
n = 8 : A = diag(J5, J3),A = diag(J5, J2, 0) and A = diag(J5, 03) do not provide any solution for B.
n = 9 : A = diag(J5, J4),A = diag(J5, J2, 02),A = diag(J5, 04) and
A = diag(J5, J2, J2) do not provide any solution for B.
A = diag(J5, J3, 0) is the only choice that provides solutions for B. Moreover a value of B relies on the
choice of nine parameters inK and two parameters inK∗.
Here is a value of B overQ; the associated solution A,B,C does not satisfy the equation etA + etB +
etC = 3I9
B =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 − 1
2
0 0 0 3
4
0 0 0
0 0 −1
2
0 0 0 −9
4
0 1
0 0 0 −1
2
0 0 0 3
4
0
0 0 0 0 −1
2
0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 −1 0 0 0 −1
2
0 0
0 0 0 3 0 0 0 −1
2
0
0 0 0 0 −1 0 0 0 0
0 0 0 6 0 0 0 0 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
• (v) Theﬁrst claim is a consequence of (ii), (i) and of the fact that the elements of a nilpotent semigroup
are ST .
If A4 /= 0 then the ﬂag associated to 〈A,B,C〉 has length ﬁve and by (i) V1 = A4(Kn); moreover
∀i  4 Vi = [A(Vi+1),B(Vi+1)].
Now we examine the particular case where n = 9 and the ﬂag has length ﬁve.
We have seen in (iv) that necessarily A (therefore also B and C because A4 = B4 = C4) is similar
to diag(J5, J3, 0); with Maple 10 we prove that if A = diag(J5, J3, 0) then the ﬂag associated to 〈A,B,C〉
does not depend upon the choice of B and is: V1 = [e1],V2 = [e1, e2, e6],V3 = [e1, e2, e3, e6, e7, e9],V4 =
[e1, e2, e3, e4, e6, e7, e8, e9] where {e1, . . . , e9} is theKn canonical basis.
Thus (1, 2, 3, 2, 1) is the common signature of the ﬂags of length ﬁve if n = 9.
From the preceding calculation we deduce that A and B are ST in the basis {e1, e2, e6, e3, e7, e9,
e4, e8, e5}. 
Remark. (a) If A and B are similar, then C is not necessarily similar to A as this counterexample proves
it: let n = 4,A = J4; then (up to order) B is similar to A, and C is similar to diag(J2, J2).
(b) The fact that some solutions A,B,C are found in the same ﬁxed similarity class does not imply
that associated ﬂags have the same signature as we can see if we choose n = 4: to the diag(J2, J2)
similarity class we can associate ﬂags of signature (2, 2) or (1, 2, 1).
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6.3. The algebra 〈A,B,C〉
It is a nilpotent algebra over K for which {A,B,AB,BA,A2,ABA,AB2,BAB,A2B,A4} is a spanning set;
therefore its dimension is at most 10.
Again n = 9 and A = diag(J5, J3, 0): then {A,B,AB,BA,A2,ABA,AB2,A4} is a basis of 〈A,B,C〉 and this
algebra is of dimension eight;moreover its center admits {A2,B2,ABA,AB2,A4} as basis, so it has dimen-
sion ﬁve. Yet the algebras obtained according to the choice of B = [bi,j] are not isomorphic because
BAB = −ABA − 4AB2 + A4 and A2B = AB2 − 1
2
A4 where  = 3b6,8 − b2,4; these algebras are char-
acterized, up to isomorphism, by the values of  . The value of B chosen in the proof of Theorem 4(iv)
was obtained for  = 0.
7. The problemP
HereK = C. The following theorem is a direct application of the preceding results.
Theorem 5. Let φ be a smooth complex function.
If there exist n × n complex matrices A,B,C verifying, for all real numbers t:
(Eφ) e
tA + etB + etC = φ(t)In
then φ satisﬁes one of the following properties:
(i) There exist λ,μ, ν ∈ C such that, for all t, φ(t) = eλt + eμt + eνt .
(ii) n is even and there exist α ∈ C,β ∈ C∗ such that, for all t, φ(t) = 3eαt cosh(βt).
Conversely assume that φ satisﬁes property (i) or (ii) and consider the equation (Eφ) where A,B,C are
three unknown n × n complex matrices. We have seen that a solution of (Eφ) veriﬁes its associated system
(Sφ).
• Case 1: φ satisﬁes (i) and two among λ,μ, ν are not equal.
Let z = 1
3
(λ + μ + ν) and r be the monic polynomial with roots λ − z,μ − z, ν − z.
According to values of (Sφ)-parameters (δ, dis(r)), a solution A − zIn,B − zIn,C − zIn is given explicitly
by Theorem 1, Theorem 2 or Theorem 3 (with F = Cn).
• Case 2: φ satisﬁes (i) and λ = μ = ν.
A solution A − λIn,B − λIn,C − λIn is a solution of the nilpotent case, studied in Theorem 4,which must
satisfy, if n 9, the supplementary condition
(A − λIn)4 = 0.
• Case 3 : φ satisﬁes (ii).
A solution A − αIn,B − αIn,C − αIn is given explicitly by Theorem 3 (with E = Cn and σ = 3β2).
Proof. Let S = {A,B,C} be a solution of (Eφ); then the associated system (Sφ) satisﬁes, after normali-
zation, conditions of one among Theorems 1–4.
Let λ,μ, ν be the roots of r.
(i) (Sφ) satisﬁes Theorem 1: r(A) = 0 and etA + etB + etC = (eλt + eμt + eνt)In.
(ii) (Sφ) satisﬁes Theorem 2: r(x) = x3 − x2, r(A) = 0 (cf. model) and etA + etB + etC = (2 + et)In.
(iii) (Sφ) satisﬁes Theorem 3: We obtain a scalar matrix only if E = C2m or F = Cn.
• E = C2m. Here r(A) /= 0. A2 = I2m (cf. model) and etA + etB + etC = 3 cosh(t)I2m.
• F = Cn. r(x) = x3 − x, r(A) = 0 (cf. model) and etA + etB + etC = (1 + et + e−t)In.
(iv) (Sφ) satisﬁes Theorem 4: r(x) = x3, A4 = B4,A5 = 0 (cf. model) and etA + etB + etC = 3In + t48 A4.
Therefore A4 must be a scalar matrix and then A4 = 0. 
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8. Special ﬁelds
8.1. The real matrices case
Here we prove that the real variant of (S) may have no solutions.
Lemma 1. Let u be a real number, v a non-real complex number andw its conjugate. Let A,B,C be real n × n
matrices and P be an invertible complex matrix such that A = P diag(a1, . . . , an)P−1,B = P diag(b1, . . . , bn)
P−1,C = P diag(c1, . . . , cn)P−1 where, for all i, (ai, bi, ci) is a permutation of (u, v,w). Then necessarily n is
even.
Proof (Due toR. Israel). LetU = ker(A − uIn),U1 = {x ∈ U;Bx = vx},U2 = {x ∈ U;Bx = wx};U = U1 ⊕ U2.
The complex conjugation operator leavesU invariant and interchangesU1 andU2. ThusU1 andU2 must
have the same dimension over R, and therefore also over C. So the dimension of U over C is even.
Similarly ker(B − uIn) and ker(C − uIn)have even dimensions. SinceCn = ker(A − uIn) ⊕ ker(B − uIn) ⊕
ker(C − uIn), its dimension n is also even. 
Proposition 4. Let α,β, γ be given real numbers; we consider the system:
(SR)
⎧⎨
⎩
A + B + C = αIn,
A2 + B2 + C2 = βIn,
A3 + B3 + C3 = γ In,
where A,B,C are unknown n × n real matrices.
Assume the associated polynomial r has only one real root.
Then (SR) has at least one solution if and only if n is even.
Proof. r has one real root u and two non real roots v ± iw; then dis(r) /= 0.
(a) n is even.
If n = 2 then a solution is A = uI2, B =
(
v w
−w v
)
, C =
(
v −w
w v
)
.
If n = 2m then a solution is the tensor product by Im of the former expressions.
(b) n is odd.
After replacing the unknownmatrices A, . . . by 1|(v−u)+iw| (A − uIn), . . . we are reduced to the case
that u = 0 and |v + iw| = 1.
Depending to the δ-value, we have two possibilities:
(i) δ /= 0.
Then v(8v2 − 9) /= 0 or (because |v| < 1) v /= 0. According to Theorem 1, A,B,C are simul-
taneously diagonalizable overC.
(ii) δ = 0.
Then 0,±i are the roots of r; we are in the case δ = 0, dis(r) /= 0 ( here σ = −2).
According toTheorem3, F = ker(r(A)) is aC-vector spaceofodddimensionand is (A,B,C)-invariant;
moreover the restrictions of A,B,C to F are simultaneously diagonalizable overC. We can also see F as
aR-vector space of odd dimension which is (A,B,C)-invariant.
Now Lemma 1 proves that (i), (ii) are impossible. 
8.2. The quaternionic case
Let H be the skew-ﬁeld of quaternions; H is a real subspace, of basis {1, i, j, k}, of the 2 × 2 com-
plex matrices. We will write a quaternion in the form: x = x1 + x2i + x3j + x4k. Its conjugate is x∗ =
x1 − x2i − x3j − x4k. Let S2 = {x ∈ H : x2 = −1} =
{
x ∈ H : x1 = 0, x22 + x23 + x24 = 1
}
.
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In the following we assume u, v,w are quaternions, not all real, which pairwise commute; then
there exists ρ ∈ S2 such that u, v,w are in the form λ + μρ where λ,μ ∈ R.
We consider the system (SH) :
⎧⎨
⎩
a + b + c = u
a2 + b2 + c2 = v
a3 + b3 + c3 = w
where the unknowns a, b, c are three quater-
nions.
There exists h ∈ H∗ such that h−1ρh ∈ C \R; thus we may assume that u, v,w are, not all real,
complex numbers. If moreover u ∈ R then we may suppose u = 0. We are interested only by the
solutions that do not commute with u, v,w i.e. by the solutions inH3 \C3.
Nowwe study for the particular case where (SH) admits as right hand side: {u = 0, v ∈ C \R,w =
1}; with the help of “Salsa” we obtain conditions on v so that SH has solutions that do not commute
with v; however we do not obtain explicitly these solutions.
Considering an algebraic system over R, depending on two real parameters, and whose algebraic
dimensionof solutions is zero, “Salsa” computesautomaticallyapartitionof theplaneof theparameters
so that the number of solutions of this system in each region is constant.Moreover this number is given
by the software. Unfortunately here the set of the solutions has dimension one and the computation
can no longer be treated automatically by applying the software.
Proposition 5. We consider the system in the unknowns a, b, c ∈ H
(SH)
⎧⎨
⎩
a + b + c = 0,
a2 + b2 + c2 = v, where v = v1 + iv2 ∈ C \R is given
a3 + b3 + c3 = 1.
The following relations characterize the solutions:
{3v31 + 4v62 + 18v1v22 − 18 0 and |v2| < −v1
√
3} (12)
If (12) is satisﬁed then (SH) has solutions which do not commute with v; if v is in the interior of the
region deﬁned by (12), then the set of solutions admits one degree of freedom. Conversely, if (12) is not
satisﬁed then there do not exist any such solutions except possibly for isolated values of v.
Proof (The calculation with “Salsa” is due to G. Moroz, LIP 6 Laboratory). We calculate a Gröbner basis
associated to the system whose the eight real unknowns are (ai)i4, (bi)i4 with a3 /= 0 or a4 /= 0,
and the real parameters are (v1, v2).
Then “Salsa” allows us to obtain the two requested separator curves:
(C1) : 3v31 + 4v62 + 18v1v22 − 18 = 0, (C2) : |v2| + v1
√
3 = 0.
“Salsa” also allows us to prove that, if v satisﬁes (12) and v /∈ C1, then the algebraic dimension of the
set of solutions is one; for example if a3 is ﬁxed then there exist a ﬁnite number of solutions.
Moreover if v ∈ C1 and |v2| < −v1
√
3 then there exists a solution such that one among a, b, c is a
complex number and the two other not; thus such a v is valid.
If 3v3
1
+ 4v6
2
+ 18v1v22 − 18 0 and v ∈ C2 then (SH) admits a solution, unique up to order, and this
solution is inC3; thus such a v is not valid. 
9. Conclusion
We have solved the system (S) in the ﬁrst three cases and studied, in the fourth case, the nilpotent
algebra generated by a solution. We have deduced, from these results, the solutions of the problem
P; we remark that if δ /= 0 then a solution of a system of type (S) is also a solution of some system
of type P. The use of formal computation softwares seems to us necessary in order to obtain such
results; in particular we mention that the use of Gröbner basis theory in the non-commutative case is
exceptional in the literature concerning linear algebra (the Öre algebras case is very different because
the Öre polynomials satisfy some particular relations of commutativity).
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Unfortunately, in the fourth case, we exceed the calculational capability of the computer: the com-
putationwith n = 10 leads to some overﬂows of the “FGb” package; it follows that if n 10we cannot
solve explicitly the associated nilpotent system (S). To go further it would be necessary to work with
a more effective package ( as “F5” due also to J.C. Faugere).
It should be interesting to study the following system, where the unknowns are the four n × n
complex matrices A,B,C,D and where the parameters (αk)k4 are inK:
() {Ak + Bk + Ck + Dk = αkIn, k = 1, 2, 3, 4}.
It is easy to prove that the systems (S) and () have some solutions that are essentially different;
moreover () has a Gröbner basis that is too large for easy use; thus the situation there is more
complex and requires further study.
On the other hand, the problem becomes very complicated if the second members of (S) are not
scalar matrices; we have pointed this phenomenon out in Proposition 3 (we exhibit a system, the
solutions of which do not commute with the right hand side) and in Proposition 5 where we ﬁnd
requirements such that there exist, in the skew-ﬁeld of quaternions, some non commuting solutions;
eventually it should be interesting to study the system (SH) in the general case.
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