We prove that the Lambek calculus is complete w.r.t. L-models, i.e., free semigroup models. We also prove the completeness w.r.t. relativized relational models over the natural linear order of integers.
Introduction
In 1958 Lambek [8] introduced a calculus for deriving reduction laws of syntactic types. The inteneded syntactic string models, i.e., free semigroup models (also called language models or L-models) for this calculus were considered in [2] , [3] , and [4] . The more general class of groupoid models has been studied in [5] , [6] , and [7] . In [3] W. Buszkowski established that the product-free fragment of the Lambek calculus is L-complete (i.e., complete w.r.t. free semigroup models), using the canonical model. The question of L-completeness of the full Lambek calculus remained open (cf. [1] ). At the end of 1992 the author of this paper gave a positive answer to this question. The proof was improved after several talks in Moscow, Amsterdam, Berne, Paris, issued as the preprint [12] ; a brief exposition of it one may also find in [13] . In the current paper we deliver the complete proof essentially similar to that from [12] , with some minor misprints corrected.
Another interesting particular case of groupoid semantics considered here is relational semantics. Mikulás proved in 1992 [9] that the Lambek calculus is complete w.r.t. relativized relational models (R-models) (cf. also [10] ). Pankratiev [11] proved the completeness w.r.t. R-models over the left-divisor relation in a special residuated semigroup.
In this paper we prove the completeness of the Lambek calculus w.r.t. R-models on a very simple frame, namely on the natural order of integers.
Preliminaries

Lambek calculus
We consider the syntactic calculus introduced in [8] . The types of the Lambek calculus are built of primitive types p 1 , p 2 , . . ., and three binary connectives • , \, /. We shall denote the set of all types by Tp. The set of finite sequences of types (resp. finite non-empty sequences of types) is denoted by Tp * (resp. Tp + ). The symbol Λ will stand for the empty sequence of types.
Capital letters A,B,. . . range over types. Capital Greek letters range over finite (possibly empty) sequences of types.
Sequents of the Lambek calculus are of the form Γ→A, where Γ is a non-empty sequence of types. The cut-elimination theorem for this calculus is proved in [8] . We write L ⊢ Γ→A if the sequent Γ→A is derivable in the Lambek calculus.
Definition. The length of a type is defined as the total number of primitive type occurreces in the type. By Tp(m) + we denote the set of all non-empty finite sequences of types from Tp(m).
Definition. For any two integers m and n, we write LST m,n (limited sequences of types) for the following finite subset of Tp(m) + .
LST m,n ⇀ ↽ {A 1 . . . A l | 1 ≤ l ≤ n, A 1 ∈ Tp(m), . . . , A l ∈ Tp(m)}
Definition.
Sometimes we shall write •(A 1 . . . A n ) or A 1 • . . .
• A n instead of (. . . (A 1 • A 2 ) • . . . • A n ).
Partial semigroup models
(2) * is the restriction of • to V .
Remark. The associativiy law holds automatically in every sub-partial-semigroup.
Example 2 Every partial semigroup from S Z is a sub-partial-semigroup of < Z , • .
We shall use the following shorthand notation. For any sets R ⊆ W and T ⊆ W we write R • T ⇀ ↽ {γ ∈ W | there are α ∈ R and β ∈ T such that α • β = γ};
We shall denote the set of all subsets of a set W by P(W).
Definition. A partial semigroup model W, •, w is a partial semigroup W, • together with a valuation w associating with each type of the Lambek calculus a subset of W (i.e., w: Tp → P(W)) and satisfying for any types A and B the following conditions. 
Definition. A sequent Γ→B is true in a model W, •, w iff w(Γ) ⊆ w(B).
A sequent is false in a model iff it is not true in the model.
Definition. A partial semigroup model W, •, w is called an R-model iff W, • is an R-frame (cf. Example 1 (d)).
Remark. Partial semigroups form a subclass of associative ternary frames [7] .
It is known that the Lambek calculus is sound w.r.t. associative ternary frames. Thus it is also sound w.r.t. all partial semigroup models, i.e., w(Γ) ⊆ w(B) for any partial semigroup model W, •, w , whenever L ⊢ Γ→B. On the other hand, W. Buszkowski [5] has proved that the Lambek calculus is complete w.r.t. models over arbitrary semigroups (Example 1 (a)). The completeness w.r.t. models over binary relational frames (Example 1 (d)) has been proved by Sz. Mikulás [9] .
In this paper we prove that the Lambek calculus is also complete w.r.t. smaller classes of models, namely the models over the partial semigroups presented in Example 1 (b), (c) and (e).
The problem of completeness w.r.t. finite linear R-models (i.e., models over R-frames from S Z ) is still open.
Quasimodels
In this section we introduce the notion of Tp(m)-quasimodels and describe an algorithm of constructing a partial semigroup model as the limit of an infinite sequence of Tp(m)-quasimodels, which are conservative extensions of each other.
Remark. Every partial semigroup model is a quasimodel.
Remark. In the definition of a Tp(m)-quasimodel the condition (1) can be replaced by (1').
(Note that w(A) • w(B) ⊆ w(A • B) follows from (2)).
Lemma 2.1 Every quasimodel is a Tp(m)-quasimodel for any m.
Proof. (1) is obvious. To prove (2) we assume L ⊢ A 1 . . . A l →B and verify that
, where A 1 ∈ Tp(m), . . . , A l ∈ Tp(m), and B ∈ Tp(m).
Remark. The condition (2) can be reformulated in the following way.
(2') For any α ∈ V and for any type A, α ∈ v(A) if and only if α ∈ w(A). 
Definition. We say that a sequence of Tp(m)-quasimodels
Lemma 2.3 The definition of the limit is correct, i.e., W ∞ , •, w ∞ is really a Tp(m)-quasimodel.
Proof.
(1) Proof of ⊆. Let A • B ∈ Tp(m) and γ ∈ w ∞ (A • B). Then γ ∈ w n (A • B) = w n (A) • w n (B) for some n. Thus γ = α • β, where α ∈ w n (A) and β ∈ w n (B). Evidently α ∈ w ∞ (A) and β ∈ w ∞ (B),
(1) Proof of ⊇. Let A • B ∈ Tp(m) and γ ∈ w ∞ (A) • w ∞ (B). Then γ = α • β, where α ∈ w ∞ (A) and β ∈ w ∞ (B), i.e., α ∈ w i (A) and β ∈ w j (B) for some i and j. Put n ⇀ ↽ max(i, j).
Note that W n , •, w n is a conservative extension of
Lemma 2.4 The limit of a conservative sequence is a conservative extension of any of the elements of the sequence.
Proof. We verify that w
Definition. Let W, •, w be a Tp(m)-quasimodel. Let A, B ∈ Tp, α ∈ W, γ ∈ W, and γ / ∈ w(A\B). We say that α is a witness of γ / ∈ w(A\B) iff α • γ is defined, α ∈ w(A), and α • γ / ∈ w(B). Let W, •, w be a Tp(m)-quasimodel. Let A, B ∈ Tp, α ∈ W, γ ∈ W, and γ / ∈ w(B/A). We say that α is a witness of γ / ∈ w(B/A) iff γ • α is defined, α ∈ w(A), and γ • α / ∈ w(B).
Remark. Let W, •, w be a partial semigroup model. Then for any A ∈ Tp, B ∈ Tp, γ ∈ W, if γ / ∈ w(A\B) then there is a witness of γ / ∈ w(A\B) in W, •, w .
Definition. Let U, • be a partial semigroup. Let K be a class of Tp(m)-quasimodels over sub-partial-semigroups of U, • . We say that the class K is witnessed iff Theorem 1 Let m be a positive integer and K be a witnessed class of Tp(m)-quasimodels over sub-partial-semigroups of a countable partial semigroup U, • . Let E ∈ Tp(m), F ∈ Tp(m), and the sequent E→F be false in a Tp(m)-quasimodel from K. Then E→F is also false in a partial semigroup model over a sub-partial-semigroup of U, • .
Proof. The following proof is similar to the R-completeness proof in [9] .
Evidently there is a function σ: N → Tp(m) × U such that for any γ ∈ U and for any C ∈ Tp(m) there are infinitely many natural numbers i, for which σ(i) = C, γ . For example, the function σ can be obtained from any bijection τ :
Given a Tp(m)-quasimodel W 0 , •, w 0 , in which E→F is false, we define by induction on i a conservative sequence
∈ w i (A\B), and there are no witnesses of γ / ∈ w i (A\B) in W i , •, w i , then take W i+1 , •, w i+1 to be any conservative extension of
∈ w i (B/A), and there are no witnesses of γ /
Let W ∞ , •, w ∞ be the limit of the conservative sequence W i , •, w i . Evidently, E→F is false in W ∞ , •, w ∞ . Now we define a valuation v over W ∞ , • by induction on the complexity of a type.
Induction on the complexity of C ∈ Tp(m). Induction step. Case 1: C = A • B Obvious, since both v and w ∞ are Tp(m)-quasimodels. Case 2: C = A\B First we prove that if γ ∈ w ∞ (A\B) then γ ∈ v(A\B). Let γ ∈ w ∞ (A\B). Take any α ∈ v(A) such that α • γ is defined. By the induction hypothesis α ∈ w ∞ (A).
Now we prove that if γ / ∈ w ∞ (A\B) then γ / ∈ v(A\B). If γ / ∈ W ∞ , then this is obvious. Let γ ∈ W j . There exists an integer i ≥ j such that σ(i) = A\B, γ . According to the construction of W i+1 , •, w i+1 there exists α ∈ W i+1 such that α • γ is defined, α ∈ w i+1 (A), and α • γ / ∈ w i+1 (B). Since w ∞ is conservative over w i+1 , we have α ∈ w ∞ (A) and α • γ / ∈ w ∞ (B). By the induction hypothesis, α ∈ v(A) and α • γ / ∈ v(B). Thus γ / ∈ v(A\B). Case 3: C = B/A Similar to case 2.
Now we can prove that
Since w 0 (E) ⊆ w 0 (F ), there is α ∈ W 0 such that α ∈ w 0 (E) and α / ∈ w 0 (F ). In view of Lemma 2.4 we have α ∈ w ∞ (E) and α / ∈ w ∞ (F ). Thus α ∈ v(E) and α / ∈ v(F ).
Faithful quasimodels over linear order
The aim of this section is to introduce "left" quasimodels V ∈ E\F (resp. δ / ∈ F/E).
Lemma 3.1 There is a family of quasimodels V Γ , •, v Γ indexed by sequences of types
There are designated elements ψ ∈ D Λ and χ Γ ∈ D Γ such that
Lemma 3.1 will be proved in Section 6.5.
, and there is a family of elements h Γ ∈ D lf for Γ ∈ Tp * , such that
Proof. We construct the quasimodel V lf , •, v lf using the family of quasimodels
We take V lf to be any linear order on D lf such that W ⊆ V lf . We put (2) and (1) from the definition of a quasimodel at page 5).
According to the definition of 
It remains to repeat the proof of Lemma 3.3.
Evidently, all the lemmas of this section have also inverted duals. We formulate the dual of Lemma 3.4. 
R-completeness
In this section we demonstrate how a partial semigroup W, • and a Tp(m)-quasimodel V, •, v satisfying certain conditions can be used to construct an 'almost' Tp(m)-quasimodel W, •, u , which is 'conservative' over V, •, v (cf. Lemma 4.1).
Using this result, we are going to prove that the class of all Tp(m)-quasimodels over finite intervals of integers is witnessed (cf. Lemma 4.2) and the class of certain Tp(m)-quasimodels over finitely generated free semigroups is witnessed (cf. Lemma 5.1).
Let the following conditions hold.
(1) The partial semigroup V, • is a sub-partial-semigroup of W, • .
(Here n is the given natural number.)
Then there is a function u: Tp(m) → P(W) satisfying the following conditions (i)-(vii).
Proof. We define the function u associating subsets of W not only with single types from Tp(m), but also with sequences of types from Tp(m), i.e., u: Tp(m) + → P(W).
. We consider the corresponding sixteen cases and prove that α (12).
From (10) and (8) we obtain α • β ∈ T • V ⊆ T (cf. case 2ab and case 1c). Case 2d: β ∈ v(B) If β / ∈ R, then α • β ∈ T in view of (14). Now we prove that if β ∈ R then α • β ∈ u 2 (ΘB). We take ∆ = B and ρ = β. From (17) we see that n > 1. Thus ∆ ∈ LST m,n−1 . By Lemma 3. (11) and (8) 
where l is the number of types in the sequence ∆B. In view of (17), ∆B ∈ LST m,n−1 . By Lemma 3.4 (ii) we have
Proof. Induction on l. Induction step. We must prove that if u( Proof.
There is s such that r, s ∈ v lf m,n (A) and s, h E∆ ∈ v lf m,n (B). Now π r, s ∈ u 0 (A) and π s, k • ρ ∈ u 2 (B), whence γ ∈ u 0 (A) • u 2 (B).
We continue the proof of Lemma 4. (iv) Let F ∈ Tp(m) and π g, k ∈ u(F ). Evidently π g, k ∈ P 1 . From (2), (4), and (5) we see that π g, k ∈ u 1 (F ). Thus g, h E ∈ v lf m,n (F ) according to (15). From Lemma 3.4 (i) we obtain L ⊢ E→F .
(v) Let F ∈ Tp(m), ρ ∈ R, and π g, k • ρ ∈ u(F ). Evidently π g, k • ρ ∈ P 2 . From (3), (4) , and (5) we see that π g, k •ρ ∈ u 2 (F ). According to (16) there is ∆ ∈ LST m,n−1 such that ρ ∈ v(∆) and g, h E∆ ∈ v lf m,n (F ). From Lemma 3.4 (i) we obtain L ⊢ E∆→F . Applying the rule (→\) we derive L ⊢ ∆→E\F , whence v(∆) ⊆ v(E\F ). We have proved that ρ ∈ v(E\F ).
(vi) Obvious.
(vii) Obvious.
Definition. By K m Z we denote the class of all Tp(m)-quasimodels over binary relational frames from S Z (cf. Example 1 (f)).
∈ w(E\F ) (i.e., there is α ∈ w(E) such that α • δ / ∈ w(F )).
Recall that we identify D lf m,n with [0, k] for a suitable natural number k. We take
We define
Note that
The conditions (1)- (17) Theorem 2 The Lambek calculus is complete with respect to the class of all R-models on sub-partial-semigroups of < Z , • (cf. Example 1 (e)).
Proof. Immediate from Theorem 1, Lemma 3.2, and Lemma 4.2.
Remark. The Lambek calculus is also complete with respect to the class of all R-models on the partial semigroup < Z , • itself.
Open question. Is the Lambek calculus complete w.r.t. finite R-models? In particular, does the proof of Theorem 2 give a finite countermodel for any given underivable sequent?
L-completeness
Definition. Let V be any alphabet, i.e., any set, the elements of which are called symbols. We denote by V + the set of all non-empty words over the alphabet V. By V * we denote the set of all words over the alphabet V, including the empty word ε.
Definition.
Free and there is α ∈ W + such that
(ii) α ∈ w(E);
Proof. We are going to apply Lemma 4.1. First, we put V ⇀ ↽ V + and n ⇀ ↽ |δ| + 1. Let D lf m,n = [0, k]. Let x, z, y 1 , y 2 , . . . y k be any k + 2 distinct elements of {a j | j ∈ N}, which do not occur in V. We denote Y ⇀ ↽ {x, z, y 1 , y 2 , . . . , y k } and put W ⇀ ↽ W + , where
We define the function π as follows.
We define the function Subword:
Thus, Subword(β) is the set of all non-empty subwords of β. Next we introduce several subsets of W + .
Before applying Lemma 4.1 we establish several properties of these sets of words.
Lemma 5.1.1
Proof. Obvious.
Then the leftmost symbol of α is x and the rightmost symbol of α belongs to V ∪ {z}. Thus α / ∈ M 2 and α / ∈ M 3 . Note that
The only complicated case is α ∈ M 3 and β ∈ M 2 , i.e., α = α ′ • x and β = z • β ′ . Note that then x • z ∈ Subword(α • β) and x • z ∈ M 1 . It remains to apply Lemma 5.1.1 (i').
(e) Follows from (d).
(f) Let α ∈ M and β ∈ V + . We verify that α
In the following part of the proof we denote by π s, s the empty word in W * .
(h) Let γ ∈ P • M.
We must verify that
The only complicated case is β ∈ M 2 , i.e., β = z •β ′ . Note that ρ•z ∈ Subword(φ) and ρ•z ∈ M 1 .
(i) and (m) Let α ∈ M ∪ V + and β ∈ P. We must prove that α
It remains to verify that φ ∈ M. Case 1a: α ∈ M 1 Obvious from Lemma 5.1.1 (i).
Obvious from Lemma 5.1.1 (ii).
Note that the rightmost symbol of α is x and the first m symbols of π s, t
•(z • ρ), where φ is the same as in the previous case. We have already verified that z ∈ M and φ ∈ M. Evidently also z • ρ ∈ M.
(j) In view of (i) and (e) we have
We use (h), (e), (g), and (d).
(l) Evidently π r, s • π s
We only need to prove that φ ∈ M. Note that
On the other hand
On the other hand,
•φ, where
On the other hand, z • β ∈ M 1 , since β is not a left subword of δ (see the definition of R). Thus φ ∈ M 1 .
(p) Let α ∈ P and β ∈ V + . We must prove that α • β ∈ P ∪ T .
• V + and we can apply case 2. (q) Let α ∈ P and β ∈ P. We must prove that α • β ∈ P ∪ T . Case 1: α ∈ P 0 ∪ P 1 , i.e., α = π r, s , where 0 ≤ r < s ≤ k Case 1a: β ∈ P 0 ∪ P 1 , i.e., β = π s ′ , t , where 0 ≤ s
From (p) and (j) we obtain (P ∪ T ) • V
+ ⊆ P ∪ T . Case 2: α ∈ P 2 From (m) and (k) we get
This completes the proof of Lemma 5.1.2.
Now we apply Lemma 4.1 and obtain a function u: Tp(m) → P(W) satisfying the conditions (i)-(vii) from Lemma 4.1.
We define a function Subst M : W + → P(W + ) and two valuations w 0 : Tp(m) → P(W + ) and w: Tp(m) → P(W + ).
The set Subst M (α) consists of all words that are obtained replacing some (may be none) of symbol occurrences in α by words from the set M.
Proof. Induction on |β|.
Proof. It suffices to verify that, for any α ∈ v(A),
We prove this by induction on |α| for any α ∈ V + . Induction step. In order to make the formulation of the next lemma more readable we introduce the following two subsets of W * (recall that ε stands for the empty word). Proof. We verify the conditions (1') and (2) from the definition of a Tp(m)-quasimodel at page 5.
(1') Let A • B ∈ Tp(m) and γ ∈ w(A • B). We must prove that γ ∈ w(A) • w(B).
Obvious from Lemma 4.1 (i).
This means that for every number j ≤ l there is a word β j ∈ v(A j ) such that α j ∈ Subst M (β j ). According to Lemma 5.
. From Lemma 5.1.4 (ii) and Lemma 4.1 (vi) we obtain α i ∈ v(A i ) ∪ M and α i / ∈ v(A i ) respectively. Thus α i ∈ M. Evidently α j ∈ u(A j ). From Lemma 4.1 (vii) and Lemma 5.1.4 (i) we obtain α j ∈ v(A j ) ∪ P and α j / ∈ v(A j ) respectively. Thus α j ∈ P. Note that α k ′ ∈ Q for every k ′ ≤ l. According to Lemma 5.1.6 (i) and (ii), α 1 • . . . • α l ∈ T . It remains to apply Lemma 5.1.5.
We continue the proof of Lemma 5.1. The desired word α ∈ W + is taken to be α ⇀ ↽ π g, k .
(i) Let A ∈ Tp(m). We must verify that w(A) ∩ V + = v(A). From the definition of w we see that 
Proof.
We define the positive count# as the following mapping from types to positive integers.
The positive count of a sequence of types is defined in the natural way. 
If#Γ ≥#A and#∆ ≥#B, then#Γ +#∆ ≥#A +#B =#(A • B).
It is immediate from Lemma 5.2.1 and Lemma 5.2.2 that
Free . This completes the proof of Lemma 5.2.
Theorem 3 The Lambek calculus is complete with respect to the class of all language models (L-models).
Proof. Let L ⊢ E→F . We are going to prove that there is an L-model W + , •, w such that
Evidently, there is a natural number m such that E ∈ Tp(m) and F ∈ Tp(m). We apply Lemma 5.1 putting δ = ε (the empty word) and taking any L-model from K To apply Theorem 1, we must first verify that the class K m Free is witnessed. This follows from Lemma 5.1 (i), (ii), and (iv).
Theorem 4
The Lambek calculus is complete with respect to the class of all language models over a two symbol alphabet {b, c}.
Proof. Let L ⊢ E→F . Following the proof of Theorem 3 we find a free semigroup model V + , •, v , where V ⊆ {a j | j ∈ N}, such that v(E) ⊆ v(F ) and v(A) = ∅ for every A ∈ Tp(m). We take W ⇀ ↽ {b, c} and define a function g: V + → W + as follows.
Now we put w(p i ) ⇀ ↽ {g(γ) | γ ∈ v(p i )} for every primitive type p i and define w(A) for complex types like in the proof of Theorem 1. By induction on A we see that w(A) = {g(γ) | γ ∈ v(A)} for every A ∈ Tp(m). Thus w(E) ⊆ w(F ).
Weights
In this section we assign to every derivable sequent of the form Γ→B • C a set of positive integers. These integers are "weights" of the type B with respect to different derivations of Γ→B • C. The main properties of the weights are the following.
• Given a fixed sequence Γ, there is only a finite number of possible values for the weights of B with respect to derivations of Γ→B • C.
• If the weights of B 1 and B 2 with respect to some derivations of Γ→B 1 • C 1 and Γ→B 2 • C 2 are equal, then the sequents Γ→B 1 • C 2 and Γ→B 2 • C 1 are derivable in the Lambek calculus (cf. Lemma 6.8).
At the end of this section we shall prove Lemma 3. 
Proof. 'If' part. Straightforward induction on the length of a cutfree derivation of Γ→A 1 • . . .
• A n . 'Only if' part. Induction on the length of the L µ -derivation of Γ→A 1 . . . A n . In the case of the rule
we apply cut with the sequent
In the case of the rule
Other cases are trivial.
Definition of weights
For any sequence Γ ∈ Tp(m) we denote by ⌊Γ⌋ the sequence of primitive types obtained from Γ by omitting parentheses and connectives. Thus ⌊Γ⌋ is a word in the alphabet {p 1 , p 2 , p 3 , . . .}. Note that Γ = |⌊Γ⌋|.
We are going to associate with every We shall write w D (
Definition. The weights are defined by induction on the length of a derivation.
w D (C) ⇀ ↽ wD(C) for any placed type C in Θ or Ξ
Proof. Straightforward induction on the length of the proof D. The only non-trivial rules are (\→) and (/→). We consider the following case. 
Properties of weights
The aim of this section is to prove two properties (Lemma 6.8 and Lemma 6.9 (i)), which will later be used in the proof of Lemma 3.1.
Proof. Induction on the length of D ′′ .
Thus we have two subcases. 
Proof. Induction on the total length of D 1 and D 2 . Neither D 1 nor D 2 can be axiomatic. We distinguish three cases. Case 1: C is the main type of the last rules of both D 1 and D 2 .
Case 1a: C = E\F Given
Here Π 1 = Γ 1 Φ 1 and Π 2 = Γ 2 Φ 2 .
First we verify that 0 < wD 1 (Θ 1 ) − Γ 1 = wD 2 (Θ 2 ) − Γ 2 < F and next we apply the induction hypothesis toD 1 andD 2 .
If wD 1 (Θ 1 ) ≤ Γ 1 then, by the definition of the weights,
This is in contradiction with
Further, by the definition of weights, w D 1 (Θ 1 ) = wD 1 (Θ 1 ) + Φ 1 + E . Therefore
and simlarly
By the assumption of the lemma, the right hand sides of these equalities are equal.
This proves wD
Now we see that
By the induction hypothesis we find a derivationD of the sequent
Case 1b: C = E/F This case is treated in the same way as case 1a.
If w D 1 (Θ 1 ) = Π 1 + E , then we find an appropriate derivation of Π 1 EF ∆ 2 →Θ 1 Ξ 2 from Lemma 6.6 applying the rule (CON), otherwise from the induction hypothesis of this lemma. After that we derive Case 2a.i: Given
It follows immediately from the definition of weights that
Thus we can apply the induction hypothesis toD 1 and D 2 .
Other subcases are similar to case 2a.i. Case 3: C is not the main type of the last rule of D 2 . Similar to case 2.
We apply Lemma 6.7 with
. . . A n →Ξ 2 according to Lemma 6.6. Applying the rule (CON) we obtain
There are several cut rules admissible in L µ . We are interested in the following rule. ( Proof. First we prove (iii) by induction on the total length of D 1 and D 3 . After this it is easy to prove (ii) and (i) in the similar way.
Γ→Θ∆Ξ ∆→Ψ Γ→ΘΨΞ
We consider a number of cases depending on the last rules of D 1 and D 3 in (iii). Case 1: (CON) in D 1 Case 1a: 6.5 Construction of the R-models V Γ , •, v Γ Proof of Lemma 3.1. We must construct a family of quasimodels V Γ ⊂ D Γ × D Γ , •, v Γ indexed by sequences of types Γ ∈ Tp * , such that V Γ , • ∈ S Z for any Γ (cf. Example 1 (f)).
We have to point out designated elements ψ ∈ D Λ and χ Γ ∈ D Γ such that (i) (∀Γ ∈ Tp * ) (∀C ∈ Tp) ψ, χ Γ ∈ v Γ (C) ⇔ L ⊢ Γ→C
(ii) (∀Γ ∈ Tp * ) (∀Π ∈ Tp * ) D Γ ⊆ D ΓΠ and V Γ ⊆ V ΓΠ (iii) (∀Γ ∈ Tp * ) (∀Π ∈ Tp * ) (∀C ∈ Tp) v Γ (C) ⊆ v ΓΠ (C) (iv) (∀Γ ∈ Tp * ) (∀B ∈ Tp) χ Γ , χ ΓB ∈ v ΓB (B) This is done as follows.
First, we verify that for any Γ ∈ Tp * , V Γ , •, v Γ is a quasimodel.
Let i, j ∈ v Γ (A) and j, k ∈ v Γ (B). This means that 
There is a derivation D such that L µ ⊢ ΓB D → ΓB, w D (Γ) = Γ = χ Γ , and w D (ΓB) = ΓB = χ ΓB . Thus χ Γ , χ ΓB ∈ v ΓB (B).
