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Abstract—In this paper, we consider an intelligent reflecting
surface (IRS) assisted Guassian multiple-input multiple-output
(MIMO) wiretap channel (WTC), and focus on enhancing its
secrecy rate. Due to MIMO setting, all the existing solutions
for enhancing the secrecy rate over multiple-input single-output
WTC completely fall to this work. Furthermore, all the existing
studies are simply based on an ideal assumption that full
channel state information (CSI) of eavesdropper (Ev) is available.
Therefore, we propose numerical solutions to enhance the secrecy
rate of this channel under both full and no Ev’s CSI cases.
For the full CSI case, we propose a barrier method and one-
by-one (OBO) optimization combined alternating optimization
(AO) algorithm to jointly optimize the transmit covariance R at
transmitter (Tx) and phase shift coefficient Q at IRS. For the
case of no Ev’s CSI, we develop an artificial noise (AN) aided
joint transmission scheme to enhance the secrecy rate. In this
scheme, a bisection search (BS) and OBO optimization combined
AO algorithm is proposed to jointly optimize R and Q. Such
scheme is also applied to enhance the secrecy rate under a special
scenario in which the direct link between Tx and receiver/Ev is
blocked due to obstacles. In particular, we propose a BS and
minorization-maximization (MM) combined AO algorithm with
slightly faster convergence to optimize R and Q for this scenario.
Simulation results have validated the monotonic convergence of
the proposed algorithms, and it is shown that the proposed
algorithms for the IRS-assisted design achieve significantly larger
secrecy rate than the other benchmark schemes under full CSI.
When Ev’s CSI is unknown, the secrecy performance of this
channel also can be enhanced by the proposed AN aided scheme,
and there is a trade-off between increasing the quality of service
at Rx and enhancing the secrecy rate.
Index Terms—Intelligent reflecting surface, MIMO, secrecy
rate, artificial noise, CSI.
I. INTRODUCTION
Physical-layer security (PLS) has emerged as a very valu-
able technology to deal with eavesdropping attacks in wireless
systems. In this approach, the secrecy of communication is
ensured at the physical layer by exploiting the properties
of wireless communication channels so that the transmitted
information to users can be completely hidden from eaves-
dropping and cannot be recovered by malicious eavesdroppers
[1]. This approach greatly makes up for the defects of high
complexity and high cost of hardware resources in traditional
encryption method. Secrecy rate (capacity) is the key issue of
guaranteeing the user’s secret communication in PLS, and how
to maximize the secrecy rate in multi-antenna wiretap channel
(WTC) has drawn wide attentions in the past decade. The
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earliest research starts from the secrecy capacity of Gaussian
multiple-input single-output (MISO) WTC [2], and several
signal processing strategies such as artificial noise (AN) was
also established for maximizing the secrecy rate [3]. Later
on, The secrecy capacity of Gaussian multi-input multi-output
(MIMO) WTC was deeply analyzed in [4], and numerical
solutions were proposed to maximize the secrecy rate [5].
Besides, the study of cognitive radio MIMO WTC was also
established, and several analytical solutions were being put
forward to enhance user’s secrecy performance [6][7]. In
addition, large number of research results were established to
enhance the secrecy performance of 5G based multi-antenna
wireless networks via PLS [8].
Recently, intelligent reflecting surface (IRS), also known as
reconfigurable intelligent surface, has been proposed and it has
drawn wide attention for its applications in wireless communi-
cations. IRS is a software-controlled metasurface consisting of
large numbers of passive reflecting elements. These reflecting
elements could induce certain phase shift by a software based
controller for the incident electromagnetic signal waves with
very low power consumption [9] so that the propagation chan-
nel can be adjusted intelligently. Compared with the traditional
reflecting surface, relaying and backscatter communications,
the great benefits of IRS are concluded as three key aspects.
Firstly, the phase shift in traditional reflecting surface is fixed
and cannot be changed, while IRS could continuously change
the phase shift by its small scale controller [10]. Secondly,
IRS is with low complexity and can be easily deployed on
buildings, ceilings or indoor spaces, and it is not affected by
the receiver noise since it is not equipped with any signal
processing equipments such as analog-to-digital, digital-to-
analog converter and modulator or demodulator. Thirdly, IRS
can be as a special “relay” since it just reflects the signal
passively without any transmit power consumptions while the
traditional relay requires a certain amount of power for signal
transmission [11]. These significant advantages make IRS as a
green energy-efficient technique for beyond 5G and even 6G,
and can be applied into various communication scenarios such
as multi-cell, massive device-to-device, wireless information
and power transfer, and secure communications [12].
Several contributions have been established for boosting
user’s transmission rate by deploying IRS in wireless sys-
tems [13]-[18]. In [13], an IRS-assisted MISO channel was
considered and an algorithm was proposed to jointly optimize
the active beamforming at transmitter and passive phase shift
coefficients at IRS. Simulation results showed that a signifi-
cantly larger transmission rate can be achieved with the aid of
IRS than that without IRS. Later, the model was extended to
2IRS-assisted MISO downlink multi-user channel in [15]. The
energy efficiency of IRS-assisted MISO downlink channel was
also studied in [16][17], and it was shown that with the aid
of IRS, a huge increase of 300% energy efficiency can be
achieved compared with the regular multi-antenna amplify-
and-forward relaying [16]. The algorithms for maximizing the
transmission rate of IRS-assisted MIMO channel is established
in [18]. All these results indicate that IRS greatly boosts the
transmission rate compared with no IRS case.
A. Related work
Inspired by these research results, IRS was recently com-
bined with PLS to deal with eavesdropping attack issues.
By adjusting the phase shift coefficients, the propagation
channel between transmitter and receiver/eavesdropper can be
adjusted so that the reflected signal by IRS not only can
be added constructively with the non-reflected signal at the
user, but also added destructively with the non-reflected signal
at eavesdropper, thus significantly boosting the secrecy rate.
Several research results about secure IRS-assisted MISO WTC
were established [19]-[26]. In [19]-[20], the algorithms for
secrecy rate maximization were proposed, and it was shown
that IRS significantly helps improve the secrecy performance
compared with no IRS case. In [21], a low complexity deep
learning based solution was proposed, and it was shown that
a comparable secrecy performance can be achieved compared
with the solution illustrated in [19]. In [22], it was shown that
with IRS, the transmitter could use significantly less power to
meet the target secrecy rate at receiver. A special case where
the direct link between transmitter and receiver/eavesdropper
was blocked was also considered in [23][24]. The secrecy rate
optimization of multi-user MISO downlink WTC has been
studied and several algorithms were proposed to maximize the
secrecy rate [25][26]. In addition, an algorithm for enhancing
IRS-assisted MIMOWTC was studied in [27]. All these results
again validate that IRS significantly enhance the user’s secrecy
rate compared with the existing solutions for no IRS case.
However, all the aforementioned works in the current liter-
atures [19]-[26] are only restricted to MISO setting, i.e., only
one antenna at the receiver is considered. When MIMO setting
is considered, there are two significant differences about the
optimization problems compared with conventional MISO
case. Firstly, in MIMO systems, beamforming is not always
optimal solution and hence the variable at transmitter changes
from a beamforming vector to a covariance matrix in the
corresponding secrecy rate maximization problem. Secondly,
in the MIMO case, the objective function in the problem
is a complicated log of determinant expression compared
with a simpler log of scalar formular in the MISO case.
Therefore, the difficulty of maximizing the secrecy rate is
significantly increased and all these existing numerical solu-
tions for the MISO case fail to the MIMO case. Although
[27] proposes a numerical solution to enhance the IRS-assisted
MIMO WTC, it only applies for a special case in which
there is no direct communication link between transmitter
and receiver/eavesdropper. When the direct links exist in the
general case, how to numerically enhance the secrecy rate
for this model is still an open problem. Furthermore, all
these current works [19]-[27] are simply based on an ideal
assumption that full CSI is available at transmitter, which is
not practical since the eavesdropper is usually a passive user
and it does not actively exchange its CSI with the transmitter.
And currently, there is no approaches about how to effectively
guarantee secure communication in the IRS-assisted design if
eavesdropper’s CSI is unknown.
B. Contributions
Hence, motivated by these aforementioned significant ben-
efits brought by IRS as well as the current research defects, in
this paper, we proceed to combine IRS with PLS to enhance
the secrecy performance of MIMO channels. Specifically, we
consider a general IRS-assisted Gaussian MIMO WTC in
which one multi-antenna transmitter, receiver, eavesdropper as
well as an IRS are involved, and aim at developing numerical
solutions to maximize its secrecy rate. The main novelty and
contribution of this paper is summarized as follows.
1). Firstly, we assume that full CSI is available at the
transmitter, and to maximize the secrecy rate, an alternating
optimization (AO) algorithm is proposed to jointly optimize
the transmit covariance R at transmitter as well as phase
shift coefficient Q at IRS in two independent sub-problems.
To optimize R given Q, the non-convex sub-problem is
firstly equivalently transformed to a convex-concave problem
whose optimal solution is a saddle point. Then, a barrier
method in combination with Newton method and backtracking
line search method is proposed to globally optimize R. To
optimize Q given R in the non-convex sub-problem, an one-
by-one (OBO) optimization method is proposed in which each
one of the n phase shift coefficients are optimized in order
by fixing the other n − 1 coefficients as constant. As the
convergence is reached, the results returned by the AO is a
limit point solution of the original problem. Simulation results
show that our algorithm for the proposed IRS-assisted design
greatly enhance the secrecy rate compared with the existing
benchmark schemes with and without IRS.
2). Secondly, we assume that the eavesdropper’s CSI is
completely unknown at transmitter. To maximize the secrecy
rate of this channel given a fixed total power at transmitter,
we propose an AN aided joint transmission scheme, in which
a minimum transmit power is firstly optimized subject to a
quality-of-service (QoS) constraint by jointly optimizing R
and Q, and then AN is applied to jam the eavesdropper by
using the residual power at transmitter. When solving the
power minimization problem, a bisection search (BS) and
OBO combined AO algorithm is to jointly optimize R given
Q. As the convergence is reached, the results returned by the
AO is also a limit point solution of the original problem.
Simulation results show that our proposed AN aided joint
transmission scheme also greatly enhance the secrecy rate
under QoS constraint, and it is shown that there is a trade-
off between increasing the QoS and enhancing secrecy rate.
3). For the case of no eavesdropper’s CSI, a special sce-
nario is considered in which the direct communication link
between the transmitter and receiver/eavesdropper is blocked
3by obstacles, and AN aided scheme is still applied to enhance
the secrecy rate in this case. In particular, in addition to
BS and OBO combined AO algorithm, we propose a BS
and minorization-maximization (MM) combined algorithm to
solve the power minimization problem. In this MM algorithm,
all the n phase shift coefficients are simultaneously optimized
iteratively given fixedR in the sub-problem. The key difficulty
is how to obtain a proper lower bound (i.e., surrogate function)
of the objective function in the sub-problem so that MM
can be applied to optimize Q. Therefore, we propose three
successive approximations for the objective function to find a
proper surrogate lower bound of the objective function, which
is significantly different from the MISO case [19][23] where
only one approximation is used to obtain the bound due to the
simple structure of the objective function. Simulation results
show that the proposed MM and BS combined AO algorithm
has less performance on enhancing the secrecy rate but with
slightly faster speed of convergence compared with the OBO
and BS combined AO algorithm.
The rest of the paper is organized as follows: Section II
describes the channel model and formulate the optimization
problem. In section III, the AO algorithm is proposed to jointly
maximize R and Q under full CSI case. In section IV, the
AN aided joint transmission scheme is proposed to maximize
the secrecy rate under no eavesdropper’s CSI case. Simulation
results have been carried out to evaluate the performance
and convergence of proposed algorithm in section V. Finally,
section VI concludes the paper.
Notations: bold lower-case letters (a) and capitals (A)
denote vectors and matrices respectively; AT, A∗ and AH
denote transpose, conjugate and Hermitian conjugate of A,
respectively; A ≥ 0 means positive semi-definite; E {·}
is statistical expectation, λi(A) denotes eigenvalues of A,
which are in decreasing order unless indicated otherwise, i.e.
λ1 ≥ λ2 ≥ λ3...; rank(A) denotes the rank of A; |A| and
tr(A) are determinant and trace ofA; I is an identity matrix of
appropriate size; |a| denotes the norm of the vector a; CM×N
and RM×N denote the space of M ×N matrix with complex-
valued elements and real-valued elements, respectively; ⊗
denotes Kronecker product and ⊙ denotes Hadamard product;
vec(A) is the vector obtained by stacking all columns of
matrix A on top of each other; arg(a) denotes the phase of
the complex value a; diag(a) is to transform the vector a as a
diagonal matrix with diagonal elements in a; Re{A} denotes
the real elements in A.
II. CHANNEL MODEL AND PROBLEM FORMULATION
Let us consider an IRS-assisted MIMO WTC model shown
as Fig.1, in which a transmitter Alice, receiver Bob, eaves-
dropper Eve and an IRS are included. The number of antennas
deployed at Alice, Bob and Eve are m, d, e respectively, and
the number of reflecting elements on the IRS is n. The task
for IRS in this model is to adjust the phase shift coefficient
of the reflecting elements by the controller, and reflect the
information signals from Alice passively to Bob and Eve
(without generating any extra noise) so as to constructively
add with the non-reflected signal from Alice-Bob link and
destructively add with the non-reflected signal from Alice-Eve
link. Based on this setting, the received signals at Bob and Eve
are expressed as
yB = HABx+HIBQHAIx+ ξB,
yE = HAEx+HIEQHAIx+ ξE
respectively where x ∈ Cm×1 is the transmitted signal,
HAB ∈ Cd×m, HAE ∈ Ce×m, HAI ∈ Cn×m, HIB ∈ Cd×n
and HIE ∈ Ce×n are the channel matrices representing the
direct link of Alice-Bob, Alice-Eve, Alice-IRS, IRS-Bob and
IRS-Eve respectively, ξB ∈ Cd×1 and ξE ∈ Ce×1 represent
complex noise at Bob and Eve respectively with i.i.d entires
distributed as CN (0, 1), Q = diag([q1, q2, ..., qn]T) is the
diagonal phase shift matrix for IRS, qi = e
jθi is the phase
shift coefficient at reflecting element i (i = 1, 2, ..., n). In
addition, the controller shown in Fig.1 is used to coordinate
Alice and IRS for channel acquisition and data transmission
tasks [18].
Based on the this signal model yB and yE , the achievable
transmission rate CB at Bob and CE at Eve can be expressed
as
CB
= log2
∣∣I+ (HAB +HIBQHAI)R(HAB +HIBQHAI)H∣∣ ,
CE
= log2
∣∣I+ (HAE +HIEQHAI)R(HAE +HIEQHAI)H∣∣
respectively where R = E{xxH} is the transmit covariance
matrix. Therefore, based on the key concept of information-
theoretic PLS, to guarantee secure communication for this
channel, the achievable secrecy rate CB − CE > 0 should
holds, and larger secrecy rate indicates better secrecy per-
formance [1]. In this paper, we will focus on enhancing the
secrecy rate of this channel by jointly optimizing R and Q
based on two conditions of CSI: full CSI1 and completely no
Eve’s CSI at Alice.
III. AO ALGORITHM FOR ENHANCING SECRECY RATE
UNDER FULL CSI
In this section, we assume that full CSI is available at Alice,
and focus on enhancing the secrecy rate of IRS-assisted MIMO
WTC. Based on the aforementioned system setting, the secrecy
rate optimization problem of this channel model is expressed
as
P1 : max
R∈SRQ∈SQ
Cs(R,Q) = CB − CE (1)
where
SR , {R : R ≥ 0, tr(R) ≤ P},
SQ , {Q : |qi| = 1, ∀i}
1Note that for full CSI available at Alice, this can be achieved by modern
adaptive system design, where channels are estimated at Bob and Eve, and
send back to Alice. Since Eve is just other user in the system and it also share
its CSI with Alice but is untrusted by Bob. For how to estimate the channels,
we apply the existing solutions (see e.g. [28]-[30]) to obtain the direct link
HAB and HAE as well as the reflecting link HAI , HIB and HIE .
4Fig. 1. A block diagram of IRS-assisted Gaussian MIMO WTC
denote the feasible set of the transmit covariance R and
phase shift matrix Q, respectively, tr(R) ≤ P is the total
power constraint (TPC) at Alice, P denotes total transmit
power budget, the unit modulus constraint (UMC) |qi| = 1
ensures that each reflecting element in IRS does not change
the amplitude of the signal. We note that this is a complicated
non-convex problem due to non-convex objective function
as well as non-convex constraint. Since MIMO setting is
considered in this work, all the existing solutions for the MISO
case [19]-[26] completely fail to solve P1 in the full MIMO
setting. The reason is that the determinant term in the objective
function CB − CE cannot be equivalently simplified to a
scalar formular as in the MISO case. Although [27] studied
the secrecy rate enhancement of IRS-assisted MIMO WTC,
its proposed solution still cannot be directly applied to our
considered system model in which the direct link channels
HAB andHAE exist in addition to the reflecting link channels
HAI , HIB and HIE .
Hence, in this section, we develop a numerical solution to
solve the non-convex P1, which is based on AO algorithm
to jointly optimize R and Q. The main reason for choosing
this algorithm is due to two aspects. Firstly, different from
the secrecy capacity of MIMO WTC optimization problem
[4]-[7] in which only one variable R is considered, there are
two variables R and Q need to be optimized, also note that
the objective function CB −CE is a non-convex complicated
form and it is difficult to directly obtain the optimal solutions.
Hence, the function of AO algorithm is to split the non-convex
problem P1 into two sub-problem with simpler structure by
fixing each variable as a constant so that R, Q can be
optimized separately in each sub-problem. Secondly, although
R andQ are bounded by the TPC and UMC respectively, these
two constraints are independent between each other. Therefore,
using AO algorithm, a monotonic convergence of the objective
value can be achieved so that a limit point solution of P1 can
be obtained. In our AO algorithm, two new solutions were
developed to optimize R and Q for each sub-problem in the
following subsections. When optimizing R given fixed Q, the
non-convex sub-problem is firstly equivalently transformed to
a convex-concave problem, and a barrier method in combina-
tion with Newton method and backtracking line search method
is proposed to globally optimizeR. When optimizingQ given
fixed R, we propose an OBO optimization method to optimize
a sub-optimal solution of Q.
A. Barrier Method for Optimizing Transmit Covariance at
Alice
In this subsection, we fix phase shift Q as a constant and
optimize the covarianceR. When Q is fixed, the sub-problem
of optimizing R is expressed as
P2 : max
R∈SR
C(R) = log2
|I+H1RHH1 |
|I+H2RHH2 |
(2)
whereH1 = HAB+HIBQHAI , H2 = HAE+HIEQHAI .
It can be known that this is a standard secrecy capacity
optimization problem of Gaussian MIMO WTC. This is a
difficult non-convex problem, however, it can be equivalently
transformed to a convex-concave formular. By applying the
key theorem in [4], P2 can be equivalently expressed as
P3 : max
R∈SR
min
K∈SK
f(R,K) = log2
|I+K−1HRHH|
|I+H2RHH2 |
(3)
where H = [HH1 ,H
H
2 ]
H, K = E{ξξH} ∈ C2(d+e)×2(d+e),
ξ = [ξHB1, ξ
H
B2, ξ
H
E1, ξ
H
E2]
H, SK is the feasible set ofK defined
as
SK ,
{
K : K =
[
I NH
N I
]
, K ≥ 0
}
(4)
where N = E{ξEξHB} ∈ C
2e×2d, ξB = [ξ
H
B1, ξ
H
B2]
H, ξE =
[ξHE1, ξ
H
E2]
H. The theorem in [4] indicates that P3 is a convex-
concave optimization problem with saddle point solution, i.e.,
the objective is concave in R for any given K and convex
in K for any given R so that Karush-Kuhn-Tucker (KKT)
is the sufficient and necessary conditions for optimality. Also
the saddle point solution R for the max-min problem P3 is
always the optimal solution for the original max problem P2.
Hence, the work left is how to numerically obtain the saddle
point solution for P3. In this subsection, we apply the barrier
method illustrated in [5] to solve P3, which is in combination
with Newton method and backtracking line search method.
Note that in [5], this method was developed only based on
real-valued channel matrix case. In this paper, we improve
this algorithm by re-deriving the gradients and Hessians of the
barrier function so that it can be used under general complex-
valued channel matrix case.
Specifically, by introducing a barrier parameter t > 0, the
constraints can be absorbed by the objective function in P3 so
that the barrier function can be expressed as
ft(R,K) =f(R,K) + t
−1 log2(P − tr(R))
+ t−1 log2 |R| − t
−1 log2 |K|.
Hence, a new optimization problem can be formulated as
P4 : max
R∈S′
R
min
K∈S′
K
ft(R,K) (5)
where S′R = {R : R > 0, tr(R) < P}, S
′
K = {K : K > 0}.
Since S′R ∈ SR and S
′
K ∈ SK, P4 is still a convex-
concave optimization problem so that KKT conditions is
5still sufficient and necessary for optimality. Thus, the work
reduces to find the saddle point satisfying the KKT conditions
∇Rft(R,K) = 0,∇Kft(R,K) = 0. Since the variable R
and K are Hermitian matrices, it is difficult to obtain the gra-
dient (KKT conditions) and Hessians of the objective function.
Thus, a vectorization for the variables is needed. Note that in
[5],R andK are symmetric real matrix and its vectorization as
well as the obtained gradients and Hessians cannot be directly
applied to our complex-valued case. In this paper, we make
new vectorization for the complex R and K. Specifically,
let r = [rTd , r
T
l , r
H
l ]
T,n = [vec(N)T, vec(N)H)]T, where
rd denotes vectorizing all the diagonal real elements of R
and rl denotes vectorizing all the lower triangular complex
elements of R, then r and n can be further expressed as the
linear transformation r = DTr vec(R),n = D
T
nvec(K − I)
where Dr ∈ Rm
2×m2 and Dn ∈ R(d+e)
2×2de are unique
full column rank matrices (with the elements either zero and
one) satisfying DTrDr = I and D
T
nDn = I. For the details
about how to construct Dr and Dn, please refer to [31]. Let
z = [rH,nH]H, since z can represent all the key information
of R and K completely, the work now further reduces to
find the optimal z satisfying the new KKT conditions r(z) =
[(∇r∗ft(R,K))H∇n∗ft(R,K)H ]H = 0. In Newton method,
the optimality condition r(z) = 0 is iteratively solved using
1st-order approximation of r(z), which corresponds to the 2nd
order approximation of the objective function
r(zk +∆z) = r(zk) +T∆z + o(∆z) = 0 (6)
where zk and ∆z are the current variables and their updates
at iteration k respectively, and where T is the derivative of
r(z), i.e., the Hessian matrix of ft(R,K) in r and n:
T =
[
∇2
r∗rT
ft(R,K) ∇2r∗nTft(R,K)
[∇2
r∗nT
ft(R,K)]
H ∇2
n∗nT
ft(R,K)
]
. (7)
Closed-form expressions for gradients ∇r∗ft(R,K),
∇n∗ft(R,K) and Hessians T are given in the Appendix.
By ignoring o(∆z), (6) can be further expressed as linear
equation
r(zk) +T∆z = 0 (8)
so that the update ∆z can be solved numerically from this
equation using the existing solver (such as “linsolve” function
in Matlab). After that, z can be updated as zk+1 = zk + s∆z
where s > 0 denotes the step size which can be found via
backtracking line search.
The proposed algorithm for solving P2 is summarized as
Algorithm 1. In this algorithm, α is the percentage of the liner
decrease for the residual norm |r(zk)| in backtracking line
search, β controls the reduction in step size at each iteration
of backtracking line search, η controls the increase of t at
each iteration of barrier method, ǫ1 is the required computing
accuracy, and t ∈ [t0, tmax] where t0, tmax are the initial and
maximum value of t respectively, (R0,K0) is the feasible
starting point satisfying R0 ∈ S′R and K0 ∈ S
′
K. Once the
target accuracy of Newton method is reached, the computed
(R(t),K(t)) is set as the new starting point for the new
problem P4 with updated t. As t has reached the maximum
tmax, the algorithm stops and output the final solutionR. Note
that tmax should not be set too high, or the Hessian matrix
T will get close to singular so that the update ∆z cannot be
computed in practice. Using the same steps of proof illustrated
in [5], it can be verified that the residual norm |r(zk)| is strictly
decreasing in the Newton steps, and also Hessian matrix T
is non-singular for each t > 0 so that the solution ∆z is
unique during each iteration. Finally, by applying the key
properties of barrier method [32], one obtains that as t→∞,
f(R(t),K(t))→ Copt, from which Algorithm 1 is guaranteed
to global convergence.
Algorithm 1 (solving P2 given fixed Q)
Require (R0,K0)→ z0, 0 < α < 0.5, 0 < β < 1, t0 > 0,
tmax > t0, µ > 1, ǫ1 > 0.
1. Set t = t0.
repeat (start barrier method)
2. Set k = 0.
repeat (start Newton method)
3. Compute r(zk) for current k, and compute update
∆z via (8), and set s = 1.
repeat (start backtracking line search method)
4. s := βs, update zk+1 = zk + s∆z.
until |r(zk+1)| 6 (1 − αs)|r(zk)| and Rk+1 ∈
S′R,Kk+1 ∈ S
′
K
5. k := k + 1.
until |r(zk)| 6 ǫ1
6. Set z0 := zk as a new starting point, and update
t := µt.
until t > tmax
In Algorithm 1, when t is fixed, the main computational cost
comes from the residual norm r(zk), the update ∆z and the
loop of backtracking line search in each iteration of Newton
method. The complexity of computing r(zk) and∆z are about
u1 = O(m
4 + (d + e)3 +m(d + e)2 + em2 + 2de(d + e)2)
and u2 = O((m
2 + de)3) respectively. The complexity of
finding the step size s in each iteration of backtracking line
search is about u3 = O(m
2 + de). If lb is the total itera-
tions required for backtracking line search to converge, one
obtains that the total computation complexity for the current
iteration of Newton method is u1 + u2 + lbu3. Furthermore,
according to the property of standard barrier method [32], the
total number of Newton steps for each value of t scales as
ln = O(log2ǫ
−1
1
√
m(m+1)
2 + de). Thus, the total complexity
of Algorithm 1 for each fixed t is O(ln(u1 + u2 + lbu3)).
B. Algorithm of Optimizing Phase Shift Matrix at the IRS
With the algorithm of optimizing R for fixed Q, the next
step is to compute Q in this sub-section. The sub-problem of
optimizing Q given fixed R is expressed as P5.
P5 : max
Q
Cs(R,Q), s.t. |qi| = 1, ∀i. (9)
Since the objective function in P5 is a complicated log deter-
minant function, the existing solutions such as semi-definite
relaxation and MM in [19][20] fail to solve this problem.
Hence, inspired by [18], we propose an OBO optimization
6method to optimize Q, in which each one of the n phase shift
coefficients are optimized in order by fixing the other n − 1
coefficients as constant. Note that the system model illustrated
in [18] is only an IRS-assisted MIMO channel, and its solution
can not be directly applied to our WTC case. Hence, our
OBO optimization method is based on the method in [18] but
with proper extensions so that a sub-optimal Q for P5 can be
obtained. Specifically, consider the i-th phase shift coefficient
is unknown and all the rest n− 1 coefficients are given, and
let the eigenvalue decomposition of R is R = URΣRU
H
R
where UR is the unitary matrix, the columns of which are
the eigenvectors of R, ΣR is the diagonal matrix, in which
the diagonal entries are eigenvalues of R. The following
proposition concludes the closed-form optimal solutions of qi.
Proposition 1. Given fixed q1, q2, ..., qi−1, qi+1, .., qn, then P5
can be simplified to the following problem P6
P6 : max
qi
C′B(qi)− C
′
E(qi), s.t. |qi| = 1, ∀i (10)
where C′B(qi) = log2 |I+ qiA
−1
i Bi + q
∗
iA
−1
i B
H
i |, C
′
E(qi) =
log2 |I + qiC
−1
i Di + q
∗
iC
−1
i D
H
i |. When tr(A
−1
i Bi) =
tr(C−1i Di) = 0, then qi = e
jθi where θi can be any value
between 0 and 2π. When tr(A−1i Bi) 6= 0, tr(C
−1
i Di) = 0,
then the optimal solution of qi is expressed as qi = e
−jarg(λ¯i),
where λ¯i is the only non-zero eigenvalue of A
−1
i Bi. When
tr(A−1i Bi) = 0, tr(C
−1
i Di) 6= 0, then the optimal solution
of qi is expressed as qi = e
j(pi−arg(λ˜i)), where λ˜i is the
only non-zero eigenvalue of C−1i Di. When tr(A
−1
i Bi) 6=
0, tr(C−1i Di) 6= 0, then the optimal solution of qi is expressed
as qi = e
−jarg(λ¯i−uλ˜i), where u > 0 is found from BS
algorithm.
Proof. Detailed expressions of Ai,Bi,Ci,Di as well as the
proof are provided in Appendix.
Based on Proposition 1, the OBO optimization algorithm for
optimizing Q given R is summarized as Algorithm 2. In this
algorithm, qinii is the initialized feasible starting point for each
phase shift coefficient. Once all the coefficients are optimized
in order, the output Q returned by OBO algorithm is a sub-
optimal solution of P5. In this algorithm, the main compu-
tational complexity comes from computing the eigenvalue of
A−1i Bi and C
−1
i Di. Hence, if there are n reflecting elements,
the total complexity of Algorithm 2 is about O(2n(d3 + e3)).
Algorithm 2 (OBO optimization algorithm for solving P5
given fixed R)
Require qinii , i = 1, 2, ...n.
1.Set i = 1.
repeat
2. Compute tr(A−1i Bi) and tr(C
−1
i Di).
3. Obtain the optimal solution of qi according to Propo-
sition 3.
4. Set i = i+ 1.
until i = n
5. Output Q = diag{[q1, q2, ..., qn]
T} as the sub-optimal
solution of P5.
C. Summary of the AO Algorithm
Finally, with Algorithm 1 and Algorithm 2 at hand, the
AO algorithm for maximizing the secrecy rate of IRS-assisted
MIMO WTC is summarized as Algorithm 3. Since R and
Q are optimized alternatively, the value of objective func-
tion Cs(R,Q) in P1 is non-decreasing with iterations, i.e,
Cs(R1,Q1) ≤ Cs(R2,Q2) ≤ ... ≤ Cs(Rk,Qk), where
Rk and Qk is the optimized solution of P2 and P5 returned
by Algorithm 1 and Algorithm 2 respectively at iteration k.
Furthermore, since R and Q are both bounded by the feasible
set SR and SQ respectively, by applying the Cauchy’s theorem
[25], one obtains that a solution Ropt and Qopt always exist
such that
0 = lim
k→∞
{Cs(Rk,Qk)− Cs(Ropt,Qopt)}
≤ lim
k→∞
{Cs(Rk+1,Qk+1)− Cs(Ropt,Qopt)} = 0,
which indicates that Algorithm 3 is guaranteed to converge to
a limit point solution of P1.
Algorithm 3 (AO algorithm of solving P1)
Require ǫ2 > 0.
1. Set initial point Rini, Qini.
2. Compute C1 = CB − CE given Rini and Qini.
repeat
3. Given fixedRini, solve the sub-optimal solutionQopt
of P5 using Algorithm 2.
4. Solve the global optimal solution Ropt of P2 given
Qopt using Algorithm 1.
5. Compute the current object value C2 = CB − CE
under Ropt and Qopt.
6. If |C2 − C1|/|C1| > ǫ2, set Qopt = Qini and C1 =
C2, go back to step 3.
until |C2 − C1|/|C1| ≤ ǫ2
7. Output currentRopt,Qopt as the final limit point solution
of P1.
IV. ENHANCING THE SECRECY RATE UNDER NO EVE’S
CSI
In the previous section, the secrecy rate of IRS-assisted
MIMO WTC is optimized based on an ideal assumption that
full CSI is available at Alice. In practice, Eve is usually a
hidden passive malicious user, it does not actively exchange
its CSI with Alice, i.e., the channel matrix HAE , HIE are
completely unknown. Therefore, it is unlikely to achieve se-
cure communication by formulating an optimization problem
as P1 under this case. To the best of our knowledge, there is
no current research results about how to enhance the secrecy
rate in IRS-assisted system without Eve’s CSI.
Inspired by the previous work in [34], in this section, we
propose an AN aided joint transmission scheme to enahance
the secrecy rate if HAE , HIE are completely unknown at
Alice. The main procedure of this scheme is concluded as
two steps. In the first step, we minimize a transmit power
Pmin at Alice subject to an achievable rate QoS constraint
at Bob. To solve the power minimization problem, a BS and
7OBO combined AO algorithm is applied to jointly optimizing
R andQ. Once the minimum power is obtained, in the second
step, AN is applied to jam Eve by using the residual power
P − Pmin at Alice so as to decrease Eve’s channel capacity
CE . In addition, we also apply this AN aided scheme to a
special case where the direct link between Alice and Bob/Eve
is blocked (i.e., HAB = 0 and HAE = 0). In particular,
apart from OBO optimization method for optimizing Q given
R for the power minimization problem, we propose an MM
algorithm to obtain the sub-optimal Q in which all n phase
shift coefficients are simultaneously optimized. And we give
detailed steps about how to find the proper lower bound (i.e.,
surrogate function) of the complicated objective function so
that MM can be applied to iteratively optimize Q.
A. Power Minimization and AN aided jamming
Firstly, after obtaining the CSI of HAI and HIB at Alice, a
power minimization problem subject to QoS constraint at Bob
is formulated as the following P9.
P9 :min
R,Q
tr(R),
s.t. log2 |I+H1RH
H
1 | ≥ γ, |qi| = 1, ∀i,R ≥ 0
where log2 |I + H1RH
H
1 | ≥ γ is the QoS constraint, γ is
the lowest communication rate requirement at Bob. It can
be known that this is also a non-convex problem due to the
non-convex QoS constraint and UMC, however, it still can
be optimized via AO algorithm. Note that although [13] also
addresses to solve a power minimization problem subject to
QoS constraints, its solutions only applies for the MISO case
and fail to our MIMO case. Therefore, we propose an BS and
OBO combined AO algorithm to address the non-convex P9.
Considering Q is fixed, the corresponding sub-problem of
optimizing R is expressed as P10.
P10 : min
R
tr(R), s.t. log2 |I+H1RH
H
1 | ≥ γ,R ≥ 0.
To optimizeR in P10, we apply the following key proposition.
Proposition 2. Assume the optimal solution and the corre-
sponding optimal value of P10 is Ropt and Popt respectively,
and consider the following problem
P10′ :max
R
C′(R) = log2 |I+H1RH
H
1 |,
s.t. R ≥ 0, tr(R) ≤ Popt .
Then, the optimal solution and the corresponding optimal
value of this problem are also Ropt and γ.
Proposition 2 indicates that the optimal solution Ropt for
P10 also solves the dual problem of maximizing the channel
capacity subject to TPC tr(R) ≤ Popt in P10′. This can be
easily shown by contradiction or by comparing the respective
KKT conditions of each problem, which are necessary for
optimality [5]. Note that the optimal solution Ropt for P10
always makes the QoS constraint hold with equality. With this
proposition, the work reduces to find a proper Popt such that
the optimal value for P10′ is γ. Since P10′ is a general channel
capacity optimization problem, the objective function C′(R)
is non-decreasing with Popt. Hence, BS can be applied to find
the proper Popt such that the optimal value C
′(R) = γ.
With optimized R, the next step is to optimize Q from the
following sub-problem.
P11 : Find Q, s.t. log2 |I+H1RH
H
1 | ≥ γ, |qi| = 1, ∀i.
Note that there is no objective function in this problem, any
feasible Q satisfying the QoS and UMC can be as the optimal
solution for P11. In fact, if the feasible solution Q obtained
for P11 achieves a strictly larger communication rate than
the target rate γ, then the minimum transmit power in P10
returned by BS can be properly reduced without violating the
QoS constraint. Hence, the work reduces to maximize log2 |I+
H1RH
H
1 | to be as large as possible, which is equivalent to
solve the following problem P11′.
P11′ : max
Q
log2 |I+H1RH
H
1 |, s.t. |qi| = 1, ∀i. (11)
Observing that OBO optimization Algorithm 2 can be easily
applied to solve this problem by setting HAE = 0,HIE = 0
so that given fixed n− 1 phase shift coefficients, the optimal
solution for qi is either e
−jarg(λ¯i) or any feasible solution.
The proposed AO algorithm for solving P9 is summarized
as Algorithm 4. In this algorithm, sinceR andQ are optimized
independently, and alsoR andQ are both bounded by the con-
straints. Hence, the objective function tr(R) is non-increasing
in Algorithm 4, and a limit point solution is guaranteed to
converge.
Algorithm 4 (AO algorithm of solving P9)
Require ǫ3 > 0, γ.
1. Initialize a feasible starting point Qini.
2. Solve P10’ via BS to obtain Rini for P9 given Qini,
compute P0 = tr(Rini).
repeat
3. Solve P11’ via OBO optimization to obtain a sub-
optimal solution Qopt given Rini.
4. Solve P10’ via BS to obtain the optimal solutionRopt
for P9 given Qopt, compute P1 = tr(Ropt).
5. If |P1−P0|/|P0| > ǫ3, setRini = Ropt and P0 = P1,
go back to step 3.
until |P1 − P0|/|P0| ≤ ǫ3
7. Output Ropt, Qopt as the final limit point solution of P9.
After obtaining the minimum power Pmin = tr(Ropt), the
next step is to transmit AN to jam Eve using the residual
transmit power P − Pmin. To ensure the QoS at Bob is
not affected by AN, we set the directions for signaling AN
to null(H1), i.e., the null space of the effective channel
W1 = H
H
1H1, and apply equal power allocation to transmit
AN to each dimension of null(W1). Therefore, the transmit
covariance for AN is formulated as
RAN =
P − Pmin
m− rank(W1)
UANU
H
AN (12)
where the columns in the semi-unitary matrix UAN are all
m−rank(H1) eigenvectors corresponding to zero eigenvalues
8ofW1. Hence, the final actual achievable secrecy rate by this
AN aided joint transmission scheme is
Cs = γ − log2 |I+
H2RH
H
2
I+H2RANHH2
|. (13)
Note that H1 should be full row rank matrix so that the null
space of W1 exists. Hence, our proposed scheme only holds
for the case when m > d. If m ≤ d, a possible solution is
that Bob can turn off some receiving antennas so as to make
the number of the rest active antennas to be less than m, but
the price is that the residual power for AN signaling could be
decreased since the degree of freedom between Alice and Bob
is reduced so that more transmit power needs to be consumed
to meet the QoS constraint.
B. A Special Case Where the Direct Link Between Alice-
Bob/Eve is Blocked
In this subsection, we consider a special case where the
direct communication link between Alice-Bob and Alice-Eve
are blocked. Such case has high probability to occur in citys
hot spot, mountainous area, and other indoor environment due
to obstacles. Then, the function of IRS is to create a virtual
line-of-sight link between Alice and Bob/Eve so as to help
the signals bypass the obstacle. And this is the key reason at
first why IRS draws great attention by academic and industry.
Obviously, the proposed AN aided joint transmission scheme
in the previous subsection can be easily applied to this case
to enhance the secrecy rate by simply setting HAB = 0
and HAE = 0. In particular, apart from OBO optimization
in the AO algorithm, in this subsection, we propose a MM
algorithm to optimize Q given R for the power minimization
problem. The key idea of MM algorithm is to firstly approx-
imate the original non-convex problem to a more tractable
formular, in which the objective function is approximated to
a linear lower bound (i.e., surrogate function), and then the
approximated problem is optimized iteratively by initializing
a feasible starting point. If the bound is constructed properly,
any converged point generated by MM is a KKT point for
the original problem. For detailed explanations of MM, please
refer to [35]. Note that different from OBO optimization,
all n phase shifts are simultaneously optimized in the MM
algorithm.
Specifically, when HAB = 0, problem P11
′ transfers to the
following P12.
P12 :max
Q
g(Q) = log2 |I+HIBQHAIRH
H
AIQ
HHHIB|,
s.t. |qi| = 1, ∀i.
The following proposition gives the surrogate function of g(Q)
as well as the closed-form solutions ofQ during each iteration
of MM algorithm.
Proposition 3. Let Q˜ be a feasible point for P12, then g(Q)
can be lower bounded by
g(Q) ≥− 2nλ1(Z) + 2Re{q
H(λ1(Z)I− Z)q˜}+ q˜
HZq˜
+ 2Re{qHa4}+
2∑
j=1
Cj(Q˜) = g˜(Q, Q˜)
where q = [ejθ1 , ejθ2 , ..., ejθn ]T, diag(q˜) = Q˜. Hence the
closed-form solution of Q given Q˜ during each iteration of
MM algorithm is given by
Q = diag([ejarg(v1), ejarg(v2), ..., ejarg(vn)]T). (14)
Proof. To optimize Q in P12 via MM, a proper lower bound
of g(Q) should be formulated. Note that g(Q) is a complicated
log determinant function, it is difficult to directly obtain
its lower bound with only one time approximation as in
the MISO case [19][23]. Hence, we apply three successive
approximations to obtain the proper lower bound of g(Q) so
that MM algorithm can be applied to optimize Q. Please see
detailed expression of Z, q, Cj(Q˜), vi, i = 1, 2, ..., n as well
as the proof in Appendix.
Therefore, based on this proposition, a KKT solution of P12
given fixedR can be obtained. The BS and MM combined AO
algorithm for power minimization when the direct linkHAB =
0 is summarized as Algorithm 5. In this algorithm,Qini is the
starting point for the outer loop of AO algorithm and Q˜ is the
starting point for the inner loop of MM algorithm. As the
convergence is reached, a limit point solution for the power
minimization problem can be obtained. In the MM algorithm,
the main computational complexity comes from computing
λ1(Z) in each iteration, which is about O(2n
3). Once the
minimum power satisfying QoS constraint is obtained, AN is
used to signalling over the null space of HIBQHAI using
the residual power at Alice so as to jam Eve. Our extensive
simulation tests have shown that although Algorithm 5 have
less performance on power minimization as well as enhancing
secrecy rate compared with Algorithm 4, it has faster speed
of convergence with less than around 1 to 5 iterations in most
randomly generated channels.
Algorithm 5 (AO algorithm for solving P12)
Require ǫ4 > 0, γ.
1. Initialize a feasible starting point Qini = I, Rini =
P I/m, set P0 = P .
repeat
2. Initialize starting point Q˜ = I, compute C˜0 =
g˜(Q˜, Q˜) given Rini.
repeat (MM algorithm)
3. OptimizeQ via (14), and compute C˜1 = g˜(Q, Q˜).
4. If |C˜1−C˜0|/|C˜0| does not converge, set C˜0 = C˜1
and Q˜ = Q.
until |C˜1 − C˜0|/|C˜0| converges
5. Set Qopt = Q as the KKT solution of P12.
6. Obtain the optimal solution Rini via BS given Qopt,
compute P1 = tr(Ropt).
7. If |P1−P0|/|P0| > ǫ4, setRini = Ropt and P0 = P1,
go back to step 3.
until |P1 − P0|/|P0| ≤ ǫ4
V. SIMULATION RESULTS
To validate the performance of our proposed AO algorithms,
extensive simulation results have been carried out in this
section. Following [19], we consider a fading environment,
9and all the channels are formulated as the product of large
scale fading and small scale fading. The entries in the small
scale fading matrix are randomly generated with complex zero-
mean Gaussian random variables with unit covariance. For the
large scale fading in all links, the path loss is set as -30dB at
reference distance 1m, and path loss exponents for all the links
is set as 3. And we assume that the distance between Alice
and Bob, Alice and IRS, Alice and Eve, IRS and Bob, IRS
and Eve are set as 80m, 30m, 80m, 40m and 40m respectively.
In AO Algorithm 3, 4 and 5, we set all the target accuracy
as ǫ2 = ǫ3 = ǫ4 = 10
−4, and all the target accuracy for BS
algorithm as 10−4. In addition, ǫ1 = 10
−8, α = 0.3, β = 0.5,
η = 5, t0 = 10
2, tmax = 10
5 in Algorithm 1 and target
accuracy for MM is 10−4 in Algorithm 5. Note that all the
simulation results illustrated in Fig.2 to Fig.4 and Fig.6 are
averaged over 100 randomly generated channels, and all the
results in Fig.5, Fig.7 to Fig.10 are computed based on single
randomly generated channel.
A. Secrecy Rate of IRS-Assisted MIMO WTC Under Full CSI
In this subsection, the performance of proposed AO Al-
gorithm 3 for maximizing the secrecy rate under full CSI
is provided. In Fig.2, we compare the average secrecy rate
performance of our AO Algorithm 3 with three benchmark
schemes: 1). optimize R via Algorithm 1 given zero phase
shift (i.e., Q = I) at IRS; 2). optimize R via Algorithm 1
without IRS (i.e.,Q = 0); 3). AN aided solutions2 without IRS
in [37]. According to the result, we note that our Algorithm
3 has significantly better performance than the other three
benchmark schemes. The main reason is that the reflecting
link signals are not only constructively added with the direct
link signals at Bob, but also destructively added with the direct
link signals at Eve and hence the secrecy rate can be boosted.
For the three benchmark schemes, it can be seen that the
solution with and without AN under no IRS have very limited
performance on enhancing secrecy rate. Furthermore, although
zero phase shift solutions with IRS have better performance
than that without IRS, it still has a large gap compared with
the results returned by Algorithm 3. The reason is that the
phase shift Q is unchanged, i.e., IRS doesn’t truly change the
propagation channels. Therefore, only by jointly optimizing
R and Q can we give full play to the advantages of IRS on
enhancing the secrecy performance.
Fig.3 illustrate the performance of Algorithm 3 and other
benchmark schemes versus the number of reflecting element
n at IRS and number of antenna e at Eve respectively. Note
that the secrecy rate returned by Algorithm 3 increases with n
significantly since more reflecting elements brings more new
spacial degree of freedom. Furthermore, for the zero phase
shift scheme in which only R is optimized, only by increasing
n has very limited performance gain on the secrecy rate, even
the secrecy rate decreases with n. The main reason is that
unoptimizedQ is possible to make the Eve’s effective channel
2We remark that although the system model illustrated in [37] is a cognitive
radio MIMOWTC with simultaneous wireless information and power transfer,
its proposed AN method with sub-optimal algorithm also applies for the
MIMO WTC model.
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Fig. 2. Secrecy rate via proposed AO Algorithm 3 and other benchmark
schemes based on m = d = e = 4, n = 6.
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Fig. 3. Achieved secrecy rate versus the number of n and e, m = 4, d =
e = 3 in (a), and m = d = 3, n = 6 in (b).
H2 “better” than Bob’s effective channelH1. We also note that
the secrecy rate returned by Algorithm 3 and other benchmark
schemes all decrease with e. This is inevitable since with
more value of e, the sufficient spatial degree of freedom for
Alice’s transmission is decreased. However, as can be seen,
given fixed e, larger secrecy rate still can be obtained by our
proposed AO algorithm for the IRS-assisted design than the
other solutions. In fact, if Eve is equipped with more antennas,
an effective solution is to deploy more reflecting elements at
IRS so as to enhance the secrecy rate. This can be easily
realized in practical system, since the reflecting elements in
IRS are with very low complexity, low power consumption
and can be massively deployed.
B. Secrecy Rate of IRS-Assisted MIMO WTC Under No Eve’s
CSI
In this subsection, we provide some simulation results about
the performance of proposed AN aided joint transmission
scheme on enhancing the secrecy rate under completely no
Eve’s CSI. Fig.4 shows the performance of averaged secrecy
rate returned by the scheme with and without AN versus the
target QoS γ at Bob under different settings of m,n. Based
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Fig. 4. Achieved actual secrecy rate versus Target γ under different settings
of m and n. Total transmit power at Alice is set as 35dBm.
on the averaged results, note that positive secrecy rate (i.e.,
CB > CE ) also can be achieved by our proposed scheme so
that secure communication can be guaranteed. Also note that
without the aid of AN, only guaranteeing QoS at Bob has
very limited performance on enhancing the secrecy rate. In
this scheme, as long as γ is properly set, Alice could have
abundant residual power to jam Eve via AN signalling so
that the channel capacity at Alice can be larger than that at
Eve. In fact, based on our extensive simulation results, when
γ = 6, only about less than 30% of the total transmit power
is consumed to meet the QoS constraint by Algorithm 4, and
more than half of the total power are all utilized to jam Eve
via AN, resulting positive secrecy rate.
To exploit how the secrecy performance returned by the
AN aided scheme goes when the target γ is large under
no Eves CSI, Fig.5 shows the actual secrecy rate versus γ
under different settings of total power P . Note that for each
setting of P , the secrecy rate firstly increases with γ, since
the transmission rate CB = γ at Bob dominates so that Cs
increases with γ. However, as γ grows to higher, Cs starts
to decrease, since the sufficient residual power P − Pmin for
AN signaling is reduced significantly so that the information
leakage to Eve CE dominates. Finally, as γ grows to high
enough, the total power P can not support to meet the QoS
constraint so that P9 becomes infeasible and hence secure
communication is not achievable (e.g., the secrecy rate stops
at γ = 10 when P = 30dBm). Therefore, we see that there
is a trade off between increasing QoS at Bob and enhancing
the secrecy performance. In addition to this result based on
single channel realization, such trade off also exists in our
other extensive simulations. Therefore, it is better to balance
the setting between γ and the residual power P −Pmin so as
to achieve a good secrecy performance.
In Fig.6, we assume a special case where the direct link
HAB = 0,HAE = 0, and show the performance of averaged
secrecy rate as well as minimized power (to meet the QoS
constraint) returned by Algorithm 4 and Algorithm 5 versus
γ. Observing that both Algorithms could guarantee positive
secrecy rate, and Algorithm 4 achieves better performance than
Algorithm 5, the main reason is that the optimized minimum
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Fig. 5. The actual secrecy rate returned by the proposed scheme for no
Eves CSI versus γ given different total power P at Alice . The channels are
randomly generated via m = e = 4, d = 2, n = 8.
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Fig. 6. Actual secrecy rate and minimized power versus Target γ under
HAB = HAE = 0, m = 4, n = 8, d = e = 2. Total transmit power at
Alice is set as 35dBm.
power returned by Algorithm 4 is less than by Algorithm 5
(see “(b)Minimum transmit power” in Fig.6) and hence more
residual power for AN signaling can be saved via Algorithm
4. In addition to this results, our extensive simulation tests
based on different channel realizations show that a larger
actual secrecy rate can be obtained by Algorithm 4 than that
by Algorithm 5 at finite threshold of γ.
C. Convergence of the Proposed AO Algorithms
In this subsection, we provide some numerical examples
about the convergence of proposed AO Algorithm 3, 4 and
5 under different value of m,n, d, e and target threshold γ.
Fig.7 illustrates the convergence of the objective function
Cs(Rk,Qk) versus the number of iterations k in Algorithm
3 under randomly generated channels. Based on the results, it
requires 19 to 101 steps for Cs(Rk,Qk) to converge to the
accuracy of 10−4 for each considered setting, also note that the
process of convergence is monotonically increasing. In fact,
given fixed target accuracy, larger settings of m and n leads
to larger dimensions of variableR andQ so that the algorithm
requires more iterations to optimize each element of these
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variables. In addition to these results, our extensive simulations
show a perfect monotonic convergence of Algorithm 3.
Fig.8 illustrate the convergence of Algorithm 4 for solving
P9. Note that the objective function tr(Rk) is non-increasing
with number of iteration k and finally converge. Furthermore,
the convergence is fast with only 5 to 8 steps to reach
the target accuracy. Fig.9 compares the convergence between
Algorithm 4 and 5 for solving P9 under HAB = 0. As can
be seen, Algorithm 5 has a slightly faster convergence with
less than 2 to 3 steps compared with Algorithm 4. But when
both algorithm converges, the minimum power returned by
Algorithm 5 is still less than that by Algorithm 4, which
is consistent with those results in Fig.6. In addition to this
results, our other extensive simulation tests indicates that a
faster speed of convergence (with less than around 1 to 5 steps)
than Algorithm 4 can be achieved.
Finally, Fig.10 shows the convergence of the value of
objective function f(R,K) and C(R) in Algorithm 2 versus
number of iterations k. It can be noted that both f(R,K) and
C(R) gradually converge and coincide together as t increases
to tmax. In particular, it takes few more steps for C(R) to
converge than f(R,K), which indicates that C(R) is less
sensitive in R than that in f(R,K). Hence, it is necessary to
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Fig. 10. Convergence of f(R,K) and C(R) in Algorithm 1 when m =
d = e = 4, n = 6 and P = 35dBm. As t increases to the threshold tmax,
both f(R,K) and C(R) converges and coincide together.
set tmax large enough in barrier method so that the optimized
R for P3 is guaranteed to be a global optimal solution for P2.
Furthermore, this results also have validated the correctness of
our re-derived gradient and Hessians of the barrier objective
function ft(R,K) under complex-valued channel case shown
in Appendix.
VI. CONCLUDING REMARKS AND FUTURE DIRECTIONS
In this paper, the secrecy rate optimization of IRS-assisted
Gaussian MIMOWTC is studied. When full CSI is assumed, a
barrier method and OBO optimization combined AO algorithm
is proposed to jointly maximize the transmit covariance R
at Alice as well as phase shift coefficient Q at IRS. When
no Eve’s CSI is assumed, we propose an AN aided joint
transmission scheme to enhance the secrecy rate. In this
scheme, a BS and OBO combined AO algorithm is proposed
to jointly optimize R and Q. This AN aided scheme is
further applied to enhance the secrecy rate under a special
scenario where the direct communication between Alice and
Bob/Eve is blocked. In particular, a BS and MM combined
AO algorithm with slightly faster convergence is proposed to
jointly optimize R and Q. Simulation results have validated
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the monotonic convergence of the proposed algorithms, and
it is shown that the proposed algorithms for the IRS-assisted
design achieve significantly larger secrecy rate than the other
benchmark schemes with and without IRS under full CSI.
When Eve’s CSI is unknown, the secrecy performance can
also be greatly enhanced by the proposed AN aided joint
transmission scheme.
A future direction of our work is to exploit the solutions
for enhancing the robust secrecy rate of IRS-assisted MIMO
WTC when the CSI of the direct and reflecting channel
links are imperfectly known at Alice due to estimation errors.
This is a more challenging study since in the secrecy rate
optimization problem, the objective function as well as the
constraints become more complicated due to the bounded
channel estimation errors. Therefore, new numerical algorithm
should be redesigned to jointly optimize R and Q as well
as its proof of convergence. The study of robust secure IRS-
assisted MIMO channel also provides significant references
for the application in practical system design.
VII. APPENDIX
A. Closed-form Expressions for Gradients and Hessians in
Algorithm 1
After some manipulations, we provide below the analytical
expressions for the gradients and Hessians obtained, using the
standard rules of matrix differential calculus (see Chapter 3 to
6 in [31]). The gradient of ft(R,K) respect to r and n are
expressed as
∇r∗ft(R,K) = D
T
r vec((I+H
HK−1HR)−1HHK−1H− (I
+HH2H2R)
−1HH2H2 + t
−1R−1 − t−1(P − tr(R))−1I),
∇n∗ft(R,K) = D
T
nvec((K+HRH
H)−1 − (1 + t−1)K−1).
Then, each entry of T is expressed as
∇2r∗rTft(R,K) = −D
T
r (Z
T
1 ⊗ Z1 − Z
T
2 ⊗ Z2
+ t−1R−T ⊗R−1 + t−1(P − tr(R))−2vec(I)vec(I)T)Dr,
∇2n∗nTft(R,K) = −D
T
n(Z
T
3 ⊗ Z3
− (1 + t−1)K−T ⊗K−1)Dn,
∇2r∗nTft(R,K) = −D
T
r (Z
T
4 ⊗ Z
H
4 )Dn
where Z1 = (I + H
HK−1HR)−1HHK−1H, Z2 = (I +
HH2H2R)
−1HH2H2, Z3 = (K+HRH
H)−1, Z4 = H
H(K+
HRHH)−1.
B. Proof of Proposition 1
Firstly, by applying the key steps of deriving (9) and (15)
in [18], CB and CE given R can be expressed as
CB = log2 |I+ qiA
−1
i Bi + q
∗
iA
−1
i B
H
i |+ log2 |Ai|,
CE = log2 |I+ qiC
−1
i Di + q
∗
iC
−1
i D
H
i |+ log2 |Ci|
where
Ai =I+ (H¯AB +
n∑
j=1,j 6=i
qjrj t¯
H
j )(H¯AB +
n∑
j=1,j 6=i
qjrj t¯
H
j )
H
+ rit¯
H
i t¯ir
H
i ,
Bi =rit¯
H
i (H¯
H
AB +
n∑
j=1,j 6=i
t¯jr
H
j q
∗
j ),
Ci =I+ (H¯AE +
n∑
j=1,j 6=i
qjsj t¯
H
j )(H¯AE +
n∑
j=1,j 6=i
qjsj t¯
H
j )
H
+ sit¯
H
i t¯is
H
i ,
Di =sit¯
H
i (H¯
H
AE +
n∑
j=1,j 6=i
t¯js
H
j q
∗
j )
and where H¯AB = HABURΣ
0.5
R , H¯AE = HAEURΣ
0.5
R , t¯i
is the i-th column of H¯HAI = [HAIURΣ
0.5
R ]
H, ri and si are the
i-th column of HIB and HIE respectively. Since Ai and Ci
are both full rank matrices and rank(Bi) ≤ 1, rank(Di) ≤ 1,
rank(A−1i Bi) ≤ 1 and rank(C
−1
i Di) ≤ 1 hold. Hence, by
dropping the constant term log2 |Ai| and log2 |Ci|, P5 reduces
to P6. It can be known that A−1i Bi and C
−1
i Di are strongly
related to qi. In the following, we consider 4 cases about the
trace ofA−1i Bi andC
−1
i Di and propose the optimal solutions
of qi based on each case.
1). Case 1: tr(A−1i Bi) = tr(C
−1
i Di) = 0. In this case,
both A−1i Bi and C
−1
i Di are non diagonalizable according to
Lemma 2 in [18]. Therefore, by applying the steps of deriving
(21) in [18], the objective function in P6 is further derived as
C′B(qi)− C
′
E(qi) = log2 |I−A
−1
i (A
−1
i Bi)
HBi|
− log2 |I−C
−1
i (C
−1
i Di)
HDi|.
Obviously, this objective function is irrelevant to qi. Hence,
any solution of qi satisfying |qi| = 1 is the optimal solution
of P6.
2). Case 2: tr(A−1i Bi) 6= 0, tr(C
−1
i Di) = 0. In this case,
A−1i Bi is diagonalizable and C
′
E(qi) is not affected by qi.
Let the eigenvalue decomposition of A−1i Bi as A
−1
i Bi =
U¯iΣ¯iU¯
H
i , where U¯i is the unitary matrix, the columns of
which are the eigenvectors, Σ¯i = diag{λ¯i, 0, ...0}, and let
V¯i = U¯
H
i AiU¯i, v¯i denotes the first column of V¯
−1
i , v¯
′T
i
denotes the first row of V¯i. By applying the key steps of
deriving (16) and (17) in [18], C′B(qi) is further expressed as
C′B(qi) = log2(1 + λ¯
2
i (1 − v¯
′
i1v¯i1) + 2Re{qiλ¯i}) (15)
where v¯i1 and v¯
′
i1 are the first elements in v¯i and v¯
′T
i
respectively. Therefore, it can be directly obtained that the
optimal solution for maximizing C′B(qi) is qi = e
−jarg(λ¯i).
3). Case 3: tr(A−1i Bi) = 0, tr(C
−1
i Di) 6= 0. In this case,
C−1i Di is diagonalizable and C
′
B(qi) is not affected by qi.
Let the eigenvalue decomposition of C−1i Di as C
−1
i Di =
U˜iΣ˜iU˜
H
i , where U˜i is the unitary matrix, the columns of
which are the eigenvectors, Σ˜i = diag{λ˜i, 0, ...0}, and let
V˜i = U˜
H
i CiU˜i, v˜i denotes the first column of V˜
−1
i , v˜
′T
i
denotes the first row of V˜i. Similar with (15), C
′
E(qi) can be
further expressed as
C′E(qi) = log2(1 + λ˜
2
i (1− v˜
′
i1v˜i1) + 2Re{qiλ˜i}) (16)
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where v˜i1 and v˜
′
i1 are the first elements in v˜i and v˜
′T
i respec-
tively. Hence, to maximize P6, the work reduces to minimize
C′E(qi), i.e., Re{qiλ¯i} should be minimized. Therefore, it can
be directly obtained that the optimal solution for minimizing
C′E(qi) is qi = e
j(pi−arg(λ˜i)).
4). Case 4: tr(A−1i Bi) 6= 0, tr(C
−1
i Di) 6= 0. In this case,
both A−1i Bi and C
−1
i Di are diagonalizable so that the both
C′B(qi) and C
′
E(qi) are related to qi. By combining (15) and
(16) together, P6 can be further expressed as
P7 : max
qi
c¯i + 2Re{qiλ¯i}
c˜i + 2Re{qiλ˜i}
, s.t. |qi| = 1, ∀i (17)
where c¯ = 1 + λ¯2i (1 − v¯
′
i1v¯i1), c˜ = 1 + λ˜
2
i (1 − v˜
′
i1v˜i1). P7
is a fractional programming optimization problem, which can
be solved via Dinkelback method. Let u ≥ 0, and then we
consider the following problem.
P8 :max
qi
f(qi/u) = c¯i + 2Re{qiλ¯i} − u(c˜i + 2Re{qiλ˜i}),
s.t. |qi| = 1, ∀i.
Hence, according to the key concept of Dinkelbach method,
finding the optimal solution of P7 is equivalently to finding the
proper value of u such that the optimal value of the objective
function f(qi/u) in P8 is zero. To obtain the proper u, the
following key lemma is needed.
Lemma 1. Consider qopti is the optimal solution given fixed u
in P8, then f(qopti /u) is a monotonically decreasing function
in u.
Proof. Assume 0 < u1 < u2, and denote q
opt1
i and q
opt2
i to
be the optimal solution of P8 given u1 and u2 respectively,
then
f(qopt2i /u2) = c¯i + 2Re{q
opt2
i λ¯i} − u2(c˜i + 2Re{q
opt2
i λ˜i})
< c¯i + 2Re{q
opt2
i λ¯i} − u1(c˜i + 2Re{q
opt2
i λ˜i})
≤ c¯i + 2Re{q
opt1
i λ¯i} − u1(c˜i + 2Re{q
opt1
i λ˜i})
= f(qopt1i /u1). (18)
Hence, f(qopt2i /u2) < f(q
opt1
i /u1), from which the proof is
complete.
Based on this key lemma, BS algorithm can be applied to
find the optimal u such that f(qopti /u) = 0. Note that f(qi/u)
can be further expressed as f(qi/u) = c¯i−uc˜i+2Re{qi(λ¯i−
uλ˜i)}. Hence, once the optimal u is obtained, it can be directly
obtained that the optimal solution for minimizing C′E(qi) is
qi = e
−jarg(λ¯i−uλ˜i), from which the proof is complete.
C. Proof of Proposition 3
Firstly, let P = HIBQL
1
2 , L = HAIRH
H
AI , according
to matrix inversion lemma, g(Q) can be further expressed as
g(Q) = − log2 |I − P(I + P
HP)−1PH|. To find the lower
bound of g(Q), we firstly introduce the following key lemma.
Lemma 2. For any matrix A ∈ Cm×m and A˜ ∈ Cm×m,
log2 |A| ≤ log2 |A˜|+ tr(A˜
−1(A− A˜)). (19)
(19) holds since log2 |A| is concave in A. Hence, let QB =
I − P(I + PHP)−1PH and consider Q˜ is a feasible point
satisfying the unit modulus constraint, then g(Q) can be lower
bounded by
g(Q) ≥ − log2 |Q˜B| − tr(Q˜
−1
B (QB − Q˜B))
= C1(Q˜) + hB(Q)
where C1(Q˜) = − log2 |Q˜B| + tr(I) − tr(Q˜
−1
B ), hB(Q) =
tr(Q˜−1B P(I + P
HP)−1PH), Q˜B = I − P˜(I + P˜HP˜)−1P˜H,
P˜ = HIBQ˜L
1
2 . It can be verified that C1(Q˜) + hB(Q) is a
surrogate function of g(Q) so that P12 is approximated to the
following P13.
P13 : max
Q
C1(Q˜) + hB(Q), s.t., |qi| = 1. (20)
However, it is still difficult to apply MM algorithm to solve
this problem due to the complicate structure of hB(Q) as well
as non-convex UMC. Hence, we apply a second approximation
of g(Q) by finding a lower bound of hB(Q). The following
key lemma of matrix fractional functions is need to construct
this bound [32].
Lemma 3. For any positive semi-definite matrix A ∈ Cm×m
and positive definite matrix B, B˜ ∈ Cn×n, and X, X˜ ∈
Cm×n,
tr(AXB−1XH)
≥tr(AX˜B˜−1X˜H)− tr(AX˜B˜−1(B− B˜)B˜−1X˜H)
+ tr(A(X− X˜)B˜−1X˜H) + tr(AX˜B˜−1(X− X˜)H).
Lemma 3 holds since tr(AXB−1XH) is equivalent to the
sum of m matrix fractional functions, and thus convex [32].
Therefore, by applying this lemma to the term hB(Q) via
setting A = Q˜−1B , X = P, X˜ = P˜ = HIBQ˜L
1
2 , B =
I + PHP and B˜ = I + P˜HP˜ and after some manipulations,
the lower bound of g(Q) can be further expressed as
g(Q) ≥ C1(Q˜) + hB(Q) ≥
2∑
i=1
Ci(Q˜) + gB(Q) (21)
where C2(Q˜) = −tr(Q˜
−1
B ) + tr(Q˜
−1
B JBP˜
HP˜JHB), gB(Q) =
−tr(Q˜−1B JBP
HPJHB) + tr(Q˜
−1
B JBP
H) + tr(PJHBQ˜
−1
B ) and
where JB = P˜(I + P˜
HP˜)−1. In the following, we express
gB(Q) to a more tractable form. Let A1 = Q˜
−1
B JBL
1
2 ,A2 =
HHIBHIB,A3 = L
1
2JHB,A4 = H
H
IBQ˜
−1
B JBL
1
2 , by applying
the lemma of matrix identity in [36] that for any matrix A,
B and diagonal matrix V with proper sizes, tr(VHAVB) =
vH(A ⊙ BT)v holds where the entries in v are all diagonal
elements in V, gB(Q) can be further expressed as
gB(Q) = −tr(Q
HA2QA3A1) + tr(A4Q
H) + tr(QAH4 )
= −gb(q) + 2Re{q
Ha4} (22)
where gb(q) = q
HZq, Z = A2 ⊙ (A3A1)
T and where the
entries in a4 are all diagonal entires in A4. Hence, P13 can
be further approximated to P14.
P14 :max
q
− gb(q) + 2Re{q
Ha4}+
2∑
j=1
Cj(Q˜),
s.t. |qi| = 1, ∀i.
14
We note that the objective function in P14 is quadratic concave
in q, however, it is still difficult to solve this problem due
to non-convex UMC. Hence, we apply the following lemma,
from which the proof can be found in [35].
Lemma 4. Let X be an n × n Hermitian matrix, then for
any point a˜ ∈ Cn×1, aHXa is upper bounded by aHXa ≤
aHYa − 2Re{aH(Y − X)a˜} + a˜H(Y − X)a˜, where Y =
λ1(X)I.
Using this lemma, given a feasible point q˜, a surrogate
function of gb(q) can be expressed as
gb(q) ≤ q
Hλ1(Z)Iq − 2Re{q
H(λ1(Z)I− Z)q˜}
+ q˜H(λ1(Z)I − Z)q˜
= 2nλ1(Z)− 2Re{q
H(λ1(Z)I− Z)q˜} − q˜
HZq˜ (23)
where q˜ is the feasible point, the entries of which are
the diagonal entries of Q˜. Hence, combing (21), (22) and
(23), g(Q) ≥ g˜(Q, Q˜) follows. It can be also verified that
g˜(Q, Q˜) is a surrogate function of g(Q). By dropping the
constant term in g˜(Q, Q˜), P14 is finally approximated to
maxqRe{qHv}, s.t. |qi| = 1, where v = (λ1(Z)I−Z)q˜+a4.
Obviously, the objective function Re{qHv} is maximized only
when the phase of q and v are equal. Thus, the closed-form
global optimal solution for P15 is expressed as (14) where
vi denotes the i-th elements of v, from which the proof is
complete.
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