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Abstract. Cyber-Physical Systems (CPS) refer to the next generation of ICT systems that mainly integrate sensing, 9 
computing, and communication to monitor, control, and interact with a physical process to provide citizens and busi-10 
nesses with smart applications and services: healthcare, smart homes, smart cities, and so on. In recent years, healthcare 11 
has become one of the most important services due to the continuous increases in its costs. This has motivated extensive 12 
research on healthcare CPS, and some of that research has focused on describing the software architecture behind these 13 
systems. However, there is no secondary study to consolidate the research. This paper aims to identify and compare 14 
existing research on software architectures for healthcare CPS in order to determine successful solutions that could guide 15 
other architects and practitioners in their healthcare projects. We conducted a systematic literature review (SLR) and 16 
compared the selected studies based on a characterization schema. The research synthesis results in a knowledge base of 17 
software architectures for healthcare CPS, describing their stakeholders, functional and non-functional features, quality 18 
attributes architectural views and styles, components, and implementation technologies. This SLR also identifies research 19 
gaps, such as the lack of open common platforms, as well as directions for future research.   20 
Keywords. Healthcare; Cyber-Physical Systems; Software architecture; Internet of Things; Systematic Literature Re-21 
view. 22 
1 Introduction 23 
Healthcare is becoming one the most important concerns for governments as the World Health Organization warns of increasing care 24 
costs [1], for example, in Europe, given the ageing population. Cardiovascular or chronic obstructive pulmonary diseases are the main 25 
causes of death in the European Union [1]. Nowadays, a wide range of informatics solutions are applied to healthcare—from clinical 26 
information systems (including electronic health records, electronic prescribing, and eHealth in general) and administrative and man-27 
agement systems to clinical research informatics and bioinformatics. Among these solutions, health-monitoring systems might play a 28 
key role in preventing the diseases mentioned above.  29 
Monitoring systems have expanded their capabilities in what are known as Cyber-Physical Systems (CPS). CPS integrate sensing, 30 
computing, storage, and communication capabilities to control and interact with a physical process. Embedded computers monitor and 31 
control physical processes in real time or quasi real time, usually with feedback loops, where physical processes affect computations and 32 
vice versa [2]. The consolidation of CPS, partly promoted by the boom in the Internet of Things (IoT) [3], 1  big data, and the development 33 
of wireless sensor-actuator networks (WSAN), is generating new business models in a broad range of domains, including healthcare. 34 
Hence, healthcare CPS could not only prevent diseases but also proactively deal with diseases. On the one hand, healthcare CPS enable 35 
the monitoring of biosignals through miniature wearable sensors (aka biosensors and bodysensors), which could automatically detect a 36 
disorder or problem and generate an alarm that a patient or a doctor receives on his/her mobile phone or computer without human 37 
intervention. CPS are usually characterized by the implementation of feedback loops with cognitive and learning capabilities [4] such 38 
that these systems can act autonomously and rapidly without human intervention. On the other hand, healthcare CPS may facilitate 39 
immediate access for physicians and other health care professionals to patient information and medical records, as well as real-time 40 
access to data coming from biosensors, for efficient decision-making and treatment. With this twofold objective, in recent years, 41 
healthcare CPS solutions have proliferated to enable remote control of chronic patients, to enable patients to take an active role in 42 
                                                          
1  The term “IoT” was coined back in 1999 by Kevin Ashton, although the technology advanced later, in 2011, when IPv6 protocol made 
it possible to connect “340 billion, billion, billion, billion unique IPv6 addresses”. 
treatment by providing information and training, and consequently, to reduce the costs to public health associated with repeated consul-43 
tations with healthcare professionals. This proliferation of solutions has brought about extensive research focused on improving the 44 
construction of healthcare CPS.  45 
Research so far can be categorized from multiple points of view. A good example is the work by Carroll [5] that presents a model for 46 
assessing the value and potential impact of healthcare software ecosystems from multiple stakeholders’ perspectives. From a software 47 
engineering perspective, we propose to assess software architecture for the following reasons: software architectures are the core of 48 
systems; the lack of focus on architecture is bound to engender suboptimal design-decisions [6]; and an inaccurate architectural design 49 
leads to the failure of large software systems [7]. As architectures play a key role in software construction, research on software archi-50 
tectures for healthcare CPS is critical.  51 
This paper reports a systematic literature review (SLR) on software architectures for healthcare CPS to evaluate existing solutions. 52 
SLRs identify, evaluate, and interpret all available relevant research on a specific objective or question by using a rigorous and auditable 53 
methodology that includes systematic protocols for searching, analysis, and synthesis [8]. 54 
To date, there has not been an SLR on software architectures for healthcare CPS, making it difficult to assess the maturity of current 55 
solutions and to identify trends, gaps in research, or future dimensions. Both European and American initiatives—for example, the 56 
European Commission’s Horizon 2020 Programme and the National Science Foundation’s National Institutes of Health—emphasize the 57 
need to draw up a research agenda for healthcare CPS, for example, for ICT solutions for active and healthy ageing and eHealth inno-58 
vation in empowering the patient.  59 
The research synthesis has resulted in a knowledge base of current software architectures for healthcare CPS. The results of this SLR 60 
are beneficial both for researchers who want to identify relevant studies and existing gaps and for practitioners who want to understand 61 
the available software architectures that have already been put in practice. 62 
Our ultimate goal is to build a reference architecture for healthcare CPS, hence this SLR pays special attention to the following areas: 63 
(i) the architecture needs in this domain; (ii) the characterization of software architectures—including architectural views, architecture 64 
styles, main components, and implementation technologies; (iii) case studies where these architectures have been evaluated; and (iv) 65 
current challenges from the architectural point of view. 66 
The structure of the paper is as follows: Section 2 describes the background; Section 3 describes the method used for the literature 67 
review. Section 4 reports the contributions from primary studies. Section 5 summarizes key findings as well as implications both for 68 
researchers and practitioners and Section 6 includes a discussion. Finally, conclusions are presented in Section 7. 69 
2 Background 70 
2.1 Healthcare Cyber-Physical Systems 71 
The term cyber-physical systems (CPS) emerged around 2006, when it was coined by Helen Gill at the National Science Foundation in 72 
the United States [2]. CPS refer to the next generation of embedded Information and Communication Technology (ICT) systems that are 73 
interconnected and collaborative (cooperative and negotiable), and that provide users and businesses with a wide range of smart appli-74 
cations and services [4]. To that end, CPS integrate computing, communication, and control—denoted by the symbol C3—with real 75 
world’s objects and physical processes. CPS intend to monitor, control, and interact with a physical process [2], enabling effective and 76 
fast feedback loops between sensing and actuation, possibly with cognitive and learning capabilities [4] and leveraging autonomous 77 
behavior. To sense and act on the physical environment, CPS are often built on sensor/actor networks, mostly wireless networks [9]. 78 
CPS are more and more interconnected through the IoT [3], which encompasses the extension of the Internet into the physical realm, 79 
resulting in a global network that interconnects thousands or even millions of “things”, or smart objects [10]. Therefore, CPS and IoT 80 
are connected terms: CPS is a broader, more foundational and durable term because it is not limited to any particular implementation 81 
(such as the Internet) [2]. IoT is a network for connecting things that is able to monitor and process information to offer smart services, 82 
whereas CPS includes the control of a physical process—thus, such systems interact with control and management devices—with the 83 
Internet as a means and not as the core. Despite the novelty of these concepts, in recent years, CPS/IoT has been applied to a multitude 84 
of vertical domains, including smart grids, smart transport, Industry 4.0, digital healthcare, and smart cities, which are large cyber-85 
physical systens(see Fig. 1). 86 
Focusing on digital healthcare, Connected Health [5][11], or eHealth (in its different variants, such as telemedicine, telehealth, and 87 
mHealth), refers to health services and information whose aim is to improve health and that are delivered or enhanced through the 88 
Internet and related technologies. This aims to reduce costs compared to a traditional medical service. In particular, telemedicine is 89 
defined as the use of ICT to provide clinical services from a distance, whereas mHealth aims the same objective but is supported by 90 
mobile devices (cell phones or digital personal assistants). These terms are closer to what we call healthcare CPS, but they are not the 91 
same. Healthcare CPS is the intersection of eHealth and related variants with CPS and IoT (see Fig. 1), which mainly focus on monitoring 92 
biosignals to control physical processes and to provide smart healthcare services. Compared to eHealth, (i) healthcare CPS involves 93 
much more physical components, and (ii) cyber-physical system components exchange information with each other—that is why the 94 
communication is added in the symbol C3. CPS aims to improve quality in healthcare by providing real-time supervision of patients, 95 
who can be monitored and controlled from a distance and who can receive a faster emergency response.  96 
 
 
  97 
Fig. 1 Identification of the field of study 98 
 99 
The rapid appearance in the market of less and less intrusive, miniature (healthcare) wearable sensors (aka biosensors and bodysen-100 
sors) have made the remote monitoring of patients possible and have opened the door to a multitude of new business models for the 101 
healthcare field. The basic function of bodysensors is to monitor the vital signs of patients; then these data are processed and analyzed 102 
by a software system that visualizes the information for physicians so that they can provide remote assistance. The most common bi-103 
osignals to be monitored are vibrations, beats per minute, sounds, gases, movement or lack of movement, body temperature, blood 104 
pressure, heart rate, electrocardiogram (ECG), blood pressure, galvanic skin response (sweating), and patient's position; hence excessive 105 
sweating may indicate that you are experiencing anxiety or dehydration, a change in position may indicate a fall or faint, and high blood 106 
pressure may indicate chest pains and dizziness. Most advanced systems can provide assistance for the decision-making process while 107 
determining a diagnosis and its respective treatment, and they can even provide reasoning and autonomous behavior. 108 
According to [12], healthcare cyber-physical systems are categorized by application (assisted, controlled), architecture (infrastruc-109 
ture, data requirement, composition system), sensing (sensor type, method, parameter), data management (data integration, data storage, 110 
data processing), computation (modeling, monitoring), communication (scheduling, protocol), security (privacy, encryption) and con-111 
trol/actuation (decision-making, mechanism). Given the importance of architecture to hide the important decisions and characteristics of 112 
systems, this paper focuses on software architecture for healthcare CPS, namely software systems that collect, process, analyze, control, 113 
and visualize biosignals to provide smart health care services. Specifically, this paper identifies, analyzes, and compares the software 114 
architecture of existing healthcare CPS. 115 
 116 
2.2 Software Architecture 117 
Software architectures describe the structure of software systems by hiding the low-level details and abstracting the high-level important 118 
features [13], accommodating both functional and non-functional requirements. The design, specification, and analysis of the structure 119 
of software-intensive systems have become critical issues in software development [14], emerging as a solution for the design and 120 
development of large and complex software systems. In fact, it has long been recognized that architecture has a strong influence over 121 
the lifecycle of a system and as a critical element in successful development as well as successful evolution of software-intensive systems 122 
[15][16]. 123 
Due to the importance of the architecture level of systems development, a reliable consensus with a precise definition of a system’s 124 
architecture was required. The IEEE 1471-2000 (2007) standard [17] and the subsequent ISO/IEC/IEEE 42010 (2011) standard provide 125 
a basis for the architectures of software-intensive systems in terms of standardization of elements and practices for architectural descrip-126 
tion. A set of concepts related to software architectures defined by the IEEE 1471-2000 standard are used in this SLR as follows. A 127 
system encompasses individual applications, systems, subsystems, systems of systems, product lines, or ecosystems. A system has one 128 
or more stakeholders. A system stakeholder is an individual, team, or organization with interests in a system [17]. The fundamental 129 
organization of a system is manifested through its architecture: the system’s components, their relationships to each other and to the 130 
environment, and the principles guiding the system’s design and evolution. A component is considered as a black box showing a high 131 
level of encapsulation and abstraction as well as the interactions with which it is restricted through its interfaces. The description of 132 
architectures is usually organized into one or more views—for example, Kruchten’s 4+1 view model [18]. A view is a representation of 133 
a whole system from the perspective of a related set of concerns of the system stakeholders [17]. Finally, an architectural style entails 134 
high level patterns and principles commonly used for applications, that is, reusable solutions to commonly occurring problems in soft-135 
ware architecture within a given context. Therefore, a style describes component types together with a set of constraints on how they 136 
can be combined. According to [19], architectural styles can be categorized into communication (e.g., SOA, message bus), deployment 137 
(e.g., client/server, N-Tier, multitenant cloud) and structure (e.g., component-based, layered architecture). Next, common architecture 138 
styles, which were extracted during the SLR, are described to facilitate understanding the SLR reporting. 139 
 140 
2.2.1 Service-oriented Architecture (SOA) 141 
Service-oriented architecture offers the benefits of the loose coupling of a service and its provider, adaptability through service compo-142 
sition and orchestration and encapsulation for integration in a highly distributed system [20]. SOA prescribes how computing entities 143 
interact in such a way that (i) a requestor only knows what the service’s job is and how to request it, and (ii) the service is the only one 144 
that knows its implementation. 145 
Many companies are finding that making their applications highly available, scalable, modifiable, and agile is still challenging. Mi-146 
croservices is an emerging architectural style for the development of distributed systems that intends to deal with these issues. “A mi-147 
croservices application is decomposed into independent components called microservices, that work in concert to deliver the applica-148 
tion’s overall functionality” [21]. This is known as componentization via services [22]. The principle of the microservices architecture 149 
is akin to the Unix principle: Do one thing and do it well [22]. Each microservice has well-defined contracts (typically RESTful) for 150 
other microservices to communicate and share data with it. As microservices can be deployed independently of one another and are 151 
loosely coupled, they can scale independently and are easily replaceable and upgradeable. This supports the rapid/agile and reliable 152 
evolution of an application. 153 
Finally, REST is a software architectural style of the World Wide Web that provides a coordinated set of constraints to the design 154 
of web services in a distributed hypermedia system that can lead to a higher-performing and more maintainable architecture [23]. Hence, 155 
REST is the architecture more frequently used to create web service APIs (application programming interface) that can be used by any 156 
device or client that implements HTTP (hypertext transfer protocol). This makes REST simpler than previous alternatives such as SOAP 157 
(Simple Object Access Protocol) and XML-RPC (remote procedure call). 158 
 159 
2.2.2 Message bus 160 
The message bus architecture prescribes the use of a message oriented middleware approach to centralizing communication between 161 
software systems or subsystems in such a way that some systems generate messages and many other systems consume these messages. 162 
The message-oriented middleware can implement message queues, publish/subscribe or relay patterns. 163 
 164 
2.2.3 N-Tier 165 
N-Tier segregates functionality into separate segments being a tier located on a physically separate computer. Client/Server architectures, 166 
or 2-Tier architectures, segregates the system into two applications, where the client makes requests to the server. In many cases, the 167 
server is a database with application logic represented as stored procedures [19]. Tiers usually are monolith, as they implement diverse 168 
functions that are combined into a single package deployed onto hardware pre-scaled for peak loads [21].   169 
 170 
2.2.4 Cloud Computing – Multi-tenant SaaS architecture 171 
Cloud Computing is a new model for enabling convenient, on-demand network access to a shared pool of conﬁgurable computing 172 
resources (e.g., networks, servers, storage, applications, platforms, and services) that can be rapidly provisioned and released with min-173 
imal management effort or service provider interaction. Cloud computing providers, such as Microsoft, Amazon, and Google, offer a 174 
variety of computing services built on top of their own infrastructure, which are managed in dedicated globally distributed data centers 175 
that offer high availability, resilience, and scalability. Cloud perceives of all tasks accomplished as a “service”: Infrastructure as a Service 176 
(IaaS); Platform as a Service (PaaS); and Software as a Service (SaaS) [24]. Multi-tenant SaaS is an architectural style based on a 177 
modular design to in which a single instance of an application serves multiple users (tenants). Tenants may be allowed to customize 178 
some parts of the application to realize their individual and diverse requirements [25]. 179 
3 Systematic Literature Review: The method 180 
A review of the state of the art on software architecture for healthcare CPS was conducted by following the guidelines proposed by 181 
Kitchenham [8], who suggests three main phases of a systematic review process: (i) planning the review, the phase that aims to develop 182 
a review protocol (see Section 3.1); (ii) conducting the review, the phase that executes the protocol planned in the previous phase (see 183 
Section 3.2); and (iii) reporting the review, the phase that is responsible for relating the review steps to the community (see Section 4). 184 
The execution of the overall process involves iteration, feedback, and refinement of the defined process. 185 
 
 
 186 
3.1 First Phase: Planning the Review 187 
This phase consists of the development of a review protocol. The review protocol defines the methods for undertaking a specific SLR, 188 
reducing the possibility that the review is driven by research expectations. Protocol development must specify (i) the review objective 189 
and research questions, (ii) the search strategy, (iii) the explicit inclusion and exclusion criteria, (iv) the criteria for evaluating each 190 
study, and (v) the data extraction strategy and the strategy for synthesizing extracted data. All these steps are described in the following 191 
subsections. 192 
3.1.1 Review objective and research questions 193 
The review objective is to identify and compare current software architectures for healthcare CPS, paying special attention to the archi-194 
tecture needs in this domain and the characterization of software architectures—for example, architectural views, architecture styles, 195 
main components, implementation technologies, case studies where architectures were evaluated and current challenges from the point 196 
of view of the architecture. The research questions that were identified to achieve the outlined objective are as follows: 197 
 198 
RQ1: Why are CPS necessary in healthcare?  199 
RQ2: What architecturally significant requirements should be met?   200 
RQ3: What are the existing software architectures for healthcare CPS and their main characteristics?  201 
RQ4: In which case studies were these software architectures evaluated?  202 
 203 
3.1.2 Search strategy 204 
A formal search strategy was required to find the entire population of scientific papers that might be relevant to the identified research 205 
questions. The formal definition of this search strategy allowed us to carry out a replicable and open review of external assessments. The 206 
search strategy consisted of defining the search space. In this study, the search was performed in six electronic databases (ACM Digital 207 
Library, IEEE Xplore, Science Direct, Springer, Web of Science, and PubMed). The searches in this space retrieved a list of primary 208 
studies.  209 
Once the search space had been defined, it was necessary to define the search terms to be introduced into the search inquiry forms of 210 
electronic databases. The search terms were software architecture, telemedicine, eHealth, cyber-physical systems, and Internet of Things. 211 
Acronyms for each of these terms were also added in the search inquiry. Therefore, the research string pattern was the following: 212 
("SOFTWARE ARCHITECTURE") AND (TELEMEDICINE OR EHEALTH OR HEALTHCARE) AND (CPS OR "CYBER 213 
PHYSICAL SYSTEM" OR "CYBER-PHYSICAL SYSTEM" OR IoT OR "INTERNET OF THINGS") 214 
3.1.3 Inclusion and exclusion criteria 215 
The review protocol also specifies inclusion criteria (IC) and exclusion criteria (EC) that determine whether each potential study should 216 
be considered for the SLR. The lists of IC and EC for the present SLR are shown below: 217 
 Inclusion Criteria (IC) 218 
‐ IC1. Type of studies: scientific material written in English, according to the research string pattern defined in the previous 219 
section 220 
‐ IC2. Documents in the area of software architecture for healthcare CPS 221 
‐ IC3. Documents in the area of software architecture for cross-domain CPS that present a detailed case study of the appli-222 
cation of those architectures in healthcare systems 223 
‐ IC4. The scientific material that has been published up to March 2017 224 
 Exclusion Criteria (EC) 225 
‐ EC1. Scientific material is a general term. This SLR excluded short papers, experience reports, summaries of workshops, 226 
and papers in the form of abstracts, tutorials, or talks that do not provide enough of the detail required in a systematic 227 
literature review 228 
‐ EC2. Documents in the area of software architecture that do not provide an architectural solution 229 
‐ EC3. Documents in the area of CPS/IoT that mention eHealth as an example but do not present an architecture 230 
‐ EC4. False positives: documents that do not match the search string 231 
‐ EC5. Poor arguments: studies with low relevance to the research 232 
‐ EC6. Reduction ad absurdum: studies that do not fulfill the IC 233 
3.1.4 Quality, rigor, and relevance assessment 234 
To guide the interpretation of findings in the included studies, and to determine the strength of inferences, we evaluated the scientific 235 
quality criteria of the selected studies in order to determine the relevance of the results obtained in the review. These criteria indicate the 236 
credibility of an individual study when synthesizing results. The results of the quality assessment of the included studies can reveal 237 
potential limitations of the current search and guide future research in the field [26][27]. 238 
Kitchenham’s guidelines suggest performing a quality assessment of each study; the assessment complements the IC and EC defined 239 
above. However, there is no universal agreed definition of “quality.” The Critical Appraisal Skills Programme (CASP)2 defines criteria 240 
for assessing the quality of qualitative research. The present systematic review used the quality criteria defined for CASP and those 241 
proposed by Dybå et al. [6]. The criteria cover three main issues: rigor, credibility, and relevance. We summarize the quality assessment 242 
in Table 1. 243 
Table 1. Quality criteria. Adapted from [6]  244 
1. Is there a clear statement of the aims and objectives of the research? (YES/NO) 
2. Is there an adequate description of the context in which the research was carried out? (YES/NO) 
3. Is there an adequate description of the proposed contribution, method, or approach? (YES/NO) 
4. Is there a clear statement of findings? (YES/NO) 
5. Is the evidence obtained from experimental or observational studies? (YES/NO) 
6. Is the study of value for research or practice? (YES/NO) 
3.1.5 Data extraction and synthesis strategies 245 
The data extraction step of the SLR allows the identification of relevant information and required data that should be extracted from 246 
each of the primary studies in order to answer the research questions. Therefore, in this SLR, the process was carried out by reading each 247 
paper thoroughly and extracting relevant data, which were subject to bibliographical management in a set of forms for storing key 248 
concepts regarding the aims, findings, and conclusions of each of the studies included. The synthesis process consists of organizing the 249 
key concepts to enable comparisons across studies and the reciprocal translation of findings into higher-order interpretations. To that 250 
end, we defined the characterization schema shown in Fig. 2. This figure shows the items that have guided the data extraction and 251 
synthesis strategies. As mentioned before, the architecture characterization is based on the key concepts defined by IEEE 1471-2000. 252 
These concepts are stakeholders, core functional and non-functional features, quality attributes, architectural views, architecture styles, 253 
component types, and implementation technologies. 254 
  255 
 256 
Fig. 2 Software architecture characterization schema 257 
                                                          
2  Critical Appraisal Skills Programme (2017). CASP Qualitative Research Checklist. [online] Available at: URL http://www.casp-uk.net/casp-tools-
checklists    
 
 
3.2 Second Phase: Conducting the Review 258 
The second phase of the SLR consists of the following sequence of steps: (i) search for primary studies; (ii) selection of primary studies 259 
by applying inclusion/exclusion criteria; (iii) quality, rigor, and relevance assessment; (iv) data extraction and data synthesis. These 260 
steps are described in the following sections: 261 
 262 
3.2.1 Search for primary studies 263 
Following the guidelines described in Section 3.1.2, a search for primary studies was carried out, using the automatic search functions 264 
in the electronic databases identified in the search strategy. We searched documents in the electronic databases according to the defined 265 
research string pattern and used a form to classify and write each document’s title. The results of the search were also recorded using 266 
Electronic Sheet, Mendeley, and EverNote. 267 
3.2.2 Selection of primary studies    268 
The search retrieved 73 results. After retrieving the unduplicated population of scientific papers relevant to the research questions, we 269 
obtained 71 unduplicated results. Then, we selected the publications relevant to the review objective according to the inclusion and 270 
exclusion criteria defined in Section 3.1.3. In a first round, we evaluated the title, abstract and conclusions of the 71 unduplicated results. 271 
In a second round, we read the full text of each paper and retrieved five further papers from the citations of the previous publications. 272 
On evaluating these items and applying IC1–4 and EC1–6, 50 studies were rejected. Hence, a total of 21 relevant studies (see Table 2) 273 
were entered into a spreadsheet. The inclusion and exclusion decision for each paper was recorded for further discussion and reassess-274 
ment. The SLR retrieved 21 primary studies, which have been identified from P1 to P21 (see Table 3). Fig. 3 shows descriptive data for 275 
primary studies. The topic is new, hence the number of primary studies is relatively low.  276 
Table 2. Study selection 277 
Database 1st round 2nd round Included Excluded 
ACM 1  0 (0.00%) 1 (100%) 
IEEE 5 5 9 (90.00%) 1 (10.00%) 
Science Direct 30  6 (20.00%) 24 (80.00%) 
Springer 25  1 (4.00%) 24 (96.00%) 
Web Of Science 7  1 (14.29%) 6 (85.71%) 
PubMed 5  4 (80.00%) 1 (20.00%) 
Total 73 5 21 (26.92%) 57 (73.08%) 
 278 
Table 3. List of article identifiers 279 
Id. Ref. Id. Ref. Id Ref. Id Ref. 
P1 [28] P7 [34] P13 [40] P19 [46] 
P2 [29] P8 [35] P14 [41] P20 [47] 
P3 [30] P9 [36] P15 [42] P21 [48] 
P4 [31] P10 [37] P16 [43]   
P5 [32] P11 [38] P17 [44]   
P6 [33] P12 [39] P18 [45]   
 280 
Fig. 3 Papers by year and by database 281 
3.2.3 Quality rigor and relevance assessment 282 
Each study selected was assessed on the basis of the quality criteria defined in Section 3.1.4; 100% of the studies (21 scientific papers) 283 
passed the defined quality criteria. 284 
3.2.4 Data extraction and data synthesis 285 
The data extraction and synthesis was carried out by reading the 21 primary studies and extracting relevant data as set out in Section 286 
3.1.5. In order to keep the information consistent, the data extraction for the studies was managed using a form shown in Table 4. 287 
 288 
Table 4. Data Extraction for each study 289 
Extracted data Description 
Identity of study Identifier (P1-P21) 
Bibliographic data Author, year of publication, title, source of publication 
Key concepts eHealth, telemedicine, software architecture, cyber-physical system, IoT 
Type of study Book, journal paper, conference paper, workshop paper 
Focus of the study Main topic area, concepts, motivation, objective  
Architecture characterization Characterization according to the schema shown in Fig. 2  
Evaluation method & validity analysis Case study, controlled experiment, survey, etc. 
4 Third Phase: Reporting the Review 290 
The systematic review retrieved 21 scientific papers. They constitute the primary studies that were used to answer the four RQs proposed 291 
in section 3.1.1. Next, we present the reporting of each one of these questions. 292 
 293 
RQ1: Why are CPS necessary in healthcare?  294 
The World Health Organization indicates that approximately 2 billion people will be 60 or older by 2050 and 80% will be in underde-295 
veloped countries [49]. [P3] highlights that, according to the World Health Organization, chronic obstructive pulmonary disease (COPD) 296 
will be the third most common cause of death in 2030. Additionally, the European Union reveals that the main chronic pathologies are 297 
cardiovascular disease (CVD), which, together with respiratory disease, is the leading cause of death in Europe. Thus, the main motiva-298 
tion of eHealth systems is the monitoring of patients, especially those with chronic diseases, by doctors and health centers to provide 299 
timely remote assistance [P1]. Furthermore, the greater the amount of patient information, the greater the accuracy of decision-making 300 
in diagnosis and prescribing of treatments. The applications are extensive, including heart attack control, diabetes control, asthma, Par-301 
kinson’s, obesity, detection of accidents, rehabilitation after interventions, treatment reminders (pills), emotional and cognitive recogni-302 
tion to facilitate social interactions, location of people with orientation disorders, and medical assistance in case of natural disaster such 303 
as earthquake. A particular type of eHealth systems such as telemedicine systems are becoming more important for a variety of reasons, 304 
such as caring for an ageing population [P2], providing timely diagnosis, and adjusting rehabilitation therapies [P4]. “Vital signs are 305 
indicators that reflect the physiological state of vital organs (brain, heart, lungs). They express immediately the functional changes that 306 
occur in the body, changes that otherwise could not be qualified or quantified” [50] and are fundamental for determining the state of a 307 
patient.  308 
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As the number of vital signs to be monitored increases, these signs are more complex, and it is necessary to control a complex physical 309 
process (e.g., a diseases and its treatment), novel solutions emerge. Some primary studies describe their solutions in terms of Cyber-310 
Physical Systems [P6][P13][P18], Internet of Things [P1][P3][P15][P16][P17][P19][P21], and others in terms of Future Internet (FI) 311 
[P7]. Similar to the concepts of CPS and IoT, FI is envisioned as a system in which heterogeneous resources are communicated to each 312 
other to provide services to the real world. In fact, all these terms emphasize the heterogeneity issue. In the CPS/IoT domain, communi-313 
cation occurs between heterogeneous devices (e.g., bodysensors), where the wide variety of manufacturers has generated a need for 314 
software platforms and middlewares that support the integration of such devices.  315 
 316 
RQ2: What architecturally significant requirements should be met? 317 
Software platform and middleware healthcare CPS should meet the architectural requirements described by primary studies: 318 
 319 
 Heterogeneity and dynamic discovery of sensor. Healthcare CPS requires the ability to utilize a large variety of body sensors 320 
through platforms that support high-level interfaces to access the sensors in a transparent way, hiding specifications and protocols 321 
to the users and the applications that make use of them [P1][P4][P5][P7][P13][P15]. In addition to heterogeneity support, sensor 322 
discovery is also important for dynamically integrating new devices into healthcare CPS [P4][P5][P11][P15].  323 
 324 
 Scalability. The huge amount of data that is expected to be generated by the sensors of eHealth systems requires scalable storage 325 
and processing capabilities [P3][P4][P10][P13][P18][P19][P21]. Real-time data streams from bodysensor networks (BSN) may 326 
trigger contextual and situational events. Managing and processing these events (aka big data analytics) can be useful for decision-327 
making [P2][P13][P18][P19][P21] and may, in turn, trigger services as a response to these events.  328 
 329 
 Interoperability. Data transmission to cloud storage and processing services often requires improved data quality and involves data 330 
conversion into standard formats (for example, HL73) to deal with interoperability issues, data cleaning, redundancy reduction, 331 
and aggregation [P13][P18]. 332 
 333 
 Dynamic reconfiguration. Criticality of the healthcare domain requires reconfiguring systems to adapt software to changes in 334 
system environments at runtime, i.e., without disturbing the operation of those parts of the system unaffected by the change. This 335 
means that a system is aware of its environment and can self-adapt its behavior to the environmental conditions [P1]. The paper 336 
[P5] contributes to the building of new context-aware applications that interpret the state of the physical world in realtime in order 337 
to allocate computing resources efficiently.  338 
 339 
 Security and privacy. Authenticity and integrity are key given the need for confidentiality of data [P16][P18]. Papers 340 
[P4][P5][P10][P13] include in their solutions specific layers for security (confidentiality and authenticity), data integrity, and data 341 
encryption.  342 
RQ3: What are the existing software architectures for healthcare CPS and their main characteristics?  343 
To answer RQ3, we used the characterization schema defined in Fig. 2. Therefore, our description and comparison of existing software 344 
architectures for healthcare CPS is based on the following categories: stakeholders, core functional features, architectural styles and 345 
views, components, implementation technologies, interoperability issues, and other core non-functional features and quality attributes.  346 
Stakeholders 347 
The EcoHealth (Ecosystem of Health Care Devices) platform [P1] defines a set of stakeholders who participate in the system: (i) 348 
device manufacturers, who develop device drivers compliant with the EcoHealth API in order to make possible the connection between 349 
devices and the platform; (ii) doctors/clinicians, who continuously monitor the data collected from patients via the EcoHealth platform 350 
and use this information to improve diagnosis and response in emergencies; (iii) patients, who provide information to the platform via 351 
attached body sensors; and (iv) system administrators of users and hospital activity. The architecture proposed in [P2][P15] and [P17] 352 
simplifies this stakeholders’ definition by focusing only on patients and doctors. In this paper, device manufacturers are not considered 353 
as the approach is based on the use of the sensors on board smartphones, and therefore, drivers are already embedded. In addition to 354 
patients, doctors and administrators, [P3] also identifies social workers and family caregivers who have full access to patient information 355 
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anytime and anywhere. In line with [P2], device manufacturers are not considered, because the architecture described in [P3] only 356 
supports the exchange of data between biosensors and a mobile device through the Bluetooth wireless technology standard. The 357 
BodyCloud platform [P4][13] includes new stakeholders in addition to patients and doctors: cloud providers and developers. This 358 
platform provides developers with web-based programming abstractions for rapid development and deployment of BSN (body sensor 359 
network) applications in a broad range of domains, including health care monitoring, emergency management, fitness monitoring, and 360 
behavior surveillance.  361 
In contrast to the previous papers, [P6] only focuses on an interface to automatize the reading of vital signs in  electronic medical 362 
records (EMR) systems; thus the only client is a health center and the end user is the medical staff. Similar to [P4], [P6] includes a 363 
new stakeholder: the developer/maintainer as the intended recipient of the readability, adaptability, and well-definedness of the interface. 364 
[P8] considers doctors, pathologists, pharmacists, nurses, and relatives as stakeholders of the system. [P9] includes the nurses who 365 
provide aid servive in the ambulance, and the doctors who supervise the vital signs and analyze the case remotely. [P10], which presents 366 
an electro cardiogram mobile application for athletes, includes doctors, physicians, and sports coaches. The iSenior system [P11] 367 
proposes a solution for the monitoring of the elderly, inside or outside the nursing home; thus the stakeholders that this work describes 368 
are caregivers, system administrators, and patients. Finally, [P14] focuses on the implementation of humanoid robots for the care of 369 
diabetics, offering caregivers a set of services for monitoring their patients. 370 
Core functional features 371 
The EcoHealth platform [P1] provides doctors with management of all information about their patients as well as data coming from 372 
bodysensors attached to them, medical records, and notifications about problems, symptoms, or anomalies in the vital signs measured 373 
through the sensors. EcoHealth supports heterogeneity of sensors, and therefore heterogeneity of the data that are managed, as long as 374 
(EcoHealth-compliant) drivers exist for those sensors. 375 
The system presented in [P2] supports the monitoring of Parkinsonian patients by means of a mobile app able to automatically detect 376 
a motor disorder called freezing of gait (FoG4) by means of a set of sensors on smartphones and to generate an alarm when an FoG is 377 
detected. This system manages very specific types of data, such as step length, step frequency, and freeze index, through a specific type 378 
of sensors onboard smartphones. The system also supports clinicians by providing a web app that allows them to consult all the infor-379 
mation about their patients’ FoG episodes as well as to update patients’ pharmacological and rehabilitation therapies. Patients can also 380 
see their pharmacological and rehabilitation therapies, and they receive alerts as soon as a change involving any therapy has happened. 381 
Similar to [P2], the system for monitoring chronic patients described in [P3] supports early diagnosis by means of a smart mobile 382 
device able to process data from Bluetooth sensors, such as pulse oximeters, accelerometers, and body temperature sensors. The device 383 
is also able to activate alarms to be sent to the chronic patient’s caregivers and medical personnel. Therefore, both [P2] and [P3], unlike 384 
[P1], support in-house and outdoor monitoring. The system [P3] also supports social workers and family caregivers by providing a web 385 
app for consulting the associated patient information. Finally, the system provides a utility for (natural language-based) searching of 386 
health information in medical sources.  387 
The BodyCloud platform [P4] supports the management and storage of large amounts of data streams coming from bodysensor 388 
networks that monitor patients’ health status (e.g., heart attacks, diabetes, and asthma), as well as the processing and online and offline 389 
analysis of these data to support physicians in decision-making. The data are shared in real time with doctors who are responsible for a 390 
particular patient, and they can provide instructions to patients through alarms. The novelty resides in the fact that this platform offers 391 
developers workflow-based programming abstraction of data analysis—that is, developers can configure and customize how data have 392 
to be processed and analyzed. Similarly to [P4], the Health-CPS proposed in [P18] manages large amounts of data. The system supports 393 
collection of data through a set of data nodes, and these data are sent to the cloud through the adapters, real-time and off-line analysis, 394 
processing data mining algorithms, and automatic learning. 395 
The Knowledge-Aware Service-Oriented (KASO) Middleware [P5] has been deployed with two core functions in a healthcare sce-396 
nario: tracking patients and medical staff through a virtual perimeter around sanatoriums by using a bracelet node, and monitoring 397 
biosignals through two biomedical sensors, a heart-monitor sensor and a body temperature sensor. Additionally, a set of intermediate 398 
nodes were deployed all around the sanatorium area to monitor the temperature, humidity, and light of the environment in order to make 399 
inferences from both the data provided by biomedical sensors and environmental sensors. The middleware offers (i) discovery mecha-400 
nisms for dynamically integrating new devices into the healthcare scenario, (ii) context-awareness for dynamic and efficient allocation 401 
of resources, and (iii) programming abstractions for rapid prototyping of scenarios based on sensors and actuators. 402 
[P6] aims to automate the readings of vital signs using biosensors for existing electronic medical records (EMR) systems. To that 403 
end, [P6] designs and implements a cyber-physical interface that captures vital signs for a type of encounter through a set of custom vital 404 
signs forms that collect specific medical data.  405 
The e-SURAKSHAK system [P8] is capable of real-time, continuous, and autonomous monitoring of patients’ vital signs. These vital 406 
signs come from ‘wireless embedded Internet devices’ (WEIDs) and are stored periodically in an electronic database and a flash memory. 407 
Furthermore, this system implements a web-based GUI to visualize measurements in real time, it being possible to configure a WEID to 408 
make periodic measurements. It also includes an alarm to notify medical staff about network connectivity problems. 409 
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The Patient Monitoring System [P9] supports patient health monitoring, video streaming, and audio communication through VoIP 410 
from an ambulance on an emergency call. The authors propose an application to monitor the patient’s vital signs without delay in data 411 
transmission, thereby allowing the doctor to begin the analysis and treatment while the patient is still in the ambulance. These services 412 
are available through two GUIs, one for the doctor at the hospital showing real-time data acquisition from medical instruments and voice 413 
and live camera feed, and one for ambulance personnel that shows navigation information.  414 
The ECG Android App [P10] provides patients with a visualization of their electrocardiogram (ECG) waves. A patient uses ECG 415 
electrodes, and the data measured are sent to mobile devices and stored in the patient’s private cloud or a specific medical cloud.  416 
The iSenior system [P11] supports monitoring, alerting, and requesting assistance. An elderly patient carries a personal monitoring 417 
device (Elderly Monitoring Device or EMD) that enables caregivers to monitor the patient’s biosignals in real time, to analyze historic 418 
data, to locate people in case they need assistance, and to receive alerts. The system has these two functions: (i) data collection and 419 
storage: the EMD generates information that is stored in the database and can be viewed through a web-based user interface; and (ii) 420 
alarm management: the system allows doctors to set up alarms over the deployed sensors by means of rules on the parameters under 421 
observation. When the threshold defined by a doctor is met, the alarm sends an SMS message or an email to a predefined group of cell 422 
phones and email addresses and shows the alarm in the web interface. The system is configured to send an alert in the event of low 423 
battery; (iii) localization: the system allows users to be located and their trajectories to be followed on Google Maps; (iv) remote access: 424 
the system implements authentication and access to the functionalities of the system; (v) user profiles: the system implements three 425 
profiles: caregivers who have permission to verify and analyze data, a system administrator with access to all information, and end-users 426 
(the patients); (vi) auto-configuration: the system allows EMD devices to be registered by adding them to the database when they are 427 
powered on. 428 
The Activity as a Service framework [P13] is built on the BodyCloud platform [P4], thus enabling the collection, computing, and 429 
storing of sensor data, workflow-based programming of data analysis, and visualization of results. The authors of this framework define 430 
Activity as a Service as “a full-fledged cyber-physical framework to support community, online and off-line human activity recognition 431 
and monitoring in mobility.” [P13.] The novelty of this service is that the high-level BodyCloud abstractions are specialized by defining 432 
three models depending on the (pre)processing carried out locally or in the cloud. Thus, the three models are full cloud (raw data are 433 
sent to the cloud, which performs all the necessary processing), mix cloud (there is some pre-processing on the body-side before the data 434 
are sent to the cloud), and full local (data are collected and processed in full on the body-side and then sent to the cloud for long-term 435 
storage and historical visualization only). In [P13], the authors apply the programming abstractions to human monitoring applications 436 
for posture and activities monitoring and step counting (including authentication, geolocation, and computation of the time percentage 437 
spent for each performed activity), physical energy estimation (a kcal estimator), automatic fall detection (including an alarm system 438 
that connects to Facebook and sends a notification to predefined friends as relatives or caregivers), and smart wheelchair support (wheel-439 
chair overturn detection body posture recognition).  440 
[P14] incorporates humanoid robots to support emergencies in the treatment of diabetes. The platform provides the following features: 441 
(i) the application access interface, which provides unified access to disease management hub applications when it receives a request; 442 
(ii) validation of incoming requests; (iii) authentication using HTTPS session, cookies, or access keys, which—if correct— forwards 443 
the request to service resolution; (iv) service resolution, which generates an instance of the service; (v) authorization, in which the 444 
authorization unit verifies that the object has permission to access the service, and (vi) service execution. 445 
[P15] presents a system called CardioNet, which includes a monitoring system that facilitates remote supervision of patients with 446 
cardiovascular diseases through certain portable devices. This system defines an ontology to semantically interpret acquired medical 447 
data as well as to exchange data seamlessly between autonomous entities (general practitioner cabinets, hospitals, laboratories, emer-448 
gency units, medical personnel, and patients). The ontology can be adapted for the treatment of other diseases. CardioNet allows patients 449 
and doctors to interact in three ways: (i) online (patients and doctors interact through a web interface), (ii) off-line (the system provides 450 
asynchronous communication between these actors), and (iii) face-to-face. Additionally, the system allows remote consultation and 451 
administration of patients’ records.  452 
Unlike the other proposals in which monitoring is more focused on vital signs, VIRTUS [P16] proposes to monitor the patient’s 453 
movements, that is, to count the number of steps and to identify postures during the day. With this information, it is possible to analyze 454 
(i) the time lapse between activities, and ii) a patient’s reaction after the administration of a drug. 455 
[P19] proposes telemonitoring of health-related parameters— speed and direction of movement, pulse, and blood oxygen saturation—456 
allowing users to access processed data from any device with Internet access (including PCs and tablets). Finally, the project [P21], 457 
unlike the others, implements “Intelligent Building” for the processing of the large amounts of data obtained from sensors connected to 458 
the body (e.g., wrist, ankle, heart, and chest). 459 
Architectural styles and views; components 460 
Most of the primary studies under review describe software architectures for healthcare CPS using (i) the deployment view (aka. 461 
physical view) through the architectural styles N-tier, client/server, and cloud computing; (ii) the structure view (aka. implementation 462 
view) through the architectural styles component-based architecture and layered architecture; and (iii) the communication view (aka. 463 
process view) through the architectural styles service-oriented architecture (SOA), message bus, event-driven architecture, and REST 464 
architecture. 465 
The architecture described in [P1] is a three-tier architecture: a network of wireless body sensors (the perception tier) communicates 466 
with a set of components referred as drivers (commonly referred as the gateway tier) that subsequently communicate via the Internet 467 
with the EcoHealth platform (the application tier). The architecture’s implementation view of the EcoHealth platform [P1] is composed 468 
of a set of modules (aka. middleware services). The devices connection module integrates physical devices (wireless bodysensors) to the 469 
platform through the drivers that different manufacturers develop according to a defined API (the EcoHealth API). These drivers can 470 
access data by continuous polling or under request after a notification. They are built upon REST principles, and are based on the protocol 471 
HTTP (compliant with the web of things paradigm). In this way, bodysensors are viewed as web resources accessed, controlled, and 472 
monitored via the Internet. The data manipulation module registers data sent to EcoHealth via HTTP PUT requests from drivers. The 473 
storage module includes a relational database and a file system for storing all data used in EcoHealth that can take advantage of storage 474 
cloud-based infrastructures. The common services module consists of a set of general services such as security and notifications (e.g., 475 
event-based notification mechanisms that report problems, symptoms, or anomalies in the measured vital signs). Finally, the visualization 476 
and management module provides a web interface for giving stakeholders (doctors, patients, and system administrators) access to core 477 
functional features. 478 
The architecture described in [P2] is also a three-tier architecture: there are sensors onboard smartphones, and the smartphones act as 479 
gateways that send data to the core component, that is, the clinical remote server. The implementation view of the architecture is com-480 
posed of the following components: a smartphone app, a database, and a web app. The smartphone app monitors gait parameters, detects 481 
FoG episodes, generates alarms in response to them, saves these data in a local database, and periodically uploads these data to a central 482 
database of the clinical remote server. 483 
The architecture described in [P3], like [P1] and [P2], presents three tiers: vital sign sensors and their connectivity constitute the 484 
perception tier; a smart mobile device constitutes the gateway tier, which captures vital signs from sensors and sends data to the 485 
medical platform; and finally this medical platform constitutes the application tier. The implementation view of the application tier has 486 
the following modules: a smart mobile device that, in addition to capturing vital signs from sensors and sending this information to the 487 
medical platform, implements a rule-generation system able to process intermediate data and generate alarm messages to be sent to the 488 
patient’s caregivers or medical personnel; data storage and processing modules that are able to manage massive amounts of data; an 489 
interoperability and messaging platform for the delivery of information to all stakeholders via SMS, voice, and PUSH technology; a 490 
website platform that allows patient information to be consulted; and a health-related information searcher in various medical sources.  491 
The BodyCloud platform [P4] is a multi-tier architecture. To the best of our knowledge, it is a four-tier architecture. The lower-level 492 
layer is the perception tier constituted by the body sensor network (BSN), which is composed, in turn, by a set of sensor nodes that 493 
measure bio-signals and send raw or pre-processed data to a coordinator. Sensor nodes provide features that are more advanced than 494 
previous work, such as a standard interface to the diverse sensor drivers,and the customization and extension of the platform to support 495 
new physical sensors and signal processing services. The gateway tier is for the coordinator; it manages the sensor nodes (e.g. the 496 
coordinator can notify the discovery of new sensors), collects, stores and analyzes the data received from sensors, and act as a gateway 497 
to connect the BSN with a clinical remote server. These two tiers are called the body-side. The application tier supports a distributed 498 
real-time system for the monitoring and analysis of BSNs data streams as well as a system for visualizing the output of the data analysis 499 
through advanced graphical reporting. The former is deployed on Cloud through an SaaS (Software as a Service) model and is called the 500 
cloud-side, whereas the latter is deployed as an HTML/Android client application and is called the viewer-side. Finally, it is possible to 501 
consider a new tier, the programming abstraction tier, which provides developers with programming abstractions for rapid prototyping 502 
of BSN applications and is called analyst-side. To that end, the authors have defined a set of programing abstractions as follows: group 503 
to formalize a BSN data source; workflows to define actions to be realized on the input data —for example, storage, processing, analy-504 
sis—; views to formalize outputs for viewers; and modality to formalize the interaction between the input data, the actions, and the output 505 
data. This last layer is a novel contribution in the domain of healthcare systems. 506 
KASO Middleware [P5] is also a three-tier architecture, although the tiers are described as layers (see Fig. 4). KASO Middleware is 507 
designed from an agent paradigm called Perceptual Reasoning Agents (PRAs). The lowest layer corresponds to the multifunctional 508 
embedded layer (where the hardware platform is located), the real-time operating system to hide the hardware heterogeneity from 509 
higher layers, and the network protocol layer that transmits packets in a multi-hop communication. The intermediate layer is the mid-510 
dleware layer, which is made up of three subsystems: (i) framework services composed of query services, through which information 511 
can be consulted on specific parameters, a runtime manager service in charge of load/unload and start/stop components and PRAs, a 512 
security service to manage the access permissions and encryption of the information, and a configuration service to set up parameters at 513 
low level; (ii) communication services formed of three modules enabling low-level resource discovery, service exposure and discovery, 514 
and internet-working communications; and (iii) knowledge management services (KMS) implemented by a broker and an orchestrator 515 
of services that implement an API offered to developers of PRAs. The top layer is the agent layer, where PRAs are defined.  516 
 517 
 
 
 518 Fig. 4 Architectural system for KASO middleware [P5] 519 
 520 
The paper [P6] proposes the design of a cyber-physical interface for automating biosignal readings in EMR systems, by describing a 521 
three-tier architecture. It is necessary to highlight that the authors refer to tiers as layers (see Fig. 5). Hence, they describe the following 522 
architecture decomposition. The interface layer includes (i) the vital signs reading station (an application that reads the biosensors and 523 
stores the information in the internal memory of the device where it is deployed), and (ii) the custom vital signs form (which supports 524 
the automatic reading of biosignals from the reading station). The application logic layer is responsible for collecting data from the 525 
reading station, displaying them in the form, and sending them to the data layer. The data layer denotes the existing EMR system. 526 
 527 
 528 Fig. 5 Architectural system for automating biosignal readings in Electronic Medical Record (EMR) systems [P6] 529 
PRIME [P7] proposes a two-layer architecture, consisting of the communication layer, which exploits the overlay using devices in 530 
an overlay network built on top of low-level wireless communication technologies, and the API programming layer, which provides 531 
the abstractions and operations to implement P-RESTful (Pervasive REST) applications. 532 
E-SURAKSHAK [P8] consists of a service-oriented architecture (SOA) with three tiers. The environmental tier (equivalent to the 533 
perception tier of previous work) is composed of WEIDs and routers, and senses vital health parameters of patients. The service tier is 534 
composed of basic and complex analysis functions. Finally, the control tier stores and processes information gathered and provides a 535 
web-based GUI. 536 
The Patient Monitoring System (PMS) [P9] also presents a SOA that is implemented using an OSGi framework.5 OSGi is an initiative 537 
focused on the interoperability of applications and services based on the component integration platform (service platform) providing a 538 
service-oriented, component-based environment. The services layer connects bundles—OSGi components— in a dynamic way through 539 
a publish-find-bind model for plain old Java objects. The life-cycle layer implements the API to install, start, stop, update, and uninstall 540 
bundles. The modules layer defines how a bundle imports and exports code. The security layer guarantees secure access. Finally, the 541 
execution environment defines which methods and classes are available in a specific framework. The PMS defines a set of bundles for 542 
secure login, video streaming, patient medical monitoring, patient devices, audio communication and GPS navigation. 543 
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ECG Android App [P10] implements an end-to-end system architecture. It is necessary to highlight that the authors describe a three-544 
tier architecture but refer to tiers as layers. Hence, they describe the following architecture decomposition: the hardware layer includes 545 
microcontrollers and sensors; the application layer implements the Model/View/Controller of the Android App for the interaction with 546 
users, retrieves the bio signal data from the hardware layer, stores the data in a buffer and a binary file, and transfers the file from the 547 
android device to an FTP server on the cloud layer.  548 
The iSenior system [P11] implements the following modules: (i) portal: this module deploys the interface that allows authentication 549 
and access to iSenior. The portal displays information on vital signs from Elderly Monitoring Device through records and alerts, provides 550 
history analysis, and tracks patients using Google Maps, alarm configuration, and monitoring functions; (ii) kernel: this module manages 551 
communication between the remote medical server and EMDs; (iii) alarm processing: this module is responsible for activating alerts by 552 
detecting abnormal conditions, sending SMS alerts, and implementing raw data processing algorithms 553 
[P15] also proposes a three-tier architecture, which is composed of a modular portable device prototype (the perception tier), which 554 
includes the module processing unit (responsible for signal conditioning and processing), the data acquisition module, which measures 555 
the parameters, and the data communication module, which is responsible for sending the data obtained to the gateway or access point. 556 
The gateway manages communication; this proposal developed two communication protocols—device to gateway and gateway to 557 
server. The modules for activity recognition and complex patient monitoring both implement health services (the application tier). The 558 
former identifies the activity that is being realized by patients (e.g., walking or running), while the latter monitors a set of eight parameters 559 
(e.g., ECG, blood pressure, airflow, and oxygen level). 560 
VIRTUS [P16] proposes a layered architecture based on SOA, which is composed of: wearable devices, which collect the data related 561 
to the activity of the patient; middleware, which allows the connection between the modules of the system; SmartDevice, which is the 562 
interface between the user, the system, and the remote center; and the central unit or project manager software in charge of classifying 563 
the data and generating daily reports and feedback to the patient.  564 
Health-CPS [P18] proposes similar architecture to VIRTUS [P16] with the following layers: the data collection layer, which consists 565 
of data nodes, adapters, and an interface for multisource heterogeneous data; the data management layer, which contains a distributed 566 
file storage (DFS) module and a distributed parallel computing (DPC) module; and the application service layer, which provides the 567 
visual presentation of results and an open unified API for developers. 568 
µWoTOP [P17] implements a layered architecture: the IoT ecosystem layer, which is responsible for adapters identifying the potential 569 
resources (sensors and actuators), classifying them based on their topology, and announcing them to the upper layers; the Web of Things 570 
middleware layer, whose objective is to provide functionalities so that the designers and developers of services can design, develop, and 571 
deploy smart spaces; and the resource composition and orchestration layer, which is responsible for deploying the necessary components 572 
so that services and functionalities can be offered. 573 
[P19] proposes a decentralized cloud architecture with three tiers: sensors and actuators (the perception tier), the gateway tier in 574 
charge of the communication between resource management and Remote Telemetry Units (RTUs), and presentation and application 575 
services (the application tier). 576 
Finally, [P21] also proposes a layered architecture: the data collection layer is responsible for obtaining and processing the data; the 577 
communication layer provides end-to-end connectivity, aggregation of measured data from other devices, and transformation into the 578 
format; the processing layer performs statistical calculations; the management layer consists of a medical expert system that suggests 579 
actions based on the data generated by the processing layer; and the service layer provides access to the end user (hospitals, emergency 580 
services, ambulances, and police stations), as well as providing an analysis based on the patient’s medical history. 581 
Implementation details 582 
The EcoHealth platform [P1] is implemented in the Java programming language and it is deployed on a JBoss application server. 583 
Data is stored in a MySQL relational database using the Java Persistence API (JPA) specifications implemented in the Hibernate frame-584 
work. The data to be managed are described as follows: medical records, historical data from bodysensors, notifications, patient-related 585 
information, and information about emergency services. The web interface provided is implemented with the JavaServer Faces (JSF) 586 
technology. According to the authors’ specifications, drivers should implement a RESTful interface for clients (humans or applications), 587 
specifically the RESTEasy implementation for the REST architectural style and the Java API for RESTfulWeb services (JAX-RS). 588 
Finally, the authors use the Java Authentication and Authorization Service (JAAS) specifications implemented in the JBoss server to 589 
provide user authenticity, confidentiality, and integrity. 590 
In the architecture described in [P2], the novelty and complexity of the contribution is the fuzzy logic algorithm and the fuzzy infer-591 
ence system—implemented through a smartphone app—to determine a FoG episode based on a set of gait parameters: step length, step 592 
frequency, freeze index, and energy. The smartphone app was developed for iOS and Android operating systems. Data are stored in a 593 
MySQL relational database in the clinical remote server. The information to be stored is as follows: web app users’ personal details, 594 
patient monitoring data from the smartphone app, and pharmacological and rehabilitation therapies assigned by clinicians to patients. 595 
(The reader can refer to [P2] for further details about the entity–relationship model). 596 
The novelty of [P3] resides in the use of a distributed non-relational database to store very large amounts of data, in the following 597 
way. A smart mobile device implements continuous polling of sensors. The data are stored using files whose records have a format of a 598 
tuple of three elements (sensor_id, time_stamp, value), and each record occupies 10 bytes of memory. When the file size reaches 500 599 
 
 
KB, it is closed and another file is created to save the most recent data. The data files saved in the smart device are synchronized on a 600 
server on the Internet—that is, the data are transmitted to the server via a secure, distributed P2P file synchronization mechanism (Bit-601 
Torrent Sync protocol). Due to the large amount of data to be processed on the server side, [P3] uses a RIAK6 database, which is a 602 
distributed, scalable, open-source key/value non-relational database. In RIAK, the only unit of data storage are objects, which can be 603 
isolated through virtual key spaces (buckets). Therefore, data are organized as follows: (i) a bucket for users where the key value is an 604 
identifier and the value is an object containing the user data and a list of sensors identifiers associated with this user, and (ii) a bucket 605 
for sensors where the key value is formed by the user and device identifiers and the value is an object containing the necessary data to 606 
identify the most recent data transmitted by one sensor. 607 
 [P4] integrates Cloud Computing and BSNs. The cloud-side has been developed using Google App Engine (GAE). Specifically, the 608 
BodyCloud uses (i) the GAE Datastore API for the persistence of data streams, (ii) the GAE Task Queue API for complex event pro-609 
cessing to implement ad hoc data analysis applications and integrate third-party data mining workflows (e.g., WEKA [51]), and (iii) 610 
OAuth 2.0 [52] for the authorization system. The interaction between the components of this solution—body and cloud (data acquisition), 611 
cloud and viewer (data visualization), and cloud and analyst (definition of new data analysis services)—is supported through a RESTful 612 
web service, implemented using the Restlet Framework.  613 
The novelty of KASO Middleware [P5] resides in the possibility of dynamic reconfiguration of resources (e.g., sensors) depending 614 
on the environmental conditions. To that end, this approach defines a set of Knowledge Management (KM) services that depend on an 615 
Information Model of the system that describes low-level and high-level resources. The data is stored in Knowledge Bases (KB)—Mote 616 
Knowledge Base, Contextual Knowledge Base, and System Knowledge Base—which are deployed on sensor and actuator nodes (SA 617 
nodes), contextual nodes (C nodes), and gateways, respectively. The KB are structured through an ontology over an RDF/OWL 2, and 618 
the services are mapped over standardized REST web services.  619 
[P6] implemented a cyber-physical interface to automate the readings of biosignals in EMR systems. The implementation of this 620 
interface focused on a proprietary and licensed ERM: Centricity Practice Solution®, which is deployed on a Citrix server. This work 621 
implemented a wrapper (or adapter) to extend the functionality of the ERM, that is, to automate the population of EMRs from the sensors 622 
and store the data into the databases. 623 
The core features of the Patient Monitoring System (PMS) [P9] are service-orientation and service-aggregation using an Eclipse 624 
OSGi framework and the Java class loader architecture for deploying the services at runtime. The PMS includes a GPS navigation system 625 
accessed via the internet through TCP/IP using an ad hoc network. It supports (i) video streaming through IP cameras with filtering and 626 
a transmission ratio of 1:1 (the authors are not using any proprietary software), (ii) patient health monitoring by preconfiguring the OSGi 627 
framework so that any medical monitoring device sends its data over the ad hoc network and displays the results in the form of a graph, 628 
and (iii) audio communication through VoIP.  629 
The ECG Android App [P10] uses Filestream and Filetable technologies for storing unstructured data. It implements a microcontrol-630 
ler, which obtains the biosignals of a patient and sends them to the mobile device wirelessly using Bluetooth technology. The data are 631 
stored in a binary file encrypted on the device’s secure digital (SD) card, after which the patient can upload the binary files to a centralized 632 
private cloud using an FTPES secure server (via FTP). 633 
As a novelty, the [P15] presents a neural network to determine a type of activity to be realized by patients, such as sitting, standing, 634 
walking, running, or an undefined activity. 635 
The distinctive features of VIRTUS middleware [P16] are (i) the use of Java programming language, (ii) the use of XMPP (eXtensible 636 
Messaging and Presence Protocol) instant messaging, and (iii) the use of an OSGi framework.  637 
Finally, [P21] uses real-time processing and MapReduce technologies (Apache Spark and Hadoop) to process data and to analyze 638 
and calculate statistical parameters. 639 
Interoperability 640 
In [P1] the authors define three levels of interoperability: (i) “in the lower level it is necessary to seamlessly integrate a myriad of 641 
heterogeneous physical devices with each other”, (ii) “at an intermediate level, data provided by the devices need to be easily made 642 
available on the Internet”, (iii) “at a higher level, a standardized programming model can provide transparency assembling and trans-643 
forming information from sensing devices without requiring any specific knowledge regarding the specificities of these physical devices 644 
and the networking environment.” 645 
The EcoHealth [P1], the BodyCloud [P4], the KASO [P5], and the Activity-aaService [P13] platforms deal with the three levels by 646 
(i) encapsulating the heterogeneity of devices into drivers to be complaint with an EcoHealth API, (ii) making the data (feeds) provided 647 
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by the devices available to the Internet through the HTTP protocol and RESTful APIs, and (iii) structuring feeds using XML or JSON. 648 
The EcoHealth platform uses the Extended Environments Markup Language (EEML)7 to address data interoperability issues between 649 
body sensors from different manufacturers. EEML is an XML-based language for describing sensor data collected from a device, build-650 
ing, system or space in a structured form (in this case, human body vital signs collected from body sensors). However, none of these 651 
platforms addresses standardization for medical records, nor are relational models for historical data described in detail. 652 
[P2] and [P8] only contemplate interoperability at the lower and intermediate levels. In [P2], the integration of sensors is encapsulated 653 
by smartphones—as this approach is based on sensors onboard smartphones—and sensor data can be accessed via HTTP. In [P8], the 654 
authors define the interoperability in the environmental and service tiers. In the former, they define Edge Routers and WEIDs associated 655 
with patients, whereas in the latter, they establish services independent of the context or the state of the other services. 656 
 [P3] and [P10], by contrast, implement a microcontroller-based smart mobile device with a Bluetooth module, and thus do not focus 657 
on supporting heterogeneity of sensors.  658 
The proposed solution in [P6] is based on the Spot Vital Signs LXi® reading station, which allows the reading of vital signs from a 659 
reduced set of compatible sensors. 660 
To preserve interoperability with other solutions, mechanisms have been developed to allow VIRTUS to exchange data with modules 661 
of platforms that use different communication protocols than XMPP (eXtensible Messaging Presence Protocol), such as web services 662 
for SOA. The proposed system [P19] integrates a home gateway into a cloud middleware, thereby allowing heterogeneous devices to 663 
integrate data from other healthcare platforms. 664 
The system [P20] proposes integration using the HL7’s CDA (Clinical Document Architecture) standard, because this is the world’s 665 
leading medical ICT standard that is envisaged as providing the umbrella for medical data semantic interoperability. 666 
Core non-functional features and quality attributes 667 
The EcoHealth platform described in [P1] promises (i) loosely coupled modules, (ii) reliability, availability, and scalability depending 668 
on storage cloud-based infrastructures, and (iii) security in terms of user authenticity, as well as integrity and confidentiality by encrypt-669 
ing data transmitted by sensors via Internet (e.g., only the assigned doctor can access a patient’s record and the data provided by his/her 670 
bodysensor). [P2] mainly focuses on providing a set of non-functional features for the monitoring of Parkinsonian patients that had not 671 
previously been addressed. The authors considered such factors as keeping the cost low (by using sensors onboard a smartphone) and 672 
providing flexibility (by making it non-intrusive for the patient). Finally, this solution also deals with the issue of authentication. 673 
The system [P3] proposes the handling of large amounts of information using a distributed, scalable, open-source non-relational 674 
database called RIAK. The system that the authors describe can collect about 100 samples per second from sensors. The BodyCloud 675 
approach [P4] includes (i) rapid prototyping through a set of web-based programming abstractions that enable the formalization of BSN 676 
applications, (ii) extensibility and customizability, making the changes with minimal disruption to the users already using the system, 677 
(iii) flexibility, enabling the discovery of new sensors, and (iv) scalability, which relies on platforms as a service.  678 
One of the non-functional features that the e-SURAKSHAK [P8] offers is the improvement of system reliability through redundant 679 
edge routers. The Patient Monitoring System (PMS) [P9] protects the transmission of sensitive information and prevents access by 680 
unauthorized personnel through the security functions of an OSGi framework. The OSGi framework also provides access and reuse for 681 
independence between components and supports dynamism and interoperability to promote system scalability. 682 
The proposed ECG Android App [P10] addresses non-functional features such as performance, privacy/security, portability, scala-683 
bility, flexibility, and cost. The proposed solution is able to monitor the ECG at low cost. The data storage on the SD card of the mobile 684 
phone allows improvements in performance and scalability. In addition, the binary file format is optimized for fast and compact analysis. 685 
ECG sampling is performed at regular intervals, which provides energy efficiency and prolongs the life of the sensors and the mobile 686 
device. 687 
The paper [P13] highlights the robustness of the designed algorithm for monitoring physical activity. The authors highlight the min-688 
imal maintenance of the battery and the speed of the Android smartphone and the accelerometer sensor node. The processing module 689 
for smart wheelchairs is based on Arduino; it provides low energy consumption, a high sampling rate, and high processing capabilities. 690 
The eHealth platform [P14] provides secure, accurate, and seamless data exchange. In addition, the authors mention that they have 691 
demonstrated the capacity of the disease management hub to feed patients when their health goals are not met. Another factor to mention 692 
is the emotional support provided to patients through patient–robot dialogues. Furthermore, the platform includes data quality assessment 693 
through the following dimensions: accuracy, completeness, consistency, timeline, and usability. 694 
A distinctive feature of VIRTUS [P16] is its reliable, scalable, and secure communication channel, which avoids the loss of data and 695 
takes advantage of the characteristics of the publish/subscribe paradigm when the subscriber is off-line.  696 
Health-CPS [P18] includes data format transformation and encryption. Preprocessed data is encrypted so that only authorized devices 697 
can decrypt the data. 698 
                                                          
7 [online] Available at: http://www.eeml.org/   
 
 
RQ4: In which case studies were these software architectures evaluated? 699 
Nine of the papers (approx. 42.8%, specifically [P1][P4][P6][P7][P8][P9][P10][P11] and [P15]) evaluate their respective approaches in 700 
case studies that focus on monitoring heart rate using electrocardiogram (ECG) sensors. They were selected for two reasons: (i) the case 701 
study has become an exemplar in this area, and (ii) the case study has a wide range of potential benefits for patients, because heartbeats 702 
are used to diagnose a multitude of diseases such as heart problems, pulmonary pathologies, cardiovascular diseases, and even stress.  703 
Specifically, [P1] briefly describes the elements that make up the case study: (i) an electrocardiogram sensor and a blood pressure 704 
oscillometric sensor over the e-Health Sensor Platform V2.0 (a biometric shield for Arduino available from Cooking Hacks); (ii) a driver 705 
developed for Arduino Uno; and (iii) the EcoHealth platform, that is, the main component. The driver implements continuous polling of 706 
sensors regarding the measured heart rate and blood pressure, and then collects and sends the data measured by these sensors to the 707 
EcoHealth platform for historical data storage. Finally, the use case defines the possibility of defining triggers associated with these 708 
feeds in order to send alert messages to doctors when the measured heart rate is greater than 160 beats per minute (bpm) and/or the 709 
measured blood pressure is greater than 160/100 mmHg. This case study is useful for characterizing the platform, but empirical data 710 
regarding the performance, scalability, reliability, or availability of the EcoHealth platform are not provided.  711 
[P6][P7] and [P8] also monitored blood pressure, since asymptomatic hypertension usually goes unnoticed, causing serious diseases 712 
such as heart disease and stroke, and it can lead to heart attacks even for hypertensive people. Monitoring allows prevention through 713 
medical diagnosis, generating timely responses and therefore effective treatment, since the data obtained can be shown as a graph that 714 
highlights conditions considered as serious. Response time is key in these systems. [P4] carried out a performance evaluation by emu-715 
lating a set of clients that send sensor data streams simultaneously. The evaluation consisted in a sensor, which generated 6000 data 716 
values a minute, and 10 clients, each one making 10 requests with a 60-second interval between each one, each one sending a dataset 717 
with 6000 samples. Five test were run with 10, 20, 30, 40 and 50 clients. The tests show that the response time increases linearly between 718 
10 and 40 clients but the increase is not linear when there are 50 clients or more—the authors identified a bottleneck at 50 clients. Finally, 719 
[P9] defined a case study for emergency calls in cases of cardiac arrest. 720 
The proposal [P15] includes the monitoring of eight parameters (ECG, blood pressure, airflow, oxygen level, temperature, transpira-721 
tion, muscle activity, and body position) to identify the activities performed by patients, such as sitting, standing, walking, running, and 722 
an ‘undefined’ activity. The experiments demonstrate that automatic recognition of activities is possible through wearable sensors, but 723 
the success rate depends on the position of the sensor on the body and the number of training sessions of the neural network capable of 724 
identifying the activity. The authors mention that the inclusion of the ‘undefined’ activity category significantly increased the recognition 725 
of the other categories. 726 
[P2] proposes monitoring motor disorders applied to Parkinsonian patients suffering from freezing of gait. Patients experience epi-727 
sodes where they cannot walk, and this results in injuries caused by falls. The smartphone app showed a high performance in real-time 728 
FoG detection (with a mean sensitivity of 93.08% and a mean specificity of 90.98%) due to the fuzzy logic-based detection algorithm. 729 
The tests were performed on 6 Parkinsonian patients with a total of 81 FoG episodes. It is important to take into account the complexity 730 
of the identification of FoG episodes: because the episodes are not constant, the patients do not know what the paralysis really is. 731 
[P9] and [P13] executed performance tests. In the case of the Patient Monitoring System (PMS) [P9], the authors used the VisualVM 732 
profiling tool to record the performance of the system and the Windows Task Manager tool to corroborate the results. The authors 733 
mention that after approximately 4 minutes of execution of the PSM, the CPU usage increased by a significantly low percentage (7%) 734 
and the live process count rose by only 6%. The amount of memory used was also low, at approximately 18 MB. Therefore, they 735 
demonstrated a low consumption of resources. 736 
In the proposal [P13], tests were performed on three commercial smartphones and one tablet (a Samsung Galaxy Next Turbo, a 737 
Samsung Galaxy Tab 2, a Samsung Galaxy S4, and a Xiaomi MI2S, which we will refer to as devices 1, 2, 3, and 4, respectively). 738 
Regarding CPU load, device 4 suffered a consistent CPU load, device 1 showed a high overload, and there was no significant overload 739 
with the other devices. Another factor evaluated was processing time. The authors mention that device 3 gave poor results in comparison 740 
to the others but was faster in executing the classifier algorithm after being updated to Android 5. No devices other than 1 used compu-741 
tation drifts. With regard to the RAM, a maximum allocation of 50 MB was not considered as critical parameter. A relevant factor not 742 
evaluated in the proposal [P9] is the discharge of the battery. All the devices presented similar behaviors, showing the implementation 743 
of low power. Finally, the authors evaluated the transmission time required to stream activity data to our cloud platform. They invoked 744 
the data transmission function once per second and used a stable Wi-Fi connection. The results indicated that high-performance devices 745 
are not required for proper cloud transmission. 746 
Finally, it is necessary to highlight that [P16] to [P21] do not present any case studies. 747 
5 Key Findings 748 
This SLR has retrieved a set of existing solutions for healthcare CPS/IoT. These solutions provide users and businesses with a wide 749 
range of smart services and features for health and emergency applications and also for sports and wellness. From this SLR, we have 750 
identified the following set of services: patient information management; real-time analysis of data collected from bodysensors attached 751 
to patients and real-time feedback to users; complex analysis and detection of problems or anomalies in the data measured in real time; 752 
notifications for reporting those problems or anomalies; assistance for the decision-making process in determining a diagnosis and as-753 
sociated treatment; online consultations; and integration with external systems for medical records management and administration of 754 
hospital activity. 755 
Healthcare CPS are generally three-tier architectures, as shown by ten primary studies ([P1][P2][P3][P5][P6][P8][P10][P14][P15] 756 
and [P19]) and multi-tier architectures ([P4]), which represents approx. 52.4%. These systems are composed of wearable wireless net-757 
works of bodysensors, sometimes also actuators (the perception tier); sensors and actuators communicate with components, commonly 758 
referred to as gateways, that support the heterogeneity of protocols of these devices (the gateway tier); and these gateways subsequently 759 
communicate through the Internet with remote (telemedicine/medical) servers (the application tier). Other primary studies focus on a 760 
layered architecture description ([P7][P9][P11][P16][P17][P18][P21], which represents 33.3%) and others do not specify layers and 761 
tiers. It is necessary to highlight the difference between the terms layer and tier, although they are frequently used interchangeably.8 762 
Both terms partition the concerns of an application into stacked groups or segments, but a tier is located on a physically separate com-763 
puter. It is clear that perception, gateway, and application tiers are physically distributed. In the same way, it is possible to identify, as 764 
[P4] does, different layers inside a tier—for example, the presentation, security, and persistence layers. As each tier is independent of 765 
the other tiers, this architectural style makes these systems easier to maintain and scale out. As layers enable clearly defined functional 766 
segments, this architectural style improves cohesion, loose coupling, and reusability. Most of the papers highlight these quality attributes, 767 
but they lack evidence to support these general assumptions. We can therefore conclude from the analysis of the primary studies that 768 
both architectural styles are extensively used, but further evaluation is desirable. 769 
One of the limitations of the solutions under review was the fact that the existing biosensors, and medical wearable sensing devices 770 
in general, work only with the software provided by the device supplier. This limitation was mainly emphasized by [P15], which men-771 
tions that “any attempt to re-use and integrate such devices in different applications fails because communication protocols are not 772 
openly available, or the device interfaces are proprietary solutions”. The lack of standardization is a well-known problem that most 773 
governments include in their research agendas. Other domains, such as automotive and energy grids, have achieved standardization in 774 
two respects: (i) limiting the number of industrial network protocols, and (ii) adapting Ethernet interfaces to ensure compatibility between 775 
devices and upper tiers. Although such an approach is possible from a hardware point of view, it is difficult to implement in software 776 
due to the limited memory capacity of microcontrollers [P15]. For example, in healthcare CPS, where most biosensors are wearables 777 
with restrictive processing and memory capacity, it is quite difficult to implement complex data acquisition procedures together with 778 
HTTP support. In those healthcare CPS where it is possible, Arduino boards can transform microcontrollers into complex monitoring 779 
systems, as [P15] demonstrates in an experiment.  780 
Approximately 38% of primary studies—[P1][P2][P3][P4][P5][P16] and [P19], and also [P15] in another experiment—deal with this 781 
problem with gateways and middleware that have processing and communication functionalities. Specifically, [P15] shows an experi-782 
ment using a device together with a gateway for data acquisitions of health-related parameters, data processing, and data transmission 783 
that were developed with an open architecture. In this case, the device-gateway protocol is a message-based protocol in which messages 784 
are translated into HTTP requests using a dedicated XML scheme, conforming to an ontology for cardiovascular information. In [P2] 785 
and [P3], health monitoring devices use Bluetooth to communicate with smartphones, so smartphones act as gateways that send the 786 
information to upper tiers. Efforts were also made to build advanced middleware platforms. In this regard, it is remarkable that some of 787 
the primary studies of this SLR call their solutions “middleware platforms.” This is the case for EcoHealth [P1] and KASO [P5], among 788 
others. The motivation is to emphasize their role as abstraction layers that hide the details of WSANs from the upper applications layers 789 
to which these middleware provide services. The middleware aims to deal seamlessly with a myriad of heterogeneous sensors and smart 790 
devices (e.g., concentrators and sinks) from different manufacturers, each one providing a different interface, thus creating operational 791 
barriers in order to use them in a holistic way [P1]. Therefore, the proposed middleware—according to the primary studies that we 792 
reviewed—aims to enable (i) interoperability among heterogeneous sensors and smart devices to communicate with Internet services 793 
and users, and (ii) integration with other systems (e.g., medical applications). From this point of view, these solutions focus on the middle 794 
tier (the gateway tier) but also offer advanced features for data processing, analysis, and visualization. 795 
Finally, the tier/layer that BodyCloud [P4] and RPIME [P7] define to provide developers with programming abstractions is unusual. 796 
The former provides developers with programming abstractions for rapid prototyping of BSN applications whereas the latter specializes 797 
in implementing P-RESTful (Pervasive REST) applications. The programing abstraction allows developers, mainly data analysts, to 798 
formalize BSN data sources, input data, actions to be realized on the input data (e.g., storage, processing [P18], analysis), and output 799 
data. In this way, they can program customized analysis workflows over the data. 800 
  801 
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In addition to the tier/layer decomposition, it is important to analyze how communication between architectural components is 802 
realized. Most approaches are based on the following architectural styles (see Fig. 6): service-oriented architecture [P8][P9][P16] and 803 
REST architectures [P1][P4][P5][P7][P13][P17], which represents approx. 43%—, and message bus or event-driven architectures (e.g., 804 
the publish/subscribe pattern [P17]) over cloud infrastructures [P1][P3][P4][P5][P10][P13][P18][P19], which represents approx. 38%. 805 
In fact, as healthcare CPS/IoT demands more processing and storing capabilities, there is a trend toward using cloud infrastructures [P1]. 806 
This work synthesizes the benefits of the cloud as follows: scalability, availability, performance, and on-demand resource usage. Cloud 807 
computing fits well as an enabling technology for healthcare CPS/IoT, as it presents a flexible stack of computing, storage, and software 808 
services under a pay-per-use model. Software as a Service (SaaS) can provide a high-quality experience for patients, physicians, and 809 
other caregivers anytime, anywhere, and seamlessly. Papers [P3][P4][P5][P10][P13] present cloud-based solutions mainly to deal with 810 
scalability issues (see Fig. 8); however, the massive amounts of data that can be collected from bodysensor networks could result in 811 
latency in networks. To deal with these issues, other approaches have emerged, such as fog computing. Fog computing could minimize 812 
latency in networks by analyzing data close to the devices that collected the data before these data are sent to the cloud— in other words, 813 
by means of data pre-processing or filtering. [P13] does not use the term fog computing, but the authors propose a similar approach by 814 
defining different modes of operation—full cloud, mix cloud, and full local. In this regard, we identify a need for more research into 815 
which biosignals could be pre-processed close to patients and how much latency can be reduced, which could be of great value to the 816 
eHealth community. The authors of [P13] demonstrate the effectiveness of their cloud-based framework for monitoring human activity 817 
as well as for performance evaluation. However, most of the primary papers lack evidence that supports these general assumptions.  818 
In addition to cloud storage, the management of large amounts of data collected from WSN, or more specifically from BSN, requires 819 
new approaches, such as big data. The term big data is sometimes used to refer to the storage of large amounts of non-structured data 820 
on NoSQL databases, as in [P3]. That work makes reference to big data, but only reports an experience using the NoSQL RIAK database. 821 
However, big data entails much more. Big data is storage but also analytics, such as real-time stream analytics and predictive analysis 822 
through machine learning algorithms. Additionally, it is necessary to deal with the four dimensions of big data: volume, velocity, variety, 823 
and veracity. In healthcare CPS/IoT, veracity and accuracy of readings and analysis of vital signs are especially important for correct 824 
assessment and treatment of patients. The work [P2] is the only one that evaluates the accuracy and effectiveness of the algorithm it 825 
defines.   826 
 827 
 828 
Fig. 6 Use of architectural styles 829 
In the field of healthcare, and where large-scale analytics are concerned—for example, discovering patterns in diseases—two key 830 
challenges are how to preserve privacy and security. Papers [P4][P5][P10][P13] include in their solutions specific layers for security 831 
(confidentiality and authenticity), data integrity, and data encryption (see Fig. 7). In fact, security issues are identified as a key challenge 832 
by most of the papers (notably [P16] and [P18]).  833 
Finally, two critical features of the architecture are the runtime discovery of new devices into an IoT environment (for example, a 834 
new sensor) and the dynamicity of healthcare CPS/IoT for being reconfigured at runtime according to changes in the environment (for 835 
example, self-optimization and self-healing). The first issue has been addressed by [P4][P5][P11] and [P15], and the second issue has 836 
been addressed by [P1][P5] (see Fig. 7). In the latter case, runtime reconfiguration is limited to dynamic and efficient allocation of 837 
resources (aka self-optimization). 838 
 839 Fig. 7 Architecturally significant requirements 840 
As a result of completing the SLR, we have obtained the architectural knowledge to address building a reference architecture for 841 
healthcare CPS/IoT. Reference architectures capture the high-level architectural design for many software applications. As such, they 842 
describe common architectural elements that can be used in the design of a concrete architecture of an application domain [53]. Fig. 8 843 
shows an initial proposal for a reference architecture for healthcare CPS from the primary studies under review. This architecture is four-844 
tier architecture: perception tier, middleware/gateway tier, application tier, and programming abstraction tier. Following a bottom-up 845 
description, the figure shows a gateway that supports several communication protocols—specifically, body area networks (BAN) and 846 
wireless personal area network (WPAN)—as well as an advanced middleware platform. This middleware is composed by a set of mod-847 
ulesthat provide: REST device connection, device dynamic discovery, historical and real-time data access, expert system—e.g. engines 848 
for big data processing and machine learning—, data handler adapters, and cloud file storage and parallel computing. A service layer 849 
uses these modules to provide users high-level services, such as real-time monitoring, alarm & actuation, decision support, and reporting, 850 
possibly interacting with other systems, such as medical servers. By last, the programming abstraction tier provides data analysts with 851 
the capacity of customizing data analysis workflows.  852 
 853 Fig. 8 Reference architecture for healthcare CPS 854 
 
 
This section ends with the Table 5 that shows the projects that provided financial support for the primary studies, as detailed in the 855 
acknowledgements sections and in other references in the papers. We observed that most of these publications were not the results of 856 
large projects focused on applying CPS/IoT to the healthcare domain. We assumed that this was due to the novelty of this research area, 857 
and we confirmed this assumption by searching for large projects on healthcare CPS/IoT within the European Union’s Horizon 2020 858 
Programme. We found a large number of projects starting in 2017 and ending in 2020 (such as Internet of Food and Farm 2020 and 859 
ACTIVAGE: ACTivating InnoVative IoT smart living environments for AGEing well). Therefore, after 2020, there will be a higher 860 
number of papers in this area, making this SLR a state-of-the-art starting point that could be updated in the coming years with the results 861 
of these new projects. 862 
 863 
Table 5. Projects that supported the primary studies from the financial support 864 
ID  Project 
P3 National (SP) Virtual Cloud Carer Project iPHealth 
P5 FP6 European Programme USWN: Solving Major Problems in MicroSensorial Wireless Networks ITEA DiYSE: Do-it-Yourself Smart Experiences 
P6 National (US) Alliance of Chicago Health Services 
P7 FP7 European Programme SMSCOM: Self-Managing Situated Computing 
P13 
Horizon 2020 European  
Programme INTER-IoT 
National (IT) Smart Personal Mobility Systems for Human Disabilities in Future Smart Cities 
National (IT) Locubirehab: Low cost ubiquitous rehab assistant 
P15 European FIRST – Future Internet Research Services and Technologies 
P17 National (SP) - 
P19 FP7 European Programme eWall: eWall for Active Long Living WALL for Active Long Living – eWALL 
P21 National (unknown) - 
6 Discussion 865 
The reference architecture for healthcare CPS/IoT proposed in Fig. 8 provides a holistic view of the different approaches that were 866 
analyzed in the SLR.  It provides practitioners with an integrated set of software artefacts (e.g. components, technologies) that could be 867 
reused for building new healthcare CPS/IoT. It also provides high-level architectural design decisions, such as the partition of the system 868 
into tiers and layers. The high-level architectural design is a multi-tier architecture. Specifically, this architecture is four-tier including, 869 
in addition to perception, middleware and application tiers, rapid prototyping and customization of BSN applications and data analysis 870 
workflows through an abstraction programming tier.  871 
To guarantee the interoperability between heterogeneous devices from different manufacturers that compose the perception tier, the 872 
reference architecture enforces to have a gateway that hides the details of WSANs—specifications and protocols—to upper layers. The 873 
middleware tier also offers advanced services, such as, real-time data acquisition, big data real-time processing, machine learning, (dis-874 
tributed) parallel computing, and (distributed) storage, to upper application tiers that make use of them. Security encryption is a key 875 
component for real-time data acquisition, whereas expert systems are supported by using machine learning techniques, supported in turn 876 
by non-SQL databases for big data requirements of storage and processing. Several of these services could be distributed in cloud 877 
infrastructures. This decision involves legal and compliance issues and implies loss of control when moving to the cloud. As proposed 878 
by several primary studies, several advanced services of the middleware tier could be implemented following a service-oriented archi-879 
tecture style through an OSGi-compliant technology. Being OSGi-compliant implies high modularization through self-describing com-880 
ponents called bundles that communicate each other through OSGi services in a container that manages their life-cycle. This facilitates 881 
deploying new bundles at runtime, i.e. dynamism, as well as interoperability and scalability. 882 
All these advanced services are used by uppers applications that range from patient information management, diagnosis and treatment 883 
assistance, and real-time feedback to patients, to integration with external systems for medical records management and administration 884 
of hospital activity.  885 
As conclusion, this architecture proposes a service-oriented architecture, built on a multi-tier infrastructure, and integrated with dis-886 
tributed cloud services. When this architecture is going to be instantiated, architects should consider trade-offs between using an OSGi-887 
compliant container vs. a conventional service-oriented bus, a centralized middleware architecture vs. a distributed architecture, on-888 
premise vs. cloud, etc. Therefore, the proposed reference architecture should be validated in several scenarios and case studies, especially 889 
to analyze and compare these critical trade-offs, evaluating its strengths and weaknesses in terms of interoperability, scalability, availa-890 
bility, and performance, among others. From this empirical analysis, it would be feasible to provide a set of recommendation guidelines 891 
about an implementation of this reference architecture based on the quality attributes. 892 
 893 
Finally, we have identified two issues that the primary studies have not addressed and that a reference architecture for healthcare 894 
CPS/IoT should take into account: 895 
 The first one is the multi-tenancy as key technology to leveraging the economics of scale for [54]. Native multi-tenancy supports 896 
all tenants by a single shared application instance over various hosting resources [54]. An aspect to evaluate are pros/cons of 897 
multi-tenancy approach in eHealth. 898 
 The second one is microservices and nanoservices. Microservices is an emerging architectural style for the development of 899 
distributed systems that intends to deal with high availability, scalability, modifiability, and agility. “A microservices application 900 
is decomposed into independent components called microservices, that work in concert to deliver the application’s overall 901 
functionality” [21]. This is known as componentization via services [22]. The principle of the microservices architecture is akin 902 
to the Unix principle: Do one thing and do it well [22]. Each microservice has well-defined contracts (typically RESTful) for 903 
other microservices to communicate and share data with it. Nanoservices (aka. serverless) takes to the extreme the concept of 904 
microservices by focusing on Functions as a Service (FaaS). Cloud providers such as AWS Lambda, Google’s Cloud Functions 905 
and Azure’s Functions offers a variety of programming languages and tools to support these architecture styles.  906 
Both multi-tenancy and microservices have demonstrated their benefits in other domains [55]. The use of big data in healthcare is, 907 
along with security, one of the most challenging issues. This is partly because it necessarily involves a form of knowledge that is very 908 
specialized, namely data science, which results, as Fig. 9 shows, from the union of knowledge in a particular domain of application 909 
(mathematics and computer science). Within computer science, it is necessary to pay special attention to software architectures, espe-910 
cially to new approaches such as lambda architectures, which are data-processing architectures composed of three layers: batch pro-911 
cessing, speed (real-time) processing, and a serving layer that responds to queries from the outputs given by the batch and speed layers. 912 
There is a myriad of technologies around big data. In other domains, there are examples of lambda architectures for analytics of IoT data 913 
with technologies such as Apache Spark, Cassandara, Kafka, and Akka. Therefore, the application of big data to healthcare CPS presents 914 
numerous issues to be resolved. 915 
 916 Fig. 9 Big data Venn diagram [source: Palmer, Shelly. Data Science for the C-Suite. New York: Digital Living Press; 2015]  917 
Regarding the data that are managed in healthcare CPS, it is also necessary to keep in mind the requirements of data interoperability. 918 
From our knowledge in other CPS/IoT domains—e.g., smart grids [56]—we know of the existence of specific layers for translation 919 
between data formats to guarantee the interoperability and communication of devices based on different electrical standards. In the same 920 
way, American and European electronic medical records show considerable differences, and none of the primary studies addressed this 921 
interoperability issue.  922 
In general, these gaps identified in the section have still not reached a mature development state. This requires additional research 923 
efforts. 924 
7 Threats to Validity 925 
This section addresses potential biases and the actions taken to minimize their effects. Trico et al. [57] define three kinds of biases: 926 
identifying articles, selecting studies, and obtaining accurate data. This work addresses these issues in the following ways: several factors 927 
can affect the identification of articles, such as, the criteria of the reviewers and editors of journals and conferences, industry-sponsored 928 
research in some areas, the place of publication, biased indexing studies in literature databases, inadequate or incomplete searches, 929 
articles that are cited more often than others are, and studies that generate multiple publications. In this SLR, we used different electronic 930 
literature databases to include the maximum number of sources and to minimize the impact of the above-mentioned biases.  931 
 
 
For selecting studies, the inclusion and exclusion of studies was completed by two of the authors of the present study, and those with 932 
discrepancies were resolved by taking a decision among all the authors. Finally, to improve data accuracy, we selected papers that were 933 
published in journals, conference proceedings, or workshop proceedings according to a peer-review process. Additionally, the extraction 934 
and analysis of the papers were performed by the three authors to constrat the analysis conclusions and avoid personal bias. 935 
8 Conclusions and Future Work 936 
This paper presents the results of a systematic literature review on software architectures for Healthcare CPS. The results show the 937 
proposals of different architectures, most of them, 3-tier architectures: the perception tier, the gateway/middleware tier, and the 938 
application tier. These architectures focus on supporting important features in any domain but especially relevant to healthcare. These 939 
features are interoperability to support the heterogeneity of body sensor networks, automatic discovery of new devices in this networks, 940 
dynamic reconfiguration  according to changes in systems’ environments, security and privacy, scalability of storage and processing, 941 
and big data analytics. Quality attributes also play a fundamental role, such as robustness, reliability, availability and performance. Cloud 942 
computing, SOA, and REST architectures are the most widely used architecture styles.   943 
Most of the architectures have been evaluated on real or simulated case studies. However, we observe a lack of metrics that provide 944 
evidence of the goodness of the proposed architecture’ solutions. 945 
As future work, we plan working on offering smart health services on top of the already existing middlewares, to try to cover the 946 
gaps that this SLR has identified. These new services can be integrated adopting new architecture styles, such as microservices and 947 
serverless, and should cover the analysis of large volume of data. 948 
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