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Abstract
Accurate, Fair, and Explainable:
Building Human-Centered AI
by
Aaron Springer
Artificially intelligent systems play an increasingly large role in our everyday lives. These
intelligent systems make decisions big and small—from who gets a mortgage to what articles
we read online. However, these systems are often designed out of convenience; they are built
using data that is available, they do not explain the decisions they make, and sometimes they are
simply inaccurate. At best, these problems result in systems that are difficult to use; at worst,
these problems result in reinforcing societal biases at scale. Rather than designing systems from
a standpoint of convenience, my work centers the human experience in the design of intelligent
systems. I show how to work with users to build maximally accurate systems. I demonstrate
that common intelligent systems are biased and not equally usable by everyone but also that this
can be fixed through careful data collection. I show what users need when a system explains
itself and how we can build our systems to explain the right thing at the right time. Finally, I
move this work out of the lab and into the wild through a field study with expert users of an
explainable AI system. Together, I use these studies to make recommendations that ensure we
meet the needs of our human users in the intelligent systems that we build.
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Chapter 1
Introduction
Machine learning algorithms power the many artificially intelligent systems we rou-
tinely use. Intelligent systems recommend our routes to work; they curate our entertainment
options; they choose our most “engaging” friends to show us content from. While it may seem
that we are all happy to defer to these systems—in fact, these intelligent systems face mounting
criticisms about how they make decisions. These criticisms are exacerbated by recent ma-
chine learning advances like deep learning that power systems that are difficult to explain in
human-comprehensible terms. Academics, policymakers, and increasingly the public are also
concerned that these systems encode societal biases and then perpetuate these biases at scale
[30]. Other groups are concerned about the accuracy of these systems, especially when making
high-stakes predictions [226]. Together such concerns have led to calls for transparency and
explainability; with researchers to argue that machine learning must be ‘interpretable by de-
sign’ [1] and that transparency is essential for the adoption of many intelligent systems, e.g. for
medical diagnoses [83, 217].
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Artificially intelligent systems have existed for many years but more recently these
systems have become pervasive in ways they never were before. Traditional systems are cre-
ated in a fashion where they follow the logic they were programmed with and do not change
unless that logic is changed. Most intelligent systems are different, they are probabilistic and
based on statistical models of the world. Intelligent systems often make predictions about real-
world phenomena—and given that they are probabilistic, sometimes they are wrong. Intelligent
systems also shift over time, often these systems are continually updated as they see new infor-
mation; this means that such systems can display emergent behavior, both positive and negative.
The fact that these new intelligent systems are probabilistic is a differentiating factor that we
must take into account when designing new systems. However, this has been problematic be-
cause we cannot simply apply the traditional way of developing systems to these new intelligent
systems. Designing intelligent systems is more complex than designing traditional systems.
Whereas designers could work independently when creating traditional systems, creating intel-
ligent systems require that designers closely collaborate with data scientists and domain experts
to understand how decisions about the machine learning model affect the design of the system
[222]. Rather than developing purely driven by design, designers must now balance the dual
constraints of design-driven and data-driven development [222].
Unfortunately, it seems the balance here has shifted more towards data-driven devel-
opment and these systems are increasingly being developed out of convenience. These conve-
nient systems are based on data that is already available and they do not properly make them-
selves understandable to end users; this results in systems that can be biased, inaccurate, and
opaque to end users. This thesis intends to explore these problems in creating human-centric
2
intelligent systems. I explore user perceptions of algorithmic accuracy and bias and suggest
technical solutions to both these problems. I also examine the role of explainability and trans-
parency in user perceptions of intelligent systems, addressing how, when and why to implement
system explanations. Together, these documents lay out a list of considerations for future de-
velopers of intelligent systems; each topic that I cover can be a stumbling block to creating
human-centric intelligent systems.
This problem of accuracy is a major issue that designers of intelligent systems must
confront. In traditional programs, users trust that the program author has created the program
to behave reliably. Furthermore, the way the program generates its outputs is usually relatively
easy to comprehend. In intelligent systems, this situation is fundamentally changed, with the
potential to undermine user trust. Intelligent systems are trained on often noisy data, their out-
puts are stochastic and they may generate errors. Furthermore, they may not explain themselves
well; users can no longer simply trust that the creator defined benevolent behavior because in-
telligent systems have emergent properties, inaccuracies in prediction, and their outputs may
vary as their underlying dataset changes. This may have been the case with the COMPAS pro-
gram also—the program was not accurate enough even without the bias problems [226]. Thus
another challenge in designing human-centered AI is improving the accuracy of the algorithms
that power these systems. And given challenges in designing accurate algorithms, it may be
important to set expectations about accuracy.
Major public concerns have arisen following demonstrations of bias in intelligent sys-
tems with regards to gender, race, and other characteristics. These algorithmic biases manifest
themselves in many ways. In some cases, algorithmic bias only results in a poor user experi-
3
ence because a core feature such as voice recognition struggles with the user’s way of speaking
[189, 199]. In more extreme cases, biased algorithms result in life-changing decisions being
made about indirect stakeholders. For example, COMPAS is a program that predicts the recidi-
vism risk for prisoners and these predictions are used to inform decisions about parole made by
judges. COMPAS was also shown to unfairly predict higher risk levels for black defendants,
even when the defendants did not go on to re-offend [5]. With such high stakes, it is clear that
we must design systems in ways that make it easy to understand how such biases or inaccuracy
can affect predictions.
Transparency may be one way to deal with issues of bias and properly setting ex-
pectations for accuracy in intelligent systems. Algorithmic transparency has been called for
in response to problems like COMPAS’s biased predictions and other “Weapons of Math De-
struction” [148]. Such calls have been made by academics, policymakers, and media outlets
[83, 148, 217, 30]. Unfortunately, these calls for transparency have not clearly articulated ex-
actly what it means for a system to make itself transparent. Nor has research properly examined
what impacts transparent systems have on the user experience. These calls for transparency
have only supplied the why of transparency, it is left up to system designers and researchers
learn the when and how of transparency. In an effort to create intelligent systems that are more
human-centered, I focus on these 3 major problems of accuracy, bias, and transparency. In par-
ticular, I focus on these problems in the context of end-user systems. That is, I do not design
systems for programmers or data scientists to improve their algorithms or audit them for biases.
Instead, I study how accuracy, bias, and transparency affect the end user experience and how
we can generally improve the user experience of intelligent systems by pushing back against
4
the trend of convenient intelligent systems and instead centering the human in our design of
artificially intelligent systems.
1.1 Contributions
1.1.1 Designing Accurate Personal Informatics Systems:
Chapter 3 focuses on how we should design intelligent systems to collect information
that improves system accuracy. This work is conducted in the domain of personal informatics,
specifically mood tracking and prediction applications. My prior work with EmotiCal indicates
that trusting the algorithm’s predictions as accurate led to more usage of predictive application
features [92]. This implies that if we can design systems to be more accurate and trustworthy
then this should positively impact the user experience. I show that we can derive highly accurate
models of mood by combining information about the activities that users engage in and also their
self-reflections upon those activities. I also demonstrate that some commonly used features,
such as knowledge of which activities a user engaged in or historical mood measures, may not be
as important as previously thought. Overall my work demonstrates that importance of designing
mood tracking and prediction systems in which users actively reflect on the importance of the
activities that they engage in. I suggest design implications for future systems based upon this
finding.
5
1.1.2 Auditing and Removing Algorithmic Bias:
A major problem that has come to light in intelligent systems is the issue of algorith-
mic bias. Intelligent systems that are powered by machine learning have been shown to har-
bor biases learned from the data that the machine learning model was trained on; these biases
can negatively impact end-users and also third-party users that the application makes decisions
about. Chapter 4 addresses this problem in the context of a voice interface for a worldwide mu-
sic application. I first demonstrate that common voice interface libraries do not treat all phrases
and utterances equally. I show that these voice interfaces systemically underserve content from
specific musical genres such as hip-hop and country. Previous work in linguistics and sociology
indicates that this may be due to the specific and creative sociolinguistic practices of the people
who create these genres of music. I then categorize the errors and biases that the voice interface
makes so that future users of voice interface libraries can avoid these issues. Finally, I demon-
strate how to fix these biases without opening the black box. To do this I crowdsource a diverse
set of people pronouncing specific track names that are not well recognized by current voice
interface libraries. I use these to create ‘aliases’; links between misrecognition of the voice in-
terface and the true transcription itself. After deploying this process, I demonstrate a significant
improvement in the ability of users to access this content. My work improves the fairness of
voice interfaces for both the creators and consumers of content within this application.
1.1.3 When Do Users Want Transparency:
I contribute to the growing literature on algorithmic transparency through three user
evaluations of a working intelligent system in the Personal Informatics domain. Previous re-
6
search on transparency and intelligibility has had highly mixed results. Positive system per-
ceptions can be built through transparency [56, 105, 124], even to the point of overconfidence
[69]. At the same time, however, positive system perceptions can also be undermined by trans-
parency [61, 105, 123, 143]. My approach draws on psychological and sociological theories of
communication applied to HCI [70, 81, 161, 198] to explain when, why, and how users want
transparency. My findings reveal that transparency can have both positive and negative effects
depending on the context. I present a model that shows how the context of transparency and
expectation violation interact in forming user perceptions of system accuracy. Transparency
information has positive effects both in helping users form initial working models of system
operation and reassuring those who feel the system is operating in unexpected ways. At the
same time, negative effects can arise when transparency reveals algorithmic errors that can un-
dermine confidence in those who already have a coherent view of system operation. Finally, I
verify how these self-report data match actual user behaviors. I show that greater expectation
violation leads participants to spend more time exploring transparency information. Results
again are consistent with my prior qualitative results suggesting that transparency helps to build
initial mental models. We, therefore, find that users spend more time when first exposed to
transparency information and that time with spent transparency declines over time as they see
explanations again. I explain my results using theories of occasioned explanation [70, 81], ar-
guing that transparency information is anomalous for users who feel the system is operating
correctly and therefore undermines their confidence in the system. Design implications include
a greater focus on what situations necessitate a transparent explanation as well as improved
algorithmic error presentation.
7
1.1.4 How Do Users Want to Interact with Transparency:
Much recent work on transparency has focused on technical explorations of self-
explanatory systems. In contrast, I take an empirical user-centric approach to better understand
how to design transparent systems. Two studies provide novel data concerning user reactions
to systems offering transparent feedback vs overall prediction information. In Study 1, users
anticipated that a transparent system would perform better, but retracted this evaluation after
the experience with the system. Qualitative data suggest this may be because incremental trans-
parency feedback is distracting, potentially undermining simple heuristics users form of system
operation. Study 2 explored these effects in more detail suggesting that users may benefit from
simplified feedback that hides potential system errors and assists users in building working
heuristics about system operation. I use this data to motivate new progressive disclosure princi-
ples for presenting transparency in intelligent systems.
1.1.5 AI and Explanations in the Wild:
Finally, I move beyond the focus on toy systems in the current literature on expla-
nation in intelligent systems. I examine a high-stakes deployed intelligent system that makes
and explains predictions about student success. I find that many of the lessons learned from my
previous work on explanation transfer to this real system. However, the context and complex-
ity of real systems provide some further challenges regarding how advisors can understand the
system and whether or not they believe it should be used. I derive design implications regarding
how users should initially interact with intelligent systems and also how these systems should
construct interactive explanation in order to become more human-centered.
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Chapter 2
Literature Review
Interactions with intelligent systems are fundamentally different from traditional user
interfaces. This is due to the complex machine learning capabilities that power these systems,
leading intelligent systems to have new dimensions that we need to explore. This includes
accuracy, bias, and explanation.
Accuracy is important because machine learning models are probabilistic—they are
not always correct. For example, a speech system may misinterpret user inputs or a facial
recognition system misidentify a person. The possibility of such errors means that systems
must be prepared to recover from these errors and help users understand the likelihood of the
system being correct in the future. Some work has tackled this through displaying confidence
levels in a prediction [123], others have given users the ability to correct such errors [108].
Emergent biases are new to intelligent systems also. For example, systems may reflect
biases in training data, leading them to misclassify cases that are infrequent in that training set
[9]. While some scholars [67] note that system biases extend back to the 90s, the systems
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they reference were hardcoded to favor certain organizations over others. Emergent biases,
where intelligent systems unintentionally embody human biases are relatively new. These biases
may disadvantage large groups of users because the application developers did not design their
models with human-centricity in mind.
Finally, transparency is of growing importance as intelligent systems increasingly
make high-impact policy decisions about people lives, involving education [58], recidivism [5],
and health [1]. Awareness of errors and bias mean that users are increasingly skeptical about
intelligent systems. Without the ability for intelligent systems to explain such high-impact
decisions, users are often unsure whether they should trust the system prediction. These issues
have led researchers to argue that machine learning must be ‘interpretable by design’ [1] and
that transparency is essential for the adoption of many intelligent systems, e.g. for medical
diagnoses [83, 217].
These emerging problems with intelligent systems potentially compromise the ability
for developers to create human-centric systems. Traditionally designers have integrated the
needs found from user-research and product goals in order to design new products that adhere to
well understood GUI design principles. However, the advent of machine learning in intelligent
systems means new approaches have to be found [4]. Designers are often unaware of how to
use machine learning as a “design material” within their work [222], this leads to the creation of
features and systems that are driven by engineers rather than researchers and system designers.
So far this has resulted in less human-centered intelligent systems.
I first review solutions to these problems arising with current intelligent systems. Such
solutions are essential to creating human-centric intelligent systems, these include: designing
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systems to collect information that allows them to be maximally accurate, countering algorith-
mic bias, and creating explainable and transparent intelligent systems. I next review 3 domains
in which intelligent algorithms are regularly used: voice interfaces, emotional analytics, and
learning analytics. I explore the deployment of intelligent systems in the context of these three
domains.
2.1 New Aspects of User Experience in Intelligent Systems
2.1.1 Accuracy
Trust is important in predicting acceptance of new technology especially in domains
that contain sensitive information such as banking. In these domains, trust is highly predictive
of intentions to use such systems. This is true of digital banking [52] and electronic health
records usage by physicians is also highly predicted by trust [149]. A meta-analysis examining
the integration of trust into the Technology Acceptance Model [46] found that the success of an
application “depends not only on the benefits which it brings to the users but also on the level
of trust which users have during the system’s usage” [220]. In many studies trust is construed
as safety and integrity of data integrity, but intelligent systems have introduced a new concept
that highly influences trust: accuracy.
It is essential to clarify how we use “accuracy” in research because it comes in many
forms. On one hand, we have the accuracy of a machine learning model that we will refer to as
‘system accuracy’. For example, in a classification task, we can directly measure the accuracy
of a predictive model as a percentage of how many examples it classifies correctly in a test set.
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Assuming that the domain the predictive model is predicting in has not distributionally drifted
from the test set, this measure of accuracy serves as ground truth for the systems actual capa-
bility. In other systems that have unbalanced classes or are predicting continuous outcomes,
we may use other appropriate metrics such as precision/recall, R2, or Root Mean Squared Error
(RMSE); these all broadly characterize the performance of the system and to fit with existing
literature we simply group these under system accuracy. While system accuracy is very impor-
tant, this ground truth is not always available to users. From the user’s perspective, we have their
concept of accuracy known as ‘perceived accuracy’. Perceived accuracy is the user’s judgment
of how accurate the system is from their usage of the system. Perceived accuracy is influenced
by ‘system accuracy’ but is also influenced by the heuristics and biases than humans use to
judge systems. For example, users who see multiple errors in a row from a system will judge
it much more harshly than if the errors were separated, even if the system accuracy is the same
overall [227]. This distinction is critical—as we will see perceived accuracy can be influenced
by much more than just the system accuracy.
As we begin to embed machine learning models in more systems, accuracy becomes
an essential factor in creating human-centric intelligent systems. System accuracy is highly
related to user trust in the system [227], which is an essential part of the user experience in
intelligent systems. Additionally, empirical results suggest a threshold effect—a certain level
of system accuracy is required to maintain trust in an intelligent system [227] otherwise trust
declines over time. Other work shows that simply stating the tested accuracy of a specific model
is not enough to ensure trust. One study provided users measures of the system’s accuracy and
then asked them to complete tasks to build a measure of perceived accuracy. The authors con-
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cluded that users calibrate provided information, such as system accuracy, against their own
subjective experience using the system and perceived accuracy in their own instances [225].
Both these results paint a complex picture of relations between trust and accuracy. They show
that it is not simply the externally validated accuracy percentage that matters but also charac-
teristics of the user experience such as early experiences and sequences of correct and incorrect
system decisions.
High accuracy is essential for usable systems in many domains. For example, in voice
recognition and voice transcription systems, accuracy is of utmost importance. Applications that
recognize spoken digits for secure applications must have very low error rates [167]. And people
who use transcribed voicemails for their tasks perform more quickly with accurate transcripts
and consider them more readable and comprehensible [195]. Likewise, users are less likely to
continue using the system if the transcripts they receive are inaccurate.
Accuracy interacts with other user experience features in intelligent systems. Low
accuracy may impair other aspects of the user experience. Lim and Dey [123] explored the
benefits of providing system explanations when system outputs were highly accurate versus
inaccurate. Counter to their expectations, system explanations had negative effects on user
experience. The authors of this study found that explanations can provoke doubt from users
even when the overall prediction is correct. In recommender systems, accuracy is one of the
most studied parts of the user experience, forming an essential construct in the modeling of
user experience in recommender systems [134, 31]. However, this work also acknowledges that
other aspects of intelligent systems such as transparency and serendipity are also important,
and interact with accuracy in complex ways. Focusing on accuracy too much can come at
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the expense of the user experience because accuracy is naturally a reduction of specific more
complex interactions.
One important note is that different domains may have different levels of acceptability
of prediction accuracy. While in a domain such as weather prediction, a user may consider 80%
to be an acceptable level; users in another domain such as electricity usage forecasting may
consider 80% to below the usable threshold. Interestingly this same work found that users may
prefer different models based on the false-positive versus false-negative distribution [103]. It’s
clear that accuracy and associated metrics like false-positive/false-negative ratio are essential
considerations for a positive user experience within intelligent systems.
2.1.2 Transparency
Transparency has become a central issue for intelligent systems, with recent guide-
lines published by the EU that set explainable and transparent systems as a core requirement
[77]. I review the problems that stem from a lack of transparency, I review how transparency
affects the user experience, finally, I review social science theory that suggests how we should
structure transparency and explanation.
2.1.2.1 Folk Theories of Algorithms
A wealth of prior work has explored issues surrounding algorithm transparency in the
commercial deployments of systems for social media and news curation. Social media feeds are
often curated by algorithms that may be invisible to users (e.g., Facebook. Twitter, LinkedIn).
At one point, many users were unaware that Facebook newsfeeds filtered the posts that their
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friends made [62]. These users reacted in surprise and sometimes anger when they were shown
the filtered posts that were ‘missing’ from their newsfeed. Later research showed that many
Facebook users develop ‘folk theories of their social feed [60], which are imprecise heuristics
about how the system works, even going so far as to make concrete plans based upon their folk
theories. This work also showed that making the design more transparent or seamful, allowed
users to generate multiple folk theories and more readily compare and contrast between them
[60].
Other work has illustrated issues regarding incorrect folk theories in the domain of
intelligent personal informatics systems, showing specific challenges in how users understand
these systems. Users are sometimes susceptible to blindly believing outputs from algorithmic
systems, a phenomena referred to as algorithmic omniscience [61, 94, 190] and automation bias
[42, 141]. For example, KnowMe [213] is a program that infers personality traits from a user’s
posts on social media based on the Big Five personality theory. KnowMe users were quick to
defer to algorithmic judgment about their own personalities, stating that the algorithm is likely
to have greater credibility than their own personal statements (e.g., “...At the end of the day,
that’s who the system says I am...”). Similar results were shown in [94]; participants expected
intelligent personal informatics systems to serve as ground truth for their experiences and even
attributed superhuman qualities to these devices, e.g., “...[it] could tell me about an emotion I
don‘t know that I am feeling...”. Other experiments indicate the risk of such trust, showing that
users may believe even entirely random system outputs are moderately accurate [190]. Sim-
ilarly, giving users placebo controls over an algorithmic interface shows corroborating results
[207]; users with placebo controls felt more satisfied with their newsfeed. Similar placebo ef-
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fects were found for heart rate; participants who were given placebo reports of lowered heart
rate performed better than those given honest feedback [39]. Without a standard of transparency
in intelligent systems, it may be possible to deceive end-users into believing false algorithmic
outputs; this is a dangerous proposition when apps can be so easily distributed. However, the
opposite reaction here seems to be possible also. One study indicates that users may not believe
systems that measure and provide information about their own weight [102]. Users of these
weighing systems felt that the fluctuations in measurements were too high, when they were
actually within the bounds of what is expected. In a case like this, the authors conclude that
providing more information about how the system is working and what is considered normal
may allow users to be more accepting of the system.
2.1.2.2 Transparency Effects on User Experience
There is a long history of studying transparency and intelligibility in automated sys-
tems [13]. However, the results often indicate contradictory effects on user perceptions. Many
experiments have indicated that transparency improves user perceptions of the system [56, 124].
Others have shown that interventions that simply showing the system’s prediction confidence
improve users system perceptions [6]. In extreme cases, animations that simulate transparency
can cause users to be overconfident about systems even when they err [69].
Other studies show less positive effects of transparency for user perceptions. Ex-
posing users to a transparent system using descriptive scenarios can lead users to question the
system, resulting in reduced agreement with the system [123]. However, the effect may be the
opposite for high certainty systems—transparency only increases user agreement. Older work
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concludes that any hint of error in an automated system will decrease trust [143]. More re-
cent work indicates other effects; explanations of how a system is working may increase trust
[105], but explanations that include too much information may be harmful to user trust. How-
ever, these undermining effects are dependent upon the amount of expectation violation that a
user experiences. User expectation violation occurs when the system makes a prediction that a
user did not expect [105, 207]. Ideally, transparency should build user confidence in a system,
whether or not the user is experiencing expectation violation. However, it may be that research
communities have yet to find the correct interaction paradigms to achieve this.
Recently, the machine learning community has begun grappling with issues of trans-
parency. This may be due to the rise of more inscrutable methods like deep learning. Some
machine learning models are more straightforward to understand such as linear models and
Generalized Additive Models [128, 216]. These understandable models can be “explained” to
users as the simple linear contributions of their features. Other algorithms such as deep neural
nets and random forests are inscrutable, as they may involve many layers of hidden features
along with complex tuning parameters, making it difficult to explain how input features match
to output predictions [216]. For example, seemingly random noise that is unnoticeable to hu-
mans can cause deep neural network image classifiers to fail catastrophically [76]. Various
approaches aim to make these inscrutable algorithms understandable. These approaches often
rely on approximating the inscrutable algorithm through a simple local or linear model that can
be explained to the end user [129, 173]. However, even with these methods that attempt to ren-
der complex algorithms into more understandable models, there is no clear consensus on how
to convey these models to users in a comprehensible way. Furthermore, many such attempts at
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transparency are not validated; they have not been tested with real users or they simulate user
behaviors [7, 139, 144]. The absence of real user feedback makes it challenging to operational-
ize transparency in ways that positively impact users.
There have been some recent attempts to draw general guidelines for explanation and
broadly human-AI interaction, but they have approached the problem differently. One group
analyzed the literature on this topic to derive 18 principles of good human-AI interaction design
and then tested these principles by having designers evaluate products [4]. Transparent reason-
ing and explanations were included in these 18 principles as essential to successful human-AI
interaction. Another group drew from the psychological literature on human reasoning and at-
tempted to construct guidelines for systems that use explanations to counter human biases. They
applied these guidelines in co-design sessions with clinicians and derived a number of design
implications including allowing for hypothesis generation, integrating multiple explanations,
and supporting coherent factors [211].
2.1.2.3 Explanation and Persuasion Theory
People interact with computers and intelligent systems in ways that mirror how they
interact with other people [146, 171]. Given that transparency is essentially an explanation of
why a model made a given prediction, we can turn to fields such as psychology and sociology
for guidance about operationalizing explanations. These fields have a long history of studying
explanation. One common analysis in philosophy and psychology argues that explanations in-
volve drawing contrasts between facts (what actually happened) and foils (what was expected
to happen). Users may then explore counterfactuals, i.e. what needs to be true for a currently
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unmet expectation to occur (Lipton, Miller). Similar arguments have been made in sociology
that explanations are ‘occasioned’, and should only be produced when there is a discrepancy
between the current situation and what is expected [70]. Another approach is to model causal
explanation as a form of conversation which is governed by common-sense conversational rules
[91] such as Grice’s maxims [81]. In addition, when an explanation is needed and a commu-
nication breakdown occurs this is remedied by a phenomenon known as conversational repair.
Conversational repair is interactional, participants in the conversation collaborate to achieve
mutual understanding; this often happens in a turn-by-turn structure with repeated questions
and clarifications [183]. These theories indicate that we should operationalize transparency in
ways that fit human communication and repair strategies.
Additionally, there are parallels between how people interact with intelligent systems
and theories of persuasion. The Elaboration Likelihood Model (ELM) is a dual process model
of persuasion [161]. The ELM posits that two parallel processes are engaged when a person
evaluates an argument, similar to Kahneman’s conception of System 1 and 2 thinking [99]. The
central processing route involves careful consideration of the argument and complex integration
into a person’s prior beliefs. The central route is often engaged in high stakes decisions. The
peripheral route, in contrast, focuses on heuristic cues such as the attractiveness or status of the
speaker, the listener’s current affect, the number and length of the arguments, and other cues
not directly related to the content of the argument. Prior work on intelligent systems seems to
align with this dual process model [105], people understand systems through peripheral routes
if their expectations are met, only engaging in central processing when their expectations are
violated. This is also demonstrated in the context of Google search suggestions; where users
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can feel the cost of processing explanations outweighs their benefits [24]. Transparency needs
to be operationalized in ways that allow users to understand transparency through both cursory
heuristic routes and also through focused reflection.
2.1.3 Algorithmic Bias and Machine Learning Fairness
Algorithmic bias and machine learning fairness have recently come to public attention
due to high profile incidents like COMPAS’ negative predictions about black defendants [5].
Broadly machine learning fairness strives to address bias by creating algorithms that both treat
people equally and are perceived as fair by their users. Deploying fair algorithms is essential
for creating human-centered intelligent systems. Unfairness can lead to everything from unfair
high stakes decisions about defendant parole [5] to poor user experiences due to a lack of trust
and perceived unfairness (lee big data). When users perceive an algorithm as unfair they may
behave in ways that the system does not intend them to [118]. Other instances of unfairness
such as unfairness in voice systems can diminish user acceptance of such systems.
Friedman and Nissenbaum define computational bias as “computer systems that sys-
tematically and unfairly discriminate against certain individuals or groups of individuals in favor
of others” [67]. In addition, Friedman and Nissenbaum present a taxonomy of biases in com-
putational systems with top-level categories of Preexisting Bias, Technical Bias, and Emergent
Bias. While Friedman and Nissenbaum’s work was prescient in many ways, it is difficult to use
this taxonomy to address algorithmic and data bias problems in practice. Their categorization
also does not point to underlying causes or solutions.
More recent taxonomies of algorithmic and data bias exist and allow us to classify
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problems in ways that suggest how to intervene and correct biases. One helpful taxonomy for
classifying algorithmic and data bias is presented by Ricardo Baeza-Yates [9]. The taxonomy
consists of 6 types of bias: activity bias, data bias, sampling bias, algorithm bias, interface
bias, and self-selection bias. These biases form a directed cyclic graph, where each bias feeds
biased data into the next stage where more bias is introduced. While the cyclical nature of bias
seems disheartening, this taxonomy also provides us with ways to intervene in the bias cycle.
For example, voice interfaces often struggle with strong regional accents [199]. This deficiency
can be classified into the above taxonomy which allows us to suggest corrective actions. The
inaccuracy with strong accents could be due to a data bias; the company trained ASR models
on data that did not include such accents and thus needs to collect that data. It could also be
due to sampling bias for the algorithm, a sample over-representing unaccented voices could
be corrected by using different stratified samplings for training data. The bias taxonomy from
Baeza-Yates provides a common language to discuss problems with bias.
2.1.3.1 Algorithmic Biases In Voice
While biases in voice technologies are modality and domain-specific, they illustrate
many of the common problems that larger algorithmic bias efforts must deal with. As such,
we include this review of algorithmic bias in voice systems here and later review more broadly
the topic of voice interfaces and the specific domain our later work will fall into: language
usage in music. Automatic speech recognition systems may exhibit biases with regards to
different voices and use of language. Tatman shows that different English dialects result in
significantly different accuracy in automatic captions [199]. Other work shows that current nat-
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ural language processing systems perform poorly with African-American English compared to
Standard American English [17, 98]. This may mean that music creators who use their dialects
when titling their compositions may cause their materials to be less accessible than those using
more standard titles. Recent initiatives to create more open and diverse speech datasets for voice
recognition models have yet to bear fruit [142]; nor will these efforts cover every domain. Many
voice applications also re-use training data from applications in other modalities. For example,
voice web search will at least partially exploit text web search data. However, voice queries
are longer and closer to natural language than typed queries [84] so that voice naming may be
atypical of long-form training text.
2.1.3.2 Solutions to Voice Biases and Challenges
As we explored with Baeza-Yates, there are many different sources of biases. These
different sources lead to different approaches to overcoming bias, which we apply to voice
interfaces. In voice interfaces, correcting biases can range from approaches focused on the
interaction model itself to those dealing with the underlying data and algorithms. One approach
is detecting when a user is having speech recognition problems and automatically adjusting the
voice dialogue itself, e.g. switching from an open to a closed form questioning style. Other
approaches may combine voice recognition with on-screen input. Goto et al. demonstrate
this, showing options on-screen in response to uncertain voice commands [78]. However, these
approaches do not necessarily solve problems where the training data itself is impoverished and
particular content is inaccessible. We focus on the identification of inaccessible content and
solutions through data collection.
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One aspect of inaccessible content identification is common in ASR: recognizing Out-
Of-Vocabulary (OOV) terms. Multiple ways are available to detect and deal with out of vocab-
ulary terms. Parada et al. [151] describe multiple ways to deal with (OOV) terms. The first
method, filler models, represents unrecognized terms using fillers, sub-words or generic word
models The second method uses confidence estimation scores to find unreliable OOV regions
[88]. The third and final method Parada et al. describe uses the local lexical context of a tran-
scription region. Other approaches model the pronunciation of OOV terms, see Can et al. [28].
Alternatively, Parada et al. [152] describe how, after OOV regions have been detected in tran-
scriptions, they use the lexical context to query the web and retrieve related content from which
they then derive OOV terms, often names. The above methods for recognizing OOV terms often
assume that the developer has built a specialized ASR from the ground up and can modify it
however they choose. With the advent of large-scale public ASR APIs, this assumption may no
longer be true. In addition, bias studies find categories of problems that would exist even with a
perfect vocabulary. For example, ‘100it racks’is a creative way of spelling ‘hunnit racks’which
is slang for ‘hundred racks’, even a perfect vocabulary in an ASR could at best recognize ‘hunnit
racks’which still leaves a needed bridge between this recognition and the actual song title ‘100it
racks’. Crowdsourcing is a relatively common part of dealing with ASR problems. Data collec-
tion through crowdsourcing can be used to learn pronunciations for named entities [181], and
similar work exists for the generation of search aliases [33]. Ali et al. [3] describe the challenge
in evaluating ASR output for languages without standard orthographic representation; where
no canonical spelling exists. They use crowdsourced transcriptions to evaluate performance
for Dialectal Arabic ASRs. Granell and Martínez-Hinarejos [80] use crowdsourcing to collect
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spoken utterances to help transcribe handwritten documents, combining speech and text image
transcription.
However, before such processes can be applied, we first need to assess potential prob-
lems occurring within a domain, and their prevalence. We can no longer assume voice appli-
cation builders develop their own ASR nor that they have access to the internals of their ASR
service; this creates challenges to correcting ASR errors that require pragmatic solutions. It may
be that there is less accessible content that accesses cultural and linguistic practices that are not
well-supported by current speech solutions. Most ASR systems rely on a language model that
prioritizes high-probability word sequences over less likely utterances. These probabilities are
trained from frequencies of word n-grams in corpora [169]. Probability of co-occurrence is also
a significant predictor of ASR error [74]. For example, a popular track, at the time of writing, is
“Two High" by Moon Taxi. The name of this song is pronounced [tu haI] and can correspond to
three possible English strings: “to high", “too high" or “two high". Of these strings, “too high"
is the most statistically likely, and so when a user asks for the sound string [tu haI], a generalized
ASR system’s language model is more likely to return the written string “Too high." This can
be problematic for named content, creating confusion if the user is asking for a current popular
track “Two High” or an older popular track like “Too High” by Stevie Wonder. While some
ASR APIs accept custom language models and pronunciation dictionaries, these are usually
quite limited. The additional vocabulary words still need to be detected, generated and sup-
plied with a probability. This is especially an issue for domains where creative language usage
is valued (e.g. music, art), or systems used by audiences with diverse linguistic backgrounds.
These errors may require downstream solutions if the developers use off-the-shelf APIs where
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language models are not directly modifiable.
2.2 Domains
Machine learning is now being integrated into many of the systems that we tradition-
ally use (e.g. spelling correction, email composition, product recommendation) but also creating
whole new classes of systems. In order to create more generalizable guidelines about creating
human-centric intelligent systems, I review 3 different domains in which intelligent systems are
used. The first of these is Emotional Analytics, an important ‘quantified self’ domain in which
users track their mood and emotions and use intelligent systems that make predictions and help
users gain self-knowledge about their emotions and mood. The next domain is voice interfaces,
a major benefactor of the recent increases in accuracy in intelligent systems. Voice interfaces
are important, as they are now used by over 46% of United States adults [147]. The final domain
I examine is an example of high-stakes usage of intelligent systems. Learning analytics are in-
creasingly used by higher education institutions to identify and allocate support to students who
are diagnosed as underperforming. Learning analytics may, therefore, have significant effects
on students’ success at college. The fact that they inform funding and support decisions mean
that learning analytics systems may have different requirements around trust and explanation. I
review the 3 aforementioned domains below in order to contextualize the work I later present.
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2.2.1 Emotional Analytics
Chapters 3,5, and 6 focus is on how users interact with intelligent personal infor-
matics (PI) systems. These systems are being increasingly deployed in commercial [219, 163]
and research domains [14, 68, 92, 133, 230]. PI systems track how a person behaves on some
dimension, whether physical, emotional, or mental, and may suggest improvements to this be-
havior through customized feedback and recommendations [92, 166]. Such personally rele-
vant data potentially allows users to analyze and modify their behaviors to promote well-being
[34, 35, 95]. My main focus will be on emotional analytics which has been identified by users
as one of the key applications of PI technology [94].
Emotional Analytics is a subdomain of personal informatics (PI). There are many user
experience challenges within PI, such as how to present negative feedback to users if they are
not living up to the goals they have set [125]. With PI systems there is also a delicate balance
about how much active support for sensemaking the system should provide. Some approaches
have left the interpretation of data and identification of target behaviors that might be changed
in the hands of the user. For example in Echo, the system provides support for recording and
then actively reflecting on their past behaviors. However, the user is then left to derive insights
to make changes and goals outside the system. Other systems attempt to ease this sensemaking
burden by drawing correlations and connections between different behaviors and states that
the user records [14]; however, the burden is still on the user to translate these connections
into actionable behaviors and goals. Finally, some newer systems provide active sensemaking
for the user; they internally model the user state and then use this to make recommendations
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about behaviors and goals that the user should engage in [92, 166]. As we further devolve
sensemaking to these PI apps, it is important that we implement these intelligent systems in
ways that are human-centric.
However, there is clearly more work to be done in this realm. One example of an
intelligent system used for emotional analytics is Monarca. Monarca uses both passive sensing
of activity and self-report from users to predict and forecast mood. This allows patients and their
caregivers to examine these relationships and form insights into what affects the patient’s mood
[54]. The system was deployed for 6 months with a small group of 6 patients and impressions
were recorded [68].
Monarca exhibits the complexity of creating intelligent emotional analytics systems
in a human-centered way. Physicians who used the system did not seem to trust the forecasts the
system created for users [54]. Physicians were not sure how seriously to consider the forecast,
whether to use it to change medication in advance of symptoms or just to use it as another
indicator. Generally, the physicians ended up relying on their own clinical experience rather
than using the mood forecasting for their patients. Patients themselves enjoyed seeing objective
data about their lives but sometimes doubted the accuracy of the measurements. These results
point to the need for further work about creating human-centered emotional analytics systems.
2.2.1.1 Prior Approaches to Modeling Mood
Important for my later research in emotional analytics is mood. A mood is a general-
ized emotional state that is typically described as having either a positive or negative valence.
Moods tend to be longer lasting than discrete emotions such as anger, joy or fear. Moods are
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less specific, less intense, and less likely to be triggered by a particular stimulus than discrete
emotions [114]. Energy is a different concept that relates to the strength of the experienced
emotion [179, 20], and is commonly synonymous with arousal. Mood and energy interact
in complex ways, although there is no consensus about the exact nature of such interactions
[179, 164, 200]. Theoretical and empirical work indicates that reporting both mood and energy
together improves the accuracy of mood evaluations [179].
2.2.1.2 Relationships Between Activities, Mood and Wellbeing
Later I will examine how to create accurate models to predict mood from user ac-
tivities. However, it is important that we understand how this has been accomplished prior to
computational systems and personal informatics. Few studies have modeled how daily personal
activities affect mood; most of these have focused on non-digital contexts. Daily personal activ-
ities have been examined by Stone et al. [196] who developed the Day Reconstruction Method
(DRM). The DRM involved participants writing both about the activities they engaged in during
the previous day, along with their accompanying feelings. Activities with highly positive ef-
fects on mood included exercising, socializing, intimate relations, and relaxing. Activities that
engendered negative moods included doing housework, commuting, and working. However,
other factors that are unrelated to specific activities also affected general mood levels, including
pressure to work quickly and sleep quality. Another study found that people are prone to inaccu-
rately evaluate how normal activities affect mood [218]. People in that study were more likely
to rely on folk theories about mood (e.g., Fridays are happier days, Wednesdays are unhappy)
than their own direct personal experiences.
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A very different approach to understanding and improving mood is the Pleasant Events
Schedule (PES). The PES explores the effects of different activities on mood using a combina-
tion of retrospective reporting and intervention methods. The PES is a behavioral self-report
inventory that focuses on positive events in participants’ lives [132]. In the PES users are asked
to retrospectively report how frequently they engage in various activities and also to rate the
‘pleasantness’ of each activity. For example, seeing old friends is reliably judged as a highly
pleasant activity, whereas physical discomfort is judged to be highly unpleasant [119]. While
participants’ subjective evaluations provide useful information about how different activities af-
fect mood, these evaluations can take place as long as a month after the activity took place. This
delayed evaluation may be problematic, as we know that emotional appraisals of activities and
events change over time; current evaluations are not always reliable indicators of how people
feel immediately after an activity [95, 175, 210].
2.2.1.3 Systems For Tracking Mood That Aim To Change Behavior
Until recently, most PI systems for wellbeing focused on physical health, for example,
tracking goals relating to weight loss by documenting food consumption or daily step count.
The implicit assumption behind these systems is that simply capturing and presenting detailed
records of physical behavior will be sufficient to allow users to change target behaviors to meet
goals. This approach has not always been successful. First, data about daily activities is often
complex, requiring users to interpret multiple streams of time-varying data. Second, much of
the general population has low data numeracy skills, creating challenges for end-users when
making sense of such complex data, and making it critical to design effective end-user analytics
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[160]. A further limitation of basic tracking systems is that they are overly rational; ignoring
both users’ affective reactions to their logged data as well as their emotional motivations for
tracking and changing behavior [41]. It is clear that behavior change applications must facilitate
better sensemaking for personal data.
In addition to systems that promote physical wellbeing, there are now more systems
that primarily focus on emotional wellbeing. Echo was one of the first systems that addressed
emotional reflection for psychological wellbeing [95, 106]. Echo is a digital diary in which
users post about recent experiences as well as their current mood, writing text to explain their
mood evaluation. Echo deployments have shown that both posting and reflection upon prior
posts improve emotional wellbeing. Furthermore, the effects of Echo are long-lasting with
improvements still evident after 4 months [106]. Other work has explored mood-dependent
reflection, showing that reflection on positive memories can elevate a current negative mood,
and that reflecting on negative events when in a positive mood leads those prior negative events
to be more positively viewed [106]. Another reflection application, Pensieve, used a different
design approach; emotional reflection was encouraged by having users reflect on prior social
media content or respond to targeted prompts [156].
Early systems mainly supported manual text entry about mood. Recently, however,
we have seen the emergence of new automatic sensing applications that aim to model mood
based on a variety of automatically detected behaviors. MoodScope analyzes phone usage pat-
terns such as the number of SMS messages, application usage, call frequency, and call length
to infer mood [121]. BeWell is another application that incorporates passive sensing to detect
physical, social, and sleep activities. BeWell blurs the line between physical and mental well-
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being in an attempt to create a holistic system; it aims to explore how different activities affect
mood as well as physical wellbeing. However, experimental trials to validate the models un-
derlying BeWell are lacking [113]. Furthermore, there may be major limitations to approaches
that involve passive data collection. One of the major questions we will examine in Chapter 3 is
the role of active personal data recording compared to more passive approaches such as BeWell
and MoodScope.
These research systems purport to support end-user sensemaking by providing corre-
lations between data streams, e.g. relations between mood and sleep, but a different approach
has been taken in MONARCA [11, 54, 63]. MONARCA is focused on emotional analytics;
it allows bipolar patients to actively track activities and mood to better understand how trigger
activities affect manic or depressive components of bipolar disorder. For example, a patient
might experience more volatile moods if they skip medication, fail to exercise, or sleep poorly.
Unlike many of the prior systems, MONARCA was deployed to a targeted clinical popula-
tion to explicitly test the effects of such analytic support. Seventy-eight participants using the
monitoring-only version of MONARCA showed no significant improvements and even a ten-
dency for more depressive symptoms compared to a control group [63]. While an ongoing
trial is exploring improved analytic support, this MONARCA evaluation highlights the need
for additional work on emotional analytics and a greater exploration of possible benefits for
nonclinical users.
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2.2.2 Learning Analytics
Following the review of learning analytics undertaken by van Barneveld et al. we cen-
ter our work specifically around the usage of predictive systems for academic analytics [208].
These are systems that deal with “extracting information using various technologies to uncover
relationships and patterns within large volumes of data that can be used to predict behavior and
events”. While this narrows the field of academic analytics quite a bit, predictive analytics can
still mean many things within the field. Predictive analytics encompass many different systems
including: early alert systems that predict which students are at risk of attrition, enrollment
management systems that predict future enrollment and return class sizes, adaptive learning to
create online course modules that personalize themselves to students, and many other intelligent
systems [58]. These systems are increasingly deployed; over 70% of surveyed universities in
2018 had already implemented or planned to implement predictive analytics on their campus
[59]. Campuses deploy these predictive analytics to save money through better student retention
and more accurately predicted future class sizes ([58]. However, advisors and other practition-
ers on these campuses are now raising concerns about the usage of predictive analytics in higher
education.
Higher education practitioners are concerned that predictive analytics may impact the
students on their campus in negative ways. Practitioners are concerned that predictive analytics
systems will discriminate, label, and stigmatize certain students [58]. Part of this concern stems
from the ability of predictive analytics to embody societal biases and unintentionally reinforce
them [5]. Another related concern is labeling and stigmatizing; there is a fear that labeling a stu-
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dent as being high risk will unintentionally bias their advisor into treating them differently and
thus create a self-fulfilling prophecy, known within education and sociology as the Pygmalion
effect [176, 204]. There are fears about transparency of these systems also. Transparency here
can mean two different things: the transparency of data collection to students and the trans-
parency of the system predictions to advisors [58]. Even though some companies implement
explanations within their systems, it remains to be seen if these are constructed in a way that
improves the user experience.
It is important to note that none of these studies have directly examined whether
advisors want to use predictive analytics nor how advisors use these systems. There is a lack of
real evaluations in the literature with working predictive analytics implementations in education.
We intend to fill this gap through our study in Chapter 7.
2.2.3 Voice Interfaces
Voice interfaces are computational systems where the primary modality of interaction
happens through speaking. Voice interfaces became relatively mainstream in the 2000s, where
people could call specific telephone numbers and interact with a voice interface in order to
do specific tasks such as booking a flight or checking a schedule [45]. However, these voice
user interfaces were limited to very specific tasks and were not available for general purpose or
more conversational usage. We have recently come into an “Era of Digital Assistants” where
many general purpose devices have digital assistant voice interfaces embedded within them
[45]. In fact, recent studies have noted that almost half of United States adults interact with a
digital assistant each day [147]. I briefly review the structure and technology underlying voice
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interfaces in order to later examine how voice interfaces exhibit algorithmic bias and what we
can do to fix them.
Voice interfaces rely on ASR (automatic speech recognition) systems to enable inter-
action. While different approaches exist, some recent deep-learning ASR systems for example
directly map audio to characters, ASR systems are often made up of three different models
[169]. The first, the acoustic model, translates the spoken language into distinct units of sound
called phonemes; sounds that make up a language [111]. These phonemes are then mapped
to words using the second model, the lexicon. For example, the English word “cat" has three
phonemes: a [k], [æ], and [t], transcribed together as /kæt/, the lexicon would associate these
sounds back to the word “cat”. Finally, these words are evaluated and changed according to the
language model which is a probability distribution over word sequences.
Speech recognition has recently improved to the point where claims of human parity–
in standard speech evaluation tasks–are beginning to surface [221]. However, this does not mean
that ASR is a solved problem. Specific types of commands and words can still be hard to recog-
nize. Each ASR technique, from neural networks to HMMs, comes with specific strengths and
weaknesses [43]. Difficulties can be created by factors like disfluencies, repetitions, extreme
prosodic values (e.g. pitch), and pairs of similar sounding words (e.g. ask/asked, says/said);
regional accents and individual differences in pronunciations present additional problems [15].
Specific domains come with their own problems and potential consequences; see Henton’s dis-
cussion of ASR problems in recognizing medical terms in patient report dictation [90].
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2.2.3.1 Creative Online Language Usage
Chapter 4 examines how these voice systems can be biased against users because
of the users specific ways of speaking and creative choice of language. Here I review use of
language that pushes the bounds of traditional speaking and writing and also how music and
language are inherently tied.
Non-standard usage of language and symbols is a common practice when communi-
cating. Text messaging does not always follow standard spelling and grammar [202]. Features
like emojis are used in variety of functions ranging from adding shared meaning to making
an interaction more engaging, complementing or even replacing text [40]. Similarly, online
l33tsp34k, replaces letters with digits or other ASCII symbols, and has been around for decades.
Even with minimal exposure, people are readily able to translate words in their ‘l33t form’[159].
While the practice in art dates to at least the 1920’s (see e.g. the Dada poem w88888888 [185]),
l33tsp34k’s origins aimed to make content harder to automatically process. This allowed to
circumvent filtering of ‘forbidden words’ [159].
2.2.3.2 Language and Music
Language and music have a complex, intertwined relationship. Verbal language is in-
tegral in many types of music, music itself can be seen as language, and specific language is used
to describe music; each of these constitutes its own whole field of study [64]. People use lan-
guage to indicate belonging to specific social and cultural groups. Focusing on a Texas country
community, Fox [66] discusses music as a identity preservation tool, emphasizing the impor-
tance of preserving linguistic forms, rather than solely meanings. Mastery of a specific language
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can tie a speaker to a community; Cutler et al. [44] describe the phonological, grammatical, and
lexical patterns that together form the linguistic style of American hip-hop. Additionally, Cutler
explores the blending of local influences, including code switching with languages and dialects
in Western European hip-hop. Such blending is also described by Dovchin [55] and exists in J-
Pop blending English with Japanese lyrics, citing Western influences [140]. These cultural and
linguistic practices have consequences for voice interactions. Differences in language use in
different genres could cause differences in the accessibility of their content. Unintended biases
can arise in what is not accessible.
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Chapter 3
Improving Accuracy in Intelligent Systems
Intelligent systems have fundamental differences from traditional technical systems
as evidenced by the creation of new guidelines for interaction with intelligent systems [4]. Often
intelligent systems are making predictions or modeling phenomena; these systems do this using
statistical and probabilistic techniques. This usage of probabilistic techniques introduces an
important new factor in the user experience: accuracy. Accuracy is a measure of how often a
system is correct or incorrect in its predictions of some phenomena. Systems with poor accuracy
lead to a poor user experience [195]; they waste user time because the user must constantly be
evaluating whether they agree with the system, as well as dealing with sometimes costly system
errors. In order to remove this barrier, and create a positive user experience we should make our
intelligent systems as accurate as possible. Studies have shown that user perceptions of accuracy
and trust correlate to both more usage of the system overall and more usage of features that are
predictive [92]. In this chapter, I explore what it takes to make an accurate intelligent system in
an important domain, that of emotional analytics.
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3.1 Introduction: Why we Need Accurate Mood Models to Pro-
mote Mental Wellbeing
Many mobile healthcare applications aim to improve both physical and mental well-
being, taking a behavior change approach [125, 95, 121] by supporting detailed monitoring of
target behaviors, such as diet, mood or exercise. The goal of these healthcare applications is
to enable users to derive insights about the consequences of specific behaviors on their health.
These user insights can then inform decisions about appropriate behavior modifications to im-
prove personal health.
The first wave of personal healthcare systems focused on simple behavior tracking.
The ubiquity of mobile phones provides a straightforward way for people to monitor health-
relevant daily behaviors to better understand how these might be improved. For example, a
user experiencing sleep problems might employ an application that allows them to log multiple
sleep-relevant factors including exercise, diet, social activity, bedtime, work habits and so forth.
By analyzing the effects of each of these factors, this sleep-deprived user it is argued should
then be able to determine which of these trigger factors have critical impacts on sleep. In an
ideal world, this careful analysis of system data should allow users to modify their behaviors
to improve sleep. While there have been important successes with such monitoring systems
[12, 27], they have crucial limitations. One critical issue is that these systems place heavy
analytic demands on users. For example, users may struggle to disentangle what behavioral
triggers affect their sleep, because there are so many possible factors, including exercise, social
interactions, diet, bedtime, and more [162, 23, 25]. Users may also have further difficulty in-
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terpreting the results of multi-factor tracking because factors can interact in complex ways. For
example, it may be hard for users to generate the insight that a combination of minimal exercise
and a late bedtime are maximally disruptive for sleep if neither factor alone is deleterious. But
how can we better support the majority of users who lack the advanced data analytic abilities to
interpret time-varying data with complex interactions between behavioral triggers [160]? This
paper argues that such systems must provide user-centric data analysis tools allowing people
to reason about these complex relations between triggers and target behaviors. In other words,
these systems must support analytic sensemaking.
One response to the need for sensemaking has been to propose new types of analytic
tools that provide interpretive support for complex personal health data. One class of tools of-
fer simple visualizations illustrating correlations between trigger activities and health behaviors
[65, 97]. Other systems provide natural language summaries describing how triggers are af-
fecting target behaviors [14]. However, there are limitations to these approaches. For example,
these systems tend to explore simple relations between trigger activities and goals (e.g. late
bedtime affects sleep), whereas in many cases there are complex interactions between multiple
variables (low exercise combined with late bedtime reduces sleep) [162, 23, 25]. And even when
users do correctly interpret the effects of combined behavioral triggers this does not guarantee
behavioral improvements. Sensemaking is necessary but not sufficient; it must also be supple-
mented by a remedial plan. To return to our example, simply understanding that bedtime and
exercise together influence sleep is not enough to positively change behavior. Rather, users also
have to plan effective new ways to change those two behaviors to achieve positive effects. For
example, a user might decide they need to implement a combination of an early bedtime of 10
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pm, allied with an exercise regime of at least 8000 steps to promote a good night’s sleep. Other
work has shown that such remedial planning works best if plans are concrete and executable
[75], but such requirements are not always straightforward to satisfy.
Given these dual requirements of sensemaking and remedial planning, we explore a
different approach to behavior change in personal healthcare systems. Our novel approach uses
predictive algorithmic modeling to provide recommendations to users about how to modify ac-
tivities to promote effective behavior change. Rather than devolving the burden of analytic
sensemaking and devising remedial plans to users themselves, instead we scaffold both these
processes. To aid sensemaking, we provide predictive end-user models. These models allow
users to straightforwardly determine which trigger factors affect their wellbeing. More impor-
tantly, we also offer users actionable recommendations about what remedial actions they might
undertake to positively change behavior. Our system addresses emotion regulation through the
use of activity planning. It is well known that people experience major challenges in regu-
lating their emotions; this has important consequences for emotional wellbeing. People are
typically poor at predicting future emotions [72]; they overestimate the impacts that recent neg-
ative events will have on long-term affect. They also find it difficult to choose future activities
that will improve long-term wellbeing [203]. Finally, when in a distressed state, many people
tend to recall negative information rather than enhancing mood by remembering positive events
[106, 215]. People who have difficulty overcoming these affective biases can experience severe
negative consequences for their mental and physical wellbeing [41, 37, 206]. Access to algorith-
mic insights about one’s own mood could alleviate these problems, especially if accompanied
by remedial methods to positively improve mood [106]. These algorithmic insights may help
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users regulate mood by providing recommendations that are not tainted by the affective biases
everyone experiences. Supporting mood regulation with software is promising, but relatively
little research attempts to provide this mood regulation support for the general population.
To help people better understand and regulate their emotions, we designed and im-
plemented a mobile phone-based system called EmotiCal (Emotional Calendar, see Fig 3.1).
Unlike many off-the-shelf applications, EmotiCal goes beyond simple mood and activity track-
ing. It supports predictive emotional analytics to help with sensemaking, allowing users to
better understand how specific everyday activities influence their mood. EmotiCal also helps
users generate remedial plans which take the form of personalized recommendations about new
behaviors to improve mood. Elsewhere we describe a 3-week intervention study demonstrating
how engaging with EmotiCal’s predictive analytics improves wellbeing and increases users’
sense of control over their emotions [92]. In addition, users who engaged with EmotiCal’s
emotion forecasting and remedial activity recommendations were more successful at choosing
activities that improved their mood [92]. The current paper instead focuses on system design,
specifically the underlying mood modeling that underpins both sensemaking and remedial plan-
ning. To develop these models, we examine users’ active evaluations of trigger activities that
users believe affect mood, as well as the explanations they provide of how these factors influ-
ence mood. Trigger activities are common social, work and health-related behaviors. Users
log how often they engage in such activities within the application, and also provide informa-
tion about each activity’s effects on mood, e.g. a good night’s sleep might enhance mood. We
explore how these logged activities and explanations can be used to predict mood. Accurate
mood models are critical to facilitating user sensemaking. With accurate mood models, users
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are able to better understand the factors underlying mood because of the reliable relationships
those models capture between trigger activities and mood. More importantly, accurate mod-
els are necessary to provide compelling recommendations about remedial activities users might
perform to improve mood. We explore exactly what types of data are needed to generate these
models and what system designs might promote the collection of such data. While our focus
here is on emotion regulation, the insights we generate have direct implications for a broad class
of quantified self and behavior change systems that aim to help users gain insight into, and hence
modify important personal behaviors. This paper describes how we developed accurate mood
models to support sensemaking and remedial planning. Data were derived from deployments of
the EmotiCal system with 70 total users who generated 2,875 log files to provide this data. One
critical question we wanted to address was the role of active user evaluation. In our procedure,
users actively engaged in reflecting about their mood and trigger behaviors in contrast to recent
automatic approaches [121, 113]. This active reflection involved identifying which activities
affect mood, weighing the effects of those activities, and generating explanations for those ef-
fects. This active user approach generates rich, systematic data but imposes additional logging
burdens on users. Given these burdens, in addition to examining the role of active reflection, we
also assess the additional effects active data collection has on model accuracy.
We were also interested in individual differences between users; as it may be that
certain classes of triggers have very different effects on different users. For example, for some
people, activities related to work may be critical in determining their mood, whereas for others,
their social behaviors might have much stronger effects. Our study explored these differences.
Finally, we were interested in the effects of temporal context on mood. One’s current mood
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may be highly influenced by anticipated future events, such as an upcoming vacation, or by past
events, such as a recent family reunion. We wanted to assess the contributions of recent past
and upcoming future events on current mood.
We address the following questions:
• Explanatory Models for Mood: How do we derive accurate mood models? How do differ-
ent sets of trigger activities, specifically social, health, and work, affect mood? Additional
questions include: Does active user reflection about activities improve mood models? Do
user explanations also improve models? Are there individual differences between users?
How do past and future events affect current mood?
• System design: Based on the above models, how might we design effective systems to
better track, capture, and predict mood? What types of data are needed for accurate
modeling? What system design features allow such data to be collected?
3.2 Methods
3.2.1 EmotiCal System Overview
EmotiCal users actively record mood, energy level, and up to 14 trigger activities that
users believe have influenced their mood. For example, they can track social interactions (e.g.,
time spent with a friend or coworker), aspects of physical health (e.g., sleep or exercise), and
work activities (e.g. meetings) to log these activities’ effects on mood. EmotiCal also encour-
ages active reflection by evaluating exactly which activities have affected their mood. EmotiCal
also prompts users to generate short explanations of how and why they think those activities
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have affected mood. This active reflection has been shown to be important for behavior change
[53, 95]. EmotiCal uses this logged information about mood and activities to create an individ-
ualized mood model for each user, predicting how different trigger activities influence the user’s
mood. Users are also encouraged to report energy levels separately from mood valence as this
has been shown to provide more accurate information about one’s emotional state [180, 179].
Fig 3.1 illustrates the main functions of EmotiCal. The left-hand panel shows the
landing page visualization for EmotiCal users. This visualization allows users to engage in
affective forecasting about their future mood, as well as sensemaking analytics to plan future
remedial activities to improve mood. The center panel shows the mood-monitoring interface
with options to rate mood and energy level, as well as contextual information, e.g. time and
location. The right-hand panel shows the UI for evaluating trigger activities that led to current
mood (e.g., that food had a positive impact on current mood). There are a total of 14 pos-
sible activities the user might select as affecting mood, although not all are shown in this UI
view. Models of the relations between these activities and mood are used to generate recom-
mendations about potential remedial plans shown in the left panel. We discuss mood scales and
trigger activities in more detail below. EmotiCal uses this historical monitoring information to
predict each user’s expected general mood for two upcoming days. Past and future expected
moods are presented to users in a visualization (see left-hand panel of Fig 3.1). Sensemaking
and remedial planning are supported through interaction with this visualization. Users are en-
couraged to actively manipulate their future mood by adding recommended mood-enhancing
activities to their schedule. Two slots (+s) are displayed above the visualization showing moods
of today, tomorrow and the day after tomorrow. Users can click on a slot and see a list of
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Figure 3.1: EmotiCal System Components. The first screen shows the mood-forecasting com-
ponent. The second and third screens show parts of the logging.
recommended activities. Recommendations are derived from a user’s logs (history-based) or
their psychological needs profile (needs-based). History-based recommended activities are de-
rived specifically from the user’s own past data; this allows EmotiCal to propose actions that
the user’s own logging data indicate have positive past relationships with mood. Needs-based
activities are generated by profiling each user’s psychological needs as assessed using the Basic
Psychological Needs Scale (BPNS) [47], and generating activities that meet those needs. This
paper focuses on history-based profiling as these recommendations are directly derived from
modeling.
After selecting a recommended activity by pressing a ‘+’ above the visualization,
users are prompted to schedule that activity. Past research shows that concrete implementation
intentions improve the likelihood of following through with a plan [75]. Textual feedback then
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User ID Recommendation Activity User Explanation of An-
ticipated Mood Benefits
of Planned Activity
80126 History-Based Food It helps me gain more
energy and feel happi-
ness. I will go to my
favorite restaurant around
6pm tonight.
42968 History-Based Work I feel that I should do
some work toward writ-
ing daily, not only does
it keep up my abilities as
a writer while I’m not in
school it also feels like
what I should be doing.
Table 3.1: Remedial Plans Created by Participants. These remedial activities were recom-
mended by EmotiCal based on the user responding positively to this activity in the past.
summarizes the activity plan (e.g., “At 9am tomorrow, I will go for a run.”). The user then
writes a brief description of the expected benefits from engaging in that activity and any ad-
ditional planning information necessary; prior work again shows this to improve intervention
effectiveness [206]. After finishing activity planning, the visualization then updates to show the
predicted changes in mood resulting from adding the new action. In Table 3.1 are two examples
of planned remedial activity entries showing sources of activity recommendations derived from
log file modeling. The Activity column shows the type of mood boosting activity planned, and
the Explanation column shows user-generated expectations of how activities will help along
with anticipated benefits. Thus User 80126 plans to boost mood by scheduling a Food related
activity involving going to her favorite restaurant at 6pm that night and 42968 plans to write
each day to master that important skill. EmotiCal recommends user-specific enjoyable activ-
ities; adding an activity increases the expected mood for the planned day. For example, User
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42968’s Work activity plan of daily writing would increase his estimated mood for the next
day from ‘slightly happy’ (+1 on the mood scale) to ‘happy’ (+2 on the mood scale) on the
later-explained full mood scale of -3 (very negative) to 3 (very positive). The magnitude of this
estimated mood change is calculated by the mood models we describe in this paper.
We now turn to our system deployment in which users used EmotiCal to monitor their
emotions and activities over a 3-week period. 4.2 Mood Monitoring, Energy Level and Trigger
Activities EmotiCal monitoring involved users logging information about mood and trigger
activities that potentially contribute to current mood, and actively weighting the extent to which
that trigger affected mood. Users also generated short text benefit descriptions explaining how
and why they thought those triggers activities affected their mood. EmotiCal prompted users to
create at least 2 mood entries per day with notifications that encouraged them to submit at least
one morning entry and one evening entry. Prior research using similar methods indicated that
allowing users to make entries on their own schedule led to more carefully considered entries
and better compliance than system-generated prompts [95, 106]. However, this approach may
preclude users from recording in specific situations, if they are stressed, busy or engaged in
social interaction [95, 106]. Users were prompted via automatic text messages if they did not
spontaneously submit a minimum of 2 entries per day.
Making a mood entry was lightweight and could typically be done in about 40 sec-
onds. To create a mood entry, users first make a simple mood valence and strength decision,
choosing a mood ranging from -3 (very negative) to +3 (very positive) (see center panel of Fig
3.1). This scale is similar to the valence row of the Self-Assessment Manikin (SAM) though
extended to 7 ratings rather than 5 [21] to allow for finer mood granularity. Similar to SAM,
47
Figure 3.2: Users record which trigger activities influenced their current mood on this screen of
the application
we showed a face that changed as different moods were selected. Following prior work, we
also included energy level evaluations to increase the precision of mood ratings (e.g., a cheerful
emoticon may have a connotation of excitement when the user wants to convey feeling calm)
[180]. Energy ratings ranged from -3 (low energy) to +3 (high energy). Users could also op-
tionally change the time and date of the entry or set a location (Home, Work or Other).
After selecting mood, users were prompted to engage in active mood analysis. Users
were asked to identify which of 14 possible trigger activities influenced their mood and to rate
that influence on a scale of -2 (negatively impacted mood) to +2 (positively impacted mood).
The (-2, 2) scale was based loosely on the Positive Events Schedule [132], we extended this
from a 3 item rating to a 5 item rating in order to allow users provide more sensitivity for our
modeling algorithms. Users could choose as many activities as they felt were relevant, although
most users chose relatively few per entry. The mood-analysis component of the UI is shown in
Fig 3.2.
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The 14 trigger activities that we incorporated into the system for mood analysis were
identified from three different sources: a log file analysis from a previous study of mood-
tracking [106], surveys (n=39) and interviews (n=12). In each of these contexts, informants
were asked to identify activities that affected their mood. By far the most frequent trigger ac-
tivities discussed were food, sleep, exercise and general social activity. However in addition to
these common triggers, all informants mentioned several more esoteric personal activities that
also had emotional impacts. Informants discussed the effects of highly customized, specific ac-
tivities such as particular leisure activities (e.g., knitting) or socializing with a particular person
(e.g., a romantic partner). These esoteric activities fell into three main categories: leisure, work
and social domains, with informants generally mentioning more social factors than leisure or
work triggers. Survey respondents who described work largely emphasized negative impacts on
mood. Given the goal of EmotiCal was to use log files for positive activity recommendations, we
prioritized customized leisure options in order to motivate the later activity recommendations.
A final class of triggers fell outside these three domains, for example alcohol intake, menstrual
cycle, or finances. To account for the wide range of other triggers for mood, we included 2
custom options. All participants were given an instructions document that explained how to set
mood triggers, and discussed with a researcher in an onboarding phone call the trigger creation
process. Participants were instructed to not change triggers once they were initially set.
This requirements data informed the design of the EmotiCal UI for tracking and ana-
lyzing triggers, where there were 3 main classes of trigger.
• Default activities: The UI first probed the four commonly reported default trigger activi-
ties (food, sleep, exercise, general social activity).
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• Non-default: Then, to address the issue of esoteric triggers, we also allowed people to
track non-default activities. Following our requirements analysis, and to provide users
with some guidance, we explained during setup that non-default activities could be of
three general types, work, leisure and social, and we provided some examples. A user
could therefore decide that ‘Playing Music’ was often important for their mood, and so
we allowed them to set it as a non-default trigger activity. Or they could decide that
‘Processing Email’ was a work activity that affected mood and decide to track that.
• Custom: Finally, because we did not want to restrict users, we also told them that they
could also define other Custom activities that did not fall into these prior categories.
To ease tracking, non-default and custom activities have an editable title. Thus trig-
gers discussed above might show up in the system as ‘Leisure 2 (Playing Music)’, or ‘Work
1 (Processing Email)’. Overall users could set up to 10 customized triggers of which 3 were
social, 3 were leisure and 2 were work, and two were totally uncategorized, motivated by the
triggers identified in our initial requirements samples.
After choosing activities that affected their mood, the UI encouraged users to submit
a brief free-write explanation about how those triggers activities impacted their mood (e.g., “I
really love the TV shows I watch. Class today was too demanding and draining.” – User 13489).
Again, data entry was lightweight and took around 40 seconds on average, as users tended to
select a small number of triggers (Mean=2.3, SD=1.21). For the trigger activities UI, see Fig
3.2.
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3.2.2 Users
Ninety-two users were recruited through Craigslist, Facebook, Quantified Self fo-
rums, university classroom announcements and flyering. Users were eliminated from our anal-
ysis if they were noncompliant, which we define as entering fewer than 10 entries over the
course of the three-week study. This criterion eliminated 22 users from our analysis, resulting
in 70 compliant users. These compliance levels are consistent with those reported in similar
[95, 93]. The final sample consisted of 48 females and 21 males and 1 unspecified person,
(Mean age=30.7, SD=10.26). Users received a $20 Amazon gift card as compensation for par-
ticipating.
3.2.3 Procedure
Users were told that the research goal was to beta-test a new technology to help reg-
ulate mood and improve wellbeing. Users first completed an online pretest, consisting of a set
of surveys to assess emotional wellbeing and behavior frequencies with enjoyment ratings for
those behaviors [92]. We then emailed users a web-link to EmotiCal with login information.
To maintain user compliance, researchers individually contacted users by text and phone within
the first week; this ensured that users were consistently submitting entries and addressed any
technical errors or confusion over study instructions. We also scanned server logs to confirm
that users were indeed making daily entries, correctly following instructions and were not sub-
mitting records that would raise concern (e.g., self-harm). We contacted users to answer the
post-test survey three weeks after the start date; they were debriefed, thanked, and given the op-
portunity to delete or modify any data they wished to keep private before data analysis. Overall
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users generated a total of 2,875 logfiles.
3.3 Results
Accurate mood models are necessary to support compelling activity recommenda-
tions. If models are perceived to be highly accurate, users are more likely to engage with the
system and use its recommendations [92]. Multiple different types of data potentially affect
our models, including trigger activities, user explanations, and individual differences. We now
explore the effects of each of these different types of information to model mood, with the aim
of developing the most accurate models possible.
3.3.1 Modeling the Impact of Activities on Daily Mood
Mood ratings were recorded on a 7 point scale (-3 to +3). We chose regression rather
than classification based machine learning to better quantify the exact contributions of each
feature towards mood. Regression models were trained using Ordinary Least Squares regression
from the statsmodels Python library [186]. Feature selection for textual models was done using
scikit-learn [155]. All R2 reported are adjusted for the number of features.
We first analyze trigger activities that users logged. Next we examine the textual
explanations associated with each mood post, in which users analyzed how and why they felt
that those activities would benefit mood. Finally, we explore individual differences in how
different activities affect mood.
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3.3.2 Activities are Critical for Explaining Mood: Health and Social are Impor-
tant
We begin by regressing on the 14 trigger activities in order to predict overall mood
across all users. The model was highly predictive R2 = .434 and highly statistically significant
(p < .000001). We refer to this model in Table 3.2 as the Activities model because it solely
uses the trigger activities that users record. In order to compare beta coefficients of activities
in this model, trigger activities, and mood were both normalized to [0,1]. The regression was
calculated using all the entries created across users. These coefficients are graphed in Fig 3.3.
We examined the model to determine which types of activities most affected mood, by exploring
the relative weightings of the activity categories on the overall model. The beta weights for
the different categories are shown in Fig 3.3, indicating that users felt that most activities had
positive effects on mood. All 14 factors were significant at α= .001.
The next critical question we wanted to address was the role of active user evalua-
tion. In our procedure, users actively evaluate and weight the role of trigger activities; they
determined both which activities affect mood, as well as weighting the effects of those chosen
activities. How critical are such active weightings for generating accurate models, as opposed
to less burdensome automatic approaches that track activities automatically? The accuracy of
the model appears to result from users’ active appraisal of the extent to which activities af-
fected mood, rather than the simple fact that they engaged in these activities. For example, a
user simply recording that they slept is not highly predictive of mood. In contrast, adding the
user’s active appraisal informs us both how well they slept and how that user feels that sleep
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Figure 3.3: Coefficients of Trigger Activities Predicting Mood. Bars indicate the standard error
of each coefficient
affected their mood. User 86753 does this exactly in one of their entries “I got enough sleep last
night, . . . so I am in a good mood.” To evaluate the model difference between active evaluation
of activities and simple presence/absence of activities, we removed the self-evaluation in user
entries; we did this by mapping the [-2,2] scale for activities to a simple binary [0,1]. Ones
replaced any non-zero entry and zeroes remained, representing an effect/no effect contrast. In
other words, we ignored all weightings and treated all cases where users rated an activity as
equivalent. We then calculated the relationship between mood and these binary effect/no effect
features. This model without active evaluative weightings loses nearly all its predictive power,
resulting in an R2 = .037. Active user weighting is therefore critical for accurate mood models.
In order to better compare differences between different classes of activities, we con-
structed a hierarchical model that aggregates the data from the 14 individual trigger activities
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Figure 3.4: Category Model Predicting Mood. Bars indicate the standard error of each
coefficient
into superordinate categories. We did this by combining the effects of the different health re-
lated activities, so that sleep, food, and exercise trigger activities were aggregated into a com-
mon ‘Health’ category. Likewise, we combined other activities into Work, Social, Leisure, and
Custom. We modeled the relations between these superordinate categories on mood, to deter-
mine the mood effects of each. The model using superordinate categories was again highly
predictive with R2 = 0.414, p < 0.000001.
We then calculated significant differences between the superordinate categories; we
did this by comparing the Pearson correlations between pairs of Activity triggers and mood
while controlling for the correlation between each pair. Overall Health and Social factors have
a larger impact than all other factors. There was no difference between the effects of each of
the other activities. The other 3 activities: Work, Custom, and Leisure, were not significantly
different from each other. This result supports Parks et al. [154] whose users reported that
developing and maintaining social relationships was the most important and meaningful activity
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Type(s) of Data Included
in Model
R2 Significance
(p-value)
Activities .434 < 0.000001
Explanations .442 < 0.000001
Activities + Explanations .565 < 0.000001
Activities + Explanations
+ Individual Differences
.613 < 0.000001
Table 3.2: Contribution of Different Types of Information to Predicting Mood
for user happiness.
Our primary goal was to develop as accurate model of mood as possible to enable
sensemaking and remedial planning, where planning requires proposing specific activities. We
therefore return to the original 14-factor Activity model to explore other factors that contribute
to mood. The next factor we examined was user explanations.
3.3.3 User Explanations Improve Mood Models
In addition to actively weighting activity categories, users also added a short text
description explaining how and why specific activities affected mood. Below are a few examples
from users:
• “I woke up feeling really sick and then dealing with an hour commute on public transit
made me feel worse” [User 10606]
• “I had four meetings today but being around my friends made it a little better.” [User
13489]
• “Secured a much coveted freelance gig” [User 71153]
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We analyzed the text in the user explanations to determine whether it offered informa-
tion that improved our prior activity based mood models. We took two approaches to analyzing
this text in these explanations. The first approach used Linguistic Inquiry Word Count (LIWC).
LIWC is a tool that analyzes individual words and categorizes them into different linguistic cat-
egories, e.g. the words ‘hate’, ‘fear’, and ‘rage’ are all classified by LIWC as negative emotions
[158]. Using LIWC, we first analyzed the percentage of words that mentioned positive (e.g.,
happy, enjoyed, bliss) and negative emotions (e.g., sad, depressed, angry). Overall, 6.79% of
total words were positive and 2.03% were negative. Sixty-six and a half percent of explana-
tions contained positive and 25.3% negative words, with 15.4% containing both. We wanted
to see the extent to which providing explanations that referred to positive or negative feelings
predicted users’ mood judgements. So for each user explanation we determined the percentage
of words within each explanation that were negative and the percentage that were positive and
regressed this against the mood rating. Use of positive or negative emotion words was indeed
related to mood in a multivariate regression model, R2 = .18. Adding these linguistic categories
to the Activity model, led to a modest improvement in that model from R2 = .434 to R2 = .474.
However, one limitation of LIWC is that it relies on fixed mappings between specific
words and predefined emotional categories. However, people often talk implicitly about their
emotions [10]. To address this implicit expression of emotion, we next modeled language in
posts using unigrams in a second analysis. Unigram modeling examines whether the use of
specific words by users correlates with changes in mood. Using unigrams also improved the
basic activities model, but this time more significantly. Unigrams of user explanations alone
generates a highly predictive model (R2 = .442) and adding unigrams to the Activities base
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Feature Coefficient
negative -3.980933
issues -3.033704
negatively -2.87173
all -2.37859
don [don’t] -2.349698
sick -2.168835
headache -2.075584
not -1.993266
able 1.600763
didn [didn’t] -0.883192
with 0.74027
tired -0.492941
enough 0.416083
Table 3.3: Unigram Correlations with Mood from User Explanations After Removing LIWC
Words. Many of these unigrams point towards the importance of implicit emotion recognition
in text.
model improves it by .131 to R2 = .556. We denote the added unigrams of user explanations as
‘Explanations’ in Table 3.3.
We hypothesized that this additional improvement with unigrams occurred because
implicit emotions in users’ text entries might be missed by LIWC. To examine this, we iden-
tified the top 30 most predictive unigrams chosen by F-score. F-score is a common way to
measure feature importance [32]. After excluding 1 proper name, we subtracted the intersec-
tion of the top unigrams with the list of words that LIWC categorizes as positive or negative
emotion. This allowed us to identify terms not captured by LIWC classification. This subtrac-
tion left us with 13 unigrams in Table 3.3. Following Goyal et al. [79] we note that many of
these unigrams are implicit expressions of events related to negative emotions. For example,
negatively weighted terms refer to experiences such as having a ‘headache’ or being ‘sick’.
These negative experiences are likely to affect our emotions negatively even though they aren’t
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an explicit expression of emotion. In the same way, positively weighted terms such as ‘with’
may refer to important social experiences or ‘able’ may express competence, both of which are
important for psychological wellbeing [47]. Such expressions would not be captured by LIWC,
nor would they be captured by the Activities analysis, which focuses on specific (generally
positive) activities. However, it’s clear these Explanations provide valuable data for our mood
models.
3.3.3.1 Individual Differences
We explored model personalization to see whether incorporating individual differ-
ences would further improve model quality. During the deployment, we built individual regres-
sion models on a per-user basis rather than using the general models trained across all partic-
ipants mentioned above. Combining and averaging the metrics of these 70 individual models
gives us a rough picture of how they performed. Averaging the R2 of the 70 individual models
resulted in a R2 of .45 with a standard deviation of .19. However, creating a model for each
individual user has both advantages and disadvantages. One major disadvantage of creating
individual models is the cold start problem [184]. User models don’t become accurate until
they accrue enough data, which may take weeks. An alternative to this is to use the previous
generalized Activity model and add a feature for each user.
To account for individual differences we use our general Activities model but add a
binary feature for each user into the overall model, therefore adding 70 binary features. One
unique binary feature of these 70 is set to 1 for each entry, depending on which user made the
entry. The linear regression then learns a baseline for each of these 70 binary features, i.e. each
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user. The binary feature denoting each user essentially acts as an individualized intercept. This
model takes into account individual differences in base mood and increases the general model’s
R2 to .515. This is notably higher than the initial Activities mood model where R2 = .434. Table
3.2 shows that when we added Individual Differences to the Activities plus Explanations model,
the R2 increased from .565 to .613.
3.3.3.2 User Subgroup Modeling
Another way to tackle the cold start problem is by segmenting users into groups and
building group mood models. This could allow a system to quickly categorize a starting user
and provide them with an accurate model from the group. For example, one group of users’
mood may be affected primarily by Social and Work Activities, whereas for others, mood may
depend on Health and Leisure. We analyzed the group structure in our population using k-means
clustering. Recall that each user provided a subjective emotional appraisal of some of the 14
activities for each entry; this appraisal ranged from -2 (very negative) to +2 (very positive).
We applied Principle Components Analysis (PCA) to this data set to reduce the number of
extraneous features. Following standard methods, the number of principal components (n=2)
was chosen through examination of the scree plot [96]. The principal components of each user’s
activity evaluations were clustered using k-means. The number of clusters (k=3) was chosen by
its silhouette score [177]. Silhouette scores were generated from k=2 to k=10 and were highest
at k=3, averaging .72 from a maximum score of 1. A silhouette score of .72 indicates that a
strong cluster structure has been found [127]. Figure 3.6 illustrates the clusters that resulted.
We see marked differences between the clusters as indicated by their mean subjective
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Figure 3.5: Mean Scores for Activities from Different Clusters Showing Differences in Aggre-
gate Ratings by Cluster
Figure 3.6: Cluster Distribution as Illustrated by the First Two Principle Components
scores for the activity categories in Figure 3.5. One of the clusters (shown in blue) is generally
less positive about the activities they engage in than the other two clusters. The other two
clusters (red and green) are generally more positive but differ significantly on a few categories
(Work 2, Social Company 2, Leisure 2).
We then used these clusters to build group models for mood. We anticipated that these
models would improve the accuracy of the generalized mood model across all users by taking
advantage of the differences we saw in how those groups of users evaluated different activities.
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We used the same features and process as the Activities model, and we trained mood prediction
models at the cluster level. This resulted in three cluster models with varying R2 of (.426, .421,
.470). Models trained on random subsets of equivalent size to the clusters had R2 = (.450, .438,
.422). As an additional test, we added the cluster labels back into the original regression as
a feature; this only improved the original R2 by .005. Despite the good separation of clusters
according to the silhouette score, we fail to find cluster specific regression models that improve
on the generalized models. It may be because clusters are redundant with information already
present in our models.
These prior mood models have all taken a situational perspective, that mood is af-
fected solely by activities that have occurred immediately prior to the mood judgment. However
prior studies suggest that mood might also be affected by non-proximal events [106], which we
now explore.
3.3.3.3 Inertia and Anticipation Have Small Effects on Mood
We went on to examine the inertia of everyday activities on mood. Our prior analyses
looked exclusively at effects of current activities on mood. However, it is possible that mood is
affected by activities that were carried out before or after the current time. For example, early
morning exercise may have long-term inertia creating a positive mood throughout the day. We
define these longer term effects as mood inertia effects. In the same way, anticipating upcoming
events may prospectively influence current mood. Thinking about spending an evening with
a good friend might elevate mood throughout the day. We define these prospective effects as
anticipatory mood effects. To examine mood inertia effects, we calculated how activities from
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previous entries influenced a future entry’s moods. Given a series of entries [t1, t2, ...tn] where t
is a feature vector and chronological entry number is denoted by the subscript. We predict mood
of ti using a lag of one entry by regressing on the concatenated feature vectors ti and ti−1. Mood
inertia for 2 previous entries of activities was calculated in a similar fashion by concatenating
feature vectors ti, ti−1, ti−2 to predict the mood score of entry ti. To calculate anticipatory mood
effects, the reverse was done (e.g., the mood of ti is predicted by concatenating the features of
ti, ti+1, ti+2).
To examine the predictivity of mood inertia and anticipatory mood effects we augment
the Activities model with entries from before or after. For mood inertia, if someone made mood
entries in the morning and afternoon of a particular day, when predicting their afternoon entry,
we added activities from their early morning entry to the model to measure inertia. Likewise we
included the afternoon’s activities in the morning mood model to examine anticipatory mood
effects.
There was a marginal effect of augmenting Activities with these additional sources of
information. We noted a small .016 increase in adjusted R2 of the Activities model to R2 = .451.
Extending mood inertia effects by adding both the entry prior and 2 entries prior’s features
further increased the R2 by .003 to .454. These results give credence to the view that mood is
not lastingly affected by the past activities we asked users to log. For anticipatory mood effects
we also noted rather small increases. Adding the next entry’s features resulted in a .01 increase
in R2 to R2 = .444 and adding the two consecutive entries further increased R2 by .004 to .448.
We expected that mood inertia and anticipatory mood effects would add valuable
information to our mood models. There are a few possible reasons that this analysis did not
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produce more predictive results. One reason may be that users choose when they want to make
entries; this can lead to inconsistent timings between users’ entries which makes effects hard to
detect. Some users occasionally missed consecutive days of entries, which would lead to our
inertia predictions using stale data from multiple days before. With enough variation in this
inconsistency, it could lead to more noise in the data rather than signal. A final possibility is
simply that the activities that we record are mundane. It is plausible that only more major life
events would have more notable temporal effects.
3.4 Discussion
Our modeling results are very encouraging in the context of systems like EmotiCal.
Our models were indeed accurate as shown by the amount of variance in mood they could ob-
jectively explain, as well as by users’ subjective evaluations of their accuracy. Simple Activities
explain 43.4% of the variance and models additionally incorporating Individual Differences
and User Explanations account for 61.3% of the variance. These are important findings because
users are only likely to adopt recommended mood boosting activities when a system makes ac-
curate predictions about projected effects of those activities on mood [92]. These mood models
derive much of the predictive power from users’ careful weighing of the extent to which each
activity has affected mood, rather than the simple fact that the user engaged in those activities.
We showed this by comparing models in which activities are given weights by users, with an
alternate model in which each activity is represented in a binary fashion as relevant or irrelevant
to mood score. The binary model had extremely weak ability to predict mood, showing the
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importance of active user weightings. The highly predictive nature of the active user evalua-
tions is further shown when we examined the users’ textual explanations. It is clear that users
are actively appraising their actions in text rather than simply describing the activities they en-
gaged in. This active appraisal also explains the increase in predictive power that results from
including textual features; suggesting users are more nuanced in text compared with a simple
appraisal using an integer scale. Active evaluation provides essential information for accurate
mood modeling.
These results have important general implications for the design of new technologies
to detect and model mood. Our results argue for the importance of designs that encourage
users to actively reflect and appraise the effects of activities on mood. However this design
recommendation runs counter to proposals for new systems that include sensors and methods to
automatically detect users’ actions, e.g. physical activity, sleep, or social interaction using sen-
sors [54, 212, 230]. A clear motivation for such automatic approaches is to reduce the burden on
users to actively log their activities. In contrast, our findings suggest that simple activity detec-
tion has low explanatory value compared with active user evaluations. While passive tracking
of activities is lightweight for users, we show that this approach overlooks important informa-
tion contributed by a user’s self-evaluation. Incorporating individual users’ active weightings of
the effects of activities on mood along with their textual self-evaluations increased our model’s
accuracy by 1657% from the R2 = .037 from binary activity models to the R2 = .613 of the
full actively user weighted Activities + Explanations + Individual Differences model. Having
said this, carefully reflecting and weighing what affects mood is a clear imposition on users.
The demands of such active reflection may potentially reduce user compliance and willingness
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to use such systems. While this clearly depends on the behaviors being analyzed, system de-
signers must carefully consider how the accuracy of their models trades off against this user
burden. Perhaps clearly informing users about the benefits of active user reflection may serve
to motivate this behavior.
There are other design approaches that might promote active reflection while reduc-
ing the burden on users. We might, for example, seek to reduce the number of activities that
users’ actively track. We have shown that Health and Social activities are the most influential
factors that need to be recorded. Tracking a few items relating to Health and Social activities
might be done very quickly without overloading the user. Another approach might be to fo-
cus on individual differences. Modeling on a per user basis added considerably to the models’
predictive power. Perhaps the tracking and reflecting interface might be adapted on a per-user
basis to include a smaller number of user-relevant activities. Again there are trade-offs here, for
example if users’ lives undergo major changes it may be that new untracked activities begin to
have effects on mood.
Individual mood modeling is an important consideration for both theory and for the
development of future intervention systems, which will of course need to be highly personal-
ized. We found three reliably distinct clusters of users, and although including such clusters did
not improve our models overall, it may be because clusters are redundant with information al-
ready present in our individual user models. However, we believe that this clustering procedure
holds promise for tackling the cold start problem in similar systems.
In addition, our findings have significant implications for mental health interventions.
We have already incorporated activity models into our own EmotiCal system, a novel mobile
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application to present personalized activity recommendations and mood forecasts. A field de-
ployment has shown that people who use EmotiCal for a month display increased mood ratings
and report greater insight into their emotions suggesting that our application overcame users’
limitations in users’ inherent abilities to forecast their own affect [92]. Increased well-being fol-
lowing the use of EmotiCal may have arisen because of increased affective awareness following
active emotional reflection or because of direct changes to behavior resulting from carrying out
mood boosting activities, or a combination of both. Our intervention does not enable us to disen-
tangle these different mechanisms underpinning well-being improvements as EmotiCal led par-
ticipants to do both. Furthermore, our approach extends current positive psychology application
approaches. Many of these applications currently suggest thought-based exercises for mood im-
provement, such as gratitude exercises [187, 154]. Instead, our approach reflects Lewinsohn’s
behavioral approach to mood regulation [229] in recommending specific, personalized activi-
ties that are intended to increase positive mood and structuring recommendations with concrete
planning to improve compliance [75]. Accurate mood modeling supports improved recommen-
dations for mood-boosting activities, leading to measurable changes in wellbeing.
There are also important implications for social science. Our results show that we are
able to accurately predict user mood from self-reported activity data. Better modeling of rela-
tions between activities and mood are critical for improved scientific understanding of health
and wellbeing; in particular, in supporting effective emotion regulation. We also add to our sci-
entific understanding about how activity influences mood using a new method. Our deployment
allowed users to log exactly what they felt in the moment, giving our data fidelity with regards
to how mood and activities interact.
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Our findings also contribute to studies that characterize relations between activities
and mood. We support findings using retrospective data [196, 154] showing that Social Activ-
ities contribute one of the largest positive effects on mood. However, unlike the Stone et al.
study [196], we find that Health activities also impart large effects on mood. Nevertheless, the
large positive effect of Health activities on mood is consistent with the findings of Parks et al.
where users, in aggregate, found “Doing physical exercise or sports” to be the second “most
important or meaningful” activity [154]. In contrast with Stone et al., we did not find that Work
depressed mood [196]. These discrepancies with prior work may arise from a difference in
subject populations. Stone et al. recruited all female users, from the same geographical region
that largely worked as teachers, nurses or telemarketers. In contrast, our sample included both
males and females from areas across the United States.
Nevertheless, there are limitations to our approach: in our procedure users choose
which events to log, which may introduce logging biases. For example, users may be more
likely to log positive rather than negative moods [93]. We addressed this by allowing user
choice in log scheduling which results in more carefully considered entries [95]. Users could
also navigate through the application to a page listing their previous entries, so it is possible
they engaged in self-reflection facilitated by having these past entries.
Overall, our study presents a successful new method of modeling emotions that we
deployed in the context of a successful emotional regulation system to promote wellbeing. We
were able to accurately model which activities influenced mood by collecting active user logs
about activities, as well as user explanations of how different activities influenced mood. Mod-
els were also improved by personalization. Users largely complied with active data entry over a
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three-week deployment, suggesting the viability and promise of designing new personal health
systems that analyze our activities and recommend new actions that can improve health. We
have described one method to improve the accuracy of intelligent systems—constructing them
to elicit information that is most predictive of the desired phenomena to be modeled. However,
this comes at a cost of user effort needed to manually input some of this information. Given
that accuracy is integral to the user experience, as we have previously reviewed, it is important
that these results be tailored to individual applications. The required effort from users in some
intelligent systems may be worth it due to the accuracy increases that it brings; while in other
systems, it could worsen the user experience by simply burdening the user with no real benefit.
Again, it is important that we center the human in our intelligent systems and design them in
ways that result in the best overall experience for these users.
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Chapter 4
Removing Bias in Intelligent Systems
A major problem with new intelligent systems is the differential user experience de-
pending on user characteristics. Broadly this falls under the definition of algorithmic bias.
These biases can be due to any number of user characteristics that fall outside of the user’s
own control. For example, facial recognition performs more poorly for users of color [168],
and recidivism algorithms may unintentionally incorporate racial biases [5]. Such unintended
biases are an emergent problem in intelligent systems that impairs the user experience. This
user experience impairment can take the form of specific users repeatedly issuing the same
command to voice interfaces because the interface does not recognize the users’ accent. Other
user experience problems look like people of color being unable to use many applications that
require facial recognition. In order to improve the user experience, we must detect and remove
bias from these systems. Only after removing biases and providing a system that works equally
well for everyone can we consider our intelligent system to be truly human-centered. Here I
contribute a model for understanding bias in voice interfaces involving the process of bias de-
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tection, characterizing these biases, and also a process for removing bias. I show that this results
in a user interface that is human centered—rather than the user adapting their way of speaking
to the system, the system learns to better understand the user.
4.1 Introduction
Voice is a rapidly growing modality used to find and access a variety of content. Voice
assistants are now used by 46% of United States adults [147]. Despite this rapid growth, voice
interfaces may impact accessibility of content both positively and negatively. Content with long
but simply pronounced names may be easier to access by voice compared to onerous text input.
Other content may become inaccessible to users because of ambiguous pronunciations or auto-
matic speech recognition (ASR) limitations. These changes in accessibility are an example of
interface bias [9]; words that are easy to type may be less easy to say for particular populations.
Another voice complication is that people may ask for the same content in different ways. Peo-
ple may not all agree on the same pronunciation, therefore confounding even a voice system
trained ‘the right way’. These complications can make it hard for users to find the content that
they want, and could disadvantage specific audiences. The accelerating deployment of voice
interfaces combined with possible issues accessing specific types of content make it essential
that we develop practical ways to examine these issues. We need methods to identify difficult
voice commands and inaccessible content for users; furthermore, we need methods to rectify
these issues.
Music is one of the primary use cases for voice-enabled devices [38] but music is also
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associated with challenging and evolving socio-linguistic practices [64]. Music artists bend and
extend language in ways that current voice systems do not accommodate. Take, for example, a
user familiar with an artist from an on-screen interface, and asking a voice interface to play that
artist: MSTRKRFT. A less informed user may assume the intended pronunciation is spelling
the name one letter at a time, “M-S-T-R-K-R-F-T”. Other users may have seen similarly titled
artists with dropped vowels and choose to pronounce the artist “Mister-craft” or “Mystery-
craft”. Each of these pronunciations are reasonable. However, all these may be incorrect if the
artist intended their name to be pronounced “Master-craft.” Even when pronounced correctly,
a voice system may transcribe the phrase “Master craft”; this transcription has a large edit
distance to “MSTRKRFT”, potentially rendering the artist unfound and the user frustrated.
Many more classes of content that are equally hard to surface using voice interfaces.
Tracks such as ‘hot in herre’ have intentional alternative spellings. Some tracks use non-word
sounds as their titles: OOOUUU by Young M.A. (spoken as “ooo-ooo” like the “oo” in “cool”
with a descending tonal inflection starting in the middle) and Skrt (the sound that car tires make
when skidding). Other artists use orthographically similar symbols as letter replacements, like
6LACK (pronounced “black”). Content titled using numbers also present a surprising amount
of confusion: Quinn XCII is spoken as “Quinn Ninety-Three” and tracks like “Twenty-8” mix
numeric representations. Users who want to access such content will face difficulty.
Language, names [85], music trends, and subcultures’ terminology evolve [44]. The
changing context of language makes it imperative that we find ways to dynamically assess chal-
lenging content classes beyond the examples above. Music services have millions of tracks,
any of which could present a problem to voice interfaces. Manually combing through all of this
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content and testing it on voice interfaces is an infeasible task. Even if this task were feasible,
end-users may not pronounce content names as expected and may struggle with names where
the tester did not. Another option is re-training a speech model on the basis of the full con-
tent catalogue with vetted alternative pronunciations. However, this will also not be possible
for many developers using off-the-shelf speech recognition APIs; nor feasible when the content
space is extremely large with millions of items. Alternatively, the information retrieval and com-
putational linguistics literature contains a multitude of large-scale approaches to learning aliases
[33] from web corpora and learning machine transliterations [101] of terms from one language
to another. However, light-weight approaches for voice applications in specific domains are
still necessary. This especially applies when a multitude of unknown, varied linguistic issues
are present. Each issue class could require dedicated detection and modeling efforts includ-
ing constructing or acquiring a training corpora. Pragmatic, scalable ways are needed to find
potentially problematic content classes so this content can be made more accessible.
Our contributions are three-fold:
• We present a method to automatically recognize content that is problematic for voice
interfaces by leveraging engagement differences across input modalities, and apply it in
a music case study
• We provide a typology of the content and practices difficult for voice interfaces to cor-
rectly surface
• We develop and test a process to make this content accessible, and describe challenges
and considerations when applying such a process
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Note that we use ‘accessibility’ here in the information retrieval sense, defined as
the ability and likelihood to surface content in a particular system [8, 117], in this case voice
interfaces. This type of work is essential as toolkits to design voice interactions become more
widespread. Few individual developers have the resources to build their own ASR services;
thus, many voice system designers will use off-the-shelf solutions. We demonstrate that relying
on only off-the-shelf APIs may not suffice for certain content types. However, these APIs allow
a much broader audience to build voice interfaces, and thus, methods are necessary to support
these efforts. Our case study focuses on music, but our methods generalize to other applications.
4.2 Methods
In order to ensure that all content can be found via voice we must first understand
which content is less accessible through voice interfaces. However, identification and classifi-
cation of this content is not enough. We must then develop a method to improve the accessibility
of the identified content. This results and methods section is structured in two parts:
• Identification: We present a method for identification of named content less accessible
through our voice interface. We describe the choices and trade-offs that have to be made
during this process. We analyze and describe the characteristics, including sociolinguistic
practices, of this less accessible content.
• Correction: We present a way to correct these issues through a crowdsourcing method.
We discuss pragmatic challenges and considerations in the application of this process. We
then examine results of implementing this process and its performance improvements.
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We apply this process in a music voice case study.
4.2.1 Prototype and Infrastructure
The authors were part of a team that developed an experimental mobile voice pro-
totype to access music streaming service Spotify. This prototype was in use by thousands of
end-users during this study. Voice requests for music through this interface were transcribed to
text using an off-the-shelf ASR API service. Audio is sent to the API through the internet and
then the prototype receives the most likely transcription in response. After the ASR API returns
a transcription, the transcription is submitted to a search API connected to an index of track
identifiers. This work is not meant as an evaluation of these component services’ performance;
such evaluation is highly domain dependent and machine learning APIs change over time. This
work is an investigation of the classes of problems that developers should be ready for when
using general purpose speech recognition services in specific domains, in our case music.
The prototype uses a hosted ASR provider; and thus did not have complete control
over the ASR language model or lexicon. There are a number of practical challenges in this
common type of set-up: the API is a black box to our prototype, we cannot modify the inter-
nals, the ASR vocabulary is not available to examine and is ever-changing, and not specialized
for specific domains. The ASR API, as is a common feature, has a mechanism for adding cus-
tom vocabulary. Terms can be added to the lexicon with automatically derived pronunciations
at runtime, and used to boost n-gram probabilities in the language model. These often have
limitations. ASR APIs restrict the number of terms that can be added and/or considered at run-
time. For a music application, a user could request any one of millions of artists and tracks.
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Tens of millions of users request tracks and artists every month that employ linguistic practices
problematic for standard ASR systems. The problem is even more pronounced for less popular
long-tail content which is less likely to enter ASR API vocabularies. It was not possible to add
all these track and artist names, and their multiple pronunciations by different audiences, as vo-
cabulary additions need to stay within API limits. For a catalogue with millions of tracks, each
requiring multiple vocabulary variations, this is not feasible. Localization and personalization
may help narrow down potential vocabulary additions, but its constraints would still limit and
bias the search space. This type of personalization also requires infrastructure that can be costly
to build and maintain. Foreshadowing our results, we found that 7% of the content examined
in this study would be affected by ASR limitations and that only 5 of 12 identified problem
categories would have been solved by vocabulary additions.
Even if custom vocabulary input would be added, inaccessible content still needs to
be detected and vocabulary additions generated. In addition, the entity to ASR output links we
create using our method can be used to improve other services, such as textual search perfor-
mance by accounting for users misspelling names they have only heard.
4.2.2 Identifying Underserved Content
4.2.2.1 Refinement of Method
Our first priority was to determine if the prototype suffered from differing levels of
accessibility for different content. We mimicked a manual editorial process to assess quality
for the most popular US-content, as counted by streams in the week of July 28th, 2017. One
researcher, a male, US-native, Standard American English speaker, manually attempted to play
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each of the most popular 200 tracks using the voice interface. This process explicitly focused
on ASR misrecognition of named entities and not any other cause for lower voice performance;
we ensured that all requests were in a syntax that would result in the correct result as long as the
named entities were recognized correctly by the ASR (e.g. ‘Play [track name] by [artist]’). This
manual editorial process was simply to validate our hypothesis that the prototype had difficulty
with specific types of content.
Of the 200 tracks examined, around 7% could not easily be found using the voice
interface. Some of these tracks were still accessible through spelling the entire track title aloud
letter by letter or by mispronouncing the title in a way that cued the voice interface correctly.
This method of identifying underserved content is informative, but clearly does not scale; man-
ually checking millions of named content entities is not an efficient option. This approach also
contributes bias itself, as the editor or researcher asking for the content has a specific accent and
displays pronunciation patterns that may not be representative among the target application’s
population. Even when users may be able to identify the occurrence of problems, assessing
the severity and impact of errors in ASR output is hard for human judges [130]. Due to these
factors, we developed a method to identify underserved content in a more generalizable and
scalable way.
4.2.2.2 Identification at Scale
To identify underserved content at scale, we leverage the differences in input modal-
ities across platforms the service is presented on. For example, a user searching for the artist
‘A$AP Ferg’ can easily type in those characters and surface the track using the mobile or desk-
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top client but may encounter issues using voice. They may pronounce A$AP as [ei sæp], spoken
as ‘a-sap’, or spell it aloud as ‘A-S-A-P’ or ‘a-dollar-sign-a-p’. These pronunciations will all
result in different ASR transcriptions. A voice interface may not surface the correct artist for
many of the possible pronunciations. The variability of pronunciations creates a disconnect
between accessibility of content on voice interfaces compared to other mediums. Therefore,
if content is very popular on the desktop and mobile interfaces and not popular on the voice
interface, this may indicate that the users are not able to surface the content easily.
We create a univariate measure of voice accessibility in order to use anomaly detection
techniques. For each track t, we calculate the voice findability t f indability, by dividing ts , the total
number of streams that track has experienced by tv, the total number of voice finds the same
track has experienced. The resulting distribution follows a power law distribution that we log
transform in order to normalize for better anomaly detection. This equation for voice findability
is shown below.
t f indability =
(
ts
tv+1
)
For related examples of accessibility metrics, see [8, 131]. We define an anomaly as a track
with findability that lies over 1.645 standard deviations from mean findability. This threshold
corresponds to a one-tailed t-test at p=.05. This threshold is lower than common anomaly
detection thresholds at 2 or 3 standard deviations from the mean. We chose this threshold
because false positives have a small cost in this context.
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4.2.2.3 Limitations and Considerations in Detecting Tracks
The difference between popularity or finds in a voice versus a non-voice context may
be caused by other issues or behavioral differences between platforms. For example, voice users
may have different demographics, or situations where voice is used more may be associated
with different types of music or playlists. These differences in our data would show up as false
positives, anomalous tracks detected by the findability metric that are actually voice accessible.
Our procedure was intentionally liberal with the definition of an anomalous track because false-
positives are inexpensive (the cost of a limited number of crowdsourced utterances as described
in the next section) whereas false-negatives could lead to content being inaccessible. We will
later show that this anomaly identification method was accurate in surfacing tracks that are
inaccessible by voice.
4.3 Identifying Content Results
4.3.1 Voice Interfaces May Underserve Specific Genres
We applied the anomaly detection procedure to the top 5000 tracks in the 28-day
period from July 28th to August 24th, 2017. Before we provide a typology of the less accessible
content, and its naming, we first examine the anomalous content through the lens of musical
genre in order to gain a clearer view of the content that voice interfaces struggle to surface.
In order to discern which genres are underserved, we examine the proportions of
genres in the top 5000 most streamed tracks as compared to the proportions of genres in the
English-language titled anomalies from the top 5000 tracks. For example, if 15 of the top 5000
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tracks are pop tracks but 35 of the anomalies are pop tracks, this may indicate that pop tracks are
less accessible than other content. If all content were served equally then the proportions be-
tween the Top 5000 tracks and the anomalies would be the same. This process and its drawbacks
parallel work done in auditing search engines for differences in satisfaction due to demograph-
ics [135]. As outlined above, differences in proportions could be caused by other demographic
or contextual differences in music consumption through voice interfaces. However, this method
provides an indication to developers that it would be worthwhile to further investigate accessi-
bility of content in particular genres.
We use Spotify’s metagenres that cluster genres, e.g. trap music and rap belong to the
hip-hop metagenre. We use these metagenres to have more reliable and interpretable results.
Certain genres are overrepresented in the anomaly set, indicating that these genres may contain
a larger amount of content that voice interfaces have difficulty surfacing. These results are
shown in figure 4.1. Hip hop rises from containing 36% of all tracks in the population to 58%
of all anomalous tracks. Country music also experiences a disproportionate increase in the
anomalous population, rising from 9% in the full sample to 12% of anomalies. This is in line
with prior literature, showing that both hip-hop [44] and country music [66] have their own
specific sociolinguistic practices.
Pop music goes in the reverse direction, indicating that pop music does not have as
frequent issues with voice interfaces. In the overall sample, pop contains 32% of the tracks;
in the anomalous sample, pop only contains 18% of the tracks. Rock genres experience quite
large decreases, suggesting that they may struggle the least with voice interfaces; classic and
modern rock combined drop from being 12% of the overall sample to only 2% of the anomalous
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Figure 4.1: Genre Representation in Full Track Set and Anomalous Track Set
sample. In order to test for significant differences in major metagenres we eliminated 8 genres
that had less than 5 tracks in the anomalous category. This limits us to only making conclusions
about the changing distributions of the hip-hop, pop, country, indie, and house genres. Based
on these 5 metagenres, the anomalous genres differ significantly in their distribution from the
standard genre distribution as indicated by a Chi-Squared test for homogeneity was significant
χ2(4,N = 2075) = 1421, p < .0001. We cannot be completely sure that this difference is due to
voice user interface problems and not demographic differences between typical users and voice
users. However, our later results on accuracy of our classification indicate that much of this
variation is likely due to voice interface challenges.
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4.3.2 Typology of Underserved Content
We now qualitatively examine the classes of content that suffer from inaccessibility
due to their titles or names. This typology was created by coding the anomalies from the top
5000 tracks by number of streams in the 28-day period from July 28th to August 24th, 2017.
One researcher went through the anomalies and organized them into prototype categories based
upon their characteristics that created problems within the ASR system. This process created
11 different categories of content. Following this prototyping of categories, the two researchers
annotated a sample of 100 of the anomalies in order to resolve conflicts and refine the cate-
gories until full agreement was reached on all 100. This co-annotation resulted in refining the
definitions of 5 categories and the addition of a new category. The final typology consists of 12
categories of titles that are problematic for ASR systems.
English Dialects and Neologisms: English Dialects and Neologisms were defined as
track titles that used new words that may contribute to a dialect or track titles that were spelled
in a way intended to convey a certain dialect of English speech. Examples include ‘You Da
Baddest’ by Future and ‘Any Ol’ Barstool’ by Jason Aldean. The determiner da (pronounced
[d9]) in ‘You Da Baddest’ is spoken distinctly from the Standard American English equivalent
“the” (pronounced [D9]) Even though these pronunciation differences are standard in the African
American English dialect [201], ASR systems struggle for correctly form this dialect speech and
often sanitize it to Standard American English. An example of the relationship between English
dialects and Neologisms can be found in the track ‘Litty’ by Meek Mill and Tory Lanez. ‘Lit’
has referred to a status of being inebriated since the late 19th century [107]. Recently, in the
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21st century, ‘lit’ has come to mean ‘exciting’ or ‘excellent’, pushed in large part by hip hop
music [136]. ‘Litty’ is used as a drop-in replacement for ‘lit’ but has presented problems for
voice interfaces, likely because litty was not in the ASR vocabulary.
Non-English Languages: As discussed earlier, recognizing multiple possible lan-
guages in the same system, let alone the same title, is an open problem in speech recognition
[209, 228]. Current major ASR technology providers require that the implementer specify a
single language that will attempt to be recognized. This produces challenges in linguistically
heterogeneous regions. We do not attempt to tackle this issue using the method presented in
this paper.
Abbreviations and Ambiguous Acronyms: Abbreviations and ambiguous acronyms
consist of tracks that include shortened or abbreviated words in their titles or textual cues that
imply abbreviation or acronym. Examples of true acronyms include ‘E.T.’ by Katy Perry and
‘She’s Mine Pt. 1’ by J. Cole. Abbreviations are often ambiguous in their pronunciation. For
the above tracks many people would say the first as ‘E-T’ (pronounced [i ti]) and the second
‘She’s Mine Part 1’ but ‘extra-terrestrial’ and ‘She’s Mine P-T 1’ would also be valid utterances.
An ambiguous acronym can be seen in the track ‘LUV’ by Tory Lanez, while ‘LUV’ is intended
solely as an alternative spelling, users may interpret the capitalization cues to imply that they
should pronounce each letter individually.
Numbers, Dates, and Times: While seemingly simple to represent, numbers, dates,
and times also present a challenge for surfacing correct content. For example: ‘Twenty 8’ by
Kodak Black and ‘Confessions Part II’ by Usher. Similar to the abbreviations class, we have
multiple textual representations of the same spoken phrases. ‘Confessions Part II’ could also
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be transcribed as ‘Confessions Part 2’ or ‘Confessions Part Two’. This means that properly
recognizing and translating between different transcriptions is essential to surfacing the correct
content. Similarly, time and date can be represented in different ways; ‘seven hundred hours’
can be equivalent to ‘Seven AM’; ‘7/11’ could be ‘Seven eleven’, ‘July Eleventh’, or even
‘November Seventh’.
Removal of Spaces: Removing spaces in content names can also present challenges.
The track title ‘DONTTRUSTME’ by 3OH!3 is one example of this. Removing spaces can
increase the edit distance to the transcription and may result in incorrectly surfaced content.
Vocables: Vocables are modernly defined as utterances that are not words but do
contain meaning. Commonly used examples are ‘uh-huh’ to agree with something and ‘ew’ to
express disgust. Non-lexical vocables, a subclass of vocables that convey no lexical meaning
are common in many types of traditional music such as Native American music and Irish music
[64]. Today we see vocables in popular music like ‘do re mi’ by blackbear (or Julie Andrews)
and ‘OOOUUU’ by Young M.A. These are particularly difficult for current ASR technology.
Spelling for vocables is not clearly defined and subtle variations in capitalization or spelling may
convey prosodic information that is ignored by the ASR. For example, vocalizing ‘OOOUUU’
like Young M.A. on her track gets transcribed as ‘ooh’, the exact same transcription as vocal-
izing the ‘Ouu’ portion of Lil Pump’s track ‘Flex Like Ouu’. These two sounds are vocalized
quite differently in their respective tracks and current ASR technology does not differentiate.
Non-Replacement Symbols: Artists choose to use symbols in their tracks for many
different reasons, a couple include: conveying a specific feeling (***Flawless by Beyoncé)
and tagging to contextualize (NAVUZIMETRO#PT2 by NAV). These symbols can also carry
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implied pronunciation such as Tay-K’s track ‘I < 3 My Choppa’. We cannot simply ignore the
symbols when transcribing; if we drop the symbols in ‘I < 3 My Choppa’ we lose an implied
word between ‘I’ and ‘My’ and will likely not find the correct track.
Orthographical and Semantic Replacement Symbols: Symbols can also be used
as replacements to normal letters or words. Common examples of this include the plethora of
artists prefixed with ‘A$AP’; this is pronounced [ei sæp], spoken as ‘a-sap’, but many less in-
formed users may try to spell the word. Other artists’ names are difficult or completely impossi-
ble to form with current voice interfaces such as VNLHNLL. Semantically similar replacement
symbols include usage of ‘&’ in place of ‘and’ others like Ed Sheeran’s album ‘÷’ (pronounced
‘Divide’).
Censored Swear Words: Many publishers will censor their own tracks before pub-
lishing them by replacing parts of the offensive words with asterisks. This censorship can
complicate how easy it is to surface the track using voice. These tracks may be ambiguous, the
censored word in ‘P**** Print’ by Gucci Mane has multiple plausible replacements and only
knowledge of the track’s lyrics can clarify which is correct.
Expressive and Alternative Spellings: Expressive and alternative spellings are closely
related to dialect speech but differ in one key aspect. Alternative spellings are not intended to
modify the pronunciation of the word. For example, ‘Luving U’ by 6LACK is still pronounced
/l2vIN ju/, an identical pronunciation to the more standard spelling ‘Loving You’. Alterna-
tive spellings may create issues because the actual title can be substantially different than the
transcription that the ASR produces. Combinations of alternative spelling and dialects may be
particularly challenging for ASR systems, e.g. ‘100it Racks’, pronounced [h9nIR ræks], said
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‘hunnit racks’.
Wordplay including Homophones, Puns, and Portmanteau: Words with similar
pronunciations present issues for ASR systems because they may not be spelled in easily trans-
latable ways. One artist ‘Knowmadic’ is difficult to surface because ASR will only form ‘No-
madic’, the name of another artist. Another relatively popular artist, ‘Cerebral Ballzy’, has an
acoustically different name than the disease Cerebral Palsy, but the ASR will only form the
name of the disease rather than the band. Presumably the association in the ASR language
model between ‘cerebral’ and ‘palsy’ is highly probable and varying pronunciations of ‘palsy’
will not change the transcription.
Names: Proper nouns are a perennial difficulty for ASR systems because of the myr-
iad spelling and pronunciation differences [116, 150]. We see evidence of this also. Some artists
like SahBabii and NAV have created new names based on shortening their given name (NAV
from ‘Navraj’) or permutations of their given names combined with other words (SahBabii from
‘Saheem Baby’).
4.4 Correcting Underserved Content
Now that we have examined what groups of content may be disadvantaged by current
voice interfaces we move to the process needed to fix these accessibility issues. As machine
learning technology continues to become commodified, downstream users of these technologies
must find ways to adapt these systems to their specific context. Downstream users may not
be able to explicitly change the machine learning model or add additional training data. We
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Figure 4.2: Crowdsourced Utterance Generation for Individual Tracks
cannot directly modify our ASR service or add training data, instead we create aliases for ASR
mischaracterizations to ensure immediate fixes for underserved content. Each alias serves as
a link to the content that the ASR struggles with. For example, the ASR system is unlikely
to transcribe the string ‘Sk8er Boi’ from an utterance and will instead form the more standard
English ‘skater boy’; this will not surface the right content. To direct the query to the correct
content we need to create ‘skater boy’ as an alias for ‘Sk8er Boi’.
A simple way to create content aliases would involve an editor manually saying each
of the detected anomalies aloud and recording the transcription from ASR as an alias. The edi-
tor may pronounce the track ‘LUV’ as [El ju vi], said ‘ell-you-vee’, and then record the ASR’s
transcription of ‘l u v’ as an alias for the original track. However, most of the population may
actually pronounce ‘LUV’ as ‘Love’ and therefore the editor’s alias would be ineffective for
many users. We need a way to sample the broad pronunciation space for such content that
includes many different voices and accents in order to make generalizable aliases [199]. To
generate a more diverse set of utterances than a manual editorial process we turn to crowd-
sourced audio generation. The crowdsourcing process and worker requirements are shown in
Figure 4.2. Workers were paid $0.50 for each completed task; tasks generally took less than 1
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minute to complete. We collected utterances until each track had a minimum of 15 utterances
for each type. After collection ended, we transcribed all of the utterances using the same ASR
and settings that are used by the prototype application in order to ensure that the transcribed
content works as an alias in the prototype. This process resulted in a variety of transcriptions
for each track and utterance type.
The next step was to verify whether each of the collected utterances resulted in finding
the correct content. We used the transcriptions produced by the ASR to calculate which entity
would be surfaced if this utterance were made by a user. This process is shown in Figure
4.3. Each entity is identified by a Universal Resource Indicator (URI). In order to check if an
utterance resulted in surfacing the correct content, we compared the original URI, from the track
the crowd worker asked for, with the URI that resulted from transcribing and simulating their
request. If these URIs matched, then the utterance was considered to be successful in surfacing
the correct content.
The previous steps calculated whether any individual crowdsourced utterance resulted
in surfacing the correct content. Now we use those steps to make a decision about the perfor-
mance of the track as a whole. This step in the process verifies that the anomalous tracks our
algorithm identified are anomalous due to voice interface difficulties and not due to differences
in intent between modalities or failures in another part of the retrieval process. Similar to our
anomaly detection threshold, we again set a relatively low accessibility threshold for when a
track is accessible. We judged a detected anomalous track to be a false positive anomaly if
more than 13 of the ‘play [track] by [artist]’ queries resulted in the correct track URI. In Figure
4.4, we refer to this URI comparison process as “Examine URIs”. This 13 accessibility threshold
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Figure 4.3: Transcription and Search Process to Resolve URIs
decision indicates that we are looking for tracks that are currently among the least accessible
in our prototype. Decisions like these are part and parcel of the practitioner experience, this
threshold may need to be set differently for other domains.
We outline the full alias decision process, including false positive decisions, for each
track in Figure 4.4. If the ‘play [track] by [artist]’ queries do not surface the correct track
URI 13 of the time, this indicates there may be an ASR problem with the track or artist name.
Examining the track and artist utterances separately allows us to tell whether the track title or
artist name is the source of ASR error. We use the same 13 correct URI threshold to determine
whether or not these utterances are finding the correct content. Once the track or artist name
has been identified as causing issues for our interface, we choose an alias from the collected
utterances. Aliases are chosen by a simple frequency voting scheme. Aggregating generative
work like spoken utterances rather than discriminative crowdsourced work is an open research
problem; we use a simple voting scheme to demonstrate that this bias reduction method is robust
even with simple aggregation functions.
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Figure 4.4: Track Aliasing Decision Process
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4.5 Correcting Content Results
In the next section, we test our accessibility improvement method on the top 1000
most popular tracks from the US, in a 28-day period: July 28th to August 24th, 2017.
Fifty tracks from the anomalous set remained after eliminating anomalous tracks ac-
cording to our 2 criteria: the track titles were in English and they did not create ethical concerns
for our crowdsourcing experiment. In our solution in this paper we focus on English-language
tracks. This is a difficult choice because code-mixing and code-switching [55] between lan-
guages happens in music applications. However, dealing with code-switching and multiple
languages in a single ASR application is an open research problem itself [209, 228]. Among
the tracks recognized as anomalous were tracks that contained ethnic slurs in the title. These
presented an ethical concern for the researchers because we would be paying crowd workers
to record themselves saying these slurs aloud. These tracks were discarded for the purposes of
this study; note that they would however have to be addressed in live applications as artists can
reclaim slurs or use them as social commentary. These types of tracks could be inaccessible if
different pronunciations of slurs are not included.
Following the crowdsourcing of aliases for these 50 tracks, ten of the 50 tracks were
deemed accessible through voice interfaces and false positives from the anomaly detection pro-
cess. Recall that we set a low bar for false positives in our methodology, only 13 of the crowd-
sourced ‘play [track] by [artist]’ utterances had to result in the correct track to be considered a
false positive. We wanted to focus in on the most underserved tracks in order to test our method.
We did not implement aliases for these 10 false positives.
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In total, we used the remaining 40 tracks and aliases as input for the crowdsourcing
method and alias testing. In order to eliminate potential confounds, we randomly sampled
half of the 40 tracks to use as an experimental group to track alias performance. We added
the aggregated crowdsourced aliases into a music streaming production environment for the 20
tracks that were in the experimental group. We now examine how the voice finds for these
tracks changed after adding the produced aliases.
4.5.1 Aliases Improve Content Accessibility
In order to examine the effect of aliases on the underserved content, we examined the
logs of our prototype voice interface. We examine the period directly around the implementation
of the aliases in order to control for temporal effects. This time period includes 7 days before
and 7 days after the aliases were implemented for the experimental group. As seen in Figure 4.5,
we examine the sum of finds before the alias is implemented compared to after implementation
and calculate the percent increase. A majority of tracks experienced explosive growth in their
finds through the voice interface.
We test performance of our control and experimental groups using 2 methods. First,
we use a pair of Wilcoxon Signed-Ranked Tests to examine control and experimental perfor-
mance. Due to the fact that we planned two comparisons, we use a Bonferroni correction,
thus our α=0.025. A Wilcoxon Signed Rank Test indicates that the tracks in our experimen-
tal group were found significantly more using voice after aliases were added, V=1, p < 0.001.
As expected, our control group did not significantly differ for the same time periods, V=53, p =
0.093. In addition, we specified a mixed-effects Poisson regression to better control for between
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Figure 4.5: Alias Finds Improvement Over Baseline
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Parameter Coefficient Std. Error p-value
(Intercept) 1.771 0.312 < 0.001
Condition -0.760 0.449 0.090
Time 0.598 0.301 0.046
Condition *
Time
1.445 0.428 < 0.001
Table 4.1: Summary of Mixed-Effects Poisson Regression
group differences. The model included 2 random effects: track, to control for variation in initial
voice finds, and time to control for natural variation in voice finds over time. Fixed effects in
the model included an interaction between condition and time; we expect an interaction due to
the implementation of the aliases in the experimental condition. The coefficient for this model
are shown in Table 4.1. This mixed-effects Poisson regression found a significant interaction
between condition and time, p < 0.001. Additionally, the time parameter was significant at
p=0.046, this is likely due to increasing usage of our prototype over the time period. A pair-
wise post-hoc test indicated that the experimental group differed significantly before and after
aliases were implemented, p < 0.001; the control group did not differ on the same time periods,
p = 0.191. These results indicate that the implementation of aliases increased the accessibility of
previously underserved content. A small number of tracks (6) experienced less growth overall,
but the data at least illustrates that they were now more accessible than before.
4.6 Discussion
Voice is a rapidly growing way of interacting with consumer-facing applications. We
have presented one approach to identify disadvantaged content which can be generalized to
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other domains. Voice interfaces are made up of components based on textual, speech, and be-
havioral data. Groups that are underrepresented in training data, including those with different
accents or members of sociolinguistic groups that do not use the majority dialect, will be dis-
advantaged. Similarly, content less likely to occur in large-scale speech training corpora, may
be less likely to be recognized. This makes voice applications particularly prone to biases. Our
case study shows that certain genres of content are more affected. We classified 12 linguistic
and stylistic practices that present problems in current voice contexts. It is crucial to discover
types of content that experience issues in scalable and easy to apply ways. In our evaluation,
we showed our method increased accessibility of previously disadvantaged content.
Our method focuses specifically on enabling access to diverse content within the mu-
sic space but this approach is extensible to many other domains. Developers are increasingly us-
ing public ASR APIs similar to what our prototype used. For example, take a developer creating
an application containing many local, slang or dialectal terms, or app/company-specific termi-
nology, or profession-specific scientific, medical, legal, industrial terms. While some domain-
specialized ASR services are available (e.g. Nuance has medical and legal ASR products), for
especially smaller developers with special purpose domains, these may not suffice. Similar is-
sues will arise when automatically making apps voice-accessible; which commands will and
will not work may not be clear. Terms may be comparably rare in the data that the general-
purpose ASR API was trained on. This rarity in training data could then result in the ASR
API transcribing more common similar-sounding phrases or words rather than the specialized
terminology needed. Our method could identify these incorrect transcriptions and ensure that
they still resolve to the action that the user desired.
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4.6.1 Limitations and Trade-Offs for Practitioners
While this method presents a scalable and automated way of addressing accessibility
problems, it is important to realize that there are limitations and potential improvements. It is
worth considering how each decision in the process may affect the final outcome. Some voice
interface problems we identified were related to representation challenges (e.g. multi-lingual
content, numbers, dates, and times). Other were related to socio-linguistic practices also iden-
tified in music literature (e.g. Hip-hop [44] and country music specific [66]); or in online
communication literature, such as l33tsp34k [159]. A tradeoff decision arises: if a particular
problematic category becomes large enough, it may be worthwhile to develop a specific solu-
tion. However, those can be costly if requiring specific machine learning or domain expertise
and datasets. Until then a method such as this one can be applied.
Our evaluation also illustrated the dynamic nature of speech recognition systems.
Some problems ‘solve themselves’; two tracks in our control group became accessible without
intervention, potentially through updates in the ASR system. Whether or not a developer can
wait for ASR systems to update depends on the domain and expected use cases (e.g. new track
releases). The size and variance of the domain-specific named content space will determine
the anomaly threshold decisions and annotator decisions (crowdsourced or editorial) necessary.
Anomaly detection improvements are possible by ensuring a close match of modality popula-
tions. Pronunciations can be provided by a broad population, or one closely matching the target
audience, or in-house experts. Cost and access matter here.
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4.6.2 Bugs or Biases
Our evaluation of the problems that voice interfaces have when catering to diverse
ways of speaking forefronts a larger point about engineering challenges with new technologies.
One perspective is that these problems are simply bugs within the voice interfaces that should
be fixed. The voice libraries were built to understand Standard American English because, as
the name suggests, our society holds it as the standard way of speaking. Therefore, speaking
outside of Standard American English to a system that expects it is non-standard; the fact that
the voice interface has issues with these ways of speaking is simply an engineering problem or
a bug to be fixed in the next version. This perspective acknowledges that these problems should
be fixed in the routine course of continually improving the system.
The other perspective holds that the problems these voice interfaces have affect spe-
cific groups of people and represent a form of bias. As we have shown, these problems are not
distributed randomly in our dataset, the problems are more concentrated within specific genres
that have sociolinguistic practices that differ from Standard American English. This perspec-
tive views these problems as a bias problem—the system was not designed to understand all
ways of speaking and therefore privileges Standard American English over other valid ways of
speaking. This bias perspective questions the tacit assumption that we should even assume the
users and artists will be speaking Standard American English. Why were these voice libraries
not originally created to handle the diversity of English language within the country they were
created for? This perspective encourages us to better understand what populations will be using
the systems we create in order to ensure that our systems work for all groups of people equally.
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4.6.3 Creative Intricacies
Creators are deliberate in the way they name themselves and their content. In some
cases, technological considerations are part of this process. We focused on making content
accessible. It’s worth noting that content creators may have different motivations. Obscu-
rity or findability can both be treasured values. In the genre Witch House, with artists like
GLNSS †33†H, artists may intentionally obfuscate names [214]. In contrast, the electro-pop
band Chvrches have claimed to spell their name “using a Roman ‘v’" so Google wouldn’t con-
fuse the group with actual churches” [182]. Ironically, a general ASR system would have ex-
actly the opposite result for users who pronounce the name correctly: churches would be found,
not Chvrches. New interfaces and retrieval techniques may not necessarily align with all com-
munities’ practices, nor with content creators’ existing technology strategies.
4.6.4 Conclusion
This study has demonstrated that intelligent systems can harbor societal biases. We
also characterize these biases and build methods that identify and correct similar biases in voice
interfaces. Truly centering the human in these intelligent systems involves designing them so
that all people can use these systems equally well. Too often these systems are designed with
convenient data in mind rather than spending the time to collect diverse data to improve the
system like we have done.
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Chapter 5
When Do Users Want Transparency
Algorithmic transparency is needed for many reasons. Greater transparency poten-
tially increases end user control and improves acceptance of intelligent systems [108]. It can
also promote user learning and insight from complex data, which is important as humans in-
creasingly work with complex inferential systems for analytic purposes [108, 173]. Trans-
parency can also enable oversight by system designers. Without such transparency it may be
unclear whether an algorithm is optimizing the intended behavior [86, 126], or whether an al-
gorithm accidentally promotes negative, unintended consequences (e.g. filter bubbles in social
media; [19, 153]). Given these issues, it is increasingly possible that transparency, i.e. “a right
to explanation”, may become a legal requirement in some contexts [77]. These issues have led
researchers to argue that machine learning must be ‘interpretable by design’ [1] and that trans-
parency is essential for the adoption of many intelligent systems, e.g. for medical diagnoses
[83, 217].
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5.1 Introduction
Machine learning algorithms power intelligent systems that pervade our everyday
lives. These systems make decisions ranging from routes to work to recommendations about
criminal parole [5, 16]. As humans with limited time and energy, we increasingly delegate
responsibility to these systems with little reflection or oversight. Nevertheless, intelligent sys-
tems face mounting concerns about how they make decisions; concerns that are exacerbated
by recent machine learning advances like deep learning that are difficult to explain in human-
comprehensible terms. Major public concerns have arisen following demonstrations of unfair-
ness in algorithmic systems with regards to gender, race, and other characteristics [18, 189, 199].
The need for explanation and transparency is a core problem that is threatening adoption of in-
telligent systems in many realms [83, 148, 217].
While such calls for transparency are admirable, it is unclear exactly what is needed
to enact them in practice. Extensive research about how to operationalize transparency has
risen from both machine learning and HCI communities but no clear consensus has resulted
[1, 57, 216]. The ‘how’ of transparency is difficult—there are numerous implementation trade-
offs involving accuracy and fidelity. Making a complex algorithm understandable to users might
require explanatory simplification, which often comes at the cost of reduced accuracy of ex-
planation [112, 174]. For example, methods have been proposed to explain neural network
algorithms in terms of more traditional machine learning approaches, but these explanations
necessarily present approximations of the actual algorithms deployed [129].
In addition, recent empirical studies have also attempted to present a case for the
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‘why’ of transparency; however, these studies have shown puzzling and sometimes contradic-
tory effects. In some settings there are expected benefits: transparency improves algorithmic
perceptions because users may better understand system behavior [105, 108, 123]. But in other
circumstances, transparency can have other quite paradoxical effects. Transparency may cause
users to have worse perceptions of a system, trusting it less because the transparency led them
to question the system even when it was correct [123]. Providing system explanations may also
undermine user perceptions when users lack the attentional capacity to process complex expla-
nations for example while they are executing a demanding task [24, 224]. Overall these results
indicate mixed evidence as to why transparency should be implemented for users.
We also lack a clear explanation of why transparency has seemingly contradictory
effects. The current study aims to provide such an explanation. We explore the possibility
suggested by prior work, that explanations need to be provided at contextually appropriate times
[24]. Prior studies indicate that users benefit most from transparency when their expectations
are violated and when they are not overloaded with information. Rather than focusing on how to
operationalize transparency or why to be transparent, we frame the problem differently: when
is the best time to present transparency?
We approach this question using empirical mixed-methods to examine transparency
in the context of a working algorithm that interprets a user’s description of an emotional expe-
rience. In three studies, we explore the connection between the impact of transparency and the
user/system context it is presented in. We identify instances when transparency increases users’
understanding and confidence, as well as when it might undermine user confidence. We exam-
ine the relationship between user expectations, system output, and transparency. We address the
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following research questions (RQs):
• (RQ1): When do users want to see transparency? (Study 1,2,3)
• (RQ2): Why does transparency help or hinder user understanding? (Study 1 & 2)
• (RQ3): How does transparency influence users’ expectations and perceptions of system
error? (Study 2)
To answer these questions, we conducted three studies. Study 1 explores how users engage
with and understand a transparent working intelligent system using ‘think-aloud’ and semi-
structured interviewing methods. Study 2 takes our observations from Study 1 and incorporates
a quantitative design to test predictions regarding how users form perceptions of accuracy in
the intelligent system. Study 3 builds on studies 1 and 2 by assessing how users respond to
transparency information evaluating this in a naturalistic experiment. We then explain these
results in terms of expectation violation and theories of social explanation.
5.1.1 Contribution
We contribute to the growing literature on algorithmic transparency through three
user evaluations of a working intelligent system in the Personal Informatics domain. Previous
research on transparency and intelligibility has had highly mixed results. Positive system per-
ceptions can be built through transparency [56, 105, 124], even to the point of overconfidence
[69]. At the same time, however, positive system perceptions can also be undermined by trans-
parency [61, 105, 123, 143]. Our approach draws on psychological and sociological theories of
communication applied to HCI [70, 81, 161, 198] to explain when, why, and how users want
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transparency. Our findings reveal that transparency can have both positive and negative effects
depending on context. We present a model that shows how the context of transparency and
expectation violation interact in forming user perceptions of system accuracy. Transparency
information has positive effects both in helping users form initial working models of system
operation and reassuring those who feel the system is operating in unexpected ways. At the
same time, negative effects can arise when transparency reveals algorithmic errors that can un-
dermine confidence in those who already have a coherent view of system operation. Finally, we
verify how these self-report data match actual user behaviors. We show that greater expectation
violation leads participants to spend more time exploring transparency information. Results
again are consistent with our prior qualitative results suggesting that transparency helps build-
ing initial mental models. We therefore find that users spend more time when first exposed to
transparency information and that time with spent transparency declines over time as they see
explanations again. We explain our results using theories of occasioned explanation [70, 81],
arguing that transparency information is anomalous for users who feel the system is operating
correctly and therefore undermines their confidence in the system. Design implications include
a greater focus on what situations necessitate a transparent explanation as well as improved
algorithmic error presentation.
5.2 Why Emotional Analytics?
Emotional analytics is a fruitful domain for transparency research for other reasons
too. First it allows users to directly engage with personally relevant data. Other transparency
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work has often asked users to evaluate algorithms in hypothetical scenarios where participants
read about or watch algorithmic deployments and decisions [124, 123, 122]. Instead our aim
was to have users directly experience the algorithm, evaluating it in situ as it made decisions
about personally generated data [104]. A further critical aspect of emotional interpretation
is that users are knowledgeable about their own feelings and experiences, allowing them to
directly compare algorithmic interpretations with their own personal evaluations of those emo-
tional experiences. This contrasts with other applications of smart algorithms, such as medical
diagnostics, where the end user may not be a domain expert. As a non-expert, users might be
less able to evaluate the results of algorithmic interpretations. In addition, emotion is highly
variable between individuals and previous research demonstrates difficulty in accurately pre-
dicting emotion from text [120, 170]. One of the major challenges with intelligent systems is
handling errors; explaining algorithmic prediction in this difficult domain of emotional analytics
allows us to better understand how users make sense of output that contains errors.
5.3 Research System: E-meter
We developed a working system called the E-meter that uses textual entries to predict
emotion. The E-meter (Figs 5.1, 5.2) presents users with a web page showing a system depic-
tion, a short description of the system, instructions, and a text box to write in. The system was
described as an “algorithm that assesses the positivity/negativity of [their] writing”.
The algorithm underlying emotion detection worked in the following way: each word
that was written by the user was checked for its positive/negative emotion association in our
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model. If it was found in the model, the overall mood rating in the system was updated. This
constitutes an incremental linear regression that recalculates each time a word is written.
5.3.1 Machine Learning Model
As we outlined in the background, current processes for explanation of inscrutable
models such as deep neural networks involve approximating the inscrutable model by a simpler,
often linear, model [216]. Therefore, we focus on a linear model so that our transparency
can be operationalized in a way that is faithful to current research, in examining a potentially
explainable model.
Emotion predictions for users’ experiences were generated using a linear regression
model trained on text from the EmotiCal project [92, 191]. In EmotiCal, users wrote short
textual entries about daily experiences and evaluated their mood in relation to those experiences.
This data gave us a gold-standard supervised training set on which to train our linear regression.
We trained the linear regression on 6249 textual entries and mood scores from 164 EmotiCal
users. Text features were stemmed using the Porter stemming algorithm (Porter, 1980) and then
the top 600 unigrams were selected by F-score, i.e. we selected the 600 words that were most
strongly predictive of user emotion ratings. Using a train/test split of 85/15 the linear regression
tested at R2 = 0.25; mean absolute error was .95 on the target variable (mood) scale of (-3,3).
In order to implement this model on a larger range for the E-meter, we scaled the predictions to
(0,100) to create a more continuous and variable experience for users. The mean absolute error
of our model indicates that the E-meter will, on average, err by 15.83 points on a (0,100) scale
for each user’s mood prediction.
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Figure 5.1: E-meter Document-Level Feedback Condition
5.3.2 Version 1: Document-level:
As users wrote, the E-meter showed the system’s interpretation of the emotion of their
writing. If the overall text was interpreted as positive, the meter filled the gauge to the right and
turned more green (Fig 5.2); if the text was interpreted negatively, the gauge was emptied to
the left and turned more red (Fig 5.1). This feedback represents the coarse and global feedback
that many machine learning systems currently display. These systems give an overall rating but
don’t allow the user insight into the detailed workings of the algorithm.
5.3.3 Version 2: Word-level
In contrast with the Document-level version, the word-level condition provided fine-
grained transparency. We operationalized transparency by highlighting the mood association
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Figure 5.2: E-meter Word-Level Feedback Condition
of each word in the model; if a word is highly associated with a positive mood then it will be
highlighted green, a word associated with a negative mood will be highlighted orange or red.
The word-level version showed immediate incremental feedback of how the system interpreted
each word as the user types. In this word-level condition, individual words are highlighted
and color coded according to how the underlying algorithm interpreted that word’s affect. This
incremental feedback allows users to see how each individual word they wrote contributed to
the overall E-meter rating. Furthermore, words remained highlighted as users continued to type
allowing them to continue to assess their contribution to the overall score.
This form of transparency offers users insight into the underlying word-based regres-
sion model driving the E-meter visualization; it depicts how the regression model correlates
each word with positive or negative emotion to arrive at an overall weighting for the entire
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text that the user has entered. The fact that the visualization is persistent also allows users to
reexamine what they have written, reconciling the overall E-meter rating with the fine-grained
word-level connotations.
We could have operationalized transparency in other ways. Other researchers have
operationalized transparency through natural language explanations [105] and diagrams [123].
However, in our case we can convey the majority of the the system operation through word high-
lighting. In addition, our operationalization allow the answering of counterfactual questions, an
important part of explanation [138, 216]. Users can interactively change the prediction by in-
serting more text, allow them to quickly test their counterfactual hypotheses. Highlighting the
text is a non-intrusive way of conveying to the user what drives the algorithm and gives direct
clues about the underlying linear model. In addition, by varying the colors of the highlighting
we also show how the model is interpreting the specific words.
5.4 Study 1
Our first exploratory study aimed to understand the processes by which participants
make sense of a complex algorithm that interprets their emotions.
5.4.1 Method
5.4.1.1 Users
Twelve users were recruited from an internal participant pool at a large United States
west-coast university. They received course credit for participation. Participants average age
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was 19.54 years (sd=1.52) and 7/12 identified as female. This study was approved by an Insti-
tutional Review Board.
5.4.1.2 Measures
All survey questions requested Likert scale responses unless stated otherwise. Par-
ticipants were asked about their experience with the E-meter including: “Select the number of
times you looked at the visualization while you were writing” and subsequently “If you looked
at the visualization more than once: Rate the extent to which looking at the visualization im-
pacted or did not impact your writing.” We next probed user evaluations of system accuracy and
their trust in the system: “How accurate or inaccurate did you find the E-meter?” and “How
trustworthy or untrustworthy did you find the E-meter system?” In addition to these questions,
we used a shortened version of the Psychological General Well-Being Index (PGWBI) to screen
for mental health before participants began the study [82].
Additionally, we assessed users’ perceptions of the emotion of their writing: “How
positive or negative did you feel our writing was?”, as well as the system’s evaluations of their
writing: “How positive or negative did the E-meter assess your writing to be?” We used the
absolute difference of these two measures to calculate an aggregate measure of expectation
violation. If the E-meter were perfect, it would always predict exactly how the user felt and
expectation violation would be 0. If a user felt that their writing was “Strongly Negative” (1)
but the E-meter rated it as “Slightly Negative” (3) then the user’s expectation violation would
be 2.
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5.4.1.3 Procedure
The participants were randomly divided into one of two conditions. Both groups were
given document-level affective feedback from the E-meter scale as shown in Fig 5.1.
Condition 1: Six participants received real-time incremental word-level feedback
about the algorithm’s interpretation of their affect as they typed each word.
Condition 2: The other six only obtained word-level feedback after they had finished
the writing task; these users explicitly requested word-level feedback by clicking a button la-
beled “How was this rating calculated?”.
The researcher explained the experiment and think-aloud procedure, demonstrating
a think-aloud on an email client. The researcher asked participants to “Please write at least
100 words about an emotional experience that affected you in the last week.” In cases where
the participant had trouble thinking aloud, they were prompted to speak. After the think-aloud
writing exercise, the experimenter conducted a semi-structured interview that included an on-
screen survey that the participants continued thinking aloud as they answered. After the survey,
participants in the word-level feedback condition 2 were presented with the final state of the
E-meter, exactly as they saw it when they finished writing. Participants in the initial document-
level condition 1 saw exactly the same screen with an added button labeled “How was this rating
calculated” which they pressed to reveal word-level highlighting. Finally, all participants were
presented with a printed version of the final E-meter state with which they marked up to indicate
errors. The entire process took around 50 minutes.
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5.4.1.4 Analysis
Interviews were recorded using both audio and screen-recording. Two interviews
(one from each condition) were not audio recorded, thus only the remaining 10 are used for
the analysis. Recall RQ1 for this study: When does transparency help versus hinder users’
perceptions of complex systems? We analyzed the interviews with RQ1 in mind; responses
were coded using theoretical thematic analysis [22]. We describe the major themes related to
RQ1 below.
5.4.2 Study 1 Results
Participants engaged meaningfully with the feedback from the E-meter—all partici-
pants consulted feedback at least once and 8/12 of participants consulted it ‘more than 5 times’.
Document-Level Feedback Results in Inaccurate Mental Models: Only half of the
participants receiving document-level feedback formed accurate mental models of the system.
Others with document-level feedback expressed confusion about how the algorithm operated,
which in turn negatively affected their system perceptions. Participant 10 expressed this con-
fusion and how it led them to consider the system as inaccurate: P10: I don’t have a way of
interpreting it, I wouldn’t know if it’s good or bad or what I’m writing is negative or posi-
tive. . . . it’s inaccurate cause it doesn’t seem to portray the true emotional state of what I wrote,
and untrustworthy cause it doesn’t give off the right feedback, it doesn’t allow me to interpret it
correctly.
Participant 11 who also received document-level feedback considered the E-meter
may be working entirely off of “tone in my voice” or at random “...this could have been a whole
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fake fluctuation.”
Word-level feedback Promotes More Accurate Mental Models: When we later
showed word-level feedback to these document-level participants, their confusion seemed to
dissipate, leading them to form more accurate mental models about how the algorithm worked.
In this quote from Participant 10, note the stark difference from their prior quote above; they
now are reassured that the system is actually working and make excuses why the system gener-
ated an incorrect rating.
P10: “it goes word by word, it tries to take positivity and negativity from each word,
I don’t think it really goes by context of what I’m writing much more than the word itself, so
saying something like ‘my best friend getting arrested’, it’s definitely in a negative light, but
because I mention ‘my best friend’, it kinda took it in a positive light.”
In contrast, many participants who received word-level feedback throughout formed
accurate mental models initially when using the system. Participant 5 said: P5: I think it tags
certain words, for sure, with values probably 1-4, green, yellow, orange, red, or nothing, that
there are certain words that are programmed into it. ... Maybe there’s words that it knows to
look for across the system, like ‘death,’ ‘burial,’ negative words.. ‘celebration,’ ‘party,’ it can
pick up on across the whole thing.
Word-level transparency information therefore seemed to help both groups by pro-
moting insight into how the algorithm was making its evaluations, either in real-time or retro-
spectively. These observations suggest overall benefits for word-level information, confirming
our initial expectations about the value of providing this type of transparency feedback. Despite
these benefits, to our surprise, we also observed some negative effects for word-level feedback,
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which on some occasions seemed to undermine some participants’ views of the algorithm.
Participant 3 when examining the word-level feedback after they had written their text
noted “...honestly I feel like I don’t see a pattern at all and it’s kind of bugging me.”
Participant 8 first used the document-level feedback system and formed a mental
model of system operation. Upon being shown the word-level feedback they began to ques-
tion their established prior model; this resulted in worse perceptions of the system: P8: “Yeah,
I’m actually not sure what—I don’t know if it’s just as simple as positive versus negative words.
I had a solid theory before, but it’s falling apart... Well I just assumed that some words would
be coded as positive or negative and then it would just like do a ratio of those two.”
Overall, it seems that word-level transparency offered people a useful heuristic, but
this heuristic could be undermined by closer analysis.
Expectation Violation Predicts Accuracy Perceptions: We also wanted to quantita-
tively check whether participants evaluations of accuracy related to their expectation violation.
As expected, we see a strong correlation between the amount of expectation violation that users
experienced in the visualization and their overall perception of the system’s accuracy (r(11)=-
0.748, p=0.005). In other words, users judge the system as accurate if the system’s interpretation
is consistent with the user’s evaluation of their writing.
5.4.3 Study 1 Summary
Transparency feedback seemed to provide a useful heuristic in helping users form
working mental models, but closer scrutiny and perceived errors may undermine confidence in
the system. When users felt the system was inaccurate in the document-level condition, they
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were reassured later by word-level feedback showing how the system actually worked. How-
ever, we also see positive system perceptions undermined by the word-level feedback when
users had established mental models. We set out to explore these seemingly contradictory ef-
fects in a larger scale quantitative study. Again, we compared both forms of feedback, but we
also wanted to more directly explore potentially differing effects of word-level feedback in re-
lation to expectation violation. How might word-level feedback both (a) help users who were
unclear about how the algorithm operated while at the same time (b) reduce the confidence of
users who already had a working theory that was subsequently undermined when they were
confronted with word-level errors?
5.5 Study 2
5.5.1 Method
We used the same system and conditions as Study 1 with one important difference.
While users in the Document-Level feedback condition in Study 1 eventually saw the transpar-
ent Word-Level feedback after they had completed their writing, in Study 2 the conditions are
entirely separate, Document-Level users never see Word-Level feedback. Users were randomly
divided into Word-Level and Document-Level conditions and instructed to write 100 words
about an emotional experience in the E-meter system.
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5.5.2 Users
We recruited 41 users to test the E-meter system who had previously passed a short
mental health screening (PGWBI) [82]. Users were recruited from Amazon Turk and paid
$3.33. The evaluation took 13 minutes on average. This study was approved by an Institutional
Review Board.
5.5.3 Measures
We asked the same questions as Study 1 with the addition of the following questions.
“Please name 2 or more things you like about the system” and “Please name 2 or more things
you dislike about the system”. “Please give 2-3 ways the algorithm affected your writing”,
“Imagine that you were given personalized tips on how to improve your mood based on what
you wrote. Would you make use of such suggestions?", “Please explain how do you think the
system judges your writing.”, “Did you experiment with or manipulate your writing to test how
the system was working or how accurate it was? If so, how?”, "If you have any additional
feedback from your interaction with the E-meter, please detail it here."
5.5.4 Study 2 Results
Participants followed the instructions to write at least 100 words, mean=107.74, sd=14.8.
As shown in Fig 5.3, the majority of users across conditions found the E-meter to be “Accu-
rate” or “Very Accurate” with the median being “Accurate”. Fig 5.4 shows that users found
the E-meter to be “Moderately Trustworthy”. As in Study 1, we calculate a user’s expectation
violation in relation to the system’s overall emotion rating. We find that transparency and ex-
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Figure 5.3: Participants Found the E-meter Accurate
pectation violation interact in a complex manner. We see a strong negative correlation between
expectation violation and accuracy in the document-level group, (r(21) =-.898, p < .00001) con-
firming Study 1. In other words, with document-level feedback, when the system behaves as
the user expects then it is perceived as accurate. However, this correlation between expectation
violation and accuracy perceptions disappears in the word-level condition: r(16) = -0.175, p =
0.488. The relationship between expectation violation and accuracy perceptions is clearly more
complex in the presence of word-level transparency.
We modeled the effects of the different types of transparency more systematically
using linear regression predicting user accuracy perceptions as dependent variable (see Table
5.1). Given that Study 1 indicated people may respond to transparency differently based on
expectation violation, independent measures in the regression model include expectation viola-
tion, condition, and an interaction between them. The overall regression was highly predictive
R2 = .548, p < .0001. As expected, both transparency and expectation violation are associated
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Figure 5.4: Participants Found the E-meter Moderately Trustworthy
Variable Coefficient Std. Error p-value
Intercept 6.991 0.377 < 0.0001
Expectation
Violation
-1.736 0.601 < 0.0001
Condition -1.406 0.198 0.007
Condition *
Expectation
Violation
1.057 0.441 0.022
Table 5.1: Effects of Transparency on Perceived Accuracy. (R2 = .55, p < .0001).
with perceived accuracy.
Counterintuitively, adding word-level transparency has an overall negative effect on
perceptions of accuracy. However, this overall effect depends on expectation violation, as indi-
cated by the interaction term in the regression. We depict the interaction in Fig 5.5, which shows
that when compared with document-level feedback, word-level transparency has the expected
positive effect when expectation violation is high. Confirming our qualitative results from Study
1, people using the word-level version of the system show higher levels of perceived accuracy
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when their expectations are not met. However, the effects of word-level transparency are neg-
ative for lower levels of expectation violation, when compared with document-level feedback.
Thus, word-level transparency is unhelpful when people perceive the system to be accurate.
One possible explanation could be that users in the Word-Level condition were con-
sciously modifying and going back to edit their writing in order to achieve an accurate overall
rating. Recall that we asked users whether they had modified their writing according to the
feedback from the E-meter. Seventeen of our 41 users said that they changed their writing in
order to influence the E-meter’s response. However, this did not seem to modify perceptions of
accuracy of the E-meter. Adding a binary variable for modifying writing based on the feedback
into our above regression (Table 5.1) was not significant β = −0.23, p = .61. It seems that
users’ accuracy perceptions are not meaningfully affected by testing the E-meter.
To understand these effects further, we explored participant’s qualitative responses to
better understand the interaction between transparency and expectation violation.
Document-Level Feedback Results in Vague Mental Models: Most users in the
document-level feedback condition were focused on major shifts in the movement of the meter
in relation to their writing. For some of these users, document-level feedback was consistent
with their expectations, helping them to form a global, if vague, model of how the algorithm was
operating. For example, P24 wrote about how the accuracy of the system related to the system
meeting their expectations: “I was writing about a negative topic and it continued to read in the
negative state. The more upset I was writing, the further the dial went into the red.” Users for
whom the document level feedback matched their expectations maintained high confidence that
the system was accurate.
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Figure 5.5: Expectation Violation and Transparency Condition Interact to Form Accuracy
Perceptions
In contrast, other document-level users drastically lowered their confidence in the
system’s accuracy when they felt that the system outputs contradicted their expectations. P4
felt that the system was inaccurate overall but could not form a clear hypothesis about exactly
why it was failing: “It was highly inaccurate because the experience was clearly a negative
one, I specifically explained how awful I felt, I don’t think that it could measure the sentiment
of what I’m writing.” Others also thought that the system was inaccurate, but the absence of
transparency led them to speculate about other ways it could be working. Participant 11 said “it
looked at length and speed of what I was typing”; Participant 19 concurred, saying “i thought it
was only reacting to my WPM [words per minute]”.
Overall, document-level users are confident in system operation if their expectations
are met. If their expectations are violated, they seem to doubt the system is working as indicated
119
and, lacking any reassurance, this undermined their confidence in the system.
Word-Level feedback effects depend on expectations: Users in the word-level
feedback condition formed clear mental models of how the system was working in rating indi-
vidual words to arrive at an interpretation. However, even though these users seemed relatively
confident about the algorithm’s operation, they were often distracted or undermined by the sys-
tem’s interpretations of particular words. Participant 28 explained their rating of the system’s
accuracy as being downgraded by specific errors: “It went way down when I typed the word
"mad" but that was only a small part of the whole situation. The words that were good or bad
seemed kind of arbitrary too.” Similarly, participant 30 said: “I wrote, ‘I was not thrilled’ which
is a negative statement, but this meter took the word ’thrilled’ as a very positive thing.”
These examples suggest that, paradoxically, word-level errors might undermine some
participants whose expectations are met and already have a good working theory of the al-
gorithm’s operation. To assess this further we examined cases of low expectation violation
(instances of where users rated the E-meter as within 1 point of their own evaluation of their
writing). Overall for these users the system is operating as expected. We analyzed these low
expectation violation users to see why presenting word-level transparency information reduced
perceptions of system accuracy. For these users, word-level transparency seems to create more
questions than it answered; the additional information provided by the word-level highlighting
seemed to confuse rather than clarify. One participant noted that while the system’s final neg-
ative rating was consistent with their overall judgement of their own writing, the highlighting
didn’t make sense “...because the rating did not correspond to the number of identified words”;
this user also noted “It gave a positivity rating of 1 even though it only highlighted one or two
120
words as red.” The word-level highlighting revealed to other users that the model worked in a
different way from the user themselves. While users in the document-level condition were not
able to discern this as a problem, word-level feedback users took issue with this. Participant 41
said: “The key is to measure the overall emotional tone of the passage and it seems to fail at
this.” Participant 36 said this simply: “I disliked that it cannot understand context.” For these
users, transparency revealed that the algorithm did not conform to their mental models of the
task.
We also examined users who had the opposite experience. We looked at users who
initially felt that the algorithm was violating their expectations, but transparency seemed to help
them. For them word-level transparency seemed to provide reassurance and explanation of the
system behavior. One user, participant 27 seemed to note that the system was trying, even if it
violated their expectations: “I think that it was measuring words i used and rated them almost
correctly.” In the same vein, Participant 30 said “Even though it got several individual things
wrong, I think it actually did a good job on the whole.”
Overall, word-level feedback seemed to have somewhat contradictory effects depend-
ing on the user’s assessment of system performance. For users who felt that the system was
behaving appropriately, noticing word-level errors and non-conformance to their mental mod-
els undermined their views of system operation. For others who were less sure about overall
system accuracy, word-level feedback had the opposite effect, as it boosted confidence in the
system. These data are consistent with Fig 5.5 showing that compared with document-level
feedback, word-level feedback reduces accuracy judgments in low expectation violation users,
but increases it for those who have high violations.
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5.5.5 Study 2 Discussion
In this study we presented both qualitative and quantitative data showing that algorith-
mic transparency has complex effects that depend on users’ expectation violation. Word-level
transparency users with the most violated expectations had better perceptions of the E-meter’s
accuracy compared to their document-level counterparts. However, users in the word-level con-
dition were less likely to regard the system as highly accurate when it did not violate their
expectations.
Study 2 elucidates how people’s attitudes and feelings towards a system change but
does not clarify how behavior changes. We follow up with another study that measures user
behavior in this system to provide further evidence about when users want to view transparency.
5.6 Study 3
5.6.1 Method
We use the same E-meter system as the previous conditions but in a more naturalistic
deployment. In this study, participants used the E-meter system twice. The E-meter in this study
generally provided document-only feedback condition but would display word-level feedback
3 different times when the user was writing; this feedback displayed when the user was 1/3rd
through the writing task, 2/3rds, and then also when they were almost complete. The user
answered a very short questionnaire, to assess expectation violation before seeing the word-
level transparency, they then viewed the transparency as long as they wished—during which
point they could not continue writing, and then pressed a button labeled “Press this button to
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turn off highlighting and continue writing” which they pressed to continue the task.
5.6.1.1 Users
We recruited 53 users to test the E-meter system who had previously passed a short
mental health screening (PGWBI) [82]. Users were recruited from Amazon Turk and paid
$3.33. The evaluation took 17 minutes on average. This study was approved by an Institutional
Review Board.
5.6.1.2 Measures
The system was implemented to record how long the users took to examine the trans-
parency before they continued with the writing task. We will refer to this timing as trans-
parency view time. Before the users viewed the transparency they were asked how far the
current document-level rating was from the user’s own evaluation of their content, we refer to
this as the in-the-moment expectation violation, and this is measured multiple times per session.
After seeing the transparency users were asked about how their understanding changed due to
viewing the transparency. Finally after using the system twice, participants were asked about
their overall perceptions of the E-meter’s accuracy, trust, and their mental model of the system’s
operation.
5.6.2 Results
Confirming the result of studies 1 and 2 we again found that word-level feedback
promotes more accurate mental models. In this study 52 out of 53 participants had accurate
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Variable Coefficient Std. Error p-value
Intercept 8.25 0.16 < 0.0001
Expectation
Violation
0.07 0.03 0.03
Table 5.2: Effect of Expectation Violation on Transparency View Time
mental models of the system where they understood that the system rated individual words as
positive or negative and used these to calculate an overall rating. One example of this accurate
mental model is given by Participant 53: “It uses key words in the writing and the frequency
and ratio of these word to calculate how positive or negative a passage is”. The one remaining
participant who did not have an accurate mental model felt that the word highlighting was
assigned at random and the meter moved randomly also.
We find that participants who experience expectation violation spend more time ex-
amining transparency than those who experience less or no expectation violation. This is a
within subjects experiment; we measured expectation violation 3 times per trial with 2 trials
per experiment so we analyze the experiment using a linear mixed model with crossed random
effects from the R package lme4. The random effects are to control for intra-participant vari-
ance and intra-position variance (essentially order effects) and these are crossed because each
participant experiences each position. The fixed effect in the model is the in-the-moment expec-
tation violation, because we expected that users would spend more time examining explanations
when their expectations are violated. Thus, the dependent variable is the measured time the user
took with the explanation. Before fitting the model, we take the natural log of the time variable
because it is distributed exponentially.
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Figure 5.6: Transparency View Time By Explanation Position
The model is presented in Table 5.2. We note that the inclusion of the random effects
in the model are significant at p < .0001 as determined by a likelihood-ratio test comparing
the given model with a comparison model that drops either the participant or position random
effect. This means there is significant variation between participants and also between the order
effects within each participant.
Additionally, expectation violation has a significant effect on in-the-moment expecta-
tion violation. A one unit increase in expectation violation is associated with a 7.25% increase
in transparency view time. Given that expectation violation ranges from [0,3], the maximum
expectation violation is associated with a 23% increase in transparency view time. The model
itself overall is very predictive with R2 = .48.
We were interested in further examining the effects of order on transparency view
time. As noted above, including the random effect for position was significant, indicating that
there are significant differences in transparency view time based on what part of the task the user
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Figure 5.7: User Improvement in Understanding By Explanation Position
was in. In Fig 5.6 we plot the transparency view time according to position the user saw. The
first position, where the user first sees the transparency, greatly exceeds all other view times.
The fourth position also has a higher mean than the surrounding positions though the variance
here is very large; recall that this fourth position is the first time the users sees the transparency
for the second example of their writing. Another thing to note is that the transparency view
time decreases over time; we see that users spend less time with transparency for subsequent
viewings for the same example, but also decreasing between examples over time.
Next we examine how the users understanding changes over time. Recall that we
are have an ordinal 7-point Likert item outcome for understanding change from ‘Strongly De-
creased My Understanding’ to ‘Strongly Increased my Understanding’ that users answer after
each time they see the transparency. We find that user responses are significantly different using
a Kruskal Wallis Rank Sum test χ2(5) = 16.94, p < .01. Visually examining the differences
shown in Fig 5.7 shows that the first time users view the transparency there are improvements
in understanding for the majority of people. Subsequent viewings of transparency are more
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neutral overall, a sizable contingent of users still gain understanding but many feel their under-
standing is not changed either way by the transparency. A very small amount of users find that
their understanding changes negatively when viewing the transparency.
5.6.3 Discussion
We examined when users want to receive transparency in a naturalistic experiment.
Our primary outcome of interest is how long users examine transparency when they are shown
it. We find that users spend significantly more time with transparency when their expectations
are violated. Additionally, we see strong effects of order in how much time users spend with
transparency. On the first viewing of transparency, users spend significantly more time. This
time spent with transparency decreases over time as are likely forming more accurate mental
models of the system. There is some indication that showing transparency on new examples
(position 4 in Fig 5.6) may lead users to spending more time with the transparency but further
research is needed.
5.7 Overall Discussion
Given their widespread deployment, it is imperative that we derive new theories and
design approaches to improve users’ understanding of intelligent systems. Three studies show
when fine-grained algorithmic transparency is needed during user interaction with an intelligent
system. Study 1 helps explain some inconsistencies reported in prior research into the benefits
of transparency for improving user understanding and trust. Study 1 qualitatively showed the
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complex relations between transparency and expectation violation; some users are reassured
when they view word-level transparency; it shows them that the system is working even if it did
not generate exactly the interpretation they expected. However, for other users, transparency
seemed to undermine their experience; while overall the system worked as they expected, they
also detected specific word-level feedback that seemed anomalous. Study 2 resolves these ap-
parently contradictory observations. We show that there is no one-size fits all solution, as re-
sponses to word-level transparency depend on users’ level of expectation violation.
Finally, we provide more systematic evidence supporting this interpretation in Study
3. Study 3 indicates that users spent more time viewing transparency information when their
expectations are violated, indicating that transparency is addressing their lack of comprehen-
sion about how the system is operating. Additionally, Study 3 provides further evidence for the
usefulness of transparency in facilitating the creation of accurate mental models—users looked
at transparency less over time and gained more understanding when looking at transparency
early on. This indicates that the users looked at the transparency for less time because they al-
ready knew how the system was working. Overall these studies indicate that intelligent systems
should focus on showing transparency in two situations. One, when users expectations are vio-
lated. Second, early on in the users usage of the system so proper mental models are facilitated
from the start.
5.7.1 Limitations
The current chapter explores one algorithmic domain, emotion regulation and clearly
other contexts need to be explored. Furthermore, our deployment of a working algorithm meant
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that results were obtained for situations where our algorithm generated moderate numbers of
errors, and future research should evaluate contexts where there are different levels of errors,
including extremes of multiple versus few errors. Additionally, while users generated their own
data while using a real working system, results were not directly used to inform other aspects
of user’s personal behavior such as emotion tracking or emotion regulation, so the costs of sys-
tem errors were low. While this is appropriate for exploring understanding of initial algorithms
with moderate error rates, future work might explore user system models and trust in more high
stakes contexts. Also, our work explores one aspect of transparency namely a dynamic visu-
alization of the algorithm, and there are many other ways to depict how an algorithm operates
including verbal explanations, concrete user exploration and so forth [105, 109, 124, 173].
5.7.2 Synthesizing Contradictory Results
Our results also serve to synthesize and explain previous research on transparency and
intelligibility that has generated highly mixed and sometimes paradoxical results. On the one
hand, trust can be built through transparency [56, 105, 124]), even to the point of overconfidence
[69]. At the same time, however, trust can also be undermined by transparency [105, 123,
143]. Our findings indicate that this prior work may be rationalized by attending to expectation
violation. For users who have low confidence in a system, with little idea how it works, then
transparency can help form working system models, thus boosting confidence and trust. In
contrast, trust can be undermined if users have a working theory of the system but are exposed
to anomalous behaviors such as system errors.
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5.7.3 Social Communication Theories to Support Transparency
The interactions between transparency and expectations are also consistent with social
analyses of when explanations are needed. Theories of human communication (e.g. Garfinkel,
Grice) argue that explanations are occasioned, i.e. that explanations are only provided on an
‘as needed’ basis when a situational expectation is not met [70, 81]. Grice embodies this in
the "Maxim of Relation" where one tries to only say things that are relevant to the discus-
sion. This coincides with Garfinkel’s work where explanations are considered anomalous when
provided without reason. According to these theories, transparency is therefore occasioned for
expectation violations, making it contextually appropriate to provide an account for why system
behavior is unexpected or unusual. But if expectations are met, i.e. the system and situation
are perceived as going according to plan, then an explanation is anomalous and contextually
marked, potentially reducing user confidence: ‘everything is going fine so why are you provid-
ing this unnecessary information?’. Results are also consistent with the elaboration likelihood
model [161]; which suggests that users might be generally happy to operate with imprecise
working heuristics about how an algorithm operates, only invoking complex analysis when the
algorithm behaves anomalously.
Our results draw attention to an important and often overlooked aspect of trans-
parency. Most research has focused on questions of how to explain algorithmic operation,
e.g. using approximate methods to explain neural nets using methods that everyday users will
comprehend. In contrast our focus here has been on better understanding of when to deploy
transparency, as we show that providing detailed information about an algorithm’s operation
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can be counterproductive for users who have a working theory of system operation. Other work
suggests that users do not want to be exposed to detailed algorithmic explanations when they are
cognitively overloaded [94], suggesting a need to develop more systematic accounts of when
algorithmic explanations are occasioned and useful.
Of course, deciding when to provide algorithmic explanations also gives rise to eth-
ical concerns: if users are operating under false working assumptions about an algorithm then
we need to expose and counteract these. Again, this suggests the need for an increased re-
search focus on understanding users’ working models of systems allowing us to diagnose when
these are accurate, and when we need to intervene. This area is extraordinarily complex how-
ever given applications where positive placebo effects have been obtained using algorithms that
falsely inform users that their stress levels are low [39]. In this case, an inaccurate user model
and imperfect algorithmic understanding has beneficial outcomes.
5.7.4 Design Implications for Intelligent Systems
Our results also have implications for design. Whether or not transparency is ben-
eficial depends on the timing of the transparency. In situations where a user’s expectations
are violated, users will spend more time looking at transparent feedback and also generate a
more positive view of the system. In situations where expectations are not violated, users may
generate a more negative view of system because transparency can reveal system errors. How-
ever, Study 3 indicates that users will not look at transparency as closely when expectations are
not violated, so there is room here to examine interaction patterns aside from always-on trans-
parency and their role in helping ameliorate the problems transparency produces in conditions
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of low expectation violation.
We find that in some contexts, transparency decreases perceptions of accuracy. One
reason for this decrease seemed to be when transparency revealed that the way the system was
operating was different from a user’s mental model of the task. For example, users took issue
with the fact that the system did not seem consider context surrounding some words. Consid-
ering context was impossible in our machine learning model given that we were using solely
individual words as features. Decisions made when training a machine learning algorithm in-
cluding feature selection and algorithm choice necessarily constrain how transparency can be
operationalized. This demonstrates that algorithmic decisions have direct user experience im-
pacts in transparent applications. Current research indicates that we should present transparency
in ways that bridge the gap between user’s mental models and expert mental models of the task
[57]. Our work dovetails with this, demonstrating that correct choices need to be made con-
cerning the machine learning models to even allow for transparency that bridges this gap.
5.7.5 Presenting Errors in Intelligent Systems
Our results also draw attention to the critical problem of error presentation. All ma-
chine learning systems generate errors and while users need to be aware of this, our data sug-
gests that in some cases users are overly focused on errors even when these are relatively in-
frequent and the system is operating well overall. This may be consistent with psychological
theories suggest that people are generally poor at evaluating probabilities [100]. In any case,
it indicates the need for much more research on error visualization as well as algorithmic suc-
cess. Other designs suggested by our work could address the effects of errors undermining
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confidence. For example, we might only show highlighting on words that the system is very
confident will be positive or negative in any context. Other users wanted to know about the
relative weighting of positive versus negative words and the algorithm might provide more ex-
plicit models of this. These design improvements may improve perceptions of accuracy across
the board allowing users to generate more stable models and reduced questioning. However,
given the ubiquity of errors in all intelligent systems, much more research is needed to explore
how errors might be presented and explained in ways that do not undermine the development of
accurate working models of system operation.
For consumer facing applications it may be beneficial to operationalize transparency
so as to promote user confidence in approximate system models allowing underlying complex-
ity to be hidden from the user. In other contexts, however, we may want to have users very
carefully evaluate a system prediction. For example, we may not want doctors to simply defer
to the predictions of a medical decision support system. We may instead want to lead them to
question their underlying model while using the system. For such cases, it may be beneficial to
operationalize transparency to promote careful consideration with moderate amounts of expec-
tation violation. This may be a difficult balance to achieve between questioning and validating
a system model so that while skeptical users would continue to trust and use the algorithm.
Overall our results offer a new perspective on when users want explanations from
intelligent systems, this perspective matches with what we would expect from social science
theory. We also suggest new ways to design intelligent systems that center the human desires
for explanation.
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Chapter 6
How do users want to interact with
transparency?
6.1 Introduction
I have reviewed many reasons that transparency is needed for truly human-centered
intelligent systems; they include increased understanding in the system [108, 197], improved
trust in system decisions [105], clarity about the system optimizing intended functionality [86].
In the last chapter, I created design implications about when transparency is needed in an intelli-
gent system. In this chapter, I study how we should operationalize transparency to fit user expec-
tations. While there are many calls for transparency [30], it remains unclear exactly how to enact
calls for transparency in practice. Extensive research about operationalizing transparency has
emerged in the machine learning community but no clear consensus has resulted [1, 57, 216].
Deciding exactly how to implement transparency is difficult—there are numerous implemen-
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tation trade-offs involving accuracy and fidelity. Making a complex algorithm understandable
to end users might require simplification, which often comes at the cost of reduced accuracy
of explanation [112, 173]. For example, methods have been proposed to explain deep neural
network algorithms in terms of more traditional machine learning approaches, but these expla-
nations necessarily present approximations of the original algorithms deployed [129]. These
studies often approach transparency from a technical perspective, asking: “what is possible
from an algorithmic standpoint?” rather than “what does the user need?”
However, some recent empirical studies attempt to examine the effects of transparency
on users. But these studies reveal puzzling and sometimes contradictory effects. In some set-
tings there are expected benefits: transparency improves algorithmic perceptions because users
better understand system behavior [105, 108, 123]. But in other circumstances, transparency
has other quite paradoxical effects. Transparency may erode confidence in a system, with users
trusting it less because transparency led them to question the system even when it was correct
[123]. Providing system explanations may also undermine user perceptions when users lack
the attentional capacity to process complex explanations, for example, while they are execut-
ing a demanding task [24, 224]. Overall, these results indicate mixed evidence for the benefits
of transparent systems. The above research suggests that we have yet to identify the appro-
priate interaction paradigms to present transparency. Machine learning research communities
are forging ahead with foundational research on how to generate transparent systems [216] but
studies often stop short of actually testing these systems with users [36, 7]. User evaluation is
critical because, as we have seen, user reactions to transparency show quite contradictory results
[24, 105, 123]. Some research suggests that the way we present transparency may account for
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these contradictory results [69, 105]. Our research seeks to bridge this gap between generating
explanations and user-centric presentation. In two studies, we explore users’ direct reactions
to a transparent personal informatics system that interprets emotions that users express in writ-
ten text. The domain of emotional personal informatics is fruitful for transparency research
for several reasons. Emotional analytics is perceived as a key application by many users [94].
And users are the ultimate experts on their own emotions, providing them with ground truth
assessments about whether the system is correct. Further, making accurate predictions about
emotions is also difficult, allowing us to examine a key challenge for intelligent systems: how
to deal with system error.
We examine user preferences and reactions to transparency by comparing two ver-
sions of a working analytics system that predicts users’ emotions from written text. Each version
uses the same underlying algorithm. The first, transparent, version makes overall predictions
about the user’s affective state and supplements these overall predictions with incremental real-
time feedback showing how the algorithm made these judgments. The second non-transparent
version simply predicts the user’s overall affective state, without underlying transparency feed-
back. We also examine the role of cognitive load in explaining these preferences and explore
problems with current presentations of transparency.
We address the following research questions:
• RQ1: Do users prefer to use transparent systems? Do they prefer systems providing
transparent feedback or those that simply present overall predictions? (Study 1)
• RQ2: Do cognitive load and distraction affect preferences for transparency? What other
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factors influence reactions to transparency? (Studies 1 and 2)
• RQ3: How might we support effective transparency? (Studies 1 and 2)
6.1.1 Contribution
Much recent work on transparency has focused on technical explorations of self-
explanatory systems. In contrast, we take an empirical user-centric approach to better under-
stand how to design transparent systems. Two studies provide novel data concerning user re-
actions to systems offering transparent feedback vs overall prediction information. In Study 1,
users anticipated that a transparent system would perform better, but retracted this evaluation
after an experience with the system. Qualitative data suggest this may be because incremen-
tal transparency feedback is distracting, potentially undermining simple heuristics users form
of system operation. Study 2 explored these effects in more detail suggesting that users may
benefit from simplified feedback that hides potential system errors and assists users in build-
ing working heuristics about system operation. We use this data to motivate new progressive
disclosure principles for presenting transparency in intelligent systems.
6.2 Research System: E-meter
We designed a system called the E-meter that tests users’ reactions to a transparent
system that actively interprets their own data. The E-meter system and protocol have been
successfully deployed in multiple previous experiments [190, 192]. The E-meter predicts the
emotional valence of a user’s written personal experience. The E-meter is shown in Figures 5.1
137
and 5.2, showing non-transparent and transparent versions of the same algorithm. The system
was described to users as an “algorithm that assesses the positivity/negativity of [their] writing”.
It was built as a client-side web application using HTML5 and JavaScript, technologies that
give us flexibility in deploying to various populations including in-lab studies and Amazon
Mechanical Turk experiments.
There are a number of tradeoffs that need to be made when testing user reactions to
transparency. In contrast to many previous hypothetical scenario-based studies, where users
are presented with descriptions of a system along with its outputs [124, 123, 122] we instead
chose to deploy a working system to better engage and elicit direct user reactions to personally
relevant data. The system also provided real-time feedback which indicated to users that the
system was authentic and not a deception [190]. But implementing a real-time transparent
system imposes trade-offs regarding the performance of the underlying model. In particular, we
needed to sustain performance across multiple hardware platforms. Therefore, we limited the
complexity of our machine learning model and constrained our underlying feature set so that it
could run in real-time within a browser.
6.2.1 Machine Learning Model
Little empirical work has examined how users respond to even simple operating mod-
els of transparency. This motivates our current approach, which we have successfully deployed
in several prior studies [192, 190]. We chose a modeling approach that is accurate enough to
be convincing, but simple enough to explain to end-users. We implemented a unigram-based
regression model. While such a model may be less accurate than state of the art methods us-
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ing deep neural networks [50], it provides a straightforward operationalization of transparency
that is intuitively understandable while still appearing accurate and convincing to users [192].
And although the algorithm makes some errors, evaluating user reactions to these errors is an
important element of our approach.
The emotion detection algorithm works as follows: each word written by the user is
evaluated for its positive/negative emotion association in our model. If a word is found in the
model, the overall mood rating in the system is updated. This constitutes an incremental linear
regression that recalculates each time a word is written. In prior experiments, users judged
the same algorithm to be accurate but not perfect; the median user response for accuracy was
‘Accurate’ (6 on a 7-point Likert scale with the highest rating (‘7’) being ‘Very Accurate’) [192].
Models were trained on text gathered the EmotiCal deployment [92, 191]. In that
deployment, users reported and analyzed activities and emotions over several weeks by writing
short textual entries about daily experiences and directly evaluating their mood in relation to
those experiences. This data gave us a gold-standard supervised training set where users labeled
their own descriptions for underlying affect. We trained the linear regression on 6249 textual
entries and mood scores from 164 EmotiCal users. Text features were stemmed using the Porter
stemming algorithm [165] and then the top 600 unigrams were selected by F-score, i.e. we
selected the 600 words that were most strongly predictive of user emotion ratings. Using a
train/test split of 85/15 the linear regression tested at R2 = 0.25; mean absolute error was .95 on
the target variable (mood) scale of (-3,3). As we noted above, previous users found the system
to be accurate to their experience, judging median accuracy to be 6 out of 7 on a scale where 7
is ‘Very Accurate’.
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6.2.2 System Versions
The underlying machine-learning model was evaluated by users for two different sys-
tem versions: non-transparent and transparent.
Non-transparent version: As users wrote, the E-meter showed the system’s overall,
document-level, interpretation of the emotional valence of their writing. If the overall text was
interpreted negatively, the gauge emptied to the left and turned redder (see Figure 5.1). If the
text was judged to be positive, the meter filled the gauge to the right and turned more green.
This continuous scale feedback represents the coarse global information that many machine
learning systems currently display. Such systems give an overall rating but do not offer the user
an insight into the detailed workings of the underlying algorithm.
Transparent version: In contrast, the transparent version provided fine-grained feed-
back about how the algorithm was making its prediction. This transparency was operationalized
as word-level feedback; in this system version, the E-meter signaled the affective association
of each word the user typed. Individual words are highlighted and color-coded according to
how the underlying algorithm interpreted that word’s affect (Figure 5.2). If a word is highly
associated with positive mood then it will be highlighted green, whereas a word associated with
negative mood will be highlighted red. This incremental feedback allows users to see how each
individual word they write contributes to the overall E-meter rating. Furthermore, words remain
highlighted as users continue to type allowing them to assess each word’s relative contribution
to the overall score.
This form of transparency offers users insight into the underlying word-based regres-
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sion model driving the E-meter evaluation; it depicts how the regression model correlates each
word with positive or negative emotion to arrive at an overall weighting for the entire text that
the user has entered. The fact that the visualization is persistent also allows users to reexamine
what they have written, reconciling the overall E-meter rating with the fine-grained word-level
transparency.
Of course, we could have operationalized transparency in other ways. Other re-
searchers have implemented transparency through natural language explanations [105] and dia-
grams [123]. However, in our case, we can convey key aspects of the underlying system through
word highlighting. In addition, our operationalization allows the answering of counterfactual
questions, an important part of explanation [138, 216]. Highlighting the text helps directly
convey to the user what drives the algorithm and gives clear clues about the underlying linear
model. In addition, by varying the colors of the highlighting we also show how the model is
interpreting the specific words.
6.3 Study 1
Study 1 was intended to explore user reactions to transparent and non-transparent
versions of the algorithm. For each version, we assessed user evaluations both before and after
using the system as well as their perceptions of cognitive load.
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6.3.1 Method
Participants experienced both versions of the E-meter system. After using each ver-
sion, they were asked a series of follow-up questions. The study design was counterbalanced;
half the users experienced the non-transparent system version first. Questions and procedure
were carefully piloted and had been used before in multiple prior studies.
6.3.1.1 Users
We recruited 100 users who had previously completed a subset of the Psychological
General Well-being Index (PGWBI) [82]. Following recommendations from an IRB panel, the
PGWBI screening was intended to exclude users who might find the emotional reflection dis-
tressing. Users were recruited from Amazon Mechanical Turk and paid $3.33. The evaluation
took 14.68 minutes on average. Following prior methodological recommendations in [48], we
eliminated 26 respondents based on their responses to open-ended questions, leaving us with a
sample of 74 users. This study was approved by an Institutional Review Board.
6.3.1.2 Measures
Before actually using the system, participants saw simulations of both transparent
and non-transparent versions of the system and were asked to predict accuracy for each. We
simulated both versions of the system showing what happened as filler Latin text was typed.
We used Latin text because we wanted high-level system comparisons that were not based on
users’ reactions to specific English words. Following the animations, we asked the predicted
accuracy question “This program evaluates the positivity/negativity of emotional experiences
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that users write about. How accurate or inaccurate do you think this program would be for
you? The program works with English also.” Users then provided qualitative explanations for
their ratings—“Please give 2 or more reasons for the accuracy ratings you made on the previous
page.”
Participants then began their writing activity. Following a protocol deployed in prior
work, users were presented with one of the two system versions with the instructions “Please
write at least 100 words about an emotional experience that affected you in the last week.”
After this system experience, users completed the TLX workload assessment [87]. Users then
answered the questions: “How positive or negative did you feel your writing was?” (subjective
affect), “How positive or negative did the E-meter assess your writing to be?” (system affect),
“How accurate or inaccurate was the E-meter in its assessment of your writing?” (retrospective
accuracy), “How trustworthy or untrustworthy did you find the E-meter system?” (subjective
trust). These questions were all 7-point Likert items. For example, the subjective trust questions
items were from “Very Untrustworthy” to “Very Trustworthy”.
Users then repeated this process for the other system version. After using both ver-
sions, users answered a final experience-based system preference question “If you were to use
the E-meter again, which system would you prefer?”. They then supplied reasons for this:
“Please give 2 or more reasons for the choice you made above”.
6.3.2 Results
System Perceived as Moderately Accurate and Trustworthy: Overall, the median user
found the E-meter to be ‘Slightly Accurate’ and ‘Slightly Trustworthy’. Both retrospective
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accuracy and subjective trust distributions were bimodal (due to the 7-point Likert item con-
taining an infrequently used neutral item) and there was no difference between conditions (p =
.24, p=.41). This replicates our previous work [192] where the median user found the E-meter
to be ‘Accurate’.
Transparent version is predicted to be more accurate before usage: Before any
hands-on experience with the system, participants generated predicted accuracy judgments for
both the transparent and non-transparent system versions. We statistically compared the differ-
ence in these system evaluations using a paired t-test. Participants anticipated greater accuracy
for the transparent system, t(73)=5.452, p=0.022, although the effect was small—means were
4.24 and 4.57 respectively. Qualitative user comments supported these anticipated benefits. On
being asked to explain why they expected the transparent system to be more accurate, users
drew attention to the benefits of transparent color-coded feedback giving a clearer sense of how
the system was operating and boosting their confidence that the system was operating appropri-
ately. Participant 73 wrote “The second one had a legend with it and actually changed the color
of the words I would have written. . . . It was also more catchy and the colors stood out to me.”
In the same vein, participant 50 wrote: “One meter is more transparent than the other. I can
see how it works. I feel more confident in knowing exactly how it comes up with its answers.
I tend to think it is more reliable.” Overall then, before actually using either E-meter version,
users anticipated that a system offering word-level transparency would be more accurate.
Recall that after experiencing each system version, we asked users for retrospec-
tive accuracy and a final experience-based preference about which system version they would
choose for future usage. User perceptions of retrospective accuracy with both versions of the
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system highly correlate with their final experience-based system preference in a logistic re-
gression model (p’s = [0.019, 0.0001]). Given only retrospective accuracy scores from both
versions, we can predict the version choice with 69.5% accuracy in a 5-fold cross-validated
test. Therefore, knowing users’ predictive accuracy was higher for the transparent version, we
would expect that this would lead to users ultimately preferring the more transparent version of
the system.
After experiencing the system there was no preference for either system version:
However, this positive predictive evaluation of transparent system accuracy did not persist after
the actual experience with the system when we analyzed final experience-based preferences. As
we expected, many of those who preferred the transparent system after usage did so because it
illustrated the inner workings of the system. Participant 72 said “I know what the first [transpar-
ent] version is doing. I cannot tell what the second version [non-transparent] is doing. Because
the second version does not give real feedback, I cannot make an informed decision when writ-
ing if I should be using it or not.” Participant 28 concurred, saying “I think it [the transparent
version] provides more engaging feedback and helps me better understand the reasons it gives
for the amount in the meter.”
However, to our surprise, the benefits of transparency did not generalize to all users.
After the experience with both systems overall users were evenly split in which version of the
system they preferred to use in the future: fifty percent of participants (37) said that they would
prefer the non-transparent version if they were to use the system again. The other 50% (37)
chose the transparent condition. Consistent with these preference judgments, participants also
showed no overall differences in trust after using the two different system versions (t(73)=.910,
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p=.343). How can we interpret these findings? While users had better impressions of the trans-
parent condition initially, those preferences disappear after using both systems. It is important
to note here that although the only objective differences between the systems lay in their trans-
parency, users seemed to treat them as operating quite differently. As we will see later, even
though participants knew both versions of the system existed at the start of the experiment, they
seemed to attribute different qualities to each version after experiencing them.
Overall, both the final system choice and trust showed no differences between system
versions despite people being confident initially that the transparent version would be more
accurate. What might explain these changed perceptions after usage? Role of Cognitive Load:
One possible explanation for this changed perception is cognitive load. Transparency may
demand attention and distract participants, in contrast to the non-transparent system version
which presents less information [24]. Some participants’ explanations for their experience-
based preference seem to support this. These participants (n=13) cited the distracting nature
of the word highlighting. Users called word-based transparent feedback “annoying” (P3) and
“obtrusive” (P7). Participant 20 said that the non-transparent version was “a lot less distracting”.
P57 said, “The individual highlighting of the words was distracting during writing; I wouldn’t
have minded it as much if I could turn it on and off.” However, these subjective reports were
not borne out by our quantitative analysis of cognitive load as assessed by the TLX survey. A
paired t-test comparing the overall TLX measures for both versions of the system indicated no
difference in workload: t(73) = -.05, p=.95.
Reduced transparency may lead users to overestimate system capabilities: An-
other potential reason why users may prefer the non-transparent system relates to user infer-
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ences about algorithmic capability. Our qualitative analysis of experience-based preference
suggests that users who know less about the working of the system, seem to ascribe more ad-
vanced abilities to it. Nearly a quarter (24%) of users who chose the non-transparent E-meter as
their preferred version stated that they preferred it because it took their overall writing context
into account, incorporating information beyond simple lexical weightings. Participant 66 said,
“I think the [non-transparent version] takes into account everything you are writing and makes
a decision better than just by focusing on word choice.” Participant 17 concurred, saying “I
like the second [non-transparent version] as it seems to focus on the whole and not each word.”
While these non-transparent inferences are positive, they are also inaccurate. Recall that both
systems use the same underlying machine learning model which uses solely individual word
features.
What might explain this overestimation of system capabilities? One possibility is that
non-transparent feedback can hide low-level errors from users. In contrast, many transparent
condition users identified highlighted words they felt were misclassified, leading them to down-
grade their system evaluation. For example, participant 40 chose the non-transparent version,
justifying it by saying: “...the biggest reason is that the most negative thought I had was ex-
pressed by the word "isolated" in the text I wrote and the e-meter marked that one word as
"Unimportant" I couldn’t get past that.” Participant 70 said: “Some associations don’t make any
sense, while others do.” In contrast, non-transparent feedback did not expose these errors. If the
algorithm was behaving consistently with their overall expectations, users in the non-transparent
condition judged it very positively. This did not seem to be the case in the transparent condition,
users judged the system more negatively even if the overall prediction was correct.
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Together these observations suggest that error hiding and the absence of detailed in-
formation in non-transparent feedback leads some participants to form approximate but positive
working heuristics about how the system operates.
6.3.3 Discussion
Our initial hypothesis was that providing detailed, transparent word-level feedback
would be more helpful to users than non-transparent overall predictions. However, our first
study unearthed some unexpected findings, showing that user interpretations of transparency
feedback are far from straightforward. Consistent with our initial expectations and the prior lit-
erature on transparency [69, 124], users anticipated a preference for transparency before using
the system. Users justified this preference by making arguments that such feedback would pro-
vide detailed incremental information about algorithmic decisions. But to our surprise, many
participants did not retain this preference after using the system, at which point participants
were evenly split between the systems in their trust and transparency preferences. As we had
originally anticipated, some users continued to prefer the transparent version and they were
likely to cite the increased insight that it facilitated into the algorithm’s underlying operation.
In contrast, others preferred the non-transparent version but offered very different reasons for
their preferences. Some of these users seemed to find highlighting to be distracting, although
our cognitive load results do not support this. Others may have preferred non-transparent feed-
back because it did not expose word-level errors, potentially leading users to overestimate the
competence of the underlying algorithm with the consequence that they believed it to be more
advanced than it was. For these users who preferred the non-transparent version, it seemed that
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incremental feedback was providing more information than they required[24, 105].
6.4 Study 2
Ideally, a system should mitigate the negative distracting elements of incremental
transparency while providing improved understanding to users. However, it is difficult from our
initial study to know how to operationalize transparency in a way that achieves this. In order to
better understand how to convey transparency to users in effective ways, we employed a semi-
structured interviewing process in our second study. We used think-aloud interviewing methods
to examine in depth how the type and timing of algorithmic transparency can inform decisions
about how to design effective transparency. In particular, given that Study 1 indicated that
some users felt incremental feedback provided too much information, Study 2 examines letting
users view increased transparency only when they explicitly request it after they have finished
writing. Overall Study 2 gathered richer contextual qualitative data to illuminate what factors
influence the interpretation and uptake of transparency information. In particular, we wanted
to better understand why ostensibly richer feedback was not providing anticipated benefits to
some participants.
6.4.1 Method
6.4.1.1 Users
Twelve users were recruited from an internal participant pool at a large United States
west-coast university. They received course credit for participation. Participants average age
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was 19.54 years (s.d.=1.52) and 7/12 identified as female. This study was approved by an
Institutional Review Board.
6.4.1.2 Measures
Users again completed a shortened version of the PGWBI to screen for mental health
before the study [82]. Users answered a similar set of survey questions to Study 1 in a think-
aloud style; however, these were primarily used to prompt explanation and structure the inter-
view. As such, we do not present the results in this paper.
6.4.1.3 Procedure
The participants were randomly divided into one of two conditions. Both groups were
given overall prediction feedback from the E-meter (Figure 5.1).
Passive Transparency: Six participants received real-time transparent word-level
feedback about the algorithm’s interpretation of their affect as they typed each word.
Requested Transparency: The other six only obtained transparent word-level feed-
back after they had finished the writing task; these users explicitly requested transparency by
clicking a button labeled “How was this rating calculated?”.
The researcher explained the experiment and think-aloud procedure, demonstrating
a think-aloud on an email client. As in Study 1, the researcher asked participants to “Please
write at least 100 words about an emotional experience that affected you in the last week.”
After the think-aloud writing exercise, the experimenter conducted a semi-structured interview
that included an on-screen survey. After the survey, participants in the initial non-transparent
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condition 1 saw exactly the same screen with an added button labeled “How was this rating
calculated” which they pressed to reveal the transparent word-level highlighting. The entire
process took around 50 minutes.
6.4.1.4 Analysis
Interviews were recorded using both audio and screen-recording. Two interviews
(one from each condition) were not audio recorded, thus only the remaining 10 are used for
the analysis. For this qualitative analysis, responses were coded using thematic analysis [22]
specifically targeting RQ3: What problems must be mitigated to support effective transparency?
6.4.2 Results
More Transparency is Not Always Better: The transparent version of the E-meter
again operationalized transparency using color highlighting to show how each word contributes
to the calculation of the overall mood score. However, several users took issue with this level
of detail. P10 felt that only the “big emotionally heavy words” should be highlighted. Other
users felt similarly, P4 talked about select “trigger” words that that “trigger the foundation of the
issue” and were essential to understanding the text. P8 felt that there were a few important words
and the rest just added noise: “it’s taking into account words like ‘stressful’ and ‘regretful’ and
stuff but then like everything else in between adds like an extra layer that complicates it”. While
the machine learning model was limited to the 600 most predictive words of mood, that model
still seemed to present too many extraneous words that users felt were unimportant. From a
design perspective, it may be that users need to identify a small number of clear examples of
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words showing strongly positive and negative affect, in order to form a working model of system
operation.
Transparency May Violate User Expectations Even When the System is Correct:
Similar to how participants felt there were many extraneous highlighted words, participants also
often focused on specific words that they judged had been misinterpreted by the system. Many
users wrote about their experiences in the first person, often using the word “I”. In our machine
learning model, “I” has a slightly negative connotation which confused our users, because many
of them thought “I” should be neutral. P8 said, “So I was gonna say that yellow words would
be neutral because it has highlighted ‘I’...”. Along the same lines, when analyzing the high-
lighting of different words, P6 said “‘I’? Mmm, I don’t understand that either”. Participant 5
even started conjecturing about the actual system model saying “‘I’ doesn’t seem like it would
have. . . [participant trails off] unless people speak in objective terms when they’re talking about
more positive experiences.” Clearly, these users don’t feel that the word “I” has negative con-
notations. However, extant literature confirms that system feedback is correct as high usage
of first-person singular pronouns is correlated with depression and negative mood [157, 178].
These examples indicate a problem when system feedback reveals information that contradicts
the users’ expectations. Even if the system is objectively correct when displaying transparency
information, it can still cause users to take issue and result in poorer perceptions of that system.
User Heuristics May Contradict Transparency: Other problems arose because
users formed working heuristics of how the system operated, which were sometimes con-
tradicted by word-level feedback. Four users felt that there were discrepancies between the
overall rating and the transparent word-level feedback within the system. When Participant 8
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viewed the word-level transparency they started off by saying “I’m very confused” and then ex-
plained how they felt the overall rating should just be calculated as a ratio of positive/negative
words—“Well I just assumed that some words would be coded as positive or negative and then
it would just like do a ratio of those two.” Participant 6 explained it similarly, the overall rating
showed a slightly negative emotion rating for their written passage but, in participant 6’s words:
“So when you look at the comparison with the meter, and you look at my paragraph itself, right?
There’s more words that are highlighted in green.” These users are using simple heuristics to
relate the overall document rating and word-level transparency. They feel that the overall rating
should reflect a simple ratio of word-level transparency. For example, if the highlighted words
are primarily green, then the overall rating should be very positive. However, in our machine
learning model, a single word such as “angry” could be rated negatively enough that it would
cancel out multiple mildly positive words. Some users arrive at this correct model after con-
sciously engaging with the system. For example, recall how participant 6 talked about how they
felt the word-level highlighting and the overall rating were incongruent; however, after think-
ing more deeply, this participant later said: “... it’s weighing certain words, right? Because
obviously these two words, right? Like “upset” and like—er yeah, “upset” really polarize the
meter.” This quote demonstrates that this user has moved beyond their initial heuristic that all
words are weighted equally; they are now noting how one word seemed to have a larger effect
in the system.
Together these observations suggest that users initially form simple working hypothe-
ses about system operation. Users seem to engage with transparency first by operating with
these simple hypotheses and only scrutinizing these when their expectations are not met. As
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with other areas of reasoning, it may be that in interacting with a system users first engage
in rapid, approximate, System 1 thinking and only engage in deeper, more analytic, System 2
thinking when directly prompted or confronted with clearly anomalous information [99, 161].
6.4.3 Discussion
The second study again revealed the complexity involved in presenting transparency
information. Confirming our first study, we again showed that providing more detailed trans-
parency information is not always better. While some users saw potential benefits to word level
transparency information, others argued against “complete” transparency, preferring to see only
a subset of ‘important’ words. This observation suggests a principle for transparency presen-
tation that limits the amount of information presented. This principle might involve explaining
as much variation as possible using the smallest number of explanatory features. Therefore,
we might aim to weigh the overall number of features we present against the information they
provide. This is consistent with machine learning approaches to developing models with high
dimensional feature sets that aim to identify features with the greatest explanatory power. While
we know of technical methods that support this [137], we have not seen such transparency ac-
tually tested with users. A second observation is that users may take issue with detailed trans-
parency and predictions, even when underlying system models are objectively correct. This
creates quite a difficult problem for system designers. If it were possible to know which fea-
tures prompt mistaken beliefs, then these features could be excluded from transparency. Un-
fortunately, short of testing user beliefs about all features, this may be very hard to do. We
also saw that users don’t actively interrogate transparency information to deeply analyze all its
154
implications. Instead, users often look for quick heuristic routes to confirm or discredit simple
working theories. Therefore, we should design intelligent systems in ways that allow users to
develop simple working heuristics but also invite them to evolve more accurate mental models
when they are motivated to do so.
6.5 Discussion and Conclusions
Unlike much technically oriented work that aims to develop new transparency al-
gorithms, we explored user perceptions of, and reactions to, transparency. Specifically, we
examined users engaging with a real system that interprets self-generated personally relevant
emotional data. We deployed a necessarily simple algorithm that users find accurate [192] in
order to create simple transparent feedback that conveys the underlying operation of the al-
gorithm. Both exploratory studies indicate that developing and deploying transparent smart
systems is complex in practice. In both cases, we observed unexpected user reactions to our
attempts to provide detailed information about algorithmic operation. In Study 1 we found that
before actual usage, participants initially anticipate greater accuracy for the transparent version
of the E-meter but this is altered by their system experiences. After using both system versions,
users are split 50-50 in their preference, and trust data showed similar ambivalence, even though
both versions of the algorithm were perceived as accurate. We identified several possible rea-
sons for this shift. As anticipated, participants who preferred the transparent version valued the
increased system understanding that transparency afforded. But two different reasons led other
users to prefer the non-transparent version: some attributed more sophisticated abilities to the
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less transparent system while others felt distracted by transparency. Although many user com-
ments mentioned how incremental word level affective feedback was highly distracting, these
comments were not reflected by a reliable overall difference in cognitive load between trans-
parency conditions as assessed by NASA TLX. However, more sensitive real-time measures of
cognitive load might yield different results.
These initial results raise the question of how we can operationalize transparency in
ways that don’t distract, while simultaneously allowing users to engage with the system using
simple heuristics and facilitating advanced understanding. Study 2 gathered richer contextual
data to illuminate exactly how to operationalize transparency to fit the goals from Study 1. To
address distraction and improve clarity, we discovered that some users prefer to see only major
contributing features to the overall algorithm rating. More detailed transparency information
can lead some users to falsely believe the system is operating incorrectly. Furthermore, users
often evaluate transparency using simple heuristics rather than deep reflection. Together these
results suggest that supporting transparency is complex and there are myriad decisions that
affect the user experience when deciding how to operationalize it. We now discuss future design
approaches that build on these observations.
6.5.1 Meeting the Competing Needs of Transparency Through Progressive Dis-
closure
Studies 1 and 2 revealed requirements that transparency must meet to be effective
for users. This is a challenge because some of these requirements seem internally inconsis-
tent. How can we allow users to develop preliminary working heuristics, while at the same
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time facilitating detailed understanding for those users who value it? One design solution is
suggested by an interaction that took place in Study 2. Recall that in Study 2, some users
described their emotional experience using the non-transparent version and only later saw the
word-level transparency after clicking a button labeled “How was this rating generated?” After
clicking the button to reveal transparency, Participant 11 had further questions. Quite naturally,
the participant pointed at the button again and had this exchange with the researcher (R):
P11: Can I click this? Does this...?
R: I don’t think it shows any more than that.
P11: Damn it.
R: Yeah. If you were to click it, what would you expect to see more about?
P11: I want bullet points to tell me why it works the way it does.
Even after seeing the exhaustive transparent feature contributions to the overall rating,
this user still had more questions about the system’s inner workings. This data point suggests
an interaction paradigm that meets the competing needs these two studies have generated: pro-
gressive disclosure.
Progressive disclosure has a long history in UI research, dating back to the Xerox
Star and early word processing systems [29, 145, 188]. The original concept involved hiding
advanced interface controls; allowing users to make fewer initial errors and learn the system
more effectively [29]. In other words, advanced information and explanation are provided on
an ‘as needed’ basis, only when the user requests it. Progressive disclosure is also consistent
with the literature on explanation from the social sciences, which argues that in human-human
interaction, explanations are ‘occasioned’, being provided only when the situation demands it
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[70, 81, 91, 183]. Additionally, Grice’s Maxims that govern the use of explanation include the
"Maxim of Quantity"—that one should give as much information as is needed but no more.
Progressive disclosure accomplishes exactly this by providing more explanation on demand
progressive disclosure ensures that the user is receiving only as much information as they need.
We can apply the principles of progressive disclosure directly to transparency in in-
telligent systems. For example, similar to Study 2, the E-meter could show a “How was this
rating calculated?” button. In this setting, the E-meter might start with only a document-level
rating, which reduces distraction and avoids unnecessary complexity. Upon first press of the
“How was this rating calculated?” button, the E-meter shows a brief natural language expla-
nation e.g. “This rating was calculated using the positive and negative weighting of the words
you have written.” On the next press, the E-meter might show a subset of the high confidence
and high impact words. This second press satisfies the users in Study 2 who only wanted to see
the major factors influencing the algorithm. However, some users (like those in Study 1) may
want yet more transparency. Another press of the button could reveal further word features that
contributed to the overall score. More presses could reveal details about how the training data
was collected or a textual summary of the machine learning model. In this progressive disclo-
sure approach, following UX and human conversational principles, explanation is presented as
a two-way communication with the user driving exactly when and how explanations are pro-
vided. Note too that because transparency is provided ‘on demand’ this removes confusions
and inefficiencies arising from spurious, unwanted explanations, and adjusts explanations to the
users’ requirements. These design suggestions are consistent with recent work on folk theories
in algorithmic systems [49, 60] as well as a large body of social science theory; these theo-
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ries show that people are content to operate with simple (often inaccurate) situational heuristics
unless they are deeply invested in a decision or the situation is strikingly anomalous [99, 161].
Progressive disclosure of transparency is not limited to predictions from text. For
example, other researchers have examined transparency in the context of deep learning mod-
els predicting patient outcomes in the medical realm [110]. In this context, patients have a
predicted diagnosis risk of a disease and a high number of features (e.g. previous medical di-
agnoses, number of doctor visits, type of care). Each feature can be visualized and ranked for
its contribution to the overall predicted diagnosis risk score. In addition, users can compare
outcomes between patients and conduct what-if analyses by modifying patient attributes and
seeing how predicted risk changes. Our results suggest that exposing such complexity at once
could overwhelm certain users, leading them to reject the tool. To operationalize progressive
disclosure in this setting, we might present the predicted risk score by default with a short nat-
ural language explanation following natural language explanations in [89]. Should the user
request more information, we can incorporate visualizations of features that most contribute to
the predicted risk score (e.g. [173] and our transparent version of the E-meter). A request for
further information could show similar patients and previous outcomes that have informed the
current prediction. Finally, if the user continues requesting increasing amounts of disclosure
about a prediction, we can infer that user is invested enough to truly engage with the system and
we can present an exploratory explanation (e.g. the explorable predictions in [92]). Such a tool
might allow users to modify a patient’s features and see how this changes the risk prediction,
helping the user to consciously build an accurate mental model of the machine learning predic-
tions. Again, the major contribution of progressive disclosure is avoiding overwhelming users
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with information, but instead slowly increasing transparency as users indicate a willingness to
engage meaningfully with it. We believe this can improve the acceptance of intelligent systems
in many realms.
6.5.2 Impact for Future Transparency Research
Another issue arising from our research is the role of individual differences. It was
apparent that different users have varying reactions to, and expectations about intelligent sys-
tems. One possibility is that these differences arise from individual user traits, such as need for
control [2] or need for cognition [26]. Future work might examine the relationship between such
individual traits and reactions to transparency, allowing designers to profile users and deploying
personalized system versions.
Our results also have important methodological implications. One method used in
prior studies is to provide potential system users with hypothetical scenarios describing system
operation and eliciting reactions to those systems. These methods offer ways to collect con-
trolled user data at scale [69, 123]. However, results from Study 1 indicate the importance of
direct user experience when making system evaluations; users’ perceptions of the system were
very different following actual usage compared with their projected reactions prior to usage.
Care needs to be taken with the usage of scenario-based methods.
6.5.3 Limitations
The current study examines the important algorithmic domain of emotion analytics,
but clearly other contexts need to be explored. Furthermore, our deployment of a working algo-
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rithm meant that results were obtained for situations where our algorithm generated moderate
numbers of errors—future research should compare contexts where there are different levels of
errors [123]. Additionally, while users generated their own data in our system, results were not
directly used to inform other aspects of the user’s personal behavior so the costs of system errors
were low. While this is appropriate for exploring the understanding of initial algorithms with
moderate error rates, future work might explore user reactions to transparency in higher risk
contexts. While we believe our implications regarding progressive disclosure are generalizable,
our work derived these insights from one operationalization of transparency, namely a dynamic
visualization of an algorithm. There are many other ways to depict how an algorithm operates
including verbal explanations, concrete user exploration, and so forth [105, 109, 124, 173].
6.5.4 Conclusion
Overall, our data suggest empirically motivated challenges in designing effective UX
methods to support transparency for complex algorithms. Our results also reveal potential new
research questions regarding user traits, system heuristics, and workload. The current study
indicates a promising design approach involving progressive disclosure which we intend to ex-
plore in future work. It is critical to answer these questions as we continue to deploy intelligent
systems with increasing ubiquity and impact.
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Chapter 7
AI and Explanations in the Wild
7.1 Introduction
I have extensively examined transparency and explanation in the previous two chap-
ters in a lab setting involving a relatively short low-stakes interaction between user and system.
This parallels much of the current research on machine learning systems and explanations.
However, findings may be very different in high stakes contexts where users are deploying in-
telligent systems with real-life implications. I now examine a real-world intelligent system to
examine how the E-meter system findings generalize to user interactions with deployed intelli-
gent systems.
I address this shortcoming in the current literature by examining an educational pre-
dictive analytics system. This system makes predictions about the performance of university
students using machine learning and explains these predictions using its own interface. The
system conforms to current recommendations that machine learning should become an ‘unre-
162
markable’ component of a larger system [223]. The system displays a students’ predictive rating
as a small badge on the student profile page which advisors regularly access to write notes and
look up other information. Advisors use this system to better support students and reach out to
those who are having trouble academically. We consider this system high-stakes because of the
potential impacts that it can have on individual students; getting support like tutoring can in-
crease the retention of at-risk college students [172, 115]. However, if advisors cannot identify
which students to proactively contact, students may fall through the cracks and not receive the
support that they need.
Our primary research questions are broad, reflecting the novelty of examining a high-
stakes intelligent system in context. We ask:
• How do expert users initially evaluate an intelligent system?
• How do users evaluate intelligent predictions in real-world contexts?
• How do users engage with intelligent predictions and explanations?
7.2 Methods
We first conducted pilot interviews with 8 advisors to better understand the advising
context and their workflows with the technical systems they were using. Additionally, the pilot
study focused on advisor knowledge and opinions about predictive analytics. The pilot study
informed the questions we asked participants, helping us to understand the advising workflow,
how the system fits into this workflow, and gave us language and context that enabled us to ask
what we wanted. Using the results of this pilot study, we developed a protocol to examine how
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advisors engage with the predictive analytics systems initially and to elicit opinions about how
the system should be used at the institution.
The pilot interviews indicated that when advisors first used the predictive analytics
system they wanted to engage in ‘vetting’, that is they wanted to examine a number of students
to understand how the system rated them and explained those ratings. Therefore, we incorpo-
rated this as a task within our protocol: we asked users how they would go about determining
how accurate or inaccurate the system was and let them examine a number of students within
the predictive analytics system. We allowed advisors to choose the students to examine because
we wanted to obtain advisor’s reactions to the algorithm in a real-world contexts. Depending
on interview time remaining, after examining 4 or 5 students, the interviewer moved on to the
semi-structured interviewing process detailed later.
7.2.1 Predictive Analytics System
As noted by the vendor, the system we examined is widely used across hundreds of
higher educational institutions, with thousands of staff users. However, each institution has its
own implementation of the system which contains their students’ data and allows for minor
modifications of system features. The system contains multiple functions besides predictive
analytics that include: student-advisor appointment scheduling, note-taking and sharing across
advisors, information like GPA and coursework for every student, and a variety of system views
on measures of student success. All of this functionality is identical across the campuses that
it is deployed at, however the predictive model is trained on specific data for each institution to
better fit each unique context.
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At the point when this research was conducted, the overall system had been imple-
mented at the examined institution for 3 years. For these three years, advisors had been using
the system’s non-predictive features like notes sharing, academic progress visualization, and
student search abilities. The system was mandated for daily use for collegiate advisors who
specialize in first and second-year students; all of these collegiate advisors had been trained in
system usage. The other group of advisors, major advisors, who work with students in their
major coursework, had the option to use the system if they wanted. Software developers at the
research institution had modified it to operate in the context of the research campus, a process
which involved creating different roles and privileges and modifying the framing around the
predictive analytics feature.
Of particular interest to this research is the predictive analytics feature. The overall
system contains the ability to embed and individualized predictive analytics model for each
campus that it is implemented at. Each campus has different lower division classes, majors
and credit requirement. Implementing the model involves the campus specifying a number of
choices about the model (e.g. whether to build individual models for transfers/non-transfers
and what thresholds indicate a student is high/low risk) and then providing historical student
data that is used to train the predictive model. At the time of the study, the predictive analytics
feature was implemented but had not been deployed to the advisors yet. As such, our interviews
with these advisors were their first exposure to the predictive analytics in the larger system,
although advisors had been using other system features for several years.
The predictive analytics are described by the vendor as predicting ‘risk’. Universi-
ties are focused on student retention, and therefore want to identify those students who need
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advice and assistance if they are to avoid dropping out. At the researchers’ institution, a ‘risk’
prediction is the chance of not returning to the university in the following Fall quarter. These
predictions are created using a series of “penalized logistic regression models” that have been
trained on over 6 years of previous student performance data at the given university. The predic-
tive analytics are a “series of models” because there are different models for students depending
on how far in their academic career the student is and whether they were transfer/non-transfer
students. For example, students in the 1-45 credit range are typically first years and the pre-
dictions are made by a model specifically trained to predict for students in this 1-45 credit
range. The models used 60 features for training. These included multiple features regard-
ing academic performance (GPA, Grade Variance, High School GPA, standardized test scores,
etc.), institutional factors (credits attempted per term, average success in major, transfer status),
demographic factors (international student indicator, veteran status, age at first term), and some
proprietary measures that the vendor calculates (major-skill alignment, estimated skills) which
we will examine further later in this section.
An important distinction in the model to make is the difference between natural fea-
tures that are simply given to the vendor by the university and “engineered” features that the
vendor creates from this data. As defined in [71], “Feature engineering involves the selection
of a subset of informative features and/or the combination of distinct features into new features
in order to obtain a representation that enables classification.” Some of the features included
in the model are provided directly by the university and are pre-existing, e.g. GPA, standard-
ized test scores, and international student indicator. Others are “engineered” using domain
knowledge to synthesize existing features in a way that improves representation to the learning
166
Figure 7.1: Dashboard Showing Student Risk Prediction and View Detail Link to Explanation
algorithm. For example, the model includes “Average Success in Major” which is a measure of
aggregate retention within the major as a whole. Other engineered features include the afore-
mentioned “Major-Skill Alignment” which is “A proprietary measure of how well a student’s
current major(s) are aligned with their previously demonstrated academic ‘skills’.” Academic
‘skills’ themselves are used as a feature, ‘skills’ defined as: “... underlying patterns in the
grades students earn in different courses – e.g., some students may have a history of excelling
in math-related courses but not writing-related courses – and call the discrete factors behind
these patterns ‘skills’.” The difference between natural and engineered features is important
from an explanation perspective, because engineered features are by definition less intuitive as
they do not map directly to natural categories.
The output of these logistic regression models is a risk score categorized into 3 lev-
els: Low, Medium, and High risk. These scores indicate the following: the low-risk population
contains students where the model predicts between a 66% and 100% chance of returning the
next fall, the moderate population contains students with return rate predictions between 33%
and 66%, the high-risk population contains students with predictions between 0% and 33% re-
turn rates. The risk score appears on the default student profile which advisors use very often,
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this is shown in Fig 7.1. Fig 7.1 shows this default student profile page which shows aggre-
gate statistics about the students and some system features. These aggregate statistics include
information that may be pertinent for advisors to quickly see. The student profile includes: the
students GPA, the number of D/F grades the student has received, the number of withdrawn and
repeated courses, and information about the students accrued credits at the institution. Addi-
tionally, the system features include the risk score which is labeled ‘Persistence Indicator Based
on Students with Similar Histories’ and ‘Missed Success Markers’ which represents whether
students have failed to pass required courses to enter or complete their major. Additionally,
users can access an explanation of the risk score by clicking the “View Detail” link next to the
score itself.
Regarding the accuracy of the predictive models overall, the vendor provided a report
concerning the accuracy of the “risk model”, in summary, the report wrote “Your [model] is
high-performing; it can be used confidently to both assess individual students and efficiently
design effective, targeted intervention campaigns” [words in brackets modified by the authors
for anonymity]. Recall that the system uses a series of models for different credit ranges and
specific student attributes. Overall, the average AUC for identifying high-risk students in these
models used in the system was .82. Regarding AUC, .5 represents pure chance and 1.0 rep-
resents a system that would be exactly correct every time. In other words the system was
moderately accurate in its predictions.
One point of interest is the relabeling of these “Risk Scores”, as ‘Persistence Indicator
Based on Students with Similar Histories’. After initial informational meetings with advisors
about the predictive analytics, the implementing body at the university felt that the language
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Figure 7.2: Explanation View: The Predictive Analytics Explains Ratings by Classifying and
Showing Predictors
around “risk scores” was judgmental and could lead to a less equity-oriented advising relation-
ship with the students. The university therefore decided that these scores should be called “Sup-
port Scores”, indicating the amount of support a student may need to succeed at the institution.
Later these were changed to “Persistence Indicator Based on Students with Similar Histories.”
A major factor in these changes was strongly voiced concerns from a subset of advisors who
believed that implementing predictive analytics for student populations was unethical.
The system shows both an overall rating of Low/Medium/High risk and also an ex-
planation of the overall rating. This explanation can be accessed through the “View Detail”
link indicated by the blue arrow and also through opening an adjacent tab in the interface. This
explanation capability was explained to advisors through the document provided at the start of
the interview; the document included language from the vendor where the vendor defines this
explanation capability as “They represent a subset of predictors – one of 60 variables that our
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models find correlation between that variable and student success. The point of these [explana-
tions] is to distill down an array of variables to the few things that are truly having an impact on
students.” A picture of this explanation capability is shown in Fig 7.2. The explanation shows
predictors which are broad representations of the features that the logistic regression model uses
to make its overall prediction about student risk. The explanation divides these predictors in the
model into 3 main categories across the top horizontal labels. Predictors are either Negative,
Neutral, or Positive, depending on how they influence the student’s rating towards Low or High
support. Each of these predictors in the figure can move between the Negative, Neutral, and
Positive categories depending on their value. For example, a student with a GPA of 3.95 may
have their “Cumulative GPA” predictor in the Positive column while a student with a GPA of
1.2 may have their “Cumulative GPA” predictor in the negative column.Predictors are also clas-
sified as being about the “Program of Study”, “Performance”, “Progress”, or “Pre-Enrollment
Data”. This second group of classifications intends to provide structure so that advisors could
quickly see where the student may be having issues. Alongside each predictor is the numeric
value of that predictor for example in Fig 7.2, “Total Number of D/F Grades Earned” has an
“11” beside it indicating that this student has earned 11 D/F grades in their college career. As
we will talk about later, it may be important to note that this form of explanation can expose
information that violates expectations; in Fig 7.2, having a downward “GPA Trend” of -0.44 is
categorized as a positive influencer which may not be what users expect.
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7.2.2 Participants
We interviewed 17 advising faculty at a large west coast university in the United
States. As previously mentioned, the advisers had been using the broader student success system
for up to 3 years. The predictive analytics component was in beta deployment as the researchers
conducted this study. The primary responsibility for advising faculty at this university is to
ensure that students are progressing towards their chosen degree. The advisors help the student
choose classes for their major, they reach out to students experiencing academic difficulty, and
they point students towards resources that will help improve the students’ academic experience.
Through our pilot interviews, it was clear that advisors view the stereotypical advising jobs
like course planning and helping students choose majors as a small subset of their relationship
with the students. The majority of advisors strive to advise holistically and this often involves
becoming a confidant and counselor to students who may be experiencing familial and mental
health issues. These issues necessarily affect the students’ academic performance and advisors
are quick to point towards information like this as enabling them to contextualize the students’
experiences and academic performance in order best help their students.
The experience range of these advisors was vast, from less than a year to having
advised at the same institution for over 40 years. We were only able to collect data regarding
the advisors education level for half the advisors we talked to. Among those, 44 percent had
a Masters degree in higher education, 44 percent had degrees mostly in the humanities and
social sciences, and around 12 percent had a bachelors in physical sciences. We include this
information to illustrate that the majority of the advisors were non-technical and did not have
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extensive experience with statistics and predictive analytics as we will further examine later.
These advisors contributed to different aspects of the student experience. At the uni-
versity, there are 3 primary types of advisors. College Advisors are the first point of contact
for students when they enter the university, these college advisors help students strategize about
their general education requirements and also for classes they must have to later propose and
enter their desired major. College advisors are also often those who reach out to students in
academic difficulty and help them find the resources they need. Major advisors specialize in
helping students plan and take the required courses to complete the major they desire. Major
advisors have extensive knowledge about the specific classes within their major and can advise
students on common paths through majors, course-load, and also considerations that the college
advisors may not know about the specific major. Finally, EOP (Education Opportunity Program)
advisors have a mission to “provide support of first-generation, low-income and educationally
disadvantaged students.” These advisors work with underrepresented populations in traditional
college environments and advise them in ways that help students to navigate academic life. Of
the 17 total advisors, 10 were College Advisors, and 7 were Major Advisors.
7.2.3 Materials
Advisors were provided with a 2-page document explaining the predictive analytics
system. This document was adapted from training materials by the vendor of the predictive
analytics software. It contained information about what predictive analytics for student success
are, what features the system may use to predict student success, what different support scores
mean, and suggested action items for each support score. The document described what the
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“risk score” was and explained what each individual rating meant. Along with the individual
ratings, the document described what types of behaviors students in these ratings would exhibit
and what type of support could be provided by the advisor to them. The document also included
information about what the predictors in the explanations were, how they were categorized,
and how they should be interpreted. The document did not supply any information about the
performance of the predictive analytics, only instructions about how to interpret the system
information.
7.2.4 Interview Questions
The interviews followed a semi-structured format, and were based on prior pilots
which had explored typical advisor tasks, their interactions and main goals when reviewing
student files and advising students. Following the semi-structured interview procedure, the in-
terviewers had precompiled questions but were free to ask advisors follow-up questions or to
encourage advisors to further elaborate on specific points. We began by informing the advi-
sors about the study, how the results would be used, and asked advisors for their consent to
participate in the research and be recorded. The interview questions were as follows:
• Have you used predictive analytics systems before?
• How accurate or inaccurate do you think this system will be? (with follow-up for expla-
nations)
• How would you determine how accurate or inaccurate the system is? (with follow-up for
explanations)
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• Are you comfortable proceeding and looking at examples of student scores? (with follow-
up for explanations)
For each specific student the advisor chose to look up we asked:
• Why are you choosing this student?
• What prediction do you expect for this student?
• Does the prediction match your expectation?
• What do you think of the predicted influencers? [the explanation feature]
We then moved to general questions about the system experience as a whole:
• In general, what did you think of the support level predictions?
• In general, what did you think of the predicted influencers?
• What are positive or negative effects you envision if predictive analytics were imple-
mented like this for all advisors at [university]?
• Do you think this system should be used at [university]?
• Do you think advisors should be trained the use of predictive analytics? If so, what should
the training focus on?
• Is there anything I should have asked you about that I didn’t?
The answers to these questions to analyzed using thematic analysis following [22].
Our specific research questions focused on how users understood and interacted with predictions
in the system. As such, the majority of our analysis focuses on these parts of the interview.
174
7.3 Results
All but two of the advisors had no prior experience with predictive analytics systems.
Of the two interviewed advisors who had used predictive analytics before: one used predic-
tive analytics in a previous advising position at another university and another advisor used
predictive analytics in their job search to answer questions about advancement and salary.
In aggregate, advisors seemed to find the predictions from the system accurate. Fig
7.3 shows the distribution of expectation violation for the students that advisors examined.
Recall that the ratings are ordinal, students are either labeled “Low”, “Moderate”, or “High”. In
Fig 7.3, students labeled ‘Correct’, means that the rating was exactly what the advisor expected.
‘Off By One Class’ indicates that the rating was off by one class in the ordinal measure; ‘Off
By Two Classes’ indicates that the rating was off by two classes, for example rating a student
as “High” when the advisor expected “Low”. While we present this information in aggregate,
it may be important to acknowledge the diversity of advisor experience that this represents.
For example, advisor 8 examined 4 students and found that all of their ratings were exactly
as expected. On the other hand, advisor 9 examined 5 students; they found only one that was
correct, 3 that were off by 1, and one more that was off by two. As we have examined in Chapter
5, this expectation violation is highly correlated with the advisors’ perceptions of accuracy in
the system. In our cases, we saw that advisors had varied perceptions of accuracy based on the
students that they chose to examine.
After using the system, there was no clear consensus between advisors whether or not
they wanted to see the predictive analytics implemented in their workplace. Forty-two percent
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Figure 7.3: Advisors Found Most Predictions Agreed With Their Own Assessments
of the advisors we interviewed wanted to see the predictive analytics used; they cited the ability
to reach out to students in a fine-grained fashion and the ability to more quickly find students
who need help as major reasons for implementation. One-quarter of advisors felt that the system
should not be implemented, they cited data privacy concerns, concerns about the system being
used to push students out of preferred majors, and performance concerns about the system.
Another quarter of advisors did not directly answer yes or no, these advisors saw positives and
negatives with the system and did not have a strong opinion either way.
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7.3.1 Advisors Initially Evaluate System By Carefully Examining Students with
Different Characteristics
Advisors were moderate in their expectations of system accuracy when probed before
their use of the system, in general, most felt that it would be pretty accurate. Though, when
asked what they would like to do first with the predictive analytics systems, advisors were
quick to respond that their first step was to verify that it was accurate in identifying high-risk
students. They did this by exploring predictions for a range of students of differing abilities.
advisor 8 referred to this as ‘Trust, but verify’. Rather than simply choosing students that were
convenient and at hand, advisors deliberately explored multiple system predictions for a variety
of different types of students. Advisor 8 said, “I’m trying to get a good spread of different
demographics from freshman, sophomore, junior, seniors, and international students, transfer
students et cetera”. After examining a couple of students experiencing academic difficulty,
Advisor 11 sought out different students, saying that they wanted to see a range of students
from “High achieving student who gets A’s all the time” to “Medium Achieving Students—the
‘C’s get degrees’ student” all the way to the “Low achieving student who consistently gets
academic probations and is subject to disqualification”.
In addition to sampling a diverse group of students in their initial interactions, advi-
sors did so while simultaneously selecting students that they knew well so that they could more
accurately judge the prediction from the system, advisor 9 encapsulated this saying: “Just trying
to pick people I’ve seen recently because I’ve got a really clear... I’m looking for something
that’s not low. That’s, that’s what I think I should do because we’ve got lots of low, we’ve
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got all low readings so far.” advisors manipulating their testing to explore different student at-
tributes and chose examples they knew the most about. Overall they deliberately manipulated
their initial system experiences to accurately evaluate how the system was performing across
the spectrum of students.
7.3.2 Transparency Can Polarize System Perceptions
Part of our protocol involved asking the advisors not only whether the overall rating
for a student matched their expectations, but also whether the explanation of that rating made
sense to the advisor. In situations where the advisors expectations were violated and the overall
rating did not match what the advisor expected, advisors were eager to examine the explanation
for this rating. In cases where it was what the advisor expected, the interviewer often had
to prompt the advisor to examine the explanation. These behavior from advisors are expected
given the analysis in Chapter 5 that indicates that expectation violation is the primary time when
advisors would need explanations from the system.
Similar to recent research on explainability and transparency [192, 194], we again
find that transparency has both positive and negative effects on the user experience. Context and
timing seem to determine whether transparency is helpful or detracts from the user experience
with predictive analytics. Explanations Provide Reassurance about the Correctness of a System
Prediction: Some advisors initially disagreed with the risk score for a student but the explanation
provided reassurance and allowed the advisors to better understand the reasons for the prediction
of the system. For example, one advisor expected a student to be a high-risk level after assuming
that the student was domestic, however the system predicted low risk and the system explanation
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showed the student’s international status as a key variable in its prediction leading the advisor
to reflect, saying: “Yeah, in this case, I didn’t pay attention that this student is transfer and
international student. I judged this student status based on frosh four-year student. I said, ‘no
way he needs strong support’. But he’s international, so it makes sense.” In another case, the
advisor disagreed with the overall risk prediction but upon seeing the explanation began to
change their mind and said “So here’s, here’s part of what’s going on. The first term GPA is
3.3. And so while the student has two non-passing grades, it looks like the GPA is higher than if
the student had, you know, a couple of F’s.” In these cases, explanations from the system were
successful; they resolved the disagreement with the advisor and reassured them the system was
working properly.
7.3.3 Explanations Undermine a System Prediction
However, in other instances, explanations led to further questioning of the system
even when the advisor agreed with the overall risk score. One advisor agreed with the overall
moderate risk rating, but when looking at the explanation began to question the data the system
was using, saying “Moderate which I would agree with at this point. The reasons make sense
to me. ... first term GPA—that’s not accurate because their first term was it a 3.3? I don’t
know. Maybe it was a 1.8. So. That is off. So it seems wrong ... It’s miscalculated or their
first term including all of their transfer credits may be a 3.3 but their actual first term GPA was
a 1.8.” Advisor 9 agreed with the overall risk rating but then noted discrepancies between this
student and another they examined: “It’s interesting. She’s got the same number as the previous
one, but hers is marked as negative.” It’s not always possible to easily tell whether the system
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is right or the advisor is right, however, there are significant consequences. These explanations
are provoking expectation violation and previous research indicates how this is related to a lack
of trust and reduced perceptions of accuracy in the system [192, 194].
7.3.4 Progressive Disclosure Principles: Explaining Features
Confirming prior work in testing explanatory systems [194], we also see users’ desire
for more detailed information about the explanations themselves. Advisors often had further
questions after viewing the predictive analytics. These were often concerned with the nature of
the variables in the model. Some advisors asked for the ability to have mouse-over descriptions
appearing for variables. These would provide further information about what the specific feature
was: Advisor 1 said, “If they could explain it in like a little asterisk thing at the box—like
this is how we factor that. . . ” Others asked to know in more detail why a specific feature was
rated as positive or negative and what the thresholds to switch between ratings was. Advisor
12 expressed this about a specific feature, the count of D’s/F’s a student has, as needing to
know “what is considered positive versus negative or neutral. The negative in terms of like
how many D’s and F’s does it take to be negative.” Interestingly, advisors wanted these more
detailed justifications for some and not others. We further examine these requests for feature
explanations in the next section.
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7.3.5 Advisors Have Difficulty Understanding Engineered Features in Explana-
tions
A common practice in the data science and machine learning workflow is to “engineer
features.” As we reviewed in the methods, engineering features often means subdividing or
combining provided data into new features that didn’t previously exist. An example of this in
our system is the “Average Outcome in Credit Range”. Average Outcome in Credit Range is an
engineered feature which essentially measures retention at different points during the college
experience. For example, the 1-45 credit range (students in this range are typically in their first
year) is considered to have a low outcome because many students drop out in this 1-45 credit
range. On the other hand, the credit range 135-180 (typically fourth-year students) have high
average outcomes because most students who get to this point go on to graduate. This is an
engineered feature because it combines aggregate outcomes for many students to then form a
feature that is helpful in predicting outcomes for an individual student.
As might be expected, advisors had much more difficulty understanding engineered
features than other more intuitive features such as GPA and Transfer/International Student indi-
cators. Advisors often asked questions trying to determine what they meant. advisor 12 asked
‘What does rank in major mean?’ and advisor 10 asked: “I have a question about what this is,
average outcome in major?” Other advisors understood what information the feature was trying
to capture but had trouble understanding the specifics. advisor 1 noted, “Percentile rank in the
major. This makes me wonder: is it major courses or is it the major as an overall including GEs,
so you’re looking at the percentile rank in major and you’re wondering is that including just
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lower division or is it just courses required for the major or is it courses required for the major
and general education?” Overall, most of the difficulties that advisors had in understanding fea-
tures in the system’s explanation came from questions about what specific engineered features
meant.
7.3.6 Discrepancies Between Advisor and System Models of Student Performance
A key problem that advisors ran into repeatedly in the explanations was a mismatch
between their own versus the system’s models of student performance. Recall that the system is
using many cross-sectional measurements such as GPA, SAT/ACT scores, and number of cred-
its; these measurements often represented single points of time where the student had their per-
formance evaluated. Advisors had trouble reconciling the system’s point-in-time explanations
with how they thought of student performance; advisors saw student performance as unfolding
over time. Advisors viewed student performance as a narrative, in which there were specific
milestones and challenging events (e.g. the student’s first quarter, preparing to declare a major).
Advisor 2 talked about this discrepancy between the system and her own model: “My concern
was. How he did in his beginning quarter because that’s the most challenging quarter for, for
students to address. That’s when they blow it, and they pick up at the second quarter, but he did
well, he did little less than well and then into third quarter he dipped so something happened
there. It could be emotional, family, finances and also it can contribute to him being undeclared
and that, not having a goal to look for.” After advisor w explained this, they continued to say “I
mean it says the numbers, the GPA, The, only numbers, and it doesn’t say anything about the
spring quarter. Of course, the system will not you know, think like we think...” Advisor 4 talked
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similarly about how they think of student success as being milestone-based, whereas the system
did not present this view: “Yeah, you know, I guess what I would say is that you know, we
looked at things like unit completion. We looked at things like GPA. . . But I look at milestones,
you know”
7.3.7 Institutional Constraints the System Does Not Know
Advisors struggled to understand how the system could have such apparently com-
plete data about students but fail to include in institutional factors that determine student suc-
cess. At the university this research was conducted at, there are classes required to propose a
major, general education classes, major classes. All these different classes must be completed
on a specific schedule. The predictive analytics platform was built to generalize across cam-
puses, and so does not incorporate all these subtle factors concerning differences between class
types and schedules. Advisors found this troublesome. Advisor 5 looked at a student who had
a moderate risk rating and said “This is a student who falls into the qualification issue. . . This
student is going into his fifth year with no declared major but he’s only at a moderate level.
Right? So, for me, that’s a huge red flag.” Advisor 3 talked explicitly about this also “But it
doesn’t look to me as if there’s any factoring in of like progress markers. . . . If it’s 50 upper
division units [to graduate] and she only has 15 by x amount of time then you’re running out of
time.” Advisors felt that without the system factoring in these institutional limits, it was missing
clearly identifiable cases where students needed help. It is difficult to say that these missing
institutional limits are an inherent factor of the complexity of putting hard constraints on statis-
tical models or because the model itself is derived from a platform meant to generalize across
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many campuses.
7.3.8 Conflicting Explanation Goals
We found that advisors have two primary goals for explanations; advisors expected
explanations to provide auditability for the system and to provide guidance for which actions
advisors should take to better support their students. We saw advisors in this study asking for
these auditable explanations; Advisor 8 in our study said “I want to know why it works and how
it exactly functions and what its purpose is. And so if I don’t know where the data it is deriving
its analytics is coming from, to me that doesn’t really make a ton of sense.”
Finally, a user goal that we have not seen written about is that our advisors wanted
explanations to be actionable. The advisors in our study saw this system as an aid to help them
support students and therefore wanted the explanations to contain information that they could
use to inform the type of support they could give to the student whether it is referrals to group
tutoring, talking to their faculty professors, or to basic needs support programs. After viewing
an explanation, Advisor 12 said it succinctly: “This is interesting information to know, but it
doesn’t lead me to do anything about support.” Often system designers, whether they know it
or not, intend their explanations to be persuasive and convince users the system is working; this
may be at odds with user goals that want auditable and actionable explanations.
7.3.9 Ethical Concerns About Using Predictive Analytics
Most advisors felt that predictive analytics could be helpful in executing their job but
some expressed ethical concerns about how the use of predictive analytics would affect stu-
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dents. One major concern was student data privacy and consent. One advisor, who declined to
be recorded, also declined to explore the system at all because she wanted further explicit con-
sent from students that their data be used for predictive analytics, rather than the blanket consent
that students agree to when entering an institution. Another major concern of advisors was that
the system creates self-fulfilling prophecies. Advisors feared that by labeling students as high
risk, they would doom these students to be treated differently and disadvantaged academically.
One experienced advisor referenced the Pygmalion effect directly, citing previous research that
indicated that labeling arbitrary students as low or high performing created self-fulling prophe-
cies; the advisor said, “I don’t want to be feeling the Pygmalion effect when you go into the
classroom and you have this assumption about students...”
7.4 Discussion
Our results suggest that there are many unsolved problems in how people interact
with and evaluate intelligent systems. We saw how explanations can polarize perceptions of
the system, how mismatching mental models can lead to system doubt, and how users may
have ethical concerns with the task the system is performing overall. Our interviews with these
advisors surface a number of different design implications for intelligent systems that people
work with every day. We continue on to examine these design implications that address the
problems we found in our analyses.
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7.4.1 Error and Expectation Violation
Contrary to our previous studies in Chapter 5 and 6, we did not explore what error
means within the predictive analytics system. This was a purposeful decision and again high-
lights the importance of system context in studies with intelligent systems. In the predictive
analytics system we studied, it makes predictions about the future performance of students. As
such, it is difficult if not downright impossible to make judgments about whether the system pre-
diction is an error. As such we can only talk about whether advisors’ expectations were violated
by the system. Advisors had complex mental models about how the system would predict, what
information it could take into account, and their own opinions on predictions. These responses
from advisors open up the idea of expectation violation from the previous definition of simple
disagreement with system predictions [192, 105]. Advisors had expectations for how the sys-
tem would behave that accounted for unknowable information from the system’s perspective.
In addition, they had their own predictions for the student which may be correct or not. And
of course, the system had its predictions also. Advisors often compared and navigated between
these 3 different expectations in order to form their perceptions of system accuracy and ability;
it seemed that this was necessary because the advisors could not evaluate the true ground truth
error levels of the system through their own experience.
7.4.2 Systems Should Deliberately Walkthrough Users Initially
Nearly all the advisors that we interviewed were very systematic in how they eval-
uated the system for accuracy and trustworthiness. When testing the system, advisors chose
students that they knew well and sampled these students across dimensions such as academic
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performance and tenure at the institution. The system, however, did little to facilitate this initial
testing and expectation setting. It is particularly important to set expectations and create shared
mental models quickly when using a new intelligent system because mental models are hard to
modify, being difficult to change once they have been developed [205].
Intelligent systems should include initial system walkthroughs that enable advisors
to engage in this expectation setting in facilitated ways. For example, when first entering an
educational predictive analytics system like this, the system should show advisors examples
of students at least from each of the predicted risk categories and maximize the differences in
attributes for each of students shown. This will allow advisors to calibrate expectations for
reliability and help them to construct more reliable mental models that will be useful for the
rest of their system usage.
7.4.3 Explanation Should Be Interactive
Similar to previous research [192, 194, 123, 105], we again see that explanations and
transparency can have both positive and negative effects. In some instances, they reassure users
that the system is operating correctly, while in other instances, they can provoke doubt that
the system is working as intended. These problems both follow from the simplistic ways that
we currently structure explanation within intelligent systems. When users ask for an explana-
tion, the system displays as much information as about how the rating was calculated as it can.
Rather than explaining the predictions based upon why the user asked for an explanation, these
systems simply dump all the information they know and expect the user to figure it out them-
selves. Additionally, another theme in our interview was that advisors often wanted to know
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yet more about the model even after the explanation had been supplied. For example, we saw
advisors asking why certain variables in the explanation were considered positive or negative
and what their thresholds were. Finally, another related theme was that advisors had trouble un-
derstanding explanations that contained specific features. In particular, advisors had problems
in understanding engineered features. These themes all indicate major problems with how we
explain intelligent systems currently.
We suggest that these problems arise because users expect richer forms of explanation
than at present. For example, rather than being able to ask “Why is this student rated as lower
risk than I expect”, advisors can only ask “Why this rating” or “View Detail” to determine
what led to this rating. Understanding how specific user expectations are violated and why an
explanation is needed would allow the system to tailor the explanation in ways that avoid some
of the problems we discovered. If systems provided a way for users to ask for explanation that
hinted at why their expectations are violated then the system could hone in on specific features
of the explanation of interest to the user, rather than showing everything and expecting the
user to engage meaningfully with all of it. As we have seen, this approach can lead to further
expectation violation even when the system is predicting correctly.
Similarly, viewing explanation as more interactive allows us to implement the pro-
gressive disclosure principles and explain the engineered features that advisors had trouble
understanding. Rather than the explanation ending after a single interaction, users should be
able to continually drill down into the explanation to better understand specific parts on an
‘as-needed’ basis. For example, advisors currently wanted to know about thresholds for certain
features but had no ability to ask for this information in the current system. We must re-examine
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how we explain in order to better serve users within intelligent systems.
7.4.4 Resolving Conflicts in Explanation Goals
One problem present in both the literature and our current study here is that explana-
tions may serve multiple goals, and it is important to know which are being addressed. Some
systems explain in an effort to convince users that the intelligent system is correct and the user
should trust it [73]. Other systems explain in order to make themselves auditable so that users
can verify how the system is working. In particular, users in our study wanted auditability for
two reasons: to ensure the system was not using information that could enforce societal biases
(e.g. race) and also to vet that the system is using information that makes sense for this task
in general. For our population of advisors, enough had heard of algorithms perpetuating biases
similar to what we explored in Chapter 4; this made them leery of using a predictive system if
they couldn’t see how it was working. This distinction between auditable and persuasive expla-
nations has been written about previously, where [193] noted that explanations are used both
to persuade users/improve user experience and for auditability also but that these goals are in
conflict and may require separate explanations for each purpose. Explaining to persuade the
user of system accuracy may involve hiding information that could induce doubt in the system
which is the exact opposite of what a user requiring auditability would want. Before creating
explanations in these types, we must first figure out what our users want.
We believe that user requirements for explanation requirements depend on the larger
system context in which the explanations exist. Users may not take issue with persuasive ex-
planations in cases where the system is low-stakes such as content recommender systems; de-
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cisions in these systems are easily reversible. However, in our case the system we tested with
advisors is high stakes, failure to properly advise and support students can lead to students fail-
ing to achieve their educational goals. Advisors in such a high stakes system understandably
wanted auditability from the explanations within the system, they needed to know how far they
could trust it. Additionally, advisors wanted these explanations to provide information about
the students that indicated which actions the advisors should take in the student’s interest. Ac-
tionable explanations again may be dependent on the system context, here advisors are intended
to use the rating to know how much support students should need therefore advisors felt that
the explanations of “how much support” should include information that also pointed towards
“what kinds of support”. An example of this within the predictive analytics system is “aca-
demic skills”. the vendor of the predictive analytics system uses a feature called “Major-Skill
Alignment” which is “A proprietary measure of how well a student’s current major is aligned
with their previously demonstrated academic skills.” Surfacing a student’s “skill” feature could
lead advisors to recommend targeted programming or tutoring that could support the student
in building their skills so they could be successful in the major. In order to deploy success-
ful explanations, we need to understand whether our users want explanations to be persuasive,
auditable, or actionable.
7.4.5 Conclusion
We completed a study of expert users with a deployed high-stakes intelligent system
used in the educational context. We find that current intelligent systems do not properly support
users in building mental models of system operation through explanation, nor do they explain in
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ways that expert users seem to expect. These results motivate design implications that involve
explicit and deliberate introduction to intelligent system outputs and moving towards more inter-
active explanations. Additionally, system designers should examine the context of their system
when deciding what the primary goal of explanations is within it. Designing with these results
in mind will lead to improved user experiences within intelligent systems.
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Chapter 8
Discussion
I have presented 5 studies that examine core aspects of intelligent systems. These
studies focus on accuracy, fairness, and explanation; all of which are essential to building
human-centered intelligent systems. Many current systems fall short of this human-centered
bar, so my work provides guidance for how to best create new systems in a human-centered
fashion.
8.1 Summary
My work on accuracy shows that we must be intentional in our design of intelligent
systems so that they manage trade-offs between collecting enough data that allows them to
be maximally accurate while also not overly burdening the user. Using an intelligent system
that predicts mood in order to recommend positive activities, I demonstrate that actively asking
users to reflect on their daily activities greatly improves predictive models compared to simply
knowing the user engaged in a specific activity. I also examine how this active reflection pro-
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vides further implicit signals to textual predictive models that allow for increased accuracy. I
conclude by highlighting how we must balance the user’s desire for accuracy versus the cost
of users manually entering data which could lead to attrition in usage. My work on fairness
shows that common machine learning speech recognition libraries exhibit voice biases that may
lead to specific users being disadvantaged. I develop a new method to recognize voice biases
in a music application at scale. I then characterize these biases to allow other researchers to
understand the limitations of current voice interfaces. Finally, I develop a method that crowd-
sources further pronunciations of ‘disadvantaged’ content in order to create aliases that address
the voice biases in the voice user interface. Again I conduct this work in order to center the
human in this intelligent system; intelligent systems must be designed to work for all humans
and not designed out of convenience due to what data is available or what is simple to build.
Next, I examine a common approach to intelligent system explanations and compare
this with what users actually desire. I demonstrate that constantly showing explanations can
have negative effects on user system perceptions. I continue by examining when users actually
want to receive explanations. My work indicates that users prefer explanations to occur only
when their expectations of correct system performance are violated. In these cases, users spend
longer looking at explanations and come away with better perceptions of the system overall.
This work centers the human in intelligent system creation by catering to their needs of when
the user wants explanation to happen.
My next exploration of explanations aims to uncover how users want to interact with
explanations in intelligent systems. I examine how always-on explanation can be disruptive and
increase user skepticism about system results. However, this study examines how users want
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to interact with explanations, rather than focusing on when users want explanations. I find that
current explanations present many of the problems for users and suggest design principles like
progressive disclosure that may solve these problems. Progressive disclosure means providing
more interactive explanations that users can repeatedly request information from. Designing
explanations in this way conforms better to what users want from their intelligent systems.
Finally, I move beyond the lab studies methods used in current studies of explanation
in intelligent systems. I examined a high-stakes deployed intelligent system that makes pre-
dictions about student success and explains these predictions through an educational analytics
interface. This system is currently being trialed by student advisors as a means to identify and
allocate resources to students in need of assistance. I find that many of the lessons learned from
my previous lab studies of explanation transfer to this real context. However, the context and
complexity of real systems provide some further challenges regarding how advisors understand
the system and whether or not they believe it should be used. I derive design implications re-
garding how users should initially interact with intelligent systems and also how these systems
should construct interactive explanation in order to become more human-centered.
The recommendations and methods I have generated in these studies identify various
ways that designing for intelligent systems differs from designing traditional systems. My rec-
ommendations push back against system design that prioritizes available data and ease of system
creation. Rather than creating from a place of convenience, my work advocates for working di-
rectly with users and their needs in order to create intelligent systems that are accurate, fair, and
explainable.
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8.2 Open Problems
While I have contributed towards solutions for the problems I have identified in de-
signing human-centric intelligent systems, this work has also generated new problems and ques-
tions about the relationships between the core concepts of accuracy, fairness, and explanation.
I briefly discuss these outstanding questions and problems providing a roadmap to future re-
searchers who intend to research human-centered intelligent systems.
One problem concerns the framing of an intelligent system. Recall that one problem
in Chapter 7 was that the institution identified a presentational problem with the predictive ana-
lytics system they implemented; the advisors had issues with the framing of the “Risk Scores”
that it predicted for each individual student. Members of the advising community felt that this
was a negative framing that could lead to advisers of this system pushing students away from
their desired paths rather than finding support for students. The issues concerning framing and
acceptability of machine learning implied here are interesting to study in and of themselves.
Advisors feared that the “Risk Scores” would be used unfairly to label students and this was
compounded by their fears that the system could be harboring hidden biases against underrep-
resented students. Seeing these students as “riskier” could lead to advisors acting in ways that
compromise that student’s future, e.g. not placing that student in an impacted major that the
student desired. However, the framing change towards “Support Level” predictions turns this
fairness and bias problem on its head. Rather than seeing students as “risky”, now they are sim-
ply labeled as needing more support to succeed. The interesting point here is how this affects the
acceptability of the intelligent system for the advisors. The system is identical but the framing
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has changed which could lead to differences in uptake and deployment of the system. There is
already interesting research in personal informatics and biofeedback that examines this framing
[94, 39]; future researchers should explore these framing effects in other contexts, particularly
high stakes contexts like student support.
Another open problem involves the practicalities of implementing my design recom-
mendations for user-centric explanations. Chapters 5, 6, and 7 all explored different aspects of
how explanations should function. Chapter 5 showed that users want explanations when their
expectations are violated, but explanations may provoke doubt at other times. This result raises
two possibile ways to build explanations.
One possibility is that users explicitly request explanation when they so desire. There
are HCI and technical challenges here, how should we allow users to ask for explanations in
ways that they provide information about how their expectations are violated. If users can
provide this data seamlessly then the system can tailor the explanation to the users’ needs. My
recommendation is to structure explanation interactively but how to operationalize this is an
open problem. Additionally, allowing users to request on-demand explanations creates other
problems. For example, users may think they understand how the system is working when they
really do not. Another possible problem is that users may not make the effort to ask for an
explanation and simply give up on the system when their expectations are violated; this mirrors
the trade-offs in Chapter 3 where users are asked to provide more information to make the
system more accurate. Similarly, for interactive explanations, we must make sure the payoff is
worth the additional cost of the interaction.
The other possibility besides providing on-demand explanations is to detect when and
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how the users’ expectations are violated. Detecting expectation violation may be a very difficult
task that elicits comparisons to detecting user intent. However, there are some approaches
that may make it somewhat tractable. One of these is selective explanation, for example, only
explaining a prediction if it lies close to a decision boundary in the machine learning model.
This could be accomplished quite easily for models such as Logistic Regression and SVMs that
have a simple decision boundary but may not generalize easily to new techniques such as deep
neural networks. In addition to detecting expectation violation, Further open problems involve
real-world effects of explanations.
As I have previously explained, my experiments in Chapter 7 are some of the first
results regarding explanation from real-world commercially deployed systems. Given the con-
text, there are a number of follow up studies that this Chapter surfaces. A major one of these is
looking at the usage of explanation over time. My study focused on how expert users initially
form impressions of an algorithm and explanations but did not examine how interactions with
these explanations behave over time. It could be that users interact with explanations frequently
initially and then once the user has more calibrated expectations of the system they will interact
with the explanations less. These interactions over time should be examined. Additionally, there
are questions surrounding the long-term benefit or detriments of explanation. Recall that much
of my work has focused on how explanations can have both positive and negative effects on user
perceptions of the system and the more recent work shows that users and system designers can
have conflicting goals in creating explanations. How do our short term user perception changes
due to explanation relate to longer-term satisfaction with the system? In my educational predic-
tive analytics system advisors wanted explanations to point towards actionable steps in helping
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students. Would changing the explanations to support further action results in a better user
experience for advisors?
My work also creates more questions about when people believe or avoid algorith-
mic systems. On one hand, we have concepts such as algorithmic omniscience, which I have
previously demonstrated in studies [190, 213, 61], and automation bias [42]; both concepts indi-
cating that users may blindly trust intelligent systems and their predictions. On the other hand,
we have algorithmic aversion, where users tend to avoid algorithms after seeing them err, even
when they would not punish a human prediction the same way [51]. What tips the scale in favor
of algorithmic omniscience or algorithm avoidance? I hypothesize that the context matters here
but this remains to be verified by future researchers.
In fact, the context of intelligent systems must be explored further in general. As
I discussed at the end of Chapter 7, explanations may have different requirements based on
system context and user needs. There we explored how users may want auditable or actionable
explanations while system designers are often providing persuasive explanations. There are also
issues around system context and expectation violation that should be further explored. As we
have shown in Chapter 5, expectation violation plays a major role in users’ perceptions of the
system. We measure expectation violation in a short series of interactions with in-lab system.
There are big questions about how this plays out over the lifetime of using an application.
Do users begin to understand where the application fails and compensate for this with their
behavior? We saw similar behavior in Chapter 7 where users had distinct mental models of
what the system could not know. How should we tune systems with regards to precision and
recall to create the best user experience? How does this tuning depend on context the system
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is deployed in? For example, in a context that has a high cost for false positives, we may want
to tune the system differently than a context with a low false positive cost. For example, with
the student success predictive analytics system users may want to tune this to have high-recall;
given the framing of the system about providing more support to detected students, it is better
to identify false positives than it is to have false-negatives.
My work with human-centered AI has generated exciting new research areas to ex-
plore. There are extensive open problems regarding interactive explanation, intelligent system
context, algorithmic omniscience and avoidance, and how to frame intelligent systems. I hope
that myself and other future researchers can use this roadmap to build towards a future that has
truly human-centered AI.
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