Abstract-Wireless sensor networks are often deployed to detect "interesting events" that are bound to show some degree of temporal correlation across their occurrences. Typically, sensors are heavily constrained in terms of energy, and thus energy usage at the sensors must be optimized for efficient operation of the sensor system. A key optimization question in such systems is -how the sensor (assumed to be rechargeable) should be activated in time so that the number of interesting events detected is maximized under the typical slow rate of recharge of the sensor. In this paper, we consider the activation question for a single sensor, and pose it in a stochastic decision framework. The recharge-discharge dynamics of a rechargeable sensor node, along with temporal correlations in the event occurrences makes the optimal sensor activation question very challenging. Under complete state observability, we outline the structure of a class of deterministic, memoryless policies that approach optimality as the energy bucket size at the sensor becomes large; in addition, we provide an activation policy which achieves the same asymptotic performance but does not require the sensor to keep track of its current energy level. For the more practical scenario, where the inactive sensor may not have complete information about the state of event occurrences in the system, we outline the structure of the deterministic, history-dependent optimal policy. We then develop a simple, deterministic, memoryless activation policy based upon energy balance and show that this policy achieves near optimal performance under certain realistic assumptions.
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I. INTRODUCTION
Wireless sensor networks are deployed for detecting "interesting" phenomena in a wide range of environments, including oceans, forests, atmosphere, and military-surveilled regions. For long term monitoring of such environments, sensors can be deployed with rechargeable batteries which are capable of harnessing the energy from renewable sources in the environment such as solar power [1] , [2] . A key question in the efficient operation of such energy constrained networks is how sensors should be activated in time so as to maximize the number of events detected. The tiny, low-cost nature of the sensor devices and minimal processing capabilities creates the need to develop simple, but efficient algorithms for their operations.
In addition, the event occurrence process might exhibit significant correlation in time. For instance, if the temperature at any location in the forrest rises above 100°F (representing a possibility of forrest fire), then with high probability it will remain above the given threshold in the near future as well.
Similarly, if the temperature is much below a critical threshold, it is expected to remain so for a while. Smart sensor node activation decision policies should take into account the degree of temporal correlation in (and the current status of) the event occurrence process, while deciding to activate or deactivate (put to sleep) the sensor node dynamically. The objective is to maximize the time-average event detection probability, which is a concrete measure of the quality of coverage provided by the sensor.
In this paper, we characterize the structure of optimal rechargeable sensor activation policies under temporally correlated event occurrences, and develop simple, efficient, nearoptimal activation policies, which are easily implementable in practice. The paper is organized as follows. Section II discusses related work on node activation and correlation modeling in rechargeable sensor networks. Section III formulates the problem in terms of system observability and outlines the solution approaches. Section IV considers the case with complete system observability, while Section V considers partial observability. We summarize our results in Section VI. Due to space constraints, some of the detailed analysis has been ommitted here, but is available in the technical report (online) [3] .
II. RELATED WORK
The node activation question in a rechargeable sensor system, in absence of temporally correlated events, has been considered previously in [4] , [5] , [6] . [4] considers a restrictive sensor energy model, wherein a sensor node could be activated only upon complete recharge of its battery, and show that a simple threshold based node activation policy achieves performance more than 3 times the maximum achievable 4 performance. Here the spatial correlation is modeled by introducing correlation in the discharge and recharge intervals of the various sensors, and the performance bound of 3 is shown 4 to hold both in the presence as well as absence of spatial correlation. [5] , [6] consider sensor systems where a sensor could be activated even if it is recharged only partially, and show that a threshold based node activation policy achieves asymptotically optimal performance with respect to the sensor energy bucket size, under various spatial correlation based sensor system models. [7] , [8] consider exploiting spatial and temporal correlations in the sensed data to develop efficient MAC and transport layer communication protocols. The issues faced include controlling the representative sensors (which are allowed to transmit) and their transmitting frequencies, in order to comply with the desired maximum distrotion level and minimizing energy consumption in the process. Information theoretic aspects of correlation in sensor networks have been studied in [9] . Data aggregation schemes to perform routing with compression in the presence of spatial correlations have been studied in [10] .
The optimal sensor node activation question in the presence of temporal correlations in the event occurrence process has not been studied previously. In this paper, we study the effect of temporal correlations across events on the design of efficient node activation algorithms for a single sensor node. 1 information about the event occurrence state in the system at all times. More specifically, the sensor is able to observe the system state even when it is inactive. In practice, once the sensor deactivates itself, it may not be able to observe the state of event occurrence in the system during the time slots in which it is inactive, leading to partial observability. Therefore, the sensor would be required to take activation decisions under imperfect information about the system state. The structure of the optimal policy with complete information is similar with that corresponding to incomplete information, and provides the important insights that help us develop simple, near-optimal policies for partially observable systems.
Our approach is as follows. We formulate the sensor activation under complete observability as a Markov Decision Process [11] and solve for the optimal policy. We derive a tight bound on achievable performance (Lemma 1) and show that the optimal policy achieves this bound for large energy bucket size K (Theorem 1). We then provide a simple and efficient activation policy which achieves asymptotically optimal performance w.r.t. K (Corollary 1). Next, we formulate the sensor activation problem under partial observability as a Partially Observable Markov Decision Process (POMDP) [12] . The challenge here is to transform this problem into an equivalent, completely observable MDP with the same optimal reward and actions as the POMDP [13] . We empirically find the structure of the optimal policy for the POMDP, and focus on developing simple and efficient near-optimal policies with performance guarantees (Theorem 2). 
(4)
The system state at time t + 1 is given by (Lt+1, Et+±), where Lt+l = min((Lt + wt-vt), K) and Et+, 1 w.p. Etp"n + (1 -Et)( -poff); 0 otherwise.
A. Upper Bound on Achievable Performance
Let T1 denote the number of time slots in which the sensor was active, operating under the stationary optimal activation policy HO°Pt over a period of T time slots. As T > oo, the total number of events that occur during time [0 ... T], off satisfies (T) on 1-P Let P, denote the T~~~~2-ponl poff , steady-state success probability of detecting an event under policy H7P't. Precisely, P, is the probability that an event occurs in time t conditioned that the sensor was active at time t. The total number of events detected by the sensor satisfies Ed(T) = T1P. Since the event occurrence process is independent of sensor activation and depends only upon its state in the previous time slot, the success probability Ps can be expressed as, P (6) Note here that if any charge was lost due to the sensor energy bucket being full, the fraction on the r.h.s. in (6) [11] , there exists a deterministic, markov, stationary (IIMD) optimal policy. The performance criteria considered is the average expected reward criteria. The optimality equations are given by [14] ,
VX C {(0,0), . ., (K, 1)}, where pxx' (u) denotes the probability of transition from state X to state X' when action u is taken. The following properties can be shown to hold using the arguments in [14] :
We show that for K sufficiently large, and 61 > c, the solution to the optimality equations are given by [3] , h *((L, 1)) = aL + e h *((L, 0)) = aL -, A* = aqc -, Thus the optimal average reward per stage is given by A* 6,+qpon as K --> oc. The e-optimal actions for each state are depicted in Table I . (For the case E = 0, K -c < L < K, sensor is activated if qc > d1(Pc c ) and deactivated otherwise [3] .) As K -> oc, the fraction of events detected by the sensor is given by, A*m w0T onqon) (i +P8no2) which is also the optimal performance by Lemma 1. 
C. Policy Graph for Optimal Policy
Theorem 1 provides us with the class of activation policies which are e-optimal for all values of system parameters, where e°( K ). We now focus on the unique optimal policy for given set of system parameters. The relative value iteration [14] is used to solve for the optimality equations in (9) . For system parameters, 1 = 62 = C = 1Xpon = 0.6poff= 0.8, q = 0.1, K = 10, the policy graph [12] representation of
I61 62 =2, q=0.5, K= 10 the optimal policy is depicted in Figure 3 . The node marked with an arrow represents the starting state assuming the initial system state of (K, 1). We observe that the sensor operating under the optimal policy, always tries to activate itself during the On period, and deactivates itself during the Off period. An increase in recharge rate causes slight change in the structure of the optimal policy, particularly when the sensor has charge level close to K, as depicted in Figure 4 . In effect, if the recharge rate is high, the sensor tries to activate itself during the Off period as well, as long as its energy level is close to K.
D. Activation Algorithm
We observe that the optimal policy is in general sensitive to system parameters. Also it requires the sensor to keep track of its current energy level at all times. However, the sensor may not always have an accurate estimate of the system parameters and/or may not be able to continuously keep track of its current energy level due to the computational overhead or other practical considerations. Therefore, there is a need to develop simpler but efficient algorithms for sensor activation. We now show that for large K, near-optimal solutions can be obtained in a simple, closed form. The class of e-optimal policies given by Theorem 1 provides us with an activation algorithm which is deterministic, Markov (memoryless), does not depend much on system parameters, does not require the sensor to keep track of its current energy level while making activation decisions, and results in close to optimal performance. The sensor is only required to know if it has sufficient energy for activation, i.e., whether its energy level > 61 + 62. The following simple algorithm achieves asymptotically optimal performance with respect to K.
Corollary 1: The sensor activation policy rl* with actions u* defined by I if L > 61 + 62, and E = 1,
is an e-optimal policy where e O-o() In words, the decision u* is to activate the sensor in a time slot iff an event occurred in the previous time slot, and the sensor has sufficient energy to operate in the current time slot.
V. ACTIVATION UNDER IMPERFECT STATE INFORMATION
For partially observable systems, we formulate the sensor activation problem as a POMDP [12] , transform it to an equivalent MDP using well-known techniques [13] , [14] , and elaborate on the structure of the optimal policy in Section V-A. We then develop an efficient and easily implementable activation policy in Section V-B, and show that it achieves near-optimal performance in all realistic scenarios. We present simulation results in Section V-C.
A. Structure of Optimal Policy
The state Xt of the sensor system at time t is represented as (Lt, Et), as in Section IV. The observation Yt made at time t depends on the state at time t and the action taken at time t -1.
If the action ut-1 was to activate, the observation matches the state and equals (Lt, Et). However, if the action taken was to deactivate, the state of the event process at time t is not Since the system state in not completely observable, the optimal action depends on the current and past observations, and on past actions. It has been shown that the POMDP can be formulated as a completely observable MDP [13] , [14] , with the same finite action set. The solution to the equivalent MDP with complete information provides us with the optimal actions to take (in the POMDP) and with the optimal reward. The state space of the equivalent MDP, denoted A, comprises of the space of probability distributions on the original state space, which may lead to a possibly uncountable or infinite state space. However, the structure of the original POMDP, in most cases, allows for the existence of solutions to the average cost (reward) optimality equation [13] . In the case of sensor activation under partial observations too, the structure of the POMDP leads to a countable state space for the equivalent MDP, guaranteeing existence of optimal solution.
The state of the equivalent MDP at time t is the information vector Zt C A (of length lXl), whose jth component is given by, Zt = Pr[Xt iyt,...,yl;ut-i,..., uo]; i C X. We have, 1'Zt = 1, since the elements of Zt correspond to mutually exclusive events whose union is the universal set. The state Zt+1 is recursively computable given the transition probability matrices P(u), action taken ut and the observation yt+± [13] , Let F(') denote the probability that the event process at time t + i is off, given that it was on at time t. In other words, FM 1, 0 represents the i-step transition probability of the event process changing states from 1 to 0 in i time slots. Similarly, F01
denotes the probability that the event process changed from off to on during the i time slots. We have, F(O) = F(°o 0. The following recursive equations can be shown to hold using (12):
F(i+l) (14) [I F(') ] (I poff) + F(') Pon. Since pco +po ff1 l< 1, it can be shown that [15] The equalities follow from definition of r and equations (13) and (14) . As T -> oc, ,(T) 7on and the fraction of events detected T by the sensor is bounded as,
Similarly, for the case E' = 1, Zt+1 = (L, E', i + 1). Thus, Zt+l is completely described using Zt, ut to characterize the function h* in closed form. We observe that the optimal action is to activate in state Z = (L, 1,0), VL: 61 + 62 < L < K. In words, the optimal policy is to activate the sensor during the On period, as long as the sensor has sufficient energy. In state Z = (L, O, 0), the optimal action is to deactivate for all values of L < K-. The exact value of a depends on system parameters (recharge, discharge rates and K). In words, the optimal policy is to deactivate the sensor during the Off period (unless it has overabundant energy).
Once the sensor becomes inactive, it does not have any information about the event occurrence state of the system. Hence, during inactive states its decisions are based only upon its current energy level, the number of time slots it has been inactive for, and the most recent actively observed event occurrence state of the system. The sensor may get deactivated due to two different reasons. First, it may run out of energy, i.e., its energy level becomes < 61 + 62 during the On period.
This scenario corresponds to states of the form Z = (L, 1, i). Second, it may decide to switch itself off (deactivate deliberately) on finding the system in Off period. The corresponding states are of the form Z = (L, 0, i). If the sensor dies (during the On period), it applies an aggressive wakeup strategy and tries to activate itself soon. However, when the sensor decides to deactivate itself deliberately, it applies a reluctant wakeup strategy. These two different strategies are described using non-linear functions f0 and f 1 respectively. Function f0 (t): t > 0 is a non-increasing function of t such that 61 + 62 < f0(t) < K. In the inactive state Z = (L, 0, t), the sensor has been inactive for t time slots, and it checks if its current energy level is greater than or equals f0 (t). If true, the sensor activates itself, otherwise it remains inactive for one more time slot. With each passing time slot, the threshold energy level f0 (t) required for activation decreases (or remains same), until the sensor's current energy level exceeds the threshold and the sensor is activated.
Similarly, function f1 (t) t > 0 is a non-decreasing function of t such that 61 + 62 < f1 (t) < K. This function is applicable to the inactive states Z = (L, 1, t) in a manner similar to the function f0 (t). Thus, the optimal actions are given by, p* (
A typical plot of functions f°(t) and f1(t) for system parameters 1 = c = I,62 = = 0.9,q = 0.1, K = 500 is shown in Figure 6 . The probability that an event would occur in the next time slot, when sensor is in state (L,O,t) equals F t). Similarly, the probability that an event would occur in the next time slot, when sensor is in state (L, 1, t) equals 1 -F (t) . From (15) and (16) Figure 7 . Thus the sensor's energy threshold to activate in any state Z decreases as its recharge rate increases. We observe that the converged value of the functions f0, f1 depends heavily on the recharge rate.
Next, we develop a deterministic and memoryless activation algorithm and show that it achieves near-optimal performance in all practical scenarios. Note that the class rI7MD is exponentially large [16] , since there are 3(K + 1) observations and 2 actions possible from each observation (except the observations with energy level L < 61 + 62), leading to an exponential number of (of the order 0(23(K±+1))) deterministic policies. Computing the optimal deterministic policy may be intractable (NP-Complete) [16] , and it may also require the sensor to keep track of its current energy level at all times. Hence we try to formulate a near-optimal policy and compare its performance with known performance bound given in (20 extreme scenarios when sensor's energy level reaches either 0 or K. If K is sufficiently large, and the sensor operates in energy balance, i.e., its average discharge rate equals its average recharge rate, these extreme scenarios represent rare events whose probability of occurrence is provably small. The detailed effects of these scenarios has been considered in [3] .
Let us consider the CW algorithm utilizing a sleep duration of SI time slots. Consider the time interval between time slots t1 and t2, where t1 and t2 are the two successive time slots at which the sensor starts sleeping. Since the sensor decides to sleep only during the Off period, i.e., when the event process goes to Off state, these two time instances at which the sensor enters the sleep state represent renewal instances of the sensor-event system state. Figure 8 depicts a typical renewal interval. Let Pe denote the probability that the event occurrence process is On when the sensor wakes up and polls the system. Therefore, Pe = F(sI+1). Since SI > 0, from 0,1 (16) , (1 -poff) < Pe < w0'n. Let Te = t2 -t1, and V denote the number of events detected if the sensor finds the system in On period upon wakeup. From Section III-A, we Proof: Consider a renewal interval for the CW policy Ilcw. Let ni denote the number of times the sensor moves from sleep to active state during this interval. Let P(ni) denote the probability that an event occurs when the sensor activates itself after waking up. Similarly, n2 denotes the 0.5) number of times the sensor moves from active state to active state during the interval, and P(n2) denotes the probability that an event occurs when the sensor activates itself while in active state. We have, ni= 1, P(ni) = Pe = F(sI±1) n2
PeV; and P(n2) = pco. The success probability during a renewal interval is given by, n,P(n1) + n2P(n2) Pe + PeVPC°n The second inequality follows from (8) . The last inequality follows since p"n > 1 > 7w. Since Note that from theorem 2, the performance factor k+1 holds with respect to the upper bound given by Lemma 1 (loose upper bound) as well, and hence IIEB-CW performs within this factor of the optimal policy. As an example, consider the case when pon = 0.7 and poff = 0.8. We have, wn = 0.4. Since k > 1, the policy PER OW achieves at least 57% of the optimal performance in this scenario. However, from extensive numerical studies with policy PIEB-CW, Pe is observed to be quite close to or°n under most practical scenarios, and hence I± EB-CW is expected to achieve near-optimal performance in those scenarios. However, whether rIEB-CW achieves asymptotically optimal performance in comparison with all possible activation policies (not necessarily CW) remains an open theoretical question.
C. Simulation Results
Simulations are performed for various system parameters for the CW activation algorithm. for various values of SI. The system parameters used are q = 0.5,c = l, = 1, = 6,K = 2400. At the sleep duration SI calculated from (27) using Pe = ,Fon, rIEB-CW performs very close to U0W. Figure 11 plots the performance for symmetric case pon = poff = Pc. Figure 12 plots the performance for the same set of parameters as in Figure 6 . We observe that the optimal sleep duration SI is quite close to the value of t for which functions f0 and f1 converge in Figure 6 . Most importantly, in all these scenarios, rJEB-CW achieves near-optimal performance.
VI. CONCLUSIONS
We have considered the node activation question for a rechargeable sensor in the presence of temporal correlations in the sensed phenomena. When events of interest are temporally correlated and the rate of recharge is significantly less than that of discharge, smart sleeping is very effective in improving the overall system performance. The sensor should try to activate itself during the On periods, and deactivate itself during the Off periods. Under complete observability, the sensor should deactivate itself for one time slot, when it detects the event process to be in the off state. We show that such an activation policy is asymptotically optimal with respect to the sensor energy bucket size. Under partial observability, we appropriately transform the partially observable MDP into an equivalent MDP, and evaluate and study the structure of the optimal activation policy. Since the optimal policy is history-dependent and sensitive to system parameters, we focus on near-optimal CW policies. The sensor upon detecting the event process in the off state, should employ an appropriate sleep duration derived using energy balance during a renewal interval of the sensor operation. We show that such an activation policy (EB-CW) is near optimal in most practical scenarios.
