Measuring precession in asymmetric compact binaries by Pratten, Geraint et al.
On measuring precession in GW190814-like asymmetric compact binaries
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Gravitational-wave observations of merging compact binaries hold the key to precision measure-
ments of the objects’ masses and spins. General-relativistic precession, caused by spins misaligned
with the orbital angular momentum, is considered a crucial tracer for determining the binary’s for-
mation history and environment, and it also improves mass estimates – its measurement is therefore
of particular interest. Precession leaves a characteristic signature in the emitted gravitational-wave
signal that is even more pronounced in binaries with highly unequal masses. The recent observa-
tions of GW190412 and GW190814 have confirmed the existence of such highly asymmetric compact
binaries. Here, we perform a systematic study to assess our confidence in robustly measuring preces-
sion in GW190814-like high mass ratio binaries and, our ability to measure the mass of the lighter
companion in neutron star – black hole type systems. Using Bayesian model selection we show
that precession can be identified robustly in low-mass binaries with moderate mass ratio and mildly
precessing spins even in the presence of systematic errors.
I. INTRODUCTION
The LIGO Scientific and Virgo collaborations have re-
cently reported the first clear detections of gravitational
waves (GW) from coalescing compact binaries with un-
equal masses, GW190412 [1] and GW190814 [2]. The in-
ferred mass ratio, q = m1/m2 ≥ 1, for both events points
to highly asymmetric compact binary systems, differing
from the binary black holes observed during the first two
observing runs O1 [3] and O2 [4]. Of these two events,
GW190412 is consistent with a binary black hole merger,
with a primary source mass of m1 ' 30M and a sec-
ondary source mass of m2 ' 8M. The second event,
GW190814, is consistent with the merger of a neutron
star – black hole (NSBH) or black hole binary (BBH) [2],
with a primary source mass of m1 ' 23M and a sec-
ondary mass, m2 ' 2.6M. Notably, the mass of the
secondary lies in the lower mass gap of 2.5− 5M [5–9],
making it either the heaviest neutron star (NS) or the
lightest black hole (BH) observed to date [6–17]. A coin-
cident observation of an electromagnetic (EM) counter-
part, such as a gamma-ray burst or a kilonova, would in-
dicate strongly that the lighter compact object was a neu-
tron star [18–28]. Alternatively, we may hope to see the
tidal disruption of the NS in an NSBH system [22, 29–41],
which would leave a characteristic imprint in the emit-
ted GW signal. However, as the mass ratio increases,
tidal effects become highly suppressed and the NS can
be swallowed entirely before tidal disruption has taken
place, making a highly asymmetric NSBH merger indis-
tinguishable from a BBH merger [36]. In addition, tidal
effects in the early-inspiral are anticipated to be negligi-
ble for such high mass ratio binaries and we are therefore
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reliant on the measurement of other intrinsic parameters
such as masses and spins to determine the binary compo-
sition. Accurate measurements of the component masses
and spins will be important to discriminate as to whether
the lighter compact object is consistent with the theoret-
ical limits on NS masses [8] or with a low-mass BH [7].
While the formation of compact binaries with asym-
metric mass ratios is highly uncertain, such unequal-mass
binaries are of particular interest for measuring relativis-
tic spin effects such as spin-precession. Spin-precession is
sourced by the misalignment between the orbital angular
momentum of the binary motion and the individual spins
of the two compact objects, inducing additional structure
in the form of characteristic modulations in the GW sig-
nal [42, 43]. This helps breaking certain correlations, in
particular the mass – spin degeneracy, which allows us to
infer tighter mass constraints [44–49]. Moreover, the ori-
entation of the spin angular momenta is considered one
of the main tracers of a binary’s formation channel and
may help discerning the nature of the lighter object [50–
64]. GW observations so far, however, have not yielded
a confident measurement of precession effects [1, 2, 4].
In this paper, we reassess the confidence to which we
can measure spin-precession effects in high mass ratio bi-
naries similar to GW190814, and the confidence to which
we can constrain the mass of the lighter companion at
current detector sensitivity. Firstly, we investigate the
degree to which we can constrain precession in GW ob-
servations of asymmetric binaries using Bayesian model
selection and several statistical measures. Secondly, we
demonstrate the efficacy of spin-precession in breaking
the mass – spin degeneracy in order to improve con-
straints on the mass of the secondary companion [44–47].
We use simulated GW signals from moderately inclined
binaries with different mass ratios and varying amount
of precession to study the measurability of precession ef-
fects in a systematic way. We demonstrate that even
small amounts of precession can be identified confidently
despite the presence of systematic errors. Further, using
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2a second set of simulated signals with the smaller ob-
ject between 1.25 and 3M we find that the mass of the
secondary is consistently underestimated for the binaries
considered when spin-precession is neglected, leading to
an increased risk of misidentifying a low-mass BH as a
NS. Similar questions focusing on large populations have
been addressed in previous studies [65–67]. Here, we fo-
cus primarily on GW190814-like binaries though the re-
sults presented in Sec. IV A are also broadly applicable
to binaries similar to GW190412.
This paper is organised as follows: In Sec. II we provide
an introduction to asymmetric binaries and precession.
We then introduce our methodology in Sec. III, before
presenting our main results in Sec. IV. We conclude in
Sec. V. Throughout this paper we set G = c = 1 unless
stated otherwise.
II. ASYMMETRIC COMPACT BINARIES
The current understanding of binary evolution leads
to a number of distinct binary formation channels. Pro-
posed scenarios include isolated [68–71], dynamical [72–
80], and primordial [81, 82] formation with many sub-
channels within each category. Each of these formation
channels will leave a characteristic imprint on the mass
[62, 83–86], spin [51, 54, 59, 61] and redshift [87–93] dis-
tributions of the observed compact binaries.
Modelling of the mass distribution using the ten BBHs
detected during the first two observing runs [4] finds a
median mass ratio of q = 1.1 at 90% credibility and
predicts that 99% of binaries detected will have mass
ratios q < 2 [94]. This makes the recent observa-
tion of GW190814, a highly asymmetric binary with a
mass ratio of q ∼ 9, something of an enigma. Plausi-
ble formation channels for such asymmetric binaries in-
clude dynamical [95, 96] and hierarchical merger scenar-
ios [56, 58, 80, 97, 98]. For isolated binary formation
channels, the prevalence of asymmetric compact binaries
can be sensitive to the metallicity of the environment,
with asymmetric binaries being preferred in low metal-
licity environments [71, 99, 100]. Accretion disks of active
galactic nuclei (AGN) could be promising environments
for driving hierarchical mergers, in which asymmetric bi-
naries are likely [101].
Furthermore, while the primary mass allows us to iden-
tify the heavier component as a black hole, the secondary
mass is compatible with being either a BH or a NS. We
note, however, that the lighter companion with ∼ 2.6M
is at the threshold of the maximum theoretically sup-
ported NS mass [14, 102–104] and is in tension with cur-
rent constraints from the maximum NS masses inferred
from GW170817 and pulsar observations [10, 14–16]. In
addition, the mass of the secondary is comparable to the
BH masses predicted from binary neutron star mergers
[14, 105, 106] as well as a recently reported low-mass BH
in a non-interacting BH-giant star binary [107]. Popu-
lation synthesis models for the formation of NSBH bi-
naries demonstrate a preference for a system comprising
a heavy NS (mNS ∼ 1.3 − 2.0M) and a low mass BH
(mBH ∼ 5 − 15M), especially for formation channels
with low natal kicks [108]. Such binaries would corre-
spond to mass ratios q ∼ 3− 8, further emphasising the
need to understand the confidence to which we can infer
the intrinsic properties of asymmetric binaries from GW
observations.
Another source of asymmetry, besides unequal masses,
pertains to the spins of the two companions, which are
of particular interest for discriminating between differ-
ent formation channels. Binaries that form through dy-
namical interactions are anticipated to have isotropically
oriented spins. This is in stark contrast to binaries that
form from isolated compact objects, where spins are pref-
erentially aligned with the orbital angular momentum.
For isolated binaries, supernova kicks are one of the pri-
mary mechanism that give rise to spins misaligned with
the orbital angular momenta [50]. Constraints on preces-
sion in compact binaries can therefore significantly shape
our understanding of binary formation channels and their
evolution.
In order to infer the source properties from GW ob-
servations, highly accurate waveform models that govern
the the inspiral, merger and ringdown are necessary. The
GW signals of compact binaries with highly asymmetric
masses possesses a rich phenomenology due to the excita-
tion of higher-order multipoles. The higher-order modes
of the gravitational field encode additional information
about the source which allows for the breaking of certain
parameter degeneracies, such as the inclination – distance
correlation [109–111].
Binaries whose spins are aligned with the orbital an-
gular momentum, exhibit strong correlations between
the masses/mass ratio and spins [112]. Arbitrarily ori-
ented spins, however, break the equatorial symmetry of
the binary system and induce general relativistic spin-
precession [42, 43, 113, 114]. These affect the emitted
signal in several ways: (i) they leave characteristic im-
prints in the form of amplitude and phase modulations;
(ii) they modify the final state of the remnant; (iii) they
excite higher-order modes. Similar to unequal masses,
precession of the orbital plane allows us to break an-
other parameter correlation, the mass – spin degener-
acy [44, 45, 47]. Spin precession could therefore be of
particular importance when one seeks to distinguish be-
tween NSs and low-mass BHs in the absence of a clear
tidal signature.
In what follows, we will be considering simulated sig-
nals that contain both higher-order modes and precession
in order to mimick a realistic scenario as best as possible.
3III. METHODOLOGY
A. Effective Precession Spin
Coalescing BBHs on quasi-spherical orbits are intrin-
sically characterised by their mass ratio q = m1/m2 ≥ 1,
where mi is the component mass of the i-th black hole,
and their (dimensionless) spin angular momenta ~χi. De-
pending on the binary’s formation history, the spins may
be arbitrarily oriented with respect to the orbital angu-
lar momentum Lˆ [54]. Misalignment between the spins
and Lˆ induces general relativistic precession of the or-
bital plane and spins [42, 43], i.e. the (four) spin compo-
nents perpendicular to Lˆ source these precession effects.
Over many GW cycles, these spin components contained
within the instantaneous orbital plane may be approxi-
mated by a scalar quantity, χp, which captures the aver-
age amount of precession in a binary system [115] defined
as:
χp :=
1
A1m21
max(A1S1⊥, A2S2⊥), (1)
where ~Si = m2i ~χi, Si⊥ = ||Lˆ× (~Si × Lˆ)||, A1 = 2 + 3q/2
and A2 = 2 + 3/(2q). The effective precession spin χp is
defined in the domain [0, 1], where χp = 0 corresponds to
a non-precessing and χp = 1 to a maximally precessing
binary. It is important to note, however, that even very
strongly precessing binaries may not be easily identified
as such if the line of sight is approximately along the
direction of the total angular momentum, as imprint of
precession on the GW signal will be minimized [116]. We
will use the effective precession spin χp in our analyses to
characterise the amount of precession present in a binary
system, and statements concerning the measurability of
precession will be based on its inferred distribution.
B. Precessing SNR
The strength of an observed GW signal h is charac-
terised by its signal-to-noise ratio (SNR) ρ defined as:
ρ :=
√
〈h|h〉 = 2
[∫ ∞
0
df
|h˜(f)|2
Sn(f)
]1/2
, (2)
where h˜(f) denotes the Fourier transform of h and Sn(f)
is the noise power spectral density (PSD).
Recently, Ref. [117] introduced a frequentist framework
to estimate the contribution to the SNR ρ that stems
from precession, referred to as precessing SNR ρp. The
formalism decomposes the GW signal into two harmon-
ics, each of which is equivalent to the emission of a non-
precessing binary. The modulations typical for a precess-
ing system are introduced through the beating between
the two harmonics. ρp is then defined as the SNR con-
tained in the harmonic orthogonal to the dominant one.
Parameter Value
Chirp mass Mc [M] 6.3
Effective inspiral spin χeff 0.0
Inclination ι [rad] 0.70
RA α [rad] 0.23
DEC δ [rad] -0.42
Polarisation ψ [rad] 3.0
SNR ρ 30
TABLE I. Fixed parameter values for all simulated GW sig-
nals in the first data set. The mass – spin degeneracy
data set has the same extrinsic parameters, SNR and χeff
but fixes χp = 0.2 and varies Mc instead (see main text).
These values are consistent with the parameters inferred for
GW190814 [2, 119].
In the absence of precession, ρp is χ2-distributed with
two degrees of freedom. A simple criterion for preces-
sion to be considered observable is the requirement that
ρp ≥ 2.1 [117, 118]. Here, we will assess the significance of
ρp via the single-sided p-value associated with the mean
of the distribution.
The applicability of the two harmonics formalism is
limited and depends strongly on the orientation of the
source but holds for all signals considered in this paper.
We will thus use it as a complementary quantifier to as-
sess the measurability of spin precession. We stress, how-
ever, that ρp is an inherently frequentist quantity, while
our main analyses will be fully Bayesian as discussed in
Sec. III D.
C. Simulated Gravitational-Wave Signals
We create two sets of simulated GW signals (injec-
tions), which include both precession and a subset of
higher-order modes as expected for real signals. We in-
ject the signals into zero-noise, which is representative
of the results when averaging over identical injections
in different Gaussian noise realizations. All mock signals
used in our analyses are generated from the effective-one-
body (EOB) waveform model SEOBNRv4PHM [120] for bi-
nary black holes1. The EOB framework [121–124] models
the complete inspiral-merger-ringdown GW signal of co-
alescing compact binaries in the time-domain. It utilises
analytical information from post-Newtonian theory and
gravitational self force and is tuned to numerical relativ-
ity (NR) in the strong field regime. We note that neither
the EOB model nor the recovery waveforms described in
Sec. III D are calibrated against precessing NR simula-
tions. Precessing NR simulations at high mass ratios are
numerically challenging leading to a lack of waveforms in
1 This waveform model does not contain tidal effects, which are
negligible for the high mass ratios considered in our analysis.
Tidal disruption could in principle occur for some of the lower
mass ratio binaries but is not taken into account here.
4this region of the binary parameter space. We therefore
use SEOBNRv4PHM as our injection model as it incorpo-
rates full spin degrees of freedom, higher-order modes
and is demonstrably robust at high mass ratios, which is
crucial for our study.
The first set of injections has a varying mass ratio
q ∈ [3, 10] and χp ∈ [0.0, 0.4] chosen such that the lighter
companion is always non-spinning. All other parame-
ters are fixed and listed in Tab. I. They are chosen to be
consistent with GW190814 [2], in particular the source
frame chirp mass, Mc = (m1m2)3/5/(m1 + m2)1/5, and
the inclination. Consistent with the majority of observed
signals to date [4], we only consider binaries with a van-
ishing inspiral spin χeff [125, 126]. We do not expect
this particular choice to affect our results due to the ap-
proximate decoupling between the inspiral and precession
dynamics [116, 127].
Furthermore, our injections have a fixed SNR of ρ =
30, representing moderately loud signals at current and
near-future detector sensitivities [128]. For mass ratio
q = 9 we create additional injections with ρ = 10 and
ρ = 20; since we fix the binary inclination to a moderate
value of ∼ 40◦, this amounts to changing the luminosity
distance to adjust the SNR.
A second set of injections explores the mass – spin de-
generacy briefly discussed in Sec. II. Here we pin the mass
of the primary to m1 = 20M and vary the mass of the
secondary in the range m2 ∈ [1.25, 1.5, . . . , 3]M. The
effective inspiral spin is fixed at χeff = 0 and we allow
for small non-vanishing spin-precession with χp = 0.2.
All other parameters are identical to the first set. This
series is chosen to span a range of astrophysically inter-
esting component masses that graze the lower boundary
of the mass gap, and serves to highlight the importance
of precessing waveform models in constraining the com-
ponent masses, especially near the maximum theoretical
NS mass.
D. Bayesian Inference & Model Selection
We treat the measurability of precession in an asym-
metric binary system as a Bayesian model selection prob-
lem. The probability of obtaining the binary parameters
θ given the data d and a signal model hypothesis H is
p (θ|d,H) = L (d|θ,H)pi (θ|H)ZH , (3)
where L is the likelihood, pi the prior and Z the signal
evidence
ZH ≡
∫
dθL(d|H, θ)pi(θ|H), (4)
such that the noise evidence Zn is defined by
Zn ≡ L(d|n). (5)
The Bayes factor B for a signal, assuming a model hy-
pothesis H, over noise n is
BH/n = ZHZn . (6)
In this analysis, we will be interested in comparing the
evidence for the precessing hypothesis H = p against the
non-precessing hypothesis H = np,
Bp/np = ZpZn
Zn
Znp =
Zp
Znp . (7)
We perform Bayesian inference [129] on our simu-
lated signals using the nested sampling algorithm [130–
132] implemented in the publicly available inference li-
brary LALInference [133]. We inject the simulated sig-
nals into a zero-noise LIGO-Virgo three-detector network
with a sensitivity representative of the first three months
of the third observing run [134–136]. We marginalise
over calibration uncertainties [137–139] using the rep-
resentative values reported in [4], and start the likeli-
hood integration at 20Hz. Our signal hypotheses will
be two phenomenological waveform models, IMRPhenomD
(non-precessing) [140, 141] and IMRPhenomPv2 (precess-
ing) [142]. We note that these two waveform models are
not independent of each other; IMRPhenomPv2 is obtained
by applying a rotation transformation to the quadrupolar
modes of IMRPhenomD following the framework developed
in Refs. [115, 116, 127]. The two phenomenological wave-
form models, however, differ in various aspects from our
simulated signals, for example they do not include higher-
order modes and IMRPhenomPv2 uses fewer spin degrees of
freedom to model precession, hence systematic modelling
errors due to inaccurate modelling or neglected physics
are included in our analyses.
For the priors, we follow the choices as detailed in App.
B of [4]. We use uniform priors on the component masses
mi ∈ [1, 40]M, isotropic priors on the spin orientations
and a uniform prior on the dimensionless spin magni-
tudes χi ≤ 0.992. To enable a direct comparison to the
precessing approximant, we use the z-prior for the spin
priors, e.g. App. A of [143], for IMRPhenomD. For the dis-
tance, we adopt a prior proportional to the luminosity
distance squared with an upper cutoff of 600Mpc.
From the one-dimensional posterior probability distri-
bution function (PDF) we can obtain the parameter bi-
ases induced by systematics. Specifically, we define the
bias as the difference between the maximum a posteriori
(map) value of a parameter x and its true value, i.e.,
∆x := xmap − xtrue. (8)
2 We note that this includes binaries with χ2 > 0.7, which is larger
than the maximally allowed spin for neutron stars. However, we
consider this choice appropriate due to the unknown nature of
the secondary object.
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FIG. 1. Signal vs. noise Bayes factor as a function of injected SNR ρinj for PhenomPv2 (left) and PhenomD (right) for q = 9
binaries for different values of χp. The expected scaling lnBH/n ∝ (ρinj)2 (grey solid curve) is only recovered for the precessing
waveform model (left), with significant deviations observed for the aligned-spin waveform model for χp ≥ 0.2 and ρ > 10 (right)
due to the neglect of precession.
For the effective precession spin parameter χp it follows
that if ∆χp > 0 the amount of precession in the system
is overestimated and if ∆χp < 0 it is underestimated.
Additionally, we also use the posterior quantile of the
true parameter value xtrue given by
Q(p) := 12 −
∫ xtrue
xmin
p(x|d,H) ∈ [−0.5, 0.5], (9)
as a measure of the displacement between the posterior
median and the true value. For precession-related pa-
rameters Q > 0 (Q < 0) implies an overestimation (un-
derestimation) of the amount of precession in the binary
system. Moreover, the quantile also encodes the skew of
the distribution.
To ascertain confidence in the measurement of pre-
cession, we additionally employ two statistical measures:
the Kullback-Leibler divergence (DxKL) [144] and the (re-
lated) Jensen-Shannon divergence (DxJS) [145]. These
two measures allow us to quantify the difference between
two probability distribution p(x) and q(x) and are used
to measure the information gain between the prior and
the posterior distribution of a continuous random vari-
able x. The Kullback-Leibler divergence is defined as,
DxKL(p|q) =
∫
p(x) log2
(
p(x)
q(x)
)
dx. (10)
The Jensen-Shannon divergence, which defines a natural,
normalised distance measure between two distributions,
is given by
DxJS(p|q) =
1
2
(
DxKL(p|s) +DxKL(q|s)
)
, (11)
where s = (1/2)(p+ q).
IV. RESULTS
A. Precession Measurements
The Bayes factor between two hypotheses is a com-
monly used discriminator to assign confidence to a par-
ticular hypothesis, e.g. [146, 147]. Here, we treat the
measurability of precession as a Bayesian model selection
problem and use the Bayes factor between the precess-
ing and the non-precessing hypotheses to quantify the
confidence to which we can measure precession. We first
examine in detail a binary system with mass ratio q = 9,
consistent with the inferred mass ratio of GW190814 [2].
In particular, we investigate the measurability of preces-
sion as a function of injected SNR and precession spin
χp.
Figure 1 shows the signal versus noise Bayes factor
(Eq.(6)) as a function of the injected signal SNR ρinj
for the precessing and the non-precessing recovery mod-
els for different values of χp. The Bayes factor for
the signal to noise hypothesis approximately scales as
lnBH/n ∝ (ρinj)2, see e.g. [148]. For all values of χp,
we observe such a scaling when using the precessing
waveform model. The non-precessing model, however,
shows significant deviations from this relation, especially
for larger values of χp and with increasing SNR, where
the non-precessing waveform model systematically un-
derestimates the injected SNR due to missing physics in
the waveform approximant. In particular, we recall that
neither recovery waveform model includes higher-order
modes, while our simulated signals do. The results in
Fig. 1 suggest, however, that higher-order modes play a
subdominant role in comparison to precession (see also
[149]). As a point of caution, we note that at high mass
ratios and high χp, IMRPhenomD shows strong systematic
biases towards higher mass ratios, which may introduce
biases into the calculation of the Bayes factor if we do
not take appropriate care with the choice of priors.
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FIG. 2. One-dimensional PDF of the precession parameter χp for binaries with q = 9 and varying amounts of precession
(indicated on the x-axis) at three SNRs: ρ = 10 (left), ρ = 20 (middle) and ρ = 30 (right). The horizontal lines indicate the
median and 90% CI. We see that the posterior width decreases as the SNR increases while the median changes only slightly,
showing a clear systematic difference between the true χp-value and the inferred median.
0.00 0.05 0.10 0.15 0.20 0.25 0.30 0.35 0.40
χinjp
0
20
40
60
ln
B p
/n
p
q = 3
q = 4
q = 6
q = 7
q = 8
q = 9
q = 10
FIG. 3. Bayes factor for the precessing waveform model
against the non-precessing waveform model for varying mass
ratio q and the injected effective precession spin parameter χp.
Following Ref. [146], the horizontal dashed lines indicate pos-
itive (1.0), strong (3.0) and very strong (5.0) evidence against
the non-precessing hypothesis.
In Fig. 2 we show the one-dimensional posterior distri-
butions for the effective spin parameter χp for the q = 9
series at three different injected SNRs. We find that the
precessing waveform model IMRPhenomPv2 systematically
underestimates χp except for the non-precessing case, i.e.
χp = 0. We note, however, that this may be different for
other binary inclinations.
As expected, with increasing SNR, tighter 90% credible
interval (CI) bounds are obtained, and we find that the
posterior widths scale ∝ ρ−1, as anticipated in the high-
SNR limit [110, 150]. The result in Fig. 2 also indicates
that at higher SNRs, we can more confidently exclude
the non-precessing limit for smaller values of χp due to
the reduction in posterior support as χp → 0.
We now turn to the analysis of the larger ensemble of
mock GW signals described in Sec. III C. We recall that
we have fixed the SNR to ρinj = 30, which corresponds
to moderately loud signals for current and near-future
detector sensitivities [128]. Figure 3 shows the Bayes
factor for the precessing versus the non-precessing signal
hypothesis, Eq. (7), as a function of χp for all mass ra-
tios considered. We find that for q > 5 the precessing
signal hypothesis is strongly favoured (i.e. lnBp/np ≥ 5)
for χp ≥ 0.2. For lower mass ratios, a larger amount of
precession, i.e. χp > 0.3, is required to clearly differen-
tiate the non-precessing from the precessing hypothesis.
Similar to our observation for the q = 9 case, we find that
the Bayes factor becomes unreliable for high mass ratios
and large amounts of precession, hence the data points
for χp = 0.4 and q ≥ 8 are omitted.
In addition to a Bayes factor in favour of precession,
further evidence can be obtained directly from the in-
ferred posterior distribution of χp. We report two in-
formation gain measures, DχpJS and D
χp
KL as defined in
Eqs. (10) and (11). Due to the correlation between χp
and χeff , we condition the χp prior on the χeff posterior
via rejection sampling following Ref. [4]. These measures
encapsulate how different the inferred posterior distri-
bution of χp is in comparison to its prior distribution.
Figure 4 shows the Shannon-Jensen divergence for χp vs.
the Bayes factor; the equivalent representation of DχpKL
can be found in Fig. 9 in App. A. The numerical values
are reported in Tab. III also in App. A.
Focusing first on the normalised Jensen-Shannon di-
vergence DχpJS ∈ [0, 1] (Fig. 4), we observe two general
trends with minor fluctuations: (i) the divergence in-
creases with mass ratio for all values of χp, and (ii) for
q ≥ 6 DJS decreases as χp increases. In all cases we find
that information has been gained and for q ≥ 6 the gain is
> 0.4. Similar trends are observed for the KL-divergence
for all values of χp. While these divergence measures
are indicative of an appreciable difference between the
prior and posterior distribution, on their own they are
not enough to state whether or not precession has been
identified. From Fig. 4, however, we notice clearly that
non-precessing or mildly precessing signals consistently
disfavour the precessing hypothesis and have a large in-
formation gain that increases with the mass ratio.
This becomes further evident when contrasting the
7χp ∆χp Q(χp)
χinjp 0.0 0.1 0.2 0.3 0.4 0.0 0.1 0.2 0.3 0.4 0.1 0.2 0.3 0.4
q = 3 0.12+0.29−0.10 0.12+0.19−0.08 0.19+0.22−0.13 0.24+0.09−0.10 0.28+0.21−0.12 0.21 0.09 0.03 -0.14 -0.17 0.1 -0.03 -0.36 -0.33
q = 4 0.1+0.16−0.07 0.12+0.18−0.08 0.15+0.13−0.08 0.22+0.12−0.08 0.2+0.12−0.05 0.09 0.01 -0.07 -0.10 -0.19 0.1 -0.26 -0.39 -0.5
q = 6 0.07+0.09−0.05 0.09+0.1−0.05 0.13+0.07−0.04 0.19+0.08−0.07 0.22+0.11−0.07 0.03 0.06 -0.07 -0.15 -0.20 -0.09 -0.44 -0.49 -0.5
q = 7 0.04+0.09−0.03 0.09+0.08−0.05 0.13+0.08−0.05 0.18+0.07−0.07 0.24+0.07−0.09 0.09 -0.01 -0.09 -0.15 -0.17 -0.07 -0.42 -0.49 -0.5
q = 8 0.06+0.08−0.05 0.09+0.08−0.04 0.11+0.07−0.04 0.17+0.06−0.05 0.2+0.05−0.05 0.10 < −10−3 -0.03 -0.11 -0.2 -0.18 -0.48 -0.5 -0.5
q = 9 0.04+0.08−0.03 0.08+0.11−0.04 0.15+0.08−0.06 0.15+0.06−0.06 0.18+0.05−0.05 0.02 -0.01 -0.02 -0.17 -0.18 -0.19 -0.36 -0.5 -0.5
q = 10 0.03+0.06−0.02 0.08+0.09−0.03 0.15+0.07−0.06 0.16+0.04−0.05 0.18+0.05−0.04 0.02 0.01 -0.03 -0.12 -0.23 -0.22 -0.38 -0.5 -0.5
TABLE II. Median and 90% CI, bias and quantile for χp for all mass ratios and injected χp-value. We find that precession is
clearly identified for q ≥ 6 and χp ≥ 0.2 or lower mass ratio but higher precession spin. At the same time, when precession is
inferred clearly, the amount of precession is consistently underestimated in comparison to the true, injected value.
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FIG. 4. Bayes factor vs. the Shannon-Jenson divergence for
all binaries considered here. The dashed horizontal line indi-
cates a Bayes factor strongly favouring the precessing signal
hypthesis, the vertical dashed line marks DJS = 0.4.
divergences with the median and 90% CI of the χp-
posterior distributions given in Tab. II. For example,
we consistently find a DχpKL & 1 for the nonspinning
and therefore nonprecessing binaries and, in combina-
tion with the median and 90% CI, we find that these
binaries are correctly identified as nonprecessing or, at
worst, as very mildly precessing. Furthermore, we find
that the more asymmetric the mass ratio and the larger
the intrinsic precession effects, the tighter and more con-
fident the constraints that can be placed on χp are. This
is also shown in the top row of Fig. 5 for binaries with
mass ratios q = 3 and q = 10, the results for the other
mass ratios can be found in Fig. 10 in Appendix A. In
particular, we find that a non-vanishing χp can be con-
strained away from zero with increasing significance as
the mass ratio increases. For a true χp ≥ 0.3 we find
that χp < 0.08 is excluded for all mass ratios at 99%
CI; for mass ratios q > 4, χp < 0.07 is excluded at 99%
CI already for true χp-values of 0.2. This is not surpris-
ing as precession effects become more pronounced in this
regime.
We notice, however, that while the divergence from
the prior increases and the width of 90% CI shrinks with
increasing χp, the recovery of χp is significantly biased
(see third column in Tab. II). For all mass ratios and val-
ues of χp ≥ 0.2, the amount of precession is consistently
underestimated; only systems with low χp show small
positive biases. Furthermore, for all configurations with
q ≥ 6 and χp ≥ 0.2 the true value of χp lies outside the
90% credible interval (see Fig. 10 in App. A), indicating
that systematic modelling errors between SEOBNRv4PHM
and IMRPhenomPv2 dominate over statistical uncertainty.
Similarly, the posterior quantileQ(χp) as given by Eq. (9)
reaffirms the appreciable underestimation of χp for q ≥ 4
and χp ≥ 0.2 but additionally tells us about the skew
of the inferred χp-distribution. The observed biases in
χp are perhaps not surprising given the differences be-
tween the injected waveform model and the one used for
parameter recovery. Our results show that systematic
modelling errors can affect the accuracy of spin mea-
surements already at current detector sensitivities and
relatively moderate SNRs. Consistent with the results
obtained for GW190814, however, the absence of preces-
sion, i.e., χp ' 0, is unlikely to be misidentified even for
moderate inclinations. Our results indicate that preces-
sion (or the absence thereof) is robustly identified in such
NSBH-like asymmetric binaries at reasonable SNRs and
inclinations.
In addition to the fully Bayesian analysis, we now look
at the distributions of the frequentist measure ρp for all
configurations (see Sec. III B). For each binary we com-
pute the ρp-distribution from the posterior samples of
the Bayesian analysis using PESummary [151]. The distri-
butions for q = 3 and q = 10 are shown in the bottom
panels of Fig. 5, the results for the other mass ratios can
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FIG. 5. Posterior distributions for χp (top) and ρp (bottom)
for mass ratios q = 3 (left column) and q = 10 (right column)
for different amounts of precession (indicated on the x-axis).
The black dashed and dotted lines within the shaded area
indicate the median and 90% CI, respectively. The coloured
dotted lines show the value of χp (top) and ρp (bottom) for
each injection.
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FIG. 6. One-sided p-value of ρp as a function of the recovered
mean precessing SNR ρ¯p. The dashed vertical line indicates
ρp = 2.1 and the dashed horizontal lines a p-value of 0.05
(moderate significance) and 0.01 (strong significance) respec-
tively.
be found in Fig. 10 in App. A. The coloured horizontal
lines indicate the injected ρp-value for each value of χp.
We observe trends similar to χp: (i) the more asymmet-
ric the mass ratio and the larger χp, the more likely that
ρp exceeds the threshold of 2.1; (ii) ρp is always under-
estimated except for the nonspinning case, where it is
overestimated.
To quantify the statistical significance of the inferred
ρp, we compute the p-value for its mean relative to a χ2-
distribution with two degrees of freedom, which is the
distribution expected in the absence of precession [117];
the smaller the p-value, the more significant the deviation
from the non-precessing distribution. Figure 6 shows the
p-value as a function of the recovered mean ρ¯p, where
the two horizontal lines indicate a p-value of 0.05 (mod-
erate significance) and 0.01 (strong significance) respec-
tively. The most significant p-values are obtained only
for χp ≥ 0.3 and q ≥ 7. We find the ρp-results to be
consistent with the results from the fully Bayesian anal-
ysis, but they do not provide any additional information
or further constraining power. In particular, the p-value
statistic suggests that the two-harmonics threshold pre-
cessing SNR of 2.1 is too low in the presence of systematic
errors. The means, 1-σ variances and p-values are given
in Tab. IV in App. A.
B. Mass–Spin Degeneracy
Accurate measurement of the component masses is of
vital importance in determining the astrophysical nature
of low-mass compact objects. This is particularly impor-
tant for NSBH-like binaries, where there is likely to be no
EM counterpart and no discernible information regard-
ing the tidal deformability of the lighter companion [23].
In this section, we assess the confidence to which we can
measure the secondary mass in high mass ratio binaries.
We focus on two scenarios. In the first scenario, we high-
light how the biases in the inferred component masses
become progressively worse as we increase the amount
of precession in the system. In the second scenario, we
consider an astrophysically motivated series in which we
fix the mass of the primary and vary the mass of the sec-
ondary such that it spans a range of plausible neutron
star masses [6, 17, 152].
In Fig. 7, we show the one-dimensional and joint poste-
riors for the source frame component masses (left panel)
for a q = 7 binary with Mc = 6M, χp ∈ {0, 0.2, 0.4}
and all other extrinsic parameters fixed to the values re-
ported in Tab. I. We show both the precessing (solid)
and non-precessing (dashed) posteriors. By neglecting
spin-precession in the recovery waveform model, we find
significant biases in the inferred component masses as
the magnitude of the in-plane spin is increased. For the
most strongly precessing configurations considered here,
χp = 0.4, the bias in the primary mass is ∆m1 ' +13M
and in the secondary ∆m2 ' −0.88M, respectively. In
particular, this example demonstrates how a compact ob-
ject with mass m2 = 2.83M, which is significantly heav-
ier than the most massive NS observed to date [15], would
be misidentified as having a mass of ' 1.95M if spin-
precession effects were neglected. Similarly, in the right
panel of Fig. 7, we highlight how spin-precession breaks
the q − χeff degeneracy [44, 45, 47].
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FIG. 7. One-dimensional and joint posterior distributions for the component masses (left panel) and the mass ratio and
effective aligned spin (right panel) for a set of q = 7 binaries as inferred using the IMRPhenomPv2 (solid) and IMRPhenomD
(dashed) waveform models. As we increase the amount of precession in the injected signal, we find a significant increase in
the bias of the inferred masses towards smaller values when recovering with the non-precessing approximant. As can be seen,
spin-precession breaks the mass-spin degeneracy in the q − χeff plane [44], allowing a tighter localisation of both the mass and
the spin.
For the second series, the mass of the primary is fixed
to m1 = 20M and the secondary mass varies from
m2 = 1.25M to m2 = 3.00M. Here, we allow for
a small but non-negligible amount of precession with
χp = 0.2. The results are shown in Fig. 8. For all bi-
naries considered in this series, the posteriors obtained
using IMRPhenomPv2 are demonstrably less biased, with
the true injected masses being always contained within
the 90% CI. In addition, the posteriors are tighter than
the posteriors inferred using IMRPhenomD. As we increase
m2, we increase Mc but decrease the mass ratio. Con-
sequentially, we find that the IMRPhenomD posteriors be-
come progressively less biased but the posteriors widths
become broader. We observe that the non-precessing ap-
proximant significantly underestimates the mass of the
secondary for nearly all binaries considered, leading to
stronger support for masses that are consistent with
known theoretical bounds on the maximum NS mass.
In contrast, as IMRPhenomPv2 is recovering almost unbi-
ased mass estimates, with the true injected value always
lying towards the lower 90% CI, the posterior support
for plausible neutron star masses is significantly reduced.
Of particular note is the m2 = 2.75M injection, falling
just above current causal bounds on the NS mass, where
IMRPhenomPv2 demonstrates little posterior support for
m2 < 2.75M whereas IMRPhenomD has posterior sup-
port down to 2M; also see Fig. 11 for a comparison of
the inferred one-dimensional posterior distributions for
m2. Whilst only a preliminary study on a single set
of injections, these results serve to highlight the impor-
tance of including spin-precession in our waveform mod-
els when making inferences about the nature of the sec-
ondary compact object [67, 77]. We note that misiden-
tifying a light BH as a heavy NS will introduce signifi-
cantly less bias in inferred NS parameters than misiden-
tifying a BH as a light NS [67]. In such scenarios, the use
of non-precessing approximants for parameter estimation
could introduce non-trivial biases in the inferred popula-
tion properties, including inferences on the NS equation
of state [14, 16, 153].
As a caveat to the analysis discussed here, we neglect
the role that tidal effects and tidal disruption could have
on the morphology of a NSBH waveform [22, 34, 36–
41]. As we move to larger mass-ratios, the occurrence
of tidal disruption becomes increasingly unlikely and the
waveform begins to closely resemble that of a BBH with
the high-frequency behaviour of the amplitude being gov-
erned by the ringdown of the primary BH [154]. For
more comparable mass ratios, significant tidal disruption
of the NS can take place and the amplitude becomes ex-
ponentially suppressed at high frequencies. Several non-
precessing waveform models have incorporated such ef-
fects [155–158] but no precessing NSBH waveform mod-
els are yet available. The impact of tidal disruption on
statistical and systematic uncertainties in non-spinning
NSBH binaries has recently been investigated in [159],
10
19.77+0.30−0.35
12 18 24 30
m1 [M¯]
0.
5
1.
0
1.
5
2.
0
m
2
[M
¯]
0.
5
1.
0
1.
5
2.
0
1.26+0.01−0.01
Precessing
Non-Precessing
19.40+0.48−0.59
12 18 24 30
m1 [M¯]
1.
0
1.
5
2.
0
2.
5
m
2
[M
¯]
1.
0
1.
5
2.
0
2.
5
1.54+0.02−0.02
Precessing
Non-Precessing
19.35+0.60−0.68
12 18 24 30
m1 [M¯]
1.
0
1.
5
2.
0
2.
5
m
2
[M
¯]
1.
0
1.
5
2.
0
2.
5
1.81+0.04−0.03
Precessing
Non-Precessing
19.19+0.78−0.90
12 18 24 30
m1 [M¯]
1.
5
2.
0
2.
5
3.
0
m
2
[M
¯]
1.
5
2.
0
2.
5
3.
0
2.08+0.06−0.05
Precessing
Non-Precessing
19.11+0.88−1.10
12 18 24 30
m1 [M¯]
1.
5
2.
0
2.
5
3.
0
m
2
[M
¯]
1.
5
2.
0
2.
5
3.
0
2.35+0.09−0.06
Precessing
Non-Precessing
18.91+0.99−1.22
12 18 24 30
m1 [M¯]
2.
0
2.
5
3.
0
3.
5
m
2
[M
¯]
2.
0
2.
5
3.
0
3.
5
2.63+0.11−0.08
Precessing
Non-Precessing
18.50+1.18−1.55
12 18 24 30
m1 [M¯]
2.
0
2.
5
3.
0
3.
5
m
2
[M
¯]
2.
0
2.
5
3.
0
3.
5
2.93+0.18−0.11
Precessing
Non-Precessing
18.80+1.18−1.54
12 18 24 30
m1 [M¯]
2.
5
3.
0
3.
5
4.
0
m
2
[M
¯]
2.
5
3.
0
3.
5
4.
0
3.16+0.19−0.13
Precessing
Non-Precessing
FIG. 8. One-dimensional and joint mass posteriors for the NSBH-like series of injections. We keep the mass of the primary
fixed at m1 = 20M and vary the mass of the secondary in the range m2 ∈ [1.25, 3.00]M. The SNR of the binary is fixed at
ρ = 30 with χeff = 0 and χp = 0.2. Spin precession breaks the mass – spin degeneracy leading to significant improvements in the
recovered mass parameters. The non-precessing templates (blue) demonstrate a systematic bias towards heavier primary and
lighter secondary masses compared to the precessing templates (red). The grey lines denote the injected component masses.
The values reported are the 90% from the precessing model IMRPhenomPv2.
where it was shown that neglecting tidal contributions
introduces systematic biases for comparable mass ratios
but at these highly asymmetric mass ratios spin effects
are expected to be the more important one.
V. DISCUSSION
Accurate measurements of the component masses and
misaligned spins are of prime importance in understand-
ing the origin and evolution of astrophysical compact bi-
naries. It is therefore imperative that we understand
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how robust such measurements from GW observations
are. In this work, we have re-assessed our ability to dis-
cern spin-precession in high mass ratio binaries similar to
GW190814 in the current detector era. We have quan-
tified this using Bayesian model selection supplemented
by additional Bayesian and frequentist measures.
Due to the large number of parameters that charac-
terise a precessing compact binary, many studies on the
measurability of precession have commonly focused on
statements made at the population level [48, 59, 65]. De-
tailed systematic studies are rare [149, 160–162]. Here,
we consider a restricted series of injections designed to
understand how systematically increasing the amount of
precession impacts our ability to make statements on
the measurability of precession in GW190814-like, and
how the neglect of precession in waveform models leads
to non-trivial biases in the inferred component masses,
which can have crucial implication for NSBH-like sys-
tems.
Our results show that even small amounts of precession
are robustly identified for moderately asymmetric mass
ratios q > 5. For less unequal masses, larger amounts of
precession are required to make robust statements. For
all mass ratios we find that model selection alone does
not allow to differentiate between a non-precessing binary
and a binary with χp < 0.1; for small asymmetric mass
ratios an even larger amount of precession is required
for model selection to discriminate. For all mass ratios
precession with χp > 0.2 is robustly measured but biased
towards lower values, showing that systematic errors can
already be of concern at current detector sensitivities. As
illustrated for the q = 9 case, we expect that lower SNR
signals will need to be more strongly precessing to obtain
a Bayes factor high enough to distinguish between the
precessing and non-precessing hypothesis. For binaries
with higher chirp masses, where fewer precession cycles
are detectable, preliminary studies show similar trends
but we leave a comprehensive analysis to future work. As
for smaller (larger) inclinations, previous work suggests
that it will be more difficult (less difficult) to identify
precession conclusively [163].
Furthermore, our analysis highlights how even rela-
tively mild amounts of precession can lead to significant
biases in the inferred component masses. Systematically
increasing the amount of precession in the system leads to
a significant over (under) estimation of the primary (sec-
ondary) mass when using an aligned-spin approximant.
Precession also breaks the mass – spin degeneracy, and
we consequently find that the posterior widths for the
component masses inferred using a non-precessing ap-
proximant are a factor ∼ 2 broader than the equivalent
posteriors inferred using the precessing approximant.
In our analyses, we used a fixed inclination and polar-
ization, and systematically varied the mass ratio q and
spin precession χp. We restricted our analysis to NSBH-
like binaries whose chirp mass is consistent with the val-
ues reported for GW190814 [2]. Larger studies explor-
ing the full dependence on the sky location, orientation,
masses and full spin degrees of freedom will be impor-
tant but are beyond the scope of this paper. Further, we
only consider binaries with χeff ∼ 0, which is consistent
with current observations [4] and theoretical modelling
of NSBH systems which predicts large spin misalignment
for a high fraction of binaries [50].
The analyses presented in this paper could be improved
by incorporating higher modes (HM) [49, 164–167] and
improved modelling of precession [120, 168, 169] into
the recovery waveform, where we anticipate tighter con-
straints on the component masses, spins and the orienta-
tion of the binary. Further, for lower mass ratio binaries
(q ≤ 4), tidal effects which are not included in our anal-
ysis may become important. Since tidal parameters are
also correlated with the mass, waveforms that include
finite-size effects, tidal disruption and precession will be
relevant [67].
The detection of GW190412 and GW190814 provided
the first GW observations of highly asymmetric compact
binaries. This has opened a new window onto novel rela-
tivistic effects, including spin precession and higher-order
modes. As gravitational-wave detectors approach design
sensitivity, it will be increasingly important to under-
stand systematic errors in the waveform models and the
impact on parameter estimation.
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Appendix A: Supplementary Information
In addition to the figures and tables in the main text,
we provide further details and complementary figures
here.
Table III gives the numerical values for the JS- and
the KL-divergences for χp. Figure 9 is the equivalent of
Fig. 4 for the KL-divergence.
Figure 10 is the complement to Fig. 5 in Sec. IV A
showing the results for the remaining mass ratios as de-
tailed in Sec. III C.
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D
χp
JS (χeff) [bits] D
χp
KL(χeff) [bits]
χinjp 0.0 0.1 0.2 0.3 0.4 0.0 0.1 0.2 0.3 0.4
q = 3 0.22 0.25 0.20 0.35 0.25 0.92 0.90 0.68 1.35 0.83
q = 4 0.32 0.29 0.34 0.37 0.44 1.29 1.23 1.19 1.32 1.70
q = 6 0.46 0.45 0.52 0.46 0.41 1.75 1.85 2.20 1.58 1.45
q = 7 0.55 0.50 0.47 0.49 0.43 2.30 1.85 1.81 1.80 1.68
q = 8 0.51 0.48 0.53 0.51 0.55 2.05 1.93 1.95 1.91 2.23
q = 9 0.56 0.44 0.46 0.51 0.56 2.39 1.73 1.73 1.90 2.29
q = 10 0.60 0.51 0.47 0.55 0.56 2.59 2.07 1.82 2.21 2.23
TABLE III. Information gain (in bits) between the prior and
posterior for χp. We show the DJS and DKL divergences at
all mass ratios and spins considered. We condition the prior
on χp by the posteriors on χeff .
In Tab. IV we give the numerical values obtained for
the mean precessing SNR ρ¯p and the corresponding p-
values.
In Fig. 11 we show the one-dimensional posterior dis-
tributions of the secondary mass as a function of the in-
jected value.
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FIG. 9. Bayes factor vs. the KL-divergence for all binaries
considered here. The dashed horizontal line indicates a Bayes
factor of 5, strongly favouring the precessing signal hypothe-
sis.
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ρ¯p p-value
χinjp 0.0 0.1 0.2 0.3 0.4 0.0 0.1 0.2 0.3 0.4
q = 3 1.0± 0.4 1.1± 0.5 2.3± 1.1 3.8± 1.0 5.3± 1.2 0.608 0.568 0.314 0.152 0.071
q = 4 1.1± 0.4 1.7± 1.0 3.3± 1.2 5.4± 1.5 7.3± 1.9 0.580 0.434 0.188 0.067 0.026
q = 6 1.1± 0.4 2.6± 1.5 5.7± 2.0 8.0± 2.0 9.5± 3.1 0.575 0.269 0.056 0.018 0.009
q = 7 1.0± 0.5 3.4± 1.5 6.4± 2.5 9.7± 2.7 12.5± 3.1 0.595 0.186 0.040 0.008 0.002
q = 8 1.3± 0.6 3.6± 1.5 7.3± 2.5 10.8± 4.3 10.3± 3.9 0.529 0.169 0.026 0.004 0.006
q = 9 1.2± 0.6 3.8± 1.5 8.0± 2.6 11.6± 6.9 10.6± 5.4 0.556 0.152 0.018 0.003 0.005
q = 10 1.1± 0.5 4.3± 1.6 8.7± 2.3 11.9± 7.5 12.2± 7.4 0.575 0.115 0.013 0.003 0.002
TABLE IV. Mean and 1σ-variance of ρp and its p-value for all binary configurations. The p-value is calculated for the mean
w.r.t. a χ2-distribution with two degrees of freedom, which corresponds to the non-precessing case. The lower the p-value, the
more significant is the deviation from the non-precessing χ2-distribution.
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FIG. 11. One-dimensional posterior distributions for secondary mass as a function of the injected secondary mass (vertical
dashed lines). The top panel shows the posteriors obtained using IMRPhenomPv2 and the bottom panel using IMRPhenomD. As
highlighted in Sec. IV B, spin-precession breaks the mass – spin degeneracy allowing for tighter constraints on the component
masses. For all injections considered here, IMRPhenomD both systematically underestimates the mass of the secondary and has
significantly broader posteriors.
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