In a number of service systems, there can be substantial latitude to vary service rates. However, while using speedup of service during periods of congestion may address the present congestion issue, it may exacerbate the problem by increasing the need for rework. The hospital Intensive Care Unit (ICU) is one such setting where this speedup and subsequent returns to the unit can occur. When the ICU is full, current ICU patients may be discharged in order to accommodate new, more urgent patients. Such a discharge increases the likelihood of physiologic deterioration resulting in readmission to the ICU. Motivated by the ICU setting, we introduce a state-dependent queueing network where service times and returning probabilities depend on the 'overloaded' and 'underloaded' state of the system. We use a fluid model to examine how different definitions of 'overload' affect the long-term behavior of the system and provide insight into the pros and cons of using speedup. We identify scenarios where speedup can be helpful to temporarily alleviate congestion and increase access to service. For such scenarios, we provide approximations for the likelihood of speedup and return to service. We also identify scenarios where speedup should never be used; moreover, in such a situation, an interesting bi-stability arises which may lead to the incorrect conclusion that speedup is helpful. Hence, our analysis sheds light onto the potential benefits and pitfalls of using speedup when the subsequent returns may be unavoidable.
Introduction
We consider a queueing system where the service time of customers can be reduced at the expense of increased likelihood of the need to return to service. We refer to the mechanism of increasing the service rate of customers as speedup. The reduction in quality of service due to speedup manifests itself through the need for rework, which we refer to as customer returns. The model is inspired by empirical and anecdotal evidence from hospital Intensive Care Units (ICUs) which provide treatment for critically ill patients who are in need of constant care. These units are extremely expensive to operate: they consume 20% of hospital operating costs, despite contributing only 10% of the beds (Rivera et al. 2009 ). Consequently, ICUs are typically operated at or above nominal capacity. During high occupancy periods, physicians may 'speed up' ICU treatment and transfer current patients to other units, such as Transitional Care Units (TCUs) or 1 the general ward, in order to make room for new, more severe patients (Kc and Terwiesch 2009 ). Such speedup is associated with an increase in readmissions, i.e. a patient's condition is more likely to deteriorate, requiring a return to the ICU when subjected to speedup (Chrusch et al. 2009, Kc and Terwiesch 2011) .
This work aims to understand the dynamics of a queueing system where speedup is used and the subsequent customer returns may be unavoidable.
While our primary motivation is the ICU, we analyze a queueing system which extends more generally to service systems where speedup and the potential need for rework exists. Another example of such a system is in software/hardware testing. If the testing unit is overloaded, the number of tests can be reduced, speeding up the testing time. However, this means some bugs may not be found and so the chance of the software/hardware requiring additional encoding and testing later increases.
We define the speedup dynamics by an operational control, in the form of a threshold, which specifies whether the system is considered to be overloaded. Hence, service rates and return probabilities are endogenous to the operational speedup control. We introduce a new multi-server queueing model where the parameters which define the system dynamics are congestion dependent; hence, they depend on the system state. We examine these state-dependent dynamics using a fluid approximation. In doing so, we are able to characterize the system's stability conditions and long-term behavior.
We show that speedup-a mechanism which seems to alleviate congestion and increase access to service (care) in myopic manner-may create more congestion and exacerbate the situation in the long run under certain conditions. More precisely, we show that in some situations, speedup can be a useful operational tool to navigate periods of high congestion. In other instances, speedup will increase congestion due to the additional load of returning customers. A surprising bi-stability arises resulting in system dynamics which can be misleading about whether speedup can help. Therefore, we seek to understand system dynamics under speedup and use this to develop insight into the benefits and pitfalls of using speedup. In analyzing our state-dependent model, we make the following key contributions:
• We introduce a new queueing model (Section 2) which, to the best of our knowledge, is the first such model which incorporates 1) congestion-dependent service times in addition to 2) congestion-dependent return probabilities. The interplay between speedup and customer returns is a phenomenon that has not yet been considered in the literature from an analytic view point.
• We specify stability conditions for our state-dependent queueing system (Theorem 4.2). We show that in some cases, speedup can make a stable system unstable; in other cases, speedup is necessary to maintain stability.
• We identify the long-term queueing dynamics and equilibria for our state-dependent queueing system (Section 4). We find that in some cases, management can specify the desired system congestion and effective offer load by appropriately tuning the speedup threshold (N * ). Additionally, this implies that congestion is invariable to changes in the number of servers. This analysis provides a possible explanation for the observation of 'supply-sensitive demand' in healthcare, i.e. demand increases with supply.
• We also find that in some cases (Case 2) an interesting bi-stability arises. This phenomenon demonstrates that while speedup may appear to reduce congestion in some instances (Case 1), its use may be extremely detrimental in other scenarios (Case 2). In such cases, other mechanisms may be necessary to navigate periods of congestion. Our analysis provides useful insight into the pros and cons of speedup.
The rest of the paper is structured as follows: We end this section with some empirical motivation for our model and a review of some of the relevant literature. In Section 2, we present our theoretical model. While it is naturally stylized, it captures the main essence of an ICU system (i.e. speedup and its influence on patient returns). We start by examining a system without speedup in Section 3 and then explore the behavior of our system with speedup in Section 4. In Section 5, we extend our model to account for factors often seen in an ICU setting: multi-class patients and time-varying arrivals. We show that in both extensions, the main insights from our original model, such as the bi-stability effect, still hold. Finally, we conclude in Section 6.
Empirical Motivation
The speedup phenomenon in congested ICUs has been empirically explored in surgical settings (Anderson et al. 2011, Kc and Terwiesch 2011) . Moreover, shorter ICU LOS is associated with an increase in ICU readmissions (Kc and Terwiesch 2011) . We aim to verify and expand upon these findings in other hospital settings of different sizes and patient populations. In doing so, we find that speedup does occur in a number of different hospital settings; however, the manner in which it is utilized can vary. This empirical variation is a primary motivation for developing an analytic model to understand the impact of different speedup policies. We leverage our empirical analysis to calibrate our analytic model and provide insights into when and how speedup should be used.
We consider a dataset of 10 hospitals from an integrated hospital network. All 10 hospitals have transitional care units (TCUs). The size of each hospital ranges from having 37 ICUs beds to as few as 9 1 . This data set consists of over 11,000 patients who had at least one ICU visit over the course of 1 year. Patient-level data includes age, gender, admission diagnosis (such as pneumonia, heart attack, etc.), in-hospital death, and several patient severity scores. The operational data includes every unit (such as the ICU, Operation Room, etc.) each patient visited along with the admission and discharge dates and times.
To begin, we consider the departure rate from the ICU. We calculate the empirical average of the fraction of patients who are discharged as the occupancy level of the ICU varies. Figure 1 shows the departure rate as a function of the ICU occupancy which is given by the number of ICU patients divided by the number of ICU beds. Therefore, assuming a general birth-death process, the departure rate can be used to estimate the service rate, which is simply the slope of the graph. A change in the slope is observed when the occupancy level reaches 80%. The slope is higher when the occupancy level is above 80% than when it is below it.
1 There are other hospitals outside of this network which are much larger. For instance, the number of licensed Medical/Surgical ICU beds at the USC Medical Center is 110 and this number increases to 190 when considering ICU beds across all disciplines. We also observe that, while coarse, one threshold is a reasonable first order approximation for this function.
Based on this observation and the approach used in Kc and Terwiesch (2011) , we use one threshold to define an overloaded versus underloaded ICU in our empirical and theoretical modeling.
Next, we use the data to get a better understanding of how speedup is used at hospitals of different sizes.
The details of our regression models can be found in Appendix A. We provide a summary of the results in Table 1 . Consistent with prior research, we find that the length of stay (LOS) decreases and the probability of readmission increases when the ICU is busy. Moreover, we find that occupancy seems to have little effect on mortality. We note that hospitals seem to speedup at different levels of congestion (denoted by r): small hospitals tend to start speedup when the occupancy level is above 67.5% while large hospitals wait until the occupancy is above 85% before using speedup. We also see that the dynamics of ICU care (LOS, probability of readmission, when speedup begins) varies across hospitals, which is likely due to the heterogeneity of the patient population and resources across these hospitals.
We conclude this section by reiterating that speedup is widely used in hospitals having TCUs, but the manner in which is is used varies across hospital and depends on the size of the unit. We did similar analysis with hospitals without a TCU, but were not able to find any statistically significant effect. This suggests there may be cases when speedup should not be used. Hence, we would like to further investigate whether hospitals should use speedup and, if so, how. As we analyze our queueing model which captures the dynamics of a system which utilizes speedup, we will occasionally comment on how it relates to the motivating ICU setting presented here.
Literature Review
Our model introduces a service system with state-dependent service rates and return probabilities.
There have been works which consider state-dependent dynamics (e.g. Armony and Maglaras (2004) , Glazebrook and Whitaker (1992) , Maglaras and Zeevi (2003) , Powell and Schultz (2004) ) and others which consider reentrant queueing systems (e.g. Yom-Tov and Mandelbaum (2011), Jennings and de Véricourt (2008) ); however, to the best of our knowledge, our work is the first which considers both state-dependent service times in addition to state-dependent return probabilities. Combining these two effects reveals new phenomena which have not been previously observed when considering each dynamic separately. More specifically, we show an interesting bi-stability can arise and identify conditions under which speedup is detrimental in the long run.
A number of works consider congestion-dependent service times. Whitt (1990) and Boxma and Vlasiou (2007) consider the steady-state behavior of state-dependent queues where the service times may increase or decrease with delay. From a control standpoint, Ata and Shnerson (2006) , Anand et al. (2010) consider the quality-speed tradeoff of an M/M/1 queue and find that speedup can be beneficial. Bekker and Borst (2006) , Bekker and Boxma (2007) consider the steady-state distribution and optimal control of single server queues with state-dependent service rates. Neither of these works consider returns to service whereas our work includes multiple servers, customer returns, as well as the increase in return probability due to speedup.
Mandelbaum and Pats (1998), consider state-dependent queueing networks with state-dependent routing. The focus of these works is to develop theoretical support for fluid and diffusion approximations of the network dynamics. These works assume state-dependent functions which are continuous and cannot be applied to our model which includes discontinuities in the state-dependent dynamics. These discontinuities require a different analytic approach: in this work we utilize fluid approximations and Filippov analysis (Filippov 1988) .
With respect to our motivating application, there has been some analytic work surrounding speedup in the ICU. Dobson et al. (2010) introduced a stochastic model to determine the likelihood of a patient being discharged early from an ICU. They find that having three days for scheduled surgeries, rather than five or seven, reduces the likelihood of these early discharges. However, in contrast to our work here, they do not consider the patient return phenomenon which both the operations and medical communities have identified Terwiesch 2011, Chrusch et al. 2009 ). Chan et al. (2012) considers the dynamic control problem of which patient to discharge when incoming demand necessitates discharging a current patient. In this work, we do not consider a dynamic optimization problem, but rather provide insight into when and how the speedup mechanism should be used.
Queueing model
We now formally introduce our state-dependent queueing model which captures new and returning customers as well as the effect occupancy levels and queue lengths may have on service times and returns.
We consider a queueing network with two stations as depicted in Figure 2 . Following the terminology of Yom-Tov and Mandelbaum (2011), we distinguish between two customer states: Needy and Content.
Needy customers require service at Station 1 and are either in service or waiting to begin service. When a Needy customer completes service at Station 1, he will either leave the system or transition into the Content state. Content customers are customers who currently are being served at Station 2, but upon completion of service, they will transition back (return) to the Needy state and require additional service at Station 1.
Station 1 represents a limited resource station with N servers. Station 2 represents an unlimited resource with an infinite number of servers. The service rate and return probability for Needy customers are state dependent and will be defined in the next subsection.
Remark:
In order to translate our model to the ICU setting, Needy customers capture critically ill patients who currently are being treated in the ICU or are waiting for admission into the ICU. Depending on which unit these patients are admitted from and the severity of the patient, they may-similarly to the Content patients-be treated in the Emergency Department, the TCU, the general medical ward, or a post-anesthesia recovery unit. However, because these patients currently require ICU treatment and are waiting to be admitted, their state is still considered Needy. The servers in Station 1 corresponds to ICU beds which have enough nursing staff to manage them. For instance, in California there must be one nurse for every two ICU patients. Hence, only beds which satisfy this nurse-to-patient ratio are included as 'servers'. Content customers are patients who have been discharged from the ICU and are recovering on the general ward or the TCU. These Content customers may be discharged from the hospital or may suffer from physiologic deterioration requiring readmission to the ICU. The model focuses on patient flow through the ICU and, thus, excludes Content patients who never return to the Needy state. Consequently, we only keep track of the number of Content patients who will eventually return to the ICU.
Stochastic Model
We now describe our stochastic model as a Continuous Time Markov Chain (CTMC), where all of the dynamics are Markovian. Let Q = (Q(t), t ≥ 0) be a two-dimensional stochastic queueing process, where
is the number of Needy Customers at Station 1 at time t, and Q 2 (t) is the number of Content Customers at Station 2. We suppress the dependence on t when it is understood from the context of the discussion. 2.1.1. Needy Customers New Needy customers arrive to the system according to a Poisson random process with rate λ. Station 1 has N servers and an unbounded queue length. If a customer is being treated in one of the N servers at Station 1, his service rate, µ(Q 1 ), depends on the number of Needy Customers, Q 1 . Customers discharged from Station 1 will return to Station 1 with probability p(µ(Q 1 )).
We distinguish between two service rates: when the system is overloaded then Station 1 operates under congested dynamics, with higher service and return probabilities than the nominal operation. Note that this assumption is in line with the observation of our ICU example in Section 1.1. When Station 1 is not overloaded, then the servers operate normally, with nominal service rates and return probabilities. Let N * ≥ 0 be a control variable which determines the operation of Station 1. The system is considered to be overloaded when the number of Needy customers is greater than the speedup threshold, i.e. when Q 1 ≥ N * .
Let µ L and µ H (µ H > µ L ) define the service rate during underloaded and overloaded periods, i.e. when the occupancy level is low and high, respectively. The state dependent service rates are given by:
Once a customer completes service at Station 1, he exits the system with probability 1 − p(µ(Q 1 )) and never requires additional service at Station 1 2 . With probability p(µ(Q 1 )) the customer will transition back to the Needy state after a random delay at station 2 and require additional service at Station 1, i.e. the return probability depends on the service rate of the patient at discharge. When the system is overloaded, speedup is more likely to occur than if there were ample server availability. Hence, the return probability increases (as indicated by Table 1 ). Let p L and p H (p H > p L ) define the return probability during underloaded and overloaded periods: 
The Fluid Model
In order to enable tractable analysis of the system dynamics of our state-dependent system, we introduce a deterministic fluid approximation to the stochastic model presented in Section 2.1. The fluid model is meant to provide insight into the use of speedup (some of which is unintuitive, as seen in Section 4.2). Moreover, the insight gained from the fluid approximation is useful for the understanding more complex systems (see, for instance, Section 5).
We denote the fluid function of our queueing network by Q = {Q(t), t ≥ 0}. Here Q(t) = (Q 1 (t), Q 2 (t)),
where Q 1 and Q 2 are the number of Needy and Content customers at time t. We derive the fluid formula directly. We assume that arrivals and departures occur deterministically at the specified rates and also regard the number of customers and servers as continuous quantities. Thus, the fluid arrives deterministically and continuously at constant rate λ. Fluid is served in station 1 deterministically at rate µ(Q)(Q 1 ∧ N ), where
is the number of occupied servers in station 1. A p(Q) fraction of the fluid is transferred to station 2 after leaving station 1, the rest of the fluid exits the system. The fluid in station 2 is served deterministically and continuously at rate δQ 2 . The service rate function, µ(·), and the return probability function, p(·), are discontinuous. These functions are given by (2.1) and (2.2), respectively.
The dynamics of our model can be captured by the following discontinuous Ordinary Differential Equations (ODE):
We will analyze the long-term behavior of this fluid system, i.e. the behavior as t → ∞. Letq = (q 1 ,q 2 ) be the long-term values such that:
Note that these limits may be infinite and may depend on the initial condition, q 0 . For notational simplicity, hence forth we will omit the dependence on the initial condition and specify explicitly if the limit depends on it.
Definitions
In our analysis of the long-term behavior, we will require a few definitions. Consider a dynamic system that is dictated by the ODEq = F (q), q ∈ R n + , such that the evolution of the flow, Φ(q, t), with initial condition q 0 , is defined at time t by:
Definition 2.1 Stable System
We say that a system defined by the ODEq = F (q) is stable if for all initial conditions, q 0 :
Definition 2.2 Unstable System
We say that a system defined by the ODEq = F (q) is unstable if for any initial condition, q 0 :
The following definitions for equilibria can be found in di Bernardo et al. (2008) .
Definition 2.3 Equilibrium (or fixed point) A pointq is an equilibrium of the ODEq
The simplest form of equilibriumq is one that satisfies F (q) = 0. Following di Bernardo et al. (2008), we call a pseudo-equilibrium an equilibrium that arises on the point of discontinuity in the ODE. This type of equilibrium is an equilibrium since a trajectory starting as that point will stay there, but it is different from standard equilibria because the derivatives may not be zero. This form of equilibrium happens when the forces that push the trajectory to this point are equal from all directions. Technical details of pseudoequilibria are given in the Appendix.
Note that it is not necessarily true that the system will converge to the same equilibrium,q, for every initial condition q 0 ∈ R 2 + . Hence, we further differentiate between types of equilibria. An equilibrium is called Lyapunov stable if trajectories starting nearby to the equilibrium remain nearby for all time. Without loss of generality, we assume the equilibrium is at the origin; that is, Φ(0, t) = Φ(0, 0) for all t. 
A System Without Speedup
For comparison purposes, we first consider a system where speedup is never used. In this case, the fluid equations can be simplified to:Q
This is an Erlang-R queue (Yom-Tov and Mandelbaum (2011)). The stability condition is N >
and, if the system is stable, it converges to an asymptotically stable equilibrium,q. More formally:
Theorem 3.1 The dynamics of the system described in (3.1) can be summarized as:
. Moreover, as t → ∞, the fluid converges to the asymptotically stable equilibrium:
The proof of this result can be found in the Appendix. We note that if
, then this is equivalent to having a queueing system with ρ = 1, so that while the time-scaled queue length
will go to zero, the recurrence time of the process can be infinite, e.g., in the fluid system, the queue length stays at the initial condition, so that there are multiple equilibria:
Analysis of System Dynamics
In this section, we analyze the long-term dynamics of the fluid model presented in Section 2.2. The main challenge is the discontinuity at Q 1 = N * . The long-term dynamics are highly dependent on system parameters for arrival rate, service times, and return probabilities as well as the control variable for when to begin speedup, N * . Note that if N * ≤ N , speedup will begin before a queue forms.
To start, we leverage results from Filippov to establish the existence of a solution to our ODE.
Theorem 4.1 There exists a solution of the problem defined by the ODE (2.3) for any initial condition
This is a direct result of Theorem 1 on page 77, Chapter 2, Section 7 of Filippov (1988) because the differential function in (2.3) is defined for each (Q, t) ∈ {R 2 + × R + } and is upper semicontinuous in t and Q.
We define the following parameters, which will be useful in describing the system dynamics:
One can think of q L and q H as the offered load at Station 1 and 2 under low and high occupancy dynamics.
This interpretation is clear when considering the system either i) always works under underloaded dynamics and so never speeds-up (i.e. the system analyzed in Section 3) or ii) never works under underloaded dynamics and so always speeds-up.
We begin our analysis with the question of when our system is unstable. The proof is given in the Appendix and is based on considering the total number of customers in the system.
Theorem 4.2
The instability conditions for the queueing system in (2.3) are broken into two cases.
We will show in Theorem 4.3 that when the conditions of Theorem 4.2 are not satisfied, the system will converge to a finite equilibrium and therefore is stable.
Note that the stability of the system depends on both system parameters (q
, N ) and the speedup decision variable (N * ). Consequently, there are cases in which the system can be stabilized only if speedup is applied (e.g. under Case 1 if q
); in such cases using speedup can replace additional servers. On the other hand, there are cases where an otherwise stable system becomes unstable due to utilizing
In the ICU setting, other factors, such as the number of beds available in the TCU or ward may also impact stability and the ability to use speedup. In practice, the system is always stable, because a hospital can always divert ambulances or cancel surgeries if the backlog gets too large. However, these options are undesirable as they can reduce hospital revenues substantially, so it is useful to understand instability as is provides insight into when such measures would be necessary.
We now consider the long-term dynamics of our system. In the results which follow, we assume that N is large enough such that the system is stable, i.e. the conditions of Theorem 4.2 are violated. Moreover, due to the potentially infinite recurrence time in queueing system when ρ = 1 (as described in Section 3), we make the following assumptions:
Assumption 4.1 The number of servers, N , is such that the effective system load is strictly less than 1, i.e.
We then consider how the various system parameters impact the system. In particular, we identify scenarios where there is a unique, asymptotically stable equilibrium as well as other scenarios where there may be multiple locally stable equilibria. 
The proof is by Filippov and Lyapunov techniques and is given in the Appendix. We demonstrate the intuition behind the result for Case 1 via the phase portrait of each subcase with N * ≤ N . (The case for N * > N follows similarly.) In Figure 3 (a), we see the phase portrait when the equilibrium is at q H -the solid lines represent points where the derivative is zero in one of the dimensions. Hence, the trajectory of the queueing system is pulled towards and along these lines. lines are a continuation of the derivative lines when they are inadmissible due to the fact that the system dynamics change when crossing the N * threshold; q L is inadmissible in this case. When Q 1 < N * , the system does not speedup and the trajectory is attracted to the point, q L . Before reaching q L , the number of Needy customers grows so that Q 1 ≥ N * and speedup is used. At this point, the system dynamics switch to the overloaded dynamics and the trajectory is attracted to the point q H . Because N * ≤ q H < N in Case 1.1, q H is an admissible point and therefore the equilibrium point of the system. This intuition can be extended to Case 1.2 and 1.3. The stripped down phase portraits for these cases are in Figure 4 , which depict the pull of two points which attract trajectories: q L and q H . Each point represents the equilibrium when the system never or always speeds up. The relationship between q L , q H and the speedup threshold, N * , dictates whether the equilibrium is at q H (Case 1.1), q L (Case 1.3), or N * in which case the trajectories oscillate across the boundary between the speedup/no-speedup regions (Case 1.2). Similar phase portraits can be generated for Case 2. To understand the impact of different parameters on the equilibrium values, we use bifurcation diagrams.
We start by examining the influence of the speedup threshold, N * . To do so, we assume that all other parameters, including the number of servers, are fixed. For consistency, we consider the case where N * ≤ N . The case of N * > N follows very similarly, assuming the stability conditions are met. Figure 5( 
, speedup is applied a fraction of the time (therefore only some of the customers will be sped-up). This graph demonstrates that N * is not only the threshold of speedup, but also the equilibrium of the system. From Theorems 3.1 and 4.2, we recognize that, in Case 1, N > q L 1 guarantees stability irrespective of whether or not speedup is used. However, by utilizing speedup, we can achieve a long-term backlog ofq 1 < q L 1 and maintain stability with fewer servers. Hence, in Case 1, utilizing speedup (i.e., reducing N * ) increases access to service by reducing the overall load on Station 1, despite the increase in readmission likelihood. While speedup may seem like a reasonable action to take during periods of congestion, it is a myopic action which can exacerbate congestion issues in the long run. Hence, unlike Case 1, it is undesirable to utilize speedup as it can increase the overall load on Station 1, which is already congested. 
(b) Case 2.1
Figure 5
Bifurcation diagram as N * varies.
At the extremes (high/low N * ) when speedup is always or never used, the basic insights from Case 1 and Case 2 are not surprising. However, most systems operate at intermediary values where speedup is used some of the time (Case 1.2 and Case 2.1.2). The ICU studied in Kc and Terwiesch (2011) is an example of such a system. Our empirical analysis in Section 1.1 also supports this claim in 10 different hospitals.
Hence, it is important to further understand the dynamics in these regions.
We now discuss a number of interesting insights which can be extracted by our analysis of Case 1.2. Recall that in this case, speedup can increase access to service (care).
We first examine the impact of the number of servers, N , on the system dynamics. Fix an occupancy threshold, 0 ≤ r ≤ 1 at which speedup begins; hence, N * = rN . Figure 6 demonstrates the long-term behavior as we vary the number of servers, but maintain the speedup threshold at N * = rN . This introduces an interesting phenomenon where adding more servers does not seem to reduce congestion. More specifically, as the number of servers, N , increases, the occupancy level at Station 1, Q 1 /N , remains at r. This is because N * is not only the threshold of speedup, but also the resulting equilibrium of the system. Hence, Station 1 still seems 'busy' even with the addition of servers.
Our analysis provides one potential explanation (among a number of other contributing factors) for a practical problem reported in healthcare systems. There is a commonly held notion that patients may be kept in the ICU (or other units) longer than absolutely necessary simply because the resources are available, which results in a perceived inability to reduce congestion even after adding additional servers. Indeed, health resources are often considered to have 'supply-sensitive' demand, i.e. demand increases with supply (Wennberg et al. 2002 , Baker et al. 2008 ). Our work shows that while demand does increase with the supply, it is because the initial supply of servers (beds) was low enough that more customers (patients) had to be sped-up resulting in an increase in return rates. Though adding servers doesn't appear to reduce congestion (i.e. lower the ICU occupancy level), it does result in fewer patients who are sped-up. Our analysis suggests that large additions may be required before there will be any noticeable change in occupancy levels.
Figure 6
Bifurcation diagram of Case 1 as the number of servers, N varies; Speedup begins at occupancy level r < 1. We now delve further into the behavior of the system in Case 1.2, where it oscillates frequently between overloaded and underloaded regions. As a consequence of the proof of Theorem 4.3, we can establish the proportion of time spent in overload and underload when the system oscillates between these two regions.
Corollary 4.1 If the system is stable and q
, then the proportion of time the fluid process spends speeding up is given by:
This corollary is based on Filippov's convex method (Filippov 1988) , by which the proportion of time a trajectory spends above the switching boundary is given by
, where the Lie derivatives are defined in the Appendix in Equation (B.3).
We simulate the long-term behavior of our original stochastic system and compare it to our fluid approximation. Figure 7 (a)-(b) shows the probability of speedup as we vary N * for both the simulation and the fluid approximation. We used the parameters estimated in Section 1.1 for the large ICU, which happen to satisfy the criteria for Case 1. We observe that for large N the fluid is very accurate; this accuracy degrades as the size of the system decreases and when N * is close to q We next examine the drifts of our stochastic process with respect to the fluid approximation. Figure 8(a) shows a sample path of the system in Case 1.2, and Figure 8(b) shows the long-term distribution of Q (using the ICU parameters estimated in Section 1.1). In this case, the equilibrium is exactlyq 1 = N * . We observe the distribution for Q 1 (t) has an unusual shape that is tight around the threshold N * , which is observed as rapid changes in the sample path. On the other hand, Q 2 (t) has the typical Brownian motion structure, which is more visible in larger systems. In larger systems, Q 1 becomes an almost deterministic process.
The rapid changes in Q 1 (t) suggest very strong drifts from above and below the threshold N * , even in the diffusion level. Hence, there seems to be a very strong pull towards the equilibrium for Needy customers.
This observation suggests that the methodology considered in Perry and Whitt (2011) , which also observes tight drifts for a different queueing system, could be used to generate an approximation for the distribution of Q 1 . 4.1.1. Approximating Q under Case 1.2 Following ideas from Perry and Whitt (2011) , we develop an approximation to our original stochastic process Q while operating under Case 1.2 conditions. We develop the approximation as a heuristic. We explain the motivation behind our argument and see that it can be quite accurate for large systems. The approximation we develop has a very simple structure; it enables us to easily approximate the steady-state distribution of Q, and provide an approximation for P(speedup). Surprisingly, the approximation for P(speedup) is the same as the one developed using Filippov method, in Corollary 4.1.
Define the stochastic process D = (D(t), t ≥ 0) ∈ R to be the deviation of the number of Needy customers, Q 1 , above or below the fluid value Q 1 (t), i.e. D(t) ≡ Q 1 (t) − Q 1 (t). By Theorem 4.3, we know that in case 1.2 the limit of the fluid process is given by lim t→∞ Q 1 (t) = N * ; hence the following holds:
Note that the death rates of the D process in state i = Q 1 − N * is
; thus it depends on the number of customers in service through the statedependent service rates µ(Q) as well as through the N-server model by the factor (Q 1 (t) ∧ N ). Hence, solving for the steady-state of this stochastic process in closed-form can be notationally cumbersome. Our goal is to develop a simple heuristic for characterizing this steady-state. We claim that, for large systems, the steady-state distribution of the deviation process, D, can be reasonably approximated by a separate
Continuous Time Markov Chain, denoted by D, which we will formally define next.
Let λ + and µ + be the transition rates of the CTMC D(t) when D(t) > 0 and λ − and µ − be the transition rates when D(t) ≤ 0. Define,
In defining the new stochastic process, D(t), we rely on the previous observation from Figure 8 (a)-the stochastic process Q 1 (t) exhibits low variability and has strong drifts towards N * . The D process has transition rates which do not depend on the extent of the deviation from 0. This is in contrast to the D process we are trying to approximate, which has state-dependent drifts due to the number of customers in service. To remove the state-dependent drifts, our approximating stochastic process, D, uses the same transition rates as the original stochastic process, D, when the stochastic queue-length Q is exactly equal to the equilibrium from the fluid model,q. Hence, our approximating stochastic process has constant drifts towards 0, similar to a single server queue rather than the N-server queue we are approximating. As a result, the rates of D are the same as the process
. The process D(t) evolves as an M/M/1 queue in each of the regions D(t) > 0 and D(t) ≤ 0. This allows us to easily determine the steady state probability of being in state i: = lim D, then the speedup probability can be approximated by the probability that the process D(t) is in the positive region. Therefore, P (speedup) = P (i > 0) =
Noting that λ + = λ − = λ + δq 2 and combining with (4.3) gives:
This is exactly the result of Corollary 4.1. Figure 9 compares the steady state distribution of our heuristic approximation, D, to the simulated distribution of the original process D in various cases. As expected, the fit is very good when N * is such that we expect the speedup probability should be close to 50%. As we deviate from that value of N * (e.g., when the speedup probability is close to 25% or 75%), the fit degrades. Earlier, we observed in Figure 4 .1 that the fluid model provides a very accurate approximation when P(speedup) is close to 50%, but its accuracy degrades as N * approaches q L 1 or q H 1 (equivalently, as P(speedup) approaches 0 or 1). We expect this inaccuracy to also arise as we consider our approximation for the whole distribution for Q 1 = D +q 1 . The fact that the shape of the distribution is still quite accurate in the later cases suggests that with improved approximations forq, the approximation for the distribution of Q 1 could also improve.
Case 2.1.2: q
We now examine the analogous scenario in Case 2-Case 2.1.2-and consider the insights our fluid analysis provides for our original stochastic system. There are three equilibria in Case 2.1.2. However, the equilib-
2 ) is unstable, so is unlikely to be observed in practice due to the stochastic nature of our system. The other two equilibria, q H and q L , are locally stable. In the stochastic model, we expect that the queues will oscillate between q H and q L , with long transition times. The system can be kept near q L as long as speedup is never used; however, stochastic fluctuations may increase the number of Needy customers such that speedup is used, thereby effectively increasing the system load and transitioning to state q H , where speedup is always used. Hence, while speedup may temporarily alleviate congestion at Station 1, it can lead to worse congestion resulting in perpetual overload even if the system could be operated in underload without using speedup. If these two equilibria, q L and q H , are close to one another, the system will oscillate between the two frequently. If they are very far apart, the system might converge to one point with transition times long enough that they may not be observed in practice. We chose to demonstrate a scenario where both locally stable equilibrium coexist. Figure 10 (a) presents a sample path of the stochastic state Q(t) = (Q 1 (t), Q 2 (t)), under Case 2.1.2.
We observe shifting from one equilibrium to the second one in the middle of the run, after approximately 220 days 3 . The system begins to vary around the q L equilibrium, and shift to the q H equilibrium. When examining the distribution of Q(t) in Figure 10 (b), we observe the two equilibria at q L = (24, 9.6) and q H = (40, 54.4). Interestingly, there is another peak at Q 1 = N * = 35. This peak does not indicate the unstable equilibrium, but rather is a product of the system shifting from one region to the next. To understand this phenomenon, we refer to Figure Therefore, for a significant part of the time, Q 1 is constant and equal N * , while Q 2 changes. This socalled sliding mode occurs when
, which corresponds to 18.4 ≤ Q 2 ≤ 46.4 in our example.
The queueing system we analyzed is a CTMC, which, under the conditions for stability, has a longterm distribution. We can derive the equations for the equilibrium distribution and desired performance measures and then compute them numerically. However, as shown in Appendix C, these formulas can be quite complex and do not provide much insight into the behavior of the underlying system. Such an exercise may not capture some of the insights generated from the fluid analysis. For instance, if q L 1 and q H 1 are very close to each other, the bi-stability may not be discernible. When using simulation modeling, if the two equilibria are very far from each other, one may never see any transition between the two operating modes.
Thus, in this case, the fluid analysis provides insight into the existence of two operating modes which the stochastic system fluctuates between. Other methods often fail to identify this phenomenon. Gibbens et al. (1990) also used fixed point analysis of a deterministic system to demonstrate the existence of bi-stability, albeit in communication networks without feedback. Such bi-stability is plagued by an inefficient mode.
In the case of communication networks, trunk reservation can remove the bi-stability and improve system performance. In ICU setting, under the inefficient mode (q H equilibrium), patient speedup occurs most of the time and the congestion in the ICU and other units is higher, reducing access to care. Instead of waiting for (a potentially very long time) the long-term to return to underload, q L , more drastic measures, such as ambulance diversions or postponement of surgeries, can 'force' the system back to the underloaded state.
Without recognizing that speedup creates a bi-stability, an administrator may not recognize that other measures are necessary. Hence, the system dynamics under Case 2.1.2 can be deceptive as to the medical and operational implications of a particular speedup policy. If the current mode is such that the long-term number of customers equals q L , it will appear as though speedup is increasing access to service. However, our analysis shows that stochastic fluctuations can suddenly move the system to q H where speedup creates more congestion. Recognizing such behavior can exist will help avoid poor speedup decision making.
Model Extensions
Thus far, the focus of this work has been on the model presented in Section 2. As the ICU is the primary motivation for the analysis of this model, we now consider a number of extensions to our stylized model which capture additional dynamics which can arise in the ICU setting. In particular, we look at the impact of including prioritization of patients and time-varying arrival rates. In both cases, we find that, although one can garner some additional insights from analyzing these extensions, the primary insights from our original analysis carry over to these extended models.
New Versus Readmitted Patients
In this section, we consider differentiating between return and first time patients. This distinction is based on the observation in Durbin and Kopel (1993) that readmitted patients can be worse off, potentially warranting higher priority. Hence, we examine the dynamics of an ICU where the service rates and return probabilities depend, not only on the ICU congestion, but also on whether the patient is a new versus return patient.
We assume that returning patients have preemptive priority over new patients. Equation (5.1) represents the 
For this model, we utilize numerical approaches as a complete Lyapunov analysis would require analysis of over 300 cases. Similar to our original model, we find that this extended fluid model also has two cases:
one with a single asymptotically stable equilibrium and another with bi-stability.
We translate the insight generated from the numerical analysis of the fluid model to a stochastic model via simulation of an ICU with N = 45 servers and speedup threshold N * = 35. Figure 11 shows the result of a single trace of this extended model. We see there exists a bi-stability effect in which the system transitions, after nearly 5 months, from a 'bad' equilibrium, where the ICU is always under speedup, to a 'good' equilibrium, where speedup is hardly used. Note that under the 'good' equilibrium, most of the ICU patients are new patients and there are very few return patients; however, under the 'bad' equilibrium most of the ICU patients are returning patients. Similar to our original model in Section 2, we see that in this case, utilizing speedup can result in even more ICU congestion. We see again that when such a bi-stability exists, other mechanisms may be more effective in navigating periods of high congestion.
Time Varying Arrivals
Another marked property of hospital patient flow is that patient arrivals are often time-varying (e.g.
Yom-Tov and Mandelbaum (2011), Green et al. (2006) ). Indeed, this is also true in our data as seen in Figure 12. We now explore the implications of having time-varying arrivals.
Figure 12
Time varying arrival rate to ICU. We start by examining time-varying arrival rates in the ICU setting. As discussed in Yom-Tov and Mandelbaum (2011) for a closely related queueing system (with returns but no speedup), the impact of time-varying arrivals depends on the relationship of the period and amplitude of the arrival rate versus the service duration. In the ICU-unlike the ED setting in Yom-Tov and Mandelbaum (2011) and Green et al. (2006) -the LOS is quite long compared to the time variability. Specifically, the arrival rate varies at the time scale of hours, while ICU LOS is typically 3-4 days, spanning a few arrival rate cycles. In Figures 13(a) and 13(b) , we present the fluid approximation and simulated sample path of Q 1 using identical parameters as in Figure 8 , except the arrival rate is according to the empirical time-varying arrival rates depicted in Figure 12 . We observe the system still varies around the chosen threshold and it is difficult to ascertain substantial differences from Figure 8(a) . Hence, we find that in our main application of interest, incorporating daily variability does not significantly alter the system dynamics.
While time-variation is a second-order effect in our motivating application, in general, it can substantially impact the dynamics of our queueing system. This is particularly noticeable when the scale of the LOS is 
Figure 13
Time-varying ICU: Fluid approximation and sample path.
short and on the same order as the time-variation. Here, we discover speedup control can sometimes smooth the time-variability. A complete analysis of the time-variability case is beyond the scope of this paper and there is currently little theory to support such analysis of time-varying Filippov systems. Therefore, most of the observations we present here are based on numerical and simulation analysis. We find the distinction between Case 1 and 2 still exists. In Case 1 we have a distinct solution to the ODE, while in Case 2, the system is quite chaotic (i.e. very dependent on the specific starting point and the phase of the arrival rate). Hence, we concentrate on Case 1. In this case, we no longer have an equilibrium, but rather an orbit which the trajectory converges to. This orbit,q 1 (t), may be a cyclic function and may include values of an upper bounding function, q H 1 (t), a lower bounding function, q L 1 (t), the speedup threshold, N * , or some combination of the three. We define q H (t) (q L (t)) as the solution for the following ODE when speedup is always (never) used 4 :q 
Conclusions
In this work, we consider a queueing model where service rates and return probabilities increase when the system is overloaded. We analyze the dynamics of this state-dependent queueing model to gain insight into the impact of speedup and returns have on system dynamics.
We find that there are two main parameters regimes which define whether speedup can be a beneficial or detrimental operational tool to help alleviate temporary congestion. Such analysis provides tools to enable practitioners to assess the potential benefits and pitfalls of different speedup policies. We find that in some cases speedup can be beneficial to help alleviate congestion. In such situations, the amount of congestion and frequency of speedup can be specified via the speedup threshold, N * . In other cases, the use of speedup can exacerbate congestion. Moreover, an interesting bi-stability can arise, which may hide the potential problems associated with using speedup. We demonstrate via simulation that the fluid approximation to our state-dependent queueing system can be very accurate. However, there are scenarios where it can be quite inaccurate-particularly in regimes where speedup is used approximately 25% or 75% of the time. In this work, we derived the fluid directly.
Establishing a proof of the FCLT introduces several technical challenges due to the discontinuity of the ODE. However, it would be useful to be able to show such a result. Additionally, it would be interesting to consider refinements to the fluid approximation.
The model presented here provides insights into the pros and cons of using speedup in a service system where customers may return to service. Our primary motivation is in the ICU setting. In this case, returns to service have both operational and medical implications, which implies that our analysis can provide insight into the impact of speedup on both of these factors. Interestingly, we estimate the operational regime of a number of ICUs which suggests that many hospitals may be operating under Case 1 conditions. Thus, our work provides some theoretical justification for their use of speedup during periods of congestion. However, if a hospital does not operate under Case 1 conditions, our analysis suggests that interventions such as ambulance diversions or surgical cancelations may be necessary to recover from an overloaded state and return to an underloaded one. The existence of a bi-stability can create the illusion that speedup is okay, when, in actuality, it can be quite disastrous.
A. Empirical Analysis
In this section, we provide some details regarding the empirical results in Section 1.1. We use regression methods to examine whether speedup occurs during overloaded periods and if this has an impact on readmissions and mortality.
A.1. Regression Models
Let X i be a vector of various physiologic and operational factors which may affect ICU Length-of-stay (LOS), such as patient severity, admission type, age, primary condition, and hospital where care is received (Table 2 provides details of these control variables). Similar to the work in Kc and Terwiesch (2011) , we estimate the impact on LOS of a busy ICU, where we define BU SY to be an indicator that is equal to 1 when the ICU occupancy level is greater than some threshold, r, upon discharge and 0 otherwise. Hence, in an ICU with N beds, the ICU is considered overloaded if the number of patients in the ICU is greater then rN , otherwise it is considered underloaded. Unlike the preceding work, we let r vary across hospitals of different sizes because the definition of congestion may depend on the size of an ICU due to queueing effects. Our regression model is thus:
where i is assumed to be zero-mean noise which is uncorrelated with the explanatory variables. We expect γ < 0 to support the claim that patients are sped-up when occupancy levels are high. In these estimates, we exclude patients who died. This is common practice in the medical community because various factors, such as Do-not-resuscitate orders can skew LOS for patients who die (Norton et al. 2007 , Rapoport et al. 1996 . While these patients are excluded in our estimates of LOS, they are included in all other regression models.
The second model considers how a busy ICU impacts the likelihood a patient will be readmitted to the ICU within the same hospital stay. We use a Logit model to estimate this impact:
where ν i is assumed to be zero-mean noise which is uncorrelated with the explanatory variables, X i , which is the same vector of various physiologic and operational factors which may affect ICU LOS. We expect α > 0 to support the claim that patients are more likely to be readmitted when they are discharged from a busy ICU.
Lastly, we consider how a busy ICU impacts the likelihood a patient will die within the same hospital stay. We also use a Logit model to estimate this impact on in-hospital death: 
Variable Description and Coding Age
Patient ages less than 20 were coded 1, 20-60 coded 2, 60-80 coded 3 and above 80 coded 4 Gender Females were coded 1 and males 0 Severity score 1: COPS Comorbidity Point Score; measures the chronic illness burden and is based on 41 comorbidities, such as diabetes, to which patients are categorized using outpatient and inpatient data from the 12 months preceding hospitalization. COPS can range from 0 to a maximum of 701. Spline variable with 1 knot at median: 85 Severity score 2:LOS an estimated hospital Length of Stay (LOS) (Escobar et al. 2008) ; predictors include LAPS, COPS, gender, primary admission diagnosis, etc. Spline variable with 1 knot at median: 97 Severity score 3:death an estimated likelihood of hospital mortality (Escobar et al. 2008 where κ i is assumed to be zero-mean noise which is uncorrelated with the explanatory variables. Some studies suggest that speedup may increase mortality rates (Chrusch et al. 2009 ), while others find that mortality risks are not predicted by occupancy levels (Iwashyna et al. 2000) . We expect φ = 0, as we assume that physicians would be reluctant to utilize an operational tool (speedup) which may alleviate operational concerns (congestion), but sacrifice clinical outcomes (survival). Table 3 summarizes the coefficients from our regressions. Hospitals are grouped by the size of the ICU. We explore different thresholds, r, for which speedup may begin and report results for which the phenomenon is most pronounced. The sign of the coefficients is robust to changes in the speedup threshold of about 15%; however, the statistical significance can diminish. These results support our claims for the change in dynamics when the ICU is busy. These results are not surprising as they are consistent with the work in a different hospital setting done by Kc and Terwiesch (2011) . Given the diversity in ICU size in our dataset, we are also able to examine how speedup varies with ICU size. Queueing effects seem to have an impact on when speedup is utilized-smaller hospitals begin speedup at a lower occupancy threshold.
A.2. Empirical Results
Our hypotheses that high occupancy levels reduce ICU LOS and increase readmissions are supported with statistical significance (p < .10). The p-value for the coefficient, φ, for in-patient death is greater than .10 for all hospitals. For medium and large hospitals, the p-values are very large (.618 and .393), so one cannot conclude that φ is statistically different than 0. For small and large hospitals, the coefficient is negative, suggesting that mortality may actually go down. This analysis suggests that patient speedup is used when the ICU is congested, but not at the expense of patient mortality. Based on our regressions results, we estimate the differences in the system dynamics under different levels of stress. We let µ L and µ H define the service rate during underloaded and overloaded periods, i.e.
when the occupancy level is low and high, respectively. Let p L and p H define the readmission probability during underloaded and overloaded periods, and 1/δ the average time after which patients are readmitted.
We estimate µ L , µ H , p L , p H , δ as the sample average across the M patients:
These point estimates are given in Table 1 .
Speedup is a reasonable explanation for our empirical findings in a number of cases, such as if patients are weaned off a ventilator more quickly during periods of congestion. However, we note that there are likely multiple mechanisms being utilized when the ICU is congestioned: e.g. speedup (Kc and Terwiesch 2011) , admission control (Kim et al. 2012) , delayed admissions (Chalfin et al. 2007) , etc. For the purposes of developing insight into the use of speedup, we focus on this effect, which is supported by our (and prior) empirical results.
B. Miscellaneous Proofs
PROOF OF THEOREM 3.1:
1. We begin with the instability result. Recall for instability, we must have at least one queue grow without bound. To show this, we consider the total number of jobs in the system. That is, we consider
The dynamics of Q T can be summarized as:
If the system is unstable, then lim t→∞ Q T (t) t > 0. We integrate and solve for Q T (t). We have:
For the stability and equilibrium result, we first show thatq =
is an asymptotically stable equilibrium. The stability result follows from the finiteness ofq. To show asymptotic stability, we use the following Lyapunov function:
We must show that for all Q =q,V (Q) < 0. To do this, we must examine a few cases:
PROOF OF THEOREM 4.2: We consider each of the two cases.
We first consider the case where N < q H 1 . Similar to the instability proof of Theorem 3.1, we consider the total number of jobs in the system and show that lim t→∞ Q T (t) t > 0. We have that:
We integrate both sides, divide by t and take the limit as t → ∞:
The first inequality comes from the fact that in this case q 
We first consider the case where N < q L 1 . Using the same argument as before, we now have:
The first inequality is because q
The last inequality comes from the assumption that N <
(b) Now we consider the case where N < q H 1 and N * < q L 1 . Again, we focus on the total workload in the original system. We have that:
The inequalities come from the assumptions that N < q H 1 and N * < q L 1 . Hence, the system is unstable.
PROOF OF THEOREM 4.3: Our system is a piecewise-smooth set of ordinary differential equations. As such, it fits in to the framework of Filippov (1988) . In our analysis, we use Lyapunov techniques as well the methods outlined in di Bernardo et al. (2008) .
Defining Equilibria points and the ODE flow. Our theorem distinguishes between seven cases and three equilibria points. We start by identifying these points and the space where each one become admissible; we then prove stability. To begin, we represent our dynamic system by the following differential equation using the Filippov convex method. More details of this method can be found in di Bernardo et al. (2008) .
The basic premise is to divide the state space into regions where the ODE is smooth and continuous in order to leverage existing results of smooth dynamical systems. A separate region, the switching boundary 5 is defined as the states of discontinuity in the ODE. More formally, we separate R 2 + to two regions, D L and D H , and the switching boundary, Σ, between them as follows:
In the regions D L and D H , the ODE is smooth. However, the ODE is discontinuous at the switching boundary Σ. The Q ∈ D i , as:
Then our ODEQ = F (Q) can be represented via a Filippov ODE, i.e. for 0 ≤ ψ ≤ 1:
Suppose that the solution trajectory never leaves a region D i once it enters the region, then the solution can be characterized with standard methods for regular continuous ODEs (Guckenheimer and Holmes (2002) ).
Therefore, we first define the equilibria of F L (Q) and F H (Q). Figure 4 . Similarly, Lemma B.2
demonstrates the existence of a stable equilibrium at q H in cases 1.1, 2.1.1 and 2.1.2. We will later show the asymptotic stability of these equilibria in the appropriate cases.
Next, we analyze the dynamics of the system on the switching boundary, Σ, and identify our third equilibrium which lies in this space. To do this, we look at the forces on either side of the switching boundary.
Specifically, we look at the component of F i normal to Σ, which we denote by L i . These measures are often referred to as the Lie derivatives.
We have the following three cases to consider: 
Time
a flow that hits Σ will stay on Σ-potentially forever. The flow is said to be in a sliding mode, in which Q 1 is constant and equal to N * while only Q 2 changes. Figure 15 illustrates an example of a sliding mode flow where
and L H > 0, so then the ODE is in a sliding mode on the border Σ. i.e. for some scalar 0 < ξ < 1,
Note the similarities to the Filippov ODE (B.2). When the convex combination is active in (B.2), i.e. ψ ∈ (0, 1), there exists an equilibrium on the border Σ and ξ = ψ.
Lemma B.3
The point (N * , αq
is an admissible pseudo-equilibrium in Cases 1.2 and 2.1.2.
PROOF: Solving (B.4) yields
We have that 0 < ξ < 1 if the following three conditions hold:
These are exactly the conditions of Case 1.2, which means that in this case there exists an admissible pseudo-equilibrium on the switching boundary Σ. Substituting ξ from (B.5) into (B.4) gives the resulting
. We will show later that in this case this point is a globally stable equilibrium. By defining α =
, we can express the equilibrium as (N * , αq
2 ). Note that under the above three conditions (Case 1.2) 0 < α < 1.
Another scenario where 0 < ξ < 1 is if the following three conditions hold:
These are exactly the conditions of Cases 2.1.2 (for q L 1 = q H 1 ) and 2.2, which means that in these cases there also exists an admissible pseudo-equilibrium on the switching boundary Σ. Again this pseudo-equilibrium is (N * , αq
. Experiments show that this point is not stable. If we start the system at that point it will stay there, but very small changes from that point will bring us to one of the other two equilibria of the system.
Stable Equilibria:
Combining the results of Lemmas B.1, B.2, and B.3 yields our (Lyapunov/local) stability results for Case 2.1.2 and 2.2, and the existence of the third equilibrium in case 2.1.2.
Asymptotic Stability:
We continue by proving the global asymptotic stability results (Cases 1.1-1.3, 2.1.1, and 2.1.3). To show asymptotic stability in the sense of Lyapunov, we need to identify a Lyapunov function and prove that for all Q ∈ R 2 + \{q}, the derivative of the Lyaponov function is strictly negative. We use the following Lyapunov function:
V (Q) = |Q 1 −q 1 | + |Q 2 −q 2 | (B.6) whereq is the specified equilibrium. The derivative is not defined when Q 1 =q 1 or Q 2 =q 2 . Furthermore, the ODE (2.3) is discontinuous. Hence, we need to use a generalized Lyapunov theory which utilizes Filippov solutions as done in Shevitz and Paden (1994) . We use the Filippov methodology as describe earlier, which redefines the ODE on the switching boundary, Σ, as the convex combination of the surrounding smooth ODEs in (B.2) for F(Q). We continue to use this definition of our ODE and utilize the generalized Lyapunov theory in this case. Using the approach in Shevitz and Paden (1994) , we need to show that the set value map for our generalized Lyapunov derivative is negative for all states not equal to the equilibrium in order to establish asymptotic stability.
We have two cases to consider for our set value map, generalized Lyapunov derivative:
(Q), Q 1 =q 1 , Q 2 =q 2 ; Q 1 , Q 1 >q 1 , Q 2 =q 2 ; −Q 1 , Q 1 <q 1 , Q 2 =q 2 ; Q 2 , Q 1 =q 1 , Q 2 >q 2 ; −Q 2 , Q 1 =q 1 , Q 2 <q 2 .
(B.7) 2. [Q 1 = N * ]. In this case, the flow is on the switching boundary, Σ. In what follows, we will use this generalized Lyapunov theory to prove the global stability in Theorem 4.3.
Due to the immense amount of algebra involved in this proof, we only include here the proof for Case 1.2 while noting the rest of the cases (1.1, 1.3, 2.1.1, and 2.1.3) will follow similarly. We need to show that for all Q =q,V (Q) < 0. (a) Q 1 >q 1 = N * , Q 2 >q 2 .
We want to show that for all ψ ∈ [0, 1],V (Q) < 0:
(a) Q 1 =q 1 = N * , Q 2 >q 2 .
