





































クトル的性質に基づいた非線形力学系の解析が可能となる [4, 13−21]. 特に,クープマン
モード分解 (Koopman Mode Decomposition: KMD) とは,クープマン作用素の離散ス
ペクトルに基づく時系列データ解析法であり,非線形性に起因する複雑な振る舞いの時系
列データを複数の単一周波数時系列に分解する方法である [4, 5]. 観測時系列データから
KMD を実行するアルゴリズムが報告されており (詳細は3節を参照) , クープマン作用
素を介して観測データから現象の背後にある力学系の情報を抽出することが期待できる.
KMD の実システムへの適用は,流体力学 [5, 22, 23] や電力 エネルギーシステム [6, 24]
で当初報告され,現在では様々な分野で報告されている [25−27].
本報告では,KMD の理解を目標として,クープマン作用素に基づく非線形ダイナミク
















x[t+1]=T(x[t]) , x\in \mathrm{X} (1)
ここで, t=0 , 1, . . . は離散時刻を表すインデックス, x は状態変数,Xは有限次元の状態
空間, T:\mathrm{X}\rightarrow \mathrm{X} は非線形の写像である.今,観測量と呼ぶ状態空間 Xから複素数 \mathbb{C} へ
の関数 f : \mathrm{X}\rightarrow \mathbb{C} を導入する.実数値を返す f はKMD が扱う観測時系列データの数理
モデルに相当し,観測量の概念は現象の観測データと現象の背後にある力学系を結びつけ
る意味で重要となる.以下において観測量の空間を \mathcal{F} と表す. \mathcal{F} は関数を要素として有
し,一般に無限次元の空間になる (この点は本小節の最後に補足する).今,観測量 f か
ら新しい観測量を作る写像 (作用素) \mathrm{U}:\mathcal{F}\rightarrow \mathcal{F} を
(\mathrm{U}f)(x):=f(T(x))
と定義する.このとき,式(1) の写像 T の下での観測量の時間発展 f(x[t]) は
f(x[t])=f(T(x[t-1 =(\mathrm{U}f)(x[t-1])=(\mathrm{U}^{2}f)(x[t-2])=\cdots=(\mathrm{U}^{t}f)(x[0])
と書ける.この \mathrm{U} は,クープマン作用素 [2, 3] と呼ばれ,写像 T の下での観測量 f の時
間発展を表す作用素である.ここで,元の力学系 (1) が有限次元で非線形であるのに対し
て, \mathrm{U} は (関数を関数に移すという性質から一般に) 無限次元となるものの線形である.
実際,2つの観測量 f_{1}, f_{2}\in \mathcal{F} 及びスカラー $\alpha$_{1}, $\alpha$_{2}\in \mathbb{C} に対して
\mathrm{U}($\alpha$_{1}f_{1}+$\alpha$_{2}f_{2})(x)=$\alpha$_{1}f_{1}(T(x))+$\alpha$_{2}f_{2}(T(x))=$\alpha$_{1}(\mathrm{U}f_{1})(x)+$\alpha$_{2}(\mathrm{U}f_{2})(x)




ここで,観測量の空間 \mathcal{F} にどのような関数空間を導入するかは,力学系 (1) の性質に依
存し, \mathrm{U} のスペクトル構造に影響を与える.古典的エルゴード理論 [34] では,力学系 (1)
の状態空間 Xはコンパクトでかつ写像 Tが測度保存の場合を考える.この場合には二乗




力圏) 上で定義される解析関数の空間を \mathcal{F} として採用している.
2.2 離散スペクトル




なお,文献 [12, 35] には連続スペクトルに関する議論がある.
力学系 (1) に対するクープマン作用素 \mathrm{U} の固有値 $\lambda$_{j}\in \mathbb{C} ならびに固有関数 $\phi$_{j}\in \mathcal{F}\backslash \{0\}
は次式を満たすものとして定義される.
\mathrm{U}$\phi$_{j}=$\lambda$_{j}$\phi$_{j}, j=1 , 2, . . .
本報告では, $\lambda$_{j} を j次クープマン固有値, $\phi$_{j} を j次クープマン固有関数と呼ぶ.
簡単な例として,次の有限次元線形力学系を考える.
x[t+1]=\mathrm{A}x[t], x\in \mathbb{R}^{n} (2)
ここでは,行列 \mathrm{A}\in \mathbb{R}^{n\times n} は n個の相異なる固有値 $\lambda$_{j} (j=1, \ldots, n) を有するとする.こ
の場合, $\lambda$_{j} に対応する \mathrm{A} の左固有ベクトルを u_{j}^{\mathrm{T}} で表し ( \mathrm{T} は転置を表す), スカラー関
数 $\phi$_{j}(x)=u_{j}^{\mathrm{T}_{X}} を定義する.この時, (\mathrm{U}$\phi$_{j})(x) を計算すると
(\mathrm{U}$\phi$_{j})(x)=$\phi$_{j}(\mathrm{A}x)=u_{j}^{\mathrm{T}}\mathrm{A}x=$\lambda$_{j}u_{j}^{\mathrm{T}}x=$\lambda$_{j}$\phi$_{j}(x)
となる.よって, $\phi$_{j}(x)=u_{j}^{\mathrm{T}_{X}} は線形力学系 (2) に対するクープマン作用素の固有関数と
なり,これに対応するクープマン固有値は $\lambda$_{j} と一致する.
次節に進む前に,クープマン固有関数を用いた非線形力学系の変換について紹介する.
[16] を参考に,クープマン固有関数 $\phi$_{j}(x) を用いた力学系 (1) の座標変換を導入する.
z_{j}=$\phi$_{j}(x) ) z_{j}\in \mathbb{C}, j=1 , 2, . . .
このとき,上式と式(1) より
z_{j}[t+1]=$\phi$_{j}(x[t+1])=$\phi$_{j}(T(x[t]))=(\mathrm{U}$\phi$_{j})(x[t])=$\lambda$_{j}$\phi$_{j}(x[t])=$\lambda$_{j}z_{j}[t]
と計算できるので, z:=[z_{1}, z_{2}, . . ]^{\mathrm{T}} と表すと次式を得る.
z[t+1]=\wedge z[t], \wedge:=\mathrm{d}\mathrm{i}\mathrm{a}\mathrm{g}($\lambda$_{1}, $\lambda$_{2}, \ldots) (3)
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今,多変数データを扱うことを念頭に , M次元ベクトル値の観測量 f=[f_{1}, . . . , f_{M}]^{\mathrm{T}} :
\mathrm{X}\rightarrow \mathbb{C}^{M} (f_{i}\in \mathcal{F}) を考える.ここで,[5] に倣って,各観測量義が \mathrm{U} の固有関数 $\phi$_{j} に
より展開可能であるとする.
f_{i}=\displaystyle \sum_{j=1}^{\infty}$\phi$_{j}V_{ij}
ここで V_{ij}\in \mathbb{C} は義の展開係数である.このとき,力学系 (1) の下での観測量の時間発展
f_{i}(x[t]) は以下の通り計算できる.
f_{i}(x[t])=\displaystyle \sum_{j=1}^{\infty}$\phi$_{j}(x[t])V_{ij}=\sum_{j=1}^{\infty}$\phi$_{j}(T(x[t-1]))V_{ij}=\sum_{j=1}^{\infty}(\mathrm{U}$\phi$_{j})(x[t-1])V_{ij}
=\displaystyle \sum_{j=1}^{\infty}$\lambda$_{j}$\phi$_{j}(x[t-1])V_{ij}=. . . =\displaystyle \sum_{j=1}^{\infty}$\lambda$_{j}^{t}$\phi$_{j}(x[0])V_{\mathrm{i}j}
これをベクトル値の観測量 fでまとめると次式を得る.
y[t+1]=f(x[t])=\displaystyle \sum_{j=1}^{\infty}$\lambda$_{j}^{t}$\phi$_{j}(x[0])V_{j} (4)
ここで,複素ベクトル V_{j}:=[V_{1,j}, . . . , V_{M,j}]^{\mathrm{T}}\in \mathbb{C}^{M} はクープマンモード [5] と呼ばれる.







の余地がある.2.1節の最後に述べた測度保存力学系の場合, \mathrm{U}:L^{2}\rightarrow L^{2} がユニタリー
作用素となる [34]. この場合には \mathrm{U} のスペクトル分解が可能となり,任意の観測量の時
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間発展が,離散スペクトルによる分解を表す式 (4) と連続スペクトルの寄与分の和として
表現できる.具体的には,任意の観測量 f\in \mathcal{F} に対して
f(x[t])=\displaystyle \mathrm{U}^{t}f(x[0])=\sum_{j=1}^{\infty}$\lambda$_{j}^{t}(\mathrm{P}_{j}f)(x[0])+(\int_{0}^{2 $\pi$}\exp(\mathrm{i}t $\theta$)dE( $\theta$))f(x[0])
が成り立つ [4]. ここで, \mathrm{P}_{j} は $\lambda$_{j} に対応する射影作用素であり,観測量の空間 \mathcal{F} 上に内
積 \cup) を考えると,射影操作 (\mathrm{P}_{j}f)(x)=(f, $\phi$_{j})$\phi$_{j}(x) を表す.また, dE( $\theta$) は絶対連続
なスペクトル測度である.さらに,[16] では,安定平衡点の吸引領域上で定義される解析




モード (KM) を元の力学系 (1) を知ることなく観測時系列データから求めることが望ま
しい.KE $\lambda$_{j} が既知の下で,観測時系列データよりKM を計算する方法としては,フー
リエ変換と類似した次の公式がある [4].
$\phi$_{j}(x[0])V_{j}=\displaystyle \lim_{n\rightarrow\infty}\frac{1}{n}\sum_{t=0}^{n-1}f(x[t])\exp(-\mathrm{i}2 $\pi$ \mathrm{v}_{j}t)
ここで, \mathrm{i} は虚数単位を表し, $\nu$_{j}:={\rm Im}[\ln$\lambda$_{j}]/(2 $\pi$) \in [-1/2 , 1/2) はKE から決定される.
この公式は力学系 (1) が測度保存でエルゴード的 [34] である場合に有効である.実際,こ
の公式はクープマン固有関数 $\phi$_{j} が張る固有空間への観測量ゐの射影をエルゴード性を利
用して時間に関する調和平均 [37] で表したものである.上の公式を具体的な時系列デー
タに適用する場合には, $\nu$_{j} に相当する周波数を FFT を用いて推定すればよい.より一般
的な力学系の観測時系列データに対しては,ラプラス変換と類似の公式が [19,22] で報告
されている.
次に,KM だけでな \langle KE も合わせて観測時系列データから直接算出する方法として,
アーノルディ型アルゴリズム [5] を紹介する.このアルゴリズムは流体 [5], 電カシステ
ム [6−11] , ビルデイング [24] のデータ解析に使用されている.
今,一定間隔の観測により得られた有限時間の観測時系列データ
\{y_{0}, . ..,y_{N-1}\}, y_{t}\in \mathbb{R}^{M} (5)
を考える.ここで Nは有限の時間サンプル数である.このとき,アーノルディ型アルゴ
リズムは以下の手順により N-1 対の複素数 \tilde{ $\lambda$}_{j}\in \mathbb{C} 及び複素ベクトル \tilde{V}_{j}\in \mathbb{C}^{M} を算出
する.
(i) 時系列データから N-1 個の定数 cj (j=0, \ldots, N-2) を以下を満たすように求
める.
R=y_{N-1}-\displaystyle \sum_{j=0}^{N-2}c_{j}y_{j}, R\perp \mathrm{s}\mathrm{p}\mathrm{a}\mathrm{n}\{y_{0}, . . . , y_{N-2}\}
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(ii) c_{j} を用いて次のコンパニオン行列 \mathrm{C} を定義する.
\mathrm{C} \left\{\begin{array}{lllll}
0 & 0 & \cdots & 0 & c_{0}\\
1 & 0 & \cdots & 0 & c_{1}\\
0 & 1 & \cdots & 0 & c_{2}\\
 &  & \ddots &  & \\
0 & 0 & \cdots & 1 & c_{N-2}
\end{array}\right\}
(iii) 行列 \mathrm{C} のN—l個の固有値 \tilde{ $\lambda$}_{1} , .. ., \tilde{ $\lambda$}_{N-1} を求める.
(iv) \tilde{ $\lambda$}_{j} を用いて次のファンデルモンド行列 \mathrm{T} を定義する.
\mathrm{T}:= \left\{\begin{array}{lllll}
\mathrm{l}\cdots & \tilde{ $\lambda$}_{1}\cdots & \cdots & \cdots & \cdots\\
 1 & \tilde{ $\lambda$}_{2} & \tilde{ $\lambda$}_{1}^{2}\tilde{ $\lambda$}_{2}^{2} & \cdots & \tilde{ $\lambda$}_{\mathrm{l}}^{N-2}\tilde{ $\lambda$}_{2}^{N-2}\\
 &  &  & \ddots & \\
\mathrm{l} & \tilde{ $\lambda$}_{N-1} & \tilde{ $\lambda$}_{N-1}^{2} & \cdots & \tilde{ $\lambda$}_{N-1}^{N-2}
\end{array}\right\}
(v) 行列 \vee:=[y_{0}\ldots y_{N-2}]\mathrm{T}^{-1} の j番目の列ベクトルを \mathrm{V}_{j} と表す.
以上より, \tilde{ $\lambda$}_{j} が相異なる場合,時系列データ (5) に対する以下の分解が得られる.
y_{t}=\displaystyle \sum_{j=1}^{N-1}\tilde{ $\lambda$}_{j}^{t}\tilde{V}_{j}, t=0 , . . . ,N—2 (6)
y_{N-1}=\displaystyle \sum_{j=1}^{N-1}\tilde{ $\lambda$}_{j}^{N-1}\tilde{V}_{j}+R
なお R\in \mathbb{R}^{M} は分解の剰余分を表す.上式と式(4) より, \tilde{ $\lambda$}_{j} 及び \tilde{V}_{j} はそれぞれ KE $\lambda$_{j}
及び KM と固有関数 (の初期値に対する値) の積 $\phi$_{j}(x[0])V_{j} に対応することがわかる.




の比較を報告している [43]. その内容を定性的に述べると,DMD は空間サンプル数 (M)
が時間サンプル数 (N) より大きい時系列データに対して精度良 \langle KE を算出する.一方,






イデアは,ある固定したベクトル値観測量 f を用いて,対象とする時系列データ (5) を
\{(\underline{\mathrm{U}}^{0}f)(x_{0}), . . . , (\underline{\mathrm{U}}^{N-2}f)(x_{0}), y_{N-1}\}
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と見なすことにある (\underline{\mathrm{U}}^{t}f:=[\mathrm{U}^{t} f\mathrm{l}, . . . , \mathrm{U}^{t}f_{M}]^{\mathrm{T}}) . 今, \underline{\mathrm{U}}^{0}f から \underline{\mathrm{U}}^{N-2}f のN-1 個の
関数により張られる有限次元の空間2への登の射影を考え,射影した作用素を \mathrm{P}_{\mathrm{N}-1}\underline{\mathrm{I}P} と
表す.このとき, x_{0} \in \mathrm{X} において \mathrm{P}_{N-1}\underline{\mathrm{U}}^{N-1}f と \underline{\mathrm{U}}^{N-1}f の差の二乗ノルムが最小にな
るように射影作用素 \mathrm{P}_{N-1} を求めるのが,上記アルゴリズムの (i) となる.以上のもとで,
(ii) で定義するコンパニオン行列 \mathrm{C} は \mathrm{P}_{N-1}\underline{\mathrm{U}} の ( \underline{\mathrm{U}}^{0}f から \underline{\mathrm{U}}^{N-2}f を基底とする) 行列
表現になる.文献 [21] では,時間サンプル数N を大きくしていくと,上記アルゴリズム





課題に関する参考文献は [29, 31] を確認されたい.









リウムにおける熱移動の時間スケール (周波数) のKM を調べることにある.
ここで,KMD から熱の空間的移動を定量的に調べるために,KM が空間を伝搬する波動
として解釈できることを示す.まず,角周波数 $\omega$_{j} を用いて j次KE を \tilde{ $\lambda$}_{j}=|\tilde{ $\lambda$}_{j}|\exp(\mathrm{i}$\omega$_{j}T_{\mathrm{s}})
と書く (異は観測のサンプリング間隔を表す).このとき, \tilde{V}_{ij} を絶対値 |\tilde{V}_{ij}| 及び偏角 $\theta$_{ij}
を用いて \tilde{V}_{ij}=|\tilde{V}_{ij}|\exp(\mathrm{i}$\theta$_{\dot{x}j}) と表すことにより, j次KE \tilde{ $\lambda$}_{j} に関する振動応答 \tilde{ $\lambda$}_{j}^{t}\tilde{V}_{j} は以
下の通り書ける.





今,Vj の各成分に対応するデータの観測位置を r_{1} , . .., r_{M}\in \mathbb{R}^{d} と表す (d は観測対象の
実フィールドの次元を表し,平面 (d=2) または空間 (d=3) を想定している). この


















これは, j次KE に関する振動応答が角周波数蛎及び波数ベクトル k_{j} の d次元波動であ




このアトリウム付近の温度 (各階に3個の温度計 \mathrm{T}臨を設置) ならびに空調機器 (アトリ
ウム付近の各階に設置された3機Hi) の給気温度の実測データを y[t]\in \mathbb{R}^{24} として KMD
を適用した.図1( \mathrm{a}1 ,bl) に夏季に実測された3階温度ならびに空調給気温度の時系列デ一
タ例を示す.KMD の結果において,KE の絶対値 |\tilde{ $\lambda$}_{j}| ならびに KM のノルム ||\tilde{V}_{j}|| の大
きさと物理的考察より,周期2.5時間の KMがアトリウム内の熱移動で支配的であること















構成されているとする.各タービンの出力 (有効電力) 時系列データを P_{t}^{i} (i=1, \ldots )  M,
t=0 , . . . ,N-1) とし,これを M次元ベクトルとしてまとめ, P_{t}=[P_{t}^{1}, . .., P_{t}^{M}]^{\mathrm{T}} と書
く.ここで, P_{t} のKMD が次式で与えられたとする.
P_{t}=\displaystyle \sum_{j=1}^{N-1}\tilde{ $\lambda$}_{j}^{t}\tilde{V}_{j} \mathrm{o}\mathrm{r} P_{t}^{i}=\displaystyle \sum_{j=1}^{N-1}\tilde{ $\lambda$}_{j}^{t}\tilde{V}_{ij} (8)
なお t=0 , . . . ,N-2 である.今,時刻 t のウィンドファームの出力を P_{t}^{\mathrm{W}\mathrm{F}} と書くと,
P_{t}^{\mathrm{W}\mathrm{F}} は控の i に関する総和とほぼ等しい.よって,式(8) よりウィンドファーム出力に
関する KMD を得る.
P_{t}^{\mathrm{W} $\Gamma$}=\displaystyle \sum_{j=1}^{N-1}\tilde{ $\lambda$}_{j}^{t}\tilde{V}_{j}^{\mathrm{W} $\Gamma$}, \tilde{V}_{j}^{\mathrm{W} $\Gamma$}:=\sum_{i=1}^{M}\tilde{V}_{ij} (9)
これは,KMD を用いることにより,ファーム出力をタービン単体出力と同じKE (周波
数) で分解可能であることを示している.よって,KE \tilde{ $\lambda$}_{j} で決まる周波数に対して式 (8)
の |\tilde{V}_{ij}| と式(9) の |\tilde{V}_{j}^{\mathrm{W}\mathrm{F}}| を比較することにより,タービン単体出力の変動とファーム出力
の変動の比として平滑化効果を定量化できる.これを定式化し以下の指標を提案した.
s_{j}:=\displaystyle \frac{|\tilde{V}_{j}^{\mathrm{W} $\Gamma$}|}{M\cdot \mathrm{t}\mathrm{m}\mathrm{e}\mathrm{a}\mathrm{n}(|\tilde{V}_{1,j}|,\ldots,|\tilde{V}_{M,j}|)}
ここでtmean は引数にある値の25% トリム平均を返す.分子のM は単体出力と出力総和
を同じスケールで比較するために含めている.
図2に,(a) 雲解像モデル CReSS [46] の風況シミュレーションから算出したタービン出
力の時系列データ (タービン間距離600m) , (b) ウィンドファーム出力,(c) 提案平滑化指
標の算出結果を示す.ここではタービン 15台が一列に並んだファームを想定し,(b) には
タービン間距離を 400\mathrm{m}, 600\mathrm{m}, 800\mathrm{m} と変化させた場合のファーム出力を示している.
(b) より,距離が大きくなるとファーム出力の変動幅が小さくなっている.(c) の算出結果





























に,「解析」 だけでなく 「観測」 や 「同定」 に対してもクープマン作用素は新しい考え方
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