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We consider the problem of stabilizing a coupled transport-diffusion system with boundary
input. The system is described by two linear transport-diffusion equations and is not
asymptotically stable. In order to stabilize the system with boundary input, sensor
inﬂuence functions are assumed to be located at interior of the domain. First, we formulate
the system as an evolution equation with unbounded output operators in a Hilbert space,
using variable transformation. Next, we derive a reduced-order model with a ﬁnite-
dimensional state variable for the inﬁnite-dimensional system. Then, a stabilizing controller
is constructed for the reduced-order model under an additional assumption. It is shown
that the ﬁnite-dimensional controller together with a residual mode ﬁlter plays a role of
a ﬁnite-dimensional stabilizing controller for the original inﬁnite-dimensional system, if
the order of the residual mode ﬁlter is chosen suﬃciently large. Finally, the validity of the
design method is demonstrated through a numerical simulation.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
The design method of ﬁnite-dimensional stabilizing controllers for inﬁnite-dimensional systems has become a topic in
the ﬁeld of control theory since the beginning of 1980s, and has been studied by many researchers (e.g. [1–4,8,10,12,13],
[7, Chapter 4], [6], and the references therein). In general, when one designs a ﬁnite-dimensional controller based on
the ﬁnite-dimensional model for an inﬁnite-dimensional system and then attaches it to the inﬁnite-dimensional system,
so-called “spillover phenomena” may arise because of the effect of unmodeled modes. For linear diffusion systems, in order
to weaken the effect of unmodeled modes for the closed-loop system with ﬁnite-dimensional controller, Sakawa [10] ﬁrst
introduced two kinds of ﬁnite-dimensional observers. Later, one of them was called “residual mode ﬁlter” by Balas [1], and
it was shown that the residual mode ﬁlter (RMF) played an essential role in the design of ﬁnite-dimensional stabilizing
controllers. Speciﬁcally, the RMF is regarded as a ﬁlter that eliminates needless high order modes in the ﬁnite-dimensional
controller design, and one can eliminate more high order modes by increasing the order of the RMF. Especially, it should be
noted that the whole controller with the RMF approaches the inﬁnite-dimensional controller given by Nambu [8, Section 5]1
as the order of the RMF goes to inﬁnity.
The purpose of this paper is to extend the result [10], in which a linear diffusion equation without transport term was
treated, to a coupled transport-diffusion system with boundary input related to a chemical reactor process. The transport-
diffusion system studied here is described by two linear transport-diffusion equations and it is not asymptotically stable.
In this paper, in order to stabilize the transport-diffusion system with boundary input, we assume that sensor inﬂuence
* Corresponding author.
E-mail addresses: sano@cc.kagoshima-u.ac.jp (H. Sano), nakagiri@cs.kobe-u.ac.jp (S. Nakagiri).
1 First of all, he constructed the inﬁnite-dimensional stabilizing controller, and then reduced it to the ﬁnite-dimensional controller by using perturbation
techniques. In this way, his approach is different from the one by Sakawa [10].0022-247X/$ – see front matter © 2009 Elsevier Inc. All rights reserved.
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unbounded output operators in a Hilbert space, using variable transformation. Next, in Section 3 we derive a reduced-
order model with a ﬁnite-dimensional state variable for the inﬁnite-dimensional system. Then, a stabilizing controller is
constructed for the reduced-order model under an additional assumption. However, the ﬁnite-dimensional controller con-
structed in this way does not necessarily work a stabilizing controller for the inﬁnite-dimensional system. Therefore, we use
a RMF for the design of ﬁnite-dimensional stabilizing controllers. Our main result in this paper is to prove that a controller,
which consists of a RMF and the ﬁnite-dimensional controller constructed for the ﬁnite-dimensional model, yields a ﬁnite-
dimensional stabilizing controller for the original inﬁnite-dimensional system, if the order of the RMF is chosen suﬃciently
large. Moreover, the closed-loop stability is discussed in the sense of stronger space norm. Finally, in Section 4 the validity
of the design method is demonstrated through a numerical simulation.
2. System description and stabilization problem
2.1. System description
We shall consider the transport-diffusion system of the form⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂z1
∂t
(t, x) = ∂
2z1
∂x2
(t, x) − α ∂z1
∂x
(t, x) − a1z1(t, x),
∂z2
∂t
(t, x) = ∂
2z2
∂x2
(t, x) − α ∂z2
∂x
(t, x) + a2z1(t, x), (t, x) ∈ (0,∞) × (0,1),
−∂z1
∂x
(t,0) = u(t), ∂z1
∂x
(t,1) = 0, ∂z2
∂x
(t,0) = ∂z2
∂x
(t,1) = 0, t > 0,
z1(0, x) = z10(x), z2(0, x) = z20(x), x ∈ [0,1],
(2.1)
with the output equation
y(t) = [y1(t), y2(t)]T =
[ 1∫
0
c1(x)z1(t, x)dx,
1∫
0
c2(x)z2(t, x)dx
]T
, t > 0, (2.2)
where α, a1, a2 denote strictly positive constants, and ci(x) (i = 1,2) are sensor inﬂuence functions. u(t) ∈ R is the control
input and y(t) ∈ R2 is the measured output. By deﬁning
Lϕ(x) = −d
2ϕ(x)
dx2
+ α dϕ(x)
dx
+ a1ϕ(x), x ∈ (0,1),
system (2.1), (2.2) is expressed as⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂z1
∂t
(t, x) = −Lz1(t, x),
∂z2
∂t
(t, x) = −Lz2(t, x) + a1z2(t, x) + a2z1(t, x), (t, x) ∈ (0,∞) × (0,1),
∂z1
∂n
(t, ξ) = g(ξ)u(t), ∂z2
∂n
(t, ξ) = 0, (t, ξ) ∈ (0,∞) × {0,1},
z1(0, x) = z10(x), z2(0, x) = z20(x), x ∈ [0,1],
y(t) = [y1(t), y2(t)]T =
[ 1∫
0
c1(x)z1(t, x)dx,
1∫
0
c2(x)z2(t, x)dx
]T
, t > 0,
(2.3)
where ∂/∂n denotes the outward normal differentiation at the point ξ ∈ {0,1}, and g : {0,1} → R is the function deﬁned by
g(ξ) =
{
1, if ξ = 0,
0, if ξ = 1.
Let us deﬁne the operator A1 by
D(A1) =
{
ϕ ∈ H2(0,1); ϕ′(0) = ϕ′(1) = 0},
A1ϕ = Lϕ, ϕ ∈ D(A1). (2.4)
As is well known, A1 is expressed as an operator of Sturm–Liouville type as follows:
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w(x)
(
− d
dx
(
p(x)
dϕ(x)
dx
)
+ q(x)ϕ(x)
)
,
w(x) = p(x) = e−αx, q(x) = a1e−αx. (2.5)
Therefore, the operator A1 becomes self-adjoint in the weighted L2-space L2α(0,1) whose inner product is deﬁned by
〈ϕ,ψ〉α =
1∫
0
ϕ(x)ψ(x)e−αx dx for ϕ,ψ ∈ L2α(0,1).
It is easy to see that L2α(0,1) is equal to L
2(0,1) as a set and that the norms of the two spaces are equivalent. Since the
operator A1 has compact resolvent in L2(0,1), it follows that A1 has a set of eigenpairs {λi,ϕi}∞i=0 in L2α(0,1) such that
{ϕi}∞i=0 forms a complete orthonormal system in L2α(0,1). Hence, any f ∈ L2α(0,1) is expressed as
f =
∞∑
i=0
〈 f ,ϕi〉αϕi .
The eigenvalues and eigenfunctions of A1 in L2α(0,1) are concretely given as follows:⎧⎨
⎩
λ0 = a1, ϕ0(x) ≡ ν0,
λi = i2π2 + α
2
4
+ a1, ϕi(x) = νi
(
e
α
2 x cos iπx− α
2iπ
e
α
2 x sin iπx
)
, for i  1, (2.6)
where
ν0 :=
√
α
1− e−α , νi :=
√
2
1+ α2
4i2π2
, for i  1.
In this paper, we assume that z10, z20, and ci in (2.3) belong to L2α(0,1)(= L2(0,1)). Now, let us introduce new variables
x1(t) = A−
1
4−

1 z1(t, ·), x2(t) = A
− 14−

1 z2(t, ·), (2.7)
where 0< 
 < 14 (e.g. [8]). Noting that H
2(0,1) ⊂ D(A
3
4−

1 ), it follows from (2.3) that⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
dx1(t)
dt
= −A1x1(t) + A
3
4−

1 ψu(t), x1(0) = A
− 14−

1 z10 =: x10,
dx2(t)
dt
= (−A1 + a1)x2(t) + a2x1(t), x2(0) = A−
1
4−

1 z20 =: x20,
y(t) = [y1(t), y2(t)]T = [〈eαxc1, A 14+
1 x1(t)〉α, 〈eαxc2, A 14+
1 x2(t)〉α]T ,
(2.8)
where ψ ∈ H2(0,1) is the unique solution of the boundary value problem
Lψ = 0 in (0,1), ∂ψ
∂n
= g on {0,1}, (2.9)
and it is concretely given by
ψ(x) = − α −
√
D
2a1(e
√
D − 1)e
α+√D
2 x + (α +
√
D)e
√
D
2a1(e
√
D − 1) e
α−√D
2 x, D := α2 + 4a1.
See Appendix A for the derivation of (2.8). Here, by deﬁning the bounded operators B1 :R → L2α(0,1), C1 : L2α(0,1) → R, and
C2 : L2α(0,1) → R as
B1v = A
3
4−

1 ψ v, v ∈ R,
C1ϕ =
〈
eαxc1,ϕ
〉
α
, C2ϕ =
〈
eαxc2,ϕ
〉
α
, ϕ ∈ L2α(0,1),
system (2.8) is written as⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
dx1(t)
dt
= −A1x1(t) + B1u(t), x1(0) = x10,
dx2(t)
dt
= (−A1 + a1)x2(t) + a2x1(t), x2(0) = x20,
y(t) =
[
y1(t)
y2(t)
]
=
[
C1A
γ
1 x1(t)
C2A
γ
1 x2(t)
]
.
(2.10)
In (2.10), we have set γ = 1 + 
 ∈ ( 1 , 1 ).4 4 2
60 H. Sano, S. Nakagiri / J. Math. Anal. Appl. 363 (2010) 57–72Remark 2.1. The transport-diffusion system with the other type of boundary condition at x = 0 has been treated in [15].
In that paper, the dynamical analysis such as observability and reachability has been done with distributed actuator and
sensor inﬂuence functions 1ε 1[0,ε](x),
1
ε 1[1−ε,1](x) (ε > 0), where the function 1[0,ε](x) takes value 1 on the interval [0, ε],
and value 0 outside of [0, ε].
2.2. Stabilization problem
In system (2.10), we see that the state variable x2(t) does not go to zero when the input u ≡ 0, since the operator A
deﬁned by
A
[
f1
f2
]
=
[−A1 0
a2 −A1 + a1
][
f1
f2
]
=
[ −A1 f1
(−A1 + a1) f2 + a2 f1
]
,
D(A) =
{[
f1
f2
]
∈ [H2(0,1)]2; f ′1(0) = f ′1(1) = 0, f ′2(0) = f ′2(1) = 0
}
(2.11)
generates a C0-semigroup et A on [L2α(0,1)]2 whose growth bound is equal to zero. In other words, system (2.10) is not
asymptotically stable. Our aim is to construct a ﬁnite-dimensional stabilizing control law for system (2.10).
3. Construction of ﬁnite-dimensional stabilizing controllers
3.1. Partitioned system
In order to derive a ﬁnite-dimensional model for system (2.10), we use the orthogonal projection Pk deﬁned by
Pk f =
k∑
i=0
〈 f ,ϕi〉αϕi .
Let κ be a given positive number. First of all, we choose an integer l (l 0) such that −λl+1+a1 < −κ . Moreover, we choose
another integer n larger than l. Using the operators Pl and Pn (n > l), we decompose the state variables x1(t) and x2(t) as
x1(t) = x1,1(t) + x1,2(t) + x1,3(t), x2(t) = x2,1(t) + x2,2(t) + x2,3(t),
where xi,1(t) := Plxi(t), xi,2(t) := (Pn − Pl)xi(t), and xi,3(t) := (I − Pn)xi(t) (i = 1,2). Also, the space L2α(0,1) is expressed as
L2α(0,1) = PlL2α(0,1) ⊕ (Pn − Pl)L2α(0,1) ⊕ (I − Pn)L2α(0,1),
and their dimensions are given by dim PlL2α(0,1) = l + 1, dim(Pn − Pl)L2α(0,1) = n − l, dim(I − Pn)L2α(0,1) = ∞. Therefore,
system (2.10) is equivalently expressed as follows:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
dx1,1(t)
dt
= −A1,1x1,1(t) + B1,1u(t), x1,1(0) = x110,
dx1,2(t)
dt
= −A1,2x1,2(t) + B1,2u(t), x1,2(0) = x210,
dx1,3(t)
dt
= −A1,3x1,3(t) + B1,3u(t), x1,3(0) = x310,
dx2,1(t)
dt
= (−A1,1 + a1)x2,1(t) + a2x1,1(t), x2,1(0) = x120,
dx2,2(t)
dt
= (−A1,2 + a1)x2,2(t) + a2x1,2(t), x2,2(0) = x220,
dx2,3(t)
dt
= (−A1,3 + a1)x2,3(t) + a2x1,3(t), x2,3(0) = x320,
y(t) =
[
C1,1A
γ
1,1x1,1(t) + C1,2Aγ1,2x1,2(t) + C1,3Aγ1,3x1,3(t)
C2,1A
γ
1,1x2,1(t) + C2,2Aγ1,2x2,2(t) + C2,3Aγ1,3x2,3(t)
]
,
(3.1)
where
A1,1 := Pl A1Pl, A1,2 := (Pn − Pl)A1(Pn − Pl),
B1,1 := Pl B1, B1,2 := (Pn − Pl)B1,
C1,1 := C1Pl, C1,2 := C1(Pn − Pl),
C2,1 := C2Pl, C2,2 := C2(Pn − Pl),
x110 := Plx10, x210 := (Pn − Pl)x10,
x1 := P x , x2 := (P − P )x ,20 l 20 20 n l 20
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A1,3 := (I − Pn)A1(I − Pn),
B1,3 := (I − Pn)B1,
C1,3 := C1(I − Pn),
C2,3 := C2(I − Pn),
x310 := (I − Pn)x10,
x320 := (I − Pn)x20.
In the above, the operators A1,3 and A
γ
1,3 are unbounded, whereas all the other operators are bounded.
Hereafter, we identify the ﬁnite-dimensional Hilbert space PlL2α(0,1) with the Euclidean space R
l+1 with respect to the
basis {ϕ0,ϕ1, . . . , ϕl}. In this way, each element in PlL2α(0,1) is identiﬁed with an (l+1)-dimensional vector, and the opera-
tors A1,1, B1,1, C1,1, and C2,1 are identiﬁed with matrices with appropriate size. Similarly, each element in (Pn − Pl)L2α(0,1)
is identiﬁed with an (n − l)-dimensional vector, and the operators A1,2, B1,2, C1,2, and C2,2 are identiﬁed with matrices
with appropriate size.
Combining the ﬁrst and fourth equations of (3.1), we have
d
dt
[
x1,1(t)
x2,1(t)
]
=
[−A1,1 0
a2 Il+1 −A1,1 + a1 Il+1
][
x1,1(t)
x2,1(t)
]
+
[
B1,1
0
]
u(t),
[
x1,1(0)
x2,1(0)
]
=
[
x110
x120
]
.
Similarly, from the second and ﬁfth equations, and from the third and sixth equations, we have
d
dt
[
x1,2(t)
x2,2(t)
]
=
[−A1,2 0
a2 In−l −A1,2 + a1 In−l
][
x1,2(t)
x2,2(t)
]
+
[
B1,2
0
]
u(t),
[
x1,2(0)
x2,2(0)
]
=
[
x210
x220
]
,
and
d
dt
[
x1,3(t)
x2,3(t)
]
=
[−A1,3 0
a2 I −A1,3 + a1 I
][
x1,3(t)
x2,3(t)
]
+
[
B1,3
0
]
u(t),
[
x1,3(0)
x2,3(0)
]
=
[
x310
x320
]
,
respectively. Moreover, the last equation of (3.1) is written as
y(t) =
[
C1,1A
γ
1,1 0
0 C2,1A
γ
1,1
][
x1,1(t)
x2,1(t)
]
+
[
C1,2A
γ
1,2 0
0 C2,2A
γ
1,2
][
x1,2(t)
x2,2(t)
]
+
[
C1,3A
γ
1,3 0
0 C2,3A
γ
1,3
][
x1,3(t)
x2,3(t)
]
.
Accordingly, we have⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
dx1(t)
dt
= A1x1(t) + B1u(t), x1(0) = x10,
dx2(t)
dt
= A2x2(t) + B2u(t), x2(0) = x20,
dx3(t)
dt
= A3x3(t) + B3u(t), x3(0) = x30,
y(t) = C˜1x1(t) + C˜2x2(t) + C˜3x3(t),
(3.2)
where
x1(t) :=
[
x1,1(t)
x2,1(t)
]
, x10 :=
[
x110
x120
]
∈ R2(l+1),
x2(t) :=
[
x1,2(t)
x2,2(t)
]
, x20 :=
[
x210
x220
]
∈ R2(n−l),
x3(t) :=
[
x1,3(t)
x (t)
]
, x30 :=
[
x310
3
]
∈ [(I − Pn)L2α(0,1)]2,2,3 x20
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A1 :=
[−A1,1 0
a2 Il+1 −A1,1 + a1 Il+1
]
, B1 :=
[
B1,1
0
]
,
C˜1 :=
[
C1,1A
γ
1,1 0
0 C2,1A
γ
1,1
]
,
A2 :=
[−A1,2 0
a2 In−l −A1,2 + a1 In−l
]
, B2 :=
[
B1,2
0
]
,
C˜2 :=
[
C1,2A
γ
1,2 0
0 C2,2A
γ
1,2
]
,
A3 :=
[−A1,3 0
a2 I −A1,3 + a1 I
]
, B3 :=
[
B1,3
0
]
,
C˜3 :=
[
C1,3A
γ
1,3 0
0 C2,3A
γ
1,3
]
.
3.2. Finite-dimensional controllers using RMFs
By the partitioned system (3.2), we consider the ﬁnite-dimensional system⎧⎨
⎩
dx1(t)
dt
= A1x1(t) + B1u(t),
y(t) = C˜1x1(t)
(3.3)
as a ﬁnite-dimensional model for system (2.10). Here, let us check whether or not the pair (A1, B1) is controllable. Noting
that the matrices A1,1 and B1,1 are represented as
A1,1 = diag(λ0, λ1, . . . , λl), B1,1 = [b0 b1 · · · bl ]T
with bi := λ
3
4−

i 〈ψ,ϕi〉α , 0 i  l, we see that the matrix
[ A1 − λI2(l+1) B1 ] =
[−A1,1 − λIl+1 0 B1,1
a2 Il+1 −A1,1 + a1 Il+1 − λIl+1 0
]
has full row rank for any λ ∈ C, because of 0 < λ0 < λ1 < · · · < λl and bi = λ
3
4 −

i νi
D
4 +i2π2
= 0, 0 i  l. This means that the pair
(A1, B1) is controllable (see [16, Chapter 3]).
On the other hand, for the observability of the pair (C˜1, A1), we need the following assumption:
Assumption 3.1. The sensor inﬂuence function c2 ∈ L2α(0,1) is chosen such that ci2 := 〈eαxc2,ϕi〉α = 0, 0 i  l.
The matrix C2,1A
γ
1,1 is represented as
C2,1A
γ
1,1 =
[
c02λ
γ
0 c
1
2λ
γ
1 · · · cl2λγl
]
,
since the matrices Aγ1,1 and C2,1 are expressed as
Aγ1,1 = diag
(
λ
γ
0 , λ
γ
1 , . . . , λ
γ
l
)
, C2,1 =
[
c02 c
1
2 · · · cl2
]
,
where ci2 = 〈eαxc2,ϕi〉α , 0 i  l. Under Assumption 3.1, we see that each element of C2,1Aγ1,1 does not vanish because of
0< λ0 < λ1 < · · · < λl . Then, it follows that the matrix
[
A1 − λI2(l+1)
C˜1
]
=
⎡
⎢⎢⎢⎣
−A1,1 − λIl+1 0
a2 Il+1 −A1,1 + a1 Il+1 − λIl+1
C1,1A
γ
1,1 0
0 C2,1A
γ
1,1
⎤
⎥⎥⎥⎦
has full column rank for any λ ∈ C, which implies that the pair (C˜1, A1) is observable (see [16, Chapter 3]).
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under Assumption 3.1, and it is also possible to choose a matrix F1 such that the matrix A1 − B1F1 is Hurwitz, since the
pair (A1, B1) is controllable (see [16, Chapter 3]). Here, let us consider the control law{ dw1(t)
dt
= (A1 − G1C˜1)w1(t) + G1 y(t) + B1u(t), w1(0) = w10,
u(t) = −F1w1(t).
(3.4)
The control law (3.4) works as a stabilizing controller for the ﬁnite-dimensional model (3.3). However, it cannot assure the
closed-loop stability for the original system (2.10). Therefore, we add the RMF⎧⎨
⎩
dw2(t)
dt
= A2w2(t) + B2u(t), w2(0) = w20,
yˆ2(t) = C˜2w2(t)
to the control law (3.4). Then, the whole controller is described as follows:⎧⎨
⎩
dw2(t)
dt
= A2w2(t) + B2u(t), w2(0) = w20,
yˆ2(t) = C˜2w2(t),
(3.5)
{ dw1(t)
dt
= (A1 − G1C˜1)w1(t) + G1
(
y(t) − yˆ2(t)
)+ B1u(t), w1(0) = w10,
u(t) = −F1w1(t).
(3.6)
The following theorem is our main result in this paper.
Theorem3.1. For a given positive number κ , let an integer l (l 0) be chosen such that−λl+1+a1 < −κ . Suppose that Assumption 3.1
is satisﬁed. Moreover, let another integer n be chosen such that n > l. Then, the control law consisting of (3.5) and (3.6) becomes
a ﬁnite-dimensional stabilizing controller for system (2.10), if the integer n is chosen suﬃciently large. In addition, the decay rate of
C0-semigroup describing the closed-loop system approaches −κ as n goes to inﬁnity.
3.3. Proof of Theorem 3.1
The following lemma will be often used in the proof of Theorem 3.1.
Lemma 3.1. (See [12, Lemma 4.1].) Let A11 be the inﬁnitesimal generator of a C0-semigroup S1(t) on a Hilbert space X1 , and let A22
be the inﬁnitesimal generator of a C0-semigroup S2(t) on a Hilbert space X2 . Assume that the C0-semigroups have the operator norm
bounds∥∥S1(t)∥∥L(X1)  M1eω1t, ∥∥S2(t)∥∥L(X2)  M2eω2t, t  0, ω1 = ω2,
and that A12 : X2 → X1 and A21 : X1 → X2 are bounded linear operators. Then, the C0-semigroup S21(t) on X1 × X2 generated by
the operator
[ A11 0
A21 A22
]
and the C0-semigroup S12(t) on X1 × X2 generated by the operator
[ A11 A12
0 A22
]
have the following operator norm
bounds:∥∥S21(t)∥∥L(X1×X2) max(M1,M2)
(
1+ max(M1,M2)‖A21‖L(X1,X2)|ω1 − ω2|
)
emax(ω1,ω2)t, t  0,
∥∥S12(t)∥∥L(X1×X2) max(M1,M2)
(
1+ max(M1,M2)‖A12‖L(X2,X1)|ω1 − ω2|
)
emax(ω1,ω2)t, t  0.
Remark 3.1. The result similar to the above lemma is given in [5, Lemma 3.2.2].
Let us introduce the new variables e1(t) := x1(t) − w1(t) and e2(t) := x2(t) − w2(t). Then, the closed-loop system is
described as follows:
dξ(t)
dt
= (A + A)ξ(t), ξ(0) = ξ0, (3.7)
where the state vector
ξ(t) :=
⎡
⎢⎢⎢⎢⎣
x1(t)
e1(t)
x2(t)
e2(t)
⎤
⎥⎥⎥⎥⎦x3(t)
64 H. Sano, S. Nakagiri / J. Math. Anal. Appl. 363 (2010) 57–72is in the real Hilbert space Z := R2(l+1) × R2(l+1) × R2(n−l) × R2(n−l) × [(I − Pn)L2α(0,1)]2 with inner product deﬁned by
〈ξ, ξ˜ 〉Z = xT1 x˜1 + eT1 e˜1 + xT2 x˜2 + eT2 e˜2 + 〈x3, x˜3〉α, ξ =
⎡
⎢⎢⎢⎢⎣
x1
e1
x2
e2
x3
⎤
⎥⎥⎥⎥⎦ , ξ˜ =
⎡
⎢⎢⎢⎢⎣
x˜1
e˜1
x˜2
e˜2
x˜3
⎤
⎥⎥⎥⎥⎦ ∈ Z ,
and the operators A and A are deﬁned as
A =
⎡
⎢⎢⎢⎢⎣
A1 − B1F1 B1F1 0 0 0
0 A1 − G1C˜1 0 −G1C˜2 −G1C˜3
−B2F1 B2F1 A2 0 0
0 0 0 A2 0
0 0 0 0 A3
⎤
⎥⎥⎥⎥⎦ ,
A =
⎡
⎢⎢⎢⎣
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
−B3F1 B3F1 0 0 0
⎤
⎥⎥⎥⎦ .
In the above, the operator A is unbounded since it contains the unbounded operator A3 and C˜3, whereas the operator A
is bounded. Here, by deﬁning the operators A1, A2, and A21 as
A1 =
⎡
⎣ A1 − B1F1 B1F1 00 A1 − G1C˜1 0
−B2F1 B2F1 A2
⎤
⎦ , A2 =
[
A2 0
0 A3
]
,
A12 =
[ 0 0
−G1C˜2 −G1C˜3
0 0
]
,
A is written as
A =
[A1 A12
0 A2
]
.
Then, the operator A generates a C0-semigroup and it is expressed as follows:
etA =
[
etA1 Φ(t)
0 etA2
]
, Φ(t) :=
t∫
0
e(t−s)A1 A12esA2 ds. (3.8)
In order to estimate the operator norm of etA , we shall ﬁrst estimate the norm of matrix etA1 . To do this, let us estimate
the norm of matrix
exp
{
t
[
A1 − B1F1 B1F1
0 A1 − G1C˜1
]}
.
Since the pair (C˜1, A1) is observable under Assumption 3.1, by choosing a matrix G1 appropriately, we can estimate the
norm of matrix et(A1−G1 C˜1) as∥∥et(A1−G1 C˜1)∥∥ M1e−ω1t, t  0, (3.9)
where M1  1 and ω1 > 0 are independent of n, and ω1 is chosen such that −κ > −ω1 > −λl+1 + a1. Also, since the pair
(A1, B1) is controllable as stated in Section 3.2, by an appropriate choice of matrix F1, we can estimate the norm of matrix
et(A1−B1 F1) as∥∥et(A1−B1 F1)∥∥ M2e−κt, t  0, (3.10)
where M2  1 is independent of n. Therefore, noting that ‖B1F1‖  ‖B1‖‖F1‖, and applying Lemma 3.1 to (3.9), (3.10)
yields ∥∥∥∥exp
{
t
[
A1 − B1F1 B1F1
0 A − G C˜
]}∥∥∥∥ Me−κt, t  0, (3.11)1 1 1
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M =max(M1,M2)
(
1+ max(M1,M2)‖B1‖‖F1‖
ω1 − κ
)
( 1),
which is independent of n. For the matrix et A2 , where
A2 =
[−A1,2 0
a2 In−l −A1,2 + a1 In−l
]
,
it follows from Lemma 3.1 that∥∥etA2∥∥ (1+ a2
a1
)
e(−λl+1+a1)t, t  0, (3.12)
since there hold∥∥e−t A1,2∥∥= e−λl+1t, ∥∥et(−A1,2+a1 In−l)∥∥= e(−λl+1+a1)t, ‖a2 In−l‖ = a2.
Therefore, noting that ‖[−B2F1 B2F1 ]‖ 2‖B2F1‖ 2‖B1‖‖F1‖, and applying Lemma 3.1 to (3.11), (3.12) yields∥∥etA1∥∥ M ′e−κt, t  0, (3.13)
where M ′ is the constant deﬁned by
M ′ = max
(
M,1+ a2
a1
)(
1+ 2max(M,1+
a2
a1
)‖B1‖‖F1‖
λl+1 − a1 − κ
)
( 1),
which is independent of n.
Next, we estimate the norm of C0-semigroup etA2 =
[
et A2 0
0 et A3
]
generated by the operator A2 =
[ A2 0
0 A3
]
as follows:
∥∥etA2∥∥ (1+ a2
a1
)
e(−λl+1+a1)t, t  0. (3.14)
In this, we have used∥∥etA2∥∥ (1+ a2
a1
)
e(−λl+1+a1)t,
∥∥etA3∥∥ (1+ a2
a1
)
e(−λn+1+a1)t, t  0.
Finally, let us estimate the operator norm of Φ(t), where
Φ(t) =
t∫
0
e(t−s)A1 A12esA2 ds.
We ﬁrst write e(t−s)A1 A12esA2 as follows:
e(t−s)A1 A12esA2 = e(t−s)A1
[ 0 0
−G1 −G1
0 0
][
C˜2esA2 0
0 C˜3esA3
]
. (3.15)
Here, the matrix esA2 is expressed as
esA2 =
[
e−sA1,2 0
a2
a1
(es(−A1,2+a1) − e−sA1,2) es(−A1,2+a1)
]
. (3.16)
Similarly, the C0-semigroup esA3 is expressed as
esA3 =
[
e−sA1,3 0
a2
a1
(es(−A1,3+a1) − e−sA1,3) es(−A1,3+a1)
]
. (3.17)
Using (3.16) and (3.17), the operator (3.15) is rewritten as
e(t−s)A1 A12esA2 = e(t−s)A1
[ 0 0
−G1 −G1
0 0
]⎡⎢⎢⎣
C1,2 0 0 0
0 C2,2 0 0
0 0 C1,3 0
0 0 0 C2,3
⎤
⎥⎥⎦Uγ (s), (3.18)
where
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⎡
⎢⎢⎢⎣
Aγ1,2e
−sA1,2 0 0 0
a2
a1
(Aγ1,2e
s(−A1,2+a1) − Aγ1,2e−sA1,2 ) Aγ1,2es(−A1,2+a1) 0 0
0 0 Aγ1,3e
−sA1,3 0
0 0 a2a1 (A
γ
1,3e
s(−A1,3+a1) − Aγ1,3e−sA1,3 ) Aγ1,3es(−A1,3+a1)
⎤
⎥⎥⎥⎦ .
(3.19)
In connection with the operator Uγ (s), let us consider the operator Vγ (s) deﬁned by
Vγ (s) =
⎡
⎢⎢⎣
Aγ1,2e
−sA1,2 0 0 0
0 Aγ1,3e
−sA1,3 0 0
a2
a1
(Aγ1,2e
s(−A1,2+a1) − Aγ1,2e−sA1,2 ) 0 Aγ1,2es(−A1,2+a1) 0
0 a2a1 (A
γ
1,3e
s(−A1,3+a1) − Aγ1,3e−sA1,3 ) 0 Aγ1,3es(−A1,3+a1)
⎤
⎥⎥⎦ .
(3.20)
Then, we can observe that ‖Uγ (s)‖ = ‖Vγ (s)‖. Here, by introducing
Wγ (s) :=
[
Aγ1,2e
−sA1,2 0
0 Aγ1,3e
−sA1,3
]
,
Vγ (s) is expressed as
Vγ (s) =
[
Wγ (s) 0
a2
a1
(ea1sWγ (s) − Wγ (s)) ea1sWγ (s)
]
.
Noting that∥∥Wγ (s)∥∥ {λγl+1 + s−γ }e−λl+1s, s > 0, (3.21)
see Appendix B, the norm of Vγ (s), i.e. the norm of Uγ (s) is estimated as follows:
∥∥Uγ (s)∥∥= ∥∥Vγ (s)∥∥ ∥∥Wγ (s)∥∥+ ∥∥ea1sWγ (s)∥∥+
∥∥∥∥a2a1
(
ea1sWγ (s) − Wγ (s)
)∥∥∥∥

(
2+ 2a2
a1
){
λ
γ
l+1 + s−γ
}
e(−λl+1+a1)s, s > 0. (3.22)
Using (3.13), (3.18), and (3.22), we can estimate the norm of Φ(t) as follows:
∥∥Φ(t)∥∥
t∫
0
∥∥e(t−s)A1 A12esA2∥∥ds
 8M ′‖G1‖
(‖C1‖ + ‖C2‖)
(
1+ a2
a1
)
e−κt
t∫
0
{
λ
γ
l+1 + s−γ
}
e(κ−λl+1+a1)s ds.
Moreover, the bound of
∫ t
0 {λγl+1 + s−γ }e(κ−λl+1+a1)s ds is calculated as
t∫
0
{
λ
γ
l+1 + s−γ
}
e(κ−λl+1+a1)s ds
λ
γ
l+1
λl+1 − a1 − κ +
Γ (1− γ )
(λl+1 − a1 − κ)1−γ ,
where Γ (·) denotes the gamma function. Therefore, we have∥∥Φ(t)∥∥ M ′′e−κt, t  0, (3.23)
where M ′′ is the constant deﬁned by
M ′′ = 8M ′‖G1‖
(‖C1‖ + ‖C2‖)
(
1+ a2
a1
){
λ
γ
l+1
λl+1 − a1 − κ +
Γ (1− γ )
(λl+1 − a1 − κ)1−γ
}
,
which is independent of n.
Consequently, from (3.13), (3.14), and (3.23), the norm of C0-semigroup etA generated by A can be estimated as∥∥etA∥∥  ∥∥etA1∥∥+ ∥∥etA2∥∥+ ∥∥Φ(t)∥∥ Me−κt, t  0, (3.24)L(Z)
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M = M ′ + M ′′ + 1+ a2
a1
( 1),
which is independent of n.
For the C0-semigroup et(A+A) generated by the operator A + A, we can estimate the operator norm by using the
well-known perturbation result of semigroups (e.g. [14, Theorem 3.4.1], [9, Theorem 3.1.1], [5, Theorem 3.2.1]) as follows:∥∥et(A+A)∥∥L(Z)  Me−σ t, t  0, (3.25)
where
σ := κ − M‖A‖L(Z).
Here, noting that ‖B1,3‖ → 0 as n goes to inﬁnity, and that ‖F1‖ does not depend on n, we see that
‖A‖L(Z)  2‖B3‖‖F1‖ 2‖B1,3‖‖F1‖ → 0 as n → ∞.
Accordingly, there exists a positive integer n1 such that
σ = κ − M‖A‖L(Z) > 0, ∀n n1. (3.26)
That is, the C0-semigroup et(A+A) becomes exponentially stable, if the integer n is chosen such that n n1. And, we see
that the decay rate −σ of the C0-semigroup approaches −κ as n goes to inﬁnity. The proof of the theorem is thus complete.
3.4. Closed-loop stability with respect to stronger space norm
In this section, we consider the closed-loop stability with respect to stronger space norm than ‖ · ‖Z . We will need the
following lemma on the modiﬁed Gronwall’s inequality.
Lemma 3.2. (See [11, Lemma 4.1].) Assume that c1 , c2 , c3 , c4 are nonnegative constants, 0 < δ < 1, and that v(t) is nonnegative and
continuous on [0,∞). If the inequality
v(t) c1 + c2tδ−1 + c3
t∫
0
v(s)ds + c4
t∫
0
(t − s)δ−1v(s)ds, t > 0,
holds, then
v(t) E(t; δ, c1, c2, c3, c4), t > 0,
where
E(t; δ, c1, c2, c3, c4) :=
∞∑
k=0
k∑
i=0
k!
i!(k − i)! (c3t)
k−i(c4Γ (δ)tδ)i
[
c1
Γ (k + (δ − 1)i + 1) +
c2Γ (δ)
Γ (k + (δ − 1)i + δ) t
δ−1
]
,
and
E(t; δ, c1, c2, c3, c4) ∼= c1μ
−1
0 + c2Γ (δ)μ−δ0
c3μ
−2
0 + c4Γ (δ)δμ−δ−10
eμ0t (t: suﬃciently large),
where μ0 (> 0) is a unique solution on the positive real axis of c3λ−1 + c4Γ (δ)λ−δ = 1.
In Theorem 3.1, we have considered the stability with respect to the space norm ‖ · ‖Z of the closed-loop state ξ(t)
in (3.7). In this section, let us introduce a stronger space norm ‖ · ‖Zβ (0< β < 1) deﬁned by
‖ξ‖Zβ =
∥∥Aβξ∥∥Z ,
where
A :=
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
I2(l+1) 0 0 0 0
0 I2(l+1) 0 0 0
0 0 I2(n−l) 0 0
0 0 0
[
A1,2 0
0 A1,2
]
0
0 0 0 0
[
A1,3 0
]
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
.0 A1,3
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AβetA =
[
etA1 Φ(t)
0 Uβ(t)
]
,
where
Φ(t) =
t∫
0
e(t−s)A1 A12esA2 ds,
Uβ(t) =
⎡
⎢⎢⎢⎢⎣
Aβ1,2e
−t A1,2 0 0 0
a2
a1
(Aβ1,2e
t(−A1,2+a1) − Aβ1,2e−t A1,2 ) Aβ1,2et(−A1,2+a1) 0 0
0 0 Aβ1,3e
−t A1,3 0
0 0 a2a1 (A
β
1,3e
t(−A1,3+a1) − Aβ1,3e−t A1,3 ) Aβ1,3et(−A1,3+a1)
⎤
⎥⎥⎥⎥⎦ .
Note that∥∥Uβ(t)∥∥
(
2+ 2a2
a1
){
λ
β
l+1 + t−β
}
e(−λl+1+a1)t, t > 0. (3.27)
Consequently, from (3.13), (3.23), and (3.27), we have∥∥AβetA∥∥L(Z)  ∥∥etA1∥∥+ ∥∥Φ(t)∥∥+ ∥∥Uβ(t)∥∥ M˜(1+ t−β)e−κt, t > 0, (3.28)
where M˜ is the constant deﬁned by
M˜ = max
{
M ′ + M ′′ +
(
2+ 2a2
a1
)
λ
β
l+1,2+
2a2
a1
}
( 1),
which is independent of n.
The closed-loop system (3.7) is equivalently expressed as
ξ(t) = etAξ0 +
t∫
0
e(t−s)AAξ(s)ds. (3.29)
Operating on both sides of (3.29) with Aβ and estimating the norm ‖ · ‖Z yields
eκt
∥∥ξ(t)∥∥Zβ  d1 + d1t−β + d2
t∫
0
eκs
∥∥ξ(s)∥∥Zβ ds + d2
t∫
0
(t − s)−βeκs∥∥ξ(s)∥∥Zβ ds, t > 0, (3.30)
where
d1 := M˜‖ξ0‖Z , d2 := M˜‖A‖L(Z) max
{
1, λ−βl+1
}
.
In the above, we used (3.28) and ‖A−β‖L(Z) max{1, λ−βl+1}. By applying Lemma 3.2 to (3.30), we have
eκt
∥∥ξ(t)∥∥Zβ  E(t;1− β,d1,d1,d2,d2), t > 0, (3.31)
and
E(t;1− β,d1,d1,d2,d2) ∼= d1μ
−1
0 + d1Γ (1− β)μ−1+β0
d2μ
−2
0 + d2Γ (1− β)(1− β)μ−2+β0
eμ0t (t: suﬃciently large), (3.32)
where μ0 (> 0) is a unique solution on the positive real axis of d2λ−1 + d2Γ (1− β)λ−1+β = 1. From (3.31) and (3.32), we
get ∥∥ξ(t)∥∥Zβ = O (e−(κ−μ0)t) as t → ∞. (3.33)
Here, noting that d2 = M˜‖A‖L(Z) max(1, λ−βl+1) → 0 as n → ∞, it follows that μ0 → 0 as n → ∞. Therefore, there exists
a positive integer n2 such that
κ > μ0, ∀n n2. (3.34)
In this way, we see that ‖ξ(t)‖Zβ decays to zero as t goes to inﬁnity, if the integer n is chosen such that n n2.
Remark 3.2. In the case of β = γ = 14 + 
 , 0 < 
 < 14 , the states z1 and z2 in system (2.1), (2.2) decay to zero with respect
to the L2α norm.
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In this section, we show the result of a numerical simulation. In system (2.1), (2.2), we set a1 = 1, a2 = 0.7, α = 10, and
c1(x) = c2(x) = 1ε 1[1−ε,1](x) with ε = 0.05, where the function 1[1−ε,1](x) takes value 1 on [1− ε,1], and value 0 otherwise.
Moreover, we set 
 = 0.1 in (2.7).
First, we give κ = 5 and choose an integer l (l  0) as l = 1. In fact, the inequality −λl+1 + a1 < −κ holds with l = 1.
Then, we can calculate the matrices A1,1, B1,1, C1,1, and C2,1 in (3.1) as follows:
A1,1 =
[
1.0000 0
0 35.8696
]
, B1,1 =
[
3.1624
0.2149
]
,
C1,1 = C2,1 = [ 3.1624 −110.2320 ] .
Therefore, the coeﬃcients of the reduced-order model (3.3) are solved as
A1 =
⎡
⎢⎣
−1.0000 0 0 0
0 −35.8696 0 0
0.7000 0 0 0
0 0.7000 0 −34.8696
⎤
⎥⎦ , B1 =
⎡
⎢⎣
3.1624
0.2149
0
0
⎤
⎥⎦ ,
C˜1 =
[
3.1624 −385.8886 0 0
0 0 3.1624 −385.8886
]
. (4.1)
Then, we see that the model (3.3) is satisfying Assumption 3.1, since each element of C2,1 is not vanishing. In this simulation,
we choose a matrix F1 such that a set of eigenvalues of A1− B1F1 is equal to {−5,−6,−7,−8}. Also, we choose a matrix G1
such that a set of eigenvalues of A1 − G1C˜1 is equal to {−12,−13,−14,−15}. By using MATLAB Control System Toolbox,
the matrices F1 and G1 are solved as follows:
F1 = 103 × [ 0.0002 −0.2158 0.0006 3.6343 ] , G1 =
⎡
⎢⎣
1.3693 0.0968
0.0377 −0.0014
0.2875 1.6955
−0.0039 0.0334
⎤
⎥⎦ .
Thus, we can construct the control law (3.4) which works effectively as a stabilizing controller for the ﬁnite-dimensional
model (3.3). However, it cannot assure the closed-loop stability for the original system (2.10). Fig. 1 shows the simulation
result in the case of u(t) ≡ 0. Fig. 2 shows the simulation result of the closed-loop system consisting of (2.10) and (3.4),
which shows that spillover phenomenon arises because of the effect of unmodeled modes, in other words, it shows that the
C0-semigroup generated by the closed-loop operator has a positive growth bound.
Next, we apply the control law consisting of (3.5) and (3.6) to system (2.10). In Table 1, the notation “©” (resp. “×”)
indicates that system (2.10) was stabilized (resp. destabilized) by the control law (3.5), (3.6) with integer “n”. Here, we
remark that the order of RMF (3.5) is equal to 2(n − l) and the integer l = 1 is ﬁxed.
Fig. 3 shows the simulation result of the closed-loop system consisting of (2.10), (3.5), and (3.6), where n = 15. Thus, we
see that the control law consisting of (3.5) and (3.6) works effectively as a stabilizing controller for the original system (2.10).
In this simulation, it should be noted that the closed-loop system is stabilized with a small even number n = 2,4,6 as
shown in the table, although it is stated in Theorem 3.1 that “if the integer n is chosen suﬃciently large”.
To solve the two linear transport-diffusion equations (2.1) numerically, we used the ﬁnite difference method with mesh
width x = 0.02, and the Runge–Kutta method of the fourth order with time step t = 0.0001 for its time integration. For
the ﬁnite-dimensional controller (3.4) and the ﬁnite-dimensional controller (3.5), (3.6), we used the Runge–Kutta method
of the fourth order with the same time step t . As initial conditions, we set z1(0, x) = exp{−50(x − 0.3)2}, z2(0, x) =
exp{−50(x− 0.5)2} for (2.1), w1(0) = 0 for (3.4), and w1(0) = 0, w2(0) = 0 for (3.5), (3.6).
Appendix A. Derivation of (2.8)
From the ﬁrst equation of (2.3), we have
∂z1
∂t
(t, x) = −Lz1(t, x) = −L
(
z1(t, x) − ψ(x)u(t)
)
, (A.1)
since ψ ∈ H2(0,1) is the unique solution of the boundary value problem (2.9). Here, noting that
∂
∂n
(
z1(t, x) − ψ(x)u(t)
)∣∣∣∣
x=ξ
= g(ξ)u(t) − g(ξ)u(t) = 0,
we see that z1(t, ·) − ψu(t) ∈ D(A1). Therefore, Eq. (A.1) becomes
dz1
(t, ·) = −A1
(
z1(t, ·) − ψu(t)
)
. (A.2)dt
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Fig. 2. The case without RMF (3.5).
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Closed-loop stability.
n 2 3 4 5 6 7 8 9 10 11 12 13 14 15
Result © × © × © × © © © © © © © ©
Fig. 3. The case with RMF (3.5) n = 15.
Operating A
− 14−

1 (0< 
 <
1
4 ) on both sides of (A.2), we get
d
dt
A
− 14−

1 z1(t, ·) = −A
3
4−

1
(
z1(t, ·) − ψu(t)
)
= −A
3
4−

1 z1(t, ·) + A
3
4−

1 ψu(t)
= −A1A−
1
4−

1 z1(t, ·) + A
3
4−

1 ψu(t). (A.3)
Here, we used H2(0,1) ⊂ D(A
3
4−

1 ). Consequently, by deﬁning the new variable x1(t) = A
− 14−

1 z1(t, ·), we get
dx1(t)
dt
= −A1x1(t) + A
3
4−

1 ψu(t),
which is the ﬁrst equation of (2.8). Next, from the second equation of (2.3), we have
dz2
dt
(t, ·) = −A1z2(t, ·) + a1z2(t, ·) + a2z1(t, ·), (A.4)
since z2(t, ·) ∈ D(A1). Here, operating A−
1
4−

1 on both sides of (A.4) and deﬁning another new variable x2(t) = A
− 14−

1 z2(t, ·),
we get
dx2(t)
dt
= −A1x2(t) + a1x2(t) + a2x1(t),
which is equivalent to the second equation of (2.8). The last equation of (2.8) follows from the deﬁnitions of the inner
product 〈·,·〉α and the variables x1(t), x2(t).
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Note that A1,2 and e−sA1,2 have been identiﬁed with (n − l) × (n − l) matrices. Let
ζ =
[
ξ
η
]
∈ Rn−l × (I − Pn)L2α(0,1),
where ξ = [ξ1, ξ2, . . . , ξn−l]T . Then, we have
Wγ (s)ζ =
[
Aγ1,2e
−sA1,2 0
0 Aγ1,3e
−sA1,3
][
ξ
η
]
=
[
Aγ1,2e
−sA1,2ξ
Aγ1,3e
−sA1,3η
]
∈ Rn−l × (I − Pn)L2α(0,1).
The norm of Wγ (s)ζ (s > 0) is calculated as follows:∥∥Wγ (s)ζ∥∥2 = ∥∥Aγ1,2e−sA1,2ξ∥∥2 + ∥∥Aγ1,3e−sA1,3η∥∥2
=
n∑
i=l+1
∣∣λγi e−λi sξi∣∣2 +
∞∑
i=n+1
∣∣λγi e−λi s〈η,ϕi〉α∣∣2 = (∗). (B.1)
Now, let us set f (λ; s) = λγ e−sλ , λ λl+1 (> a1 + κ). Then, for each s > 0, it follows that
f (λ; s) {λγl+1 + s−γ }e−λl+1s for λ λl+1,
which means that
f (λi; s)
{
λ
γ
l+1 + s−γ
}
e−λl+1s for i  l + 1.
Therefore, we have
(∗) =
n∑
i=l+1
∣∣ f (λi; s)ξi∣∣2 + ∞∑
i=n+1
∣∣ f (λi; s)〈η,ϕi〉α∣∣2

[{
λ
γ
l+1 + s−γ
}
e−λl+1s
]2( n∑
i=l+1
|ξi|2 +
∞∑
i=n+1
∣∣〈η,ϕi〉α∣∣2
)
= [{λγl+1 + s−γ }e−λl+1s]2‖ζ‖2. (B.2)
Combining (B.1) and (B.2), we ﬁnally obtain∥∥Wγ (s)∥∥ {λγl+1 + s−γ }e−λl+1s, s > 0.
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