This paper provides a new approach for sequentially learning parameters and states in a wide class of state space models using particle filters. Our approach generates direct i.i.d. samples from a particle approximation to the joint posterior distribution of both parameters and latent states, avoiding the use of and the degeneracies inherent in sequential importance sampling. We illustrate the efficiency of our approach by sequentially learning parameters and filtering states in two models: a log-stochastic volatility model and robust version of the Kalman filter model with t-errors in both the observation and state equation. In both cases, we show using simulated data that our approach efficiently learns the parameters and states sequentially, generating higher effective sample sizes than existing algorithms. We use the approach for two real data examples, sequentially learning in a stochastic volatility model of Nasdaq stock returns and about predictable components in a model of core inflation. * Johannes is at the
Introduction
ticle approximation and document drastic improvements. Our approach can be viewed as an extension of their approach incorporating parameter learning.
To do this, we track recursively defined parameter sufficient statistics, s t , instead of the entire state history, x t , following Storvik (2002) and Fearnhead (2002) , who previously used particle filters for parameter estimation. By targeting p (θ, s t , x t |y t ) instead of p (θ, x t |y t ) (as is done in, for example, the resample-move algorithm of Gilks and Berzuini (2001) ), the dimensionality of the target distribution does not increase over time. This reduces the computational storage demands, but also mitigates the curse of dimensionality problem inherent in high-dimensional sampling problems, as argued by Chopin (2004) and Klaas, et al. (2005) . For pure state filtering, Klaas et al. (2005) 
This decomposes the joint learning problem into one of computing the marginal filtering distribution of sufficient statistics and states and updating parameters conditional on sufficient statistics. Notice the importance of using sufficient statistics: the filtering distribution is defined over s t and x t , whose dimensionality is fixed for all time periods. To generate an exact or direct i.i.d. sample from the particle approximation, we express p (s t+1 , x t+1 |y t+1 ) as a marginal distribution against the previous period's target distribution, p (θ, ) is a standard mixture distribution that can be directly sampled by selecting the mixture index (resampling), propagating x t , updating and s t , and then drawing parameters from p (θ|s t+1 ).
This initial resampling is crucial. It insures that high-likelihood state, sufficient statistics, and parameter particles are propagated forward. In the case of pure state filtering, Pitt and Shephard (1999) introduced the idea of resampling first, and they find drastic improvements. For the class of models we consider, our algorithm is fully-adapted, in the terminology of Pitt and Shephard (1999) , and therefore provides exact or i.i.d. samples from p N (θ, s t , x t |y t ). The main competitor method, Storvik (2002) , propagates first and then resamples, resulting in poor samples from particle approximation.
One of the key advantages of our approach is the ability to compute marginal likelihoods, integrating out both states and parameters. These marginal likelihoods can by used for sequential model specification and hypothesis tests using Bayes factors and also for computing standardized residuals. Computing Bayes factors in state space models is often difficult, even with MCMC methods. Marginal likelihoods are easy to compute using our particle filtering approach, providing a complete toolkit for estimation and inference as researchers can now learn about parameters, states, models and hypotheses sequentially through time. To our knowledge, this has never been done previously integrating out all of the parameter uncertainty.
To demonstrate our approach, we consider a range of empirical applications with both simulated and real data examples using a stochastic volatility model and an linear autoregressive model with t-distributed errors. Using simulated data, we show that our algorithm outperforms existing particle filtering algorithms such as Storvik's, accurately and efficiently learning the parameters and state variables for sample sizes commonly encountered in practice. In an extension of this paper, Carvalho, Johannes, Lopes, and Polson (2008) provide comparisons with MCMC algorithms and shows for the class of models considered here, that particle based algorithms provide equal or better accuracy than MCMC methods at a fraction of the computational cost. They also compare additional comparisons to the approach of Liu and West (2001) .
We consider two real data examples: modeling the stochastic volatility of Nasdaq 100 stock index returns and a model of PCE core inflation with persistent and transitory components, allowing for potential unit roots and non-normal shocks. We consider sequential parameter learning, sequential model choice and hypothesis testing. The stochastic volatility results are interesting in part because we consider a sample period beginning in 1999 when volatility was particularly high and continuing through 2004, 2005, and 2006 , when volatility was particularly low. The sequential parameter estimates highlight how investor's views about the structural parameters and volatility change over time. The model choice results provide strong evidence in support of a stationary stochastic volatility process.
The core inflation example generates even more interesting results. In addition to substantial variation in the parameter estimates over time, there is strong evidence for t-distributed shocks to the state equation, but little evidence for fat-tailed observation errors. This is indicative of outliers in the shocks to the predictable component. Combined with the high persistence of the persistent component, this creates problems for standard macroeconomic approaches to optimal monetary policy which often use quadratic objective functions. This is clearly problematic and points to the importance of explicitly modeling the policy makers preferences over tail behavior. Moreover, in all specifications there a evidence against a unit root, although the evidence is not overwhelming.
Finally, we discuss the issue of particle learning in large T samples. One potential criticism of sequential parameter learning using particle filtering methods is that some particle filtering algorithms degenerate for large sample sizes (Andrieu, Doucet, and Tadic (2005) ). We first show that our algorithms do not appear degenerate even for very long time series samples with T = 2500 monthly observations. The degeneracy occurs in algorithms that rely on learning the entire vector x t , which we avoid by the use of sufficient statistics. We also discuss the role of Monte Carlo errors, and the asymptotics (in both T and N ) associated with these algorithms.
The rest of the paper is outlined as follows. Section 2 provides the overall framework, algorithms, comparisons with existing algorithms, and detailed examples. Section 3 summarizes the simulated and real data examples for the stochastic volatility model and a model with t-distributed errors. Section 4 concludes.
State filtering and parameter learning
Consider a Markov state space model specified via the observation equation, p (y t |x t , θ), state evolution, p (x t+1 |x t , θ), initial state distribution, p (x 0 |θ), and prior parameter distribution, p (θ). We consider the broad class of models in which p (y t |x t , θ) and p (x t+1 |x t , θ) are discrete or scale mixtures of normal distributions. We also assume that the parameter posteriors must admit a conditional sufficient statistics, which are recursively defined via
This implies that p (θ|s t ) is a known, easy to simulate distribution. Later, in the context of specific conditionally Gaussian models, we will modify these sufficient statistics with additional auxiliary variables λ t+1 that modulate the non-normality of the errors.
We use particle methods to characterize p(θ, s t , x t |y t ) via a particle approximation:
where N is the number of particles and (θ, s t , x t ) (i) denotes the particle triplet of param- ). In practice, this is not computationally feasible for real time applications or for very large datasets. This would require running MCMC algorithms t-times, which is computationally prohibitive. Moreover, even in simple state space models, MCMC methods can suffer from well known problems such as slow convergence and can also be highly sensitive to parameterizations. Due to this, we consider only particle based algorithms.
General approach
Our general approach relies on a factorization of the joint posterior distribution:
by the definition of sufficient statistics. Thus, the joint learning problem decomposes into a filtering step, computing the marginal distribution of sufficient statistics and state variables, and a parameter updating step. This decomposing, to our knowledge, is new. Before discussing any sampling algorithms, there are a number of immediate implications. First, the dimensionality of the problem is fixed, as we track x t and s t . This can be contrasted with traditional sequential importance sampling algorithms and the resamplemove algorithm of Gilks and Berzuini (2001) 6 is fixed and does not suffer from exponential degeneracy or "curse of dimensionality" induced by tracking x t . Our contribution is not the introduction of sufficient statistics, as this was done earlier by Storvik (2002) in a pure particle filtering algorithm and Andrieu, de Freitas, and Doucet (1999) and Fearnhead (2002) in the context of the MCMC based resample-move algorithm.
Second, this decomposition implies that there is no need for MCMC methods, which are commonly used in sequential parameter and state learning algorithms (Andrieu, de Freitas, and Doucet (1999) , Gilks and Berzuini (2001) or Fearnhead (2002) ). In generating particle approximations to the joint posterior, our approach first generates draws from the particle approximation to p (s t+1 , x t+1 |y t+1 ) and then updates parameters. No additional iterative steps are required. Third, unlike sequential importance sampling, we draw the parameters from their appropriate posterior distribution, p (θ|s t+1 ). This is important because it provides fresh, updated parameter values. This additional randomness is crucial when learning parameters through time. As noted by Gilks and Berzuini (2001) , traditional sequential importance sampling algorithms rapidly degenerate for sequential parameter estimation because they do not provide an opportunity to draw values for the parameters conditional on the new data.
The key to the performance of our algorithm is the exact or direct sampling. To do this, we express
where
This is a slight abuse of notation since
is a degenerate distribution. Since s t and x t+1 are random variables, the sufficient statistics are also random and are be replenished in the filtering step. Given a particle approximation to p (θ, s t , x t |y t ), the joint filtering problem is given by
with mixture weights
. ) and then update the parameters from p (θ|s t+1 ) using the following algorithm:
Note that
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Step 1:
, where M ulti N is the multinomial distribution;
Step 2:
, y t+1 and compute s
Step 3:
The first step draws a mixture index, and then the next three sample from the appropriate conditional distributions. The mixture index sampling can be done via multinomial sampling (as in the above algorithm) or any of a number of other methods (see Carpenter, Clifford, and Fearnhead (1999) , Liu and Chen (1998) ).
The output of the particle filtering algorithm can be used to compute a number of important quantities, most notably marginal parameter posteriors, the marginal state filtering distribution, marginal predictive distributions, marginal likelihoods and marginal state smoothing distributions. The advantage of particle filters in this context is that it is straightforward to integrate out both parameter and state uncertainty to compute these distributions. We discuss these issues in greater detail below.
Before providing examples of the algorithm and adapting it to specific conditionally Gaussian models, we provide a general discussion of notable features of the approach with comparisons to existing approaches.
Discussion
• In the terminology of Pitt and Shephard (1999) , this algorithm is fully-adapted, providing a direct or exact draw from p
. Because of this, it will generally outperform other importance sampling algorithms such as Storvik (2002) . Because of the direct draw, notice that there is no re-weighting or importance sampling weights at the end of the algorithm.
• This algorithm does not apply in all settings, as it may not be possible to calculate p (y t+1 |x t , θ) or draw from p (x t+1 |x t , θ, y t+1 ). In the following sections, we show that this general algorithm can be adapted, via additional auxiliary state variables, to conditionally Gaussian state space models, as analyzed by Carlin, Polson, and Stoffer (1992) , Frühwirth-Schnatter (1994) , Kohn (1994, 1996) and Shephard (1994) . This is a very wide class of models, that is analytically tractable in our setting because of the discrete or scale mixture of normal distribution errors and the fact that the parameter posterior distributions admit conditional sufficient statistics. In this regard, the algorithm is similar to the Gibbs sampler.
• Sufficient statistics are clearly important, playing two roles. First, sufficient statistics imply that the sequential learning problem is of fixed dimension. This avoids the problems of sampling from increasingly high dimensional distributions. Second, models that admit fixed dimensional sufficient statistics have a certain amount of analytical tractability, implying that the sampling problems are reasonable, in some sense. By analogy, the Gibbs sampler can compute smoothing distributions in many models, provided the parameter posteriors admit conditional sufficient statistics. Also note that while the sufficient statistics have a deterministic recursive update, our algorithm generates draws from p N (x t , s t |y t ), which implies that the sufficient statistics are random. The sufficient statistic distribution would only degenerate if x t does, but this is unlikely due to the exact nature of our filtering algorithm using APF.
• In terms of particle filtering algorithms, the main competitor algorithm is Storvik (2002 (2008) show that even more marginalization is possible, leading to even more efficient algorithms.
• Care must always be taken when using Monte Carlo methods. This algorithm, like MCMC, generates Monte Carlo errors, and it is always important to monitor these errors. Although our approach generates independent exact samples from p
, there is still the sampling error since the true target is p (θ, x t , s t |y t ). At this point, two issues are important to discuss.
1. In comparing different particle filtering methods, metrics such as the effective sample size (ESS) are quite useful. The ESS monitors the diversity of the particles at the resampling stage. If there are N particles, the ESS is the number of unique particles after resampling. If the weights become highly skewed, then the ESS will be small and the algorithm will not provide a good approximation to p (θ, x t , s t |y t ). We are always careful to monitor the ESS and compare ours to those of alternative particle filtering algorithms. As we show later, our approach generates drastic increases in ESS compared to Storvik's algorithm.
2. For a given algorithm, choosing the number of particles is analogous to diagnosing convergence in MCMC algorithms. As in the case of MCMC methods, the accuracy of the particle filtering algorithms is a function of the dimension of the problem, the model, and the signal-to-noise ratio. One approach that we have used is to run the algorithm multiple times from the same initial conditions using different random seeds and then monitor the output. If the sequential posteriors change substantially across simulations, then the Monte Carlo error is clearly too large. The asymptotics of these algorithms are developed in Carvalho, Johannes, Lopes, and Polson (2008) , and are similar to the asymptotics of normal particle filtering algorithms. In general, for a fixed time-dimension, approximation errors shrink as N increases. Carvalho, Johannes, Lopes, and Polson (2008) also provide comparisons to MCMC algorithms, and show that our algorithm is often preferred to MCMC.
• It is also important to compare our algorithm with the sample-move algorithm, one of the first approaches used for sequential parameter and state learning. Gilks and Berzuini (2001) developed the algorithm, with additional results in Andrieu, de Freitas and Doucet (1999) and Fearnhead (2002) . These approaches track the entire history of states, x t , and use a combination of particle filtering and MCMC moves to jointly update θ and x t . The general resample-move algorithm of Gilks and Berzuini (2001) uses standard importance sampling methods to approximate p (x t |y t ). Previous applications of the resample-move algorithm considered only a small number of unknown model parameters. For example, Fearnhead (2002) and Gilks and Berzuini (2001) learn only one unknown parameter. Another way to see the differences is via a Rao-Blackwellization argument for p (θ|y t+1 ). in the resample-move algorithm, the marginal parameter posteriors are given by
, which is an integral over a t + 1 dimensional space, thus the curse of dimensionality. With sufficient statistics,
which is a lower-dimensional integral. Since all Monte Carlo algorithms suffer from the curse of dimensionality, parameter estimates using p (s t+1 |y t+1 ) are more efficient than those based on p (x t+1 |y t+1 ).
Priors
• From the above representation of the posterior, we have an equivalent prior mixture of the form
In the case of imformative conditionally conjugate priors we choose p(s 0 ) to be a point mass at the pre-specified hyperparameters and set the initial particles s (1961). Hence we initialize our particle draws s
For the use of half cauchy priors on variances see the discussion in Gelman et al (2007) .
Remember that priors such as p(θ, σ) ≡ 1/σ lead to improper posterior distributions in state space models.
• We can also address the sensitivity of the initial conditions as follows. Suppose that we wish to find the posterior π(θ|y) under a different prior π(θ) than used in the filtering algorithm. By Bayes rule we have
for any t. Hence if we have draws θ
we can use weights π
) and use the particle approximation π
. This allows you to do sensitivity calculations and to deal with vague priors where accumulation error might be high.
Priors can't be improper and too diffuse (eg σ v in an SV model).
• Accumulation Errors
Cases where uniformly bounded and others not (when observation variance is high). However, re-sampling first will always be better.
• The behaviour of the sufficient statistic distributions are well known in many common situations (West and Harrison, 1987 ) typically converging to a point and the parameter posteriors being conditionally normal.
algorithm
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where the shocks are independent standard normal random variables and
). There are many parameterizations of this model that could be analyzed. We assume an initial state distribution, x 0 ∼ N (µ 0 , σ 2 0 ) and standard conjugate priors for the parameters:
where N is the normal distribution and IG is the inverse gamma distribution.
The algorithm requires the predictive likelihood, the updated state distribution, the sufficient statistics, and the parameter posterior. The predictive likelihood used in the initial resampling step is p (
The updated state distribution is
p (x t+1 |x t , θ, y t+1 ) shows the sensitivity of state updating to parameters, one reason why the joint learning problem is more difficult than pure state filtering. For the parameters and sufficient statistics, write
, where Z t = (1, x t ) and β = (α x , β x ) . Then,
t+1 . The sufficient statistics are given by s t+1 = (A t+1 , B t+1 , c t+1 , C t+1 ), and the recursive mapping is given by
The hyperparameters are deterministic and given by a t+1 = 1 + a t and b t+1 = 1 + b t . The full algorithm consists of the following steps:
AR(1) model state filtering and parameter learning
t , y t+1 and s
A motivation using the fully adapted APF
To motivate our algorithm and why it outperforms Storvik's (2002) algorithm, consider the simpler case of pure state filtering, assuming parameters are known. Here, we compare and contrast traditional state filtering algorithms: the classic sampling/importance resampling algorithm of Gordon, Salmond, and Smith (1993) and the auxiliary particle filtering algorithm of Pitt and Shephard (1999) . The key insight is (a) the ordering of the algorithm matters, as they show that in many cases, resampling first and then propagating is generally preferred and (b) that y t+1 should be taken into account when propagating states. In the case of a fully-adapted auxiliary particle, the algorithm provides a direct i.i.d. draw, as opposed to an approximate draw using importance sampling, from p
). The merits of this algorithm have been repeatedly documented in many settings, but especially those with outliers or slight model misspecification.
Traditional particle filtering algorithms are based on the following recursive representation of the filtering distribution:
A particle approximation to p (x t |y t ) consists of N −weights π (i) t and states x (i) t for i = 1, ..., N . In many cases, the weights are equal, π
, which we assume without any loss of generality. With this approximation, the particle filtering approximation to
The main challenge is how to sample from this mixture distribution.
The classic algorithm draws from p
) using the sampling/importance resampling algorithm. This provides an approximate importance sample from p
) .
The algorithm consists of the following steps
Propagate:
and set x
Notice the order: the algorithm blindly propagates states and then resamples. The problem is that eventually observations arrive generating unbalanced weights: one of the p y t+1 |x
t+1 's is much larger than the others, and resampling replicates a small number of x (i) t+1 's. This is known as sample impoverishment. In the limit, all the particles could take a single value. The problem is that the algorithm propagates particles without reference to the new observation, y t+1 . Similarly, any outlying observations or model misspecification with create serious problems for this algorithm.
An alternative known as the fully-adapted auxiliary particle filter reverses the order: first resampling and then propagating. This algorithm can be motivated by first expressing the filtering density recursively via
Notice that this involves p (x t+1 |x t , y t+1 ) and p (y t+1 |x t ) instead of p (x t+1 |x t ) and p (y t+1 |x t+1 ). This generates a different particle approximation:
Again, filtering reduces to a sampling problem: how to sample from p
) is a standard discrete-mixture distribution, and the mixture weights are functions of y t+1 and x t and not x t+1 . Assuming that one can evaluate p (y t+1 |x t ) and draw from p (x t+1 |x t , y t+1 ), then it is possible to directly or exactly sampled from p
by first selecting mixture indices, and then simulating the states. The algorithm consists of the following steps
The fully-adapted APF has two key insights. First, the APF resamples first, then propagates. This is exactly the reverse order of the SIR algorithm and many other sequential importance sampling algorithms. At this initial stage, the algorithm resamples the old x (i) t particles by their predictive weights, p (y t+1 |x t ), propagating those particles that were most likely to have generated the next period's observation. Second, these high-likelihood particles are propagated forward using p (x t+1 |x t , y t+1 ), the posterior distribution of the state given past states and new data. This algorithm also coincides with an algorithm that uses the optimal importance function for propagating states, p (x t+1 |x t , y t+1 ) (see Doucet et al. (2001) or Doucet, Godsill, and Andrieu (2000) ) with initial resampling. As mentioned earlier, since p (y t+1 |x t ) is a flatter distribution than p (y t+1 |x t+1 ), the algorithm has a greater effective sample size than the SIR algorithm.
This fully-adapted APF provides direct sample from the distribution, p ). This is crucial in any sequential setting, as errors can accumulate. Direct or exact sampling is generally preferred to importance sampling whenever possible, except in certain degenerate cases. Our contribution is to extend this idea to the setting with parameter learning. In this regard, our approach can be viewed as an extension of the fully-adapted APF to the case of sampling from particle approximations to p (θ, s t , x t |y t ), which is why the algorithm performs better than existing algorithms.
Computing Bayes factors for model and hypothesis testing
In addition to sequential parameter estimation, particle filters are extremely useful for Bayesian model specification and hypothesis testing. Bayesian model comparison and hypothesis testing utilizes the Bayes factor, essentially a likelihood ratio between competing specifications. Formally, given a number of competing model specifications, generically labeled as model M i and M j , the Bayesian approach computes the Bayes factor:
providing a measure of the relative merits of the competing models. These model specifications could be nested or non-nested and could involve hypothesis tests regarding parameter values. In state-space models, it is useful to recursively define the Bayes factor as
where the change in the Bayes factor is driven by the new information embedded in the marginal likelihoods. Most applications utilize full-sample likelihood ratios, BF T i,j , providing an overall measure of model fit for entire sample.
The main computational problem is one of computing p(y t+1 |y t , M i ). This is the time t + 1 marginal likelihood component,
which is not known analytically and is difficult to compute, even using MCMC methods. Since our algorithm provides approximate samples from p (x t , θ|y t ), it is straightforward to compute Monte Carlo estimates of marginal likelihoods:
where (x t , θ)
is a particle sample from our algorithm. Notice, there are no importance sampling weights due to the exact or i.i.d. particle sampling.
Computing marginal likelihoods is a clear advantage of particle filters over competing methods such as MCMC. MCMC methods generally provide samples from the full-sample posterior, p θ, x T |y T , and in many cases it is difficult to use the output to compute marginal likelihoods, which are an integral against the prior distribution (see Han and Carlin (2001) for a review). A number of papers have analyzed model choice using particle filters, assuming the parameters are known (e.g., Kim, Shephard, and Chib (1998) and Johannes, Polson, and Stroud (2008) ).
Conditionally Gaussian state space models
The algorithm given earlier can be modified in a straightforward manner to handle errors that are discrete or continuous mixtures of normal distributions. This class of shocks has a long history in state space modeling. In the case of the smoothing problem, models with scale and/or discrete mixture errors have been extensively analyzed using MCMC methods, as mentioned above. The scale mixture class is quite broad, including the cases of implies that we allow for t−distributed errors, stable errors, double exponential errors, and discrete mixture errors. This latter case includes the important class of log-stochastic volatility models using the representation of Kim, Shephard, and Chib (1998) , which we analyze below.
One of the examples that we considered is a fat-tailed autoregressive model:
where the specification of λ t+1 = λ are independent inverse gamma variates (IG (ν/2, ν/2)) , then the model has t-distributed errors. This is a robust version of the linear Gaussian state space model commonly used, with the important extension that we are interested in additionally learning the parameters. Data augmentation is the key in this setting, not only for state filtering but also for generating sufficient statistics. With data augmentation, the sufficient statistic recursions are defined as
It is important to note that the parameter posteriors generally do not admit sufficient statistics unless we introduce the latent auxiliary variables.
The algorithm outlined in Section 2.1 requires an analytical form for p (y t+1 |x t , θ) and an ability to simulate from p (θ|s t+1 ) and p (λ t+1 , x t+1 |x t , θ, y t+1 ). For the discrete mixture models, these densities are analytically known and a straightforward modification can be used for the continuous mixture models.
Discrete mixtures
For the discrete mixture case, λ t+1 is an indicator variable taking a finite number of values. For simplicity, we focus the discussion on the case with mixture errors in the observation equation. The case with mixture errors in the state equation or both equations is handled similarly, although they are notationally more complicated. We also assume the discrete mixture transitions are i.i.d. with probabilities (p 1 , ..., p K ).
A popular example of this class of models is an accurate approximation of the logstochastic volatility first used in Kim, Shephard, and Chib (1998) . The traditional log SV model (Jacquier, Polson and Rossi (1994) ) is given by
where the errors are independent standard normal random variables. This model is Gaussian, but the observation equation is nonlinear. Defining y t = ln r 2 t ,
where t is a log (χ 2 1 ) random variable. Kim, Shephard, and Chib (1998) and Omori, Chib, and Shephard (2006) show that the distribution of t can be accurately approximated via a K-component discrete normal mixture approximation with fixed weights,
The indicator variable λ t+1 tracks the mixture components, with, for example, λ t+1 = j indicating a current state in mixture component j.
For the general class of discrete mixture models, if we assume that the distribution of y t+1 conditional x t and on being in mixture j is N α x + β x x t + µ j , σ
To propagate the states, note that
The distribution p (x t+1 |x t , θ, λ t+1 , y t+1 ) is Gaussian and p (λ t+1 |x t , θ, y t+1 ) is a discrete distribution, both of which can be easily sampled. Finally, the sufficient statistics are updated with s t+1 = S (s t , x t+1 , λ t+1 , y t+1 ).
The full algorithm for discrete mixtures is given by -------------------------------------Algorithm: Particle filtering and parameter learning for discrete mixtures
and set s
t+1 .
-------------------------------------

Stochastic volatility errors
Consider the stochastic volatility model from above
where p ( t ) = K j=1 p j φ j and each distributional component, φ j , is normal. We assume standard conjugate priors for the parameters. Thus, conjugate:
. To implement the algorithm, the predictive likelihood is given by
which implies that the weights, w t+1 (x t , θ) (i) , are easy to compute. The other required distributions for propagating the states are also easy to compute. First, p (λ t+1 |x t , θ, y t+1 ) is a known discrete distribution since
where the conditional likelihood is
Drawing from this distribution is straightforward. To update the persistent states,
Conditional on λ t+1 , the sufficient statistics and parameter posteriors are similar to those for the AR(1) example and are omitted.
Continuous mixtures
Continuous-mixtures are a bit more complicated and require a slight modification of the algorithm. This the case, for example, with t-distributed errors, stable errors, or double exponential errors. In this case, we write the particle distribution as
by first updating λ t+1 , then x t+1 , then s t+1 , and finally θ. As in Section 2.1, we rely on the factorization and careful marginalization arguments to generate samples from the joint distribution. Again, for notational simplicity, we consider the case with scale mixture errors in the observation equation, although we discuss the more general case with t-errors in both equations below in an example. The same argument directly applies to scale mixture errors additional in the state evolution. 
.
For common models with scale mixtures, all of these quantities can be sampled directly..
The algorithm for scale mixtures is -------------------------------------Algorithm: Particle filtering and parameter learning for continuous scale mixture
, y t+1 and set
). Of course, it is also possible to add an additional 'MCMC' step before drawing the parameters to draw λ t+1 conditional on x t+1 and then x t+1 given λ t+1 , as in Gilks and Berzuini (2001) .
Illustrative example: T-distributed errors
Assume that the state and observation error distributions are t−distributed with ν and ν x degrees of freedom, respectively. Using the scale mixture representation,
where the auxiliary variables are independent, λ t+1 ∼ IG (ν/2, ν/2) , and
/2) . Conditional on λ t+1 and ω t+1 , the model is conditionally Gaussian. The parameter distributions are the same as in the previous examples. Masreliez and Martin (1977) develop approximate robust state filters for models with t−distributed errors in either the state or observation equation, but not both. West (1981) and analyze the pure filtering problem. All of these papers assume the parameters are known. Storvik (2002) uses importance sampling to analyze sequential state and parameter learning assuming the observation errors, but not state errors, are t−distributed. Johannes, Polson, and Yae (2007) consider extensions that generate quantile errors, for robust estimation criterion.
Applying the general algorithm from earlier, p (y t+1 |θ, λ t+1 , ω t+1 , x t ) and p (x t+1 |θ, λ t+1 , ω t+1 , x t ) are required to implement our algorithm. The first defines the weights:
For the states,
, are straightforward modifications of the Kalman recursions. For the parameter posteriors and sufficient statistics, re-write the state equation as
where Z t = (1, x t ) and β = (α x , β x ) . This takes the form of a heteroskedastic regression, condiitonal on the states. Defining
, where
, and
The t-distributed error model requires the specification of the degrees of freedom parameter in the t-distributions. We assume that (ν, ν x ) are known parameters. The posterior distributions for the degrees of freedom do not admit fixed-dimensional sufficient statistics. However, it is possible to approximate the posterior by discretizing the support using our methodology. In simulations, we have found this approach to work well.
Illustrative examples
In this section, we provide a number of examples. The simulated data examples are used primarily to document the performance of the algorithms, and the real data applications provide new insights about stochastic volatility and inflation dynamics.
Stochastic volatility 3.1.1 Simulated data
We simulate 50 samples of length T = 100 from the stochastic volatility model for a range of parameters values to gauge the efficiency of our particle algorithm in comparison to Storvik's algorithm, the main competitor. For each series, we run particle filters with N = 5000 particles. The relatively short time spans are due to the computational demands of recursively running the particle filters on multiple datasets and parameterizations for two algorithms. Table 1 reports effective sample sizes for the two algorithms, reported as a percentage of the total particle numbers, with a cross-sectional estimate of the Monte Carlo error given in parentheses. For baseline parameters, we assume α x = 0 and consider a range Table 1 : Effective particle size of the filtering with sequential parameter learning. All numbers are expressed in the percentage of the physical particle size. Numbers in parenthesis are standard errors for the mean of effective particle size from 50 simulated time-series of length 100 which has SV errors. Physical particle size is 5000, and α = 0.
of parameters determining the signal-to-noise ratios. We use the following hyperparameters generating proper but relatively diffusive initial priors: Table 1 document a drastic improvement in the effective sample size of the exact or i.i.d. sampling algorithm when compared Storvik's algorithm. In some cases, the improved algorithm generates an almost four-fold increase in effective sample size, and in all cases the differences are large. The reason for this should be clear. Both algorithms use the same sufficient statistics, but the exact or i.i.d. sampling algorithm resamples first using p (y t+1 |x t ) and then propagates using the exact state posterior, conditional on x t and y t+1 . Storvik's algorithm resamples using p (y t+1 |x t+1 ), which is much more peaked than p (y t+1 |x t ) , generating highly unbalanced weights. There are a number of notable features of this simple example. First, for all of the estimates, the reduction in posterior resulting from increased data is clear. This is most easily seen for the parameters, as the posterior bands shrink over time. The sampling variability is large, but the posterior means toward the end of the sample are still well within the bands throughout. In the first portion of the sample, volatility was relatively high, which is reflected in the parameter posteriors via a higher value of α x , a lower value of β x , and a slightly higher value of σ x . This variation in posterior means, as well as quantiles, is natural as the state variables move through their state space as more data arrives. Second, parameter learning is quite smooth, with no evidence of particle degeneracy or "stickyness" in the estimates. Particle filters that perform poorly estimating parameters often generate estimates that do not move for many time periods. Third, the algorithm estimates all of the parameters accurately over time, converging to the true parameter estimates as new data arrives.
Real data
Next, consider a stochastic volatility model of daily Nasdaq 100 stock index returns from 1999 to August 2006. This time period is interesting because it includes an extremely high variance period in the first portion of the sample and a much lower variance portion in the second half of the sample. The prior hyperparameters are α x |σ
x /4), and σ 2 x ∼ IG (30, 0.725) . These priors allow for explosive volatility, as β x could be greater than one and are consistent with priors used previously in the literature. The algorithm was run using N = 5000 particles. This example is also of interest as the size of the dataset is much larger than those considered in the simulations, roughly 1500 data points.
The parameter estimation results are given in Figures 2, in the same format as Figure  1 . The filtered volatility states vary considerably over the sample, ranging from as high as 6% daily (95% annualized) during the busting of the 'Dot-Com' bubble to less then 1% daily (15% annualized) in 2006 during the quite period of the 'Great Moderation.' Again, the uncertainty over these estimates changes over time as a function of the overall level of volatility and the changing uncertainty over the parameter values.
The results also display substantial variation in the parameter estimates, most clearly in the degree of persistence, β x , and the mean parameter, α x . As volatility falls throughout the sample, it also becomes more persistent. This is picked up by a generally increasing posterior mean of β x . It is worth to note that the parameter posterior mean at the end of the sample is generally within the bands for the entire sample. Similar variation is clear for α x . With more data that is less volatile, the estimates of α x fall. Since the long run mean of x t is α x / (1 − β x ) (if it exists), the mean of x t does not necessarily change that much because the decrease in α x coincides with a general increase in β x . Again, there do not appear to be any degeneracy in the algorithm over time, as the posterior estimates are smooth.
Next, we consider two model specification/hypothesis testing examples, both executed sequentially through time. The first compares two competing specifications, one with normally distributed errors and the other with stochastic volatility errors. The second compares a model with a unit root in the state specification β x = 1, with an unrestricted version. In both cases, we report the logarithm (base 10) of the Bayes factor.
The top panel of Figure 3 provides the model specification tests. The results indicate a strong preference for the SV specification, with the log-likelihood ratio declining linearly approximately linearly throughout the sample. This occurs even with the substantial uncertainty over the parameters, indicating that unknown static parameters that are slowly learned over are insufficient, on their own, to generate the observed data. The bottom panel provides the results for the tests of the unit root. Formally, we evaluate the odds of H 0 : β x = 1 vs. H 1 : β x = 1, reported on a log-scale. Odds are related to probabilities via
Thus, a log-odds ratio of -1.5 (-3.5) corresponds to a posterior probability of the null of roughly 16.8% and 2.9%. At first glance, this would seem to be in conflict with the results in Figure 2 , which shows that the (5, 95) % posterior confidence band is slightly below 1, indicating that β x is statistically significantly less than 1. This is not true, however, and is just another example of Lindley's paradox, whereby p-values and Bayes factors give different conclusions when faced with the same data. Lindley's paradox largely arises because the t-tests, p-values, and even a Bayesian posterior confidence band for a given parameter all ignore the alternative hypothesis. Odds ratios take into account the alternative, which can lead to different conclusions when testing sharp null hypotheses. Table 2 : Effective particle size of the filtering with sequential parameter learning. Numbers are expressed in the percentage of the physical particle size. Standard errors for the mean of effective particle size are less than 3.5% from 50 simulated time-series of length 100 which are AR(1) with t-distributed observation errors with degree of freedom 3. Physical particle size is 5000. α = 0, β = 0.9.
T-errors 3.2.1 Simulated data
Next, we consider a model with t-distributed errors. As in the previous examples, we first compare our algorithm to Storvik's and then analyze a specific simulated time series. We simulate T observations assuming t-errors in the observation equation with ν = 3 with α x = 0 and β x = 0.9 and a range of volatilities generating different signal-to-noise ratios. We use the following prior hyperparameters: α x |σ Table 2 provides the effective sample sizes for our algorithm and Storvik's algorithm, again, demonstrating the drastic improvement in the effective sample size of using our exact or i.i.d. sampling algorithm. The orders of magnitude are similar to those in the stochastic volatility case, and the reasoning is the same as before, although the magnitude of the difference depends on the signal-to-noise ratio. The key is that our approach uniformly dominates Storvik's approach.
Next, we simulate a single time series of length T = 300 assuming α x = 0, β x = 0.9, σ = √ 0.1 ≈ 0.316, and σ x = √ 0.04 = 0.2, and implement our particle filtering algorithm with N = 5000 particles. The results are are summarized in Figure 4 , the format matching those given earlier. The results are qualitatively similar to those in the previous section. The speed of learning varies across the parameters, with relatively more rapid learning for α x , β x , and σ than σ x . This is due to the relatively low signal-to-noise ratio. Notably, the fat tails in the observation errors do not appear to create any problems for the algorithm.
Core PCE Inflation data
Next, we consider modeling the Federal Reserve's preferred inflation measure, the core personal consumption expenditures (PCE) price index using quarterly data from 1959 to 2006 for a total of T = 188 observations. The motivation for this application comes from Stock and Watson (2005) and Cecchetti, Hooper, Kasman, Schoenholtz, Stock, and Watson (2007) , who posit simple univariate state space models with transitory and persistent processes.
In our setting, we consider specifications with t-errors in either the observation or the state equation and allow β x < 1 (the previously mentioned papers constrain β x = 1). In particular, we are interested if there is evidence for fat-tailed innovations. This is important for a number of reasons, but maybe most importantly because it is common to specify normal shocks and quadratic objective functions for central bank policy makers. The presence of non-normal shocks questions the use of these quadratic objective functions.
We posit relatively uninformative priors that are given by α x |σ The filtered x t tracks the process relatively closely, as the first and second panels indicate. The filtered x t series clearly indicates that the increase in core inflation in the mid and late 1970s were due to rapid increases in the state, and not as much outliers in the observation equation. This indicates that the predictable component generates a large portion of the variability of the series. In fact, the the fact that variance decomposition
the persistent component is responsible for about 90% of the variation in core PCE, at least evaluated at posterior means at the end of the sample. This also corresponds to signal-to-noise entries in Table 2 that indicate our algorithm is vastly more efficient than Storvik's algorithm. Parameter learning proceeds relatively smoothly, although there are rapid upward revisions in beliefs about β x and σ x in response to the large shocks in the mid 1970s. For β x , the posterior mean is temporarily greater than 1, providing strong support for the unit root hypothesis in the 1970s. Over time, the posterior mean and bands on β x decrease, finishing below 1 at the end of the sample. The estimates of α x and σ x vary over time, but the posterior means are generally within the bands of the entire period. This indicates that there are not drastic changes in beliefs and parameter estimates, though moving around over time, are not unstable. Figure 6 provides the Bayes factors for model comparison and the unit root tests. For model comparison, we consider three specifications: (a) normal errors in both the observation and state equation, (b) normal state errors and t−observation errors, and (c) normal observation errors and t−state errors. In the first 25 years of the sample, there is not strong evidence supporting either specification. Only after the mid 1980s, does reasonable strong evidence emerge for t−errors in the state equation. Regarding the unit root tests, there is increasing evidence against a unit root that has largely accumulated since the early 1980s, and this is true for each of the specifications, but the evidence is not overwhelming. The strongest results generate a Bayes factors at the end of the sample of about -1.65, which implies that the probability that β x < 1 is about 16%. This is clear evidence against the unit root hypothesis, but is not by any means overwhelming.
Together, these results paint an interesting picture of the inflation process. There is strong evidence for large outliers in the state equation, but these shocks are extremely persistent but not permanent, since the bulk of the evidence supports values of β x less than one.
Learning in large samples
Last, we consider learning in very long time series. As discussed earlier, traditional importance sampling based algorithms for learning parameters will rapidly degenerate, as noted by Andrieu, Doucet and Tadic (2005) : "with limited resources, i.e. N fixed and finite, it is not possible to approximate properly the sequence of distributions" as the sample sizes increase (p. 2). This criticism does not apply to the algorithms here, because we approximate p (θ, s t , x t |y t ) instead of p θ, x T |y T , but it does raise an interesting issue about the performance of these methods in large samples.
In large samples, the marginal distributions of the parameters and sufficient statistics (although not the states) will eventually collapse, as standard, likelihood-based asymptotics would indicate. However, this does not imply, however, that the particle filtering methods developed in this paper will not work for large samples. The asymptotics referenced earlier indicate that for any fixed t, that large N will mitigate Monte Carlo error. The practical question then is how large does N have to be for practical applications?
It is first useful to review the asymptotics for MCMC methods, where the target distribution is p θ, x T |y T . Here, most theorems hold fixed the dimension of the dataset and let N (the Monte Carlo sample size increase). These asymptotics indicate that convergence is generally a function of the dimensionality of the problem, the signal-to-noise ratio, and even the parameterization. With MCMC, there are convergence issues associated with the Markov Chain, and then traditional Monte Carlo error in estimating expectations. Since the asymptotics typically fix T , and then study how many iterations are needed, they say little regarding how N should grow as T increases. Few results are available for this tradeoff. Simulated maximum likelihood or simulated method of moments are typically justified using similar asymptotics, assuming N is large enough to ignore Monte Carlo errors and then studying the behavior of estimators as T grows. Few of these methods provide explicit computable bounds, thus there is always uncertainty over the size of the Monte Carlo samples required to provide accurate inference.
With particle filters, the issues are simpler, at least along one dimension. They are simpler because the sampling is i.i.d. with no issues associated with Markov Chain convergence. The potential problem with our particle filtering approach is one of error propagation, a problem inherent in every particle filtering algorithm. If there is any error in the state filtering distribution at time t, this error can translate into the sufficient statistic distribution. Errors in sufficient statistic distribution could translate into errors in the parameter posteriors, which can feed back into errors in state filtering distribution. Although the errors can propagate, theory indicates that these errors are negligible for large N. Again, there are not explicit computable bounds.
The easiest way to analyze this issue is via simulations. We performed a large number of simulation studies to analyze this issue. We found little evidence of any degeneracies, and the algorithms accurately estimated the parameters. As an example, we provide one such simulation example using a Gaussian latent AR(1) model with parameters that are broadly consistent with monthly or quarterly macroeconomic data: β = 0.9, σ = 0.3, and σ x = 0.3. We simulated T = 2500 months of data and implemented our algorithm using N = 10000 particles. The results are in Figure (7) . Each of the parameters is accurately estimated in large samples and there is no evidence of any degeneracies. Like MCMC, the key is minimizing the Monte Carlo error. Since the algorithms that we develop are computationally simple, it is easy to use a large number of particles in practice. This example shows the accuracy of the methods, even in extremely large samples.
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In this paper, we provide an exact sampling algorithm for performing sequential parameter learning and state filtering for nonlinear, non-Gaussian state space models. The implication of this is that we do not resort to importance sampling, and thus avoid the well known degeneracies associated with sequential importance sampling methods. Formally, the only assumption we require is that the parameter posterior admits a sufficient statistic structure. We analyze the class of linear non-Gaussian models in detail, and exact state filtering is a special case of our algorithm. Thus, we provide an exact sampling alternative to algorithms such as the auxiliary particle filter of Pitt and Shephard (1999) and mixture Kalman filter of Chen and Liu (2000) We provide both simulation and real data examples to document the efficacy of the approach.
We are currently investigating a number of extensions and issues related to particle filters for parameter learning. First, and Johannes, Polson, and Yae (2007) consider multivariate extensions and extensions to robust state space models, those errors that coincide with popular quantile objective functions. Second, Carvalho, Johannes, Lopes, and Polson (2008) provide detailed comparisons between the algorithm developed here and other algorithms, such as MCMC or Liu and West (2001) . The results indicate that the approach developed in this paper is as accurate as MCMC, for a fraction of the computational cost, and uniformly dominates Liu and West (2001) , at least for conditionally Gaussian models. Additionally, this paper shows how to compute marginal smoothing distributions, p x T |y T using a variant of the FFBS algorithm (Frühwirth-Schnatter (1994) , Kohn (1994, 1996) or Shephard (1994) ) and how to extend the idea of sufficient statistics to state variables. Finally, we are studying the behavior of particle approximations in settings with large T , to understand how to increase N as T increases. . The thick gray line is the case t-error is in the observation equation and the black line is in the state equation. Bottom panel: Posterior Odds of unitroot versus non-unitroot, p(unitroot|y) p(non-unitroot|y) . The thick gray line is the case t-error is in the observation equation, the black line is in the state equation, and the dash line is normal error case.
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