Abstract-When performing predictive data mining, the use of ensembles is known to increase prediction accuracy, compared to single models. To obtain this higher accuracy, ensembles should be built from base classifiers that are both accurate and diverse. The question of how to balance these two properties in order to maximize ensemble accuracy is, however, far from solved and many different techniques for obtaining ensemble diversity exist. One such technique is bagging, where implicit diversity is introduced by training base classifiers on different subsets of available data instances, thus resulting in less accurate, but diverse base classifiers. In this paper, genetic programming is used as an alternative method to obtain implicit diversity in ensembles by evolving accurate, but different base classifiers in the form of decision trees, thus exploiting the inherent inconsistency of genetic programming. The experiments show that the GP approach outperforms standard bagging of decision trees, obtaining significantly higher ensemble accuracy over 25 UCI datasets. This superior performance stems from base classifiers having both higher average accuracy and more diversity. Implicitly introducing diversity using GP thus works very well, since evolved base classifiers tend to be highly accurate and diverse.
I. INTRODUCTION
PREDICTIVE data mining deals with the problem of estimating the value of a target variable based on a number of input variables (attributes). If the target variable is continuous, the task is called regression and if it is categorical, the task is termed classification. Models are typically constructed by using some statistical or machine learning technique on a set of training data, where values for the target variable are known, and the model then learns a function from the input vector to the target variable.
The aim is to produce models that perform well on unseen data, i.e. models with high predictive accuracy. Many different techniques for producing such models exist, with transparent models being preferred when models need to be interpretable or comprehensible. Among transparent models, decision trees are the most commonly used representation and a wealth of powerful decision tree algorithms exist, e.g. C4.5/C5.0 [1] and CART [2] . Opaque models include artificial neural networks (ANNs) and support vector machines (SVMs). Whether using transparent or opaque models, it is a known fact that predictive accuracy can be increased by using ensembles, i.e. composite models consisting of aggregated multiple models, called base models, each constructed separately. Ensembles can be All authors are with the School of Business and Informatics, University of Borås, SE-50190 Borås, Sweden. Email: {ulf.johansson, cecilia.sonstrod, tuve.lofstrom, rikard.konig}@hb.se created from virtually any kind of model, e.g. decision trees or ANNs. Successful ensembles rely on the fact that the base classifiers make different and most desirably independent errors, so that averaging predictions will eliminate these errors. It is thus important to obtain ensembles with some diversity, i.e. where base classifiers make their errors on different instances.
When constructing ensembles, the two most important choices are how to construct the base models and how to combine predictions from the base models. When using a deterministic machine learning technique (for instance C5.0 decision trees) to create the base models, diversity must somehow be introduced into the ensemble by obtaining different base models from the same dataset. One such technique is bootstrap aggregating, more commonly known as bagging, introduced by Breiman in [3] , where base models in an ensemble are trained using slightly different parts of the available training data.
GP has in many studies proved to be a very efficient search strategy for data mining problems. Often, GP results are comparable to, or even better than, results obtained by more specialized machine learning techniques. One example is when GP is used for classification, and the performance is compared to decision tree algorithms or rule inducers. Specifically, several studies show that decision trees evolved using GP often are more accurate than trees induced by standard techniques like C4.5/C5.0 and CART; see e.g. [4] and [5] . The main reason for this is that GP is a global optimization technique, while decision tree algorithms typically choose splits greedily, working from the root node down. Informally, this means that GP often will make some locally sub-optimal splits, but the overall model will still be more accurate and more general.
Often, however, the inherent inconsistency (i.e. that runs on the same data using identical settings can produce different results) of GP is cited as a disadvantage for data mining applications, based on the argument that decisionmakers want to understand models and that several different models from the same data are confusing. But, when building ensembles, GP inconsistency can be utilized to obtain diverse ensembles, thus increasing predictive accuracy. The main purpose of this study is therefore to build ensembles of decision trees generated by GP, and compare these, regarding both predictive accuracy and diversity, to ensembles created using standard bagging.
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Ulf Johansson, Cecilia Sönströd, Tuve Löfström and Rikard König P II. BACKGROUND An ensemble is a composite model aggregating multiple base models, so the ensemble prediction, when applied to a novel instance, is a function of all included base models. Ensemble learning, consequently, refers to a large collection of methods that learn a target function by training a number of individual learners and combining their predictions.
The most intuitive explanation for why ensembles work is that combining several models using averaging will eliminate uncorrelated base classifier errors; see e.g. [6] . Naturally, this requires that base classifiers commit their errors on different instances -there is nothing to gain by combining identical models. Informally, the key term diversity therefore means that the base classifiers make their mistakes on different instances. The important result that ensemble error depends not only on the average accuracy of the base models but also on their diversity 1 was formally derived by Krogh and Vedelsby in [7] . Based on this, the overall goal when creating ensembles is to combine models that are highly accurate, but differ in their predictions. Unfortunately, base classifier accuracy and diversity is highly correlated, so maximizing diversity would most likely reduce the average accuracy. In addition, diversity is, for predictive classification, not uniquely defined. Because of this, several different diversity measures have been suggested, and to further complicate matters, no specific diversity measure has shown high correlation with accuracy on novel data. As mentioned above, Krogh and Vedelsby derived an equation stating that the generalization ability of an ensemble is determined by the average generalization ability and the average diversity (ambiguity) of the individual models in the ensemble. More specifically; the ensemble error, E, can be expressed as:
where E is the average error of the base models and A is the ensemble diversity, measured as the weighted average of the squared differences in the predictions of the base models and the ensemble. In a regression context and using averaging to combine predictions, this is equivalent to:
So, the error of the ensemble is guaranteed to be less than or equal to the average error of the base models. The first term is the (possibly weighted) average of the individual classifiers and the second is the diversity term; i.e. the amount of variability among ensemble members. Since diversity is always positive, this decomposition proves that the ensemble will always have higher accuracy than the average accuracy obtained by the individual classifiers. The problem is, however, the fact that the two terms are normally highly correlated, making it necessary to balance them rather than just maximize diversity.
By relating this to the bias-variance decomposition and assuming that the ensemble is a convex combined ensemble (e.g. using averaging), a bias-variance-covariance decomposition can be obtained for the ensemble MSE; see (3) below.
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From this it is evident that the error of the ensemble depends critically on the amount of correlation between models, quantified in the covariance term. Ideally, the covariance should be minimized, without causing changes in the bias or variance terms.
When discussing ensembles in a classification context, it should be noted that unless classification is handled like an instance of regression (i.e. the outputs are ordinal and typically represent probabilities) the framework described above does not apply. When the predictors are only able to output a class label, the outputs have no intrinsic ordinality between them, thus making the concept of covariance undefined. Using a zero-one loss function, there is no clear analogy to the bias-variance-covariance decomposition. So, obtaining an expression where the classification error is decomposed into error rates of the individual classifiers and a diversity term is currently beyond the state of the art. Instead, methods typically use heuristic expressions that try to approximate the unknown diversity term.
So, the question of how to balance base classifier accuracy against diversity is far from solved and it is furthermore not even evident how to measure diversity. When the task is classification, it is obvious to search for a diversity measure well correlated with majority voting. Unfortunately, no such measure has been found, despite extensive experimentation [8] . For example, in [9] , ten different diversity measures were evaluated on binary classifier outputs; i.e. correct or incorrect vote for the correct class. The main result was that all diversity measures showed low or very low correlation with test set accuracy. Despite this, diversity has been experimentally shown to be beneficial when building classification ensembles.
In this study, the two diversity measures used were disagreement and double fault, both based on pair-wise comparisons between all base classifiers in the ensemble. Disagreement is the ratio between the number of instances on which one classifier is correct and the other incorrect to the total number of instances, and is thus calculated using: 
For an ensemble consisting of L classifiers, the averaged diversity (i.e. disagreement or double fault), D, over all pairs of classifiers is:
Bagging obtains diversity by using resampling to create different training sets for each base classifier; each training set has the same size as the original training set, but will contain multiple copies of some instances and lack other instances. The implicit diversity thus introduced by bagging, by giving base classifiers access only to a subset of the available training data, will result in weaker (i.e. lower prediction accuracy) base classifiers than if they were trained using all available training data. Another method that introduces diversity implicitly is random forests [10] , using randomness in both feature and instance selection for base classifiers. Successful as these approaches are, it is important to remember that introducing diversity by limiting the capability of the base classifiers to model the whole data set will generally result in lower base classifier accuracy. It is not obvious that introducing diversity by deliberately weakening the base classifiers is the best way to handle the trade-off between base classifier accuracy and diversity in order to obtain high ensemble accuracy.
A different approach is to utilize an indeterministic technique for the base classifier construction, and thus introduce implicit diversity by building each base classifier model, still using all available training data. For example, if ANNs are used as base classifiers, using different architectures or even just randomizing initial weights will result in some diversity among base classifiers. Obviously, the key to this approach is that the indeterministic technique is capable of producing accurate and sufficiently diverse models.
G-REX is a general data mining framework based on GP; see [11] , originally designed as a rule extraction tool [12] . One key property of G-REX is the ability to use a variety of different representation languages, just by choosing suitable function and terminal sets, and specifying a BNF-style grammar. G-REX has previously been used for both rule extraction (from opaque models) and rule induction (directly on data), using, for instance, decision trees, regression trees, Boolean rules and fuzzy rules. For a summary of the G-REX technique and previous studies, see [13] .
For predictive modeling, the fitness function is usually based on accuracy in some way, and there is also the option of including a length penalty to encourage shorter representations, either to increase comprehensibility or to avoid over-fitting.
III. METHOD
All experiments were conducted using the data mining workbench WEKA [14] . Ensembles of three different decision trees using WEKA's bagging option were used for comparison.
A. Techniques
The chosen techniques were J48 (the WEKA C4.5 implementation) and REPTree, which is the default choice of base classifier for bagging in WEKA. The motivation for using J48 trees is that they represent the state-of-the-art decision trees. REPTree is an efficient decision tree algorithm that uses information gain and reduced-error pruning to build trees. Since no calculation of diversity measures is included in WEKA, this was added along with calculation of base classifier accuracy, without modifying the model construction.
For the GP ensembles, decision trees built by rule induction with G-REX were used as base models, using a grammar similar to standard decision trees, shown in Figure  1 below. The sets F and T describe the available functions and terminals, respectively. Here, the functions used are an if-statement and three relational operators. The terminals are attributes from the data set and random real numbers. The GP settings used for generating base models are given in Table I below. 
B. Data sets
The 25 datasets used are all publicly available from the UCI Repository [15] . For a summary of dataset characteristics see Table II below. Instances is the total number of instances in the dataset. Classes is the number of output classes in the dataset. Cont. is the number of continuous input variables and Cat. is the number of categorical input variables. 
C. Experiments
For all experimentation, 4-fold cross validation was used. 9 base classifiers were bagged for all techniques, and WEKA's averaging mechanism for ensemble voting was used when combining the base models. The most obvious result is that GP is in a class of its own, winning more than two-thirds of all datasets. Performing a direct comparison between GP and J48, where GP wins 18 out of 25 datasets, a one-tailed sign test with 25 datasets gives a p-value of 0.022, thus indicating a significant difference between the two techniques at α = 0.05. Performing the same pair-wise test against REPTrees, the numbers are 16 wins and 1 draw for GP, resulting in a pvalue of 0.076, i.e. significant at α = 0.10, but not at α = 0.05. However, one more win would suffice to obtain significance at α = 0.05. Regarding base classifier accuracy, GP wins a majority of the datasets, and J48 also performs well. The reason for GP obtaining the most accurate base classifiers is most likely that each GP base classifier has access to all training data, while J48 and REPTrees have to use bootstraps. Some interesting observations can be made when comparing ensemble and base classifier accuracies. Although high base classifier accuracy is obviously important for ensemble accuracy, it is striking that for as many as nine datasets, the winning technique does not have the highest average base classifier accuracy. Looking at the different techniques from this perspective, GP obtains the highest base classifier accuracy on only 11 of its winning datasets, indicating that good base classifier performance is only part of the explanation for the superior ensemble accuracies. For J48, it is notable that having the highest average base classifier accuracy only leads to the highest ensemble accuracy on 3 out of 10 datasets. Table IV shows diversity results for all techniques. Note that for disagreement, a high value indicates more diverse base classifiers, but that for double fault, a low value means more diversity. As seen in the table, there is a quite clear ordering for disagreement, with GP getting the highest disagreement, followed by REPTree and then J48. When comparing the disagreement results to the accuracy results in Table III , a rather clear picture emerges, especially for J48. On all seven datasets where J48 fails to obtain the highest ensemble accuracy, despite having the highest average base classifier accuracy, it has significantly lower disagreement than GP. This indicates that it is often the case that when J48 has highly accurate base classifiers, they tend to be too homogenous to serve well together as base classifiers in an ensemble.
IV. RESULTS
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Using double fault, both GP and J48 obtain much higher diversity than REPTree, which is partly explained by their superior base classifiers. It is remarkable to note the strong correlation between double fault and ensemble accuracy; on all but three datasets, the technique with the lowest double fault value emerges as ensemble accuracy winner. Looking at how the three techniques rank on different measures, the correlation between double fault and ensemble accuracy is, in this study, actually much stronger than between base classifier accuracy and ensemble accuracy, or, for that matter, between base classifier accuracy and double fault.
V. CONCLUSIONS
In this study, GP has been used for tree induction in order to achieve implicit diversity between base classifiers in ensemble models. This approach contrasts with the established bagging technique, which seeks to obtain diversity among the base classifiers in an ensemble by training them on different subsets of the data, thus resulting in weaker models being used for building the ensemble. The aim was to investigate whether GP could obtain sufficiently more accurate base classifiers than bagging, and also carry this advantage over to ensemble accuracy. Since diversity is known to be beneficial for ensemble construction, the intention was also to analyze diversity in ensembles created by GP and to compare this against the diversity obtained when using standard bagging.
Most importantly, the experimental results show that ensembles of trees evolved by GP perform significantly better regarding accuracy than ensembles constructed by bagging decision trees built with C4.5 or reduced errorpruning. Interestingly enough, the superior performance of GP is due to both the higher base classifier accuracies and the higher diversity achieved.
The generally higher base classifier accuracies are explained by each base classifier being built using all available training data. The fact that the inherent inconsistency of GP actually produced more implicit diversity than bagging was, on the other hand, somewhat unexpected. This result, together with the highly accurate base classifiers is, however, a very strong argument for the use of GP in ensemble creation.
An interesting observation is that diversity, measured as double fault, had a very strong impact on ensemble accuracy. As a matter of fact, the technique obtaining the lowest double fault value also had the highest ensemble accuracy on 22 of 25 datasets.
Overall, the experiments indicate that standard bagging often may result in base models being either too weak, or too homogenous, and that GP could contribute to ensemble creation techniques by providing highly accuracy, but still diverse base models.
VI. FUTURE WORK
The fact that GP was able to obtain diversity more or less "for free" makes it an interesting alternative also for other ensemble designs. Using an evolutionary approach for boosting actually has another attractive property, since the strategy that harder instances (instances where many base models fail) should be prioritized, could be implemented quite straightforwardly in the GP fitness function. With this in mind, we will, in a future study, investigate if evolved base classifiers could be successfully boosted.
