The binary non-linear Kerdock codes are Gray images of Z4-linear Kerdock codes of length N = 2 m . We show that exponentiating ı = √ −1 by these Z4-valued codewords produces stabilizer states, which are the common eigenvectors of maximal commutative subgroups (MCS) of the Pauli group. We use this quantum description to simplify the proof of the classical weight distribution of Kerdock codes. Next, we partition stabilizer states into N + 1 mutually unbiased bases and prove that automorphisms of the Kerdock code permute the associated MCS. This automorphism group, represented as symplectic matrices, is isomorphic to the projective special linear group PSL(2, N ) and forms a unitary 2-design. The design described here was originally discovered by Cleve et al. (2016) , but the connection to classical codes is new. This significantly simplifies the description of the design and its translation to circuits.
I. INTRODUCTION
Quantum computers promise enormous computational speedups over classical supercomputers for certain problems. Today, these devices are moving out of the lab and becoming generally programmable [1] . Since quantum computers are noisy, they will most likely employ quantum error-correcting codes (QECCs) to ensure reliability of computation. Classical error-correcting codes inspired the discovery of the first QECC [2] , as well as the subsequent development of CSS codes [3] , [4] and stabilizer codes [5] , [6] (see [7] for the history). The Heisenberg-Weyl group HW N and its normalizer in the unitary group, called the Clifford group Cliff N , are fundamental to quantum computation. A central theme in this paper is that, beyond inspiring the construction of QECCs, classical-quantum interactions still prove mutually beneficial for other purposes. This paper will attempt to include sufficient material to garner interest from both communities.
A motivation for our work is that, prior to running applications, a quantum computer needs to have its quality assessed, in terms of the fidelity of its quantum operations. The randomized benchmarking protocol [8] is a well-established scheme that estimates the fidelity of the noise in the system by twirling the underlying channel through a randomized sequence of gates and calculating the fidelity of the resulting depolarizing channel. The depolarizing channel can be interpreted as the quantum analogue of the binary symmetric channel in classical communication theory. This protocol requires that the sequence of gates be sampled from an ensemble of unitaries that form a unitary 2-design. Such designs have recently been used for phase retrieval [9] as well, among other applications.
A unitary t-design is a probability distribution on an ensemble of unitaries that approximates the Haar distribution on the unitary group up to the t-th moment. It is easy to analyze protocols that randomly sample unitary matrices with respect to the Haar measure, but such sampling is infeasible. Hence there is interest in finite ensembles of unitary matrices that approximate the Haar distribution. Cliff N is known to be a unitary 3-design [10] , and the proof by Webb involves the concepts of Pauli mixing and Pauli 2-mixing (see Section IV).
However, Cliff N has size 8·2 m 2 +2m m j=1 (4 j −1) which is much larger than the best lower bound of ≈ 2 4m for any unitary 2-design, established by Gross, Audenaert and Eisert [11] . They also discuss the existence of Clifford ensembles that saturate this bound. Although random circuits are known to be exact or approximate unitary 2-designs [12] , deterministic constructions can help in facilitating practical realizations.
Cleve et al. [13] have recently described an explicit subgroup of Cliff N that is a unitary 2-design. The primary contribution of this paper is to use the classical binary Kerdock codes to simplify the construction of this quantum unitary 2design and its translation to circuits. In the other direction, we also show that the quantum connection of Kerdock codes enables a simplified proof for their classical weight distribution.
II. THE HEISENBERG-WEYL AND CLIFFORD GROUPS
The Heisenberg-Weyl and Clifford groups are fundamental to quantum computation, and this section summarizes the mathematical framework introduced in [3] , [5] , [6] , and described more completely in [14] .
Remark 1: Throughout the paper, we adopt the convention that all binary vectors are row vectors, and Z 4 -, real-or complex-valued vectors are column vectors, where Z 4 {0, 1, 2, 3} is the ring of integers modulo 4. For κ ∈ Z 4 , the values ı κ with ı √ −1 are called quaternary phases. A single qubit is a 2-dimensional Hilbert space, and a quantum state v is a superposition of the two states e 0 [1, 0] T , e 1 [0, 1] T which form the computational basis.
Thus v = αe 0 + βe 1 , where α, β ∈ C satisfy |α| 2 + |β 2 | = 1 as per the Born rule. The Pauli matrices are 
We describe m-qubit states by (linear combinations of) mfold Kronecker products of computational basis states, or equivalently by m-fold Kronecker products of Pauli matrices.
where U N denotes the group of all N × N unitary operators. The Heisenberg-Weyl group HW N (also called the m-qubit Pauli group) consists of all operators ı κ D(a, b), where κ ∈ Z 4 . The order is |HW N | = 4N 2 and the center of this group
The standard symplectic inner product in F 2m 2 is defined as
where the symplectic form Ω 0 I m I m 0 (see [5] , [14] ).
[a, b] for all κ ∈ Z 4 , has kernel ıI N and allows us to represent elements of HW N as binary vectors.
The Clifford group Cliff N consists of all unitary matrices g ∈ C N ×N for which gD(a, b)g † ∈ HW N for all D(a, b) ∈ HW N , where g † is the Hermitian transpose of g [15] . Cliff N is the normalizer of HW N in the unitary group U N . The Clifford group contains HW N and its size is |Cliff N | = 8 · 2 m 2 +2m m j=1 (4 j − 1) [5] . Every operator g ∈ Cliff N induces an automorphism of HW N by conjugation. The inner automorphisms, induced by conjugation with HW N elements, preserve every conjugacy class {±D(a, b)} and {±ıD(a, b)}, because (4) implies that elements in HW N either commute or anti-commute. Matrices D(a, b) are symmetric or antisymmetric according as ab T = 0 or 1, hence the matrix
is Hermitian. Note that E(a, b) 2 = I N . The automorphism induced by a Clifford element g satisfies
is a 2m × 2m binary matrix that preserves symplectic inner products:
Hence F g is called a binary symplectic matrix and the symplectic property reduces to F g ΩF T g = Ω, which encodes the fact that the automorphism induced by g must respect commutativity in HW N . Let Sp(2m, F 2 ) denote the group of binary symplectic 2m × 2m matrices. The map φ : Cliff N → Sp(2m, F 2 ), defined by φ(g) F g , is a homomorphism with kernel The number of 1s in Q and P directly relates to number of gates involved in the circuit realizing the respective unitary operators (see [14, Appendix I] ). The N coordinates are indexed by binary vectors v ∈ F m 2 , and ev denotes the standard basis vector in C N with an entry 1 in position v and all other entries 0. Here H 2 t denotes the Walsh-Hadamard matrix of size
HW N , i.e., every Clifford operator maps down to a symplectic matrix F g . Thus, HW N is a normal subgroup of Cliff N and Cliff N /HW N ∼ = Sp(2m, F 2 ). project onto the ±1 eigenspaces of E(c, d), respectively. Remark 2: Since all elements of S are unitary, Hermitian and commute with each other, they can be diagonalized simultaneously with respect to a common orthonormal basis, and their eigenvalues are ±1 with algebraic multiplicity N/2. We refer to such a basis as the common eigenbasis or simply eigenspace of the subgroup S, and to the subspace of eigenvectors with eigenvalue +1 as the +1 eigenspace of S.
, then the operator
formed by the binary representations of the elements of S using the homomorphism γ. Then a generator matrix for γ(S) (when all i = 1) is
where 0 is the k × k matrix with all entries zero. A stabilizer group S defined by k = m generators is called a maximal commutative subgroup of HW N and γ(S) is called a maximal isotropic subspace of F 2m 2 . The generator matrix G S has rank m and can be row-reduced to
We will denote these subgroups as
Since dim V (S) = 2 m−m = 1, the subgroup S fixes exactly one vector. The N eigenvectors in an orthonormal eigenbasis for S are defined up to an overall phase and called stabilizer states [15] .
III. WEIGHT DISTRIBUTION OF KERDOCK CODES
Kerdock codes were first constructed as non-linear binary codes [16] , as were the Delsarte-Goethals codes [17] . In this section, we first describe the Kerdock codes as linear codes over Z 4 [18] . Then, we make a connection between the Kerdock (and Delsarte-Goethals [19] ) codes and maximal commutative subgroups of HW N via stabilizer states, use this relation to compute inner products between stabilizer states, and hence calculate weight distributions of Kerdock codes. The correspondence between classical and quantum worlds simplifies the calculation given in [20] significantly. For simplicity, we use only the properties of the Kerdock set here. We will briefly describe their construction in Section IV and use that in the construction of our unitary 2-design.
The Kerdock set P K (m) is a collection of N binary m × m symmetric matrices that is defined by the following properties: it is closed under binary addition, and if P, Q ∈ P K (m) are distinct, then P + Q is non-singular. The codewords of the length-N Z 4 -linear Kerdock code K(m) can be expressed as [xP x T + 2wx T + κ] (mod 4), where x ∈ F m 2 chooses the symbol index in a codeword, and the codeword is determined by the choice of P ∈ P K (m), w ∈ F m 2 and κ ∈ Z 4 . The scalar ı can be exponentiated by these codewords, entry-wise, to obtain complex vectors of quaternary phases {1, ı, −1, −ı}. The Gray map is a scaled isometry from (length-N vectors of quaternary phases, squared Euclidean metric) to (Z 2N 2 , Hamming metric) defined by g (1) 00, g(ı) 01, g(−1) 11, and g(−ı)
10. Note that the Gray map can equivalently be defined as an isometry from (Z 4 , Lee metric) (defined below). The codewords of the binary non-linear Kerdock code of length 2 m+1 are obtained as Gray images of the above Z 4valued codewords.
Definition 3: The Lee weight of u ∈ Z N 4 is w L (u) n 1 (u) + 2n 2 (u) + n 3 (u), where n κ (u) denotes the number of entries of u with value κ, and the Lee distance between
. The Gray isometry is formalized in the following lemma. Lemma 4: Let u, v ∈ C N be two length-N vectors of quaternary phases and d H denote Hamming distance. Then
Next, we prove a lemma establishing the relation between any binary symmetric matrix P (not necessarily in P K (m)) and the common eigenspace of E([I m | P ]). Note that we do not normalize eigenvectors in this section since the Gray map needs to be applied to quaternary phases. 
It is easily verified that for any a ∈ F m 2 ,
These vectors (when normalized by N − 1 2 ), for all w ∈ F m 2 , are stabilizer states corresponding to subgroups of the form E([I m | P ]), and enable a useful connection between the classical and quantum worlds. Each subgroup yields a set of N stabilizer states (one per w) which we will denote by V P .
Lemma 6: For P 1 , P 2 ∈ P K (m), fix v ∈ V P2 and let u run through V P1 . Then the inner products are
if P 1 = P 2 and u = v, 2 m if P 1 = P 2 , 2 2m if (P 1 = P 2 and) u = v.
(11)
Proof: The proof uses the fact that rank(P 1 + P 2 ) ∈ {0, m} and rewrites the inner product as Tr(uu † · vv † ). Hence we only need to calculate the trace inner product between onedimensional projectors that can be written in the form of (8) with k = m and i = ±1 based on the eigenvalue for each stabilizer generator. See [19] for details and the general proof when P 1 and P 2 are from the Delsarte-Goethals set, which contains all binary symmetric matrices and hence P K (m).
Theorem 7: Let m be odd. The weight distribution B i , i = 0, . . . , 2 m+1 , of the classical binary Kerdock code of length 2 m+1 is as follows. Let n j be the number of indices x ∈ F m 2 for which (c u ) x − (c v ) x = j, for j ∈ Z 4 . Since the Gray map preserves the Lee metric, the Hamming distance between the Gray images of c u and c v is d H (g(c u ), g(c v )) = n 1 +2n 2 +n 3 . Since n 0 +n 1 +n 2 +n 3 = 2 m we simply have to relate n 0 and n 2 to obtain d H (g(c u ), g(c v )). Since u, v = (n 0 −n 2 )+(n 1 −n 3 )ı, Lemma 4 implies
Now we observe three distinct cases for the codeword c u − c v . Note that there are 2 2m+2 codewords in K(m).
(i) P 1 = P 2 , w 1 = w 2 : If κ 1 − κ 2 = 0 then we have the all-zeros codeword, and if κ 1 − κ 2 = 2 then we have the all-ones codeword. However, if κ 1 − κ 2 ∈ {1, 3} then n 0 −n 2 = 0 and this determines two codewords of weight 2 m (more precisely, at distance 2 m from c v ). (ii) P 1 = P 2 , w 1 = w 2 : From Lemma 6, irrespective of κ 1 , κ 2 , we have u, v = 0, which implies n 0 − n 2 = 0 and hence the distance is 2 m . This determines another
Since m is odd, and n j are non-negative integers, direct calculation shows that this means (n 0 − n 2 ) 2 = (n 1 − n 3 ) 2 = 2 m−1 and therefore n 0 −n 2 = ±2 (m−1)/2 . More formally, since the Gaussian integers Z[ı] are a unique factorization domain, we have (n 0 − n 2 ) + (n 1 − n 3 )ı = (±1 ± ı)2 (m−1)/2 . Thus we have weights 2 m ± 2 (m−1)/2 . We have 2 2m+2 − 2 m+2 codewords remaining and it is easy to see that the signs occur equally often. Hence there are 2 2m+1 −2 m+1 codewords of each weight.
IV. KERDOCK UNITARY 2-DESIGNS
In this section, we will provide an overview of our unitary 2-design, see [19] for details. We begin by briefly describing the construction of the Kerdock set P K (m).
The finite field F 2 m is obtained from F 2 by adjoining a root α of a primitive irreducible polynomial p(x) of degree m. The elements of F 2 m are polynomials in α of degree at most m−1, with coefficients in F 2 , and we identify z 0 +z 1 α+. . .+ z m−1 α m−1 with the binary (row) vector [z 0 , z 1 , . . . , z m−1 ].
The trace map Tr :
Since (x + y) 2 = x 2 + y 2 for all x, y ∈ F 2 m , the trace is linear over F 2 . The trace inner product x, y tr = Tr(xy) defines a symmetric bilinear form, so there exists a binary symmetric matrix W for which Tr(xy) = xW y T . In fact W ij = Tr α i α j , i, j = 0, 1, . . . , m − 1. The matrix W is non-singular since the trace inner product is non-degenerate (i.e., if Tr(xz) = 0 for all z ∈ F 2 m then x = 0). Also, W is Hankel, since if i + j = h + k then Tr(α i α j ) = Tr(α h α k ).
We write multiplication by z ∈ F 2 m as a linear transformation xz ≡ [x 0 , . . . , x m−1 ]A z . For z = 0, A 0 = 0, and for z = α i the matrix A z = A i for i = 0, 1, . . . , 2 m − 2, where A is the matrix that represents multiplication by the primitive element α. The matrix A is the companion matrix of the primitive irreducible polynomial p(α) = m−1 i=0 p i α i +α m over the binary field (see [19] for properties of A z and W ).
The Kerdock set is P K (m) {P z A z W : z ∈ F 2 m }. Each matrix in this set yields a maximal commutative subgroup E([I m | P z ]) that is disjoint from Z N (except for the identity element I N ). From Lemma 5 we know that their corresponding eigenbases are the columns of M z t Pz H N . Combined with the eigenbasis I N for Z N , the set B K (m)
{I N , M z : z ∈ F 2 m } is a collection of mutually unbiased bases (MUBs) since pairs of vectors from the same basis are mutually orthogonal while pairs from distinct bases have inner product N − 1 2 [21] . We arrange these eigenbases into the N × N (N + 1) matrix
Definition 8: A symmetry of M is a pair (U, G) such that U M G = M , where U ∈ U N and G is a generalized permutation matrix, i.e., G = ΠD where Π is a permutation matrix and D is a diagonal matrix of quaternary phases.
This means that G can undo the action of U if and only if U induces a (generalized) permutation on the columns of M . Moreover, since U is unitary it has to preserve inner products, so Lemma 6 implies that U can only permute the bases M z and permute columns within each basis, or equivalently permute the corresponding maximal commutative subgroups and permute elements within each subgroup, respectively, by conjugation. Hence, we have the following result. spaces, since f :
Now we analyze the symmetries induced by elements of the symplectic group Sp(2m, F 2 ), using notation from Table I. 2) Clifford Symmetries of M : The group PSL(2, 2 m ) is generated by the transformations z → z + x, z → zx, and z → 1/z for all x ∈ F 2 m . We realize each of these transformations as a symmetry of M . We observe that A z W A T z = A 2 z W , and for convenience we work with maximal commutative subgroups E([I m | A 2 z W ]), i.e., the Kerdock matrices are P z = A 2 z W . Note that every field element β ∈ F 2 m is a square, so this is equivalent to P z = A z W . See [19] for details.
Let P K,m be the group of symplectic transformations generated by (i), (ii) and (iii) above. These symmetries of M satisfy
Lemma 11: Let a, b, c, d ∈ F 2 m be such that ad + bc = 1. The isomorphism τ : PSL(2, 2 m ) → P K,m can be defined as
By choosing α, β, δ ∈ F 2 m uniformly, a symmetry element can be constructed as We show in [19] that this is a strongly regular graph and that the group P K,m acts transitively on vertices of H N .
where η(·) denotes the Haar measure on the unitary group U N . The linear transformations determined by each side of (17) are called t-fold twirls. We define the Kerdock twirl to be the linear transformation of (C N ×N ) ⊗2 determined by the uniformly weighted ensemble consisting of φ −1 (P K,m ) along with all Pauli matrices E(a, b), where φ is the homomorphism defined in Section II but now restricted to Cliff N /HW N . Proof: Transitivity means a single orbit so that random sampling from G results in the uniform distribution on vertices. Therefore, transitivity on vertices implies E is Pauli mixing. It now follows from [10] or [13] that Pauli mixing implies E is a unitary 2-design.
Hence, random sampling from the group P K,m followed by a random Pauli matrix E(a, b) gives a unitary 2-design.
Each symplectic matrix in P K,m can be transformed into a quantum circuit either using the factorization in Lemma 11 or by directly decomposing it into a product of elementary symplectic matrices from Table I (see [14] ). The overall gate complexity turns out to be primarily governed by that of L A β in F α,β,δ . We are currently investigating analytical arguments for the gate complexity, but we provide empirical estimates in [19] for up to 16 qubits using our implementation at the link below. We will also investigate if our circuits can be organized to have depth O(log m) just as Cleve et al. [13] . We also construct logical unitary 2-designs for QECCs using our logical Clifford synthesis algorithm [14] , [19] . Software implementations are available at http://github.com/nrenga/symplectic-arxiv18a.
