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Resumen
Sea C una categor´ıa de fusio´n ı´ntegra. En este trabajo se estudian algunos
grafos, llamados el grafo primo y el grafo comu´n divisor, relacionados con las
dimensiones de Frobenius-Perron de los objetos simples de C. Estos grafos gen-
eralizan los grafos correspondientes asociados a los caracteres irreducibles y a
los o´rdenes de las clases de conjugacio´n en un grupo finito. Se describen los
grafos en distintos casos espec´ıficos, entre otros, cuando C es una equivarianti-
zacio´n bajo la accio´n de un grupo finito, una categor´ıa 2-pasos nilpotente, y
la categor´ıa de representaciones de un doble de Drinfeld torcido de un grupo
finito.
Se demuestran generalizaciones al contexto de las categor´ıas de fusio´n ı´nte-
gras de resultados sobre el nu´mero de componentes conexas de los grafos cor-
respondientes para grupos finitos. En particular, se prueba que si C es una
categor´ıa ı´ntegra trenzada no degenerada, entonces el grafo primo de C tiene
a lo sumo 3 componentes conexas, y tiene a lo sumo 2 componentes conexas si
C es adema´s resoluble.
Como aplicacio´n de los resultados principales, se demuestra un resultado
de clasificacio´n para categor´ıas de fusio´n de´bilmente ı´ntegras tales que las
dimensiones de sus objetos simples son todas potencias de nu´meros primos.
Palabras clave: Categor´ıa de fusio´n; dimensio´n de Frobenius-Perron;
grafo de Frobenius-Perron; equivariantizacio´n; categor´ıa de fusio´n trenzada;
categor´ıa modular; resolubilidad.
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Abstract
Let C be an integral fusion category. In this work, we study some graphs,
called the prime graph and the common divisor graph, related to the Frobenius-
Perron dimensions of simple objects of C. This graphs extend the correspond-
ing graphs associated to the irreducible character degrees and the conjugacy
class sizes of a finite group. We describe these graphs in several cases, among
others, when C is an equivariantization under the action of a finite group, a
2-step nilpotent fusion category, and the representation category of a twisted
quantum double.
We prove generalizations of known results on the number of connected
components of the corresponding graphs for finite groups in the context of
braided fusion categories. In particular, we show that if C is any integral non-
degenerate braided fusion category, then the prime graph of C has at most 3
connected components, and it has at most 2 connected components if C is in
addition solvable.
As an application we prove a classification result for weakly integral braid-
ed fusion categories all of whose simple objects have prime power Frobenius-
Perron dimension.
Key words and phrases: Fusion category; Frobenius-Perron dimension;
Frobenius-Perron graph; equivariantization; braided fusion category; modular
category; solvability.
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Introduccio´n
Sea k un cuerpo algebraicamente cerrado y de caracter´ıstica cero. El objeto
principal de estudio de esta tesis son las categor´ıas de fusio´n sobre k. Una
categor´ıa de fusio´n es una clase particular de lo que se denomina una categor´ıa
tensorial finita. La nocio´n de categor´ıa tensorial finita aparece en el trabajo
[23] y juega un rol fundamental en varias ramas de la matema´tica y de la
f´ısica teo´rica. Recordemos que una categor´ıa tensorial finita sobre k es una
categor´ıa C monoidal, r´ıgida, k -lineal finita tal que el objeto unidad 1 es simple
y que posee un nu´mero finito de clases de isomorfismo de objetos simples. Una
categor´ıa de fusio´n es por definicio´n, una categor´ıa tensorial finita semisimple.
Las categor´ıas tensoriales engloban diversos tipos de estructuras. Como
ejemplo de estas podemos nombrar a la categor´ıa de representaciones de un
grupo finito, de a´lgebras de Lie y ma´s generalmente, a la categor´ıa de repre-
sentaciones de un a´lgebra de Hopf.
En el art´ıculo [17], Drinfeld introduce la nocio´n de una cuasi-a´lgebra de
Hopf, esta es una versio´n ma´s general de un a´lgebra de Hopf donde se ha
debilitado la asociatividad del coproducto. La categor´ıa de representaciones
de una cuasi-a´lgebra de Hopf de dimensio´n finita es una categor´ıa tensorial
finita.
Existen varias herramientas que se han desarrollado para el estudio de las
categor´ıas de fusio´n. Una de ellas, estudiada en detalle por Etingof, Nikshych
y Ostrik en el trabajo [21], es la nocio´n de dimensio´n de Frobenius-Perron,
esta dimensio´n generaliza la dimensio´n de una representacio´n. La dimensio´n
de Frobenius-Perron es un nu´mero real positivo que es asignado a cada clase de
equivalencia en el anillo de Grothendieck G(C) de la categor´ıa de fusio´n. En el
mencionado trabajo, Etingof, Nikshych y Ostrik demostraron que las categor´ıas
de fusio´n cuya dimensio´n de Frobenius-Perron de cada clase de isomorfismo
de objetos simples es un nu´mero entero, son exactamente las categor´ıas de
representaciones de cuasi-a´lgebras de Hopf semisimples. Este resultado tiende
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un puente en el sentido de que un avance en la teor´ıa de las cuasi-a´lgebras de
Hopf es reflejado en la teor´ıa de categor´ıas de fusio´n ı´ntegras y viceversa.
Por el momento, dar una clasificacio´n general de todas las categor´ıas de
fusio´n es una cuestio´n que esta´ fuera de alcance. Una de las formas de avanzar
en el problema es restringir el conjunto de las categor´ıas de fusio´n que se
consideran, an˜adiendo algunas hipo´tesis extra.
Nociones de la teor´ıa de grupos tales como nilpotencia y resolubilidad han
sido generalizadas al contexto de categor´ıas de fusio´n en los trabajos [27] y [22]
respectivamente. Asi mismo, resultados importantes han sido generalizados a
este contexto. Uno de tales resultados, el cual es demostrado en [22], es la
versio´n del teorema de Burnside para categor´ıas de fusio´n: Sea C una categor´ıa
de fusio´n tal que su dimensio´n de Frobenius-Perron se factoriza en la forma
paqb , con p y q primos, entonces dicha categor´ıa es resoluble.
Sea G un grupo finito. Podemos asociar al grupo G dos conjuntos de
nu´meros enteros positivos. El primero de ellos, denotado por cd(G), se de-
fine como el conjunto de las dimensiones de las representaciones irreducibles
de dimensio´n finita del grupo G sobre k, es decir, como el conjunto de los
grados de los caracteres irreducibles de G. El segundo conjunto, denotado por
cs(G), es el conjunto formado por los cardinales de las clases de conjugacio´n
de G.
Sobre estos dos conjuntos se han definido diversas estructuras de grafos. El
conocimiento de las propiedades de estos grafos, entre los cuales cabe destacar
el nu´mero de componentes conexas y su dia´metro, entre otras condiciones,
proveen de informacio´n importante sobre la estructura del grupo G. Entre
las principales referencias acerca de estos grafos y sus propiedades, podemos
mencionar los trabajos [11], [36] y [41], as´ı como las referencias que all´ı se
citan.
En este trabajo nos vamos a concentrar principalmente en dos tipos de
grafos conocidos con los nombres de grafo primo y grafo comu´n divisor. En
general, estos grafos son definidos sobre cualquier conjunto de enteros. Sea S un
conjunto de enteros positivos. El grafo primo sobre S, el cual denotaremos por
∆(S), se define de la siguiente manera: El conjunto de ve´rtices es el conjunto
de nu´meros primos p tales que p divide a un elemento del conjunto S. Dos
ve´rtices p y q esta´n unidos por una arista si y so´lo si existe un elemento s ∈ S
tal que pq divide a s.
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Por otro lado, el grafo comu´n divisor sobre S, que denotaremos por Γ(S),
es definido as´ı: Su conjunto de ve´rtices es el conjunto S − 1, dos ve´rtices a y b
esta´n unidos por una arista si y so´lo si a y b no son coprimos.
Sea G un grupo finito, fijemos los conjuntos de enteros cd(G) y cs(G)
definidos anteriormente. Los grafos primo y grafo comu´n divisor sobre el con-
junto cd(G) sera´n denotados por ∆(G) y Γ(G) respectivamente. Ana´logamente,
podemos definir el grafo primo y el grafo comu´n divisor sobre el conjunto cs(G).
Estos sera´n denotados por ∆′(G) y Γ′(G) respectivamente.
Sobre el grafo ∆(G), donde G es un grupo finito, se sabe que el nu´mero de
componentes conexas es lo sumo tres. Este nu´mero se reduce a dos si el grupo
G es resoluble. Ma´s au´n, si el grafo ∆(G) es conexo, entonces su dia´metro es a
lo sumo tres. Por otro lado, si el grafo no es conexo, entonces cada componente
conexa es un grafo completo, [40], [41], [42].
En cuanto al grafo ∆′(G), se sabe que este grafo posee a lo sumo dos
componentes conexas. Ma´s au´n, este grafo no es conexo si y so´lo si, el grupo G
es un grupo cuasi-Frobenius con complemento y nu´cleo abelianos, en este caso
cada componente conexa es un grafo completo. Estos resultados aparecen en
los trabajos [3] y [36].
Como dijimos anteriormente, una forma de encarar el estudio de las cate-
gor´ıas de fusio´n es imponiendo restricciones extras a la definicio´n. En esta tesis
vamos a trabajar con una clase de categor´ıas de fusio´n llamadas categor´ıas de
fusio´n ı´ntegras. Decimos que una categor´ıa de fusio´n C es ı´ntegra si las dimen-
siones de Frobenius-Perron de las clases de isomorfismo de sus objetos simples
son nu´meros enteros.
Sea C una categor´ıa ı´ntegra. Uno de los principales objetivos de la tesis,
consiste en estudiar el grafo primo ∆(C) y el grafo comu´n divisor Γ(C). Estos
grafos son definidos como los grafos asociados al conjunto cd(C) de dimensiones
de Frobenius-Perron de las clases de isomorfismo de los objetos simples de C.
Dichos grafos coinciden con ∆(G) y Γ(G) cuando C es la categor´ıa RepG de
representaciones de dimensio´n finita de un grupo finito G sobre k.
Una consecuencia muy importante de los resultados sobre la estructura de
los grafos, tanto en las categor´ıas de representaciones de grupos como en el
caso de las categor´ıas de fusio´n, es que dan restricciones sobre las posibles
dimensiones que ocurren y por lo tanto, dan una medida de la rigidez que
impone la estructura de este tipo de categor´ıas. Adema´s, eventualmente estos
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resultados tienen aplicaciones en problemas de clasificacio´n, usa´ndolos para
descartar posibilidades en argumentos de conteo.
Los resultados de esta tesis hacen parte del trabajo [56] titulado Graphs
attached to simple Frobenius-Perron dimensions of an integral fusion category,
el cual sera´ publicado en la revista Monatshefte fu¨r Mathematik y cuya versio´n
preprint puede ser consultada en arXiv:1403.1247.
En el Cap´ıtulo 1 introducimos las nociones preliminares sobre categor´ıas,
esto con el fin de hacer la monograf´ıa lo ma´s autocontenida posible.
El Cap´ıtulo 2 esta´ dedicado a las nociones ba´sicas y ejemplos de categor´ıas
de fusio´n. Comienza con la definicio´n de la dimensio´n de Frobenius-Perron
para una categor´ıa de fusio´n, luego introducimos dos construcciones muy im-
portantes las cuales son la equivariantizacio´n y la extensio´n de una categor´ıa
de fusio´n por un grupo finito. La Seccio´n 2.5 es consagrada al estudio de la
nocio´n de sucesiones exactas de categor´ıas tensoriales las cuales fueron intro-
ducidas por Brugie`res y Natale en el trabajo [7]. La Seccio´n 2.6 esta´ dedicada
a la nocio´n de categor´ıa de fusio´n trenzada.
En la Seccio´n 2.7, introducimos una nocio´n debida a Turaev, la cual es lla-
mada categor´ıa de fusio´n G-cruzada. Estudiamos un invariante, en el contexto
de categor´ıas trenzadas, el cual es conocido con el nombre de la S-matriz y
la nocio´n relacionada de categor´ıa modular. Las categor´ıas modulares tienen
una gran conexio´n con el a´rea de la f´ısica matema´tica y fo´rmulas importantes
como la llamada fo´rmula de Verlinde han sido adaptadas y generalizadas al
contexto catego´rico. En esta misma seccio´n enunciamos la fo´rmula de Verlinde
y algunas consecuencias.
El tercer Cap´ıtulo esta´ dedicado a definir y estudiar los diversos grafos
sobre un grupo finito G con los que vamos a trabajar en la tesis. Introducimos
los grafos primo y comu´n divisor sobre el conjunto de enteros cd(G) y cs(G),
as´ı como una generalizacio´n de este u´ltimo grafo debida a Isaacs y Praeger
[32] y que es conocido con el nombre de IP-grafo. A lo largo del Cap´ıtulo
damos caracterizaciones sobre el nu´mero de componentes conexas as´ı como la
descripcio´n de las mismas y ejemplos particulares.
En el Cap´ıtulo 4 introducimos la nocio´n de grafos de Frobenius-Perron para
una categor´ıa de fusio´n ı´ntegra. Damos esta definicio´n en la Seccio´n 4.1. En la
Seccio´n 4.2 estudiamos y caracterizamos el grafo primo para una categor´ıa de
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fusio´n ı´ntegra 2-pasos nilpotente, as´ı como el grafo primo de una categor´ıa de
fusio´n ı´ntegra, nilpotente y trenzada.
El resultado principal de la Seccio´n 4.3, es el siguiente resultado el cual
generaliza al contexto de categor´ıas de fusio´n un teorema de la teor´ıa de rep-
resentaciones de grupos llamado el Teorema de Gallagher.
Teorema 4.3.1. Sea F : C → D un funtor tensorial entre dos categor´ıas
de fusio´n C,D. Sean X, Y objetos simples de C tales que Y ∈ KerF y F (X) es
un objeto simple de D. Entonces Y ⊗X es un objeto simple de C.
En el Cap´ıtulo 5 damos una caracterizacio´n de los grafos de Frobenius-
Perron para una equivariantizacio´n de una categor´ıa de fusio´n ı´ntegra por un
grupo finito G. El resultado principal es la caracterizacio´n del grafo primo: Si
el grupo G no es abeliano, entonces el grafo primo ∆(CG) tiene a lo sumo tres
componentes conexas, este nu´mero se reduce a dos si el grupo G es resoluble.
Por otro lado, el grafo primo de la categor´ıa C de representaciones de
dimensio´n finita de un doble cua´ntico torcido Dω(G), con ω ∈ H3(G, k∗),
esta´ relacionado con el grafo ∆′(G). En la seccio´n 5.2 estudiamos los grafos de
la categor´ıa de representaciones de un doble cua´ntico torcido. En particular,
obtenemos el siguiente resultado de estructura:
Teorema 5.2.8. Sea G un grupo finito y sea ω un 3-cociclo sobre G.
Entonces el grafo ∆(Dω(G)) tiene a lo sumo dos componentes conexas y su
dia´metro es a lo sumo tres. Ma´s au´n, se tiene:
(i) Supongamos que G es un grupo nilpotente. Entonces ∆(Dω(G)) es el
grafo completo sobre el conjunto de ve´rtices Sω.
(ii) Si el conjunto Sω es no vac´ıo, entonces el grafo ∆(D
ω(G)) es conexo y
su dia´metro es a lo sumo dos.
(iii) Supongamos que ∆(Dω(G)) no es conexo. Entonces Sω = ∅ y G es un
grupo cuasi-Frobenius con complemento y nu´cleo abelianos. Mas au´n,
tenemos que ∆(Dω(G)) = ∆′(G) tiene dos componentes conexas y una
de ellas es un grafo completo.
(iv) Supongamos que G no es resoluble. Entonces el grafo ∆(Dω(G)) es
conexo y su dia´metro es a lo sumo dos.
El conjunto Sω que aparece en el enunciado del Teorema es un conjunto de
nu´meros primos que satisfacen ciertas condiciones.
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Finalmente, en el Cap´ıtulo 6 enunciamos y demostramos los resultados
principales de la tesis.
Una clase distinguida dentro de las categor´ıas de fusio´n es la de las cate-
gor´ıas de fusio´n trenzadas, y en particular las categor´ıas de fusio´n trenzadas
no-degeneradas. Este tipo de categor´ıas son muy relevantes en distintas a´reas
de la matema´tica y de la f´ısica matema´tica. Ver por ejemplo [2], [62].
Obtenemos el siguiente teorema en el contexto de las categor´ıas de fusio´n
trenzadas e ı´ntegras:
Teorema 6.2.1. Sea C una categor´ıa de fusio´n ı´ntegra no-degenerada.
Entonces se tienen:
(i) El grafo ∆(C) tiene a lo sumo tres componentes conexas.
(ii) Supongamos que la categor´ıa C es resoluble. Entonces el grafo ∆(C)
tiene a lo sumo dos componentes conexas.
Para categor´ıas de fusio´n trenzadas de tipo grupo, las cuales son siempre
ı´ntegras, obtenemos el siguiente teorema:
Teorema 6.2.2. Sea C una categor´ıa de fusio´n trenzada de tipo grupo.
Entonces se tienen:
(i) El grafo ∆(C) tiene a lo sumo tres componentes conexas.
(ii) Si la categor´ıa C es no-degenerada, entonces el grafo ∆(C) tiene a lo
sumo dos componentes conexas y su dia´metro es a lo sumo igual a tres.
Como aplicacio´n de los resultados obtenidos a lo largo del trabajo, enunci-
amos y demostramos el siguiente teorema de clasificacio´n:
Teorema 6.3.2. Sea C una categor´ıa de fusio´n trenzada tal que
FPdim C ∈ Z y sean p1, . . . , pr nu´meros primos. Supongamos que las dimen-
siones de Frobenius-Perron de los objetos simples de C son una potencia del
primo pi para algu´n 1 ≤ i ≤ r. Entonces C es de´bilmente de tipo grupo.
Adema´s, si una de las siguientes condiciones ocurre
(a) r ≤ 2, o
(b) pi > 7, para todo i = 1, . . . , r.
Entonces la categor´ıa C es resoluble.
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La prueba del Teorema 6.2.1 involucra un estudio de subcategor´ıas Tan-
nakianas de categor´ıas de fusio´n trenzadas y su conexio´n con la equivarianti-
zacio´n. Usamos en la demostracio´n, el hecho de que el grafo de Frobenius-
Perron de una categor´ıa de fusio´n trenzada no-degenerada sin subcategor´ıas
Tannakianas no punteadas tiene a lo sumo dos componentes conexas. Este u´lti-
mo resultado sigue de una aplicacio´n de la fo´rmula de Verlinde para categor´ıas
modulares.
Obtenemos el Teorema 6.2.2 usando la descripcio´n de los grafos del doble
de Drinfeld torcido de un grupo finito y del grafo para una equivariantizacio´n
de una categor´ıa de fusio´n punteada.

Cap´ıtulo 1
Preliminares sobre categor´ıas
Recordemos que a lo largo de este trabajo vamos a fijar un cuerpo k alge-
braicamente cerrado y de caracter´ıstica cero.
En este cap´ıtulo recordaremos algunas definiciones y nociones sobre cate-
gor´ıas, las cuales sera´n necesarias en cap´ıtulos posteriores cuando nos aden-
traremos en el estudio de una clase particular de estas. Adema´s presentaremos
algunos ejemplos y resultados que usaremos posteriormente.
Vamos a suponer conocidas las definiciones ba´sicas de categor´ıas, funtores
y transformaciones naturales. Para el lector interesado en estas nociones re-
mitimos a los libros [38], [24]. Para categor´ıas monoidales, las principales ref-
erencias sera´n [35] y [2]. Para la seccio´n de categor´ıas tensoriales finitas y de
fusio´n, nuestras principales referencias sera´n [20] y [21].
1.1. Categor´ıas abelianas
En esta seccio´n introduciremos la nocio´n de categor´ıa abeliana y
mostraremos algunos ejemplos de las mismas. La principal referencia usada
sera´ [38].
Todas las categor´ıas que consideraremos a lo largo de este trabajo sera´n
categor´ıas pequen˜as, esto es, categor´ıas C tales que la clase de objetos Obj(C)
es un conjunto.
Definicio´n 1.1.1. Una categor´ıa aditiva C es una categor´ıa que satisface las
siguientes condiciones:
(i) Para todo par de objetos X, Y en la categor´ıa se tiene que el conjunto
de morfismos HomC(X, Y ) tiene estructura de grupo abeliano.
(ii) Para cualesquiera objetos X, Y , Z en la categor´ıa tenemos que la com-
posicio´n de morfismos
◦ : HomC(Y, Z)× HomC(X, Y ) −→ HomC(X,Z)
es bilineal.
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(iii) Existe un objeto en la categor´ıa C, denotado por 0, llamado el objeto
cero. Este objeto satisface que para todo objeto X en C, el conjunto de
morfismos HomC(X, 0) y HomC(0, X) posee un u´nico elemento.
(iv) Todo par de objetos X e Y poseen suma directa en C.
Sean C y D dos categor´ıas aditivas. Un funtor F : C → D se dice aditivo si
para todo par de morfismos f , g en HomC(X, Y ) se tiene que
F (f + g) = F (f) + F (g)
Consideremos dos funtores F,G : C → D entre las categor´ıas aditivas C
y D. Una transformacio´n natural τ : F → G es una familia de morfismos
{τX : F (X)→ G(X)}X∈C tales que el diagrama
F (X) G(X)
F (Y ) G(Y )
-τX
?
F (f)
?
G(f)
-
τY
conmuta para todo X, Y ∈ C y para todo morfismo f : X → Y .
Ejemplo 1.1.2. Sea R un anillo. Las categor´ıas RM, MR y RMR de R-
mo´dulos a izquierda, R-mo´dulos a derecha y de R-bimo´dulos respectivamente,
son aditivas.
Definicio´n 1.1.3. Sea C una categor´ıa aditiva. Decimos que la categor´ıa C es
k-lineal, si para todo par de objetos X e Y de C, el conjunto de morfismos
HomC(X, Y ) es un k-espacio vectorial y la composicio´n es k-bilineal.
Todos los funtores entre categor´ıas aditivas (respectivamente k-lineales)
que consideraremos sera´n supuestos aditivos (respectivamente k-lineales).
Definicio´n 1.1.4. Sea C una categor´ıa aditiva. Decimos que la categor´ıa es
abeliana si se satisface:
Para todo morfismo φ ∈ HomC(X, Y ) en la categor´ıa, existe el nu´cleo
Kerφ y el conu´cleo Cokerφ.
Todo monomorfismo en la categor´ıa es nu´cleo de algu´n morfismo.
Todo epimorfismo en la categor´ıa es un conu´cleo de algu´n morfismo.
En virtud de la siguiente proposicio´n, tenemos que en toda categor´ıa
abeliana cualquier morfismo se puede escribir como la composicio´n de un epi-
morfismo seguido de un monomorfismo.
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Proposicio´n 1.1.5. Sea C una categor´ıa abeliana. Cada morfismo f en C tiene
una factorizacio´n f = me, donde m es un monomorfismo y e un epimorfismo.
Ma´s au´n,
m = ker(cokerf), e = coker(kerf)
Demostracio´n. Ver [38, Proposition 1 pag. 195] 
Recordemos que un funtor F : C → D entre dos categor´ıas se dice fiel
(respectivamente pleno), si para todo X, Y ∈ C, la funcio´n inducida
FX,Y : HomC(X, Y )→ HomD(F (X), F (Y ))
dada por f 7→ F (f), es inyectiva (respectivamente sobreyectiva).
Un funtor entre categor´ıas abelianas se dice exacto si preserva nu´cleos y
conu´cleos.
Existe un resultado conocido como el teorema de Freyd-Mitchell el cual car-
acteriza a una categor´ıa abeliana. Para el lector interesado en su demostracio´n
recomendamos las referencias [24], [46].
Teorema 1.1.6 (Teorema de Freyd-Mitchell). Si A es una categor´ıa abeliana
pequen˜a, entonces existe un anillo con unidad R y un funtor exacto, fiel y pleno
de A en la categor´ıa RM, el cual hace que A sea equivalente a una subcategor´ıa
plena de RM.
En vista del anterior teorema, podemos ver los principales conceptos de las
categor´ıas abelianas en te´rminos de la teor´ıa cla´sica de mo´dulos sobre anillos.
Por ejemplo, la definicio´n de la serie de Jordan-Ho¨lder, concepto definido ini-
cialmente para mo´dulos, tiene una extensio´n natural a categor´ıas abelianas.
Diremos que un objeto X en una categor´ıa abeliana C es de longitud finita si
su serie de Jordan-Ho¨lder es finita.
Ejemplo 1.1.7. La categor´ıa Ab de grupos abelianos de dimensio´n finita es
abeliana.
Definicio´n 1.1.8. Un objeto U de una categor´ıa abeliana C se dice simple
si todo monomorfismo V → U es el morfismo cero o un isomorfismo. Una
categor´ıa abeliana es llamada semisimple si todo objeto es suma directa de
objetos simples.
Ejemplo 1.1.9. Sea G un grupo finito. La categor´ıa Rep(G) de representa-
ciones del grupo G, es una categor´ıa abeliana k-lineal. Si consideramos la sub-
categor´ıa plena Rep(G) de representaciones de dimensio´n finita tenemos, por
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el teorema de Maschke, que Rep(G) es semisimple si y so´lo si la caracter´ıstica
del cuerpo k no divide al orden de G.
1.1.1. El grupo de Grothendieck G(C). Sea C una categor´ıa abeliana.
Para cada objeto X ∈ C, denotaremos por [X] a la clase de isomorfismo de X
en C. El grupo de Grothendieck, el cual sera´ denotado por G(C), es el grupo
abeliano generado por las clases de isomorfismos de objetos de la categor´ıa C,
sujetos a las relaciones:
[X] = [Y ] + [Z]
si existe una sucesio´n exacta
0→ Y → X → Z → 0
donde X, Y, Z ∈ C.
En el caso de que la categor´ıa C sea de longitud finita, es decir, que para
todo objeto su serie de Jordan-Ho¨lder es finita, el grupo de Grothendieck G(C)
es un grupo abeliano libre generado por las clases de equivalencia de los objetos
simples de C.
1.2. Categor´ıas monoidales
Una estructura importante que aparece en teor´ıa de categor´ıas y que us-
aremos a lo largo de la monograf´ıa es la estructura de categor´ıa monoidal, la
cual sera´ definida en esta seccio´n. Nuestras principales referencias son [35], [2]
y [20].
Nota 1.2.1. En el libro [35] a las categor´ıas monoidales se las denomina “cat-
egor´ıas tensoriales”. Nosotros usaremos categor´ıa tensorial para una estructura
ma´s restrictiva que sera´ definida ma´s adelante.
Definicio´n 1.2.2. Una coleccio´n (C,⊗,1, a, r, l) se dice una categor´ıa
monoidal, si
C es una categor´ıa, 1 ∈ obj(C) un objeto en C;
⊗ : C × C → C es un bifuntor;
aX,Y,Z : (X⊗Y )⊗Z → X⊗(Y⊗Z) es una familia de isomorfismos nat-
urales,
rX : X ⊗ 1 → X y lX : 1 ⊗ X → X son familias de isomorfismos
naturales,
tales que para todo objeto X, Y, Z,W en C se satisfacen los siguientes axiomas:
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El Axioma del penta´gono. Para todos X, Y, Z,W ∈ C, el siguiente dia-
grama es conmutativo:
((X ⊗ Y )⊗ Z)⊗W
aX,Y,Z⊗id
ttjjjj
jjjj
jjjj
jjjj aX⊗Y,Z,W
**TTT
TTTT
TTTT
TTTT
T
(X ⊗ (Y ⊗ Z))⊗W
aX,Y⊗Z,W

(X ⊗ Y )⊗ (Z ⊗W )
aX,Y,Z⊗M

X ⊗ ((Y ⊗ Z)⊗W ) id⊗aY,Z,W // X ⊗ (Y ⊗ (Z ⊗W ))
Axioma del tria´ngulo. Para todo X ∈ C, el siguiente diagrama es conmuta-
tivo:
(X ⊗ 1)⊗W aX,1,Y //
rX⊗id
''OO
OOO
OOO
OOO
X ⊗ (1⊗W)
id⊗lW
wwooo
ooo
ooo
oo
X ⊗W
De ahora en adelante y cuando no se preste a confusiones, a la categor´ıa
monoidal (C,⊗,1, a, r, l) la denotaremos simplemente por C.
Si en la definicio´n tenemos que las familias de isomorfismos naturales a, rX
y lX son identidades, diremos que la categor´ıa monoidal es estricta.
Definicio´n 1.2.3. Sean C y D categor´ıas monoidales. Un funtor monoidal de
C en D es una coleccio´n (F, f, φ) donde
F : C → D es un funtor;
{fX,Y : F (X)⊗F (Y ) → F (X⊗Y )|X, Y ∈ obj(C)} es una familia de
isomorfismos naturales,
φ : F (1C)→ 1D es un isomorfismo en D,
tales que para todo X, Y, Z ∈ C, se verifican:
(id⊗fY,Z)fX,Y⊗ZF (aX,Y,Z) = aF (X),F (Y ),F (Z)(fX,Y⊗ id)fX⊗Y,Z ,(1)
lF (X) = F (lX)f1,X(φ
−1⊗ idF (X)),(2)
rF (X) = F (rX)fX,1(idF (X)⊗φ−1).(3)
Una transformacio´n natural monoidal τ : (F, f, φ) → (F ′, f ′, φ′) entre dos
funtores monoidales es una transformacio´n natural τ : F → F ′ tal que para
cualquier X, Y ∈ C, las identidades
φ = φ′τ1, τX⊗Y fX,Y = f ′X,Y (τX⊗τY ).(4)
se satisfacen.
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Un isomorfismo natural monoidal es una transformacio´n natural monoidal
que es un isomorfismo natural.
Una equivalencia monoidal entre dos categor´ıas monoidales C y D es un
funtor monoidal (F, f, φ) : C → D, tal que existe otro funtor monoidal
(F ′, f ′, φ′) : D → C
e isomorfismos naturales monoidales
τ : F ◦ F ′ → IdD, τ ′ : F ′ ◦ F → IdC.
En este caso decimos que las categor´ıas monoidales C y D son monoidalmente
equivalentes.
Nota 1.2.4. Un hecho muy importante de las categor´ıas monoidales que usare-
mos es el siguiente: Sea C una categor´ıa monoidal, entonces existe una categor´ıa
monoidal estricta C ′, tal que C y C ′ son monoidalmente equivalentes. Esto se
conoce como el Teorema de Coherencia de Mac-Lane y puede ser consultado
en [38].
Ejemplo 1.2.5. Sea Vec la categor´ıa de espacios vectoriales sobre el cuerpo k.
Esta categor´ıa es una categor´ıa monoidal donde ⊗ = ⊗k, 1 = k y los morfismos
a, r y l son los morfismos usuales de espacios vectoriales.
Ejemplo 1.2.6. Sea G un grupo finito. Consideremos la categor´ıa Rep(G)
de representaciones sobre el cuerpo k. Sea V una representacio´n y ρV : G →
GL(V ) el morfismo correspondiente a esta representacio´n. Podemos dotar a
esta categor´ıa de una estructura de categor´ıa monoidal de la siguiente forma:
Si V y W son dos representaciones, entonces su producto tensorial es una
nueva representacio´n cuyo espacio vectorial subyacente es V ⊗W = V ⊗k W .
La aplicacio´n
ρV⊗W : G→ GL(V ⊗W )
es dada por ρV⊗W (g) = ρV (g)⊗ ρW (g). El objeto unidad es la representacio´n
trivial, es decir, 1 = k.
Ejemplo 1.2.7. El ejemplo anterior se puede generalizar al siguiente caso. Sea
H una bia´lgebra y sea H −Mod la categor´ıa de H-mo´dulos. Dados U, V ∈ H
definimos su producto tensorial a partir de la accio´n diagonal determinada por
la comultiplicacion de H, es decir U ⊗ V es un H-mo´dulo con la accio´n dada
por:
h · (u⊗ v) := h(1) · u⊗ h(2) · v
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para todos h ∈ H, u ∈ U , v ∈ V .
Con este producto tensorial, H−Mod es una categor´ıa monoidal. La unidad
es el cuerpo k visto como un espacio vectorial sobre si mismo, donde la accio´n
viene dada por la counidad de H, es decir, h · 1 = ε(h). Los isomorfismos de
asociatividad y de unidad son los usuales de espacios vectoriales.
Ejemplo 1.2.8. Sea G un grupo finito, denotaremos por C(G) a la categor´ıa
de k -espacios vectoriales de dimensio´n finita G-graduados. Sus objetos son es-
pacios vectoriales munidos de una G-graduacio´n V =
⊕
g∈G Vg y sus morfismos
son los morfismos que respetan la G-graduacio´n.
Ahora, vamos a dotar a esta categor´ıa de un producto tensorial de la sigu-
iente forma:
V ⊗W =
⊕
g∈G
(V ⊗W )g
donde
(V ⊗W )g =
⊕
x∈G
Vx ⊗Wx−1g
El objeto unidad satisface 1e = k y 1g = 0 si g 6= e. Si consideramos los
isomorfismos de asociatividad y de unidad de espacios vectoriales, entonces
podemos definir los isomorfismos a, r y l de manera obvia.
Ejemplo 1.2.9. En este ejemplo, daremos una generalizacio´n del ejemplo
anterior donde el isomorfismo de asociatividad no sera´ el trivial.
Sea G un grupo finito. Un 3-cociclo normalizado es una funcio´n ω : G ×
G×G→ k∗ que satisface:
ω(g2, g3, g4)ω(g1, g2g3, g4)ω(g1, g2, g3) = ω(g1g2, g3, g4)ω(g1, g2, g3g4)
ω(g, 1, l) = 1
Para todo g, l, g1, g2, g3, g4 ∈ G.
De la definicio´n se puede deducir que ω(1, g, l) = 1 = ω(g, l, 1) para todo
g, l ∈ G.
Definimos la categor´ıa monoidal C(G,ω) de la siguiente manera: Como
categor´ıa abeliana, C(G,ω) es igual a C(G). El producto tensorial y el objeto
unidad son los mismos que los de la categor´ıa C(G).
La diferencia ocurre con el isomorfismo de asociatividad aω, el cual se define
como
aω : (U ⊗ V )⊗W → U ⊗ (V ⊗W )
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aωU,V,W ((u⊗ v)⊗ w) = ω(g, f, h)(u⊗ (v ⊗ w))
para elementos homoge´neos u ∈ Ug, v ∈ Vf y w ∈ Wh de U, V,W ∈ C respec-
tivamente.
Cuando tomamos el cociclo trivial 1, tenemos que C(G, 1) = C(G).
1.2.1. Categor´ıas trenzadas. Recordemos la nocio´n de categor´ıa tren-
zada, introducida por Joyal y Street en el art´ıculo [34].
Definicio´n 1.2.10. Una categor´ıa monoidal C se dice trenzada, si esta´ munida
de un isomorfismo natural,
cX,Y : X ⊗ Y ∼−−−→ Y ⊗X, X, Y ∈ C
el cual es llamado una trenza, tal que satisface las siguientes ecuaciones para
todos los objetos X, Y , Z en C:
(aY,Z,X)(cX,Y⊗Z)(aX,Y,Z) = (idY ⊗cX,Z)(aY,X,Z)(cX,Y ⊗ idZ)
(a−1Z,X,Y )(cX⊗Y,Z)(a
−1
X,Y,Z) = (cX,Z ⊗ idY )(a−1X,Z,Y )(idX ⊗cY,Z)
estas ecuaciones son conocidas como los axiomas del hexa´gono.
Si la trenza satisface adema´s que cV,UcU,V = idU⊗V para todo U, V en C,
decimos que la categor´ıa C es sime´trica.
Definicio´n 1.2.11. Sean C1 y C2 categor´ıas monoidales trenzadas cuyas tren-
zas son denotadas por c1 y c2 respectivamente. Un funtor monoidal (F, f, φ)
de C1 a C2 se dice trenzado si el siguiente diagrama conmuta:
F (X)⊗ F (Y ) c
2
F (X),F (Y )−−−−−−→ F (Y )⊗ F (X)
f−1X,Y
y yf−1Y,X
F (X ⊗ Y ) F (c
1
X,Y )−−−−−→ F (Y ⊗X)
para todos los objetos X, Y en la categor´ıa C1.
Ejemplo 1.2.12. Si G es un grupo finito, entonces la categor´ıa Rep(G) es
sime´trica, su trenza es la trenza esta´ndar. Esto es,
cX,Y (x⊗ y) = y ⊗ x
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Ejemplo 1.2.13. Denotemos por sVec a la categor´ıa de k-espacios vectoriales
de dimensio´n finita Z/2Z-graduados. Un elemento de esta categor´ıa es de la
forma
V = V0
⊕
V1
esta resulta ser una categor´ıa sime´trica. La trenza c : V ⊗W → W ⊗ V entre
dos objetos V,W en sVec se define como
c(v ⊗ w) = (−1)abw ⊗ v
para elementos homoge´neos v ∈ Va, w ∈ Wb, con 0 ≤ a, b ≤ 1.
Ejemplo 1.2.14. Sea G un grupo finito y sea z ∈ G un elemento central
tal que z2 = 1. Podemos asociarle a la categor´ıa Rep(G) una trenza c′ de la
siguiente forma:
Supongamos que zx = (−1)mx y zy = (−1)ny, entonces:
c′X,Y (x⊗ y) = (−1)mn(y ⊗ x).
Denotemos por Rep(G, z) a la categor´ıa Rep(G) equipada con esta trenza,
las categor´ıas de esta forma reciben el nombre de categor´ıas super-Tannakianas.
Ejemplo 1.2.15. En este ejemplo, introduciremos una clase de bia´lgebras
definidas por Drinfeld en [17] y que son llamadas Bia´lgebras cuasi-triangulares.
Sea A una bia´lgebra. Decimos que A es una bia´lgebra cuasi-triangular si
existe un elemento invertible R en A ⊗ A, llamado la R-matriz universal, tal
que para todo a ∈ A se satisface:
∆cop(a) = R∆(a)R−1
(id⊗∆)(R) = R13R12
(∆⊗ id)(R) = R13R23
(ε⊗ id)(R) = 1 = (id⊗ε)(R)
donde R12 significa R⊗ 1 ∈ A⊗3 y de manera similar para los elementos R13 y
R23.
En [35, Chapter XV] se demuestra que si A es una bia´lgebra cuasi-
triangular, entonces la categor´ıa A-Mod es una categor´ıa monoidal trenzada.
Ma´s au´n, esta categor´ıa es sime´trica si se cumple que R21 = R
−1.
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Dada una categor´ıa monoidal C, existe una categor´ıa asociada llamada el
centro de C, esta categor´ıa sera´ denotada por Z(C). Entre las principales car-
acter´ısticas de dicha categor´ıa, podemos nombrar el hecho de que esta resulta
ser una categor´ıa monoidal trenzada.
Por comodidad, consideraremos a la categor´ıa C como una categor´ıa
monoidal estricta.
Definicio´n 1.2.16. El centro de la categor´ıa C, denotado por Z(C), es la
categor´ıa cuyos objetos son pares (V, c−,V ), donde V es un objeto de C y
cX,V : X ⊗ V → V ⊗X
es una familia de isomorfismos naturales tales que para todo X, Y ∈ C se
satisface la siguiente identidad
cX⊗Y,V = (cX,V ⊗ idY )(idX ⊗cY,V )
Definicio´n 1.2.17. Sean (V, c−,V ) y (W, c−,W ) dos objetos de Z(C), un mor-
fismo
f : (V, c−,V )→ (W, c−,W )
es un morfismo f : V → W en C y tal que
(f ⊗ idX)cX,V = cX,W (idX ⊗f)
para todo X en C.
El centro Z(C) satisface unas propiedades muy interesantes que enunciare-
mos en el siguiente teorema:
Teorema 1.2.18. Sea (C,⊗,1, a, r, l) una categor´ıa monoidal.
1. Si C es una categor´ıa abeliana (k-lineal) entonces Z(C) es una categor´ıa
abeliana (k-lineal).
2. Z(C) es una categor´ıa monoidal con unidad (1, l− ◦ r−) y si (V, c−,V ) y
(W, c−,W ) son objetos de Z(C), entonces su producto tensorial se define
como
(V, c−,V )⊗ (W, c−,W ) = (V ⊗W, c−,V⊗W )
donde cX,V⊗W = (idV ⊗cX,W )(cX,V ⊗ idW ) para todo X en C.
3. La categor´ıa Z(C) es trenzada. La trenza es dada por
σ(V,c−,V ),(W,c−,W ) : (V, c−,V )⊗ (W, c−,W )→ (W, c−,W )⊗ (V, c−,V )
σ(V,c−,V ),(W,c−,W ) = cV,W
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Demostracio´n. Ver [35, Theorem XIII.4.2] 
1.2.2. Categor´ıas monoidales r´ıgidas. Sea (C,⊗,1, a, r, l) una cate-
gor´ıa monoidal. Supondremos en esta subseccio´n que C es estricta. La referencia
usada es el libro [2].
Definicio´n 1.2.19. Sea X un objeto de C. Un dual a derecha de X es un
objeto X∗ munido de morfismos
evX : X
∗ ⊗X → 1, coevX : 1→ X ⊗X∗
llamados morfismos de evaluacio´n y de coevaluacio´n respectivamente, tales que
las composiciones:
X
coevX⊗idX−−−−−−→ X ⊗X∗ ⊗X idX ⊗evX−−−−−→ X
X∗
idX∗ ⊗coevX−−−−−−−→ X∗ ⊗X ⊗X∗ evX⊗idX∗−−−−−−→ X∗
son las identidades.
Ana´logamente un dual a izquierda de X es un objeto ∗X munido de mor-
fismos
evX : X ⊗∗ X → 1, coevX : 1→∗ X ⊗X
tales que las composiciones:
X
idX ⊗coevX−−−−−−−→ X ⊗∗ X ⊗X evx⊗idX−−−−−→ X
∗X
coevX⊗id∗X−−−−−−−→ ∗X ⊗X ⊗∗ X id∗X ⊗evX−−−−−−→ ∗X
son las identidades.
Lema 1.2.20. Los duales a derecha y a izquierda son u´nicos salvo isomorfis-
mos.
Demostracio´n. Ver [2, Lemma 2.1.5]. 
Definicio´n 1.2.21. Una categor´ıa monoidal se dice r´ıgida si todo objeto posee
duales a derecha y a izquierda.
Si C es r´ıgida, el objeto unidad verifica que 1∗ ' 1 '∗ 1.
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Lema 1.2.22. Sea C una categor´ıa r´ıgida. El funtor dualidad ( )∗ : C → C es
un funtor contravariante. Adema´s para todo X, Y en la categor´ıa C se tiene
que (X ⊗ Y )∗ ' Y ∗ ⊗X∗.
Demostracio´n. Ver [2]. 
Definicio´n 1.2.23. Un objeto g de C se dice invertible si g⊗ g∗ ∼= 1 ∼= g∗⊗ g.
Una categor´ıa C abeliana y r´ıgida es llamada punteada si todos sus objetos
simples son invertibles.
Ejemplo 1.2.24. La categor´ıa C(G,ω) del Ejemplo 1.3.4 es una categor´ıa
punteada.
Lema 1.2.25. Sea C una categor´ıa r´ıgida. Entonces existen isomorfismos nat-
urales
HomC(U⊗V,W ) = HomC(U,W⊗V ∗) HomC(U, V⊗W ) = HomC(V ∗⊗U,W )
HomC(U⊗V,W ) = HomC(U,∗ V⊗W ) HomC(U, V⊗W ) = HomC(U⊗∗V,W )
para todo U, V,W ∈ C.
Demostracio´n. Sea ψ ∈ HomC(U ⊗V,W ). A este morfismo le asociamos
la composicio´n
U
id⊗coevV−−−−−→ U ⊗ V ⊗ V ∗ ψ⊗id−−−→ W ⊗ V ∗
De manera ana´loga, al morfismo ϕ ∈ HomC(U,W ⊗V ∗) le podemos asociar
el morfismo
U ⊗ V ϕ⊗id−−−→ W ⊗ V ∗ ⊗ V id⊗eV−−−−→ W
Es fa´cil verificar que estos morfismos son inversos el uno del otro. Ana´loga-
mente se demuestra la existencia de los otros dos isomorfismos naturales. 
Usando el Lema 1.2.25, demostraremos la siguiente proposicio´n, la cual nos
da condiciones para que el funtor ⊗ sea exacto en cada variable.
Proposicio´n 1.2.26. Sea C una categor´ıa abeliana y r´ıgida. Entonces el funtor
⊗ es exacto en cada variable. Es decir, si la sucesio´n
0→ U → V → W → 0
es exacta en C, entonces las sucesiones
0→ U ⊗X → V ⊗X → W ⊗X → 0
y
0→ X ⊗ U → X ⊗ V → X ⊗W → 0
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son exactas.
Demostracio´n. La sucesio´n
0→ U ⊗X → V ⊗X → W ⊗X → 0
es exacta si y so´lo si la sucesio´n
0→ HomC(Y, U ⊗X)→ HomC(Y, V ⊗X)→ HomC(Y,W ⊗X)→ 0
es exacta para todo Y ∈ C, esto se puede consultar en [38].
Por el Lema 1.2.25, tenemos que HomC(Y, U ⊗ X) = HomC(Y ⊗∗ X,U).
Como el funtor HomC(Y,−) es exacto a izquierda, entonces tenemos que −⊗
X es exacto. Ana´logamente, usando las otras identidades del mismo lema,
tenemos que X ⊗− es exacto. 
1.2.3. El anillo de Grothendieck G(C). Sea C una categor´ıa abeliana
monoidal r´ıgida. La Proposicio´n 1.2.26 nos dice que el funtor ⊗ es exacto.
Este hecho nos permite definir una estructura de anillo sobre el grupo de
Grothendieck G(C).
Sean [X] e [Y ] elementos del grupo de Grothendieck. Definimos su producto
como
[X][Y ] = [X ⊗ Y ]
el objeto unidad corresponde a la clase [1].
El anillo resultante se conoce como el anillo de Grothendieck de la categor´ıa.
1.3. Categor´ıas tensoriales finitas y de fusio´n
Usando los preliminares de las secciones anteriores vamos a introducir la
definicio´n de categor´ıa de fusio´n. Esta es una clase especial de una categor´ıa
llamada categor´ıa tensorial finita. Las categor´ıas de fusio´n son el contexto
catego´rico en el que vamos a trabajar a lo largo de la monograf´ıa.
Definicio´n 1.3.1. Sea C una categor´ıa abeliana k -lineal. Decimos que C es
localmente finita si todo objeto de C es de longitud finita y los espacios de
morfismos HomC(X, Y ) son espacios vectoriales de dimensio´n finita para todo
X, Y en C.
La categor´ıa C se dice finita si es localmente finita y tiene un nu´mero finito
de objetos simples.
Definicio´n 1.3.2. [20] Sea k un cuerpo algebraicamente cerrado.
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1. Una categor´ıa tensorial finita sobre k, es una categor´ıa finita, k -lineal,
monoidal r´ıgida, tal que el objeto unidad 1 es simple.
2. Una categor´ıa de fusio´n sobre un cuerpo k es una categor´ıa tensorial
finita semisimple.
Ejemplo 1.3.3. Los siguientes son ejemplos de categor´ıas de fusio´n:
1. Sea G un grupo finito y k un cuerpo algebraicamente cerrado tal que
la caracter´ıstica de k no divide al orden de G. La categor´ıa Rep(G) es
una categor´ıa de fusio´n.
2. Sea H una (cuasi-)a´lgebra de Hopf semisimple de dimensio´n finita sobre
k. La categor´ıa RepH es categor´ıa de fusio´n.
Ejemplo 1.3.4. Cada categor´ıa de fusio´n punteada C es equivalente a la cat-
egor´ıa C(G,ω) con G un grupo finito y ω un 3-cociclo en G.
Consideremos una categor´ıa de fusio´n C sobre k. Una subcategor´ıa tensorial
plena D ⊆ C es una subcategor´ıa de fusio´n de C si para todo objeto X en C
isomorfo a un sumando directo de un objeto en D se tiene que X ∈ D. Una
subcategor´ıa de fusio´n es r´ıgida, por lo tanto, es una categor´ıa de fusio´n por si
misma. Para una demostracio´n de este hecho, referimos al lector a [19].
Sea X una coleccio´n de objetos de C. La subcategor´ıa de fusio´n generada
por X , es la menor subcategor´ıa de fusio´n que contiene a X , la denotaremos
por C[X ]. En el caso en que X esta´ formado por un solo objeto X, denotaremos
esta categor´ıa por C[X].
Definicio´n 1.3.5. La subcategor´ıa adjunta Cad de la categor´ıa de fusio´n C, es
la subcategor´ıa de fusio´n generada por todos los elementos X ⊗X∗, donde X
recorre todos los objetos simples de C.
Definicio´n 1.3.6. Sea C una categor´ıa de fusio´n trenzada. Una subcategor´ıa
sime´trica D ⊂ C se dice tannakiana, si es equivalente, como categor´ıa de fusio´n
trenzada, a la categor´ıa de representaciones de dimensio´n finita de un grupo
finito G. Es decir, si existe un funtor F : D → Rep(G) el cual es una equiva-
lencia de categor´ıas de fusio´n trenzadas.
Ejemplo 1.3.7. Sea G un grupo finito, consideremos la categor´ıa C = Rep(G).
Su subcategor´ıa adjunta es Cad = Rep(G/Z(G)), donde Z(G) denota el centro
del grupo G.
Una pregunta interesante es determinar cuando el producto tensorial de dos
objetos simples en una categor´ıa de fusio´n es de nuevo un objeto simple. La
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respuesta a esta pregunta se encuentra en el siguiente lema cuya demostracio´n
aparece en [16, Lemma 2.5]. Recordemos que para dos objetos X, Y ∈ C,
m(X, Y ) denota la multiplicidad de X en Y .
Lema 1.3.8. Sea C una categor´ıa de fusio´n. Sean X e Y objetos simples de
C. Las siguientes afirmaciones son equivalentes:
X∗ ⊗ Y es simple.
Para todo objeto simple Z distinto del objeto unidad, se tiene que
m(Z,X ⊗X∗) = 0 o m(Z, Y ⊗ Y ∗) = 0.
1.4. Categor´ıas mo´dulo
Sea C una categor´ıa monoidal. La nocio´n de categor´ıa mo´dulo generaliza
la nocio´n de mo´dulo sobre un anillo. En esta seccio´n daremos una breve intro-
duccio´n a este concepto.
Definicio´n 1.4.1. Un mo´dulo a izquierda sobre C, es una categor´ıa abeliana
M, equipada con un bifuntor ⊗M : C ×M → M, munido de isomorfismos
naturales
aMX,Y,M : (X ⊗ Y )⊗MM ∼−−−→ X ⊗M (Y ⊗MM)
uM : 1⊗MM ∼−−−→ M
tales que los siguientes diagramas
((X ⊗ Y )⊗ Z)⊗MM
aMX,Y,Z⊗Mid
ttiiii
iiii
iiii
iiii
i aMX⊗Y,Z,M
**VVV
VVVV
VVVV
VVVV
VVV
(X ⊗ (Y ⊗ Z))⊗MM
aMX,Y⊗Z,M

(X ⊗ Y )⊗M (Z ⊗MM)
aM
X,Y,Z⊗MM

X ⊗M ((Y ⊗ Z)⊗MM)
id⊗aMY,Z,M
// X ⊗M (Y ⊗M (Z ⊗MM))
(X ⊗ 1)⊗MM
aMX,1,Y
//
rX⊗MidM
((PP
PPP
PPP
PPP
P
X ⊗M (1⊗MM)
id⊗MuM
vvmmm
mmm
mmm
mmm
m
X ⊗MM.
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conmutan para todo X, Y, Z ∈ C y M ∈M.
Definicio´n 1.4.2. Sean M y N dos categor´ıas mo´dulo a izquierda sobre C.
Denotemos por aM y aN a los isomorfismos naturales de asociatividad de cada
una de las categor´ıas. Un funtor de C-mo´dulos de M a N es un par (F, s),
donde F :M→N es un funtor y
sX,M : F (X ⊗MM)→ X ⊗N F (M)
es un isomorfismo natural tal que los siguientes diagramas
F ((X ⊗ Y )⊗MM)
F (aMX,Y,M )
ttjjjj
jjjj
jjjj
jjjj sX⊗Y,M
**TTT
TTTT
TTTT
TTTT
T
F (X ⊗M (Y ⊗MM))
s
X,Y⊗MM

(X ⊗ Y )⊗N F (M)
aN
X,Y,F (M)

X ⊗N F (Y ⊗MM) idX⊗
N sY,M
// X ⊗N (Y ⊗N F (M))
F (1⊗MM) s1,M //
F (lM )
&&MM
MMM
MMM
MM
1⊗N F (M)
lF (M)
xxqqq
qqq
qqq
q
F (M).
conmutan para todo X, Y en la categor´ıa C y M en la categor´ıa M.
De ahora en ma´s cuando digamos categor´ıas mo´dulo nos estaremos refirien-
do a una categor´ıa mo´dulo a izquierda.
Decimos que una categor´ıa mo´dulo es indescomponible, si no es equivalente
a la suma directa de dos categor´ıas mo´dulo no triviales.
Una categor´ıa mo´duloM sobre C se dice exacta si para todo objeto proyec-
tivo P ∈ C, el objeto P ⊗MM es proyectivo para todo M ∈M.
Sean C una categor´ıa tensorial yM una categor´ıa mo´dulo exacta indescom-
ponible sobre C. Consideremos la categor´ıa C∗M = EndC(M) de endofuntores
de C-mo´dulos deM. Esta resulta ser una categor´ıa tensorial, decimos que C∗M
es la categor´ıa dual de C con respecto a M.
Si C es una categor´ıa de fusio´n y M es un C-mo´dulo exacto indescom-
ponible, entonces la categor´ıa C∗M tambie´n es semisimple.
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Utilizando la nocio´n de categor´ıa dual, Mu¨ger en [48] generalizo´ la nocio´n
cla´sica de equivalencia Morita entre anillos al contexto de categor´ıas tensori-
ales.
Definicio´n 1.4.3. Dos categor´ıas tensoriales C y D se dicen Morita equiva-
lentes si D ∼= (C∗M)op para alguna categor´ıa mo´duloM indescomponible sobre
C.

Cap´ıtulo 2
Categor´ıas de fusio´n
Sea C una categor´ıa de fusio´n. Existe un invariante nume´rico de la categor´ıa
llamado la dimensio´n de Frobenius-Perron, este es un invariante muy impor-
tante que ha sido estudiado a profundidad por varios autores. Un objetivo de
este cap´ıtulo sera´ introducir esta nocio´n y mostrar algunas de sus propiedades.
La equivariantizacio´n de una categor´ıa de fusio´n por un grupo finito, as´ı co-
mo la extensio´n de una categor´ıa de fusio´n, son construcciones que nos per-
miten, a partir de categor´ıas conocidas, construir nuevas categor´ıas. Parte del
cap´ıtulo sera´ dedicado a recordar estas dos construcciones, as´ı como tambie´n
presentar una construccio´n debida a Turaev la cual es llamada categor´ıas de
fusio´n G-cruzadas.
Las categor´ıas de fusio´n trenzadas tienen una motivacio´n desde el punto
de vista de la f´ısica. Nociones como la S-matriz y la fo´rmula de Verlinde que
aparecen en estos casos sera´n presentadas y discutidas aqu´ı.
2.1. Dimensiones de Frobenius-Perron
Sea C una categor´ıa de fusio´n, denotemos por Irr(C) al conjunto de clases
de isomorfismos de objetos simples de C.
Consideremos el anillo de Grothendieck G(C), este fue definido en la Sub-
seccio´n 1.2.3. Como la categor´ıa C es una categor´ıa de fusio´n, entonces todos
sus objetos son de longitud finita. En este caso G(C) es generado por las clases
de isomorfismo de objetos X ∈ C con adicio´n y multiplicacio´n dada por:
[X] + [Y ] = [X ⊕ Y ], [X][Y ] = [X ⊗ Y ]
para todo X e Y en C. G(C) es un Z-mo´dulo libre con base Irr(C).
Antes de introducir la nocio´n de dimensio´n de Frobenius-Perron de una
categor´ıa de fusio´n, enunciaremos un teorema cla´sico del a´lgebra lineal cuya
demostracio´n puede encontrarse en [25].
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Teorema 2.1.1. (Teorema de Frobenius-Perron) Sea A una matriz cuadrada
con entradas reales no negativas.
1. A tiene un autovalor real no negativo. El mayor autovalor real no neg-
ativo λ(A) de A domina los valores absolutos de todos los otros auto-
valores de A.
2. Si A tiene entradas estrictamente positivas entonces λ(A) es un auto-
valor positivo simple y el autovector correspondiente puede ser normal-
izado para tener entradas estrictamente positivas.
3. Si A tiene un autovector v con entradas estrictamente positivas, en-
tonces el autovalor correspondiente es λ(A).
Sea C una categor´ıa de fusio´n y sean X, Y, Z ∈ Irr(C). Denotemos por
NZXY ∈ Z+ la multiplicidad del objeto simple Z en el producto tensorial X⊗Y ,
es decir,
X ⊗ Y ∼=
⊕
Z∈Irr(C)
NZXYZ
Para el objeto X consideremos la matriz de enteros no negativos
NX = (NZXY )Y,Z∈Irr(C)
Definicio´n 2.1.2. Sea X ∈ C, definimos su dimensio´n de Frobenius-Perron,
como el autovalor de Frobenius-Perron de la matriz NX . Lo denotaremos por
FPdim(X).
La dimensio´n de Frobenius-Perron de la categor´ıa C se define como
FPdim C =
∑
X∈Irr(C)
(FPdimX)2
Sean X ∈ C, consideremos su dual a derecha X∗. Las dimensiones de
Frobenius-Perron de estos objetos satisfacen que FPdimX = FPdimX∗.
Definicio´n 2.1.3. La categor´ıa C es llamada ı´ntegra si FPdimX ∈ Z, para
todos los objetos simples X ∈ C. Decimos que C es de´bilmente ı´ntegra si
FPdim C ∈ Z.
Nota 2.1.4. Toda categor´ıa de fusio´n ı´ntegra es equivalente a una categor´ıa
RepH, donde H es una cuasi-a´lgebra de Hopf de dimensio´n finita. Este hecho
esta´ enunciado y demostrado en [21, Theorem 8.33].
En el art´ıculo [21] se estudia con mucho detalle la nocio´n de dimensio´n de
Frobenius-Perron para una categor´ıa de fusio´n C. Algunos de los principales
resultados son:
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Teorema 2.1.5. La asignacio´n X → FPdimX se extiende a un morfismo de
anillos FPdim : G(C) → R. Ma´s au´n, FPdim es el u´nico morfismo de anillos
que satisface FPdim(X) > 0 para todo objeto simple X en C.
Teorema 2.1.6. Sea C una categor´ıa de fusio´n. Entonces FPdimZ(C) =
(FPdim C)2, donde Z(C) es el centro de la categor´ıa C.
Teorema 2.1.7. Sea C una categor´ıa de fusio´n trenzada, de´bilmente ı´ntegra.
Entonces para cualquier objeto simple X ∈ C, el radio FPdim(C)/FPdim(X)
es la ra´ız cuadrada de un nu´mero entero.
Este teorema puede ser visto en [21].
2.2. Equivariantizacio´n de categor´ıas de fusio´n
La equivariantizacio´n es una construccio´n que permite construir nuevas
categor´ıas de fusio´n a partir de un grupo finito y de una accio´n de este sobre
una categor´ıa de fusio´n. El objetivo de esta seccio´n es definir esta nueva cate-
gor´ıa, la cual resultara´ ser de fusio´n nuevamente, as´ı como ver algunas de sus
propiedades.
Sea G un grupo finito. A partir de este grupo construiremos una categor´ıa
monoidal, denotada por G, de la siguiente forma:
Los objetos de G son los elementos de G.
Los morfismos en la categor´ıa son las identidades.
El producto tensorial es dado por el producto del grupo G. Es decir, si
x e y pertenecen a G, entonces x⊗ y = xy.
Sea C una categor´ıa de fusio´n. Definimos la categor´ıa monoidal Aut⊗(C) co-
mo la categor´ıa cuyos objetos son autoequivalencias monoidales de la categor´ıa
C en si misma (tales equivalencias se conocen como autoequivalencias tenso-
riales), los morfismos son los isomorfismos naturales monoidales entre estos
funtores y el producto tensorial es dado por la composicio´n de funtores.
Definicio´n 2.2.1. Sea G un grupo finito.
Una accio´n de G sobre una categor´ıa de fusio´n C consiste en un funtor
monoidal
ρ : G→ Aut⊗(C) g 7→ ρg.
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De esta definicio´n se tiene, que cada g ∈ G es enviado a una autoequiv-
alencia tensorial ρg : C → C tal que para cada par g, h de elementos de G,
existe un isomorfismo natural de funtores tensoriales
ρg,h2 : ρ
g ◦ ρh ' ρgh
y un isomorfismo natural
ρ0 : idC → ρe
tales que los siguientes diagramas son conmutativos
ρgρhρk
ρg,h2 ρ
k
−−−→ ρghρk
ρgρh,k2
y yρgh,k2
ρgρhk
ρg,hk2−−−→ ρghk
ρg ρgρe
ρeρg ρg
-ρ
gρ0
?
ρ0ρg
@
@
@
@R
=
?
ρg,e2
-
ρe,g2
para todo g, h, k ∈ G.
Definicio´n 2.2.2. Sean G un grupo finito y C una categor´ıa de fusio´n. Consid-
eremos una accio´n de G sobre C, ρ : G → Aut⊗(C). Un objeto G-equivariante
de C es un par (X, {µg}g∈G), donde X es un objeto de C y µg : ρg(X) ' X,
g ∈ G, es una coleccio´n de isomorfismos tales que el diagrama
ρg(ρh(X))
ρg(µh)−−−−→ ρg(X)
ρg,h2
y yµg
ρgh(X)
µgh−−−→ X
conmuta para todo g, h en G.
Un morfismo de dos objetos equivariantes (X, {µg}g∈G) y (Y, {υg}g∈G) en
C, es un morfismo f : X → Y tal que el diagrama
ρg(X)
ρg(f)−−−→ ρg(Y )
µg
y yυg
X
f−−−→ Y
conmuta para todo g ∈ G.
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Dados un grupo finito G, una categor´ıa de fusio´n C y una accio´n de G sobre
C, vamos a construir una nueva categor´ıa llamada la equivariantizacio´n.
Definicio´n 2.2.3. La equivariantizacio´n, denotada por CG, de la categor´ıa de
fusio´n C bajo la accio´n de G, es la categor´ıa cuyos objetos son los objetos
G-equivariantes y cuyos morfismos corresponden a los morfismos entre objetos
G-equivariantes.
Cuando k es un cuerpo algebraicamente cerrado de caracter´ıstica cero,
tenemos que la equivariantizacio´n CG de la categor´ıa de fusio´n C, es de nuevo
una categor´ıa de fusio´n y su dimensio´n de Frobenius-Perron es
FPdim CG = |G|FPdim C.
Este resultado, as´ı como ma´s informacio´n sobre la equivariantizacio´n pueden
ser consultados en las referencias [7], [8], [19].
Sea CG la equivariantizacio´n de C bajo la accio´n ρ y sea F : CG → C el
funtor de olvido.
Para cada objeto simple Z de C, sea GZ ⊆ G el subgrupo de inercia de Z.
Este se define como
GZ = {g ∈ G : ρg(Z) ∼= Z}.
Como Z es simple, existe un 2-cociclo αZ : GZ ×GZ → k∗ definido por la
relacio´n
αZ(g, h)
−1 idZ = cgρg(ch)(ρ
g,h
2Z
)−1(cgh)−1 : Z → Z,
donde, para todo g ∈ GZ , se tiene que cg : ρg(Z) → Z es un isomorfismo fijo
[9, Subsection 2.3].
Los objetos simples de CG esta´n parametrizados por pares (Z,U), donde
Z corre sobre las G-o´rbitas de Irr(C) y U es una clase de equivalencia de una
representacio´n irreducible αZ-projectiva de GZ (ver [9]).
Usaremos la notacio´n SZ,U para indicar la clase de isomorfismo del objeto
simple correspondiente al par (Z,U). Se demuestra en el articulo [9] que las
dimensiones de Frobenius-Perron de los objetos simples satisfacen:
(5) FPdimSZ,U = [G : GZ ] dimU FPdimZ.
Sea C una categor´ıa tensorial. Existe un proceso opuesto a la equivarianti-
zacio´n, llamado la de-equivariantizacio´n, el cual vamos a describir a contin-
uacio´n.
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Sea E ∼= Rep(G) una subcategor´ıa tannakiana del centro Z(C), donde G
es un grupo finito. Consideremos el a´lgebra A en la subcategor´ıa E correspon-
diente al a´lgebra kG de funciones sobre G con la accio´n regular de G. Esta
a´lgebra resulta ser conmutativa en la categor´ıa E .
Consideremos la categor´ıa CG de A-mo´dulos a derecha en C; esta es una
categor´ıa tensorial y es llamada la de-equivariantizacio´n de C con respecto a
Rep(G).
La equivariantizacio´n y la de-equivariantizacio´n son construcciones inversas
cano´nicamente una de la otra, es decir, existen equivalencias de categor´ıas
tensoriales (CG)G ∼= (CG)G, ver [19].
2.3. Categor´ıas de fusio´n de tipo grupo
Una clase de categor´ıas de fusio´n son las llamadas categor´ıas de fusio´n de
tipo grupo, las cuales fueron definidas en [57] y estudiadas a profundidad en
[21]. Estas se definen a partir de grupos finitos. El objetivo de esta seccio´n
sera´ dar una breve introduccio´n a estas categor´ıas.
Consideremos los siguientes datos:
Sea G un grupo finito y H ⊆ G un subgrupo.
ω ∈ Z3(G, k×) un 3-cociclo.
α ∈ C2(H, k×) una 2-cocadena tal que dα = ω|H .
Consideremos el a´lgebra de grupo torcida A = kα[H]. Como dα = ω|H ,
entonces el a´lgebra A es un a´lgebra asociativa en esta categor´ıa.
Consideremos ahora la subcategor´ıa VecG,ω(H), la cual es la subcategor´ıa
de VecG,ω de objetos graduados por H.
Definimos la categor´ıa C(G,H, ω, α) como la categor´ıa de A-bimo´dulos en
VecG,ω. Estas categor´ıas se llaman categor´ıas de fusio´n de tipo grupo.
Una caracterizacio´n simple de las categor´ıas de tipo grupo es dada en [57],
remitimos al lector a dicho art´ıculo para ver su demostracio´n.
Proposicio´n 2.3.1. Una categor´ıa de fusio´n C es de tipo grupo si y solo si es
dual a una categor´ıa punteada con respecto a una categor´ıa mo´dulo indescom-
ponible.
El siguiente corolario, el cual se demuestra en [21], nos dice que las cat-
egor´ıas de fusio´n de tipo grupo son ı´ntegras, es decir que las dimensiones de
Frobenius-Perron de sus objetos simples son nu´meros enteros.
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Corolario 2.3.2. [21, Corollary 8.43] Los objetos simples de una categor´ıa de
fusio´n de tipo grupo tienen dimensiones de Frobenius-Perron entera.
Los resultados de [57] implican que la clase de las categor´ıas de fusio´n de
tipo grupo es cerrada bajo el producto tensorial, categor´ıa opuesta y toman-
do la categor´ıa dual con respecto a una categor´ıa mo´dulo indescomponible.
Adema´s la clase es cerrada tomando subcategor´ıas y bajo componentes de una
categor´ıa cociente.
2.4. Categor´ıas graduadas
En esta seccio´n recordaremos la nocio´n de graduacio´n por un grupo finito
en el contexto de categor´ıas de fusio´n. Esta herramienta es muy u´til a la hora
de construir nuevas categor´ıas de fusio´n a partir de categor´ıas conocidas. La
referencia principal es el art´ıculo [27].
Definicio´n 2.4.1. Sean C una categor´ıa de fusio´n y G un grupo finito. Decimos
que C es graduada por G, si la categor´ıa C se descompone como una suma
directa de subcategor´ıas abelianas plenas C =
⊕
g∈G
Cg tal que para todo g, h ∈
G, el producto tensorial
⊗ : C × C → C
env´ıa Cg × Ch en la subcategor´ıa Cgh.
La subcategor´ıa abeliana Ce correspondiente al elemento neutro e ∈ G es
llamada la componente trivial de la G-graduacio´n. Esta subcategor´ıa resulta
ser una subcategor´ıa de fusio´n.
Nota 2.4.2. Es consecuencia de lo anterior que el dual satisface C∗g = Cg−1 .
Si tenemos que Cg 6= 0 para todo g en el grupo G, decimos que la graduacio´n
es fiel. Si C es fielmente graduada por un grupo G, diremos que C es una G-
extensio´n de Ce.
Sea C una G-extensio´n de Ce. Las dimensiones de Frobenius-Perron de las
subcategor´ıas abelianas satisfacen que FPdim Cg = FPdim Ce, para todo g ∈ G.
Adema´s la dimensio´n de Frobenius-Perron de la categor´ıa C es FPdim C =
|G|FPdim Ce. Ver [19, Corollary 4.28].
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En el mismo trabajo [27], Gelaki y Nikshych probaron que para toda cat-
egor´ıa de fusio´n C existe una graduacio´n fiel cano´nica
C =
⊕
g∈U(C)
Cg
Esta graduacio´n es llamada la graduacio´n universal de C. El grupo U(C) es
llamado el grupo de graduacio´n universal de C. Este grupo es abeliano si la
categor´ıa C es trenzada. En este caso la componente trivial de la graduacio´n
Ce es la categor´ıa adjunta.
2.4.1. Categor´ıas de fusio´n nilpotentes. Sea C una categor´ıa de
fusio´n. La serie central ascendente de C se define recursivamente de la siguiente
forma:
C(0) = C, C(1) = Cad, C(n) = (C(n−1))ad,
para todo entero n ≥ 1.
Definicio´n 2.4.3. Una categor´ıa de fusio´n C es nilpotente si su serie central
ascendente converge a la categor´ıa Vec de espacios vectoriales de dimensio´n
finita, es decir, si existe un nu´mero entero n para el cual C(n) =Vec.
El menor nu´mero n para el que ocurre esto se conoce como la clase de
nilpotencia de C.
La nocio´n de una categor´ıa de fusio´n nilpotente fue introducida en el art´ıcu-
lo [27].
Una condicio´n equivalente a que una categor´ıa C sea nilpotente es que
exista una sucesio´n de categor´ıas de fusio´n
Vec = C0 ⊂ C1 ⊂ · · · ⊂ Cn = C
y una sucesio´n de grupos finitos G1, · · · , Gn tal que Ci se obtiene de Ci−1 por
una Gi-extensio´n para todo i = 1, · · · , n. Esta afirmacio´n esta´ demostrada en
[27] (ver Theorem 3.5 y Remark 4.7).
Si todos los grupos G1, · · · , Gn resultan ser c´ıclicos, decimos que la cate-
gor´ıa C es c´ıclicamente nilpotente.
Ejemplo 2.4.4. Consideremos una categor´ıa de fusio´n punteada. Esta cate-
gor´ıa siempre resulta ser nilpotente [27, Remark 4.7]. Ma´s au´n, las categor´ıas
con clase de nilpotencia 1 son siempre de esta forma.
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Ejemplo 2.4.5. Sea G un grupo finito. La categor´ıa C = Rep(G) es nilpotente
si y so´lo si el grupo G es nilpotente.
2.4.2. Categor´ıas de fusio´n resolubles. En el art´ıculo [22] se intro-
ducen las definiciones de categor´ıa de fusio´n de´bilmente de tipo grupo y cate-
gor´ıa de fusio´n resoluble.
Definicio´n 2.4.6. Una categor´ıa de fusio´n C es de´bilmente de tipo grupo si es
Morita equivalente a una categor´ıa de fusio´n nilpotente.
Por otro lado, decimos que C es resoluble si se satisface alguna de las sigu-
ientes dos condiciones equivalentes:
1. C es Morita equivalente a una categor´ıa de fusio´n c´ıclicamente nilpo-
tente.
2. Existe una sucesio´n de categor´ıas de fusio´n C0 = Vec, C1, · · · , Cn = C y
una sucesio´n G1, · · · , Gn de grupos c´ıclicos de orden primo tal que Ci es
obtenido de Ci−1 por una Gi-equivariantizacio´n o por una Gi-extensio´n.
En [22] se demuestra que las categor´ıas de´bilmente de tipo grupo y las
categor´ıas resolubles son de´bilmente enteras.
Las principales propiedades de las categor´ıas de´bilmente de tipo grupo se
resumen en la siguiente proposicio´n.
Proposicio´n 2.4.7. La clase de categor´ıas de´bilmente de tipo grupo es cerrada
bajo extensiones, equivariantizaciones, equivalencia Morita, productos tensori-
ales, el centro, subcategor´ıas y componentes de categor´ıas cocientes.
Demostracio´n. Ver [22, Proposition 4.1] 
Para categor´ıas resolubles tambie´n en el mismo art´ıculo se obtienen los
siguientes resultados:
Proposicio´n 2.4.8. 1. La clase de categor´ıas resolubles es cerrada
tomando extensiones y equivariantizaciones por grupos resolubles,
equivalencia Morita, productos tensoriales, el centro, subcategor´ıas y
categor´ıas componentes de categor´ıas cocientes.
2. Las categor´ıas VecG,ω y Rep(G) son resolubles si y so´lo si G es un grupo
resoluble.
3. Una categor´ıa de fusio´n nilpotente trenzada es resoluble.
4. Una categor´ıa de fusio´n resoluble C 6= Vec contiene un objeto invertible
no trivial.
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Demostracio´n. Ver [22, Proposition 4.5] 
2.5. Sucesiones exactas
Sean C y D categor´ıas de fusio´n y sea F : C → D un funtor tensorial.
Definicio´n 2.5.1. Decimos que el funtor es dominante si todo objeto Y de D
es un subobjeto de F (X) para algu´n objeto X en la categor´ıa C.
Denotaremos con KerF a la subcategor´ıa de fusio´n formada por los objetos
X de la categor´ıa C tales que F (X) es un objeto trivial de la categor´ıa D. Esto
significa que F (X) es isomorfo a 1⊗n para algu´n entero n.
Definicio´n 2.5.2. El funtor F es normal si para cada objeto simple X de C
que satisface HomD(1, F (X)) 6= 0, tenemos que X pertenece a KerF .
En [7] se define la nocio´n de sucesio´n exacta de categor´ıas de fusio´n. Esta
es una sucesio´n de funtores tensoriales entre categor´ıas de fusio´n
C ′ i−−−→ C F−−−→ C ′′
tal que el funtor F es dominante y normal, y tal que i induce una equivalencia
entre C ′ y KerF .
Ejemplo 2.5.3. Sea G un grupo finito y consideremos la sucesio´n exacta de
grupos 1 → G′ → G → G′′ → 1. Esta de lugar a la sucesio´n exacta de
categor´ıas tensoriales:
Rep(G′′)→ Rep(G)→ Rep(G′).
Bruguie`res y Natale en [7] demostraron en particular que si C ′ → C → C ′′
es una sucesio´n exacta de categor´ıas tensoriales, entonces las dimensiones de
Frobenius-Perron satisfacen:
FPdim C = FPdim C ′ FPdim C ′′.
En el mismo art´ıculo se demuestra que el proceso de equivariantizacio´n pro-
duce ejemplos de sucesiones exactas de categor´ıas tensoriales. Espec´ıficamente,
tenemos el siguiente teorema.
Teorema 2.5.4. [7, Corollary 4.22] Una accio´n de un grupo finito G sobre una
categor´ıa tensorial C por autoequivalencias tensoriales da lugar a una sucesio´n
exacta de categor´ıas tensoriales:
RepG→ CG → C
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Esta es una sucesio´n exacta de categor´ıas de fusio´n si k es algebraicamente
cerrado, C es una categor´ıa de fusio´n y char( k) no divide al orden de G.
En este caso, el funtor F : CG → C corresponde al funtor de olvido
F (X,µ) = X.
2.6. Categor´ıas de fusio´n trenzadas
Definicio´n 2.6.1. Sea C una categor´ıa de fusio´n trenzada y c su trenza. Dos
objetos simples X y Y se dicen que se centralizan el uno al otro si la trenza
satisface cY,XcX,Y = idX⊗Y .
El centralizador de Mu¨ger de una subcategor´ıa de fusio´n D, el cual de-
notaremos por D′, es la subcategor´ıa de fusio´n plena generada por todos los
objetos X en la categor´ıa C tales que cY,XcX,Y = idX⊗Y para todos los objetos
Y en la subcategor´ıa D.
El centralizador C ′ de la categor´ıa C se llama el centro de Mu¨ger de la
categor´ıa.
Tenemos que la categor´ıa C es sime´trica si y so´lo si C ′ = C. Si C ′ ∼= Vec,
decimos que C es no degenerada, y es llamada ligeramente degenerada si C ′ ∼=
sVec.
El siguiente teorema nos muestra una condicio´n que satisfacen las dimen-
siones de Frobenius-Perron cuando es trenzada, de´bilmente ı´ntegra no degen-
erada.
Teorema 2.6.2. Sea C una categor´ıa de fusio´n trenzada, de´bilmente ı´nte-
gra no degenerada. Entonces para cualquier objeto simple X ∈ C, el radio
FPdim(C)/FPdim(X)2 es un entero.
La subcategor´ıa adjunta de una categor´ıa no degenerada satisface la sigu-
iente condicio´n interesante:
Corolario 2.6.3. Si C es no degenerada, entonces (Cad)′ iguala la subcategor´ıa
punteada maximal Cpt ⊂ C, es decir la subcategor´ıa de fusio´n generada por los
objetos invertibles de C. Adema´s, C ′pt = Cad.
Demostracio´n. Ver [19, Corollary 3.27]. 
La siguiente proposicio´n, la cual es extraida de [22], nos muestra un caso
en el que una categor´ıa de fusio´n ı´ntegra trenzada, ligeramente degenerada
contiene una subcategor´ıa tannakiana no trivial.
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Proposicio´n 2.6.4. Sea C una categor´ıa de fusio´n ı´ntegra trenzada, ligera-
mente degenerada. Supongamos que C contiene un objeto simple de dimensio´n
pr para algu´n primo p > 2. Entonces C contiene una subcategor´ıa tannakiana
no trivial.
Demostracio´n. Ver [22, Proposition 7.4] 
Generalizando un poco la nocio´n de centralizador, decimos que dos objetos
X e Y se centralizan proyectivamente el uno al otro, si cY,XcX,Y es un mu´ltiplo
escalar de la aplicacio´n identidad de X ⊗ Y . Una respuesta a la pregunta de
cuando dos objetos se centralizan proyectivamente el uno al otro es dada por
la siguiente proposicio´n, la cual aparece en el art´ıculo [19]:
Proposicio´n 2.6.5. [19, Proposition 3.22] Para un par de objetos simples
X e Y pertenecientes a una categor´ıa de fusio´n trenzada C, las siguientes
condiciones son equivalentes:
1. X centraliza a Y ⊗ Y ∗;
2. X ⊗X∗ centraliza a Y ;
3. X e Y se centralizan proyectivamente el uno al otro.
Se define el centralizador proyectivo de un objeto simple X (respectiva-
mente de una subcategor´ıa plena D) como la subcategor´ıa plena de C cuyos
objetos centralizan proyectivamente a X (respectivamente, a cada objeto sim-
ple de D). Esta resulta ser una subcategor´ıa de fusio´n de C [19, Lemma 3.15].
Bajo algunas condiciones podemos decir cuando una categor´ıa es ligera-
mente no degenerada, ese es el resultado del siguiente lema para cuya de-
mostracio´n remitimos al lector a [54, Lemma 7.1].
Definimos al grupo G[X] como el subgrupo del grupo de objetos invertibles
s de C tales que s⊗X ∼= X.
Lema 2.6.6. Sea C una categor´ıa de fusio´n trenzada. Supongamos que C no
contiene subcategor´ıas Tannakianas o no-degeneradas no triviales. Entonces la
categor´ıa C es ligeramente degenerada y tenemos lo siguiente:
Cpt = C ′.
G[X] = 1, para todos los objetos simples X ∈ C
Existen varios resultados de clasificacio´n de categor´ıas de fusio´n trenzadas
con alguna hipo´tesis adicional, uno de estos resultados que usaremos en resul-
tados posteriores es el siguiente.
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Teorema 2.6.7. [18, Theorem 1.1] Una categor´ıa de fusio´n nilpotente trenzada
C tiene una descomposicio´n u´nica como un producto tensorial de categor´ıas de
fusio´n trenzadas
C ' C1  · · · Cn
donde para todo i se satisface FPdim(Ci) = pkii , con pi un nu´mero primo y tal
que pi 6= pj si i 6= j.
Un resultado interesante, debido a Naidu, Nikschych y Witherspoon, car-
acteriza las categor´ıas de fusio´n de tipo grupo trenzadas como una equivari-
antizacio´n de una categor´ıa de fusio´n punteada.
Teorema 2.6.8. Sea D una categor´ıa de fusio´n trenzada. Entonces D es de
tipo grupo si y solo si D contiene una subcategor´ıa tannakiana ξ = Rep(G) tal
que la correspondiente de-equivariantizacio´n DG es punteada.
Demostracio´n. Ver [51, Theorem 7.2]. 
2.7. Categor´ıas de fusio´n G-cruzadas
Sea G un grupo finito, a continuacio´n vamos a introducir una nocio´n debida
a Turaev y que se encuentra en [62], [61]:
Definicio´n 2.7.1. Una categor´ıa de fusion G-cruzada es una categor´ıa de
fusio´n C equipada con las siguientes estructuras:
Una graduacio´n (no necesariamente fiel) C =⊕g∈G Cg.
Una accio´n ρ : G→ Aut⊗(C) de G sobre C tal que ρg(Ch) ⊂ Cghg−1 .
Una coleccio´n de isomorfismos naturales, llamados la G-trenza:
cX,Y : X ⊗ Y ' ρg(Y )⊗X, X ∈ Cg, g ∈ G e Y ∈ C
Sean ρg,h2 : ρ
gρh ∼= ρgh la estructura monoidal del funtor ρ y µg la estructura
tensorial de ρg.
Las anteriores estructuras deben satisfacer las siguientes relaciones de com-
patibilidad:
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(a) el diagrama
ρg(X)⊗ ρg(Y ) ρghg−1(ρg(Y ))⊗ ρg(X)
ρg(X ⊗ Y ) ρgh(Y )⊗ ρg(X)
ρg(ρh(Y )⊗X) ρg(ρh(Y ))⊗ ρg(X)
-
cρg(X),ρg(Y )
?
(ρghg
−1,g
2 )Y ⊗Idρg(X)
6
(µg)
−1
X,Y
?
ρg(cX,Y )
-
(µg)
−1
ρg(Y ),X
6
(ρg,h2 )Y ⊗Idρg(X)
conmuta para todo g, h ∈ G y objetos X ∈ Ch, Y ∈ C;
(b) el diagrama
(X ⊗ Y )⊗ Z
X ⊗ (Y ⊗ Z) (ρg(Y )⊗X)⊗ Z
ρg(Y ⊗ Z)⊗X ρg(Y )⊗ (X ⊗ Z)
(ρg(Y )⊗ ρg(Z))⊗X ρg(Y )⊗ (ρg(Z)⊗X)

aX,Y,Z
HHHHHHj
cX,Y ⊗IdZ
?
cX,Y⊗Z
?
aρg(Y ),X,Z
?
(µg)
−1
Y,Z⊗IdX
?
Idρg(Y )⊗cX,Z
-
aρg(Y ),ρg(Z),X
conmuta para todo g ∈ G y objetos X ∈ Cg, Y, Z ∈ C;
(c) el diagrama
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X ⊗ (Y ⊗ Z)
(X ⊗ Y )⊗ Z X ⊗ (ρh(Z)⊗ Y )
ρgh(Z)⊗ (X ⊗ Y ) (X ⊗ ρh(Z))⊗ Y
ρgρh(Z)⊗ (X ⊗ Y ) (ρgρh(Z)⊗X)⊗ Y
Q
Q
Q
Q
Q
Q
Qs
IdX⊗cY,Z






3
aX,Y,Z
?
a−1
X,ρh(Z),Y
6
c−1X⊗Y,Z
?
c
X,ρh(Z)
⊗IdY
6
(ρg,h2 )Z⊗IdX⊗Y
-
a−1
ρgρh(Z),X,Y
conmuta para todo g, h ∈ G y objetos X ∈ Cg, Y ∈ Ch, Z ∈ C.
La componente neutra de C respecto a la G-graduacio´n, denotada por Ce,
es una categor´ıa de fusio´n trenzada.
Sea C una categor´ıa de fusio´n trenzada y sea E ∼= Rep(G) una subcategor´ıa
tannakiana de C. La de-equivariantizacio´n CG es una categor´ıa de fusio´n G-
cruzada. Esta afirmacio´n se puede consultar en [19]. Denotaremos por C0G a la
componente trivial de la G-graduacio´n asociada a CG.
Proposicio´n 2.7.2. Sea C una categor´ıa de fusio´n trenzada. Supongamos que
RepG ∼= E ⊆ C es una subcategor´ıa tannakiana. Entonces C es de´bilmente
ı´ntegra (respectivamente ı´ntegra o de´bilmente de tipo grupo) si y solo si C0G
es de´bilmente ı´ntegra (respectivamente ı´ntegra o de´bilmente de tipo grupo).
Adema´s C es resoluble si y solo si C0G es resoluble y G es resoluble.
Demostracio´n. Ver [54, Proposition 4.1]. 
Como un caso particular de [13, Corollary 3.30], se tiene el siguiente resul-
tado.
Proposicio´n 2.7.3. Consideremos las mismas hipo´tesis de la proposicio´n
anterior. La categor´ıa de fusio´n C es no-degenerada si y so´lo si C0G es no-
degenerada y la G-graduacio´n sobre la categor´ıa CG es fiel. Si esto ocurre, hay
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una equivalencia de categor´ıas de fusio´n trenzadas:
C  (C0G)op ∼= Z(CG)
Rec´ıprocamente, si D es una categor´ıa de fusio´n G-cruzada, entonces la
equivariantizacio´n DG bajo la accio´n de G es una categor´ıa de fusio´n trenzada,
y C contiene a E ∼= RepG como subcategor´ıa tannakiana, bajo la inclusio´n
cano´nica RepG→ DG ∼= C [19, Section 4].
Supongamos adema´s que la subcategor´ıa tannakiana E esta´ contenida en
C ′. entonces la trenza de C induce una trenza en la de-equivariantizacio´n CG
tal que el funtor cano´nico C → CG es un funtor tensorial trenzado y la accio´n
de G sobre CG es por autoequivalencias trenzadas [5], [47], [7, Corollary 5.31].
Nota 2.7.4. Supongamos que C ∼= Rep(G, u) es una categor´ıa de fusio´n
sime´trica. Entonces tenemos que C1 ∼= Rep(G/(u)) es una subcategor´ıa tan-
nakiana maximal.
Sigue de la discusio´n anterior que la de-equivariantizacio´n D = CG/(u) es
una categor´ıa de fusio´n trenzada munida con una accio´n de G/(u) por autoe-
quivalencias trenzadas tales que C ∼= DG/(u).
Observemos adema´s que si C no es tannakiana, entonces tenemos la
equivalencia D ∼= sVec como categor´ıas de fusio´n trenzadas. Tenemos que
FPdimD = FPdim C/FPdim C1 = 2 y como el funtor cano´nico C → D es
un funtor tensorial trenzado, entonces la categor´ıa D es sime´trica (y no es
tannakiana). Como consecuencia obtenemos:
Proposicio´n 2.7.5. Sea C una categor´ıa de fusio´n sime´trica no tannakiana.
Se tiene una sucesio´n exacta de categor´ıas de fusio´n trenzadas
RepG/(u)→ C → sVec .
2.7.1. S-matriz y fo´rmula de Verlinde para categor´ıas modu-
lares.
Definicio´n 2.7.6. Una estructura pivotal sobre una categor´ıa de fusio´n C, es
un isomorfismo tensorial ψ entre la autoequivalencia identidad de C y el funtor
doble dual X 7→ X∗∗. Una categor´ıa de fusio´n con una estructura pivotal es
llamada pivotal.
Definicio´n 2.7.7. Sean C una categor´ıa pivotal, V un objeto de C y f un
endomorfismo de V . Definimos la traza cua´ntica de f , denotada por Tr f ∈
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Endk(1) ' k, como la composicio´n
1 V ⊗ V ∗ V ⊗ V ∗ V ∗∗ ⊗ V ∗ 1-coevV -f⊗id -ψV ⊗id -eV ∗ .
Para todo objeto V ∈ C, definimos su dimensio´n catego´rica como dV =
Tr(idV ).
Definicio´n 2.7.8. Una estructura pivotal sobre una categor´ıa C se dice esfe´rica
si para todo X ∈ C se satisface dX = dX∗ .
Definicio´n 2.7.9. [2] Una categor´ıa premodular C es una categor´ıa de fusio´n
trenzada equipada con una estructura esfe´rica.
Esta definicio´n es equivalente a que la categor´ıa C es una categor´ıa de fusio´n
trenzada munida con una estructura balanceada, esto significa que esta´ munida
con un automorfismo natural θ : idC → idC el cual satisface
θX⊗Y = cY,XcX,Y (θX ⊗ θY )
θ1 = id
(θX)
∗ = θX∗
para todos los objetos X, Y de C.
En el libro [2] se demuestra que una estructura balanceada θ define un
isomorfismo natural entre los funtores δ : idC → ()∗∗ con las siguientes
propiedades:
δV⊗W = δV ⊗ δW
δ1 = id
δV ∗ = (δ
∗
V )
−1
para todo V ∈ C.
Sea C una categor´ıa premodular. Sean X, Y objetos simples de C. Deno-
taremos por SX,Y ∈ k a la traza cua´ntica de la composicio´n
cY,XcX,Y : X ⊗ Y → X ⊗ Y.
La S-matriz de C es definida en la forma S = (SXY )X,Y ∈Irr(C). Esta es una
matriz sime´trica con entradas en un cuerpo cicloto´mico que satisface
SXY ∗ = SXY = SX∗Y ,
para todo X, Y ∈ Irr(C), donde SXY denota la conjugacio´n compleja. En par-
ticular, el valor absoluto de SXY esta´ determinado por
|SXY |2 = SXY SXY ∗ = SXY SX∗Y , X, Y ∈ Irr(C).
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Definicio´n 2.7.10. [64] La categor´ıa premodular C es llamada modular si la
S-matriz es no-degenerada.
Para cada X, Y, Z ∈ Irr(C), sea NZXY = dim HomC(Z,X ⊗ Y ) la multiplici-
dad del objeto simple Z en el producto tensorial X ⊗ Y .
Las categor´ıas modulares han sido de gran intere´s no solo en matema´tica
sino tambie´n en el a´rea de la f´ısica. Precisamente una fo´rmula importante en
la f´ısica llamada la fo´rmula de Verlinde ha sido generalizada y probada en este
contexto.
Teorema 2.7.11. Sea C una categor´ıa modular. Entonces se cumple la sigu-
iente igualdad:
(6) NZXY =
1
dim(C)
∑
T∈Irr(C)
SXT SY T SZ∗T
dT
,
para todo X, Y, Z ∈ Irr(C), donde dT es la dimensio´n catego´rica del objeto T .
Demostracio´n. Se puede consultar en [2, Theorem 3.1.14]. 
Observacio´n 2.7.12. Sea T un objeto simple de C. Por [27, Lemma 6.1],
tenemos que para todo X ∈ Irr(C) se satisface la igualdad |SXT | = |dXdT |, si
y so´lo si T es un objeto invertible de C.
Por el resto de esta seccio´n, asumiremos que la categor´ıa C sera´ una cat-
egor´ıa de fusio´n trenzada, de´bilmente ı´ntegra, esto es, FPdim C es un nu´mero
natural.
En este caso, el resultado [21, Proposition 8.23] nos dice que existe una
estructura esfe´rica en la categor´ıa C en la cual las dimensiones catego´ricas
de los objetos simples coinciden con sus dimensiones de Frobenius-Perron.
Esta estructura es conocida como la estructura esfe´rica positiva cano´nica. La
correspondiente estructura balanceada la denotaremos por θ : idC → idC.
Supongamos que E ∼= RepG es una subcategor´ıa tannakiana de C contenida
en C ′.
Consideremos la de-equivariantizacio´n CG de C, la cual tambie´n es de´bil-
mente ı´ntegra y entonces una categor´ıa premodular con estructura cano´nica
balanceada θ.
La accio´n por autoequivalencias trenzadas de G sobre CG y el funtor
cano´nico C → CG preservan las estructuras balanceadas, es decir,
θF (X) = F (θX), θρg(Y ) = θY ,
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para todos los objetos X de C y Y de CG, y para todo g ∈ G [5, Lemme 3.3].
Lema 2.7.13. Sea Z ∈ C ′ un objeto simple. Supongamos que Z es un compo-
nente de X ⊗X∗ para algu´n objeto simple X de C. Entonces θZ = 1.
Este lema esta´ contenido en [47, Lemma 5.4] para el caso en que Z es un
objeto invertible de C.
Demostracio´n. La categor´ıa C ′ es una categor´ıa de fusio´n sime´trica. Sea
G un grupo finito y sea u ∈ Z(G), u2 = 1, tal que C ′ ∼= Rep(G, u).
Como C ′ es sime´trica, entonces para cada objeto simple Z de C tenemos
que θZ = ±1, y Z ∈ RepG/(u) si y so´lo si θZ = 1.
Supongamos por el contrario que θZ = −1. En particular C ′ no es tan-
nakiana y E ∼= RepG/(u) es su subcategor´ıa tannakiana maximal. Entonces E
es una subcategor´ıa tannakiana maximal de C contenida en el centro de Mu¨ger
C ′.
Denotemos con D = CG/(u) la de-equivariantizacio´n de C, la cual es una cat-
egor´ıa de fusio´n ı´ntegra. Indicaremos por θ la estructura balanceada, cano´nica
y positiva en D.
Entonces el grupo G/(u) actu´a sobre D por autoequivalencias trenzadas
que preservan las estructuras balanceadas, tal que C ∼= DG/(u), y el funtor
cano´nico F : C → D es un funtor trenzado el cual preserva las estructuras
balanceadas.
La imagen esencial de C ′ bajo el funtor F es equivalente, como categor´ıa de
fusio´n trenzada, a la categor´ıa sVec de super espacios vectoriales; ver la nota
2.7.4. Sea g ∈ F (C ′) ∼= sVec el u´nico objeto invertible no trivial; g es el u´nico
objeto simple de F (C ′) tal que θg = −1. Notemos que, como Z ∈ C ′, entonces
g ∈ D′ [5, Lemme 2.2 (1)].
Ahora, como θZ = −1 y F preservan las estructuras balanceadas, en-
tonces θF (Z) = − idF (Z). Como el funtor F es normal, esto implica que
HomD(1, F (Z)) = 0 y entonces F (Z) es isomorfo a una suma directa de copias
del objeto g ∈ F (C ′).
Sea Y una componente simple del objeto F (X) en D. El objeto F (X) ∈ D
se descompone como una suma directa de conjugados de Y bajo la accio´n de
G/(u). La hipo´tesis de que Z es una componente de X⊗X∗ implica que F (Z)
es un sumando directo de F (X ⊗X∗) ∼= F (X)⊗ F (X)∗.
58 2. CATEGORI´AS DE FUSIO´N
En particular, existen s, t ∈ G/(u) tales que g tiene multiplicidad positiva
en el producto tensorial ρt(Y )⊗ ρs(Y )∗. Esto implica que
g ⊗ ρs(Y ) ∼= ρt(Y ).
Por consiguiente, θg⊗ρs(Y ) = θρt(Y ) = θY . Por otro lado, como g centraliza a
ρs(Y ), obtenemos que
θg⊗ρs(Y ) = (θg ⊗ θρs(Y ))cρs(Y ),g cg,ρs(Y ) = −θρs(Y ) = −θY .
Esto da origen a una contradiccio´n θY = −θY . Esta contradiccio´n viene de
suponer que θZ = −1. Luego obtenemos que θZ = 1, como se quer´ıa. 
Existe un lema debido a Etingof, Nikshych y Ostrik el cual nos da una
condicio´n que satisfacen dos elementos simples cuya dimensio´n es coprima.
Para los detalles acerca de su demostracio´n, remitimos al lector al art´ıculo
[22, Lemma 7.1]
Lema 2.7.14. Sean X e Y dos objetos simples de una categor´ıa de fusio´n tren-
zada e ı´ntegra cuyas dimensiones de Frobenius Perron FPdim(X) y FPdim(Y )
son coprimas. Entonces se satisface una de las siguientes dos condiciones:
(i) X e Y se centralizan proyectivamente el uno al otro.
(ii) SX,Y = 0.
Cap´ıtulo 3
Preliminares acerca de grafos de grupos finitos
En este cap´ıtulo, introduciremos la nocio´n de grafo primo y de grafo comu´n
divisor para un conjunto de enteros positivos. Esta construccio´n, de natu-
raleza meramente combinatoria, ha sido aplicada con gran e´xito a problemas
de teor´ıa de grupos. Grafos primos y de comu´n divisor cuyos conjuntos de
ve´rtices son los caracteres irreducibles del grupo o los cardinales de las clases
de conjugacio´n se han definido y estudiado. Condiciones como el nu´mero de
componentes conexas sera´n importantes para nuestras aplicaciones. El obje-
tivo de este cap´ıtulo sera´ el mostrar estas nociones y discutir sus principales
propiedades.
Sea G un grupo finito. En primer lugar, vamos a definir algunos grafos
asociados al grupo G que sera´n generalizados y estudiados ma´s adelante en el
contexto de las categor´ıas de fusio´n.
Sea n un nu´mero natural. La notacio´n pi(n) indicara´ el conjunto de divi-
sores primos de n. Si X es un conjunto de enteros positivos, la notacio´n pi(X)
indicara´ el conjunto de nu´meros primos p tales que p divide a algu´n elemento
de X.
Trabajaremos con grafos no orientados. Para un grafo G, el conjunto de sus
ve´rtices sera´ denotado por ϑ(G).
Sean x e y dos ve´rtices conectados por un camino en G. La distancia entre
x e y sera´ denotada por d(x, y); esta es por definicio´n la longitud mı´nima de un
camino en G que conecta a los ve´rtices x e y. Si los ve´rtices x e y pertenecen a
componentes conexas distintas (es decir, ellos no esta´n conectados por ningu´n
camino) la distancia entre ellos no esta´ definida.
El dia´metro de G es el ma´ximo del conjunto de todas las distancias de todos
los ve´rtices del grafo G.
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3.1. Grafo primo y grafo comu´n divisor
Definicio´n 3.1.1. Sea S un conjunto de enteros positivos. El grafo primo
∆(S) y el grafo comu´n divisor Γ(S) de S se definen como sigue:
El grafo ∆(S) tiene como conjunto de ve´rtices al conjunto pi(S). Dos
ve´rtices p y q esta´n unidos por una arista si y so´lo si existe a ∈ S tal
que el producto pq divide a a.
El grafo Γ(S) tiene como conjunto de ve´rtices al conjunto S − {1}.
Dos ve´rtices a y b esta´n unidos por una arista si y so´lo si a y b no son
coprimos.
Denotaremos por dΓ(S)(x,y) y d∆(S)(p,q) las distancias en los grafos Γ(S) y
∆(S) respectivamente.
El siguiente lema, cuyo enunciado y demostracio´n es tomada de [37], es
importante por el hecho de que nos brinda una relacio´n entre las distancias de
ambos grafos.
Lema 3.1.2. [37, Lemma 3.1] Sea S un conjunto de enteros positivos. Supong-
amos que a, b ∈ S∗ = S − {1}. Sean p y q nu´meros primos tales que p | a y
q | b. Entonces a y b esta´n en la misma componente de Γ(S) si y so´lo si p y q
esta´n en la misma componente de ∆(S).
Ma´s au´n, si esto ocurre, entonces | dΓ(S)(a, b)− d∆(S)(p, q) |≤ 1.
Demostracio´n. Supongamos que a y b esta´n en la misma componente
conexa de Γ(S). Escojamos enteros a = a0, a1, · · · , an = b ∈ S∗ tales que
a = a0 → a1 → · · · → an = b
es un camino con el menor nu´mero de ve´rtices entre a y b en el grafo Γ(S).
Por lo tanto dΓ(S)(a, b) = n.
Para cada i = 1, · · · , n podemos encontrar un primo pi ∈ pi(S) tal que
pi|ai−1 y pi|ai. Por lo tanto tenemos el siguiente camino en el grafo ∆(S)
p→ p1 → · · · → pn → q
Este camino es de longitud n+ 1 en ∆(S). Luego, p y q pertenecen a la misma
componente conexa del grafo ∆(S). Adema´s concluimos que
d∆(S)(p, q) ≤ n+ 1 = dΓ(S)(a, b) + 1.
3.1. GRAFO PRIMO Y GRAFO COMU´N DIVISOR 61
Para probar la rec´ıproca, supongamos que p y q pertenecen a la misma
componente conexa del grafo ∆(S). Elijamos del conjunto pi(S) un conjunto
de primos p = q0, q1, · · · , ql = q tales que el camino
p = q0 → q1 → · · · → ql = q
es el camino de menor longitud entre p y q en ∆(S).
Por lo tanto d∆(S)(p, q) = l.
Para i = 1, · · · , l, encontramos bi ∈ S∗ tal que qi−1qi|bi, esto implica que
tenemos que el camino
a→ b1 → · · · → bl → b
conecta a los ve´rtices a y b en Γ(S). Ma´s au´n, este camino tiene longitud l+ 1,
luego
dΓ(S)(a, b) ≤ l + 1 = d∆(S)(p, q) + 1
Por lo tanto, concluimos que |dΓ(S)(a, b) − d∆(S)(p, q)| ≤ 1, lo cual da por
terminada la demostracio´n. 
El siguiente corolario nos brinda un hecho muy importante que sera´ usado
repetidamente a lo largo de este trabajo.
Corolario 3.1.3. [37, Corollary 3.2] Sea S un conjunto de enteros positivos.
El nu´mero de componentes conexas del grafo Γ(S) es igual al nu´mero de com-
ponentes conexas del grafo ∆(S).
Ma´s au´n, |diam(∆(S))− diam(Γ(S))| ≤ 1.
Demostracio´n. Por el Lema anterior, tenemos una correspondencia entre
las componentes conexas de Γ(S) y las componentes conexas de ∆(S).
Ma´s precisamente, consideremos un subconjunto maximal A de S∗ = S −
{1} de ve´rtices en el grafo Γ(S), es decir un subconjunto A en el que no existe
un punto z ∈ S∗ − A tal que z este´ conectado con un punto de A. Sea pi(A)
su conjunto de primos.
Entonces tenemos que A corresponde a una componente conexa de Γ(S) si
y so´lo si pi(S) corresponde a una componente conexa del grafo ∆(S). Ma´s au´n,
su dia´metro difiere a lo sumo por 1. Esta u´ltima afirmacio´n se tiene nuevamente
por el lema anterior. 
62 3. PRELIMINARES ACERCA DE GRAFOS DE GRUPOS FINITOS
3.2. El grafo ∆(G)
Sea G un grupo finito y sea k un cuerpo algebraicamente cerrado de car-
acter´ıstica cero.
Recordemos que dada una representacio´n de dimensio´n finita ρ : G →
GL(V ) sobre k, el caracter χ = χV se define en la forma
χ(g) = Tr(ρ(g))
para todo g ∈ G.
Si χ es un caracter de G, definimos su grado como
χ(1) = dim(V ),
donde V es el espacio vectorial subyacente a la representacio´n de la cual χ es
su caracter.
Denotaremos por cd(G) al conjunto de los grados de los caracteres irre-
ducibles del grupo G, es decir,
cd(G) = {χ(1) : χ ∈ Irr(G)}.
El conjunto pi(cd(G)) es entonces el conjunto de nu´meros primos p tales que p
divide a χ(1) para algu´n χ ∈ Irr(G). La notacio´n ∆(G) sera´ usada para indicar
el grafo primo sobre cd(G).
El grafo ma´ximo comu´n divisor sobre el conjunto cd(G) sera´ denotado por
Γ(G).
El grafo ∆(G) brinda much´ısima informacio´n acerca de la estructura del
grupo G. Estas relaciones han sido estudiadas fuertemente. Entre las princi-
pales referencias podemos citar a [43, Chapter V] y [37].
Para los siguientes ejemplos vamos a fijar como cuerpo k al cuerpo de los
nu´meros complejos C.
Ejemplo 3.2.1. Sea G un grupo finito abeliano. Como cada representacio´n
irreducible de un grupo abeliano tiene dimensio´n 1, tenemos que en este caso
el grafo ∆(G) es el grafo vac´ıo (sin ve´rtices y sin aristas).
Ejemplo 3.2.2. Sea G un grupo finito no abeliano de orden una potencia de
un primo p. Es un hecho conocido en la teor´ıa de representaciones de grupos
finitos que el orden de cualquier representacio´n irreducible divide al orden del
grupo, ver por ejemplo [30].
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En este caso, como el grupo G es no abeliano, existe una representacio´n
irreducible ϕ cuyo grado no es 1. En vista del hecho mencionado anteriormente,
tenemos que el grado de ϕ debe ser alguna potencia del primo p.
Por lo tanto, podemos concluir que el grafo ∆(G) es un grafo con solo un
ve´rtice correspondiente al primo p.
Ejemplo 3.2.3. Sea G un grupo finito nilpotente. Entonces G es producto
directo de sus subgrupos de Sylow, este hecho puede ser visto en [28, Chapter
II, Proposition 7.5].
Como G es un producto directo de grupos, entonces los grados de sus
representaciones irreducibles sobre C son el producto de los grados de las rep-
resentaciones irreducibles de sus factores directos.
Por lo tanto el grafo ∆(G) tiene como conjunto de ve´rtices al conjunto de
primos p tales que el p-subgrupo de Sylow de G es no abeliano. La caracter-
izacio´n anterior de las representaciones irreducibles del grupo G nos permite
concluir que todos los ve´rtices de ∆(G) esta´n conectados entre si. Luego el
grafo ∆(G) es completo.
En el siguiente teorema resumiremos algunos de los resultados ma´s impor-
tantes demostrados por Manz, Staszewski y Willems [41], Manz [40] y Manz,
Willems y Wolf [42]; ver [37, Corollary 4.2 y Theorem 6.4]:
Teorema 3.2.4. Sea G un grupo finito. Se tienen:
(i) El grafo ∆(G) tiene a lo sumo tres componentes conexas.
Supongamos que el grupo G es resoluble. Entonces:
(ii) El grafo ∆(G) tiene a lo sumo dos componentes conexas.
(iii) Si ∆(G) es conexo, entonces su dia´metro es a lo sumo igual a 3. 
Hacemos notar que la prueba de la parte (i) del teorema, la cual es dada
en [41], usa la clasificacio´n de los grupos finitos simples.
Cuando el grupo G es adema´s resoluble y el grafo ∆(G) no es conexo,
podemos dar una caracterizacio´n de sus componentes conexas gracias a los
siguientes resultados de Pa´lfy. Para su demostracio´n, remitimos al lector a
[37] y a las referencias all´ı citadas.
Teorema 3.2.5. Sea G un grupo resoluble, si el grafo ∆(G) no es conexo,
entonces cada componente conexa es un grafo completo.
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Teorema 3.2.6. Sea G un grupo resoluble, supongamos que el grafo ∆(G)
tiene dos componentes conexas. Sean n y N las cardinalidades del conjunto de
ve´rtices de las dos componentes de ∆(G), donde n ≤ N . Entonces N ≥ 2n−1.
Ejemplo 3.2.7. Como consecuencia del anterior teorema tenemos que el grafo
• • • •
no se realiza como un grafo ∆(G), con G grupo resoluble.
Ejemplo 3.2.8. Existen otros ejemplos de grafos que no son realizaciones
de grafos ∆(G) con G grupo resoluble. Por ejemplo, Zhang demostro´ que el
siguiente grafo
• • • •
no se realiza si G es un grupo resoluble. Ver [37, Theorem 4.5].
Diversos autores han aplicado la te´cnica de grafos de grupos finitos para
resolver problemas o enunciar propiedades interesantes referentes a los grupos.
Como un ejemplo de esto, vamos a citar el siguiente corolario cuyo enunciado
y demostracio´n aparece en [41, Corollary 1].
Corolario 3.2.9. Sea G un grupo no resoluble tal que los grados de todos sus
caracteres irreducibles son potencias de primos. Entonces G ' S × A, donde
A es un grupo abeliano y S es el grupo A5 o el grupo SL(2, 8).
La siguiente observacio´n, la cual esta´ basada en el anterior corolario sera´ us-
ada en la parte final de la monograf´ıa cuando probemos uno de nuestros resul-
tados principales.
Observacio´n 3.2.10. Vamos a aplicar el anterior corolario en el siguiente
caso:
Sea G un grupo que satisface alguna de las siguientes dos condiciones:
(i) Los grados de las representaciones irreducibles de G son potencias de
algu´n elemento del conjunto {p, q} con p y q primos.
(ii) Los grados de las representaciones irreducibles de G corresponden a
potencias de algu´n elemento del conjunto {p1, · · · , pr} donde p1, · · · , pr
son primos y adema´s pi 6= 2, 3, 5 o 7 para todo i = 1, · · · , r.
En cualquiera de los dos casos, el corolario anterior implica que el grupo
G es resoluble puesto que el grupo G no es de la forma S ×A, donde A es un
grupo abeliano y S es el grupo A5 o el grupo SL(2, 8)
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3.3. El grafo ∆′(G)
Sea G un grupo finito. Denotemos por cs(G) al conjunto
cs(G) = {|C| : C es una clase de conjugacio´n de G}.
Los grafos primo y ma´ximo comu´n divisor sobre el conjunto cs(G) sera´n deno-
tados respectivamente por ∆′(G) y Γ′(G).
Ejemplo 3.3.1. Sea D2n el grupo dihedral.
Si n es impar, entonces el grupo D2n tiene una clase de conjugacio´n de
orden 1,
n− 1
2
clases de conjugacio´n de orden 2 y una clase de conjugacio´n de
orden n. Entonces el grafo ∆′(D2n) tiene como conjunto de ve´rtices al conjunto
2∪pi(n). Este grafo tiene dos componentes conexas una de las cuales tiene como
u´nico elemento al 2.
El grafo ∆′(G) tiene unas propiedades muy interesantes, las cuales sera´n re-
sumidas en el Teorema 3.3.14 que enunciaremos ma´s adelante. Estos resultados
pueden ser consultados por ejemplo en [11] y [37].
A continuacio´n, enunciaremos un pequen˜o corolario que nos sera´ de gran
utilidad para varios resultados. Remitimos al lector al art´ıculo [11, Corollary
4].
Corolario 3.3.2. Sea p un nu´mero primo el cual es coprimo con |xG| para todo
x ∈ G. Entonces el p-subgrupo de Sylow de G es un factor abeliano directo de
G.
Lema 3.3.3. Sea p un nu´mero primo. Tenemos que p /∈ pi(csG) si y so´lo si
existe un p-subgrupo de Sylow central en G.
Demostracio´n. Supongamos que p no divide a |Ga| para todo a ∈ G,
entonces el grupo G tiene un p-subgrupo de Sylow central Sp por el Corolario
3.3.2.
La otra implicacio´n sigue del hecho que si G tiene un p-subgrupo de Sylow
central Sp, entonces el subgrupo Sp es un factor directo abeliano de G y por lo
tanto cs(G) = cs(G/Sp). Pero todos los nu´meros en cs(G/Sp) dividen el orden
de G/Sp, el cual es coprimo con p. 
El siguiente resultado debido a Naboru Ito, aparece por primera vez en [33]
y sera´ usado varias veces.
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Teorema 3.3.4. [33] Sea G un grupo finito. El grado de cualquier repre-
sentacio´n irreducible de G divide al ı´ndice de cada uno de sus subgrupos nor-
males abelianos maximales.
Michler en [45, Theorem 5.4] da una condicio´n para que un grupo fini-
to tenga un p-subgrupo de Sylow normal abeliano. En resumen, tenemos el
siguiente enunciado conocido como Teorema de Ito-Michler:
Teorema 3.3.5. [45] Sea G un grupo finito. G tiene un p-subgrupo de Sylow
normal abeliano P si y so´lo si p - χ(1) para cada caracter irreducible χ de G.
Observacio´n 3.3.6. El teorema de Ito-Michler usa en su demostracio´n la
clasificacio´n de los grupos finitos simples.
Corolario 3.3.7. Sea G un grupo finito y p un nu´mero primo. Tenemos que
p /∈ pi(cdG) si y so´lo si existe un p-subgrupo de Sylow normal abeliano.
Demostracio´n. Sea p primo tal que p /∈ pi(cdG). Por la definicio´n del
conjunto pi(cdG), tenemos que p no divide al grado de ninguna representacio´n
irreducible. Es decir, para toda representacio´n irreducible χ de G se satisface
p /∈ χ(1). Luego, usando el Teorema 3.3.5, concluimos que existe un p-subgrupo
de Sylow normal abeliano.
Veamos ahora la otra implicacio´n. Por hipo´tesis, existe un p-subgrupo de
Sylow normal abeliano. Nuevamente el Teorema de Ito-Michler nos dice que
para toda representacio´n irreducible χ de G, se satisface p - χ(1), es decir,
p /∈ pi(cdG).

Lema 3.3.8. Sea G un grupo finito. Entonces pi(cd(G)) ⊆ pi(cs(G)).
Demostracio´n. Sea p un nu´mero primo tal que p /∈ pi(cs(G)). El Lema
3.3.3 nos dice que G tiene un p-subgrupo de Sylow central Sp.
El Teorema 3.3.4 implica que el grado de cualquier caracter irreducible χ
divide al ı´ndice [G : Sp]. Por lo tanto p - χ(1), es decir, p /∈ pi(cd(G)).
Entonces pi(cd(G)) ⊆ pi(cs(G)), lo cual concluye la demostracio´n. 
Una propiedad interesante y un tanto inesperada acerca de los grafos de
un grupo resoluble fue enunciada por Dolfi. Para su demostracio´n remitimos
al lector a [37, Theorem 8.4].
Teorema 3.3.9. Sea G un grupo resoluble. El grafo ∆(G) es un subgrafo de
∆′(G).
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En el enunciado del teorema principal de esta seccio´n, las nociones de un
grupo de Frobenius y un grupo cuasi-Frobenius sera´n importantes, por lo cual
las recordaremos.
Definicio´n 3.3.10. Un grupo G es llamado un grupo de Frobenius con com-
plemento de Frobenius H, si existe un subgrupo propio H ⊆ G tal que
H ∩ gHg−1 = {e} para todo g ∈ G\H.
Si G es un grupo de Frobenius con complemento de Frobenius H, entonces
G es un producto semidirecto G = N oH, donde el subgrupo normal N ⊆ G,
esta´ un´ıvocamente determinado por H. N se llama el nu´cleo de Frobenius de
G.
A continuacio´n enunciaremos algunas propiedades de los grupos de Frobe-
nius, remitimos al lector interesado al libro de Isaacs [30, Cap´ıtulo 7].
Proposicio´n 3.3.11. Sea G un grupo de Frobenius con complemento H y
nu´cleo N , entonces se tiene lo siguiente:
(i) Los o´rdenes de H y N son primos relativos.
(ii) Para todo 1 6= n ∈ N se tiene que CG(n) ⊂ N .
(iii) Para todo 1 6= h ∈ H se tiene que CG(h) ⊂ H.
Observacio´n 3.3.12. Sea G un grupo de Frobenius, supongamos que su
nu´cleo N y su complemento H son abelianos. Sea n ∈ N un elemento cuya
clase de conjugacio´n CG(n) no es trivial. Como N es abeliano, entonces ten-
emos que N ⊂ CG(n). Ahora, la Proposicio´n anterior nos dice que CG(n) ⊂ N .
Luego concluimos que si la clase de conjugacio´n de n ∈ N es no trivial entonces
satisface N = CG(n).
De la misma manera concluimos que si h ∈ H es un elemento del sub-
grupo H cuya clase de conjugacio´n en G no es trivial entonces su centralizador
satisface CG(h) = H.
Definicio´n 3.3.13. Un grupo G es llamado un grupo cuasi-Frobenius con
nu´cleo de Frobenius N˜ ⊆ G y complemento de Frobenius H˜ ⊆ G, si G/Z(G)
es un grupo de Frobenius con nu´cleo N˜/Z(G) y complemento H˜/Z(G).
Ahora procederemos a enunciar el teorema principal de esta seccio´n. Los
resultados son debidos a Bertram, Herzog y Mann, Kazarin, Casolo y Dolfi y
Alfandary [3], [36], [12], [1]. Ver por ejemplo [37, Section 8].
Teorema 3.3.14. Sea G un grupo finito. Entonces se tienen:
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(i) El grafo ∆′(G) tiene a lo ma´s dos componentes conexas.
(ii) El grafo ∆′(G) tiene dos componentes conexas si y so´lo si G es un grupo
cuasi-Frobenius con complemento y nu´cleo abelianos. En este caso, cada
componente conexa es un grafo completo.
(iii) Si el grupo G no es resoluble, entonces el grafo ∆′(G) es conexo y su
dia´metro es a lo sumo dos.
(iv) Si el grafo ∆′(G) es conexo, entonces su dia´metro es a lo sumo igual a
3.
Concluimos esta seccio´n con dos propiedades ma´s del grafo ∆′(G).
Lema 3.3.15. Sea G un grupo finito. Los o´rdenes de las clases de conju-
gacio´n de G son los mismos que los del grupo G/Z(G). Ma´s au´n ∆′(G) =
∆′(G/Z(G)).
Proposicio´n 3.3.16. Sea G un grupo cuasi-Frobenius con nu´cleo abeliano N˜
y complemento abeliano H˜. Entonces el grafo ∆′(G) posee dos componentes
conexas, adema´s cada componente es un grafo completo.
Demostracio´n. Sean n y m los o´rdenes de los grupos N = N˜/Z(G)
y H = H˜/Z(G) respectivamente. Como G es cuasi-Frobenius entonces, por
definicio´n, tenemos que el grupo G/Z(G) es un grupo de Frobenius con nu´cleo
N˜/Z(G) y complemento H˜/Z(G). La Proposicio´n 3.3.11 implica que (n,m) =
1.
Ahora bien, por hipo´tesis, tanto el nu´cleo como el complemento de G son
abelianos. Esto implica que los subgrupos N˜/Z(G) y H˜/Z(G) tambie´n son
abelianos, es decir, el grupo de Frobenius G/Z(G) tiene nu´cleo y complemento
abelianos. En este caso, la Observacio´n 3.3.12 nos dice que las u´nicas clases de
conjugacio´n no triviales de G/Z(G) corresponden a los subgrupos N˜/Z(G) y
H˜/Z(G).
El lema anterior implica que los o´rdenes de las clases de conjugacio´n del
grupo G son los mismos que los del grupo G/Z(G). Por lo tanto concluimos
que los o´rdenes de las clases de conjugacio´n no triviales de G son n y m.
Como n y m son coprimos entonces tenemos que las componentes conexas
del grafo ∆′(G) son los grafos completos sobre el conjunto de ve´rtices pi(n) y
pi(m). Luego, el grafo ∆′(G) posee dos componentes conexas.
Sean a, b ∈ pi(n), como el producto ab divide a n, entonces los ve´rtices a
y b esta´n unidos por una arista en el subgrafo generado por el conjunto pi(n).
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Por lo tanto la componente conexa generada por el conjunto pi(n) es un grafo
completo. De manera ana´loga, concluimos que el grafo sobre el conjunto de
ve´rtices pi(m) tambie´n es completo. Esta afirmacio´n nos permite concluir la
demostracio´n. 
3.4. El grafo Γ′(G) y el IP-grafo
En esta seccio´n vamos a considerar una generalizacio´n del grafo Γ′(G) in-
troducida por Isaacs y Praeger en [32] y que se conoce con el nombre del
IP-grafo.
Sea G un grupo finito actuando transitivamente sobre un conjunto Ω. Con-
sideremos un elemento α ∈ Ω y sea Gα ⊆ G su subgrupo estabilizador. El
subgrupo Gα actu´a sobre el conjunto Ω por restriccio´n de la accio´n original.
Definicio´n 3.4.1. Definimos los subgrados de (G,Ω) como las cardinalidades
de las o´rbitas de la accio´n de un estabilizador Gα, α ∈ Ω, sobre el conjunto Ω.
El conjunto de subgrados de (G,Ω) es denotado por D = D(G,Ω).
Observacio´n 3.4.2. Como la accio´n original es transitiva, se tiene que el
conjunto D esta´ bien definido, independientemente de la eleccio´n de α ∈ Ω.
Definicio´n 3.4.3 ([32]). Supongamos que todos los subgrados de (G,Ω) son
finitos. Se define el IP-grafo de (G,Ω) como el grafo comu´n divisor Γ(D) del
conjunto D.
Las principales propiedades del IP-grafo se resumen en el siguiente teorema.
Ver [32, Theorem A and Theorem C].
Teorema 3.4.4. Sea G un grupo. Supongamos que G actu´a transitivamente
sobre el conjunto Ω y que todos los subgrados son finitos. Entonces el IP-grafo
de (G,Ω) tiene a lo sumo dos componentes conexas. Ma´s au´n, se tienen:
(i) Si el IP-grafo tiene so´lamente una componente conexa, entonces esta
componente tiene dia´metro a lo sumo 4.
(ii) Si el IP-grafo tiene dos componentes conexas, entonces una de esas es
un grafo completo y la otra tiene dia´metro a lo sumo 2.
Nota 3.4.5. En el resultado original dado en [32] se considera al 1 como una
componente conexa tambie´n. Esto hace que en el enunciado del teorema se
afirme que el grafo tiene a lo sumo tres componentes conexas. En esta tesis
no consideramos al 1 como un elemento del conjunto de ve´rtices, razo´n por la
cual el nu´mero de componentes conexas de la versio´n del teorema se reduce en
uno.
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Antes de dar un ejemplo donde haremos uso de este teorema, enunciaremos
un resultado debido a Yuster cuya demostracio´n puede ser encontrada en [66,
Theorem 1.5].
Teorema 3.4.6. Sean H y G grupos finitos, tal que H actu´a sobre G por
automorfismos. Sean x, y ∈ G con |xH | = m, |yH | = n donde (m,n) = 1.
Supongamos que (|G|, |H|) = 1, entonces |(xy)H | = mn
Ejemplo 3.4.7. El Teorema 3.4.4 sera´ aplicado luego en este trabajo (ver
Teorema 5.1.10 en el Cap´ıtulo 5) en el siguiente contexto. Sean G,A grupos
finitos tales que G actu´a sobre A por automorfismos. Esta accio´n es transitiva.
Consideremos los subgrados de (G,A) y formemos su correspondiente IP-
grafo. Como consecuencia del Teorema 3.4.4, tenemos que este grafo tiene a lo
sumo dos componentes conexas. Es decir, el grafo comu´n divisor del conjunto
de o´rdenes de las o´rbitas de la accio´n de G sobre A tiene a lo sumo dos
componentes conexas. Ver [32, Corollary B].
Si, adema´s, los o´rdenes de G y de A son primos relativos, entonces por el
Teorema 3.4.6, tenemos que el grafo comu´n divisor del conjunto de o´rdenes de
las o´rbitas es conexo y su dia´metro es a lo ma´s 2.
El siguiente es un teorema, debido a Isaacs, que nos permitira´ demostrar
el Lema 3.4.11. Su demostracio´n puede ser consultada en [31, Theorem A].
Teorema 3.4.8. Sean H y N grupos finitos cuyos o´rdenes son coprimos.
Supongamos que H actu´a sobre N por automorfismos de manera no trivial.
Asumamos que H fija cada caracter irreducible no lineal de N . Entonces el
subgrupo derivado de N es nilpotente y por lo tanto N es resoluble.
Un concepto u´til en teor´ıa de grupos es el de subgrupo caracter´ıstico, el
cual definiremos a continuacio´n.
Definicio´n 3.4.9. Sea G un grupo finito y sea H un subgrupo de G. Decimos
que el subgrupo H es caracter´ıstico si H es invariante bajo cada automorfismo
de G. Es decir si
ϕ(H) = H
para cualquier automorfismo ϕ : G→ G.
Proposicio´n 3.4.10. Sea H un subgrupo caracter´ıstico en K y sea K C G.
Entonces H CG.
Demostracio´n. Ver [58, Proposition 1.5.6 page 28] 
3.4. EL GRAFO Γ′(G) Y EL IP-GRAFO 71
Para terminar este cap´ıtulo, enunciaremos el siguiente lema que sera´ usado
mas adelante. Para ma´s informacio´n, remitimos al lector a [41].
Lema 3.4.11. Sea G un grupo finito y sea q un nu´mero primo. Supongamos
que N es un subgrupo normal no resoluble de G cuyo ı´ndice es una potencia
de q y sea Q ⊆ N un q-subgrupo de Sylow normal de N . Si Q0 ⊆ G es un
q-subgrupo de Sylow tal que cada representacio´n irreducible no lineal de N/Q
es estable bajo Q0/Q, entonces Q0 es normal en G.
Demostracio´n. El subgrupo Q es un q-subgrupo de Sylow normal de N ,
por lo tanto es el u´nico q-subgrupo de Sylow de N . Como cualquier automor-
fismo de N debe preservar los q-subgrupos de Sylow entonces concluimos que
el subgrupo Q es un subgrupo caracter´ıstico de N .
Por hipo´tesis, N es normal en G. Como Q es un subgrupo caracter´ıstico de
N , usando la Proposicio´n 3.4.10 deducimos que Q es un q-subgrupo normal de
G. En particular, Q ⊆ Q0 para el q-subgrupo de Sylow Q0 de G.
Consideremos los subgrupos Q0/Q y N/Q de G/Q. Por la forma en que
esta´n definidos Q, N y Q0, tenemos que el orden de Q0/Q es una potencia de
q y el orden de N/Q es coprimo a q. Luego (|Q0/Q|, |N/Q|) = 1.
Vamos a suponer en primer lugar que el subgrupo Q0/Q no centraliza
al subgrupo N/Q en G/Q. Entonces el grupo Q0/Q actu´a sobre N/Q por
conjugacio´n de una forma no trivial. Por hipo´tesis, cada representacio´n no
lineal irreducible de N/Q es estable bajo Q0/Q. Luego sigue del Teorema
3.4.8 que el grupo derivado (N/Q)′ es nilpotente y en particular, N/Q es
resoluble. Como Q es un grupo resoluble por ser q-subgrupo de Sylow, entonces
concluimos que el subgrupo N es resoluble, lo cual es absurdo puesto que N
no es resoluble por hipo´tesis.
Por lo tanto tiene que ocurrir que los subgrupos Q0/Q y N/Q se centralizan
el uno al otro en el grupo G/Q. Esto implica que N ⊆ NG(Q0). Como N tiene
como ı´ndice una potencia de q, entonces G = NQ0 ⊆ NG(Q0).
Luego G = NG(Q0) y esto permite concluir que Q0 es normal en G. 

Cap´ıtulo 4
Grafos de Frobenius-Perron de una categor´ıa de fusio´n
ı´ntegra
Sea C una categor´ıa de fusio´n ı´ntegra, en este caso, las dimensiones de
Frobenius-Perron de sus objetos son enteros positivos. Utilizando este hecho,
podemos definir sobre el conjunto de dimensiones de Frobenius-Perron de sus
objetos simples los grafos que estudiamos en el cap´ıtulo anterior, lo cual da
lugar a la nocio´n de Grafos de Frobenius-Perron para una categor´ıa de fusio´n
ı´ntegra. Este concepto sera´ introducido en este cap´ıtulo.
Estudiaremos los grafos para algunas clases de extensiones graduadas. Tam-
bie´n generalizaremos, al caso de categor´ıas de fusio´n, un teorema que en el caso
de teor´ıa de grupos se conoce como el Teorema de Gallagher.
4.1. Definicio´n de grafos de Frobenius-Perron para una categor´ıa
de fusio´n ı´ntegra
Sea C una categor´ıa de fusio´n ı´ntegra. Por analog´ıa con la notacio´n esta´ndar
en la teor´ıa de caracteres de grupos finitos, denotaremos por cd(C) al conjunto:
cd(C) = {FPdimX : X ∈ Irr(C)}.
Definicio´n 4.1.1. Sea C una categor´ıa de fusio´n ı´ntegra. El grafo primo ∆(C)
y el grafo comu´n divisor Γ(C) de C se definen como el grafo primo y el grafo
comu´n divisor sobre el conjunto cd(C) respectivamente.
Llamaremos a ∆(C) y Γ(C) los grafos de Frobenius-Perron de C.
Ejemplo 4.1.2. Sea G un grupo finito. Cuando C = RepG es la categor´ıa de
representaciones de dimensio´n finita de G, los grafos de Frobenius-Perron ∆(C)
y Γ(C) de C coinciden con los grafos ∆(G) y Γ(G) discutidos en el Cap´ıtulo 3.
Ejemplo 4.1.3. Supongamos que C tiene un u´nico objeto simple no invertible
X; en este caso C es llamada una categor´ıa de fusio´n casi-grupo. Asumamos
adema´s que FPdimX ∈ Z. Entonces el grafo ∆(C) es el grafo completo sobre
el conjunto de ve´rtices pi(FPdimX) de divisores primos de FPdimX.
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4.2. Grafos de Frobenius-Perron de algunas clases de extensiones
graduadas
En esta seccio´n vamos a estudiar el grafo primo de una categor´ıa de fusio´n
ı´ntegra 2-pasos nilpotente y de una categor´ıa de fusio´n ı´ntegra, nilpotente y
trenzada.
Proposicio´n 4.2.1. Sea C una categor´ıa de fusio´n ı´ntegra. Supongamos que
C es una categor´ıa de fusio´n 2-pasos nilpotente, esto es, C es una extensio´n
de una categor´ıa de fusio´n punteada. Entonces el grafo ∆(C) es conexo y su
dia´metro es a lo sumo 2.
Demostracio´n. Por hipo´tesis, existe un grupo finito G y una graduacio´n
fiel
C = ⊕g∈GCg
tal que Ce ∼= D es una subcategor´ıa de fusio´n punteada.
Supongamos que X es un objeto simple no invertible de C. Entonces X
pertenece a Cg, para algu´n e 6= g ∈ G. Por consiguiente, podemos concluir que
X ⊗X∗ ∈ Ce = D.
Por lo tanto, todas las componentes simples de X ⊗ X∗ son invertibles y
tenemos que
X ⊗X∗ ∼=
⊕
s∈G[X]
s
donde G[X] es el subgrupo del grupo de objetos invertibles s de C tales que
s⊗X ∼= X.
Ahora,
FPdim(X)2 = FPdim(X ⊗X∗) = FPdim
⊕
s∈G[X]
s = |G[X]|.
Esta u´ltima igualdad se obtiene porque FPdim(s) = 1. Notemos que los
divisores primos del orden de G[X] coinciden con los divisores primos de
FPdimX.
Sean p 6= q ve´rtices de ∆(C). Luego, existen objetos simples X y Y tales
que p|FPdimX y q|FPdimY . Entonces p||G[X]| y q||G[Y ]|.
Supongamos primero que |G[X]| y |G[Y ]| tienen un divisor primo en comu´n
r. Podemos asumir sin pe´rdida de generalidad que p 6= r 6= q. Entonces
pr|FPdimX y qr|FPdimY . Con lo cual concluimos que d(p, q) ≤ 2.
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Ahora, si |G[X]| y |G[Y ]| son coprimos, entonces G[X] ∩ G[Y ] = 1, luego
X ⊗X∗ y Y ⊗ Y ∗ no tienen componentes simples no triviales en comu´n.
Usando el Lema 1.3.8, concluimos que el producto tensorial X∗ ⊗ Y es
simple. Como pq|FPdim(X∗ ⊗ Y ), entonces se satisface que d(p, q) = 1. Esta
u´ltima afirmacio´n concluye la prueba de la proposicio´n. 
Proposicio´n 4.2.2. Sea C una categor´ıa de fusio´n ı´ntegra, nilpotente y tren-
zada. Entonces ∆(C) es un grafo completo.
Demostracio´n. Recordemos que por el Teorema 2.1.7, las dimensiones
de Frobenius-Perron de los objetos simples de C dividen a FPdim C.
Por el Teorema 2.6.7, hay una equivalencia de categor´ıas de fusio´n trenzadas
C ∼= C1  · · · Cm
donde para cada i = 1, . . . ,m, la categor´ıa Ci es una categor´ıa de fusio´n tren-
zada cuya dimensio´n de Frobenius-Perron es una potencia de un primo pdii ,
di ≥ 1.
Por hipo´tesis, la categor´ıa C es ı´ntegra. Entonces las subcategor´ıas
C1, . . . , Cm tambie´n lo son.
Asumamos adema´s que C no es punteada. Sean C1, . . . , Ct las subcategor´ıas
componentes no punteadas, con 1 ≤ t ≤ m. Para todo 1 ≤ i ≤ t, la sub-
categor´ıa Ci tiene un objeto simple Yi cuya dimensio´n de Frobenius-Perron es
divisible por pi.
Cada objeto simple X de C es de la forma
X = X1 X2  · · ·Xm
donde Xi es un objeto simple de la subcategor´ıa Ci, para todo i = 1, . . . ,m.
Por lo tanto, el conjunto de ve´rtices de ∆(C) es el conjunto {p1, . . . , pt}.
Adema´s
Y = Y1  Y2  · · · Yt  1 · · · 1
es un objeto simple de C cuya dimensio´n de Frobenius-Perron es divisible por
pi, para todo i = 1, . . . , t.
Entonces concluimos que el grafo ∆(C) es un grafo completo sobre el con-
junto de ve´rtices {p1, . . . , pt}. 
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4.3. Teorema de Gallagher para categor´ıas de fusio´n
En esta seccio´n vamos a generalizar al contexto de las categor´ıas de fusio´n,
un resultado muy conocido e importante en la teor´ıa de representaciones de
grupos finitos.
Teorema 4.3.1. Sea F : C → D un funtor tensorial entre dos categor´ıas de
fusio´n C,D. Sean X, Y objetos simples de C tales que Y ∈ KerF y F (X) es un
objeto simple de D. Entonces Y ⊗X es un objeto simple de C.
Demostracio´n. Por el Lema 1.3.8, una condicio´n necesaria y suficiente
para que el producto tensorial Y ⊗ X sea simple, es que para cualquier ob-
jeto simple Z 6= 1 de C, se cumpla que HomC(Z, Y ∗ ⊗ Y ) = 0, o bien que
HomC(Z,X ⊗X∗) = 0.
Sea Z 6= 1 un objeto simple tal que HomC(Z, Y ∗⊗Y ) 6= 0. Como Y ∈ KerF ,
esto implica tambie´n que Z ∈ KerF , es decir, F (Z) es un objeto trivial de D.
Supongamos tambie´n que HomC(Z,X⊗X∗) es no nulo. Entonces, tenemos
una descomposicio´n
X ⊗X∗ ∼= 1⊕ Z ⊕ . . .
en C. Aplicando el funtor F , obtenemos los isomorfismos
F (X)⊗ F (X)∗ ∼= F (X ⊗X∗) ∼= 1⊕ F (Z)⊕ . . .
en la categor´ıa D.
Como F (Z) 6= 0, entonces tenemos que la multiplicidad del objeto trivial
de D en F (X)⊗ F (X)∗ es mayor que 1.
Esta u´ltima conclusio´n contradice el hecho que F (X) es simple.
Por lo tanto HomC(Z,X ⊗X∗) = 0 para todos los objetos simples Z tales
que HomC(Z, Y ∗ ⊗ Y ) 6= 0. Luego Y ⊗X es simple. 
Como una consecuencia inmediata de este teorema, tenemos el siguiente
corolario:
Corolario 4.3.2. Sea C ′ → C F→ C ′′ una sucesio´n exacta de categor´ıas de
fusio´n. Sean Y ∈ C ′, X ∈ C, objetos simples y supongamos que F (X) es un
objeto simple de C ′′. Entonces Y ⊗X es un objeto simple de C. 
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Consideremos una accio´n de un grupo finito G sobre una categor´ıa de fusio´n
C por autoequivalencias tensoriales. El Teorema 2.5.4 nos dice que tenemos una
sucesio´n exacta de categor´ıas de fusio´n
RepG→ CG → C.
El Corolario 4.3.2 implica que para cada representacio´n irreducible de di-
mensio´n finita V de G y para cada objeto simple equivariante (X, u) ∈ CG cuyo
objeto subyacente X es un objeto simple de C, el producto tensorial V ⊗(X, u)
es un objeto simple de CG.
Un ejemplo de una sucesio´n exacta viene de sucesiones exactas de grupos
finitos: Si F es un grupo finito y N ⊆ F es un subgrupo normal, entonces la
accio´n natural de F sobre las representaciones de dimensio´n finita de N induce
una accio´n del grupo cociente G = F/N sobre RepN por autoequivalencias
tensoriales. Ma´s au´n, hay una equivalencia de categor´ıas tensoriales RepF ∼=
(RepN)G, tal que el funtor de olvido (RepN)G → RepN se identifica con el
funtor restriccio´n RepF → RepN , X 7→ XN .
Obtenemos que para caracteres irreducibles ψ y χ de F tales que N ⊆ kerψ
y χN ∈ Irr(N), el producto ψχ es de nuevo un caracter irreducible de F .
Este hecho, el cual es bien conocido en teor´ıa de grupos, se conoce como
Teorema de Gallagher cla´sico. Para ver este resultado remitimos al lector al
libro [30, Corollary 6.17].

Cap´ıtulo 5
Grafos de una equivariantizacio´n y de la categor´ıa de
representaciones de un doble de Drinfeld torcido
En este cap´ıtulo estudiaremos los grafos de Frobenius-Perron para una
equivariantizacio´n. Daremos una descripcio´n del nu´mero de sus componentes
conexas y algunos resultados de caracterizacio´n de las mismas.
Consideremos el doble de Drinfeld torcido, el cual es una cuasi-a´lgebra de
Hopf. La categor´ıa de representaciones de esta cuasi-a´lgebra de Hopf es una
categor´ıa de fusio´n. Uno de los objetivos de este cap´ıtulo es dar una descrip-
cio´n de los grafos correspondientes a esta categor´ıa. Para esto, consagraremos
una seccio´n a presentar el doble de Drinfeld torcido, as´ı como a estudiar sus
representaciones. Como resultado principal de este estudio, obtuvimos una
caracterizacio´n de sus grafos correspondientes.
5.1. Grafos de Frobenius-Perron de una equivariantizacio´n
En esta seccio´n C sera´ una categor´ıa de fusio´n ı´ntegra yG sera´ un grupo fini-
to con una accio´n sobre C por autoequivalencias tensoriales ρ : G→ Aut⊗(C).
Recordemos que en este caso la equivariantizacio´n CG es una categor´ıa de fusio´n
ı´ntegra.
La subcategor´ıa plena de CG cuyos objetos simples son parametrizados por
S1,U , donde U corre sobre las representaciones irreducibles no isomorfas de G,
es una subcategor´ıa de fusio´n de CG equivalente a RepG. Esta subcategor´ıa
coincide con el nu´cleo KerF del funtor de olvido F : CG → C. En particular,
∆(G) es un subgrafo de ∆(CG). Ver [7].
Lema 5.1.1. Sea X un objeto simple de CG tal que FPdimX es coprimo con
el orden de G. Entonces F (X) es un objeto simple de C.
Demostracio´n. Sea (Z,U) el par correspondiente al objeto simple X,
es decir, el objeto que satisface X ∼= SZ,U . Como el nu´mero [G : GZ ] dimU
divide el orden de G, el cual por hipo´tesis es coprimo con FPdimX, entonces
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[G : GZ ] dimU = 1 y FPdimF (X) = FPdimX = FPdimZ. Luego F (X) = Z
es un objeto simple de C. 
La siguiente proposicio´n sera´ usada para probar los resultados principales
de nuestro trabajo. Esta demostracio´n usa el Teorema de Ito-Michler 3.3.5.
Proposicio´n 5.1.2. Sea G un grupo finito no abeliano y sea q un nu´mero
primo. Supongamos que q es un ve´rtice del grafo ∆(CG) tal que q /∈ pi(cdG).
Entonces vale alguna de las siguientes afirmaciones:
(i) Existe p ∈ pi(cdG) con d(p, q) ≤ 1, o
(ii) G posee un subgrupo de Sylow normal abeliano.
En particular, si G no satisface (ii), entonces el nu´mero de componentes
conexas de ∆(CG) es a lo sumo igual al nu´mero de componentes conexas de
∆(G).
Demostracio´n. Consideremos un objeto simple X ∈ CG tal que q divide
a FPdimX.
Supongamos que FPdimX es divisible por un factor primo p del orden
de G. Entonces tenemos que p ∈ pi(cdG), en cuyo caso (i) ocurre, o en caso
contrario, por el Teorema de Ito-Michler 3.3.5, G tiene un p-subgrupo de Sylow
normal abeliano y entonces ocurre (ii).
En vista de esto, podemos asumir que FPdimX es coprimo con el orden
de G. En este caso, por el Lema 5.1.1 tenemos que F (X) es un objeto simple
de C.
Por otro lado, como G no es abeliano, entonces pi(cdG) 6= ∅.
Sea p ∈ pi(cdG) y sea Y un objeto simple de RepG = KerF cuya dimensio´n
es divisible por p. Por el Corolario 4.3.2, tenemos que Y ⊗X es un objeto simple
de CG. Adema´s se tiene que pq divide a FPdim(Y ⊗X).
Por lo tanto, concluimos que la distancia entre p y q en el grafo ∆(CG) es
d(q, p) = 1, lo cual hace que ocurra (i).
Observemos finalmente que si G no tiene subgrupos de Sylow normales
abelianos no triviales, entonces cada ve´rtice de ∆(CG) esta´ conectado con un
ve´rtice de ∆(G). Esto prueba la afirmacio´n hecha sobre el nu´mero de compo-
nentes conexas. 
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5.1.1. Equivariantizacio´n bajo la accio´n de un grupo no abeliano.
El principal objetivo de esta subseccio´n sera´ el estudiar el grafo CG, donde G
es un grupo no abeliano.
Nota 5.1.3. Usaremos repetidamente el siguiente hecho: Supongamos que N
es un subgrupo normal de G.
La accio´n
ρ : G→ Aut⊗(C)
induce por restriccio´n, una accio´n de N sobre C por autoequivalencias tenso-
riales. Ma´s au´n, existe una accio´n por autoequivalencias tensoriales del grupo
cociente G/N sobre la equivariantizacio´n CN , tal que CG es equivalente a la
categor´ıa (CN)G/N como categor´ıas tensoriales. Estos hechos pueden ser encon-
trados en las referencias [6, Corollary 5.4], [13, Example 2.9].
Consideremos la subcategor´ıa de fusio´n RepN ⊆ CN . Por la demostracio´n
de [6, Corollary 5.4], tenemos que la restriccio´n de la accio´n de G/N a la
subcategor´ıa de fusio´n RepN ⊆ CN es equivalente a la accio´n adjunta de G
sobre RepN , la cual esta´ inducida por el funtor restriccio´n RepG→ RepN .
Lema 5.1.4. Sea G un p-grupo finito no abeliano, donde p es un nu´mero
primo. Entonces d(p, q) ≤ 1 para todos los ve´rtices q del grafo ∆(CG). En
particular, el grafo ∆(CG) es conexo y su dia´metro es a lo sumo 2.
Demostracio´n. Un p-grupo no abeliano no tiene subgrupos de Sylow
abelianos triviales. Entonces el resultado sigue de la Proposicio´n 5.1.2. 
Proposicio´n 5.1.5. Sea G un grupo nilpotente no abeliano. Entonces el grafo
∆(CG) es conexo.
Demostracio´n. Por hipo´tesis, el grupo G es nilpotente, luego G es el
producto directo de sus subgrupos de Sylow. Adema´s G no es abeliano, por lo
tanto podemos asumir que existe un nu´mero primo p tal que el p-subgrupo de
Sylow Sp no es abeliano.
Sea L = G/Sp, entonces G ∼= Sp×L. La Nota 5.1.3, implica que el grupo Sp
actu´a por autoequivalencias tensoriales sobre la equivariantizacio´n CL. Luego
tenemos una equivalencia de categor´ıas de fusio´n CG ∼= (CL)Sp .
Usando el Lema 5.1.4 concluimos la demostracio´n de la proposicio´n. 
Vamos a enunciar sin demostracio´n, un resultado que usaremos en la prueba
del Teorema 5.1.7. Para ver los detalles de su prueba, referimos al lector al libro
de Isaacs [30, Lemma 12.3].
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Lema 5.1.6. Sea G un grupo resoluble tal que G′ ⊆ G es el u´nico subgrupo
normal minimal. Entonces los caracteres irreducibles de todas las representa-
ciones no lineales de G tienen el mismo grado f y ocurre una de las siguientes
afirmaciones:
G es un p-grupo, Z(G) es c´ıclico y G/Z(G) es elementalmente abeliano
de orden f 2.
G es un grupo de Frobenius con complemento abeliano G
′
. Adema´s G
′
es el nu´cleo de Frobenius y es un p-grupo abeliano elemental.
La prueba del siguiente teorema usa las ideas de un resultado ana´logo para
el grafo de caracteres de un grupo finito, el cual puede ser visto en [43, Theorem
18.4].
Teorema 5.1.7. Sea G un grupo resoluble no abeliano. Entonces el grafo
∆(CG) tiene a lo sumo dos componentes conexas.
Demostracio´n. Consideremos primero el caso donde G/L es abeliano
para cada subgrupo normal no trivial L ⊆ G. Notemos que esta condicio´n es
equivalente a asumir que G′ ⊆ G es el u´nico subgrupo normal minimal de G.
Por el Lema 5.1.4, podemos asumir que el orden de G no es potencia de
un primo. El Lema 5.1.6 nos permite concluir que el grupo G tiene un u´nico
grado irreducible d > 1. Ma´s au´n, G es un grupo de Frobenius con nu´cleo
de Frobenius G′, el cual resulta ser un r-grupo abeliano elemental para algu´n
nu´mero primo r, y cuyo complemento de Frobenius H, es abeliano de orden d.
Observemos que el orden del grupo G es
|G| = rnd
para algu´n n ≥ 1.
Adema´s, el conjunto de ve´rtices de ∆(G) coincide con el conjunto pi(d) de
divisores primos de d y ∆(G) es el grafo completo sobre el conjunto pi(d).
Ahora, sea p un ve´rtice de ∆(CG), y sea X un objeto simple de CG tal que
p|FPdimX. Si r|FPdimX, entonces r tambie´n es un ve´rtice de ∆(CG), luego
d(p, r) ≤ 1.
Asumamos que FPdimX no es divisible por r. Vamos a mostrar que cada
divisor primo de FPdimX esta´ conectado por un camino con cada ve´rtice de
∆(G). Supongamos primero que FPdimX no es coprimo con d, entonces es
divisible por algu´n nu´mero primo q en pi(cdG) y d(p, q) ≤ 1. Como ∆(G) es
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un grafo completo, esto implica que p esta´ conectado por un camino con cada
ve´rtice t del grafo ∆(G).
Por otro lado, supongamos ahora que FPdimX es coprimo con el orden de
G. Luego F (X) es un objeto simple de C por el Lema 5.1.1. Sea Y ∈ Irr(G) de
dimensio´n d. El Corolario 4.3.2 implica que Y ⊗X es un objeto simple de CG.
Como FPdim(Y ⊗X) es divisible por pq, para todo nu´mero primo q ∈ pi(cdG),
obtenemos que d(p, q) ≤ 1, para todos los ve´rtices q del grafo ∆(G). Esto nos
muestra que el grafo ∆(CG) tiene a lo sumo dos componentes conexas en este
caso.
Consideremos ahora el caso general. Sea N ⊆ G un subgrupo normal max-
imal tal que el cociente L = G/N no es abeliano. Como resaltamos en la Nota
5.1.3, el grupo L actu´a sobre la equivariantizacio´n CN por autoequivalencias
tensoriales tal que CG es equivalente a (CN)L como categor´ıas tensoriales.
Por otro lado, el hecho de que el subgrupo N sea maximal, implica que
cada cociente propio del grupo L es abeliano. Luego, por la primera parte de
la prueba, el grafo primo de (CN)L ∼= CG posee a lo ma´s dos componentes
conexas. Con esto concluimos la demostracio´n. 
Teorema 5.1.8. Sea G un grupo finito no abeliano y sea C una categor´ıa de
fusio´n ı´ntegra munida de una accio´n por autoequivalencias tensoriales G →
Aut⊗(C). Entonces el grafo ∆(CG) tiene a lo sumo tres componentes conexas.
Demostracio´n. Haremos la prueba por induccio´n sobre el orden de G.
Para esto, seguiremos las l´ıneas de la u´ltima parte de la prueba de [41, Propo-
sition 2].
Por el Teorema 5.1.7, podemos asumir que G no es resoluble. Usando la
Proposicio´n 5.1.2 podemos asumir que G contiene un subgrupo de Sylow nor-
mal abeliano no trivial. En otro caso, usando de nuevo la Proposicio´n 5.1.2 y
el Teorema 3.2.4 sigue el resultado.
Sean Sp1 , . . . Spr los subgrupos de Sylow normales no triviales (no necesari-
amente abelianos) del grupo G, donde p1, . . . , pr son divisores primos distintos
del orden de G y |Spi | = |G|pi , i = 1, . . . , r.
Definimos S como el subgrupo de G generado por Sp1 , . . . , Spr . Entonces
S es un subgrupo normal de G isomorfo al producto directo Sp1 × · · · × Spr .
Luego tenemos que S ( G, esto u´ltima afirmacio´n se cumple porque estamos
asumiendo que el grupo G no es resoluble.
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Sea N ( G el subgrupo normal maximal tal que S ⊆ N ⊆ G. Luego,
el grupo cociente G/N es simple y su orden es coprimo con pi, para todo
i = 1, . . . , r.
De la misma forma que en la prueba del Teorema 5.1.7, tenemos que existe
una accio´n de G/N sobre la equivariantizacio´n CN tal que CG ∼= (CN)G/N .
Supongamos primero que G/N no es abeliano. La Proposicio´n 5.1.2 implica
que el nu´mero de componentes conexas del grafo primo de (CN)G/N ∼= CG es
a lo sumo igual al nu´mero de componentes conexas del grafo ∆(G/N). Por el
Teorema 3.2.4, sabemos que este nu´mero es a lo sumo tres.
Podemos entonces asumir que G/N es un grupo c´ıclico de orden primo q.
En particular, N no es resoluble. Notemos que q 6= pi, para todo i = 1, . . . , r.
Como |N | < |G|, podemos asumir inductivamente que el grafo ∆(CN) tiene a
lo sumo tres componentes conexas.
Los objetos simples de (CN)G/N esta´n parametrizados por pares SY,U , donde
Y recorre un conjunto de representantes de las o´rbitas de la accio´n de G/N
sobre Irr(CN) y U es una representacio´n proyectiva irreducible del estabilizador
de Y .
El grupo G/N es c´ıclico y de orden q. Luego GY = 1 o´ G/N . En vista
de la fo´rmula para las dimensiones de Frobenius-Perron de un objeto simple
de una equivariantizacio´n, la cual fue dada en la Seccio´n 2.2, tenemos dos
posibilidades para cada Y ∈ Irr(CN):
(a) FPdimSY,U = q FPdimY, o (b) FPdimSY,U = FPdimY.
La posibilidad (b) ocurre si y so´lo si Y es G/N -estable. Ma´s au´n, podemos
asumir que hay un objeto simple de CN el cual no es G/N -estable, si esto no
ocurriese, cd(CG) = cd(CN) y entonces CG y CN tendr´ıan el mismo grafo primo.
Lo cual implicar´ıa el resultado en este caso.
Entonces ϑ(∆(CG)) = {q} ∪ ϑ(∆(CN)). Vamos a mostrar que q esta´ unido
con un ve´rtice en ∆(CN) y usaremos la hipo´tesis inductiva sobre CN .
Podemos asumir que N no tiene representaciones irreducibles no lineales de
dimensio´n divisible por q (si una de estas representaciones existiese, entonces
q esta´ unido a un ve´rtice de ∆(N) el cual es un subgrafo de ∆(CN)). Por
el Teorema de Ito-Michler 3.3.5, N tiene un q-subgrupo de Sylow abeliano y
normal Q. Notemos que ϑ(∆(N)) = ϑ(∆(N/Q)), por el teorema de Ito.
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Ana´logamente, si N tiene una representacio´n irreducible no lineal Y , donde
GY = 1, sigue que FPdimSY,U = q dimY . Concluimos que q esta´ conectado
con los divisores primos de dimY , lo cual prueba el resultado para este caso.
Ahora, asumamos que cada representacio´n irreducible no lineal de N/Q es
estable bajo G/Q. El Lema 3.4.11 implica que G tiene un q-subgrupo de Sylow
normal Q0.
La eleccio´n del subgrupo normal N implica que Q0 ⊆ N y en particular
[G : N ] es coprimo con q, lo cual es un absurdo. Esto nos muestra que q debe
estar conectado con un ve´rtice del grafo ∆(CN) y por induccio´n, obtenemos
que el grafo ∆(CG) tiene a lo sumo tres componentes conexas. Esto completa
la demostracio´n. 
5.1.2. Equivariantizaciones de categor´ıas de fusio´n punteadas.
Sea G un grupo finito y sea G → Aut⊗(C) una accio´n de G por autoequiv-
alencias tensoriales sobre una categor´ıa de fusio´n punteada C. En el trabajo
[59, Section 7], Tambara describe las acciones de este estilo. Para una mejor
comprensio´n del lector, vamos a transcribir esa descripcio´n aqu´ı.
Como C es punteada, podemos asumir que C = C(A, ω), donde A es el
grupo de clases de isomorfismo de objetos invertibles en C, y ω ∈ H3(A, k∗)
es un 3-cociclo invertible y normalizado. Recordemos que C(A, ω) = VecAω es
la categor´ıa de espacios vectoriales A-graduados con la asociatividad inducida
por ω.
Una accio´n ρ : G→ Aut⊗C es determinada por una accio´n por automorfis-
mo de grupos de G sobre A, x 7→ ga, con a ∈ A y g ∈ G, y por dos funciones
τ : G× A× A→ k∗ y α : G×G× A→ k∗, las cuales satisfacen
ω(a, b, c)
ω(ga, gb, gc)
=
τ(g; ab, c) τ(g; a, b)
τ(g; b, c) τ(g; a, bc)
(7)
1 =
α(h, l; a)α(g, hl; a)
α(gh, l; a)α(g, h; la)
(8)
τ(gh; a, b)
τ(g; ha, hb) τ(h; a, b)
=
α(g, h; a)α(g, h; b)
α(g, h; ab)
,(9)
para todo a, b, c ∈ A, g, h, l ∈ G.
Asumamos adema´s que los 3-cociclos τ y α son normalizados.
Introducimos la notacio´n αa(g, h) := α(g, h; a) y τa,b(g) := τ(g; a, b), donde
a, b ∈ A y g, h ∈ G.
86 5. GRAFOS DE EQUIVARIANTIZACIONES Y DEL DOBLE DE DRINFELD
Sigue de la Ecuacio´n (8) , que para todo a ∈ A, αa : Ga × Ga → k∗ es un
2-cociclo. Se denotara´ por [αa] ∈ H2(Ga, k∗) a la clase de cohomolog´ıa de αa.
Sea AG = {a ∈ A : Ga = G} el subgrupo de puntos fijos de A bajo la
accio´n de G.
Lema 5.1.9. La asignacio´n a 7→ [αa] define un homomorfismo de grupos
AG → H2(G, k∗).
Demostracio´n. Supongamos que a, b ∈ AG. La ecuacio´n (9) se puede
escribir de la siguiente forma:
(αaαbα
−1
ab )(g, h) = τa,b(gh)τ
−1
a,b (g)τ
−1
a,b (h) = dτa,b(g, h),
para todo g, h ∈ G, donde τa,b : G→ k∗ es la 1-cocadena g 7→ τa,b(g).
De lo anterior concluimos que [αab] = [αa] [αb] ∈ H2(G, k∗), con lo cual
finalizamos la prueba. 
Recordemos que el conjunto de clases de isomorfismo de objetos simples de
CG esta´ parametrizado por las clases de isomorfismo de objetos simples Xa,Ua ,
donde a recorre las o´rbitas de la accio´n de G sobre A y Ua es una representacio´n
irreducible proyectiva del estabilizador Ga ⊆ G con factor αa. En este caso,
diremos que el objeto simple Xa,Ua yace sobre a ∈ A.
Para cada par (a, Ua) tenemos
(10) FPdimXa,Ua = |Ga| dimUa.
Teorema 5.1.10. El grafo Γ(C(A, ω)G) tiene a lo sumo tres componentes
conexas.
Demostracio´n. El Corolario 3.1.3 nos dice que para cada conjunto X
de enteros positivos, el grafo ∆(X) y el grafo Γ(X) tienen el mismo nu´mero
de componentes conexas. Usando adema´s el Teorema 5.1.8 podemos asumir
entonces que el grupo G es abeliano.
Como consecuencia de lo visto en el Ejemplo 3.4.7 y usando la ecuacio´n
(10), tenemos que las dimensiones de Frobenius-Perron de los objetos simples
Xa,Ua que yacen sobre puntos no fijos a ∈ A\AG pertenecen a lo sumo a dos
componentes conexas de Γ(C(A, ω)G).
Como el grupo G es abeliano, las dimensiones de Frobenius-Perron so-
brantes de C(A, ω)G corresponden a objetos simples Xa,Ua que yacen sobre
elementos a ∈ AG tales que [αa] 6= 1. Para tales objetos simples, tenemos que
FPdimXa,Ua = dimUa.
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Denotaremos por na al orden de la clase [αa] en H
2(G, k∗). Entonces na divide
a dimUa. Observemos que como G es abeliano, entonces las dimensiones de
las representaciones proyectivas irreducibles de Ua son iguales.
Supongamos que a, b ∈ AG son tales que [αa], [αb] 6= 1 y na es coprimo con
nb. En particular, ab ∈ AG y por el Lema 5.1.9 obtenemos que el orden de la
clase [αab] = [αa][αb] es igual al producto de los o´rdenes nanb.
Entonces las dimensiones de Frobenius-Perron de Xa,Ua y Xb,Ub esta´n
conectadas a la dimensio´n de Frobenius-Perron de Xab,Uab , para alguna rep-
resentacio´n αab-proyectiva irreducible Uab de G.
Luego, las dimensiones no triviales de los objetos simples de C(A, ω)G
que yacen sobre puntos fijos de A pertenecen a la misma componente de
Γ(C(A, ω)G). Por lo tanto concluimos que el grafo tiene a lo sumo tres compo-
nentes conexas. 
5.2. El grafo de la categor´ıa de representaciones de un doble de
Drinfeld torcido
El doble de Drinfeld torcido, que definiremos a continuacio´n, es un ejemplo
de lo que se conoce como una cuasi-a´lgebra de Hopf. La definicio´n, asi como
ma´s detalles acerca de las cuasi-a´lgebras de Hopf pueden ser consultados en
[17].
Sea G un grupo finito y ω : G × G × G → C∗ un 3-cociclo normalizado.
Consideremos los elementos x, y, g ∈ G, para estos elementos definimos:
θg(x, y) =
ω(g, x, y)ω(x, y, (xy)−1gxy)
ω(x, x−1gx, y)
γg(x, y) =
ω(x, y, g)ω(g, g−1xgg−1yg)
ω(x, g, g−1yg)
El doble de Drinfeld torcido Dω(G) de G con respecto a ω se define como
la cuasi-a´lgebra de Hopf con espacio vectorial subyacente (CG)∗ ⊗CG, donde
la multiplicacio´n y la comultiplicacio´n esta´n definidas respectivamente como:
(e(g)⊗ x)(e(h)⊗ y) = θg(x, y)e(g)e(xhx−1)⊗ xy
∆(e(g)⊗ x) =
∑
hk=g
γx(h, k)e(h)⊗ x⊗ e(k)⊗ x
aca´ {e(g)|g ∈ G} es la base dual de la base cano´nica de CG.
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La counidad y la ant´ıpoda de Dω(G) esta´n dadas por
(e(g)⊗ x) = δg,1
S(e(g)⊗ x) = θg−1(x, x−1)−1γx(g, g−1)−1e(x−1g−1x)⊗ x−1
donde δg,1 es el delta de Kronecker.
El elemento asociador Φ se define como:
Φ =
∑
g,h,k∈G
ω(g, h, k)−1e(g)⊗ 1⊗ e(h)⊗ 1⊗ e(k)⊗ 1
En [51, Section 5] se afirma que las representaciones irreducibles de Dω(G)
esta´n parametrizadas por pares (a, U), donde a es un representante de una
clase de conjugacio´n de G y U es una representacio´n proyectiva irreducible de
CG(a), el centralizador de a en G, con 2-cociclo αa cuyos coeficientes en k
∗
esta´n dados por:
(11) αa(x, y) =
ω(a, x, y)ω(x, y, a)
ω(x, a, y)
, x, y ∈ CG(a).
La dimensio´n de la representacio´n W(a,U) correspondiente al par (a, U) es
dimW(a,U) = [G : CG(a)] dimU = |Ga| dimU , donde Ga ⊆ G denota la clase
de conjugacio´n de a.
Nota 5.2.1. La categor´ıa de representaciones del doble de Drinfeld torcido
Dω(G) es una categor´ıa de fusio´n ı´ntegra y es equivalente, como categor´ıa
trenzada, a la categor´ıa Z(C(G,ω)). Esta afirmacio´n se encuentra demostrada
en el art´ıculo [39].
Nota 5.2.2. Sea C(G,ω) la categor´ıa de fusio´n de espacios vectoriales G-
graduados de dimensio´n finita con asociatividad dada por el 3-cociclo ω. La
accio´n adjunta de G sobre s´ı mismo da lugar a una accio´n por autoequivalencias
tensoriales G→ Aut⊗(C(G,ω)) de tal forma que RepDω(G) ∼= C(G,ω)G. Esta
u´ltima equivalencia de categor´ıas puede ser vista en la seccio´n 6 del art´ıculo
[50].
Los grafos de Frobenius-Perron de la categor´ıa de fusio´n C = RepDω(G)
sera´n indicados por ∆(Dω(G)) y Γ(Dω(G)). El conjunto de ve´rtices del grafo
∆(Dω(G)) sera´ denotado por ϑ(Dω(G)).
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Para cada a ∈ G, consideremos el 2-cociclo asociado αa de CG(a) dado por
la ecuacio´n (11). La funcio´n Da : ω 7→ αa induce un homomorfismo de grupos
H3(G, k∗)→ H2(CC(a), k∗)
Siguiendo la notacio´n del trabajo [44], denotaremos por H3(G, k∗)ab al sub-
grupo
H3(G, k∗)ab =
⋂
a∈G
kerDa ⊆ H3(G, k∗).
Tambie´n denotaremos por Z3(G, k∗)ab al subgrupo de 3-cociclos normalizados
cuyas clases esta´n en H3(G, k∗)ab.
Sea p un nu´mero primo. Denotaremos por ωp la p-parte del cociclo ω. Esto
es, ω =
∏
p||ω| ωp.
Consideremos el conjunto Sω de nu´meros primos, el cual es definido de la
siguiente manera:
Sω = {p : ωp /∈ H3(G, k∗)ab y G tiene un p-subgrupo de Sylow central}.
Hacemos notar que el orden de ω es divisible por todos los primos p ∈ Sω.
Enunciaremos sin demostracio´n dos resultados que esta´n formulados y
probados en [44], los cuales usaremos en esta seccio´n.
Corolario 5.2.3. [44, Corollary 3.6] Sea G un grupo finito y ω un 3-cociclo
normalizado. Es equivalente:
G es abeliano y ω ∈ Z3(G, k∗)ab.
Dω(G) es un a´lgebra conmutativa.
Proposicio´n 5.2.4. [44, Proposition 4.2] Sea G un grupo finito el cual es
un producto de grupos H × K con |H| y |K| coprimos. Entonces para un 3-
cociclo normalizado ω de G existen 3-cociclos normalizados η y η′ de H y K
respectivamente, tales que Dω(G) y Dη(H) ⊗ Dη′(K) son equivalentes como
cuasi-a´lgebras de Hopf.
Lema 5.2.5. Sea p un nu´mero primo y asumamos que G posee un subgrupo
de Sylow central S. Entonces p ∈ Sω si y so´lo si ω|S /∈ H3(S, k∗)ab.
Demostracio´n. La hipo´tesis implica que S es un factor directo abeliano
de G, es decir, G = S× G˜, donde el orden de G˜ no es divisible por p. Entonces
existen 3-cociclos ω1 ∈ H3(S, k∗) y ω2 ∈ H3(G˜, k∗) tales que Inflω1 Inflω2 = ω
[4].
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Observemos que el orden de la clase de cohomolog´ıa de Inflω2 divide al
orden de G˜ y es coprimo con p. Entonces la clase de Inflω1 coincide con la
p-parte ωp de la clase de ω. Adema´s
ω|S = ωp|S = ω1.
Supongamos ωp ∈ H3(G, k∗)ab. Entonces, para todo a ∈ S ⊆ Z(G), existe
una 1-cadena fa : G→ k∗ tal que αa = dfa, donde αa ∈ H2(G, k∗) es asociado
a ωp por (11). Sea α
1
a ∈ H2(S, k∗) el 2-cociclo asociado a ω1 = ωp|S, entonces
tenemos que α1a = dfa|S y por lo tanto ω1 ∈ H3(S, k∗)ab.
Para probar la afirmacio´n inversa supongamos que ω1 = ω|S ∈ H3(S, k∗)ab.
Entonces para todo a ∈ S, existe fa : S → k∗ tal que α′a = dfa, donde
α′a ∈ H2(S, k∗) es asociado a ω|S por la Ecuacio´n (11).
Sea f˜(a,h) : G = S × G˜→ k∗ la 1-cocadena definida por f˜(a,h)(b, g) = fa(b),
para todo a, b ∈ S, h, g ∈ G˜. Considerando α(a,h) el 2-cociclo sobre G = CG(a)
asociado a ωp = Infl(ω1) por (11), obtenemos que α(a,h) = df˜ . Entonces ωp =
Inflω1 ∈ H3(G, k∗)ab. 
Proposicio´n 5.2.6. ∆(G) y ∆′(G) son subgrafos de ∆(Dω(G)). Ma´s au´n,
pi(csG) ⊆ ϑ(Dω(G)) ⊆ pi(csG) ∪ Sω.
Demostracio´n. Consideremos p un ve´rtice del grafo ∆′(G). Entonces
existe a ∈ G tal que p divide a |Ga|. Sea W una representacio´n irreducible
de Dω(G) corresponidente al par (a, U), donde U es alguna representacio´n
proyectiva irreducible CG(a) con 2-cociclo αa. Tenemos que
dim(a, U) = |Ga| dimU,
de esto podemos concluir que p divide a dimW . Luego p ∈ ∆(Dω(G)). Por lo
tanto tenemos que
pi(csG) ⊆ ϑ(Dω(G)).
Claramente, ∆′(G) ⊆ ∆(Dω(G)) es un subgrafo.
En vista de la Nota 5.2.2, tenemos la siguiente equivalencia de categor´ıas
RepDω(G) ∼= C(G,ω)G.
En particular, la categor´ıa RepG es equivalente a una subcategor´ıa de
fusio´n de RepDω(G) y por lo tanto ∆(G) = ∆(RepG) tambie´n es un subgrafo
de ∆(Dω(G)).
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Asumamos que el ve´rtice p ∈ ϑ(Dω(G)) satisface p /∈ pi(csG). Luego, para
cada g ∈ G tenemos que p no divide a |Gg|. Usando el Corolario 3.3.2 podemos
afirmar que el p-subgrupo de Sylow de G es un factor directo abeliano de G.
Entonces G tiene un (u´nico) p-subgrupo de Sylow central Sp.
En vista de esto, podemos escribir al grupo G como un producto de grupos
G ∼= Sp × G˜
donde los o´rdenes satisfacen (|Sp|, |G˜|) = 1 y Sp es un p-grupo abeliano.
La Proposicio´n 5.2.4 nos garantiza el siguiente isomorfismo de cuasi-a´lge-
bras de Hopf
(12) Dω(G) ∼= Dω1(Sp)⊗Dω2(G˜),
donde los 3-cociclos ω1 y ω2 satisfacen Inflω1 Inflω2 = ω. Ma´s au´n, la clase de
Inflω1 coincide con la p-parte ωp de la clase de ω y ωp|S = ω1.
El isomorfismo (12) implica que las representaciones irreducibles de
Dω(G) son dadas por productos tensoriales de representaciones irreducibles
de Dω1(Sp) y D
ω2(G˜).
Como tenemos que (|Sp|, |G˜|) = 1, entonces el nu´mero p no divide al orden
de G˜. Luego, p no divide la dimensio´n de ninguna representacio´n irreducible de
Dω2(G˜). Entonces p divide a dimZ, donde Z es una representacio´n irreducible
de Dω1(Sp). Esto u´ltimo implica que D
ω1(Sp) no es un a´lgebra conmutativa.
Ahora, usando el Corolario 5.2.3 podemos concluir que ω1 /∈ H3(Sp, k∗)ab.
Entonces ωp /∈ H3(G, k∗)ab, por el Lema 5.2.5. Esto u´ltimo demuestra que
p ∈ Sω, con lo cual podemos finalizar la demostracio´n. 
Proposicio´n 5.2.7. Sea p ∈ ϑ(Dω(G))\ pi(csG). Entonces p esta´ conectado
con cada ve´rtice q ∈ ∆′(G).
Demostracio´n. Sigue de la Proposicio´n 5.2.6 que p ∈ Sω. Entonces el
p-subgrupo de Sylow Sp de G es un factor directo abeliano de G. Tenemos un
isomorfismo
Dω(G) ∼= Dω1(Sp)⊗Dω2(G˜)
donde G = Sp × G˜ y [Inflω1][Inflω2] = [ω]. Ma´s au´n, las representaciones irre-
ducibles de Dω(G) esta´n dadas por productos tensoriales de representaciones
irreducibles de Dω1(Sp) y D
ω2(G˜).
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Como p ∈ ϑ(Dω(G)), y p no divide la dimensio´n de las representaciones
irreducibles de Dω2(G˜), entonces p divide a dimZ, para alguna representacio´n
irreducible Z de Dω1(Sp).
Sea q ∈ pi(csG). Observemos que cs(G) = cs(G˜), esto se tiene porque
G = Sp × G˜ y el grupo Sp es abeliano. Entonces, existe a ∈ G˜ tal que q divide
a |G˜a|. Luego q divide la dimensio´n de una representacio´n irreducible W˜(a,U)
de Dω2(G˜). Esto implica que pq divide la dimensio´n de Z ⊗ W˜(a,U) y, como
esta u´ltima es una representacio´n irreducible de Dω(G), entonces p y q esta´n
unidos por una arista en ∆(Dω(G)). 
Usando las proposiciones previas, obtenemos el siguiente resultado impor-
tante sobre el grafo ∆(Dω(G)).
Teorema 5.2.8. Sea G un grupo finito y sea ω un 3-cociclo sobre G. Entonces
el grafo ∆(Dω(G)) tiene a lo sumo dos componentes conexas y su dia´metro es
a lo sumo tres. Ma´s au´n, se tiene:
(i) Supongamos que G es un grupo nilpotente. Entonces ∆(Dω(G)) es el
grafo completo sobre el conjunto de ve´rtices Sω.
(ii) Si el conjunto Sω es no vac´ıo, entonces el grafo ∆(D
ω(G)) es conexo y
su dia´metro es a lo sumo dos.
(iii) Supongamos que ∆(Dω(G)) no es conexo. Entonces Sω = ∅ y G es un
grupo cuasi-Frobenius con complemento y nu´cleo abelianos. Ma´s au´n,
tenemos que ∆(Dω(G)) = ∆′(G) tiene dos componentes conexas y una
de ellas es un grafo completo.
(iv) Supongamos que G no es resoluble. Entonces el grafo ∆(Dω(G)) es
conexo y su dia´metro es a lo sumo dos.
Demostracio´n. (i) La hipo´tesis implica que el grupo G es el producto
directo de sus subgrupos de Sylow: G ∼= Sp1 × · · · × Spn , donde p1, . . . , pn es
el conjunto de divisores primos del orden de G. Nuevamente, la Proposicio´n
5.2.4 nos dice que tenemos el isomorfismo:
Dω(G) ∼= Dω1(Sp1)⊗ · · · ⊗Dωn(Spn),
donde los 3-cociclos ωi ∈ H3(Spi , k∗) satisfacen Inflω1 . . . Inflωn = ω.
En nuestro caso tenemos que RepDω(G) es una categor´ıa nilpotente tren-
zada y entonces la parte (i) sigue de la Proposicio´n 4.2.2. Cabe agregar que en
este caso, el conjunto de ve´rtices coincide con el conjunto Sω.
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(ii) Podemos asumir que el grupo G no es abeliano. Sea p ∈ ϑ(Dω(G)) tal
que p ∈ Sω. Usando la Proposicio´n 5.2.7, para algu´n q ∈ ϑ(Dω(G)) tal que
q ∈ ∆′(G) tenemos que p y q esta´n unidos por una arista. Esto prueba que el
grafo es conexo. Si s y r son dos ve´rtices en ∆′(G) entonces puede ocurrir que
s y r esta´n unidos por una arista o que existe un camino de longitud 2, el cual
consiste de las aristas (s, p) y (p, r).
Ana´logamente, supongamos que p 6= l ∈ Sω es otro ve´rtice. Como G no es
abeliano, entonces existe un ve´rtice t ∈ ∆′(G). Entonces t esta´ unido al ve´rtice
p y tambie´n esta´ unido al ve´rtice l . Luego, existe un camino (p, t) (l, t) de p
a l, de longitud dos. Entonces tenemos que el grafo ∆(Dω(G)) tiene dia´metro
a lo sumo 2. Con esto queda demostrada la afirmacio´n (ii).
(iii) Supongamos que el grafo ∆(Dω(G)) no es conexo. Entonces por la parte
(ii) se concluye que Sω = ∅. Por la Proposicio´n 5.2.6, tenemos que ϑ(Dω(G)) =
pi(csG) y como el grafo ∆′(G) es un subgrafo de ∆(Dω(G)), tenemos pues que
el grafo ∆′(G) tampoco es conexo. El Teorema 3.3.14 implica que G es un
grupo de Frobenius con complemento y nu´cleo abelianos.
La hipo´tesis de disconexidad del grafo ∆(Dω(G)) nos permite decir que
no existen ma´s ve´rtices en ∆(Dω(G)) que tambie´n este´n en ∆′(G). Luego
∆(Dω(G)) = ∆′(G) y as´ı queda demostrada (iii).
(iv) Por la afirmacio´n (ii), podemos asumir que el conjunto Sω es vac´ıo,
entonces ϑ(Dω(G)) = pi(csG), por la Proposicio´n 5.2.6.
Como G no es resoluble, tenemos que ∆′(G) es conexo y su dia´metro es
a lo sumo dos, esta conclusio´n es gracias al Teorema 3.3.14 (iii). Esta u´ltima
afirmacio´n tambie´n ocurre para el grafo ∆(Dω(G)). Con esto demostramos la
afirmacio´n (iv).
La afirmacio´n referente al nu´mero de componentes conexas de ∆(Dω(G))
sigue de (iii).
Finalmente, nos queda solo por demostrar la afirmacio´n concerniente al
dia´metro. Tenemos que ϑ(Dω(G)) ⊆ pi(csG) ∪ Sω. Si Sω 6= ∅, entonces el
dia´metro de ∆(Dω(G)) es a lo sumo dos por la parte (ii).
Supongamos por otro lado que Sω = ∅. Como ∆′(G) es un subgrafo
de ∆(Dω(G)), entonces el dia´metro de ∆(Dω(G)) no es ma´s grande que el
dia´metro de ∆′(G). Por el Teorema 3.3.14, el dia´metro ∆′(G) es a lo sumo
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tres. Esto demuestra la afirmacio´n y con esto podemos dar por concluida la
demostracio´n. 
Cap´ıtulo 6
Grafos de Frobenius-Perron de una categor´ıa de fusio´n
no-degenerada
En este cap´ıtulo daremos la demostracio´n de los resultados principales de
la tesis. Para ello, enunciaremos y demostraremos unos resultados previos los
cuales usan fuertemente la fo´rmula de Verlinde y hechos vistos en los cap´ıtulos
anteriores.
Como aplicacio´n, daremos un resultado de clasificacio´n para categor´ıas de
fusio´n trenzadas de´bilmente ı´ntegras cuyos objetos simples tienen dimensio´n
de Frobenius-Perron potencia de un primo.
6.1. Resultados preliminares
Sea C una categor´ıa de fusio´n trenzada de´bilmente ı´ntegra.
Comenzaremos dando condiciones suficientes para que un producto tenso-
rial de objetos simples de C sea tambie´n simple.
Lema 6.1.1. Supongamos que cada subcategor´ıa tannakiana de C es punteada.
Sean X, Y objetos simples de C tales que G[X∗]∩G[Y ] = 1. Asumamos adema´s
que X e Y se centralizan proyectivamente el uno al otro. Entonces el producto
tensorial X ⊗ Y es un objeto simple de C.
Demostracio´n. Supongamos que Z es una componente simple no trivial
comu´n a X∗⊗X y a Y ⊗Y ∗. Como por hipo´tesis G[X∗]∩G[Y ] = 1, entonces Z
no es invertible. Adema´s, como X e Y se centralizan proyectivamente el uno al
otro, entonces por la Proposicio´n 2.6.5, el objeto Z centraliza simulta´neamente
a X y a Y .
Sea C˜ la subcategor´ıa de fusio´n de C generada por X e Y . Entonces Z
pertenece al centro de Mu¨ger C˜ ′. Adema´s, como Z es sumando directo de
Y ⊗ Y ∗, entonces Z ∈ C˜. El Lema 2.7.13 implica que θZ = 1. Luego, Z genera
una subcategor´ıa tannakiana de C. Pero Z no es invertible, esto contradice
la hipo´tesis de que la categor´ıa C no contiene subcategor´ıas Tannakianas no
punteadas.
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Por lo tanto X∗ ⊗ X y Y ⊗ Y ∗ no pueden tener componentes simples no
invertibles en comu´n. El Lema 1.3.8 implica que el producto tensorial X ⊗ Y
es simple como se afirma. 
Nota 6.1.2. Recordemos que para cada objeto simple Z, el orden del grupo
G[Z] de componentes simples invertibles de Z ⊗ Z∗ divide a (FPdimZ)2. Ver
por ejemplo [16, Lemma 2.2].
Supongamos que C es una categor´ıa ı´ntegra. Sean X e Y objetos simples
de C tales que FPdimX y FPdimY son coprimos. Supongamos adema´s que
X e Y se centralizan proyectivamente el uno al otro. Entonces los o´rdenes de
los grupos G[X∗] y G[Y ] son coprimos tambie´n, por lo que se puede aplicar
el Lema 6.1.1. Se obtiene as´ı que, bajo estas condiciones, X ⊗ Y es un objeto
simple de C.
Corolario 6.1.3. Sea C una categor´ıa de fusio´n trenzada e ı´ntegra tal que
cada subcategor´ıa tannakiana de C es punteada. Supongamos que X e Y son
objetos simples de C tales que FPdimX y FPdimY son coprimos. Entonces
debe ocurrir una de las siguientes posibilidades:
(i) El producto tensorial X ⊗ Y es simple, o bien
(ii) SX,Y = 0.
Demostracio´n. Como FPdimX y FPdimY son coprimos, el Lema 2.7.14
implica que, o bien SX,Y = 0, y tenemos (ii), o bien X e Y se centralizan
proyectivamente el uno al otro. Si ocurre la segunda posibilidad, entonces por
el Lema 6.1.1 y la Nota 6.1.2, tenemos que X ⊗ Y es simple. Esto prueba que
en este caso debe valer (i). 
Sea C una categor´ıa de fusio´n trenzada, ı´ntegra no-degenerada. Consider-
emos a la categor´ıa C munida con su estructura esfe´rica cano´nica positiva, de
modo que C es una categor´ıa modular.
Lema 6.1.4. Supongamos que cada subcategor´ıa tannakiana de C es punteada.
Sean X, Y objetos simples no invertibles de C. Se tienen:
(i) Si d(FPdimX,FPdimY ) > 2 en el grafo Γ(C), entonces SX,Y = 0.
(ii) Si FPdim(X) y FPdim(Y ) pertenecen a diferentes componentes
conexas del grafo Γ(C), entonces la multiplicidad de Y en X ⊗ X∗ es
dada por:
(13)
FPdim C
(FPdimX)2
NYX,X∗ =
∑
FPdimT=1
SY ∗,T .
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Demostracio´n. (i). La hipo´tesis implica que FPdimX y FPdimY son
primos relativos. Ma´s au´n, el producto tensorial X ⊗ Y no puede ser simple,
porque en este caso tendr´ıamos que d(FPdimX,FPdimY ) ≤ 2 en Γ(C). Luego
por el Corolario 6.1.3 tenemos que SX,Y = 0, con esto queda demostrado (i).
(ii). Recordemos primero la fo´rmula de Verlinde, la cual fue enunciada en
el Teorema 2.7.11.
NZX,Y =
1
FPdim(C)
∑
T∈Irr(C)
SXT SY T SZ∗T
FPdimT
,
Sea Γ1 la componente conexa de FPdim(X). La multiplicidad de Y en X⊗X∗
viene dada por la fo´rmula de Verlinde.
Por la parte (i), los sumandos no nulos de esta expresio´n corresponden a los
objetos simples T tales que d(FPdimT,FPdimX) ≤ 2. Por lo tanto FPdimT
pertenece a la componente conexa Γ1 de FPdimX o FPdimT es invertible.
Luego tenemos:
NYX,X∗ =
1
FPdim C
∑
d(FPdimT,FPdimX)≤2
SXT SX∗T SY ∗T
FPdimT
+
1
FPdim C
∑
FPdimT=1
SXT SX∗T SY ∗T .
Recordemos que si T es un objeto invertible, entonces FPdimT = 1.
Adema´s, por la Observacio´n 2.7.12, tenemos que SXTSX∗T = |SX,T |2 =
(FPdimX)2.
Por otro lado, si d(FPdimT,FPdimX) ≤ 2, entonces FPdimT y FPdimY
no esta´n conectados en Γ(C) puesto que FPdimY no pertenece a la componente
conexa Γ1. Luego, por la parte (i) tenemos que SY ∗T = 0.
Por lo tanto la expresio´n anterior queda reducida a
(14) NYX,X∗ =
(FPdimX)2
FPdim C
∑
FPdimT=1
SY ∗T .
Esto implica la parte (ii) y finaliza la demostracio´n. 
Observacio´n 6.1.5. Consideremos las hipo´tesis del Lema 6.1.4 (ii). Entonces,
X e Y son objetos simples no invertibles de C tales que FPdimX y FPdimY
pertenecen a distintas componentes conexas de Γ(C). Supongamos que Y ∈ Cad.
Afirmamos que SY ∗T = FPdimY , para cada objeto invertible T . Esto sigue
del hecho que Cad = C ′pt el cual fue enunciado en el Corolario 2.6.3.
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Por lo tanto, la relacio´n (13) se escribe como
FPdim C
(FPdimX)2
NYX,X∗ = FPdimY FPdim Cpt.
En particular, obtenemos que NYX,X∗ > 0.
Proposicio´n 6.1.6. Sea C una categor´ıa de fusio´n trenzada, ı´ntegra no de-
generada. Asumamos que cada subcategor´ıa tannakiana de C es punteada. En-
tonces, el grafo Γ(C) tiene a lo sumo dos componentes conexas.
Demostracio´n. Para esta prueba vamos a considerar dos casos.
En primer lugar, consideremos el caso en el que para cada objeto simple
no invertible X y para cada objeto simple no invertible Z que hace parte de
la descomposicio´n de X⊗X∗, FPdimX esta´ conectado con FPdimZ en Γ(C).
Supongamos que el grafo Γ(C) no es conexo. Sean X, Y ∈ Irr(C) tales que
FPdimX y FPdimY pertenecen a componentes conexas distintas de Γ(C). En
particular, FPdimX y FPdimY son coprimos y G[X∗] ∩G[Y ] = 1.
El producto tensorial X ⊗ Y no puede ser simple, puesto que en otro caso
d(FPdimX,FPdimY ) ≤ 2.
Por lo tanto, el Lema 1.3.8 implica que los productos tensoriales X∗ ⊗ X
e Y ⊗ Y ∗ tienen un elemento simple en comu´n Z. Este elemento es no invert-
ible. Por hipo´tesis, las dimensiones de Frobenius-Perron de las componentes no
invertibles de X∗ ⊗X (respectivamente Y ⊗ Y ∗) pertenecen a la misma com-
ponenente conexa que FPdimX (respectivamente FPdimY ). Esto implica que
FPdimX y FPdimY esta´n conectados en Γ(C) lo cual es una contradiccio´n.
Por lo tanto Γ(C) es conexo en este caso.
Ahora, consideremos el caso en el que existen un objeto simple no invertible
X y una componente simple no invertible Z de X ⊗X∗ tales que FPdimX no
esta´ conectado con FPdimZ en Γ(C).
Por el Lema 6.1.4 (ii), la multiplicidad de Z en el objeto X ⊗X∗ satisface
FPdim C
(FPdimX)2
NZX,X∗ =
∑
FPdimT=1
SZ∗,T .
Supongamos que Y es un objeto no invertible tal que FPdimY no pertenece
a la componente conexa de FPdimX en Γ(C). Si FPdimY no esta´ conectado
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con FPdimZ, entonces el Lema 6.1.4 (ii) de nuevo implica que la multiplicidad
de Z en Y ⊗ Y ∗ satisface
FPdim C
(FPdimY )2
NZY,Y ∗ =
∑
FPdimT=1
SZ∗,T =
FPdim C
(FPdimX)2
NZX,X∗ .
En particular, NZY,Y ∗ > 0 y entonces ocurre la siguiente relacio´n:
(FPdimX)2NZY,Y ∗ = (FPdimY )
2NZX,X∗ .
Por hipo´tesis, FPdimX y FPdimY son coprimos, luego tenemos que
(FPdimX)2 divide a NZX,X∗ . Pero esto es imposible porque
NZX,X∗ FPdimZ < FPdim(X ⊗X∗) = (FPdimX)2
con lo cual tenemos una contradiccio´n.
Por lo tanto tenemos que para cada objeto simple no invertible Y , FPdimY
esta´ conectado con FPdimX o con FPdimZ. Esto implica que el grafo Γ(C)
posee dos componentes conexas. Con esto concluimos la demostracio´n de la
proposicio´n. 
Observemos que la anterior proposicio´n aplica en particular cuando la cat-
egor´ıa de fusio´n no degenerada C no contiene subcategor´ıas Tannakianas no
triviales.
Cuando la categor´ıa C de la Proposicio´n 6.1.6 no posee subcategor´ıas pun-
teadas no triviales, el grafo Γ(C) es conexo.
Proposicio´n 6.1.7. Sea C una categor´ıa de fusio´n trenzada, ı´ntegra no de-
generada tal que Cpt = Vec. Entonces el grafo Γ(C) es conexo.
Como Cpt = Vec, la condicio´n de que C no contiene subcategor´ıas Tan-
nakianas no triviales es equivalente a que cada subcategor´ıa tannakiana es
punteada.
Demostracio´n. Como C es no degenerada, el Teorema 2.6.2 implica que
(FPdimX)2 divide a FPdim C para cada objeto simple X ∈ C.
Supongamos por el contrario que X e Y son objetos no invertibles tales
que FPdimX y FPdimY esta´n en componentes conexas distintas en el
grafo Γ(C). En particular, FPdimX y FPdimY son coprimos. Por lo tanto
(FPdimX)2(FPdimY )2 divide a FPdim C.
Como C es no degenerada, entonces el Corolario 2.6.3 nos permite concluir
que Cad = C ′pt. La hipo´tesis implica que C = Cad.
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Por la Observacio´n 6.1.5, la multiplicidad de Y en X ⊗X∗ satisface
FPdim C
(FPdimX)2
NYX,X∗ = FPdimY FPdim Cpt = FPdimY.
Luego
FPdim C
(FPdimX)2(FPdimY )2
NYX,X∗ =
1
FPdimY
.
Tenemos una contradiccio´n, porque el lado izquierdo de esta ecuacio´n es
un entero, pero el lado derecho no lo es. Esto nos muestra que el grafo Γ(C)
debe ser conexo. 
6.2. Resultados principales
Usando las herramientas desarrolladas hasta ahora, vamos a dar en esta
seccio´n la demostracio´n de dos de los resultados principales de nuestro trabajo.
Teorema 6.2.1. Sea C una categor´ıa de fusio´n ı´ntegra no-degenerada. En-
tonces se tienen:
(i) El grafo ∆(C) tiene a lo sumo tres componentes conexas.
(ii) Supongamos que la categor´ıa C es resoluble. Entonces el grafo ∆(C)
tiene a lo sumo dos componentes conexas.
Demostracio´n. Sea C una categor´ıa de fusio´n trenzada ı´ntegra y no de-
generada. Si cada subcategor´ıa tannakiana de C es punteada, entonces por la
Proposicio´n 6.1.6 el grafo Γ(C) posee a lo sumo dos componentes conexas.
Ahora, por el Corolario 3.1.3, tenemos que el grafo ∆(C) tambie´n posee a
lo sumo dos componentes conexas.
Podemos entonces asumir que C contiene una subcategor´ıa tannakiana E ∼=
RepG, donde G es un grupo finito no abeliano. Entonces la categor´ıa C es una
equivariantizacio´n C ∼= DG, donde D = CG es la categor´ıa de fusio´n trenzada
G-cruzada asociada (ver enunciados de la Seccio´n 2.7).
Sigue del Teorema 5.1.8, que el grafo ∆(CG) tiene a lo sumo tres compo-
nentes conexas. Esto demuestra la parte (i) del teorema.
Por la proposicio´n 2.4.8, si C es resoluble, entonces el grupo G tambie´n es
resoluble. Luego, el grafo ∆(C) tiene a lo sumo dos componentes conexas por
el Teorema 5.1.7. Esto termina de probar la parte (ii) del enunciado y con esto
concluimos la demostracio´n del teorema. 
El siguiente teorema concierne al grafo de categor´ıas de fusio´n trenzadas
de tipo grupo. Recordemos que estas categor´ıas son ı´ntegras.
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Teorema 6.2.2. Sea C una categor´ıa de fusio´n trenzada de tipo grupo. En-
tonces se tienen:
(i) El grafo ∆(C) tiene a lo sumo tres componentes conexas.
(ii) Si la categor´ıa C es no-degenerada, entonces el grafo ∆(C) tiene a lo
sumo dos componentes conexas y su dia´metro es a lo sumo igual a tres.
Demostracio´n. Sea C una categor´ıa de fusio´n trenzada de tipo grupo.
Por el Teorema 2.6.8, existe una subcategor´ıa tannakiana E ∼= RepG de C tal
que la de-equivariantizacio´n CG es una categor´ıa punteada. En particular, la
categor´ıa C es una equivariantizacio´n de una categor´ıa de fusio´n punteada.
Por lo tanto, como consecuencia del Teorema 5.1.10 obtenemos la parte (i)
del teorema, dado que el grafo primo y el grafo ma´ximo comu´n divisor de la
categor´ıa C tienen el mismo nu´mero de componentes conexas por el Corolario
3.1.3.
Ahora demostraremos la parte (ii). Sea C una categor´ıa de fusio´n trenzada
de tipo grupo y no-degenerada. Sea E ∼= RepG la subcategor´ıa tannakiana de
C tal que CG es punteada. Entonces tenemos la equivalencia CG ∼= C(Γ, ω), para
algu´n grupo finito Γ y algu´n 3-cociclo ω ∈ H3(Γ, k∗). Ver el Ejemplo 1.3.4.
La Nota 5.2.1, implica la siguiente equivalencia de categor´ıas
Z(CG) ∼= Z(C(Γ, ω)) ∼= RepDω(Γ).
Adema´s, por la Proposicio´n 2.7.3, hay una equivalencia de categor´ıas de
fusio´n trenzadas C  (C0G)op ∼= Z(CG), donde la componente neutra C0G ⊆ CG
tambie´n es punteada.
Esto implica que
∆(C) = ∆(Z(CG)) = ∆(Dω(Γ))
luego, la parte (ii) se deduce del Teorema 5.2.8. 
6.3. Aplicacio´n
Para comenzar esta seccio´n, recordemos el siguiente resultado, que se de-
muestra en [54, Theorem 7.2].
Teorema 6.3.1. Sea C una categor´ıa de fusio´n trenzada de´bilmente ı´ntegra.
Supongamos que p es un nu´mero primo tal que FPdimX es una potencia de
p, para todo objeto simple X. Entonces la categor´ıa C es resoluble.
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El objetivo principal de esta seccio´n consistira´ en dar una aplicacio´n basada
principalmente en la Proposicio´n 6.1.7. Este es un resultado de clasificacio´n,
el cual generaliza el Teorema anterior.
Teorema 6.3.2. Sea C una categor´ıa de fusio´n trenzada tal que FPdim C ∈
Z y sean p1, . . . , pr nu´meros primos. Supongamos que las dimensiones de
Frobenius-Perron de los objetos simples de C son una potencia del primo pi
para algu´n 1 ≤ i ≤ r. Entonces C es de´bilmente de tipo grupo.
Adema´s, si una de las siguientes condiciones ocurre
(a) r ≤ 2, o
(b) pi > 7, para todo i = 1, . . . , r.
Entonces la categor´ıa C es resoluble.
Demostracio´n. Sea C una categor´ıa de fusio´n trenzada que satisface las
hipo´tesis del teorema.
La prueba se hara´ por induccio´n en FPdim C. Observemos que las hipo´tesis
sobre las dimensiones de los objetos simples de C se satisfacen tambie´n
para cualquier subcategor´ıa de fusio´n y por lo tanto, para cualquier de-
equivariantizacio´n de C.
Si FPdim C = 1 entonces no tenemos nada que demostrar. Si Cad ( C,
entonces C es una U(C)-extensio´n de su subcategor´ıa adjunta Cad, donde U(C)
denota el grupo graduado universal de C. Como C es trenzada, entonces el
grupo U(C) es abeliano.
Podemos asumir inductivamente que Cad es de´bilmente de tipo grupo (re-
spectivamente resoluble), y entonces C es de´bilmente de tipo grupo (respecti-
vamente resoluble), en vista de la Proposicio´n 2.4.8.
Por lo tanto, podemos asumir que C = Cad. En particular, C es ı´ntegra y
no punteada. Ma´s au´n, podemos tambie´n asumir que el grafo ∆(C) consiste
de al menos dos puntos aislados; en otro caso las dimensiones de Frobenius-
Perron de los objetos simples de C son potencias de un nu´mero primo fijo y el
resultado sigue del Teorema 6.3.1.
Vamos a demostrar que C contiene una subcategor´ıa tannakiana no trivial
E . Supongamos que no. Supongamos adema´s que C es no degenerada. Como
C = Cad, entonces Cpt = Vec, la Proposicio´n 6.1.7 implica que el grafo ∆(C)
es conexo, lo cual contradice la hipo´tesis de que ∆(C) tiene por lo menos dos
ve´rtices aislados.
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Si, por otro lado, C contiene una subcategor´ıa de fusio´n propia no trivial y
no-degenerada D, entonces C ∼= DD′. Como FPdimD,FPdimD′ < FPdim C,
entonces sigue por induccio´n que D y D′ son ambas de´bilmente de tipo grupo,
luego C tambie´n es de´bilmente de tipo grupo.
Ana´logamente, si C satisface (a) o (b), entonces tambie´n lo satisfacen las
subcategor´ıas D y D′. Luego D y D′ son resolubles por hipo´tesis inductiva, y
luego C es resoluble tambie´n.
Supongamos ahora que C no contiene subcategor´ıas Tannakianas no triv-
iales (o subcategor´ıas no-degeneradas). En este caso, el Lema 2.6.6 implica que
la categor´ıa C es ligeramente degenerada. Como ∆(C) consiste de al menos dos
puntos aislados, entonces C tiene un objeto simple de dimensio´n una potencia
de p para algu´n primo impar p. La Proposicio´n 2.6.4 implica que en este caso
C posee subcategor´ıas Tannakianas no triviales, lo cual contradice la hipo´tesis.
Con esto queda demostrado que la categor´ıa C tiene una subcategor´ıa tan-
nakiana no trivial E . Entonces E ∼= RepG para algu´n grupo finito G.
Como C contiene RepG como subcategor´ıa tannakiana, entonces la cat-
egor´ıa C es una equivariantizacio´n de una categor´ıa de fusio´n trenzada G-
cruzada CG.
Como FPdim C0G ≤ FPdim CG = FPdim C/|G| < FPdim C y C0G es una
categor´ıa de fusio´n trenzada, entonces por hipo´tesis inductiva tenemos que C0G
es de´bilmente de tipo grupo. Entonces la Proposicio´n 2.7.2 implica que C es
de´bilmente de tipo grupo.
Ma´s au´n, si C satisface las condiciones (a) o (b), entonces tambie´n la cate-
gor´ıa CG satisface estas condiciones (esta categor´ıa no es necesariamente tren-
zada). Lo mismo ocurre para la subcategor´ıa de fusio´n C0G ⊆ CG.
Entonces C0G es resoluble por induccio´n.
Por otro lado, la condicio´n (a) implica que el grafo primo ∆(G) consiste de
a lo sumo dos puntos aislados, mientras que la condicio´n (b) implica que las
componentes conexas del grafo ∆(G) son {p1}, . . . , {pr}, donde pi 6= 2, 3, 5 o
7, para todo i = 0, . . . , r.
En cualquier caso, tenemos que el grupo G es resoluble, por la Observacio´n
3.2.10. Nuevamente usando la Proposicio´n 2.7.2, tenemos que la categor´ıa C es
resoluble.
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Con esto concluimos la demostracio´n del teorema. 
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