Machine reading and comprehension using differentiable reasoning models has recently been studied extensively, and memory networks have demonstrated promising performance on some reasoning tasks such as factual reasoning and basic deduction. However, as a natural language understanding model, memory networks still face challenges on the numeric representations for sentences, particularly the text representation method and the effectiveness of learned vector representations. In this paper, inspired by the convolution mechanism in the computer vision domain, a raw text representation architecture for question answering problem named convolutional end-to-end memory networks(CMemN2N) architecture is proposed. The convolutional architecture of the proposed model allows us to abstract the useful local information for reasoning to get the significant numeric sentence representation passed to the follow-up subtasks. Our experiments show that CMemN2N achieves better results on most of the 20 bAbI task dataset, yielding improvements for the average result compared to the state-of-the-art.
I. INTRODUCTION
Question answering(QA) is a popular topic in natural language understanding. Depending on the kind of supporting context, i.e. structured data or free text, QA tasks can be classified into knowledge-based(KB-QA) or text-based(TB-QA). In KB-QA, the supporting content is from some knowledge bases. In contrast, TB-QA's supporting content is free text, and the question is also free text. In this paper, we focus on TB-QA, since TB-QA can test the end-to-end capability of models of extracting relevant information from free text and implementing multi-hop reasoning on them. Deep neural network(DNN) has shown superior performance on such tasks [3] , [24] . While the superior performance it has, DNN for question and answering system still has a challenge which is to build models that can capture the long term dependencies in sequential data avoiding gradient vanishing and gradient explosion.
To address this issue, there is a sort of model that realizes computation using external storage together with an attention mechanism [3] , [10] , [24] . Manipulating such external
The associate editor coordinating the review of this manuscript and approving it for publication was Kathiravan Srinivasan. storage offers an approach to deal with the long term dependencies. In [10] , memory networks is firstly introduced. The sentence storage is formed by several continuous representations. In this architecture, the model can read from and write to the external storage. Based on [3] , [10] propose a model to train memory networks in an end-to-end method, which is also strictly without any additional supervision. In addition, [3] can be used in many NLP domains where there is no such kind of supervision, such as in language modeling or realistically supervised question and answering tasks. After the innovation of [3] , [24] is introduced, which is an improvement of [3] by making use of shortcut connection inspired by [13] . Reference [11] also makes some improvements by embedding the raw text using Bi-LSTM architecture. It works on the goal-oriented dialog task. Although all these improvements for memory networks, there remains a challenge for memory networks which is the proper way of handling numeric representation for raw sentences. From the dataset, we can get that the answer to a question is almost one word which is selected from the total vocabulary, sometimes two or three. Hence the final prediction focuses on only some local information. However, with LSTM [15] , [16] or its composition, there is the global information caught rather than the focused local information. Once the total global information is considered, there is the possibility that we can't avoid information redundancy, so that we can't focus on the significant local information.
In this paper, we address this problem by proposing convolutional end-to-end memory networks(CMemN2N), an architecture which is able to efficiently leverage the numeric representation of sentences. Our benchmark is end-to-end memory networks(MemN2N) [3] which can be considered as an improved form of memory networks implemented in [10] . The reason for end-to-end design is that memory networks proposed in [10] is difficult to train via backpropagation, and demands supervision at each layer of the neural network, so we have [3] to realize model which can be trained endto-end from input to output to guarantee the continuity of memory networks. We test the proposed architecture on the Facebook bAbI task 1 as in [3] , [14] , [24] , which is a nulti-hop reasoning problem.
For the challenges mentioned above, CMemN2N mainly proposes a convolutional architecture for MemN2N to generate better raw text representations given a randomly initialized one. It investigates the use of convolutional architecture in the step of calculating the vector representation of sentences to capture the local useful information. Moreover, inspired by [12] which uses bidirectional attention flow between contexts and questions in QA problem, we apply convolutional architecture both for contexts and questions. As a result, instead of considering all the information at the same time, our model can receive the important information both in the contexts and the questions and link them together.
The main contributions of this work are as follows:
• A convolutional architecture and the end-to-end memory networks are combined together to solve the multi-hop text-based QA problem.
• It is shown that additional useful local information can be abstracted by the proposed architecture. Thus, feature engineering can be well realized to better get the correlation both for the questions and the sentences in the QA problem
• Experimental studies are provided on the customary dataset of memory networks (facebook bAbI task) to demonstrate that CMemN2N achieves better results on most of the tasks, as well as the average statistics.
II. RELATED WORK
In this section, first of all, we will introduce the primary elements of MemN2N [3] . Then we look back two architectures relevant to this work, namely gated end-to-end memory networks [24] and Bi-LSTM end-to-end memory networks [11] .
A. END-TO-END MEMORY NETWORKS
The MemN2N architecture, proposed by [3] , has the following components: supporting content memories and the 1 The bAbI task dataset is available at: http://www.thespermwhale.com/jaseweston/babi/tasks_1-20_v1-2.tar.gz prediction of the final answer. m i and c i denote the input and output memory cells, they are obtained by transforming the input sentences x 1 , · · · , x n into vector representations using two trainable embedding matrices A and C. For these two matrices A and C, they are both of size d × |V | where d is the embedding size of each word representation and |V | is the vocabulary size of the whole dataset. Given A and C, then we have
and
where (·) is a mapping for transforming the input sentences into a digital vector of dimension d [3] . Similarly, another trainable embedding matrix B is used to encode the question q, which is also of size d × |V |, yielding a question embedding [3] 
where the embedding matrix A, B and C follow the Gaussian distribution with mean µ = 0 and variance σ = 0.1 for the experiments [3] . In this procedure, for obtaining the digital vector representations m i , c i and u by sentences x i and questions q, the intermediate result of lookup method is a matrix L with size N × D. N denotes the number of words in the sentence, D indicates the embedding size of a word. When we get a sentence input, we use embedding_lookup operation to assign a vector for each word in the sentence, so the sentence matrix representation L is generated. It is changeable during the training process when the trainable parameters A, B and C gradually improved as the experiment progresses. To obtain the digital vector representation of a sentence x i or the question q, the model manipulates the digit L k j of all the word representations L j by addition operation, where j is the j th word in the i th sentence x i and k denotes the k th digit of the vector representation of each word in this sentence. The result of the addition will be regarded as the j th digit of the sentence vector representation. That is:
where j ∈ R N and m i is the vector representation of i th sentence x i . The computation for c j i and u j is the same method as that for m j i . This operation is applied for each dimension j of a vector representation for a sentence.
After having all the single sentence embedding vector {m i }, together with the embedding result u of the question q, we determine the relevance of each of the sentences in the context in accordance with the question, resulting in a vector of attention weights [3] 
where softmax(a i ) = e a i n j=1 e a j . Subsequently, the response o from the output memory is constructed by the probability weight vector p and each of the output memories [3] c i . That is:
In many reasoning tasks, it requires multi-hop references to get the correct answer. For example,
The garden is east of the office. The office is north of the park. How do you go from the park to the garden? For this case, the model can have more than one hop to include several sets of input and output memories by stacking the number of hops of memory layers. In this setting, the (k + 1) th hop takes the output of the k th hop as input [3] :
At last, the prediction of the answer to the question q based on the sentences [3] is represented bŷ
whereŷ is the predicted answer among all of the context vocabulary referenced by both the sentences and questions. W is a trainable parameter matrix for the model that is with size |V | × d and K is a hyper-parameter to identify the total number of hops.
B. GATED END-TO-END MEMORY NETWORKS
Gated end-to-end memory networks(Gated MemN2N) [24] is the combination of end-to-end memory networks [3] and adaptive gating mechanism of highway network [13] . Highway network is represented by y = H (x) [13] , where T(x) is transform gate and C(x) is carry gate, and indicates the Hadamard product. In the following work of [19] , 1 − T (x) is used to represent the carry gate.
In MemN2N, the memory update is u k+1 = o k + u k . Applying the adaptive gating mechanism of highway networks, then there is
. W k and b k are the hop-specific parameters for the kth hop. T k (u k ) is the transform gate and k indicates the kth hop.
C. BI-LSTM END-TO-END MEMORY NETWORKS
In the MemN2N [3] model, the context embedding network can be any structure. Bi-LSTM MemN2N [11] uses Bi-LSTM architecture to calculate the sentence embedding given word embeddings. This architecture is used in many NLP tasks [1] , [16] to comprehend free text from both left and right directions and concatenate these two final hidden vectors as the final representation result.
Bi-LSTM architecture is usually used for sequential tasks. Especially for named entity recognition(NER), Bi-LSTM is used to generate the representation of texts and give out output as input for a conditional random field(CRF) [1] . Bi-LSTM includes forward and backward directions, the representation of each word is the concatenated result of these two parts respectively. In our case, sentence-level features are required, so the final hidden states of the forward and backward LSTM networks are concatenated as the representation of the sentence as in Fig. 1 [11] .
These features are used as input to the follow-up model, i.e. the memory networks, which is a similar approach to that in [2] .
In summary, the Gated MemN2N introduces an adaptive gating mechanism for producing better weights for the two necessary elements while computing the output, while the Bi-LSTM MemN2N employs Bi-LSTM architecture because of the concern about the representation of sentences. However, they all employ all word vectors with the same importance to generate sentence representation. In this work, to obtain the correct answer given the contexts and questions, we'd better focus on and abstract useful local information instead of all information mentioned that may be noise and disturb the reasoning process. In this case, we introduce CMemN2N which can leverage the local important information to well generate the sentence representation for the effectiveness of the follow-up tasks.
III. CONVOLUTIONAL END-TO-END MEMORY NETWORKS
This section starts with convolutional network computation for generating sentence representations given word embeddings. Then, we introduce our proposed model, that is convolutional end-to-end memory networks(CMemN2N).
A. CONVOLUTIONAL NETWORK COMPUTATION
In a deep neural network of natural language processing(NLP) domain, to access the concrete task, first of all, we always need to process on the sentence representation. Especially in the situation that we need inference between two sentences and one of them is a question that the correct answer depends on.
Convolutional network computations have been studied from both the theoretical and practical point of view in the general context of the image recognition domain [5] - [7] . One thing we have to know is that we typically think of computer vision when we hear about convolutional computation. However, more recently, we've also started to apply convolution to problems in NLP and gotten some exciting results [22] , [23] .
The latter is what our works mainly on.
In NLP tasks, the suitable sentence representations may yield significant effect all along with the procedures. In comparison with the basic summation idea, by Bi-LSTM, we can obtain more semantic information among words and result in a sentence representation by extracting the latent useful information both in the forward direction and backward direction as shown in Fig. 1 . As explication in Section II-C, the Bi-LSTM fashion considers global information, a sentence representation is given by integrating information from all words in the sentence. In this case, the information can't avoid redundancy, there is also the possibility that the really useful information may be covered by noise.
Facing the situation above, we introduce a convolutional architecture which is a sentence representation generation method. It may get over both the information insufficiency and information redundancy in our problem setting. We focus mainly on the local useful information in the knowledge reasoning layer.
For convolutional network computation, we have a two or three-dimensional input. In our work, when manipulating the text using convolutional architecture, we firstly initialize all word vectors with the same embedding size, then for each batch of input, we make all sentence length be the same, i.e. the maximum number of words contained in sentences in this batch. Sentences that have less words than the max-length sentence, we use 'Padding Word' to fill it, in this case, sentences' dimensions are stable. Then we have the filter which is of height h and width w, the channel number of the filter is the same with the channel number of input. Two more things for convolutional computation are the padding size and stride size. Padding size is whether there is a need to pad 0 around the input matrix, so that we can keep the same size for the computation result with input. Stride size is the shift number of filter at each step, normally a large stride size leads to fewer applications of the filter and a smaller output size.
B. CONVOLUTIONAL MEMN2N ARCHITECTURE
The section above works on the summation or the Bi-LSTM architecture to capture the global representation of the sentence by all of the words contained in it. Considering the final answer is one word selected in the total vocabulary, sometimes two or three, we'd like to have a try on convolution architecture which is mainly capture the useful local information in the sentence. The global construction of CMemN2N is in Fig. 2 .
In CMemN2N, for each sentence of the context, we will have a matrix of size w × d after lookup in the randomly initialized embedding matrix, where w defines the number of words in each sentence and d is the embedding size of each word, which is the same definition as the one in [4] . And it's the same value with the sentences in the story. But for considering the interaction between two sentences, instead of using the stack of many words embedding to represent the sentence, we'd better use the global embedding as a vector of this sentence. For this reason, we have to realize a transformation which is from a matrix to a vector.
Convolution computation. In our paper, we show the benefit of convolutional network computation. Analyzing the background of bAbI tasks, we conclude that the answer to the question of each story is one or two entities in the context. Moreover, among all of the sentences in the story, there are up to three sentences that are associated with the matched question. Regarding the advantage, i.e. capturing the local features, of convolutional network computation [8] , we consider using convolutional network computation method to handle the word vectors and to generate a global vector representation for the sentence considered. This is also the reason why we don't use (Bi-)LSTM or GRU to get the sentence vector result.
Having the input sentences x 1 , · · · , x n , together with A, B and C, we get the representation of m i , c i and u in a differentiable way, i.e. the convolutional network computation method. First of all, we get the embedding results of each word by embedding matrix A, B and C. In this case, the result of input sentences will be of size n × w × d, for question, it will be of size w × d, where n is the number of sentences stored in a memory, w is the number of words in the sentence and d is the embedding size of each word represented by a digit vector. The formal method is to add all the k th dimension digit of every word vector representation L j . For avoiding the inappropriate representation for the aims sentence, we have adjacent word embedding for a sentence combined using a convolutional filter F c ∈ R k×d e ×d c , where k is the filter height, d e the input embedding size, and d c the number of filter using in the experiment. For obtaining the vector representation m i of i th sentence x i , with its original matrix representation L which is obtained by applying lookup method in the embedding matrix for x i , we compute
where ⊗ denotes the one-dimensional convolution operator, i.e. in the vertical direction. Then with the padding mode 'SAME' in the convolutional process, a vector of size w * 1 is generated for each sentence. This is in contrast to representation derived from the fully connected layers that has words with the same impact intensity.
In multi-hop reasoning task, we have the sentences x 1 , x 2 , . . . x n and the question q as input memories. So in the follow-up tasks, we need to get the relevance between all the sentences and the question to give out the correct answer. So we apply convolution architecture for both the contexts and the questions to keep useful local information of these two parts. Concretely, before calculating the attention weight like in Equation. 5 between contexts and questions, the representation u of question q and the representation m i of sentence x i are computed by convolutional method like in Equation. 9. That is:
In this part, we apply one filter in the experiment for each sentence and question, it's the same with the channel number of input so that we can put the output of convolution architecture into use directly in the follow-up tasks without any other interference operations. We then set the height of filter to 3, the width of the filter to d which is the embedding size of each word, stride size to 1 and the padding model to 'SAME'. The convolution architecture tends to get the sentence representation by convolution technique instead of the addition operation of word representations, both for the sentences and the questions. So that we can have the most important information in the questions viewing sentences and the most important information in the sentences viewing questions. This is the same idea with the information retrieve [20] , [21] , which only focuses on effective entities.
IV. EXPERIMENTS AND DISCUSSION
In this section, we first describe the natural language reasoning dataset we use in our experiments. Then, the experimental setup is detailed. At last, we present the experiment results.
A. DATASET
This dataset consists of 20 types of tasks, which will be shown in the result part. The (20) QA bAbI tasks [9] are put forward by Facebook research group and have been employed for testing text understanding and reasoning.
In this dataset, all of the tasks are clear so that to be noiseless and a human able to identify that language can potentially achieve 100% accuracy. The examples are based on simple usual situations and no specific domain knowledge such as formal semantics, machine learning or logic is required for a human to answer the question posed. In addition, a given reasoning sub-task consists of many sets of sentences which include a set of sub-stories, and also a question following each sub-story. For each question, its answer is typically a single word most of the time, in a few tasks, answers may be a set of words. Note that for each question in every story, only a certain subset of the statements contains useful information for reasoning the correct answer, and the rest are irrelevant for the task itself, we can also see them as noises. Therefore, the model must do some deductions for itself at the training and testing period in which sentences are relevant and which are not. Here are two samples of the tasks in Table. 1.
There are currently several directories which represent the different versions of this dataset:
• en/ -the tasks with 1k training and testing stories in English, readable by humans.
• hn/ -the tasks with 1k training and testing stories in Hindi, readable by humans.
• shuffled/ -the same tasks with shuffled letters so they are not readable by humans, and for existing parsers and taggers cannot be used in a straight-forward fashion to leverage extra resources -in this case, the learner is more forced to rely on the given training data. This mimics a learner being first presented a language and having to learn from scratch.
• en-10k/ shuffled-10k/ and hn-10k/ -the same tasks in the three formats, but with 10,000 training examples, rather than 1000 training examples.
In our experiment, the results are based on the en and en-10k versions. The answer is available to the model at the training period to train the model but must be masked and predicted by the model at the testing time. The same as in [9] , CMemN2N is also trained in an end-to-end way without any additional supervision. Formally, for any task in the 20 different QA tasks, each has a set of S sub-sentences {x i } where the totality S ≤ 320, a question q and an answer a. Let the j th word of a sentence i be x ij , represented by a digit vector of length V which is mapped in an embedding matrix. The same initial representation is used for the question q. And for the answer a, we use the one-hot vector representation method. Two versions of the data are used, one has 1k training problems per task and a second larger one with 10k per task.
B. EXPERIMENTS SETTINGS
For the dataset split, we adopt the same fashion as in [9] . We randomly choose 10% of the bAbI training set to construct an additional validation set for hyper-parameter fine-tuning. We follow [3] and repeat each training 100 times with different random initializations to get the hyper-parameter result. After hyper-parameter fine-tuning experiments, we have the following value for all parameters in our proposed model. Learning rate α is initially assigned a value of 0.01 with exponential decay which is applied every 25(anneal rate of learning rate) epochs by α/2 m where m = current_epoch/25 and this learning rate update process will terminate until 100 epochs are reached. Batch size is set to 32 which signs that we feed a set of 32 input samples per training stage. As for the gradients, for avoiding gradient vanishing problem, we apply an 2 norm to divide the gradient by a scalar to make it have norm 26 when the gradient is larger than 26. The memory size is set to 50 which instructs that only the most recent 50 sentences are stored in the external memory and fed into the model as memories. Since in the dataset, there are some examples need multi-hop reasoning, the number of memory hops is set to 3. And in all of our experiments, we set embedding size d = 16. All weights parameters are initialized randomly from a Gaussian distribution with zero mean and variance of σ = 0.1. Moreover, in the generation for the representation of sentences, we set the filter height, i.e. the kernel size k of the convolutional network to 3 and the stride size to 1. The details above are about the experiment settings in CMemN2N. The total hyper-parameter settings in our implementation are listed in the Table. 2. Then we repeat each training 100 times with the selected hyper-parameter values to get the average experiment results on each task.
In addition, for a fair comparison between our work and that of existed works, we also apply the position encoding, adjacent weight tying, and temporal encoding. Especially for the version of 10k dataset, we repeat each training experiment for 30 times. Considering the performances of the implemented models, there are small differences between the results of our implementation and those reported in original papers. CMemN2N shows a better overall performance. To facilitate fair comparison, we select the implementations of MemN2N, Bi-LSTM MemN2N and Gated MemN2N as the baselines as we believe that it is indicative of the true performance on my hardware and other experiment environments.
C. HYPER-PARAMETER FINE TUNING PROCESS
We realize hyper-parameter fine-tuning by using the random search method introduced in [17] . For realizing hyper-parameter fine-tuning, we can also use the grid search [18] and manual search, and they are normally the frequently used strategies. Reference [17] points out that random search can find models that are as good or better within the computation time. Moreover, for most situation, there are only several of the hyper-parameters really matter to the considered task. For this reason, we choose random search for hyper-parameter optimization. Using random search, we give the parameter intervals to the model, it tests all possible values for the model in that interval until reaching the maximum experiment epoch. In this way, the most critical parameters will be tested and adjusted emphatically so that the model knows which parameter is more important for the model training process. We set an interval for every hyper-parameter and apply random search method to find the best hyper-parameter setting for the model, i.e. this setting of hyper-parameter will be the best system based on the validation performance.
Convolution architecture for generating the sentence representation which is proposed in our paper works on the fusion of convolution architecture and MemN2N [3] . In comparison with the relevant tasks [3] , [11] , [24] , the most important hyper-parameters in our work are the kernel size and the stride size of convolution architecture which is confirmed by random search. The different experiment results by adjusting these two hyper-parameters are shown in Table. 3. Viewing the experiment efficiency and the require of the computation time, we take the average result of these 20 tasks on the 1k version for a comprehensive comparison.
D. RESULTS AND DISCUSSION
Experiment results on the 20 bAbI QA datasets are shown in Table. 4. We compare CMemN2N with MemN2N, Bi-LSTM MemN2N and Gated MemN2N on both the 1k and 10k version.
Among all these experiments, three approaches for generating the sentence representation by the word vectors are involved. Summarizing the average results, we can conclude that CMemN2N obtains the best performance. So it confirms that CMemN2N architecture captures better local information and generates representative sentence representation for multi-hop reasoning task.
For the 10k version of the dataset. CMemN2N achieves substantial improvements on most of the bAbI QA tasks, such as task 5, 7, 16, 17, 18, 19. Especially for the task 19, it achieves 9.2 percent's improvement compared to the state-of-the-art in [24] . On tasks 8, 9, 10, and 11, our model is second-best among all these four models. On the other tasks, we have the same results with the MemN2N model which mostly have 100 percent accuracy, i.e. the model's performance on these datasets is extremely robust.
For the 1k version of the dataset. The experiment shows that CMemN2N gains significant progress on the average result of the 20 tasks. Besides that, our model achieves the best performance on tasks 2, 4, 7, 9, 19 with 4.7, 0.5, 5.8, 3.5, 0.9 percent's performance respectively. On task 1, 12, 15, 20, it yields the same performance viewing the state-of-theart of nowadays which can be seen as the best performance among all these four models. There are the tasks for which CMemN2N achieves the second-best results, such as tasks 3, 5, 6, 8, 10, 11, 13, 14, 17, 18. By the comparison among all models, we conclude that CMemN2N architecture is robust since it performs well on both large and small dataset on average result. Moreover it's easy to train since it is strictly end-to-end trained and need no additional supervision. Besides that, the performance of our model confirms that the vector representation for the sentence is an important factor for the performance of a deep neural network model, and in some special cases, such as in our situation, convolutional network computation can give out impressive results. Table. 4 lists the experiment results of CMemN2N which applies convolution architecture for both the contexts and the questions to achieve the goal of abstracting useful local information. To obtain a more solid evaluation of the benefit brought by convolution architecture, we perform supplement experiments with only one of them using the convolution architecture while the other adopting the traditional sentence representation generation method(Hybrid-CMemN2N) to compare with CMemN2N architecture. For a more robust comparison, we perform experiments on the 10k version dataset. The results are shown in Table. 5.
1) ABLATION EXPERIMENTS FOR EFFECT OF CONVOLUTION ARCHITECTURE
From the experiment results, we can see that CMemN2N which applies convolution architecture for both the contexts and questions gets better performance on average accuracy. This shows that using convolution architecture for both the two-part inputs is necessary so that we can focus on a certain point to extract useful local information to guarantee the effectiveness of sentence representation.
2) VISUALIZATION OF BENEFIT BROUGHT BY CONVOLUTION ARCHITECTURE
Compared with the traditional method for getting the sentence representation, CMemN2N can focus on and leverage the useful local information in the sentence and assign them more important weight instead of using all word vectors with the same importance to build a sentence representation. We carry out experiments to verify the embedding results of context-question pairs. This work is realized by computing the similarity between the vector representations of sentence and each word in this sentence for each context-question pair. An example is presented in Fig. 3 . The darker case indicates that this word is more important for obtaining a correct answer for this sub-story. This figure shows that, in the question, the word 'Sandra' is more important to answer this question, then 'Where' also gives a relatively higher weight. In this case, the content in the context that is relevant to the word 'Sandra' and the words which signify places are more important, i.e. words 'Sandra', 'kitchen' and 'garden'. It is concluded that by convolution architecture, we can focus on and abstract the useful local information under the constraints of each context-question pair and finally generate a representative sentence representation.
V. CONCLUSION AND FUTURE WORK
We introduce a convolutional end-to-end memory network to address the multi-hop reasoning problem. Specifically, we propose using convolution computation to get the sentence vector representation. Combined with memory network architecture, the CMemN2N architecture can efficiently capture the clues needed for the reasoning process in the sentence by abstracting the useful local information both in contexts and questions. We evaluate CMemN2N on bAbI tasks and achieve leading results. In the future, we may apply model fine-tuning by incorporating new architecture in building the sentence representation to further improve the performance on small dataset.
