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Toeplitz matrixAbstract We consider a mixed type of nonlinear integral equation (MNLIE) of the second kind in
the space C½0;T  L2ðXÞ;T < 1. The Volterra integral terms (VITs) are considered in time with
continuous kernels, while the Fredholm integral term (FIT) is considered in position with singular
general kernel. Using the quadratic method and separation of variables method, we obtain a non-
linear system of Fredholm integral equations (NLSFIEs) with singular kernel. A Toeplitz matrix
method, in each case, is then used to obtain a nonlinear algebraic system. Numerical results are cal-
culated when the kernels take a logarithmic form or Carleman function. Moreover, the error esti-
mates, in each case, are then computed.
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open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
Several numerical methods for approximation of the solution
of integral equations are known. For FIE, some different
methods for continuous kernels were introduced in [1], while
for discontinuous kernels, Toeplitz matrix method was pre-
sented in [2] and a collocation method was introduced in Brun-
ner [3]. In [4] Yalcinbas applied a Taylor polynomial solution
to VFIE. In [5], Diogo and Lima discussed the convergence of
spline collocation methods of IE. El-Borai et al. studied the
existence and uniqueness solution of NLIE with continuous
kernel in [6]. Maleknejad and Sohrabi, in [7], used Legendre
polynomials to solve MNLIE. In [8], Matar discussed the frac-tional semi linear mixed integro-differential equation with con-
tinuous kernel in position. Razlighi and Soltanalizadeh used
product integration method for solving system of VIE in [9].
Zhao et al. in [10] used collocation methods for fractional inte-
gro-differential equations with weakly singular kernel. Many
different cases for the IE in linear and nonlinear, with singular
kernel are discussed in Abdou et al. [11–13].
Consider the NLMIE in the form
lcð/ðx; tÞÞ  k
Z t
0
Z
X
Fðt; sÞkðjgðxÞ  gðyÞjÞ/ðy; sÞdyds
 k
Z t
0
Vðt; sÞ/ðx; sÞds ¼ fðx; tÞ: ð1:1Þ
Here, Fðt; sÞ and Vðt; sÞ are two kernels of continuous func-
tions in time, while kðjgðxÞ  gðyÞjÞ is discontinuous kernel
in position considered to be singular. The constant l defines
the kind of the integral equation, while k is a numerical param-
eter that has a physical meaning. fðx; tÞ is the free term. X is the
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tion of the unknown function /ðx; tÞ in L2ðXÞ  C½0;T;T < 1.
In order to guarantee the existence of a unique solution of
Eq. (1.1), we assume the following conditions:
(i) The kernel kðjgðxÞ  gðyÞjÞ satisfies
Z Z
X
k2ðjgðxÞ  gðyÞjÞdxdy
 1
2
¼ c; c is a constant:
The kernels of VI terms F ðt; sÞ and V ðt; sÞ satisfy(ii)
jFðt; sÞj 6M1 8t; s 2 ½0;T;
jVðt; sÞj 6M2; ðM1 and M2 are constantsÞ:
The free term f ðx; tÞ and its partial derivatives are con-(iii)
tinuous in the space L2ðXÞ  C½0; T  wherekfðx; tÞk ¼ max
t
Z
X
jf2ðx; tÞjdx
 1
2
¼ L;L is a constant:
The known function cð/ðx; tÞÞ satisfies(iv)
jcð/1ðx; tÞÞ  cð/2ðx; tÞÞ 6 j/1ðx; tÞÞ  /2ðx; tÞj:while the unknown function /ðx; tÞ satisfies Lipchitz condition
for the first argument and Holder condition for the second
argument.
This paper is divided into 5 sections. Section 2, contains
two subsections to obtain an NLSFIE from (1.1) using two
knownmethods quadrature and separation methods. Section 3,
Toeplitz matrix method is used to get a NLAS. In Section 4,
numerical results and estimated errors are computed using pre-
vious methods in different examples. In Section 5, general con-
clusions are deduced.
2. System of Fredholm integral equations
2.1. Quadratic numerical method, see [1]
For representing Eq. (1.1) as a NLSFIE, we divide the time
interval [0,T] in the form
0 ¼ t0 < t1 < t2 < . . . < tl ¼ T:
Let t ¼ ti in Eq. (1.1), we get
lcð/ðx; tiÞÞ  k
Z ti1
0
Z
X
Fðti; sÞkðjgðxÞ  gðyÞjÞ/ðy; sÞdyds
 k
Z ti2
0
Vðti; sÞ/ðx; sÞds ¼ fðx; tiÞ: ð2:2Þ
Applying quadrature rule, the formula (2.2) reduces to
NLSFIE
lcð/iðxÞÞ  k
Xi1
j¼0
Z
X
Fi;jkðjgðxÞ  gðyÞjÞ/jðyÞdy
 k
Xi2
j¼0
Vi;j/jðxÞ ¼ fiðxÞ: ð2:3Þ
Then, we obtainlcð/iðxÞÞ  k
h1
2
Fi1 ;i
Z
X
kðjgðxÞ  gðyÞjÞ/iðyÞdy k
h2
2
Vi2 ;i/iðxÞ
¼ fiðxÞ þ k
Xi11
j¼0
wjFi1 ;j
Z
X
kðjgðxÞ  gðyÞjÞ/jðyÞdy
þ k
Xi21
j¼0
ujVi2 ;j/jðxÞ: ð2:4Þ
which can be written as
lcð/iðxÞÞ  ki
Z
X
kðjgðxÞ  gðyÞjÞ/iðyÞdy k
h2
2
Vi2 ;i/iðxÞ
¼ HiðxÞ þ El;i; El;i ¼ max
i1 ;i2
El;i1 ;El;i2 ð2:5Þ
where
HiðxÞ ¼ fiðxÞ þ k
Xi11
j¼0
wjFi1 ;j
Z
X
kðjgðxÞ  gðyÞjÞ/jðyÞdy
þ k
Xi21
j¼0
ujVi2 ;j/jðxÞ ð2:6Þ
and
ki ¼ kh1
2
Fi1 ;i: ð2:7Þ
Here, we used the following notations:
/iðxÞ ¼ /ðx; tiÞ; Fi;j ¼ Fðti; tjÞ; Vi;j ¼ Vðti; tjÞ;
fiðxÞ ¼ fðx; tiÞ; i ¼ 0; 1; . . . ; l; 0 6 j 6 i:2.2. Separation of variables
Here, directly we consider the method of separation of vari-
ables that has large applications in mechanics of continuous
media, see [14], For this, let
/ðx; tÞ ¼ /nðxÞtn; fðx; tÞ ¼ fntn; t 2 ½0;T;
T < 1; n ¼ 1; 2; . . . ;N: ð2:8Þ
In general, the above assumption may be failed in other science
but in continuum mechanics is good to solve the problem
directly. The nonlinear term in this case, takes
cð/ðx; tÞÞ ¼ /pðx; tÞ; p ¼ 2orp ¼ 1
2
: ð2:9Þ
Hence, Eq. (1.1) becomes
l/pn  k
t2mþnþ1
mþ nþ 1
Z
X
kðjgðxÞ  gðyÞjÞ/nðyÞdy
 ktmþnbðmþ 1; nþ 1Þ/nðxÞ ¼ fnðxÞtn: ð2:10Þ
where, we assume
Fðt; sÞ ¼ tmsm; Vðt; sÞ ¼ ðt sÞm: ð2:11Þ
This is a system with NLFIE that can be solved by any suit-
able method.
3. Toeplitz matrix method, see [2]
In this section, we adapt and apply the TMM to obtain the
numerical solution of Eq. (2.5). For this, taking X ¼ ½a; a,
then the FIT becomes
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a
kðjgðxÞ  gðyÞjÞ/ðyÞdy ¼
XN1
n¼N
Z nhþh
nh
kðjgðxÞ
 gðyÞjÞ/ðyÞdy; h ¼ a
N
ð3:12Þ
andZ nhþh
nh
kðjgðxÞ  gðyÞjÞ/ðyÞdy
¼ AnðgðxÞÞ/ðnhÞ þ BnðgðxÞÞ/ðnh; nhþ hÞ þ R: ð3:13Þ
The functions AnðgðxÞÞ and BnðgðxÞÞ are arbitrary functions to
be determined and R is the error term. In order to obtain the
values of two functions, assume /ðyÞ ¼ gðyÞ; g0ðyÞgðyÞ where
g0ðxÞ is monotonic increasing function. This yields a set of
two equations in terms of two unknown functions.
Solving the result, after ignoring the error term, the Eq.
(2.5) becomes
lcð/iðxÞÞ  ki
XN
n¼N
DnðgðxÞÞ/iðxÞ  k
h2
2
Vi2 ;i/iðxÞ ¼ HiðxÞ
ð3:14Þ
where
HiðxÞ¼ fiðxÞþk
Xi11
j¼0
wjFi1 ;j
XN
n¼N
DnðgðxÞÞ/jðnhÞþk
Xi21
j¼0
ujVi2 ;j/jðxÞ
ð3:15Þ
where li and ki are given by (2.7). Using the following nota-
tions for x ¼ mh,
/iðxÞ ¼ /iðmhÞ ¼ /im; DnðgðxÞÞ ¼ Dnm; HiðxÞ ¼ Him;
we get
lcð/imÞ  ki
XN
n¼N
Dnm/im  k
h2
2
Vi2 ;i/im ¼ Him; ð3:16Þ
whereTable 1 Comparison between quadrature and separation methods
T x Quadratic method
U E
0.01 1 0.00009999975 0.0000
0.5 0.00002500029 0.0000
0.0 0.00000318375 0.0000
0.5 0.00002499975 0.0000
1.0 0.00009999982 0.0000
0.2 1 0.03998622149 0.0000
0.5 0.01007334006 0.0000
0.0 0.00022760949 0.0002
0.5 0.00998672473 0.0000
1.0 0.03999708279 0.0000
0.8 1 0.63726393890 0.0027
0.5 0.17928032210 0.0192
0.0 0.01840903397 0.0184
0.5 0.15800928810 0.0019
1.0 0.64006622820 0.0000Dnm ¼
ANðgðmhÞÞ; n ¼ N
AnðgðmhÞÞ þ Bn1ðgðmhÞÞ; N < n < N
BN1ðgðmhÞÞ; n ¼ N:
8><
>:
ð3:17Þ
The matrix Dnm can be written as Dnm ¼ Gnm þ Enm, where
Gnm ¼ AnðgðmhÞÞ þ Bn1ðgðmhÞÞ; N 6 n 6 N; ð3:18Þ
and
Enm ¼
BN1ðgðmhÞÞ; n ¼ N
0; N < n < N
ANðgðmhÞÞ; n ¼ N:
8><
>:
ð3:19Þ
Eq. (3.16) represents the NLS of algebraic equations which
can be solved using Newton-Raphson method.
Definition 3.1. The Toeplitz matrix method is said to be
convergent of order r in the domain ½a; b, if and only if for
large N, there exist a constant D > 0 independent of N, such
that k/ðxÞ  /NðxÞk < DNr, see [2].4. Numerical results
Example 1. Consider the equation
/2ðx; tÞ  0:01
Z t
0
Z 1
0
t2s2kjgðyÞ  gðxÞj/ðy; sÞdyds
 k
Z t
0
ðt sÞ2/ðx; sÞds ¼ fðx; tÞ: ð4:20Þ
where fðx; tÞ is given by putting /ðx; tÞ ¼ x2t2 as an exact
value.
Using the previous methods, we can calculate /ðx; tÞ and
the error, Eðx; tÞ, for some points in the region x 2 ½0; 1 for
different values of time T ¼ f0:01; 0:2; 0:8g; gðxÞ ¼ x2 and
N ¼ 2, and the results are obtained in the following tables:in different time when kernel takes logarithmic form.
Separation method
U E
0000025 0.000099966667 0.000000033333
0000029 0.000024966664 0.000000033336
0318375 0.000000000600 0.000000000600
0000025 0.000024966668 0.000000033332
0000018 0.000099966667 0.000000033333
1377851 0.039999004030 0.000000995970
7334006 0.009994849106 0.000005150894
2760949 0.000136470304 0.000136470304
1327527 0.009987385293 0.000012614707
0291721 0.039999932270 0.000000067730
3606110 0.638363133200 0.001636866800
8032210 0.173442935500 0.013442935500
0903397 0.022276087130 0.022276087130
9071190 0.159324941200 0.000675058800
6622820 0.639943530800 0.000056469200
Table 2 Comparison between quadrature and separation methods in different time when kernel is in Carleman function form.
T x Quadratic method Separation method
U E U E
0.01 1 0.000100131965 0.000000131964 0.00009996667 0.00000003333
0.5 0.000024999724 0.000000000276 0.00002496667 0.00000003333
0.0 0.000003750766 0.000003750766 0.00000000024 0.00000000024
0.5 0.000024999979 0.000000000021 0.00002496666 0.00000003333
1.0 0.000099827958 0.000000172043 0.00009996667 0.00000003333
0.2 1 0.040002287660 0.000002287660 0.040000892040 0.000000892040
0.5 0.009983799878 0.000016200122 0.009978865332 0.000021134668
0.0 0.000369038289 0.000369038289 0.000071611494 0.000071611494
0.5 0.010002296370 0.000002296370 0.009986753108 0.000013246892
1.0 0.039999977640 0.000000022360 0.039999906940 0.000000093060
0.8 1 0.6423572190 0.0023572190 0.6416472806 0.0016472806
0.5 0.1427788868 0.0172211132 0.1473686711 0.0126313289
0.0 0.00728150249 0.00728150249 0.02519650365 0.02519650365
0.5 0.1623031917 0.0023031917 0.1613910017 0.0013910017
1.0 0.6400529338 0.0000529338 0.6399590492 0.0000409508
Table 3 Convergence rate in both methods with fixed time
when kernel is in logarithmic form.
N Quadratic method Separation method
Mean error Rate Mean error Rate
2 6.0237 E09 0.2969 1.7922 E09 0.4980
4 7.4004 E09 0.2811 2.5410 E09 0.5444
8 8.9925 E09 0.2699 3.7060 E09 0.5180
16 1.0843 E08 – 5.3071 E09 –
Table 4 Convergence rate in both methods with fixed time
when kernel takes Carleman function.
N Quadratic method Separation method
Mean error Rate Mean error Rate
2 7.3361 E09 0.5177 5.1547 E09 0.2500
4 1.0503 E08 0.3345 6.1303 E09 0.3982
8 1.3244 E08 0.3043 8.0790 E09 0.4867
16 1.6354 E08 – 1.1321 E08 –
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kjgðyÞ  gðxÞj ¼ lnðy2  x2Þ, see Table 1.
2- If the kernel is in the Carleman function form, we
assume kjgðyÞ  gðxÞj ¼ jy2  x2j0:22, the results are then
calculated, see Table 2.Example 2. As a complicated example, consider the equation
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
/ðx; tÞ
p
 0:01
Z t
0
Z 1
0
t2s2kjgðyÞ  gðxÞj/ðy; sÞdyds
 k
Z t
0
ðt sÞ2/ðx; sÞds ¼ fðx; tÞ: ð4:21Þ
where fðx; tÞ is given by putting /ðx; tÞ ¼ t2 cosx as an exact
value.
In another error discussion, we compute the convergence
rate of mean errors in both previous methods, when T= 0.2
and some points of x 2 ½1; 1 with different
N ¼ f2; 4; 8; 16g. Taking gðxÞ ¼ sinx and two different kernels
as previous example.
1- The kernel takes the logarithmic form, by assuming
kjgðyÞ  gðxÞj ¼ lnðsin y  sin xÞ, see Table 3.
2- The kernel takes Carleman function form where
kjgðyÞ  gðxÞj ¼ j sin y  sin xj0:22, see Table 4.5. General conclusion
From the above tables and our numerical results, we can
deduce the following:
1- By decreasing the time, the estimated error becomes
small.
2- Initially, upon the quadrature method, both time and
error accumulation become small comparing to their
corresponding one in the separation method. While by
increasing the time, the error accumulation increases
so in separation method the error becomes smaller than
its corresponding one in quadrature method, see Tables
1 and 2.
3- In general, separation method and quadrature method
have an error stability by increasing N in Toeplitz matrix
method, see Tables 3 and 4.
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