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Abstract—Machine-to-machine (M2M) communications have
attracted great attention from both academia and industry. In
this paper, with recent advances in wireless network virtual-
ization and software-defined networking (SDN), we propose a
novel framework for M2M communications in software-defined
cellular networks with wireless network virtualization. In the
proposed framework, according to different functions and quality
of service (QoS) requirements of machine-type communication
devices (MTCDs), a hypervisor enables the virtualization of the
physical M2M network, which is abstracted and sliced into mul-
tiple virtual M2M networks. Moreover, we formulate a decision-
theoretic approach to optimize the random access process of
M2M communications. In addition, we develop a feedback and
control loop to dynamically adjust the number of resource blocks
(RBs) that are used in the random access phase in a virtual
M2M network by the SDN controller. Extensive simulation results
with different system parameters are presented to show the
performance of the proposed scheme.
Index Terms—Machine-to-machine (M2M) communications,
random access, resource allocation, wireless network virtualiza-
tion, software-defined networking (SDN).
I. INTRODUCTION
Machine-to-machine (M2M) communications, also named
as machine-type communications (MTC), have attracted great
attention in both academia and industry [1]. Unlike traditional
human-to-human (H2H) communications (e.g., voice, mes-
sages, and video streaming) [2]–[29], M2M communications
have two main distinct characteristics: one is the large and rapid
increasing number of MTCDs in the network (e.g., smart power
grids, intelligent transportation, e-health, surveillance) [30],
the other is the data transmission in each time slot, which
is mostly small-sized but the frequency of their making data
connections is higher than traditional communication devices
due to their specific roles and functions [31]. Based on these
characteristics, how to support more MTCDs simultaneously
connecting and accessing to the cellular network is an important
and inevitable issue [32]. The authors of [33] propose a concept
of random access efficiency, and formulate an optimization
problem to maximize the random access efficiency with the
delay constraint, according to the number of random access
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opportunities (RAOs) and MTCDs. In [34], the authors intro-
duce several random access (RA) overload control mechanisms
to avoid collisions. The authors of [35] investigate a scheme
that provides additional preambles by spatially partitioning a
cell coverage into multiple group regions and reducing cyclic
shift size in RA preambles.
Although some excellent works have been done on M2M
communications, most existing researches focus on preamble
collision avoidance mechanisms. However, most existing re-
searches focus on preamble collision avoidance mechanisms.
However, in practical networks, the MTCDs may fail to access
the network if there is no enough radio resource allocated to
the RA process [36]. Furthermore, only one class of MTCDs
are considered in most existing works. However, in practical
networks, different MTCDs have different quality of service
(QoS) requirements, and they should be treated differently in
M2M communications.
In this paper, with recent advances in wireless network virtu-
alization [9], [37] and software-defined networking (SDN) [38],
we propose a novel framework for M2M communications in
software-defined cellular networks with wireless network vir-
tualization. In the proposed framework, according to different
functions and classes of MTCDs, a hypervisor enables the
virtualization of the physical M2M network, which is abstracted
and sliced into multiple virtual M2M networks. Meanwhile, we
formulate the random access process in M2M communications
as a partially observable Markov decision process (POMDP).
Moreover, we develop a feedback and control loop to dynam-
ically adjust the number of resource blocks (RBs) that are
used in the random access phase in a virtual M2M network.
According to difference between the obtained and the desired
transmission rate in virtual networks, the number of RBs are
dynamically adjusted and allocated through the control loop by
the SDN controller.
The rest of this article is organized as follows. System
model is presented in Section II. In Section III, we present
an optimization algorithm for the random access process via
POMDP formulation. Then resource allocation based on the
feedback and control loop is formulated in Section IV. Section
V discusses the simulation results. Finally, we conclude this
work in Section VI with future works.
II. SYSTEM MODEL
In this section, we develop the system model for the
software-defined cellular network with M2M communications
and network virtualization, the key components of the proposed
framework are described as follows.
A. Physical Resource Layer
As shown in Fig. 1, we consider the single-cell sce-
nario with N MTCDs and one eNodeB in the physical net-
work. The time point that the MTCDs access the eNodeB
is t0, t1, . . . , tk, . . . , tK−1, where K is the total number of
time slots, 1 ≤ k ≤ K − 1, and each time slot is equal. It
represents as tk − tk−1 = δtk, where δtk is the duration of
a time slot. A time period includes the K time slots, from
time point t0 to tK−1, each time period is represented as
T1, T2, . . . , Ty, . . . , TY . Meanwhile, RBs will be offered by the
eNodeB when the MTCDs attempt to access the eNodeB. We
assume that the total number of RBs is Rtotal. The number
of RBs used in the control access phase is R, while that
used in the data transmission phase is R′ . They satisfy that
R+R
′
= Rtotal. Considering the RBs for the access phase, r
represents the r-th RB, where 1 ≤ r ≤ R. The state of each RB
in one time slot can be described as idle or busy. We use the
set sr to represent the state of the r-th RB, and sr = {0, 1},
where 0 stands for the RB is idle while 1 stands for the RB is
busy in this time slot.
We assume that each RB can offer different transmission
rates for MTCDs. After the n-th MTCD has accessed to the
r-th RB, we define Cn,r(k) as the transmission rate achieved
by MTCD in time slot δtk, and it can be calculated as
Cn,r(k) =

Bn,r log2
{
1 +
Prhn,r
σ2
}
, if sr = 0,
Bn,r log2
{
1 +
Prhn,r∑
n
′
6=n,n
′
∈N
Prh
n
′
,r
+σ2
}
, if sr = 1,
(1)
where Bn,r represents the bandwidth offered by the r-th RB,
Pr represents the transmit power consumed by the r-th RB,
hn,r (hn′ ,r) is the channel gain when the n-th (n
′
-th) MTCD
accesses to the RB, which follows Gaussian distribution with
zero mean and unit variance, and σ2 is the system noise power.
B. Control Layer
In the proposed framework, the controller is set in this
layer, which includes the hypervisor and SDN controller. The
hypervisor is an important component in wireless network
virtualization. In general, the hypervisor can be implemented at
the physical eNodeB, and it provides functions to connect phys-
ical resource and virtual eNodeB [9]. Moreover, the hypervisor
takes the responsibility of virtualizing the physical eNodeB into
a number of virtual eNodeBs [39]. Besides, the hypervisor is
also responsible for scheduling the air interface resources. As
mentioned above, the SDN controller also plays an essential
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Fig. 1: The architecture of a software-defined cellular network
with M2M communications and wireless network virtualiza-
tion.
role in the proposed framework, and the network resources can
be allocated dynamically by the SDN controller [40], [41].
In this paper, the physical network is abstracted and sliced
into virtual networks by the hypervisor. Meanwhile, a feedback
control loop is proposed and designed in the control layer, then
all of RBs offered by the eNodeB can be allocated dynamically
to each virtual network by the SDN controller. According
to different functions of different virtual networks, the SDN
controller can adjust the number of allocated RBs to optimize
and improve the performance of networks [42]. By this means,
in the virtual network with M2M communications, the SDN
controller will offer an efficient approach to allocate RBs for
M2M communications.
C. Virtual Network Layer
As shown in Fig. 1, according to different QoS requirements,
the physical network will be virtualized to multiple virtual
networks by hypervisor. The hypervisor takes the responsibility
of mapping the physical network with M2M communications
into L virtual networks. For the l-th (1 ≤ l ≤ L) virtual
network, it includes Nl(1 ≤ Nl ≤ N) MTCDs, which have
the same or similar function. Meanwhile, in the l-th virtual
network, the virtual eNodeB can offer all RBs to control access
and data transmission in the initial time slot. The numbers
of RBs used for control access and data transmission are
Rl(1 ≤ Rl ≤ R) and R
′
l(1 ≤ R
′
l ≤ R
′
), respectively.
In addition, the SDN controller can dynamically allocate the
physical resources for each virtual network, and it also can
provide and manage specific services to MTCDs.
The obtained transmission rate of each virtual network can
be denoted as C1, C2, . . . , Cl, . . . , CL, where C1 represents the
obtained transmission rate in the highest level virtual network
and CL represents the obtained transmission rate in the lowest
level virtual network. To provide the proportional average
transmission rate differentiation, the average transmission rate
of the L levels should be related by the expression
C1 : C2 : . . . : Cl : . . . : CL ≈ x1 : x2 : . . . : xl : . . . : xL, (2)
where xl represents a constant weighting factor for level
requirement of the l-th virtual network. Obviously, it satisfies
that x1 ≥ x2 ≥ . . . xl ≥ . . . ≥ xL. For the l-th virtual network,
the obtained average transmission rate Cl can be calculated as
Cl =
Rl∑
r=1
K∑
k=1
Cl,n,r(k)δtk
Ty
. (3)
Then, the ratio of obtained and desired transmission rate in
the l-th virtual network can be denoted as
ξl =
Cl
C1 + C2 + . . .+ Cl + . . .+ CL
, (4)
ξ
′
l =
xl
x1 + x2 + . . .+ xl + . . .+ xL
, (5)
where ξl denotes the ratio of obtained transmission rate, and
ξ
′
l denotes the ratio of desired transmission rate. Therefore, the
gap between the ratio of desired and obtained transmission rate
can be written as el = ξ
′
l − ξl. Thus, el is used by the SDN
controller to decide the RBs adjustment and allocation in the
access phase. According to Eqs. (4) and (5), both ξl and ξ′l are
used as the performance metrics of the feedback control loop.
III. OPTIMIZATION OF RANDOM ACCESS VIA POMDP
In this section, we develop a decision-theoretic approach via
POMDP to optimize the random access process. Then, each
tuple of POMDP is described in detail, followed by the reward
and optimization objective.
A. POMDP Formulation
Since the state of RBs cannot be directly observed by
MTCDs, the problem of random access can be formulated
as a POMDP optimization problem [43]. For simplicity, the
POMDP formulation is discussed by taking the l-th virtual
network as an example.
1) Action Space
Let A represent the set of all available actions, and the action
that can be taken by this MTCD in time slot δtk can be defined
as
a(k) ∈ {0(no access), RB1, RB2, . . . , RBr, . . . , RBRl}.
(6)
In set A, 0 represents that the MTCD will not access the
eNodeB and select sleeping mode, RBr represents that the
MTCD will select the r-th RB to access to the eNodeB.
2) State Space and Transition Probability
In the M2M communication network, the system state space
S is the set of all RB states, and the state in time point tk can
be denoted as s(k) = [s1(k)s2(k) . . . sr(k) . . . sRl(k)], where
s(k) ∈ S. Note that, the state of the r-th RB can be defined as
sr(k) ∈ {0(idle), 1(busy)}. (7)
Assume that each RB state is discretized, and the number
of busy RBs in each time slot can be modelled as a random
process with Possion distribution. We consider that pi,j is the
transition probability of the RB state from state i to state j and
can be expressed as
pi,j = Prob.{sr(k + 1) = j | sr(k) = i}. (8)
3) Observation Space
Since it is difficult to acquire the full knowledge of each RB
state, the MTCD needs to observe the RB state based on the
state transition and optimal action taken in this time slot [43].
Let θr(k) denote the observation state of the r-th RB in time
slot δtk, where 1 ≤ r ≤ Rl. θr(k) can be identified as
θr(k) ∈ {0(idle), 1(busy)}. (9)
Then in time slot δtk, the observation state can be written as
θ(k) = [θ1(k)θ2(k) . . . θr(k) . . . θRl(k)], where θ(k) ∈ Θ, and
Θ is the set of all observation states.
As the r-th RB state transits from sr(k) to sr(k + 1) under
action a(k), an observation state θr(k) is generated with the
conditional probability ba(k)
sr(k+1),θr(k)
= Pr{θr(k) | sr(k +
1), a(k)}. Hence, the conditional probability of observation can
be denoted as
b
a(k)
sr(k+1),θr(k)
=


ǫ, if a(k) = RBr, θr(k) = 0,
1− ǫ, if a(k) = RBr, θr(k) = 1,
ϕ, if a(k) = 0, θr(k) = 0,
1− ϕ, if a(k) = 0, θr(k) = 1,
(10)
where ǫ and ϕ are the probability of false observation, i.e., mis-
taking the busy state for idle state. For the sake of simplicity,
in the proposed scheme, we assume that ǫ = ϕ.
4) Information State
Let π(k) = {πk1 , πk2 , . . . , πki , . . . , πksRl } denote the informa-
tion space, where πki ∈ [0, 1] is the conditional probability
(given decision and observation history) that the RB state is in
i at the beginning of time slot δtk prior to state transition.
The information state can be easily updated after each
state transition to incorporate additional step information into
history, and it is updated by using Bayes’ rule at the end of
each time slot [43], [44], it can be represented as follows,
πk+1
sr(k+1)
=
∑
sr(k)
πk
sr(k)
psr(k),sr(k+1)b
a(k)
sr(k+1),θr(k)∑
sr(k),sr(k+1)
πk
sr(k)
psr(k),sr(k+1)b
a(k)
sr(k+1),θr(k)
.
(11)
5) Reward and Objective
By regarding the transmission rate as a reward, the maximum
transmission rate offered by RB can be used for performance
evaluation. Since each system state is decided by all Rl RBs
states, the maximum value of the transmission rate offered by
RB will be taken as the reward. Hence, for each system state,
the corresponding transmission rate can be denoted as
Cl,n(k) = max
r∈[1,Rl]
{Cl,n,1(k), . . . , Cl,n,r(k), . . . , Cl,n,Rl(k)},
(12)
where Cl,n,r(k) is the transmission rate offered by the r-th RB
in time slot δtk.
Then the optimization objective is to maximize the trans-
mission rate that can be achieved by MTCDs. Therefore, the
system reward in the proposed scheme within time slot δtk is
originally defined as
Rel,n(k) =
{
0, if there is no sensing,
Cl,n(k), otherwise,
(13)
and the total discounted reward Rel,n is
Rel,n =
K−1∑
k=0
βK−k−1Rel,n(k), (14)
where β ∈ [0, 1] is the discount factor.
The optimal policy U in this paper is represented as the
set of behaviour a(k), 0 ≤ k ≤ K − 1, which maximises the
expected long-term total discounted reward Rel,n during a time
period. Hence, the optimal policy is represented as
U = {a(k)} = arg max
a(k)∈A
E[Rel,n]. (15)
B. Solving the POMDP Problem
Let Jk(π(k)) be the maximum expected reward that can be
obtained from time slot δtk, given the information state π(k) at
the beginning of time slot δtk. Assuming that the MTCD that
attempts to access the RB makes action a(k) and observes state
θr(k), the reward can be accumulated starting from time slot
δtk. It should be noticed that the reward includes two parts [45]:
one is the immediate reward Rel,n, the other is the maximum
expected future reward Jk+1(π(k+1)) starting from time slot
δtk+1, given the information state π(k + 1). As a result, the
optimal policy of random access can be calculated as
Jk(π(k)) = max
a(k)∈A
∑
sr(k)∈S
∑
sr(k+1)∈S
πksr(k)p(sr(k), sr(k + 1))
∑
sr(k+1)∈S
b
a(k)
sr(k+1),θr(k)
[Rel,n(k) + Jk+1(π(k + 1))],
∀1 ≤ k ≤ K − 1.
(16)
IV. RESOURCE ALLOCATION VIA FEEDBACK AND
CONTROL
In this section, we will present a strategy of feedback and
control to allocate RBs that are used in the random access
phase by SDN controller. After that, a detailed design method
of the control loop will be given, and a novel approach for RBs
allocation and adjustment with M2M communications will be
proposed.
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Fig. 2: The feedback and control loop for RBs allocation.
Allocation Heuristic
F(z) 
1z m-
1
1
1-z
- 1
1-
1-z
w
w-
1
l
l
Qå
le lRd lCd lC lQ lxlx
?
å
+
-
Fig. 3: z-transform used in the feedback and control loop with
M2M communications.
A. Resource Allocation with SDN Controller
After a time period Ty , if the obtained average transmission
rate cannot reach the desired one, a virtual network needs
a feedback mechanism to adjust RBs allocation in the ac-
cess phase based on the gap of ratio between the obtained
and desired average transmission rate. The proposed feedback
mechanism is depicted in Fig. 2.
In each virtual network, the number of RBs that are assigned
by the virtual eNodeB is fixed in the access phase. Based
on the ratio of obtained and desired transmission rate in the
l-th virtual network, which is calculated by ξl and ξ
′
l , the
RB allocation algorithms through the control loop can be
developed. With the proposed algorithm, the objective converts
to adjust the RB allocation between random access phase and
data transmission phase, or among virtual networks by the SDN
controller. Moreover, let the gap of ratio between the obtained
and desired transmission rate after a time period Ty be el[Ty]. In
order to compute the reassignment number of RBs δRl[Ty], the
SDN controller will utilize a linear function f(el) and compute
δRl[Ty] as follows
∀l : δRl[Ty] = f(el[Ty]), (17)
and the number of RBs in time period Ty is adjusted as
∀l : Rl[Ty] = Rl[Ty−1] + δRl[Ty]. (18)
According to Eqs. (17) and (18), the allocation strategy is
concluded as: if the correction δRl[Ty] is positive, the number
of RBs allocated to the l-th virtual network in the access phase
is increased by | δRl[Ty] |; otherwise, it will be decreased by
that number.
B. Feedback and Control Loop Design
In this subsection, a control loop-based model is proposed in
order to design function f(el). In essence, an approximate lin-
ear model is alternative to simplify the design of the feedback
control mechanism, since the nonlinear relationship between
the adjustment number of RBs and the gap rate [46].
Due to the linear allocation behavior, the relationship be-
tween the variation of average transmission rate and the ad-
justment number of RBs is approximatively proportional and
can be described as
δCl[Ty] ≈ µδRl[Ty−1], (19)
where µ is a proportionality coefficient. Then the obtained
transmission rate and the variation of transmission rate should
satisfy
Cl[Ty] = Cl[Ty−1] + δCl[Ty]. (20)
Considering Eq. (4), it is worth noting that the obtained
average transmission rate Cl[Ty] might have a large standard
deviation, compared with the expected value except that the
time period is sufficiency large. In order to solve this problem,
a low pass filter will be applied in the feedback loop. By letting
Ql[Ty] be the output of Cl[Ty] through the smooth filter, it
follows that
Ql[Ty] = ωQl[Ty−1] + (1− ω)Cl[Ty], (21)
where ω is a factor and satisfies that 0 < ω < 1.
As can be seen in Fig. 3, the control loop shows the process
and relationship in the z-transform. The function f with respect
to the RB number adjustment through z-transform can be
expressed as F (z).
According to Fig. 3, ξl can be denoted as
ξl[Ty] = elF (z)G(z), (22)
where
G(z) =
z−1µ(1− ω)
(1− z−1)(1− z−1ω)
L∑
l=1
Ql
. (23)
Then, by substituting for el and using simple algebraic ma-
nipulation, the relationship between the obtained and desired
transmission rate can be represented as
ξl =
F (z)G(z)
1 + F (z)G(z)
ξ
′
l . (24)
In order to design the RB number allocation in accord with
desired behavior of the closed loop, ξl[Ty] should follow ξ
′
l [Ty]
within one time period. In the z-transform, the corresponding
condition according to Eqs. (23) and (24) can be represented
as
F (z)G(z)
1 + F (z)G(z)
= z−1. (25)
Meanwhile, substituting for G(z) into Eq. (25), F (z) is repre-
sented as
F (z) =
(1 − z−1ω)
L∑
l=1
Ql
µ(1− ω)
. (26)
At last, the SDN controller will adjust the number of RBs
based on δRl[Ty] from the data transmission phase or other
virtual networks to the access phase. According to the z-inverse
transform in Eq. (26), δRl[Ty] can be calculated as
δRl[Ty] = f(el) =
L∑
l=1
Ql
µ(1− ω)
(el[Ty]− ωel[Ty−1]). (27)
V. SIMULATION RESULTS AND DISCUSSIONS
In this section, simulation results are presented to show the
performance of the proposed scheme with the random access
optimization modeled by POMDP and RBs allocation realized
by the control loop.
We consider a single-cell scenario with one eNodeB and
50 MTCDs. Meanwhile, 25 RBs can be offered by eNodeB.
We assume that the physical network is sliced into 5 virtual
networks according to the function of MTCDs. For each virtual
network, it consists of one virtual eNodeB and several MTCDs.
MTCDs will be distributed uniformly, with N1 = 30 and Nl =
5 (l = 2, 3, . . . , 5). In the initial time slot, each virtual eNodeB
will be allocated 5 RBs. The probability that RB remains in
the idle state, remains in the busy state, transit from busy to
idle state and transit from busy to idle state is set as 0.9, 0.05,
0.95 and 0.1, respectively. The probability of false observation
ranges from 0.1 to 0.8. Additionally, the available transmission
bandwidth in the first and the fifth virtual network is 10 MHz
and 5 MHz, respectively. The transmit power is 20 dBm in both
virtual networks. Channel gains follow Gaussian distribution
with zero mean and unit variance. Moreover, the weighting
factor is set as x1 : x5 = 3 : 1. In addition, the factor ω is 0.8,
and the proportionality coefficient µ is 2.
Fig. 4 compares the reward with different numbers of RBs
in heterogeneous traffic scenario. In detail, with only one
RB, there is little difference between the proposed scheme
via POMDP without control loop and the existing scheme,
since there is no decision flexibility. However, for the proposed
scheme via POMDP and control loop, the transmission per-
formance is improved significantly, the average reward in the
proposed scheme via POMDP and control loop is much higher
than other schemes without the control loop. The reason is
that the control loop can adjust the number of RBs to meet
the network requirements. With the increasing number of RBs,
the proposed scheme via POMDP and control loop is more
prominent than other schemes, since more RBs can be offered
and more selections can be made by the POMDP optimization.
Fig. 5 depicts the variation of the average reward with
different probabilities of false observation in heterogeneous
traffic scenario. It can be easily seen that the average reward in
the proposed scheme degrades with the increasing probability
of false observation. When ǫ = ϕ = 0.1, the proposed scheme
with the control loop will be close to the existing scheme with
perfect knowledge. However, if ǫ = ϕ = 0.8, the performance
in the proposed scheme degrades obviously. The reason is
that MTCDs have to give up or falsely select RBs with poor
performance to access when the probability of false observation
reaches high value resulting in a lower average reward.
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VI. CONCLUSIONS AND FUTURE WORK
In this paper, we proposed a novel framework for M2M
communications in software-defined cellular networks with
wireless network virtualization. In the proposed framework,
we formulated the random access process as a POMDP, by
which MTCDs can select proper RB to achieve the maximum
transmission rate. In addition, a feedback and control loop was
developed to adjust and allocate RBs by the SDN controller
after each time period. With virtual resource allocation in each
virtual network, the obtained transmission rate approaches the
desired one. Simulation results demonstrated that, with the
proposed framework, the number of RBs can be dynamically
adjusted according to the gap between the ratio of the obtained
and the desired transmission rate in each virtual network.
Future work is in progress to consider energy consumption and
cooperative communications in our framework.
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