Substance use, delinquency, and other problem behaviors continue to be serious problems plaguing American youth. The emerging prevention science paradigm suggests that predictors of problem behavior identified in 575 AUTHORS' NOTE:
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), measure adolescent substance use and a limited number of risk or protective factors. However, prior to the survey instrument developed in this study, no single self-report survey instrument measured a broad array of the risk and protective factors identified in prospective longitudinal research.
A self-report measurement instrument appropriate for adolescents and capable of cost-efficient measurement of a range of research-derived risk and protective factors and problem behaviors offers important benefits. Such an instrument could provide data on the epidemiology of risk and protection among community youth populations and help to focus preventive interventions on those geographic areas or subpopulations experiencing the highest levels of risk and lowest levels of protection for later health and behavior problems. Moreover, epidemiological measurement of risk and protective factors using such an instrument would provide data to identify which risk and protective factors are elevated or depressed in a particular geographical area or population and which factors might therefore be prioritized for preventive intervention (Arthur and Blitz 2000; Hawkins 1999) . Finally, such an instrument could allow analysis of the co-occurrence and correlates of multiple risk and protective factors in different youth populations.
This article describes the development of a survey instrument designed to meet these goals. The instrument was developed within the context of a multistate study funded by the Center for Substance Abuse Prevention (CSAP) to develop new measurement tools for state prevention needs assessment. The six state alcohol and drug abuse prevention agencies that collaborated on this project had all adopted a risk-and protection-focused prevention approach as their framework to guide prevention planning at the state and local level. They were seeking an assessment instrument that could provide data on empirically identified risk and protective factors. These state agencies had previously sponsored school-based surveys of drug use and related problem behavior and wanted to broaden their surveys to measure risk and protective factors in addition to drug use outcomes in order to support risk and protection focused prevention planning.
The Communities That Care Youth Survey instrument was designed to (a) assess a broad set of risk and protective factors identified by prospective longitudinal research across the domains of community, school, family, peer, and individual as well as health and behavior outcomes, including substance use, violence, and delinquency; (b) be administered within a school setting during one class period (approximately 50 minutes); and (c) be appropriate for adolescents ranging in age from 11 to 18 to allow assessment of levels of risk and protective factor exposure at difference ages during adolescence. The risk and protective factors selected for inclusion were factors that had been found to predict drug use and delinquent behavior at the individual level in two or more longitudinal studies in which the factors were measured prior to the outcomes of interest (Hawkins, Catalano, and Miller 1992; Hawkins, Arthur, and Catalano 1995) .
METHOD
The survey development process included five stages: (a) formation of a pool of items hypothesized to measure the constructs of interest; (b) cognitive pretesting of potential survey items; (c) pilot testing of the survey instrument and classroom administration procedures; (d) selection of items and scales for the final instrument using data from a statewide probability sample of public school children in Grades 6, 8, and 11 in Oregon; and (e) assessment of the reliability and validity of the resulting risk and protective factor scales.
Formation of the item pool began with a compilation of 350 self-report survey items garnered from existing survey instruments obtained from researchers studying risk and protective factors in the development of adolescent antisocial behavior. Items in these instruments were identified that were hypothesized to measure 21 risk factor and 11 protective factor constructs identified by the Communities That Care prevention planning framework (Developmental Research and Programs 1996; Hawkins, Catalano, and Associates 1992) . The risk and protective factors included in this framework were identified in a series of reviews of the literature on adolescent drug use, delinquency, and violence (e.g., Hawkins, Lishner, and Catalano 1985; Hawkins, Catalano, and Miller 1992; Hawkins, Arthur, and Catalano 1995; Hawkins et al. 1998) . In a few cases, the existing items were modified or new items were created to fill gaps where items from existing youth self-report instruments could not be found to measure the construct. Table 1 provides a description of the risk and protective factor constructs identified, the number of survey items measuring each risk and protective factor in the initial item pool, and the number of items in each scale in the final instrument. Four risk and protective factors identified in the literature reviews were not included in the item pool due either to a lack of brief, self-report scales measuring these constructs (e.g., resilient temperament, sociability, impulsiveness) or to concern about the validity of youth self-report methods to measure the construct (e.g., extreme economic deprivation).
Items were included to measure adolescent substance use and related problem behaviors, including delinquency and youth violence. Items measuring substance use were adopted from the Monitoring the Future survey instrument (Johnston, O'Malley, and Bachman 1999) to allow users of the new instrument to make comparisons between local, state, and national trends in drug use. Items assessing delinquency and violence were adopted from the National Youth Survey (NYS) (Huizinga and Elliott 1986) , with additional behaviors of concern to state planners (e.g., possessing handguns at school) added to the NYS format. Ten items measuring demographic characteristics (age, grade in school, gender, race/ethnicity, family composition and size, and language spoken in the home) also were included.
The primary objective of this project was to create a survey instrument measuring a broad array of risk and protective factors that students could complete within a single class period. Thus, it was essential to minimize the number of items used to measure the desired constructs while maintaining adequate psychometric properties of the resulting scales. Once the item pool was compiled, rational/empirical data reduction procedures (Jackson 1970) were followed to select a subset of items that provided reliable and efficient measurement of the identified constructs. The first step in this process was to conduct cognitive pretesting (Jobe and Mingay 1990) of the items to elicit information about how respondents interpreted the meaning of survey questions. Twenty-five adolescents were recruited for the cognitive pretest. They were divided as evenly as possible by sex and ethnicity (European American, African American, Asian, and Hispanic) and were recruited from an alternative high school in a large urban school district (n = 15) and from a community recreation center in a suburban community (n = 10).
These adolescents were asked to think aloud as they formulated their responses to a subset of about 20% of the pool of risk and protective factor items, so that each item was tested with five adolescents from differing backgrounds. Probing questions were developed for each item to determine what specific words within the question and response set meant to the respondents. These responses were examined to identify ambiguous questions or response sets and questions that were interpreted differently than intended. The results of the cognitive pretesting suggested that 98 items were unclear to these adolescents or elicited responses other than intended. These items were eliminated from the item pool, resulting in a revised pool of 252 items measuring risk and protective factors.
Following cognitive pretesting, items were compiled into a pilot questionnaire to test item response formats and the survey administration protocol. A total of 1,097 students in Grades 6 to 12 from six Oregon school districts participated in the pilot test. Individual item frequency distributions and item intercorrelations were examined. On the basis of these results, some items were eliminated as redundant (> .85 interitem correlations) or as having little variance (more than 90% of respondents providing the same answer). Some items were modified rather than eliminated in an attempt to retain measures of constructs when the number of items dropped to less than three per construct. After these changes were made, the item pool contained 251 risk and protective factor items, 72 items measuring problem behaviors, and 10 demographic items.
Based on the pilot test, a revised survey instrument was developed and administered to a statewide probability sample of 6th-, 8th-, and 11th-grade Oregon public school students. The items were compiled into test booklets that were organized in six sections: Demographics, Community, Substance Use and Other Problem Behaviors, Peer-Individual, Family, and School. Two items were added to the end of the survey asking about truthfulness in completing the survey and the importance the respondents attached to the survey questions.
A multistage cluster sample of 6th-, 8th-, and 11th-grade students was designed and used to provide statewide and regional estimates of substance use and delinquency prevalence for Oregon (Finnigan 1995) . In the first stage of sampling, a total of 131 schools containing 51 sixth-grade, 43 eighthgrade, and 37 eleventh-grade classes was selected to participate. Schools were randomly sampled within five substate administrative regions to provide accurate regional estimates. The probability of any school's selection was proportional to school enrollment. In the second stage of the sampling process, all students in the appropriate grade levels of the sampled schools were selected. Only one grade level was surveyed at each school.
Sampled schools were not obligated to participate. Forty-six (35%) of the originally selected schools choose not to participate. Replacement schools were selected by matching a replacement school from the same administrative region on school enrollment and student demographic characteristics (gender, race, percentage participating in the free lunch program). Analysis showed that the replacement schools did not differ from the participating selected schools in the original sample on demographic variables (Finnigan 1995) . Enrollment in the targeted grades in the 131 participating schools in the spring of 1994 was 13,480. Passive parental consent procedures were used at all schools, and all students were informed they had the option not to participate. Nine students or parents chose not to participate. Regular classroom teachers administered the survey to intact classrooms. Standardized administration instructions were read to students, and students were allotted one class period (45 to 50 minutes) to complete the survey.
Information from all items in the item pool was needed to complete selection of the final item set, but because 333 items were included in the pilot instrument, most students could not complete the entire survey in the allotted time. Based on results from the initial pilot test, it was expected that nearly all 6th-grade students would complete between one half to two thirds of the items within the allotted time, whereas nearly all 8th-and 11th-grade students would complete between two thirds and three fourths of the items. Therefore, to prevent this expected missingness for the same set of items, one of four "start points" was randomly assigned to all students within each surveyed school. Students were instructed to start work on the survey at one of the four different start points within the survey booklet after completing initial demographic items. After reaching the end of the instrument, students who started at a point other than the first section (Community) were instructed to turn back in their booklet and complete the skipped sections.
Given the large sample surveyed, this strategy for randomizing the expected missingness guaranteed that all items were completed by more than 1,500 randomly selected students per grade and allowed calculation of stable estimates of the correlations between each pair of items. Moreover, because the items comprising each scale were asked within the same section of the instrument (e.g., family, school, etc.), most of the missingness that occurred resulted in entire scales being missed rather than single items within a scale being missed. Thus, the correlations among all items in each scale used to evaluate scale reliability and to select the items contributing the most variance to each scale were computed on essentially intact randomly selected subsets of the entire sample.
Surveys were collected from 11,564, or 85.8% of the eligible students. Of the 11,564 surveys, 402 were eliminated primarily because none or only a few of the items were completed. This resulted in a final total of 11,162 useable surveys representing 82.8% of the student population in the sampled grades and schools. Table 2 reports the gender, family status, average family size, birthplace of students' parents, and language used most often at home by survey respondents. The distributions of these items were similar across the three grade levels.
RESULTS
As expected, not all students finished all 333 items in the survey in the allotted time. Averaging across the start point conditions, 66.3%, 79.8%, and 87.1% of the items were completed by the 6th-, 8th-, and 11th-grade students, respectively. This finding confirmed the need to reduce further the number of items selected for the final survey instrument.
There were no differences between start point conditions in the amount of missing data for the 8th-and 11th-grade students. In the 6th-grade sample, a relatively small proportion of variance in the amount of missing data was accounted for by the start point (h 2 = .014). The start point condition was not significantly related to any demographic characteristic, suggesting that the random assignment to start point resulted in distributing the patterns of missingness across demographically comparable samples.
Three analytic strategies were adopted to identify and eliminate students from the data set who provided responses of questionable validity. The first strategy assessed evidence of false reporting directly via responses to two questions. In one question, the students were simply asked how honestly they had responded to all survey questions. In the second question, they were asked about their past month use of "Derbisol," a fictitious drug (Moskowitz et al. 1979 ). The second strategy identified students reporting unrealistically frequent use of illicit drugs other than marijuana (i.e., cocaine, heroin, LSD, inhalants), which was defined as 120 or more uses of these illicit drugs in the past 30 days. The third strategy identified students reporting logically inconsistent patterns of substance use for four or more substances (such as use in the past 30 days but not use in the past year).
About 5% of the students (n = 555) were identified as providing questionable responses by one or more of these strategies. Males, 8th-grade students, students who reported use of a language other than English language at home, and students currently living in foster care situations were more likely to be identified by these strategies. However, the maximum η 2 value for any of these characteristics was .013, indicating that a very small proportion of the variation in response validity was associated with demographic characteristics. Because the primary objective of the analyses reported in this article was to examine the viability of short scales measuring the specified risk and protective factor constructs, the 555 students identified as providing questionable responses were eliminated from subsequent analyses, and data from 10,607 students, or 79% of the total student sample, were used in the item selection analysis.
The resulting 32 risk and protective factor scales were analyzed. First, the distributional properties of each item were examined. Although evidence of skewness and kurtosis was present in some of the items, most risk and protection items met the assumption of normality. Analyses of the nonnormally distributed items were performed using both the original data and log transformed data and produced equivalent results. For ease of interpretation, the results reported here are from the analyses using nontransformed items.
Next, a two-phase analytic strategy was used to assess the dimensionality of each risk and protective factor item set and to select the strongest items to create brief scales representing each construct. In the first phase, three random 10% samples of the entire data set were drawn. Principal component analyses were then conducted on each set of items hypothesized to measure each risk and protective factor construct. Although single factors were hypothesized from each set of items, the eigenvalue greater than 1 rule was used to determine the number of factors present (McDonald 1985; Tabachnick and Fidell 1996) . Oblimin rotations were obtained when more than one factor emerged. In addition, analyses of scale reliabilities using Cronbach's alpha were conducted to assess the internal consistency of each scale and to identify items that could be eliminated without compromising the internal consistency of the scale. These analyses were repeated for each of the three random samples.
During these analyses, the following diagnostic indicators were used to help determine the factorability of the items: the determinant, the KeiserMeyer-Olkin statistic, Bartlett's test of sphericity, and the anti-image correlation matrix (Tabachnick and Fidell 1996) . When these statistics indicated problems with the correlation matrix that prevented factoring, items were removed from the analysis in an attempt to correct these problems. Despite these efforts, the item sets representing the following three risk and protective factors were eliminated from further consideration in the scale development process because of weak factor structures and unacceptable reliabilities: Community Opportunities for Positive Involvement, Peer Rejection, and Prosocial Peer Attachment. In each of these three cases, the items hypothesized to measure these constructs failed to demonstrate acceptable psychometric properties.
In the second phase of the analysis, the strongest 121 items identified in Phase 1 as representing the 29 remaining risk and protective factor constructs were reanalyzed. In this phase, factor analyses of each item set were run separately for all grade levels by gender combinations. These analyses indicated that in general, the sets of items selected to represent each construct had good factor structures. Most sets of items produced only one factor. Five risk and protective factor scales (Laws and Norms Favorable to Drug Use, Transitions and Mobility, Poor Family Management, Family Attachment, and Early Initiation of Antisocial Behavior) produced two factors in some of the groups. However, examination of the eigenvalues indicated that the second factor accounted for very little variance for two of the scales (Transitions and Mobility, and Early Initiation of Antisocial Behavior), and for the remaining three scales the weak second factor was identifiable only for specific grade by gender subgroups. Moreover, combining all of the items in each set into single scales resulted in high Cronbach's alphas for each of these five constructs. Given the theoretical specification of these five constructs and the weak empirical evidence for dividing the items into separate scales, each of these scales was retained as a single scale.
Cronbach's alpha and the eigenvalues for each scale computed within each grade by gender subgroup are shown in Table 3 . All scales, with the exception of Opportunities for Involvement in School, averaged reliabilities greater than .60. The Family Conflict scale had the greatest variability in internal consistency across gender and grade levels, with lower reliability among younger students and males than among older female students. For all other scales, however, reliability values did not vary substantially across grade level or gender in spite of the relatively small number of items included in each scale.
Based on the above results, scales representing each of the 29 risk and protective factor constructs were calculated as the average value of the scale items. To calculate a scale score for a respondent, responses to a minimum of two thirds of the survey items in the scale were required. Otherwise, a missing value for the scale was assigned.
The final step in scale development was to examine relationships between each of the risk and protective factor scales and demographic variables and problem behavior outcomes as an initial check on the validity of the final scales. Because the risk and protective factor scale scores were not always normally distributed, the demographic variables were ordinal scales, and the outcome variables were computed as dichotomous variables, Spearman correlation coefficients were calculated (Hays 1988) . The correlations of the risk and protective factor scales with the demographic variables were generally low. Moderate correlations were found between grade level and some scales (e.g., Laws and Norms Favorable to Drug Use, Perceived Availability of Drugs and Handguns, Peer Substance Use, Poor Family Management, and Attitudes Favorable Toward Substance Use). As expected, students in higher grades reported higher levels of these factors. Also, living in a two-parent family was associated with lower levels of the risk factors Transitions and Mobility and Family History of Antisocial Behavior and higher levels of the protective factor, Family Attachment, than living in a single-parent household, living with other adults, or living in foster care. Gender and language spoken in the home showed no or very small correlations with the risk and protective factor scales.
Correlations between the risk and protective factor scales and substance use and delinquency are presented in Table 4 . Two patterns are evident in these data. First, the direction of the correlations is as expected for all of the risk and protective factors; all of the correlations for the risk factors show a positive relationship with problem behaviors, whereas all of the correlations for the protective factors show a negative relationship with problem behaviors.
Second, the risk and protective factor scales in the Peer-Individual domain showed correlations of higher magnitude with problem behaviors than scales in the other domains. These findings are as expected given the greater etiological and developmental proximity of these factors to the outcomes. Peer influences on behavior increase during adolescence, and peers are often involved in an individual's initiation of drug use (Barnes and Welte 1986; Brook et al. 1990 ). Similarly, individual attitudes and intentions regarding behavior are hypothesized to be the most proximal risk factors for the behavior itself (Brunswick and Boyle 1979; Prochaska, DiClemente, and Norcross 1992; Rachal et al. 1982) . Thus, as temporally proximal predictors of behavior, these peer and individual risk factors should be most highly correlated with behavior measured concurrently.
In other domains, moderate correlations between risk, protection, and outcomes were also found. In the community domain, Laws and Norms Favorable to Drug Use and Perceived Availability of Drugs showed the strongest associations with substance use and delinquency. In the family domain, Poor Family Supervision, Poor Family Discipline, Family History of Antisocial Behavior, and Family Attitudes Favorable to Antisocial Behavior were moderately correlated with the problem behaviors. The two strongest scales from the School domain, Low Academic Achievement and Low School Commitment, were also moderately correlated with problem behaviors.
In the final step of the analysis, the relationships between the risk and protective factor scales and drug use outcomes were reexamined while taking the nested structure of the data (students clustered within schools) into account. Multilevel logistic regression models were computed to examine the strength of the individual-level relationships between each risk and protective factor construct and drug use outcomes after controlling for the between-school variance in the measures. The pattern of findings from this analysis (not tabled) confirmed the significant relationships between the risk and protective factor scales and drug use outcomes: positive for the risk factors and negative for the protective factors.
Thus, the final survey instrument included 121 items scaled to measure 29 risk and protective factor constructs. Most items were adapted from longer scales previously used to measure these constructs and were evaluated and selected due to their face validity as measures of these constructs. The strongest items from these scales were selected to create short scales representing the 29 constructs. All but five of the scales emerged as single factors in exploratory and confirmatory factor analysis repeated across multiple subsamples and grade-gender groups, and the five items sets that revealed a potential second factor in some groups also showed acceptable properties as single scales. All but four of the scales had internal consistency coefficients greater that .70, and only one scale (Opportunities for School Involvement) consistently fell below .60 across groups. The scales all showed statistically significant relationships in the expected direction (positive for risk factors, negative for protective factors) with outcome measures of substance use and delinquent behavior. These results provide evidence of the construct validity of the survey measures of risk and protective factors and support further application and analysis of the instrument as an efficient measurement tool for a broad array of risk and protective factors for adolescent problem behavior.
DISCUSSION
Data from a representative statewide sample of more than 10,000 students in Grades 6, 8, and 11 suggest that this self-administered instrument measures reliably a broad range of risk and protective factors in multiple ecological domains. The factor structures of the scales are coherent. Reliability Nevertheless, important questions about the validity of the Communities That Care Youth Survey risk and protection measures remain. Although the risk and protective factor constructs included in the study were identified from longitudinal studies showing predictive relationships between these constructs and behavioral outcomes measured at a later time point, the data used in the present study to test the construct validity of the scales in the CTC Youth Survey were cross-sectional. Moreover, the outcomes with which the risk and protective factor scales were correlated were obtained from the same self-report instrument, and no external measures of validity were obtained in this study. Longitudinal studies are needed to establish conclusively the predictive validity of the risk and protective factor scales retained in the final instrument.
The present findings indicate that the risk and protective factor scales perform adequately, with few differences in reliability found across gender and age groups. However, possible differences in measurement reliability and validity across racial and ethnic groups remain to be explored. The population of Oregon students from which the data were obtained is not sufficiently diverse to examine this issue further in this data set. Opportunities will exist in the future to explore these questions in greater depth. A number of other states have completed statewide school-based surveys using the final form of this instrument. Data have been collected from representative samples of students in Grades 6, 8, 10, and 12 in seven states, totaling about 160,000 students. Comparative analyses of these data will allow assessment of the stability of these measures across age, gender, and racial and ethnic groups.
Other issues also remain to be explored. The magnitude of correlations between the risk and protective factors and specific antisocial behaviors varies. Some of this variation may be due to quality of measurement, and some may be due to differences in the proximity of different factors in the etiology of specific behaviors. Moreover, partitioning the variance into school-level and individual-level components revealed that some of the scales had substantial variation across schools. These scales appear to tap meaningful components of risk and protection at both the school and individual levels. Further use of this instrument in different populations will assist in the replication of the present findings and in the exploration of the epidemiology of these risk and protective factors at multiple levels of analysis. Use of this survey instrument in prospective longitudinal studies will assist in the exploration of the role of these factors in the etiology of different behaviors.
It should be noted that the current Communities That Care Youth Survey does not measure all risk and protective factors identified by research as predictive of adolescent substance abuse and delinquency. Attempts to develop reliable and valid scales measuring community opportunities for prosocial involvement, prosocial peer involvement, and peer rejection were not successful. Brief, reliable scales for use with adolescents measuring economic deprivation, resilient temperament, impulsiveness, and sociability were not identified from prior studies and were not attempted in this study. Three of the scales included in the final instrument appear to have somewhat low internal consistency. These are Family Conflict, Opportunities for School Involvement, and Rewards for School Involvement. Future work could focus on improving the psychometric properties of these scales and on developing brief scales representing the risk and protective factors omitted from the current version of the instrument. The present study provides a solid foundation on which to build.
The Communities That Care Youth Survey instrument was designed to be used as a tool for assessing prevention needs in adolescent populations. These initial results suggest that the survey does, in fact, measure the identified risk and protective factors that have been shown in other studies to predict adolescent antisocial behavior, including delinquency, substance abuse, and violence. The instrument has important applications in prevention needs assessment and strategic prevention planning. When administered to representative samples of students, the instrument can indicate the level and prevalence of students' exposure to risk and protective factors in a school or in a community served by the school. It can identify subpopulations reporting high levels of risk and/or low levels of protection. It can also identify specific risks that are elevated and specific protective factors that are depressed in a target group. Preventive programs that effectively address the identified elevated risk and suppressed protective factors can be selected for implementation with the target group, thus focusing prevention efforts on changing potential etiological factors where they may have the greatest impact. This should increase the effectiveness and efficiency of prevention efforts by facilitating strategic prevention planning addressing specific predictors of problem behavior in schools and communities.
