Discrete tomography deals with image reconstruction of an object with finitely many gray levels (such as two). Different approaches are used to model the raw detector reading. The most popular models are line projection with a lattice of points and strip projection with a lattice of pixels/cells. The line-based projection model fits some applications but involves a major approximation since the x-ray beams of finite widths are simplified as line integrals. The strip-based projection model formulates projection equations according to the fractional areas of the intersection of each strip-shaped beam and the rectangular grid of an image to be reconstructed, so is more realistic in some applications. In this paper, we characterize the strip-based projection model and establish an equivalence between the system matrices generated by the strip-based and line-based projection models.
Introduction
Computed tomography (CT) refers to computational synthesis of an image from external measurements of a spatially varying function in terms of projections. Line integrals are the most common measures, which are collectively known as projections. CT reconstruction algorithms are traditionally developed for real-valued underlying functions. However, the ranges of the underlying functions may often be discrete in industry and other applications. Hence, discrete tomography (DT) has been developed to reconstruct an unknown function whose range is a given discrete set and the domain may be discrete or continuous [19] . The general CT reconstruction algorithms are not appropriate in this case. On the other hand, the known discrete range of the function may allow it to be determined from less data than what are necessary for general functions. So DT has its own theory and reconstruction methods.
The mathematical theory of DT is based mostly on discrete mathematics but utilizes extensive mathematical tools, such as functional analysis [24] , combinatorics [7, 25] , geometry [5, 11] , optimization [9, 28] , and algebra [16] . Theoretical research includes the existence and uniqueness [21] and algebraic property of the solutions [16] .
There are also many publications on the development of reconstruction algorithms [3, 4, 14, 17, 18, 23, 25] . The first reconstruction algorithm assuming binary images was proposed by Ryser [25] and Gale [10] independently. The algebraic approach of discrete tomography includes modeling of projection data, design and optimization of inversion algorithms.
There has been some work on the modeling of projection data [22] . The projection angles affect the required resolutions of an image. Katz [21] derived the conditions for the projection angles required to determine whether an exact reconstruction from projections is possible. A recent study on the sampling of the discrete Radon transform by Svalbe [26] revealed that the angle distribution is very nearly linear in a square lattice. Guédon and Normand [15] and Dorst [8] utilized the Mojette transform as a discrete tomography tool for discrete spline version of the Radon transform. They looked at area-based projections and other approaches to interpolate discrete data along the ray path. Most recently Weber [28] proposed two optimization strategies for reconstruction methods based on line-based projection, but the volume is discretized into cells and the lengths of the line segments passing through the cells are used as measurements of absorption.
The formulation of projection equation gives the system for the unknown function. Different approaches are used to model the raw detector reading. So far the most commonly used model is the line-based model [11, 13, 16] , in which the projection equations are defined along involved x-rays idealized as lines. Hajdu and Tijdeman [16, 17] established a system based on the line projection model, studied the properties of the coefficient matrix, and developed a reconstruction algorithm. Stability and error correction are discussed [1] recently for the line-based model. In practice, any measurement of projection data is necessarily performed with one or many finite area detectors. In other words, the x-ray path must be of finite cross-section or finite width. The line-based model simplified the data from a beam to a line and hence bring in the error between the model and the real projection data collected. However it fits some applications such as scanning atoms. Some work related to the spline-based method was reported on the so-called natural pixel-based reconstruction such as in [2] . The spline-based method is mathematically more flexible but it is not only computationally more involved but also practically insignificant. Hence, it has been neither used in practice nor promoted in the literature.
The strip-based projection model [20, 29] takes into account fractional areas of the cells in a rectangular reconstruction grid covered by individual x-ray beams of finite width. Therefore, the strip-based projection model is closer to reality than the line-based projection model in some applications. Several authors consider strip-based projection instead of line-based projection. Gerard and Fechet [12] discussed the Dirac model with digital lines containing a lattice of points. The measurement of a detector in their model is the sum of the gray levels corresponding to lattice points belonging to a strip other than a lattice of cells. The strip-based linear Diophantine equations, as defined in [29] , are quite different from the line-based counterparts, however, neither the structure nor the algebraic properties of the system have been rigorously studied yet.
Let Ω be an n × n integer lattice set. It can be represented by a set of points, i.e., Ω = {(i, j) :
is a set of directions in the form of (1, 0), (0, 1), (1, ±1), (q, ± p) or ( p, ±q), where p, q are coprime (gcd( p, q) = 1) and 1 ≤ q < p. We assume that n is a multiple of pq for simplicity. The parallel lines in a direction (a d , b d ) can be described by
A system generated by a line-based projection model along a set of directions
where f (i, j) = 0 for (i, j) ∈ Ω and h d,t is the number of points on the line a d y = b d x + t. The vector h is the projection data collected by a detector. A DT problem of this model is to find an integer solution f to the system. In this model, the x-ray beams of finite widths are simplified as integral lines. It involves a major approximation when the data {h d,t } is collected. The lattice set Ω can also be represented by a set of unit square cells [28, 29] , where the (i, j)th cell is bounded by the lines: x = i − 1, x = i, y = j − 1, and y = j. A binary image can also be considered as a binary function f (i, j) defined on the cells of Ω . The two presentations of the lattice set Ω are one-to-one corresponding to each other. For convenience, we use the same symbol f to denote the unknown image. It will not be confused by the context. 
It is remarked that w d is constant for the four directions (q, ± p) and ( p, ±q) with this notation, while the widths of the strips by the notation in [29] vary. If the area of the intersection between the strip s d,t and the (i, j)th cell, denoted by µ d,t (i, j), is positive, then we say that the strip
For a strip-based projection model, the projections along the directions
give the following system 1≤i, j≤n
where f (i, j) = 0 for (i, j) ∈ Ω and k d,t is the sum of the areas of the intersections between the strip s d,t and the cells of Ω . Again the vector on the right-hand side is the projection data collected by a detector. This model involves the widths of beams and thus fits better with the data collected in some applications. Therefore, it is expected that the strip-based projection model produces better image quality than the line-based projection model. In this paper, we study the structure and properties of the strip-based projection system and its relationship with the line-based projection system. We will first formulate projection equations generated by the strip-based projection along a direction in Section 2 and then study the linear dependency of the strip-based projection equations in Section 3. In Section 4, we will reveal the equivalence between the system matrices generated from the strip-based projections and line-based projections. We finally conclude our work in Section 5.
System generated by a strip-based projection
In this section we formulate the projection equations in (1.4) for the strip-based projection along the lines in (1.1). In the case of ±1) , the projection equations are given in [29] , and hence are omitted here. Theorem 2.1. Let 1 ≤ q < p with gcd( p, q) = 1. Denote by [·] the integral part of a real number, and {·} the fractional part of a real number. For each integer t with −np + 1 ≤ t ≤ nq, define two disjoint and complementary subsets of N = {1, 2, . . . , n}: S t,1 = {l ∈ N , (ql − t) mod ( p) ≥ q} and S t,2 = {l ∈ N , (ql − t) mod ( p) < q}. The strip-based projection equations from the tth strip along the direction
1)
The intersection of the strip s d,t and the cells on level l (1 ≤ l ≤ n) thus falls into the two cases shown in Fig. 1 .
In this case, the strip passes through the ([w] + 1, l)th cell on level l with the area of a parallelogram. So
Case 2. l ∈ S t,2 , or 0 ≤ {w} < q p . In this case, the strip passes through the ([w], l)th and ([w] + 1, l)th cells on level l with the following fractional areas, respectively
Thus (2.1) is proved.
The projection equations along other directions can be obtained [30] by the appropriate transformations based on
where w = ql+np−t p and 1 ≤ t ≤ n( p + q).
3. The rank of the system matrix generated by strip-based projection along one direction
The rank of the system matrix generated by strip-based projections provides useful information for us to develop an efficient algorithm later. In this section we study the dimension and rank of the system matrix generated by strip-based projection along a direction. For convenience, the system matrix is again denoted as
We first introduce a result related to number theory.
Lemma 3.1. Assume that 1 ≤ q < p with gcd( p, q) = 1. For the inequality
there are ( p − 1)(q − 1)/2 positive integer solutions (x, y) and pq − ( p − 1)(q − 1)/2 nonnegative integer solutions. Moreover, an integer solution to px + qy = t, 0 ≤ t < pq, is unique if it is solvable.
Proof. It is clear that the statement is true if q = 1. So we only consider the case of q > 1. Note that the equality px + qy = pq cannot hold for x y = 0. In fact, from px + qy = pq we have p|qy. With gcd( p, q) = 1, this implies p|y and hence either y = 0 with x = q, or y = p with x = 0. We next consider the rectangle 1 ≤ x ≤ q − 1, 1 ≤ y ≤ p − 1. There are ( p − 1)(q − 1) integral points (x, y) inside this rectangle. Note that px + qy < pq is equivalent to p(q − x) + q( p − y) > pq. The pairing between (x, y) and (q − x, p − y) shows that exactly half of the possible pairs (x, y) satisfy px + qy ≤ pq. The first claim of the lemma then follows. Adding p + q − 1 solutions of (3.2) with x y = 0, we get the second statement. The last statement holds because when gcd( p, q) = 1 and px + qy = t, x and y are uniquely determined modulo q and p, respectively. Now we can show the following result about the dimensions and rank of the system matrix generated by strip-based projection along a direction. 
Proof. We first show that (3.3) is true for
, it is obvious that C ∈ R n×n 2 and all the n rows of C are linearly independent. For (a d , b d ) = (1, −1), write t = (i −1)n+ j for 1 ≤ i, j ≤ n. There are 2n strips along the direction (1, −1) bounded by y = −x + t − 1, y = −x + t, t = 1, 2, . . . , 2n.
intersecting one or more cells of Ω . So C ∈ R 2n×n 2 . Denote by r t the tth row of C. It follows that
After deleting the (n + 1)th row from C, the remaining rows are linearly independent. Thus, rank
The same result for the case of (a d , b d ) = (1, 1) can be shown in an analogous way. Now we assume that
, where 1 ≤ q < p with gcd( p, q) = 1. We only show that
for the direction (q, − p) for simplicity. It is obvious that there are totally ( p + q)n strips intersecting at least one cell of Ω , each strip being formed by neighboring lines: px + qy = t − 1 and px + qy = t, for 1 ≤ t ≤ ( p + q)n. The resulting system is written as 1≤i, j≤n
where the equations are arranged in order as t increases and µ t (i, j) is the area of the region of the tth strip in the (i, j)th cell. It is remarked that the inequality t − 1 ≤ px + qy < t has a nonnegative integer solution (i, j) with i, j < n if and only if the tth strip is the first strip intersecting the (i + 1, j + 1)th cell of Ω , which implies that the tth equation in (3.5) contains the unknown f (i + 1, j + 1). We now study the ( p + q)n equations in (3.5) in the following three groups. Group 1: the first ( p + q)(n − 1) − qn equations from the strips
We look at the first pq equations for 1 ≤ t ≤ pq. Consider the rectangle Ω 1 : 0 ≤ x ≤ q, 0 ≤ y ≤ p. It follows from Lemma 3.1 and the remark above that the first pq equations in (3.5) contains pq − ( p − 1)(q − 1)/2 unknowns. On the other hand, by Lemma 3.1, for each cell in Ω 1 , there is a unique strip which is the first one intersecting the cell. Thus, among these first pq rows of C, there are exactly pq − ( p − 1)(q − 1)/2 linearly independent rows.
When t = pq + 1, (3.6) has two nonnegative integer solutions (q, 0) and (0, p). It follows that the ( pq + 1)th equation in (3.5) contains two new unknowns f (q + 1, 1) and f (1, p + 1). For t > pq + 1, there is at least one positive integer solution of (3.6) according to algebraic number theory [6] . So, as t increases from pq + 1 to ( p + q)(n − 1) − qn, each corresponding equation in (3.5) contains at least one new unknown f (i, j). Denote by C 1 the submatrix containing the first ( p + q)(n − 1) − qn rows of C. The rank of C 1 is given by
Group 2: the last qn equations from the strips
Denote by C 2 the submatrix of C containing last qn rows of C. It can be shown in an analogous way that the rank of C 2 is given by
Group 3: the remaining p + q equations from the strips
Notice that each cell in Ω is covered by exactly consecutive p + q strips. Thus, only one linearly independent row arises when these p + q rows of C are added to C 1 and C 2 . Therefore, rank (C) = r 1 + r 2 + 1 = ( p + q)n − pq. Theorem 3.2 gives the rank of the matrix C when C is composed of the projection along a single direction (a d , b d ). We will address the solution for multiple directions {(a d , b d )} k d=1 (k > 1) in the next section using a different approach.
Equivalence between matrices of two systems
We first study the structure of system matrix C generated by striped-based projection along a direction (a d , b d ) in the following lemma:
Lemma 4.1. Let 1 ≤ q < p with gcd( p, q) = 1 and let n be a multiple of pq. Let Cu = k be the system generated by strip-based projection along the direction
and
where o r is the null column vector of order r . Then C is in the form of
where
Proof. In order to explore the structure of matrix C, we study its columns. Recall that f (i, j) is the value of f at the (i, j)th cell of the lattice of cells, Ω . If we arrange the n 2 cells of the lattice Ω in the order from bottom to top column-by-column, then the unknown vector u is given by
It follows from geometry ( Fig. 2) that the strips intersecting the (i, j)th cell are the p+q consecutive strips between lines px + qy = t − 1 and px + qy = t,
The intersection areas of each strip and the (i, j)th cell are given by the components of the vector y in (4.1).
Recall from Section 2 that each equation of Cu = k is expressed as a sum of fractional areas of the cells passed by one strip. So corresponding to the unknown u (i−1)n+ j , the ((i − 1)n + j)th column of C, denoted by c (i) j , is given by (4.2). If we denote C i 's by (4.4), then C can be partitioned as (4.3). This completes the proof. Lemma 4.1 gives the structure of matrix C. The structure of matrix M of the system Mu = h generated by line-based projection along the direction (q, − p) can be developed in an analogous way.
Lemma 4.2. Let 1 ≤ q < p with gcd( p, q) = 1 and let n be a multiple of pq. Let Mu = h be the system generated by line-based projection along the direction where e 1 is the first column of the identity matrix I p+q of order p + q and o r is the null column vector of order r . Then M is in the form
Proof. We arrange the n 2 grid points of Ω in the same way as in the proof of Lemma 4.1, with f (i, j) denoting the value of f at the (i, j)th grid point of the lattice of points, Ω , then the unknown vector u is given by 10) where
The corresponding system is written as
where f (i, j) = 0 for (i, j) ∈ Ω . For convenience, we consider lines along the direction (q, − p), qy = − px + ( p + q − 1) + t, 1 ≤ t ≤ ( p + q)n, where the term p + q − 1 is added in order for the first line (t = 1) to pass through the grid point (1, 1). So M is a ( p + q)n by n 2 binary matrix, which has the same dimensions as the matrix C of (4.3) in Lemma 4.1. Notice that there is only one line passing through each grid point of Ω . The unique line passing through the (i, j)th grid point is the ((i − 1) p + ( j − 1)q + 1)th line, qy = − px + i p + jq. Moreover, the tth strip formed by the lines px + qy = t − 1 and px + qy = t is the first one intersecting the (i, j)th cell if and only if the tth line passes through the (i, j)th grid point. Therefore, corresponding to the unknown u (i−1)n+ j , the ((i − 1)n + j)th column of M, denoted by m (i) j , is given by (4.7). Thus, M is in the form of (4.8), which completes the proof.
It is remarked that the last p + q − 1 rows of M are all zero rows because the last p + q − 1 lines do not pass through any grid points of Ω . These zero rows of M are included so that the dimensions of C and M coincide, which is convenient in showing the row equivalence between matrices M and C of (1.2) and (1.4) in the sense that each can be obtained from the other by a sequence of row operations in the next theorem. We consider the case of (a d , b d ) = (q, − p) for simplicity. It is remarked that if an equation px + qy = t has two distinct integer solutions (i 1 , j 1 ) and (i 2 , j 2 ), 1 ≤ i 1 , i 2 , j 1 , j 2 ≤ n, then the (i 1 , j 1 )th and (i 2 , j 2 )th cells are intersected by exactly same p+q strips with the intersection area vector y. Thus, the ((i 1 −1)n+ j 1 )th and ((i 2 −1)n+ j 2 )th columns of C are identical. It means that the nonzero parts y of two columns of C, are simultaneously converted into e 1 as a sequence of row operations are applied to C. It follows from Lemmas 4.1 and 4.2 that C and M have the same dimensions and their structures are very similar. C can be converted into M by a sequence of invertible row operations. The vector y can be converted to e 1 by a sequence of invertible row operations [27] . This completes the proof.
Remark. Recently, Hajdu and Tijdeman [16] developed a system Bu = z, (4.12)
for line-based projections along a set of directions {(a d , b d )} k d=1 using a different approach.They showed that B is a n The above equation generalizes the result in (3.3).
Conclusion
In this paper, we characterize the strip-based projection model and establish an equivalence between the system matrices generated by the strip-based and line-based projection models. The strip-based projection model takes account of the width of x-ray beam in reality and thus fits the real projection data. Therefore the strip-based projection model avoids the error between the theoretical model and real projection data arising in line-based projection model. Generally speaking, we believe that both of the two models are useful, each of which can be more advantageous than the other depending on applications. Specifically, for iterative reconstruction it is others' and our experience that the strip integral model is indeed more effective.
Our results on the row equivalence of the system matrices generated by the two models allow us to transform the strip-based projection system to the line-based projection system, and vice versa. The current results on the line projection model such as [16] can be thus applied as well in the strip-based projection setting. Furthermore, all the existing reconstruction algorithms based on the line-based projection model can be accordingly adapted. Further study on the reconstruction algorithm and numerical experiments is undergoing.
