This paper presents various approaches dealing with heterogeneous reaction combined with interaction between neighboring units of observation developed in the spatial econometric literature, in the framework of cross-sectional models, and applied to the study of growth and convergence processes. We present the main econometric specifications capturing discrete or continuous spatial heterogeneity: the spatial regimes model and the locally linear, geographically weighted regression (GWR). We then examine how these specifications can be extended to further allow for spatial autocorrelation.
Introduction
Over the last few years, numerous studies have been carried out to analyze economic convergence among countries or regions and recognizing at the same time the need to include spatial effects (Abreu et al., 2005; Ertur et al., 2006; Fingleton and López-Bazo, 2006) . For example, a large number of contributions analyzing the β-convergence hypothesis impose strong homogeneity assumptions on the cross-economy growth process, since each economy is assumed to have an identical aggregate production function. However, modern growth theory suggests that different economies should be described by distinct production functions.
In other words, β-convergence models should account for parameter heterogeneity (Brock and Durlauf, 2001; Durlauf, 2001; Durlauf et al., 2005; Temple, 1999) . Evidence of parameter heterogeneity has been found in non-spatial models using different statistical methodologies, such as in Canova (2004) , Desdoigts (1999) , Durlauf and Johnson (1995) and Durlauf et al. (2001) . Each of these studies suggests that the assumption of a single linear statistical growth model applying to all countries or regions is incorrect.
Moreover, Ertur et al. (2007) argue that in a spatial context, similarities in legal and social institutions, as well as culture and language might create spatially local uniformity in economic structures, leading to situations where rates of convergence are similar for 1 The terms reaction and interaction are emphasised by the authors.
--2 hal-00463274, version 1 -11 Mar 2010 observations located nearby in space. Parameter heterogeneity is then spatial in nature and estimating a "global" relationship between growth rate and initial per capita income, which applies in the same way over the whole study area, doesn't allow capturing the important convergence rate differences that might occur in space.
The instability in space of economic relationships illustrated by this example is called spatial heterogeneity. This phenomenon can be observed at several spatial scales: behaviors and economic phenomena are not similar in the center and in the periphery of a city, in an urban region and in a rural region, in the "West" of the enlarged European Union and in the "East", etc. In an econometric regression, these differences may appear in two ways: with space-varying coefficients and/or space-varying variances. The first case is labeled structural instability of regression parameters, which vary systematically in space. The second case pertains to heteroscedasticity, which is a frequent problem in cross-sections.
Spatial heterogeneity is one of the two spatial effects analyzed by the field of spatial econometrics (Anselin, 1988) . This effect operates through the specification of the reaction of the variable of interest to explanatory variables or the specification of its variance. The other is spatial autocorrelation, or the coincidence of value similarity and locational similarity. It is aimed at capturing interaction between neighboring units of observation. This effect is also highly relevant in growth and convergence analysis. Indeed, as pointed out by Easterly and Levine (2001) , there is a tendency for all factors of production to gather together, leading to a geographic concentration of economic activities. As a consequence, any empirical study on growth and convergence should explicitly acknowledge this phenomenon of spatial interdependence between regions or countries. Moreover, as pointed out by Abreu et al. (2005) , this distinction between spatial heterogeneity and spatial dependence can be related to two different ways of modeling spatial data in growth regressions: models of absolute location and models of relative location. Absolute location refers to the impact of being located at a particular point in space (continent, climate zone) and is usually captured through dummy variables. Relative location refers to the effect of being located closer or further away from other specific countries or regions.
While spatial autocorrelation has been the focus of several literature reviews (Anselin and Bera, 1998; Anselin, 2006 for instance), spatial heterogeneity is much less presented per se. In the convergence context, spatial effects have also already been the focus of several literature reviews: Abreu et al. (2005) , Rey and Janikas (2005) and Fingleton and López-Bazo (2006) . However, these studies focus more on the appropriate treatment and interpretation of spatial autocorrelation in convergence models and/or distribution dynamic approaches. Abreu --3 hal-00463274, version 1 -11 Mar 2010 1 -11 Mar et al. (2005 present some models of absolute location but limit their discussion to models for discrete spatial heterogeneity, while several recent studies extend these to models with continuous space-varying coefficients (Bivand and Brunstad, 2005; Eckey et al., 2007; Ertur et al., 2007) .
In this context, this chapter is double-aimed. First, we present the main econometric specifications capturing spatial heterogeneity, or models of absolute locations, in the terminology of Abreu et al. (2005) . Here, we focus on structural instability, as well as on specific forms of heteroscedasticity and we provide examples of applications pertaining to growth econometrics. Secondly, we examine how these specifications can be extended to further allow for spatial autocorrelation in models of heterogeneous reaction. Concerning this second point, it should be noted that spatial autocorrelation and spatial heterogeneity entertain complex links. First, as pointed out by Anselin and Bera (1998) and Abreu et al. (2005) , there may be observational equivalence between these two effects in a cross-section. Indeed, a cluster of high-growth regions may be the result of spillovers from one region to another or it could be due to similarities in the variables affecting the regions' growth. Secondly, heteroscedasticity and structural instability tests are not reliable in the presence of spatial autocorrelation. For instance, Anselin and Griffith (1988) show that spatial autocorrelation affects the size and power of the White and Breusch-Pagan tests of heteroscedasticity.
Anselin (1990a) also provides evidence that the Chow test for structural instability is not reliable in the presence of spatial autocorrelation. Conversely, spatial autocorrelation tests are affected by heteroscedasticity (Anselin, 1990b) . Thirdly, spatial autocorrelation is sometimes the result of an unmodelled parameter instability (Brunsdon et al., 1999a) . In other words, if space-varying relationships are modelled within a global regression, the error terms may be spatially autocorrelated. We detail some of these issues in the growth and convergence context in this chapter.
Note that heterogeneity can also be modeled using spatial panel data models.
However, this alternative approach will not be considered here as a complete survey is provided by Anselin et al. (2008) . Therefore, we focus here exclusively on the cross-sectional approach. Also, due to space constraints, we do not review distribution dynamics approaches to economic convergence and focus exclusively on spatial econometric modeling issues.
2
Bearing these different elements in mind, this chapter is organized as follows. The next section presents the specifications allowing for discrete heterogeneity, i.e. when different parameters are estimated following spatial regimes. The following sections are devoted to 2 See Rey and Janikas (2005) and Rey and Le Gallo (2008) for such a review.
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Discrete spatial heterogeneity
Spatial instability of the parameters necessitates specifications in which the characteristics of each spatial observation are taken into account. Therefore, we could specify a different relationship for each zone i of the sample:
where i y represents the observation of the dependent variable for zone i; is the vector including the observations for the K explanatory variables for zone i. It is associated to
vector of parameters to be estimated. Finally, in general, the variance differs with i:
Of course, given N observations, it is not possible to estimate consistently NK parameters and N variances: this is the incidental parameter problem. Therefore, a spatial structure for the data must be specified. The spatial variability of the mean of the coefficients of a regression can be discrete, if systematic differences between regimes are observed, or it can be continuous over the whole area. Note that, similarly to panel data models, a random variation could also be specified, under the form of a random coefficients model. As this possibility is not explicitly spatial, it will not be further considered in this chapter.
3
Consider first the models for discrete spatial heterogeneity, which have been applied extensively to study the club convergence hypothesis in a spatial context. Assume that the area under study is divided into several regimes. If only one variable is under study, a spatial ANOVA can be undertaken in order to investigate whether the mean of this variable is different across the regimes. Spatial versions of ANOVA have also been suggested by Griffith (1992) .
More generally, in a regression model, consider the case of two regimes, indicated by 1 and 2. 4 It can be written as follows: 
where W is a ( , ) N N spatial weights matrix. Both possibilities can be combined or a different spatial process may be specified for each regime. In each case, maximum likelihood should be carr ecisions must b ied out and the Chow test must be spatially adjusted (Anselin, 1990a) .
This framework has been applied to consider specific forms of parameter heterogeneity in absolute β-convergence regressions, in which case the explanatory variable is the growth rate of per capita income and the explanatory variable is the initial per capita income. Indeed, while absolute β-convergence is frequently rejected for large sample of countries and regions, it is usually accepted for more restricted samples of economies belonging the same geographical area. This observation can be linked to the presence of convergence clubs: there is not only one steady state to which all economies converge. From an econometric point of view, one equation must be estimated for each club and d e made as to how the cross-sectional sample should be partitioned.
Some papers just use a priori spatial regimes, such as Northern and Southern
European regions (Neven and Gouyette, 1995) or regions belonging to cohesion countries and the others (Ramajo et al., 2008) . Exploratory spatial data analysis may also prove useful in this task. Indeed, these techniques, by exploiting the specific spatial nature of the data are useful in characterizing the form of spatial heterogeneity by detecting the local concentrations 4 The generalization to more than two regimes is straightforward.
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of similar values, by using Getis-Ord statistics (Ord and Getis, 1995) or LISA statistics (Anselin, 1995) . For example, Le Gallo and Ertur (2003) show that and Le . However, as pointed out by Rey and Janikas (2005) , the existing specification search procedures should be extended to be able to distinguish between spatial dependence and spatial heterogeneity while formal specification search strategies for spatial heterog (1999) non-parametric specifi tion by allowing a spatial lag term or a spatial error process.
eneity have yet to be suggested.
While non-spatial papers use endogenous detection methods, such as regression trees (Durlauf and Johnson, 1995) , it should be emphasized that a technique allowing for an endogenous estimation of regimes together with taking into account of spatial autocorrelation stills needs to be developed (Anselin and Cho, 1998) . A first step in this direction is the paper by Basile and Gress (2005) who suggest a semi-parametric spatial autocovariance specification that simultaneously takes into account the problems of non-linearities and spatial dependence. In that purpose, they extend Liu and Stengo's ca If no information is available on spatial regimes, or if one thinks that the mean of a variable or that the regression coefficients do not change brutally between regimes, it is preferable to use specifications allowing for continuous spatial variations across the whole study area. The urban literature has frequently used trend surface analysis models and/or the expansion method. In the first case, the coordinates of each location (such as latitude and longitude) are added in the regression model so that the main characteristics of the regression surface, such as simple "North-South" or "East-West" drifts or more complex drifts for higher-order functions can be described (Agterberg, 1984) . In the second case, the regression coefficients are deterministic (Casetti, 1972) or stochastic (Anselin, 1988) functions of expansion variables, such as the coordinates of each location. However, the expansion --7
hal-00463274, version 1 -11 Mar 2010 method suffers from two main drawbacks (Fotheringham et al., 2000 (Fotheringham et al., , 2004 . First, these techniques only allow capturing trends in relations in space, the complexity of these trends being determined by the complexity of the specified expansion equations. The estimates of the parameters may therefore obscure important local variations to the broad trends represented by the expansion equations. Secondly, the form of the expansion equations must be specified a priori. To overcome these problems, Geographically Weighted Regression (GWR) has been developed and applied in several papers focusing on economic convergence.
Ge
servation by using the values of the characteristics taken by the neighboring observations. ation (1) where a K unknown parameters must be estimated for each observation
ographically weighted regression (GWR)
The geographically weighted regression (GWR), or equivalently the locally linear regression method (LWR), has been developed by McMillen (1996) and Brunsdon et al. (1996) . Most details concerning this method are developed in two books (Fotheringham et al., 2000 (Fotheringham et al., , 2004 . GWR is a locally linear, non-parametric estimation method aimed at capturing, for each observation, the spatial variations of the regression coefficients. For that purpose, a different set of parameters is estimated for each ob Formally, consider again as a point of departure the general formul vector of i: This methodology differs from the traditional non-parametric kernel estimation where the weights refer to the attribute space of the explanatory variables (Cleveland et al., 1988) .
In contrast, GWR uses weights referring to the location in geographical space and therefore allows estimating local rather than global parameters. Different weighting schemes or kernel functions have been suggested in the literature (McMillen, 1996; MacMillen and McDonald, 1997; Fotheringham et al., 2000) . On of the mos e t commonly used weighting function is the aussian kernel, for a given location we hav G e: i ,
where ij d is the Euclidian distance between locations i and j and h is referred to as the bandwith parameter that can be determined by a cross validation procedure. Another possibility is to use a truncated kernel by setting the we hts to zero outside a radius d and to decrease monotonically to zero inside ig ij the radius as increases. For example consider a bisquare weighting function written as:
eighting function as suggested by McMillen (1996) and McMillen and McDonald (1997) :
where i d is the distance of the mth nearest observation to i and ( ) I ⋅ is an indicator function that equals one when the condition is true. The window size, m, is the number of nearest neighbors and determines the observations which receive non-zero monotonically decreasing weights, whereas the observation farther away are given zero weights. Again it can be determined by cross-validation.
Note also that a mixed version of GWR has been suggested by Brunsdon et al.
(1999a) and Mei et al. (2004 Mei et al. ( , 2006 , in which some coefficients are allowed to vary in space while others remain constant. From an empirical point of view, GWR is useful to identify the nature and patterns of spatial non-stationarity over the studied area. Indeed, the result of a GWR is a set of localized estimations of the parameters, together with localized versions of t- The value of the convergence ss than 20 years for some regions in northern Germany to more than 50 years for regions in southern Bavaria.
Finally, let us mention the contribution of Yu (2006) There still remains an important methodological problem pointed out by Páez et al. (2002b) and Pace and LeSage (2004) : spatial dependence may not be eliminated even at the optimal bandwidth as it is often assumed in the related literature where it is considered that spatial dependence is mainly due to inadequately modeled spatial heterogeneity. Actually, this methodological problem is related to the complex links between spatial heterogeneity and spatial dependence often underlined and more generally to the reaction versus interaction debate first pointed out by Cliff and Ord (1981, p.141) in the spatial econometrics literature.
Even when heterogeneous reactions are taken into account as in the GWR framework, it could be the case that there are also interactions between units of observation that should be modeled with a spatially dependent covariance structure. Therefore, Brunsdon et al. (1998) have proposed to include the spatially lagged endogenous variable in the GWR model and [ ]
where SSE denotes the sum of squared residuals. Since the maximum likelihood estimation of the global SDM model relies on least squares estimates and the computation of the log- form. However, in contrast to Mankiw et al. (1992) , their results show that the coefficient of human capital is low and not significant when it is used as a simple production factor. Further research is therefore needed to investigate the role played by human capital in growth and convergence processes. In addition, those models having been developed for countries at the internationa processes.
Co
etric reduced forms that would be estimated using the spatial econometric toolbox. However, most importantly, we believe that, in further research, more efforts should be oriented towards developing, especially at the regional scale, spatial structural theoretical growth models, which would provide the basis of econom 
