Abstract| The problem of estimating the parameters of complex-valued sinusoidal signals (cisoids, for short) from data corrupted by colored noise occurs in many signal processing applications. We present a simple formula for the asymptotic (large-sample) Cram er-Rao bound (CRB) matrix associated with this problem. The maximum likelihood method (MLM), which estimates both the signal and noise parameters, attains the performance corresponding to the asymptotic CRB, as the sample length increases. More interestingly, we show that a computationally much simpler nonlinear least-squares method (NLSM), which estimates the signal parameters only, achieves the same performance in large samples.
I. Introduction and preliminaries C ONSIDER the following noisy observations of a complex-valued discrete-time sinusoidal signal : y(t) = x(t; ) + "(t) t = 0; : : : ; N ? 1 (1) where N is the number of available observations, "(t) is an interference and measurement noise, and x(t; ) = n X k=1 k e i(! k t+' k ) (2) = 1 ' 1 ! 1 n ' n ! n T (3) with ] T denoting transposition. We assume that : A1. The components of are unknown constants that satisfy : k > 0; ' k 2 0; 2 ]; ! k 2 0; 2 ]; ! k 6 = ! j (for k 6 = j) (4) A2. The noise "(t) is a zero mean stationary process with a positive and piecewise continuous spectral density (!); The possible discontinuities of (!) do not appear at any ! = ! k (k = 1; : : : ; n). A3. The noise spectral density (!) is parameterized by a nitely-dimensional unknown vector that does not have any component in common with . Furthermore, the noise process f"(t)g is circularly symmetric Gaussian distributed.
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Assumption A1 does not introduce any restriction.
Assumption A2 is also quite general. In particular, let "(t) be a member of the large class of linear processes. This means that "(t) can be written as :
"(t) = 1 X k=?1 h k (t ? k) (5) where f (t)g is white noise with zero mean and unit variance. Then, under weak conditions on fh k g, the spectral density of "(t) (!) 4 = h k e ?i!k 2 (6) satis es A2 (see, e.g., 4]). Note that in the complexvalued case under discussion (!) is generally di erent from (?!). Hence the de nition in (6) of (!) must be observed when evaluating the various expressions, which depend on (!), that appear in the following sections.
Assumption A3 evidently does introduce some restrictions. For instance, the condition in A3 that (!) is a known function of a nitely-dimensional unknown vector is satis ed by ARMA (autoregressive moving average) noises but not necessarily by the general linear noise process in equation (5) . The aforementioned condition is essentially required by the CRB and MLM analysis in the next section. The Gaussian hypothesis in A3, on the other hand, can be relaxed without a ecting the asymptotic distributional properties of the ML method. However, without the Gaussian assumption the above-mentioned method can no longer be interpreted as a MLM, nor can its covariance matrix anymore be interpreted as the CRB. Regarding the NLSM, as it will become clear shortly, this method does not depend on A3 at all, which of course is an added bonus (as we have already stated in the Abstract the NLSM is also much simpler computationally than the MLM, see the next sections for details).
The estimation of the parameter vector in (1) is a problem that occurs in a large number of signal processing applications (see, e.g., 5], 8] and the references therein). In the case of white noise scenarios there is a wealth of good methods that can be used to solve this problem (see the cited references once again). The more di cult but definitely more practically relevant case of colored noise has only recently begun to receive the necessary attention. See, for example, 3], 6]-9]. Of the di culties associated with the latter case, the following are worth mentioning : a) The MLM estimation of the parameters in the noisy signal model (1) (both and ) leads to an involved computational problem. Approximate ML methods have been proposed to reduce the computational burden associated with the exact MLM (see, e.g., 6]-13]). However, the latter methods still estimate both the signal and noise parameters and hence the simpli cations which they achieve are not signi cant. The use of non-ML methods to achieve computational simplicity is possible (for example, extended Yule-Walker methods can easily be derived for MA (moving average) noise scenarios), but is not advisable owing to the poor statistical accuracy that may be associated with such methods. b) The exact CRB matrix corresponding to the signal model in (1)-(3) is readily derived 3]. However, it has an unenlightening expression whose evaluation may be computationally burdensome (especially in large samples). In this paper we aim at providing solutions to the problems described above. Regarding (a), we show that the ultimate large-sample statistical performance of the exact MLM estimator of the signal parameters in f g is also achievable by a computationally much simpler NLSM which ignores (and hence does not estimate) the noise correlation. Note that the noise parameters are usually nuisances for the estimation problem under discussion, and hence their estimation is not required in most cases. Concerning (b), we derive an asymptotic (large-sample) CRB matrix for the parameter vector , which has a simple and easily interpretable expression.
In closing this section we note that the case of real-valued sinusoidal signals-in-colored-noise has been treated in 9] to which we refer the reader for the real counterparts of the complex CRB, MLM and NLSM discussed herein. In the cited paper the asymptotic CRB matrix was derived as the large-sample covariance matrix of the MLM. Herein we take the other possible route: we obtain the asymptotic CRB, and hence the covariance matrix of the large-sample distribution of the MLM, as the limit of the nite-sample CRB matrix when N tends to in nity. Compared with the analysis in 9], the present analysis is based on some basic results in 4] and is considerably simpler. 
and let Q( ) denote the parameterized form of the covariance matrix of the noise vector " (Q( ) is Hermitian and Toeplitz). With this notation, and under the assumptions made, the negative log-likelihood function associated with the observed data vector y is given by (to within an additive constant): The exact ML estimates of and are obtained by the minimization of the function in (10) . Under the assumptions A1-A3 the asymptotic (large sample) distribution of the MLM estimate is Gaussian with mean equal to the true parameter vector and covariance matrix equal to the asymptotic CRB (see, e.g., 4] and the references therein). In the remaining part of this section we derive an expression for the asymptotic CRB matrix. A reason for being interested in the asymptotic expression for the CRB, rather than in its exact nite-sample expression, is that only the former is achievable by the MLM and possibly by other methods as well. (In the estimation problem under discussion the nite-sample CRB performance is not attained by any known methods, and in fact it may not be achievable at all.) Another reason for being interested in an asymptotic CRB formula lies in the simplicity of such a formula, as opposed to the complexity and lack of insights corresponding to the exact CRB expression (see 10] for more details on this aspect).
It is well known that the (exact) CRB matrix for the problem under study is given elementwise by (see, e.g., 1], 11], 12]) :
where the right-hand side should be evaluated at the true value of the parameter vector 1 . Henceforth tr( ) denotes the trace operator, and <( ) denotes the real part of the quantity between parentheses. Also, the notation CRB(^ ) is used to mean that the CRB under discussion is associated with estimates^ of the parameter vector . By assumption, the parameter sub vectors and do not share any elements. By using this fact one can readily verify that the CRB(^ ) matrix is block diagonal (see, e.g., 3]) :
where the block corresponding to the signal parameter vector is given by :
The expression for the CRB block corresponding to the noise parameters is also easily obtained from (12) but, as already stated, usually we do not have any interest in those parameters.
The following additional notation is required to proceed with the derivation of the CRB(^ ) :
for k = 1; : : : ; n. By using this notation we can write x( ) as :
x( ) = a 1 a n 2 6 4 1 . . . (17)
from which it readily follows that @x( ) @ T = a 1 i 1 a 1 1 d 1 a n i n a n n d n (18) Insertion of (18) into (14) yields a formula for the exact ( nite-sample) CRB(^ ) (see, e.g., 3] for more details on the exact CRB). As already stated, the exact CRB(^ ) formula is neither insightful nor easily interpretable. Additionally its evaluation can be computationally burdensome especially in cases with relatively large values of N. In what follows we make use of results in 4], Chapter 7, to show that the following asymptotic normalized CRB matrix has a simple expression :
As CRB(^ ) = lim
Before being able to do so, however, we need some preparations. Let e i(!1t+'1) i 1 e i(!1t+ '1) it 1 e i(!1t+ '1) . . . e i(!nt+'n) i n e i(!nt+'n) it n e i(!nt+'n) (29) 4 and where (! ? ! k ) denotes the Dirac impulse located at ! = ! k : 2 Observe that (!) is a nonnegative de nite matrix for any ! 2 0; 2 ], as it should.
We are now in a position to make use of a result from 4] to evaluate the limit in (20). Speci cally it follows from 4], Chapter 7, and the above calculations leading to (28), (29) that :
As CRB(^ ) 4 = 1 The conceptual and computational simplicity of the As CRB(^ ) matrix are now apparent. Note that the ratio (! k )= 2 k in (32) can be interpreted as being the inverse of the local signal-to-noise ratio (SNR) for the kth cisoid.
To conclude this section we summarize the previously derived results, for the reader's convenience : (i) The exact CRB(^ ) matrix is block diagonal with the block corresponding to the signal parameters given by (14), (18). The aforementioned CRB formula is not easily interpretable, nor may it be easy to compute.
(ii) As the sample length N increases the normalized CRB matrix, K N CRB(^ ) K N , tends to the As CRB(^ ) given in (32). The derived formula for the asymptotic CRB matrix is both easy to interpret and simple to compute. (iii) The MLM estimator asymptotically achieves the performance corresponding to the As CRB. More exactly, the covariance matrix of the normalized ML estimation errors K N (^ ? ) is asymptotically given by (32). The exact MLM, however, is typically di cult to obtain owing to the complexity of the optimization problem associated with it. 2 The spectral representation in (28) could have been written more formally as a Fourier-Stieltjes integral (see, e.g., 4]).
III. NLSM
The NLSM estimates the signal parameter vector by minimizing the function in (10) with Q( ) set to the identity matrix :
where the factor 1 2 has been introduced for the sake of convenience. Hence, if the noise were white then the NLSM would coincide with the MLM. Interestingly enough, the NLSM asymptotically achieves the same statistical performance as the MLM even in the colored noise case.
To prove the previous assertion we rst make use of a standard Taylor series expansion technique to obtain the following asymptotically valid expression for the normalized errors in the NLS estimate :
where
# By a straightforward but tedious calculation, which is omitted in the interest of brevity, it is possible to show that the term K ?1
is asymptotically neglible (we refer to 9] for a similar calculation in the realvalued case). Combining this observation with (34) yields the following asymptotic expression for the normalized covariance matrix of the NLSM :
As Cov(^ ) 4 = lim
By a simple algebra we obtain,
where the last equality follows from the assumption that " is circularly symmetric distributed. Insertion of (36) into (35) yields :
As Cov(^ ) = 1 2 
where the last equality has been obtained by using (29). Combining (37)-(39) leads to an expression for As Cov(^ ) which coincides with (30). Thus, we have proved the following equality :
As Cov(^ ) = As CRB(^ )
which is exactly what was asserted before.
As the nuisance parameters characterizing the noise do not appear in (33), the NLSM estimates are signi cantly easier to obtain than the MLM estimates. A computationally e cient and reliable relaxation-based (RELAX) algorithm that can be used to determine the NLSM estimates has been introduced in 7].
IV. Numerical examples and concluding remarks
From a practical standpoint the most important result of the present paper is apparently the fact that the NLSM asymptotically achieves the ultimate statistical performance corresponding to the As CRB(^ ). In this section we provide empirical evidence which suggests that the aforementioned asymptotic result can hold in samples with modest practical lengths. We compute the NLS estimates by using the RELAX algorithm of 7], and the As CRB(^ ) by using (32). As there is apparently no competitive algorithm for computing the ML estimates we do not consider these estimates in the following simulation examples (The approximate MLM algorithms in 6] and 2], for instance, appear to require considerable computer times at a statistical performance that is often inferior to the performance of the NLSM, see 7] for details). In the following we also study the rate at which the exact CRB approaches the As CRB, as N increases. In particular we show that the difference between the exact and the asymptotic CR bounds vanishes in a rather fast manner with increasing N.
A. Estimation performance versus SNR
We begin by studying the performance of the NLS estimates, in comparison with the asymptotic CRB, as the SNR varies. In the following the local SNR for the kth cisoid is de ned as SNR k = 10 log 10
In the gures we show the rst local SNR value for the scenario under consideration. The data studied consists of two complex sinusoids with unit amplitude, located at the frequencies f 1 = 0:2106 and f 2 = 0:2262, corrupted by colored noise. The noise is generated by passing a complex Gaussian white noise, with zero mean and unit variance, through a second order auto-regressive (AR) coloring lter given by 1=(1 ? 0:1z ?1 + 0:3z ?2 ). The two cisoids have the initial phases ' 1 = =10 and ' 2 = =5. Before being used in the RELAX algorithm, the N = 128 data points are zeropadded to 16 times the data length to obtain a reasonably ne grid on the frequency axis (see 7] for details). The standard deviations of the estimation errors, obtained from 100 Monte-Carlo simulations, are plotted in Figures 1, 2 and 3 together with (the square root of) the respective asymptotic CRB. We show results for the rst cisoid only (the estimates for the second cisoid behaved similarly, and are thus omitted in the interest of brevity).
As can be seen from Figures 1, 2 and 3, the variance of the estimates is close to the asymptotic CRB for a wide range of SNR values. The threshold SNR (below which the estimated accuracy degrades rapidly) is about -8 dB in the present case. It is also worth noting that the accuracy cannot be increased signi cantly beyond a certain SNR, in this case about 5 dB. This is related to the resolution on the frequency axis a orded by the zeropadding considered (indeed the accuracy can be improved by increasing the zeropadding length and hence diminishing the quantization e ects induced by the sampling of the frequency variable). This clearly leads to a trade-o between the accuracy of the estimates and the amount of calculations needed. The Figures 4, 5 and 6 show the standard deviations of the estimation errors, together with the respective asymptotic CRB, when the data is zeropadded to 32 times the data length.
Generally speaking, the zeropadding length, M say, should be such that 1=M is much smaller than the standard deviation of the frequency estimates. We have also empirically found that the smaller the frequency separation between two cisoids, the larger the M needed. B. Estimation performance versus sample length Next we study the e ect of the data length, N, on the performance of the NLS estimates and the CRB. If not stated otherwise, the data parameters are as described in the above example.
First, we let N vary from N = 10 to N = 200 with the purpose of studying the rate at which the exact CRB in 3] (see also equations (14)- (18) of the present paper) approaches the asymptotic CRB in (32). Figures 7, 8 , and 9 display the exact and asymptotic CRB standard deviations for the rst cisoid, as well as the empirical standard deviations of the NLS (as obtained from 100 Monte-Carlo simulations). The gures show that the exact CRB converges to the asymptotic CRB in a rather fast manner: the two bounds practically coincide for N 80. They also show that in the present case the \threshold value" of N is about N = 40: under this value the empirical standard deviation of NLS tends to increase abruptly and takes on values that make the estimate more or less useless. For N < 40 neither bound provides a good approximation to the empirical NLS standard deviation; for 40 N 80 the NLS standard deviation is better approximated by the asymptotic CRB for the amplitude estimate and by the exact CRB for the frequency and phase estimates. Hence the exact CRB is not necessarily a better approximation of the NLS standard deviation in the threshold region, as one might conjecture. Furthermore, note that, for 40 N 80, the exact CRB does not always bound the standard deviation of the NLS from below presumably owing to the fact that the NLS estimate is biased in this region. For N 80 both bounds provide a reasonably good guess for the NLS standard deviation.
Next we consider a case in which we let the second frequency vary as f 2 = 0:2106 + 2=N to obtain a reasonably small frequency separation for all values of N considered. The data are zeropadded to 16 times the data length. The variance of the colored noise is chosen to give a SNR of -5 dB for the rst cisoid. Figure 10, 11 and 12 show the standard deviations of the estimation errors for the rst cisoid, as obtained from 100 Monte-Carlo simulations, together with the corresponding asymptotic CRB. As seen from these gures, the asymptotic CRB is reached for as few as one hundred data points.
C. Estimation of the asymptotic CRB
In practice it is always of interest to assess the accuracy of a parameter estimation exercise. In what follows we show that for the NLS estimate we can assess the estimation accuracy based on the available data solely by estimating the asymptotic CRB. We use the estimated amplitudes, phases and frequencies to estimate the additive noise sequence. The estimated noise is then used to estimate the coloring AR lter parameters. To this end we used the forward-backward least-squares approach 5], but other approaches should give similar results. The spectral density of the noise is readily calculated from the estimated AR lter parameters, thus enabling an estimation of the asymptotic CRB by using (32).
In the next example we consider two cisoids with unit amplitude, frequencies f 1 = 0:2106 and f 2 = 0:2419 and initial phases ' 1 = =10 and ' 2 = =5. The corrupting noise sequence is as in the rst example above. The data length is N = 64 and the SNR is varying. The data is initially zeropadded to 16 times the data length. Figure 13 shows the estimated asymptotic CRB for the rst frequency estimate, together with the respective true asymptotic CRB and the empirical standard deviation of the NLS estimate, as computed from 100 Monte-Carlo simulations. As in the previous examples, one can see how the length of the zeropadding limits the accuracy of the estimate in the high SNR region. By extending the zeropadding length, a better accuracy can be attained. Figure 14 shows the results when the data is zeropadded to 64 times the data length, which clearly increases the accuracy for higher SNRs. D. Estimation performance for real radar data Finally we apply the NLS method to experimental data measured by a ground-to-air radar when the target was an aircraft (see 7]). According to prior studies (see 7]), the measured data, which consists of 64 data points, can be well modeled as a sum of ten cisoids in additive third-order AR noise.
We used the RELAX algorithm of 7] to obtain the NLS estimates of the parameters of the ten sinusoidal components in the data under study. The amplitude-versus-frequency plot so estimated is shown in Figure 15 , where we also show the periodogram of the data at hand for comparative purposes. We remark on the fact that the periodogram fails to resolve the closely-spaced spectral lines at about (f 2 = 0:11; f 3 = 0:12) and (f 7 = 0:21; f 8 = 0:23), which are revealed by the NLS. Figures 16 and 17 show the quality of the estimation, by plotting the real and imaginary parts of the true data compared with the real and imaginary parts of the estimated sinusoidal components. The residual error of the estimation is then modeled as a third order AR process, giving the spectral density of the additive noise. The estimated spectral density together with the estimated sinusoidal parameters enable the asymptotic CRB to be estimated by using (32). The estimated values of As CRB, shown in Table 1 
