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INTRODUCTION 
Many souna ana correct conclusions nave been drawn from 
individual experiments. On the other hand, many false deduc­
tions have also been madet These have often occurred when 
some factor unknown to the experimenter produced results which 
he attributed to some preassigned and known factor. Probably 
even more frequently, however, attempts have been made to 
project conclusions which may have been true for one experi­
ment over an area with widely differing conditions. The 
position taken in this study, therefore, is that individuals 
conducting corn borer research should be concerned with 
combined investigations rather than isolated experiments. For 
example, comparisons of resistant and susceptible corn 
varieties or several insecticides or other proposed treat­
ments should be conducted over a representative sample of the 
population conditions to which inferences are to be made. 
This gives indication that research plans must be broadened to 
include series of experiments conducted in different years in 
order that results have broader applicability for a particular 
location. Furthermore, if comparisons are to hold over some 
homogeneous geographical region, it will be necessary to con­
duct a number of experiments within such a region and over a 
number of years. In other words such investigations will in­
volve a series of experiments in time and space. 
The basic principles involved in combining experiments 
2 
are similar in all types of experimental designs. Most 
Q +• p* +• "i ç;-f- i 1 vf-Vvr>r\V a froa +- fho 4-rsr>i' r* 4-cramât >-. 
and Cox (1957) cover the subject very thoroughly under certain 
conditions. Once a workable linear model has been established, 
the key point is the combining of the error mean squares of 
the various individual analyses. When these error mean 
squares can be considered homogeneous the usual method is to 
compute a pooled error by dividing the sum of the sums of 
squares of these error mean squares by the sum of their 
respective degrees of freedom. The procedure to follow when 
these mean squares are heterogeneous presents much more of a 
problem and is one of the major concerns of this study. 
An additional complication arises when an attempt is made 
to combine split plot experiments. Here one is faced with the 
problem of combining analyses which have more than one error 
mean square. In this light, the objective of this study was 
to combine a number of split-split plot experiments which 
displayed heterogeneous error mean squares over both time 
(years) and space (locations). 
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REVIEW OF LITERATURE 
•rne literature pertaining to the European corn borer 
(Ostrinia nubilalis (Hbn.)), even though it is quite volumin­
ous, has been reviewed by numerous workers = For this reason,, 
plus the fact that this investigation involves the borer only 
as an experimental organism, a complete review of this litera­
ture will be omitted. A very complete coverage of the 
history, description, and distribution of this insect at that 
time has been given by Caffrey and Worthley (1927). They also 
include a description of the life cycle and habits of the 
insect and a very extensive review of the world literature 
previous to that date. Another good early paper on the corn 
borer was written by Huber et al^ (1928). This also gives 
good overall coverage and contains a review primarily of the 
American literature at that time. 
Everett et al. (1958) have discussed the effects of 
planting date, hybrid susceptibility, and borer infestation 
levels from the biological standpoint. These discussions were 
) ) 
based on the results of four separate analyses, one for xeach 
year from 1953 to 1956. They include many references with 
particular stress on the ecology of the borer. 
Research workers have long realized the necessity of 
bringing together the results of similar experiments for in­
terpretation purposes, however, significant papers of this na­
ture are not numerous. Many of the early statistical attempts 
4 
along these lines have been discussed by Cochran (1939). In 
this paper nfc illustrates the combination of experiments over 
years and points out the importance of the treatment by year 
interaction. Yates and Cochran (1938) discussed the analysis 
of groups of experiments and pointed out that the big advan­
tage of the technique lies in the fact that the conclusions 
can be projected over a broader range than can those of an 
individual experiment. 
Sometimes it is expedient to combine experiments when 
they are not of an identical nature. Gomes and Guimares 
(1958) have discussed this problem with special emphasis on 
the situation where certain treatments do not appear in all 
of the experiments. They point out that problems of unequal 
replications and heterogeneous variances are probably most 
frequently encountered. Yates and Cochran (1938) were among 
the first to call attention to and give some idea as to the 
solution of these problems. Rojas (1951) has discussed these 
problems but presented no good solution in the reference 
cited. 
A number of problems are encountered when one attempts to 
combine groups of experiments. There are three major ones as 
Rojas (1958a) has indicated: (1) unequal representation of 
treatments, (2) unequal numbers of replications, and (3) 
heterogeneous error variances. In this paper, possible methods 
of solution are presented for all these problems. He states 
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that the best solution to the first problem is to plan in 
advance to include all of thp froptmorfc n.^moo GV-irr.zircc 
(1958) have discussed the handling of this kind of problem 
should the situation arise. 
Oliveira (1957) discussed the second problem, unequal 
numbers of replications, in some detail and pointed out that 
it is generally the easiest to handle. 
The problem encountered in group analyses which presents 
the greatest difficulty involves the presence of hetero­
geneous error variances, This is normally determined by 
making some type of preliminary test. The most widely used 
test involving three or more groups was developed by 
Bartlett (1937). Bancroft (1944) and Paull (1950) have 
discussed the effects of preliminary tests on the probability 
attached to later tests of significance. 
Early workers were aware of the problem of heterogeneous 
variance and took various steps in overcoming it. Smith and 
Myers (1934) noted that one of their experiments (or years) 
differed radically from the others so they omitted it and 
computed the analysis. For comparison purposes, they re­
placed it and analyzed ignoring heterogeneity and obtained 
very similar results. Smith (1936) later discussed the 
problem for two experiments using a more sophisticated method 
involving the computation of a variance based on the dif­
ferences between the deviations of the individual treatment 
6 
means from their respective overall means. 
Â D3Der bv f'nrtirsn f 1 4^71 nroeonfofl a 
early work. In it the maximum likelihood solution, unweighted 
mean, and weighted mean have been compared. He stated that a 
weighted mean should be used in the absence of a treatment by 
experiment interaction unless the individual variances were 
estimated with 15 or fewer degrees of freedom. In the latter 
case the maximum likelihood solution was recommended. Rojas 
(1958b) has presented a new technique in which the error vari­
ances are assumed to follow a gamma distribution. 
Weighting techniques seem to be the most generally ac­
cepted of the methods of handling the problem. If the popula­
tion variances are known the means should be weighted in­
versely as their variances as Graybill and Deal (1959) among 
others, have pointed out. This, however, is seldom the case 
as few population variances are known. An excellent paper by 
Cochran (1954) indicated the procedure to be used when only 
one estimator from each experiment was to be combined. He 
first tested for the presence of an interaction between his 
estimators and experiments. Two approaches to this test were 
given, the "best" of which involved the computation of a Q 
value which he transformed to an F value through the use of 
Welch's technique (Welch, 1951). If an interaction was 
detected he suggested the use of either the unweighted mean or 
a semi-weighted mean which he had developed. If no inter-
7 
action could be detected he advocated the use of the weighted 
mean using the weights as defined above. Justification for 
the use of the Q value has been provided by Gurland (1955) in 
which he points out that if the population variances replaced 
the sample variances the test became equivalent to the likeli­
hood ratio test for equality of means with the variances 
known but not necessarily equal. 
Using the same weights, Meier (1953) has discussed the 
variance of a weighted mean and presented a formula for its 
computation. The special case he discussed also involves only 
two estimators. Cochran and Carroll (1953) have discussed the 
efficiency of this weighting system and extended Meier's re­
sults to more practical situations. Cochran and Cox (1957) 
have suggested that a complete weighted analysis of variance 
could be used. 
As has been pointed out, one is seldom in the situation 
where the population variances are known. Sometimes the ratio 
of the variances is known and corresponding procedures fol­
lowed as illustrated by Duncan (1957). This, however, is 
probably the exception, and James (1951) has presented a 
theoretical discussion on the comparison of several groups 
when the population variance ratios are unknown. Zelen and 
Joel (1959) have also discussed this problem and advocate that 
if the population variance ratio is not known, one should use 
their estimates and proceed as if they were known. Of course, 
8 
they pointed out that the result is a change in the signifi­
cance level and the power of the test. 
Virtually all of the techniques developed in this area 
have dealt with the situation where only two groups have been 
involved allowing one to make a combined analysis where only 
one estimator, such as the difference between two means, is 
contributed from each experiment. Undoubtedly, the most 
common situation is that in which three or more treatments or 
treatment comparisons are of interest. This places one in 
the situation where the combined analysis requires some method 
of multiple mean comparisons. 
Methods for handling multiple mean comparisons in the 
normal analysis of variance situation have been presented by 
Newman (1939), Tukey (1949), Keuls (1952), Duncan (1955), and 
others. All of these techniques involve the range or 
"studentized range" of treatments. Most of these techniques 
have been developed for the usual situation of homogeneous 
error variances and equal numbers of observations in the 
treatments. When these conditions are not met, difficulties 
are encountered so Kramer (1956) extended Duncan's procedure 
to handle means with unequal numbers of replications. Kramer 
(1957) again extended the procedures to include group cor­
related adjusted means and Duncan (1957) further extended the 
procedures to handle correlated and heteroscedastic means. 
Very little work has been done on the combining of split 
9 
plot experiments. Rojas (1958a) has presented a simple case 
with On I V oriF» snl i f . T r> thia rli ci^nco-i rsi-i "K^4-V> /-% f 4-Vn ^  ^ ^ — 
mean squares were assumed to be homogeneous from experiment to 
experiment. 
Curnow (1957) discussed heterogeneity of variance in 
split plot experiments but confined his work to single ex­
periments with only two sub plot treatments. His hetero­
geneity, therefore, referred to the treatment variances. 
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SOURCE OF DATA 
•rne aata citea xn mis discussion were taken from a North 
Central States regional project, NC-20, directed toward 
evaluating the factors influencing corn borer populations 
carried out during the years 1953 to 1957 inclusive. This 
particular phase of the project involved a study of the 
effects of hybrid resistance, date of planting and weather 
conditions on the European corn borer. Each year an identical 
split-split plot experiment was conducted at each of three 
locations: Ankeny, Iowa; Waseca, Minnesota; and Wooster, 
Ohio. In general, six replications were utilized in each 
experiment, although a few involved only five. The date of 
planting (early or late) was the whole plot treatment. The 
sub plot treatments were two single cross hybrids, a suscepti­
ble (WF9 x M14) and a resistant (Oh43 x OhSla) to the attack 
of the European corn borer. The sub-sub plot treatments were 
seven combinations of first and second brood population 
levels as indicated in Table 1 where 0 represents control by 
Table 1. Sub-sub plot treatment combinations 
Second First brood 
brood 0 N N + 3 M + 6 
0 Treatment 1 
N Treatment 5 Treatment 2 Treatment 3 Treatment 4 
N Jr 3 Treatment 6 
N + 6 Treatment 7 
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either EPN or DDT, N means natural infestation, and 3 or 6 
rpfprc  fn  -hl-va  manual  aHrl i  +" i  nr i  r-i-F throo ny civ orrrt naccoc nor 
plant. Some of the experiments included an eighth treatment 
which was identical to treatment two. Since it was not 
present in all of the experiments, it was omitted completely 
from any of the computations discussed in this paper. 
The basic field plan utilized in each experiment is dis­
played in Figure 1. This figure includes the eighth treatment 
which, as has been pointed out, was omitted in this investi­
gation. 
The data for each experiment were placed on punched 
cards and analyzed by the Statistical Laboratory at the Iowa 
State University of Science and Technology, Ames, Iowa. The 
punched cards have been stored at the United States Department 
of Agriculture European corn borer laboratory located on the 
Ankeny Field Station at Ankeny, Iowa. In each experiment a 
number of different evaluation criteria were used. The one 
selected for this investigation consisted of enumerating the 
total numbers of cavities per stalk by thoroughly dissecting 
each plant. A transformation, + 0.5 , was utilized before 
analyzing in an attempt to more nearly approach the fulfill­
ment of the assumptions associated with the normal distribu­
tion. The most serious problem was the presence of a correla­
tion between the mean and the variance, indicative of the 
Poisson distribution. The transformation proved to be quite 
12 
Hi l l s  
Date 1 Date 2 
6 6 6 6 1 6 6 6 6 
S S S S R R R R REPLICATE 
2 3 6 4 4 i 8 5 I 
S S S S R R R R R = Res is tan t  Hybr id  5 7 1 8 2 7 G 3 
R R R R S S S S S = Suscept ib le  Hybr id  
1 6 3 8 8 5 7 4 1-8= Treatment  
R R R R S S S S 
2 4 7 5 2 1 3 6 
REPLICATE 
n 
Date  2  Date  I  
Rep l ica te  Area = 163.3 '  x  93 .3 '  
Exper imenta l  Area =  163.3 '  x  5  60 '  
Approx imate ly  2 .2  Acres  
Figure 1= Basic field plan for the split-split plot ex­
periment 
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adequate as later inspections showed no apparent relationship 
between the means and t-'hp uarianooo 
As previously stated, the basic plan for each experiment 
was a split-split plot. It has been assumed that the effects 
are additive and that a linear model is valid. The mathe­
matical model, therefore, showing the relationship between 
the transformed cavity count and the sources of variation 
specified in the experimental design is 
Yijkl = ^ + ri + dj + (rd) ij + hk + (dh) jk + Yijk 
+ ti + (dt) j+ (ht)kl + (dht) + Gijkl 
where p. is the overall mean; r^ is the effect of replicate i; 
dj is the effect of planting date j; hk is the effect of 
hybrid k; t]_ is the effect of treatment 1; (dh) jk, (dt)^, 
(ht)and (dht)are the various interaction effects; and 
(rd)jj, and are random error effects. These error 
effects have been assumed to be normally distributed with 
2 2 2 
means of zero and variances of aa, o^, and <jc respectively. 
It has also been assumed that each of the effects in the 
model, excluding the mean and the error terms, when added over 
one of its subscripts will sum to zero, for example, Z r^ = 
i 
2  ( r d ) • •  =  0 ,  a n d  s o  f o r t h .  S i n c e  d ,  h ,  a n d  t  w e r e  f i x e d  a  
j J 
fixed model or Model I situation has been assumed. 
The individual analyses of variance are presented in 
14 
Tables 2 through 4. The sampling error arises from the fact 
fhav 4-In o anal vqûc t.tq vo r«nmr\n4-û^ a nû-»- ni ar>4- "K ?»<?-( c rs 4- a*-» 
plants were dissected in each plot. In these tables and in 
others throughout this dissertation, one asterisk refers to 
significance at the 0.05 probability level and two asterisks 
refer to significance at the 0.01 probability level. Since 
not all 15 of the experiments were identical it was necessary 
to make some adjustments in order to make them similar enough 
to employ the techniques discussed in this investigation. 
During 1956 and 1957 the additional borer infestation level 
or treatment was included as has been previously mentioned. 
For our purposes, this treatment was omitted and only the 
original seven used. The error mean squares, however, were 
left unchanged. From 1953 to 1955 treatment two (natural 
infestation) contained t ice as many observations as the other 
treatments. In the computations it was assumed to be esti­
mated from the same number of observations as the other six 
treatments. 
Table 2. Individual analyses for Iowa 
Source 
of 
varia-
tion d.f, 
1953 1954 
MS d. f, MS 
1955 1956 
d. f. MS d. f. MS 
1957 
d.f. MS 
Reps 5 3.5865 4 1 .2393 4 0 .3558 5 2 .1016 5 0 .5588 
Dates 
(D) 1 87.1255** 1 10 .9329* 1 70.7870** 1 0 .7099 1 0 .294 8 
Error 
(a) 5 0.6021 4 0 .9364 4 0 .9375 5 0 .4570 5 1 .4746 
Hybrids 
(H) 1 36.6363** 1 47 .2106** 1 43.8509** 1 105 .8253** 1 157 .1573** 
HD 1 1.3707 1 2 .1011 1 3.1862** 1 1 .5893 1 1 .2767 
Error 
(b) 10 1.3575 8 3 .8028 8 0.1585 10 1 .3211 10 1 .2263 
Treatmen ts 
(T) 6 93.7269** 6 78 .7307** 6 93,5462** 6a 155 .8846** 6a 131 .5224** 
TH 6 0.5093 6 0 .4166 6 2.9021** 6a 4 .9236** 6a 1 .6352** 
TD 6 6.6378** 6 1 .5267* 6 6.5084** 6a 1 .9589** 6a 3 .8101** 
THD 6 0.4387 6 0 .8369 6 2.1333** 6a 0 .8089 6a 1 .4513** 
Error 
(c) 
144 0 .6.100 116 0 .5546 116 0.5616 140 0 .5869 140 0 .4667 
Sampling 
error 1728 0 .3 287 1440 0 .2619 1440 0.3490 1728 0 .2936 1728 0 .289) 
Total 1919 1599 1599 1919 1919 
Standard error of a treatment mean 
0.0504 0.0527 0.0530 0.0495 0.0441 
aThe eighth treatment has been omitted to keep the analyses uniform, 
Table 3. Individual analyses for Minnesota 
Source 
of 
vari- _____ 
ation d.f, 
1953 1954 1955 1956 
MS d.f, MS d.f. MS d.f. MS 
Reps 
Dates 
(D) 
Error 
(a) 
Hybrids 
(H) 
HD 
Error 
(b) 
5 0.9943 
1 0.1347 
5 0.1086 
1 26.4563** 
1 2.3660* 
10 0.5527 
Treatments 
(T) 6 
TH 6 
TD 6 
THD 6 
Error 
(c) 144 
18.6357** 
2.2583** 
0.2137 
0.2555 
0.2479 
Sampling 
error 1728 0.1664 
Total 1919 
5 2.9664 4 1.9984 
1 2.8198** 1 0.0172 
5 0.0739 4 1.3117 
1 96.0783** 
1 0.7995 
10 0.6113 
1 11.0556** 
1 0.0578 
8 0.0842 
6 50.8039** 
6 7.6219** 6 
6 1.3796** 6 
6 0.6458 6 
0.3607 
144 116 
6 21.4039** 
1.2414** 
1.5150** 
0.5762 
0.2803 
0.2267 1728 0.2440 1440 
1919 1599 
Standard error of a treatment 
5 2.1236 
1 7.6280 
5 2.5687 
1 68.9553** 
1 4.5435* 
10 0.7683 
6a 43.1295** 
6a 5.3107** 
1.9232**. 
0.1029 
0.2773 
6a 
6a 
140 
1957 
d.f. MS 
5 3.6294 
1 0.6814 
5 0.6721 
1 51.1985** 
1 1.1073 
10 0.5872 
6a 61.2627** 
6a 7.4442** 
0.193 5 
0 .0265 
0 .4855 
6a 
6a 
1728 
1919 
mean 
0.2176 
140 
1728 
1919 
0.1729 
0 .0321 0 .0388 0.0374 0.0340 0.0450 
aThe eighth treatmsnt has been omitted to keep the analyses uniform. 
Table 4. Individual analyses for Ohio 
Source 
of 
vari- 1953 1954 1955' 1956 1957 
ation d.f. MS d.f. MS d.f. MS d.f. MS d.f. MS 
Reps 5 1.9778 5 3.6466 5 0.1162 5 0.8888 5 0.92 85 
Dates 
(D) 1 73.9662** 1 0.0064 1 0.7638** 1 7.6419* 1 0.12 48 
Error 
(a) 5 1.3695 5 0.7865 5 0.0273 5 0.9608 5 0.4453 
Hybrids 
(H) 1 68.3852** 1 38.3579** 1 0.1547 1 75.220 2** 1 46.8250** 
HD 1 18.2980** 1 0.1030 1 0.5601* 1 3.3676* 1 0.3345 
Error 
<b)  10 0.2249 10 0.7779 10 0.0956 10 0.6395 10 0.6596 
Treatments 
(T) 6 132.3618** 6 109.8391** 6 16.3806** 6H 103.8340** 6b 60.9434** TH 6 3.4713** 6 4.9385** 6 0.1947** 6 7.6718** 6$ 1.7391** 
TD 6 7.5834** 6 1.1344** 6 0.1543* 6b 1.7204* 6b 1.3571** 
THD 6 1.0566 6 0.6726 6 0.0206 6b 0 .7937 6b 0.2917 
Error 
(c) 120 0.6678 144 0.4780 144 0.0585 140 0.8168 140 0 .3418 
Sampling 
error 1512 0.3377 1723 0.1986 1728 0.2128 1728 0 . 20 32 
Total 1679 1919 1919 1919 1919 
Standard error of a treatment mean 
0.0528 0.0446 0.0494 0.0583 0 .0377 
aAnalysis made on basis of plot means rather than individual plants. 
brhe eighth treatment has been omitted to keep the analyses uniform,, 
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PRELIMINARY TESTS 
dcIuic dux-ay any coiaoxning or analyses ot variance, it is 
important that an individual have some knowledge regarding the 
error mean squares of the individual analyses « The choice of 
a proper combining technique depends to a large extent on 
whether these error mean squares can reasonably be considered 
as independent estimates of the same population parameter or 
as estimates of different parameters. One of the first steps, 
therefore, in this study was the investigation of the error 
mean squares. This was accomplished by performing Bartlett1 s 
test for homogeneity of variance (Bartlett, 1937). 
This test is one of the so-called "preliminary tests". 
In situations where preliminary tests are employed a de­
cision is made to follow a certain plan or adopt a given 
analysis if the preliminary test yields a certain result. 
Likewise, another analysis is utilized if another result is 
obtained. In essence this means that a test of significance 
with its attached probability is being used in advance of the 
significance test or tests involved in the major analysis. 
The first test in reality affects the probability levels of 
the latter. Articles have been written on this problem and 
some of them have been previously cited. For the purposes of 
this study the effect on all tests of significance has been 
ignored. In reality, however, it should be kept in mind that 
the probability levels are not exactly as they appear. It was 
19 
felt, however, that these differences would not have been 
1 A TCTA pnntirrh -ho rhanno snv n-F fViO rinnnlnoinn!! 
The test for homogeneity was applied separately within 
each state to each of the three error mean squares. For ex­
ample, the five yearly estimates of Error (a) in Iowa (Table 
2), 0.6021, 0.9364, 0.9375, 0.4570, and 1.4746 were the 
quantities compared in the first test, and so forth. These 
preliminary tests revealed that in most of the cases, 
heterogeneity prevailed and a simple pooling of the sums of 
squares and degrees of freedom would not give a satisfactory 
pooled estimate. 
With this information in mind, the procedures enumerated 
in this study were carried out. 
20 
UNWEIGHTED MEANS ANALYSES USING A TYPE OF AVERAGE 
ESTIMATGR OF ERROR 
The first stage in combining the analyses involved the 
grouping of the five years' experiments into one analysis for 
each state. Probably the easiest and most straightforward 
method to accomplish this is the method of unweighted means. 
Averages were taken over replications and samples within plots 
leaving a four-way classification of years, planting dates, 
hybrids, and treatments. The mathematical model adopted was 
Yijki = 1-1 + ai + dj + (ad) jj + 5jj + h% 4- (dh) jk 
+ (ah) ik + (adh)ij]c + 7^ + + (ht)kl + (dt) jX 
+ (at) ii + (aht) k^^  + (dht) jk^  + (adt)^j^-f- (adht) ^jk^  
+ Gijkl 
where the new components are a^ or the effect of the i^ year 
and its interactions and 5jj, Yj_jkj and e.j jk^  are random aver­
age error effects. The other effects as well as the assump­
tions made have been described in a previous section. Again 
d, h, and t have been assumed to be fixed but a has been con­
st 
sidered as a random effect. 
Since the combined analyses were made on means the error 
mean squares or variances which had to be combined then be­
came variances of means and the original figures had to be 
divided by the number of observations forming each mean. 
21 
Since the error mean squares were judged heterogeneous, the 
method of computing the average error mean squares utilized 
was 
1 S1 s? sa ) Average error = _ ,_± , , ... j_ _ ) 
a vnL n2 ' na 
as proposed by Cochran and Cox (1957) where a is the number of 
years and n^ the number of observations in each mean. 
Except for the average error mean squares the actual 
computations were straightforward analysis of variance 
techniques. The results are given in Tables 5 through 7. 
Since the real purpose in making these combined analyses in­
volved the projection of inferences over a number of years, 
the years involved had to be considered as a random sample 
from some large population of years, as indicated previously 
in the model. On this basis the expected mean squares of the 
mixed model have been developed in order to obtain the proper 
error mean squares for the F-tests. These are presented in 
Table 8. 
Even though significant interactions tend to detract 
from the importance of main effects, comparisons among the 
main effect means are usually made. In situations where the 
main effect is composed of only two means (as is the case of 
both the main plot and sub plot treatments in this investiga­
tion) the comparison is complete with the F-test since 
significance indicates that one differs from the other at the 
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Table 5. Combined analysis for Iowa 
Source of Mean 
O^UQICO 
Years (Y) 4 11.2408** 
Dates (D) 1 1.4068 
DY 4 0.2972** 
Average error (a) 23 0.0159 
Hybrid (H) 1 5.2763** 
HD 1 0.0003 
HY 4 0.0695 
HDY 4 0.0425 
Average error (b) 46 0.0289 
Treatments (T) 6 9.2602** 
TH 6 0.0856** 
TD 6 0.0835 
TY 24 0.2960** 
THY 24 0.0218** 
THD 6 0.0181 
TDY 24 0.0548** 
THDY 24 0.0205** 
Average error (c) 656 0.0100 
Standard error of a treatment mean = 0.1217 
Table 6. Combined analysis for Minnesota 
Source of 
variation d.f. 
Mean 
squares 
Years (Y) 
Dates (D) 
DY 
Average error (a) 
Hybrid (H) 
HD 
HY 
HDY 
Average error (b) 
Treatments 
TH 
TD 
(T) 
4 
1 
4 
24 
x 
4 
4 
48 
6 
6 
ô 
0.8590** 
0.0019 
0.0423 
0.0167 
3.1181** 
0 .0026  
0.0904** 
0.0303* 
0.0087 
2.9689** 
0.2972** 
0.0409* 
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Table 6. (Continued) 
source or 
variation d.f, 
Mpan 
squares 
TY 
THY 
THD 
TDY 
THDY 
Average error (c) 
24 
24 
6 
24 
24 
684 
0.1117** 
0.0184** 
0.0034 
0.0134** 
0.0055 
0.0057 
Standard error of a treatment mean = 0.0747 
Table 7. Combined analysis for Ohio 
Source of Mean 
variation d.f. squares 
Years (Y) 4 1.2308** 
Dates (D) 1 0.0595 
DY 4 0.3518** 
Average error (a) 25 0.0120 
Hybrid (H) 1 2.9328** 
HD 1 0.1190 
HY 4 0.1160** 
HDY 4 0.0774** 
Average error (b) 50 0.0080 
Treatments (T) 6 7.4646** 
TH 6 0.1508* 
TD 6 0.0518 
TY 24 0.5269** 
THY 24 0.0415** 
THD 6 0.0244** 
TDY 24 0.0438** 
THDY 24 0.0063 
Average error (c) 688 0.0079 
Standard error of a treatment mean = 0.1623 
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Table 8. Expected mean squares for the combined analyses 
.Qnnroa r\ -F 
variation freedom mean squares 
Years (Y) y-1 + thdcjy 
Dates (D) d-1 J a2 
a 
+ + thyly 
DY 
Average error (a) 
(y-1)(d-1) 
y 
2(r-l) (d-1) 
"l 
+ tha2 
DY 
Hybrids (H) h-1 + tdtfjjy + tdyK% 
HD (h-1) (d-1) 
^b + t<72 HDY 
+ 
HY (h-1)(y-1) + tdara 
HDY 
Average error (b) 
(h-1) (d-1) (y-1) 
y 
Zd(r-l) (h-1) 
< 
2 
CT 
b 
+ ta2 
HDY 
Treatments (T) t-l •à + hd0TY + hdyK^ 
TH (t-l) (h-1) °c + da 2  THY + ^TH 
TD (t-l)(d-1) + haTDY + hyKTD 
TY (t-l)(y-1) a2 
c 
+ hdo2 
TY 
THY (t-l) (h-1) (y-1) «1 + da2 THY 
THD (t-l) (h-1) (d-1) + a2 
THDY 
+ yK2 
THD 
TOY (t-l)(d-1)(y-1) + ha2 
TOY 
THDY 
Average error (c) 
(t-l)(d-1)(h-1)(y-1) 
y 
Zdh(r-l) (t-l) 
"l + a2 THDY 
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specified probability level. When the effect is determined 
J_ J. Vlll 1UV.L. t 
required, usually one utilizes multiple mean comparisons, 
of which there are many. For this pase of the investigation 
the method proposed by Duncan (1955) was employed. The 
standard errors of the treatment means were computed as 
s. e. = 
M.S. TY 
adh 
where a represents the number of years, d the number of 
planting dates, and h the number of hybrids. These standard 
errors are given at the bottom of Tables 5 through 7. The 
comparisons were made at the 0.05 probability level and the 
results of the comparison tests for each of the three states 
are given in Table 9. No attempt will be made at present to 
interpret the results. 
Table 9. Multiple mean comparisons of the treatments from 
the combined unweighted means analyses of each of 
the three states3 
Treatment Iowa Minnesota Ohio 
1 1.3386 0.9101 0.8280 a 
2 2.4483 ab 1.2913 a 1.3134 be 
3 2.6861 b 1.8428 b 1.7272 cd 
4 2.6513 b 1.9481 b 1.8596 d 
5 2.2935 a 1.1698 a 1.1364 ab 
6 3.1851 c 1.5206 2.1937 de 
7 3.4489 c 1.7680 b 2.5676 e 
Any two means followed by the same letter do not differ 
significantly at the 0.05 probability level. 
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WEIGHTED MEANS ANALYSES 
In combining experiments where the condition of hetero­
geneous variance prevails some method must be utilized v,hereby 
the individual estimates are placed in their proper perspec­
tive regarding the combined estimate. In the case where the 
variances of the estimates are known the best linear un­
biased estimate is arrived at by weighting each individual 
estimate by the reciprocal of its variance. This concept may 
be directly applied to the analysis of variance situation. 
In reality, however, one is rarely in a situation where 
the variances are actually known. The above exact technique, 
therefore, has limited application. The most common solution 
to this problem is to use an approximate method employing the 
sample estimates of the variances. The computational pro­
cedures are identical. However, since the variances have 
been estimated an unknown amount of error has been intro­
duced and the procedure is only approximate. This approxi­
mate technique has been utilized throughout the course of this 
phase of the study. 
In the light of the above discussion, the desired result 
of the weighting process was to obtain individual analyses 
which had homogeneous error mean squares. The criterion used 
was again Bartlett1 s test of homogeneity (Bartlett, 1937). 
From Tables 2 through 4 it may be noted that the fact 
that ten plants per plot were sampled introduced a sampling 
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error into the analyses. This meant that there was a 
DOB si "hi I i t*V thai- -f-l-i #=» ViO-J-^y-nrro-riQ i -Mr nnnlrl Viano "hoo« 
by differences among these plants within plots in the various 
years. Consequently, the first weighting attempt involved 
the sampling error mean squares. The weighting coefficient 
employed in each year was the reciprocal of the variance of 
a plot mean or ten divided by the sampling error mean square. 
This technique was applied only to the Iowa data since there 
was no reason to believe that the three states differed in 
respect to the causes of heterogeneity. After each of the 
five years1 weighted analyses had been computed the test for 
homogeneity indicated that heterogeneity was still present. 
This led to the conclusion that the sampling error was not 
the cause of heterogeneity. 
Since a split-split plot design is in reality a three 
factor factorial it was next hypothesized that the variances 
of the three factor interaction means were creating the 
heterogeneity. These variances, therefore, were computed 
using the formula 
2 h(t - 1)EC + (h - l)Eb + Ea 
s- = ———•—-— 
x hrst 
as given by Cochran and Cox (1957) where h refers to the 
number of hybrids, t the number of treatments (at the sub-sub 
plot level), r the number of replications, s the number of 
plants per experimental unit, and Ea, Eb, and Ec refer to the 
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three error mean squares of a split-split plot analysis. 
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were computed. The error mean squares thus arrived at were 
also submitted to the test for homogeneity and again the test 
indicated that heterogeneity was present. Hence it was con­
cluded that the variances of the three factor interaction 
means were not producing the heterogeneity. 
The line of reasoning then followed was that a split-
split plot experiment really results in three separate and 
somewhat independent analyses, each associated with its own 
error mean square. It seemed feasible, therefore, that 
heterogeneity present among the whole plot errors for any 
given state probably had nothing to do with the magnitudes 
of the sub plot and sub-sub plot errors. It appeared that 
considering each stage of the split-split plot separately and 
weighting each stage with a function of its own particular 
error could produce a condition of homogeneity. 
This meant essentially that three separate analyses had 
to be computed for each state, the first on the whole plot 
means, the second on the sub plot means, and the third on 
the sub-sub plot means. Even before these were attempted it 
was necessary to again compute the weighted analysis for each 
year in order to obtain the new estimates of the error vari­
ances so that they could be tested for homogeneity. 
The weighting coefficients utilized were the reciprocals 
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of the variances of the means involved at the three different 
5Ldyca( 1 lie wiiuic ^xuu uicana a.11 xwwa.; A. v-l. 
weighted by 
hrst 
Ea 
The symbols have all been previously defined. All of the 
observations within a given year and state were weighted by 
the same quantity, of course, so it was necessary to compute 
only one weight for each year. In a similar manner, the 
weight for the sub plot means and the sub-sub plot means were 
EiT and % 
respectively. For the sake of simplicity the three stages 
have been combined for each state and the results of these 
analyses are presented in Tables 10 through 12. The error 
mean squares obtained in this manner were all of approximately 
the same magnitude, ranging from 4.3284 to 6.5167, both of 
which were from the Iowa data at the sub-sub plot stage. The 
tests for homogeneity of variance at all three stages in all 
three states indicated that these mean squares were homo­
geneous. 
The process of combining the results was then handled in 
three parts. The combined analyses for the whole plot com­
parisons are presented in Table 13. The main effects of 
years and dates as well as the years by dates interaction were 
computed in the usual manner. The blocks within years effect 
Table 10. Three-staged weighted analyses for Iowa 
Source Degrees 
of vari- - of Mean squares 
ation freedom 1953 1954a 1955a 1956 195' 
Reps 5 35 .7542* 6 .6398 1 .9016 27. 6108 2. 2-/95 
Dates (D) 1 869 .6647** 58 .4556* 376 .9964** 9. 4230 1. 1723 
Error (a) 5 5 . 9984 4 .9713 4 .9892 5. 9541 6. 03.90 
Hybrids (H) 1 161 .0115** 62 .0710** 1383 .3055** 480. 6292** 768. e:65** 
HD 1 6 .0278 2 .8392 100 . 5107** 7. 2181 6. 24 40 
Error (b) 10 6 .0040 4 .9903 5 .0004 6. 0003 6. 0C 0 2 
Treatments (T) 6 903 .09 63** 714 .8457** 830 .0853** 1816. 4707** 1942. 74 17** 
TH 6 3 . 5634 2 .7490 25 .6947** 47. 9688** 18. 55 16* 
TD 6 55 .9577** 17 .0832** 54 .5786** 18. 2938* 26. 2" 46** 
THD 6 3 .7146 6 .5882 20 .2830** 6. 9586 18. 6C 39* 
Error (c) 120 5 .0400 4 .3284 5 . 2623 6. 5167 6. 41 27 
a 
Only five reps, thus four degrees of freedom for reps and error (a), eight 
for error (b), and 96 for error (c)„ 
Table 11. Three-staged weighted analyses for Minnesota 
Source 
of 
varia­
Degrees 
of 
Mean squares 
tion freedom 1953 1954 1955& 1956 1957 
Reps 5 54 .9929* 240 .7822** 7 .6158 4 .9599 3 2 .4053* 
Dates (D) 1 7 .4486 228 .8790** 0 .0654 17 .8162 6 .0839 
Error (a) 5 6 .0042 5 .9951 4 .9989 5 .9995 6 .0013 
Hybrids (H) 1 287 .3 224** 943 .0142** 656 .5100** 538 .4964** 523 .1466' 
HD 1 25 .6501 7 .8474 3 .4349 35 .4817* 11 .3150 
Error (b) 10 6 .0010 5 .9999 4 .9979 6 .0001 6 .0002 
Treatments (T) 6 426 .9502** 793 .4733** 379 .7634** 1051 .2867** 809 .1424' 
TH 6 49 .4467** 119 .4213** 22 .1378** 106 .6843** 81 .6104' 
TD 6 4 .7045 22 .0922** 26 .5486** 47 .1012** 2 .3270 
THD 6i 5 .7966 8 .4929 9 .3076 2 .5609 8 .0212 
Error (c) 120 6 .3373 6 .2222 4 .9995 6 .0608 6 .0288 
aOnly five reps, thus four degrees of freedom for reps and error (a), eight 
for error (b), and 96 for error (c). 
Table 12. Three-staged weighted analyses for Ohio 
Source 
of 
varia­
tion 
Degrees 
of 
freedom 1953 
Mean squares 
1954 1955 1956 1951 
Reps 5 8. 6668 27 .8288 25. 5792 5 .5498 12. 50 €4 
Dates (D) 1 3 24. 1264** 0 .0487 168. 0919** 47 .7148* 1. 683 2. 
Error (a) 5 6. 0013 6 .0022 5. 9987 5 .9987 5. 99E5 
Hybrids (H) 1 1824. 4126** 295 .8596** 9. 7093 705 .7365** 425. 9 3 £ 0 * * 
HD 1 488. 1623** 0 .7942 35. 1526* 31 .5956* 3. 042 2 
Error (b) 10 5. 9998 6 .0003 5. 9998 6 .0004 5. 99S 7 
Treatments (T) 6 1189. 2354** 1321 .5670** 1612. 7116** 804 .5026** 1225. 585 6** 
TH 6 31. 1885** 67 .5745** 19. 3763** 53 .0412** 34. 18€0** 
TD 6 68. 1346** 14 .2343* 15. 6503* 14 . 7020* 24. 162 3** 
THD 6 9. 4934 8 .1714 1. 9556 5 .4124 5. 974 1 
Error (c) 120 6. 0004 5 .4372 5. 9630 5 .7691 5. 962 9 
u> 
M 
Table 13. Combined analyses of weighted whole plot means 
Source 
Iowa Minnesota Ohio 
varia-
t. ion d . f. MS d, f. MS d.f. ]VS 
Years (Y) 4 4668.9373** 4 3093.8535** 4 849.126C** 
Blocks within 
Y 23 15.7560 24 70.6735 25 16.026: 
Dates (D) 1 519.4050 1 91.2930 1 26.3832 
DY 4 199.0768** 4 42.2500** 4 128.820C ** 
Pooled 
error (a) 23 5.6391 24 5.8332 25 5.9995 
Table 14. Combined analyses of weighted sub plot means 
Source 
Iowa Minnesota Ohio 
varia-
tion d.f. MS d.f. MS d.f. MS 
Hybrids 
(H) 1 2700.1920** 1 2507.7808** 1 2947.OS40** 
HD 1 48.5356 1 2.5422 1 225.24 33 
HY 4 38.8629** 4 110.1772** 4 78.64 0 5** 
HDY 4 18.5761* 4 20.2967* 4 83.3-/59** 
Pooled 
error (b) 46 5.6515 48 5.8332 50 6.OCOO 
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was obtained by subtracting the effect of years from the 
/*> -p -p û O 4- f 3 1 1 +» V» o 1 z""\ p « -i 4» •! 1 ^  F» r» <»3 «Î w» J— TA A -C I' »•« •* — **• - —— ~ ~ 
The pooled error (a) was obtained in the usual pooled sense, 
that is, the sum of the error (a) sums of squares of the five 
years was divided by the sum of the degrees of freedom. 
The combined analyses for the sub plot comparisons are 
presented in Table 14. These analyses, as well as the com­
bined analyses for the sub-sub plot comparisons found in 
Table 15, involved no new computations. The tests for signif­
icance were, with one exception, obtained using the same 
expected mean squares as those set forth in Table 8. The 
exception was the effect of years which was tested against the 
blocks within years mean square. 
In order to more fully investigate the relationship of 
the sub-sub plot treatment means the multiple mean comparison 
method of Duncan (1955) was again employed. The weighted 
means were obtained by dividing the weighted sum for each 
treatment by the corresponding sum of the weights. The 
variance of a weighted mean was computed by dividing the mean 
square of the error term for treatments (the mean square for 
the treatments by years interaction) by the sum of the weights 
for each treatment. The results of these tests are pre­
sented in Table 16. 
Table 15„ Combined analyses of weighted sub-sub plot, means 
Source 
of Iowa Minnesota Ohio 
varia- i — 
tion d.f. MS d.f. MS d.f. IKS 
Treatments (T) 6 5468. 2102** 6 2997.9330** 6 4948.8216** 
TH 6 51. 3598** 6 305.1311** 6 100.2416** 
TD 6 51. 1877 6 46.6856* 6 40.90]6 
TY 24 184. 7574** 24 115.6708** 24 301.194 4** 
THY 24 11. 7186** 24 18.5423** 24 23.4641** 
TDY 24 30 . 2501** 24 14.0220** 24 23.99£5** 
THD 6 7. 7532 6 3.8322 6 17.05:7** 
THDY 24 12. 1822** 24 7.5867 24 3.48E 6 
Pooled error (c) 552 5. 5874 576 5.9685 600 5.8265 
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Table 16. Multiple mean comparisons of the treatments from 
the combined weighted means analyses of each of 
•h h#=> tiirw <3 +• 3 +• o a&• 
Treatment Iowa Minnesota Ohio 
1 1.3023 0.8934 0.8372 
2 2.4525 1.2677 1.2272 
3 2.6830 a 1.7967 1.6762 
4 2.6557 a 1.9001 1.8081 
5 2.2679 1.1588 1.1116 
6 3.1776 1.5006 2.1766 
7 3.4393 1.7399 2.5191 
aAny two means followed by the same letter do not differ 
significantly at the 0.05 probability level„ 
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APPLICATION OF COCHRAN'S TECHNIQUE 
As has been previously stated, Cochran (1954) has pre­
sented a method of combining estimates when only one mean or 
the difference between two means are involved. Since it was 
desired that some standard of comparison be used to serve as 
a check on the methods of this study and further, since the 
whole plot and sub plot treatments involved only two means 
the procedure of Cochran was employed. The details of his 
technique have been thoroughly set forth in his paper and will 
not be completely described here. In short the procedure 
employs a weighted mean when there is no interaction between 
the effect being tested and the element over which the effect 
is being tested, years in the present case. These weights 
are simply the reciprocals of the variances of the estimators. 
If an interaction is detected a semi-weighted mean is used 
where the semi-weights are the reciprocals of the individual 
variances plus a common element based on the variability 
among the individual estimates. This technique involves pre­
liminary tests also, since a test for interaction must be 
made before selecting the proper test criterion for the vari­
ous effects. 
Since the method required a single figure estimate it was 
possible to apply it only at the whole plot and sub plot 
levels since there were only two planting dates and two 
hybrids. The effect of dates was tested by working with the 
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differences between the two date means. Similarly, the effect 
u-l uyjj.L.i.us wctss uesT-eu w±ui me uiirersuceB ue^ween cue cwu 
hybrid means. For the interaction of dates and hybrids a 
single figure was obtained by utilizing the linear combination 
XER + XLS ~ XES ~ XLR 
where E and L refer to early and late planting dates and S 
and R refer to susceptible and resistant hybrids respec­
tively. The three above-mentioned effects were all tested 
against their respective standard errors with a t test. These 
results are presented in Table 17. The interactions of these 
three effects with years were tested with approximate F tests 
(Welch, 1951) and the results are set forth in Table 18. 
Table 17. Results of Cochran's technique applied to the whole 
plot and sub plot effects 
Effect 
Mean 
estimator 
Standard 
error 
Degrees of 
freedom 
t 
value 
Iowa 
D 
H 
HD 
0.1901 
0.3981 
-0.0349 
0.1019 
0.0523 
0.0513 
11 
19 
22  
1.865 
7.612** 
-0.680 
Minnesota 
D 
H 
HD 
-0.0104 
0.3077 
-0.0023 
0.0374 
0.0501 
0.0588 
11 
23 
91 
0.278 
6.142** 
0.391 
Ohio 
D 
H 
HD 
0.0347 
0.2927 
0.1086 
0.1003 
0.0629 
0.0981 
12 
25 
25 
0.346 
4.653** 
1.107 
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Table 18. Results of Cochran's technique applied to the 
interactions of years with the whole plot and sub 
Degrees of freedom F 
Effect Numerator Denominator value 
Iowa 
DY 4 
HY 4 
HDY 4 
Minnesota 
DY 4 
HY 4 
HDY 4 
Ohio 
DY 4 
HY 4 
HDY 4 
11 29.956** 
19 6.061** 
22 2.320 
11 6.023** 
23 17,913** 
23 2.856* 
12 41.079** 
25 12.146** 
25 6.447** 
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COMBINING OVER LOCATIONS 
Since it was of interest to observe the results over 
the entire area in which the three states were located an 
analysis was performed to this end. This overall combined 
analysis was applied only to the means which had been weighted 
by the previously described three-stage method. Since these 
weights had produced error mean squares which were homo­
geneous (see Table 10) no real problems of combining were en­
countered. Again the three stages were handled separately 
and the results are presented in Tables 19 through 21. All 
three of the error mean squares were computed as pooled 
error mean squares in the manner which has been previously 
described. The other effects were computed in the usual 
manner. The tests of significance were made on the basis of 
the expected mean squares shewn in the last column of the 
tables. The model assumed was simply an extension of the one 
previously described for use in combining over years. The 
extension consisted of a new factor being included for loca­
tions and each of the interactions involving locations. The 
locations were considered as being fixed.* 
* 
The extension over locations has been made to illustrate 
the technique and has no real practical importance under the 
assumption of fixed locations. 
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Table 19. Weighted whole plot analysis combined over years 
and states 
source of 
variation 
Degrees 
of 
freedom 
Mean 
square 
Expected 
mean 
squares 
Y 4 
YL 8 
Blocks within Y and L 72 
D 1 
DY 
DL 
DYL 
Pooled error (a) 
4 
2 
8 
72 
23914.6647- a2 -r rthdcr2 
YL 
+ rthdyK2 
3399.1618** a2 + rthdlcr2 
2606.3775** a2 + rthda2 
YL 
34.1557 a2 
1.3460 a2 + rthla2y 
+ rthylK2 
127.1754** a2 + rthla2 
a DY 
317.8676 a2 + rtho2^  
121.4856** a2 + rtha2^  
5.8291 a2 
Table 20. Weighted sub plot analysis combined over years and 
states 
Source of 
variation 
Degrees 
of 
freedom 
Mean 
square 
Expected 
mean 
squares 
H 
HD 
HY 
HL 
HDY 
1 
1 
4 
2 
4 
7897.4300** + rtdloj^f rtdylK2 
36.6390 + rtla^y + rtylK^ 
136.8488** o? + rtdlcr2 
° HY 
128.8184 + rtdo^^ + rtdyKj|L 
61.7768** a2 + rtla Y^ 
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Table 20. (Continued) 
Source of 
variation 
ucyiccb 
of 
freedom 
Mean 
square 
CiApeV LCU 
mean 
squares 
HDL 2 119.8410 < + rtaHDYL + 
HYL 8 45.4159** °b + rtd0HYL 
HDYL 8 30.2360** 4, + rt0OTYL 
Pooled error (b) 144 5.8331 < 
Table 21. Weighted sub-sub 
and states 
plot analysis combined over years 
Degrees Expected 
Source of of Mean mean 
variation freedom square squares 
T 6 11057.0242** 4 + 2 rhdlaTY + rhdylK^ 
TH 6 409.8460** "c + rdla2 THY + rdylFw 
TO 6 89.4533** + rhla2 
TDY 
+ rhYlKTD 
TY 24 187.2205** °c + rhdla2Y 
TL 12 1178.9733** 
"I + rhdaTYL + rhdyKTL 
THD 6 16.9190** 
"c + rla2 THDY 
+ 
rylK?HD 
THY 24 16.4245** »! + rdla2jjY 
THL 12 23.4463 + rd<JTHYL + rây4ro 
TDY 24 14.1969** + 
^^TDY 
TDL 12 24.6607 «1 + rhaTDYL + rhyKTDL 
TYL 48 207.2010** 4 + rhdaTYL 
THDY 24 3.6307 -t rlaTHDY 
THDL 12 5.8595 a§ + 2 r0THDYL + ryKTHDL 
THYL 48 18.6503** 4 2 +raTHYL 
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Table 21. (Continued) 
Source of 
variation 
Degrees 
of 
freedom 
Mean 
square 
Expected 
mean 
squares 
TDYL 
THDYL 
48 
48 
27.0353** <sl + rha|DYli 
9.8134** + rt7THDYL 
Pooled error 
(c) 1728 5.7975 a£ 
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INDIVIDUAL EXPERIMENTS VERSUS COMBINED ANALYSES 
By referring to Tables 2 through 4 one can readily see 
that although certain effects, such as the main effects of 
treatments in all three states, showed significance at the 
0.01 probability level, others varied considerably from year 
to year. This gives some indication of the risk involved in 
projecting inferences over long periods of time when the re­
sults are obtained from only one season. One of the major 
objectives of the NC-20 project is to obtain information on 
the behavior of the European corn borer-in terms of long-
range findings. This does not, however, detract from the 
value of each individual experiment. In fact, their value 
is enhanced in that each individual analysis contributes in­
formation on the particular set of environmental conditions 
prevailing during that year. This greatly facilitates any 
long-range interpretation which one may eventually make. 
The multiple mean comparison test developed by Duncan 
(1955) was applied to the seven treatment means in each 
individual analysis utilizing the standard errors given at the 
bottom of the tables. Not only were differing numbers of 
significant differences found in the analyses, but the ranking 
order did not remain constant. This again points out the risk 
in making inferences based on the results of one season. 
By turning to the combined analyses (Tables 5 through 7 
and 13 through 15) a broadening of the scope of the inferences 
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can be realized. We immediately notice that the year to year 
differences were highly significant m an tnree states. 
Furthermore, most of the interactions involving years were 
also highly significant. This indicates that widely differing 
results can be obtained by repeating the same experiment 
during different years. Even more serious, however, is the 
indication that the various treatments and combinations are 
not following the same pattern from year to year. This seems 
to be strong evidence for the value of combining the experi­
ments into one investigation for each state. 
It is interesting to note that planting date apparently 
has little influence on borer infestation when the investiga­
tion is carried on over a period of years. Some of the 
interactions also became non-significant after being com­
bined. 
It must be acknowledged that each individual experiment 
generally carried high precision in itself. The design, 
number of replications, subsampling, and so forth all con­
tributed toward this situation. The error variances for sub-
sub plots were especially precise in that they were accom­
panied by over 100 degrees of freedom. As a result, most of 
the interactions were judged significant. When making the 
multiple mean comparisons among treatment or infestation 
level means, an average of about 18 out of the possible 21 
differences were found to be significant. This is fine for 
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the given year but as previously stated it was desired to 
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rankings differed from year to year their average over years 
was the real item of interest. This average over years would 
help to eliminate the sometimes opposing conclusions made on 
the basis of individual experiments. 
Under the assumptions of the combined analysis the error 
mean square for testing treatments was no longer the average 
or pooled error (c) but the treatments by years interaction. 
This term had only 24 degrees of freedom and at first 
thought appeared to be a reduction in precision. The truth 
is, however, that although there was a reduction in pre­
cision and possibly a larger mean square, the scope of the 
inferences has been broadened to make the overall investiga­
tion much more valuable than the individual experiments pre­
viously were. It makes one a little more cautious in drawing 
conclusions and makes those drawn much more sound. 
The difference in the conclusions concerning the whole 
plot or planting date means should also be pointed out. Here 
the degrees of freedom for the mean squares involved in 
making the tests are similar but the overall results show no 
significance. Again, by looking at only one year's results 
one could be led to an apparently misleading conclusion. 
The method of extending the combining process to include 
locations or states has been set forth previously. It should 
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be pointed out that this extension is really applicable only 
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area in regard to the variable under study. In the case of 
the three states involved this assumption seems quite ques­
tionable. Although they are all in the general area of the 
corn belt Ohio is on the eastern edge, Minnesota is on the 
northern edge, and Iowa is about in the center. Many factors 
combine to make the locations rather different. 
In general, the efficacy of combining can be roughly 
determined by examining the interactions of the effects under 
study with locations. The presence of significant inter­
actions indicates that similar trends do not exist at the 
various locations. By combining the results, therefore, one 
runs the risk of masking certain effects which might be very 
important at a particular location. 
Table 19 indicates that no interaction existed between 
planting dates and locations. Apparently combining at the 
whole plot level, therefore, could lead to valuable informa­
tion without too much danger of masking effects. It is in­
teresting to note that the date of planting showed no 
significant difference as was the case with the analyses for 
each state. The transformed weighted means were 1.6438 and 
1.6404 cavities per plant for the early and late planting 
dates respectively. The actual means after reconverting from 
the transformation were 3.20 and 3.19 cavities per plant 
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respectively. 
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sub plot level also as here again the interaction of hybrids 
and locations was non-significant (Table 20). There was a 
highly significant difference between the susceptible and 
resistant hybrid means, however. The transformed values were 
1.8951 and 1.5971 with the actual values 4.09 and 3.05 
cavities per plant respectively. The interaction of hybrids 
by dates by location was also non-significant indicating that 
the overall hybrids by dates interaction should give a good 
indication of the situation at all three locations. This test 
also was non-significant. 
At the sub-sub plot level, however, a different situa­
tion prevailed. The interaction of treatments with locations 
was highly significant, indicating that the different treat­
ments (or infestation levels) responded differently at the 
various locations. This can be verified by referring to 
Tables 9 and 16 where it is noted that the ranking of the 
seven means was not the same for all three states. Conse­
quently, no overall examination of the treatments has been 
made as it could mask an important effect for one of the 
states. 
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COMPARISON OF THE COMBINING TECHNIQUES 
For purposes or comparing tne results or me rnree 
techniques used in combining over years, the unweighted means 
analysis, three-stage weighted means analysis, and Cochran's 
technique, a summary of the results has been compiled in 
Table 22. In this table the term significant has been used to 
designate significance at the 0.05 probability level and the 
term highly significant refers to significance at the 0,01 
probability level. The term non-significance, of course, 
indicates that the probability exceeded neither of these two 
levels. This table has been limited to the whole plot and 
sub plot effects since Cochran's technique could not be 
directly applied at the sub-sub plot level. This method also 
provided no test for the effects of years. This, however, was 
not critical as it was obvious and quite natural that dif­
ferences from year to year would have been present. 
The three methods gave surprisingly similar results. On­
ly effects which yielded differing results will be considered 
here. The first two were the dates by years and hybrids by 
years interactions in Minnesota and Iowa respectively. In 
both cases the method of unweighted means indicated no signifi­
cance. This probably indicates that this method was the 
least precise of the three, thereby making it unable to de­
tect the presence of the interaction. This could be sus­
pected, however, since it had been established that the error 
Table 22. Comparison of the three methods used in combining over years 
Effect 
Unweighted 
means 
Three-stage 
weighted means 
Cochran1 s 
technique 
Iowa 
Y 
D 
DY 
H 
HD 
HY 
HDY 
Minnesota 
Y 
D 
DY 
H 
HD 
HY 
HDY 
Ohio 
Y 
D 
DY 
H 
HD 
HY 
HDY 
highly significant 
non-significant 
highly significant 
highly significant 
non-significant 
non-significant 
non-significant 
highly significant, 
non-significant 
non-significant 
highly significant 
non-significant 
highly significant 
significant 
highly significant 
non-significant 
highly significant 
highly significant 
non-significant 
highly significant 
highly significant 
highly significant 
non-significant 
highly significant 
highly significant 
non-significant 
highly significant 
significant 
highly significant 
non-significant 
highly significant 
highly significant 
non-significant 
highly significant 
significant 
highly 
non-s 
highly 
highly 
non-s 
highly 
highly 
significant 
ignificant 
significant 
significant 
ignificant 
significant 
significant 
no test 
non-signif ica: it 
highly significant 
highly significant 
non-signif ica; it 
highly significant 
non-signif icai it 
no test 
non-signif icai vc 
highly significant 
highly significant 
non-signif icai l-fc 
highly significant 
significant 
no 
non-si 
highly 
highly 
non-si 
highly 
highly 
test 
gnificant 
significant 
significant 
gnificant 
significant 
significant 
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mean squares in general were not homogeneous and the average 
error used Drobablv did not fullv comnensat-A for the si rnaf.ion. 
The only other apparent inconsistency occurred in the 
three-factor interaction of hybrids by dates by years for 
Iowa. In this case the three-stage weighting technique was 
the only method to indicate significance. This could be an 
indication that this method was the most precise of the three. 
By referring to Tables 5 through 7 and Table 15 a com­
parison of the significance tests carried out at the sub-sub 
plot level can be made. These tables indicate that the un­
weighted means and weighted means methods yielded extremely 
similar results in terms of conclusions based on the tests 
of significance. Only one slight difference occurred. The 
treatments of hybrids interaction for Ohio was judged 
significant in the unweighted means analysis and highly 
significant in the weighted means analysis. This is further 
evidence that the latter technique, was more precise. 
One of the real areas of interest at the sub-sub plot 
level was the relationship of the treatment means. These have 
been examined and tested with the results presented in Tables 
9 and 16. In all three states the weighted means analysis 
picked up the most significant differences. In fact, with the 
exception of treatments three and four in Iowa, all treatments 
differed significantly from one another. This amounted to a 
total of 62 significant differences taking all possible com­
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binations of two means at a time while the unweighted means 
analysis aetectea oniy 4/, uue to tne size or rne experiment 
and the resultant large numbers of observations used in 
estimating these means it has been felt that true dif­
ferences undoubtedly did exist and could have been detected 
had the precision been high enough. This factor, therefore, 
also supports the concept that the three-stage weighted means 
technique seemed to be the best method of combining, 
As has been previously mentioned, one of the chief 
limitations of Cochran's technique was the fact that only 
single degree of freedom effects could be tested since only 
single value estimators could be used. With this in mind an 
attempt was made to compare the weighted means analysis with 
Cochran's technique through the use of orthogonal compari­
sons . The six degrees of freedom for treatments were sub­
divided into six individual comparisons. It is conceded that 
these comparisons would not be valid in making practical 
application of the results since they were not planned in 
advance. They do, however, provide a way of comparing the 
two above-mentioned techniques at the sub-sub plot level. The 
mean groupings selected for the six orthogonal comparisons 
using their respective numbers as treatment designations were 
one versus two through seven, two through four versus five 
through seven, two versus three and four, three versus four, 
five versus six and seven, and six versus seven. Reference to 
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Table 1 should indicate that these comparisons have some 
uivai uicdiiiiiy, however, in terms or tne two Dorer Drooas„ 
The results of this very approximate comparison have not 
been included in table form. Suffice it to say that the 
weighted means analysis orthogonal comparisons led to the same 
conclusions as those produced by the multiple mean compari­
sons previously presented. With the exception of the treat­
ment three versus treatment four comparison in Iowa (which was 
non-significant) all tests were highly significant. With 
Cochran's technique, however, a few other comparisons yielded 
different results. The third comparison in Iowa and the 
second in Minnesota were judged significant only at the 0.05 
probability level while the second comparison in Ohio was 
found to be non-significant. 
Although the results obtained by means of orthogonal 
comparisons were approximate they do support the idea that the 
three-stage weighted means analysis was the best method in 
terms of precision. It is felt that in situations involving 
the combination of experiments, especially where each experi­
ment has more than one error mean square, the best procedure 
to follow would be to weight the means involved in the various 
tests of hypotheses separately by the reciprocal of their 
respective variances. The resultant series of results could 
then be displayed in an analysis of variance table. 
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SUMMARY AND CONCLUSIONS 
European corn borer data from split-split plot experi­
ments with two planting dates, two hybrids, and seven com­
binations of first and second brood infestation levels were 
utilized in this investigation. The experiments were con­
ducted in Iowa, Minnesota, and Ohio from 1953 to 1957. The 
evaluation criterion utilized was the number of cavities per 
plant in the fall. 
The objective was to find a method of combining these 
experiments over years and possibly locations in an attempt 
to broaden the scope of inferences made on the population. 
The problem was made more difficult by the presence of 
heterogeneous error terms in the experiments to be combined. 
Three techniques were applied. The first was an unweighted 
means analysis where averages were taken over replications 
and plants within plots. A type of average error computation 
was employed. 
The second method was a weighted means analysis where a 
separate weighting system based on the particular split-split 
plot error term involved was applied at each of the three 
stages of the design. 
The third technique was a method proposed by Cochran 
(1954) and was used only for comparison purposes. 
The second method was the only one used in extending the 
combining procedure to include locations. 
bb 
The results of the three methods were very similar but 
the differences that did exist seemed to indicate that the 
weighted means analysis was associated with the highest pre­
cision. Furthermore, the error terms after weighting were 
all quite homogeneous, thus fulfilling one of the general 
assumptions of combining experiments. It was felt that this 
method demonstrated the greatest utility for the circum­
stances under consideration and should b? the procedure fol­
lowed in such cases. 
A comparison of the results of individual experiments as 
opposed to a group investigation was made. It was found that 
certain conclusions based on one year's analysis might be 
reversed in another year. The importance of the broadened 
investigation was then pointed out in terms of broadening the 
scope of inferences or applicability of the results. 
The extension of the combining to include locations in­
dicated that such a procedure at the whole plot and sub plot 
levels yielded results which could be considered as general 
throughout the entire area. The presence of an interaction 
between treatments and locations, however, indicated that such 
combining at the sub-sub plot level might lead to a masking of 
effects which could be quite important for a given location. 
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