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Introduction
The structure of the factors of a word and specially the problem of the reconstruction of a word from a collection of its factors has received recently considerable attention because of its theoretical interest as well as its applications (see [1] [2] [3] [4] 8] and the references therein). One version of the problem is as follows. Let w be a word in an alphabet A and let F k (w) denote the set of factors of w of length k. A natural question is to find the values of k for which the word w is completely determined by F k (w). The repetition index of w is defined as the maximal length r (w) of a repeated factor of w. An important result about this problem establishes that if F k (w) = F k (v) for k = r (w) + 2, then v = w (and moreover it is known that r (w) + 2 is an optimal value). This result says that F r(w)+2 (w) contains enough information to reconstruct w and in fact some algorithms for reconstructions are known [1, 4] .
In this work we shall analyze the reconstruction's problem taking into account the repetitions of factors, most precisely, instead of the set F k (w) we will use the multiset D k (w) containing all factors of w of length k including repetitions. It is natural to include the repetitions in this kind of problems as the well known problem of reconstruction of graphs (and in general the problem of the reconstruction of discrete structures from some of its substructures) is stated in terms of multisets [9] . The problem of the reconstruction of words from a multiset of its subwords (subsequence) has been studied [7, 5] .
The purpose of this work is to study the solutions of the following equation:
One of our main results is that this problem only admits the trivial solution (i.e. w = v) if k = |w| 2 + 1. The bound |w| 2 + 1 is optimal, however we shall also show that for k = |w| 2 the solutions are structurally similar (see Theorems 5.1 and 5.3). For instance, if n is even, the non-trivial solutions satisfy v = w ∼ (where w ∼ denotes the reversal of w). Moreover, the analysis we present allows the construction of non-trivial solutions for all n.
A natural question raised by our results is the following: Suppose we are given three multisets E k , E k−1 and E k−2 of words in some alphabet A, respectively, of length k, k − 1 and k − 2. Is there a word w such that D i (w) = E i for i = k − 2, k − 1, k? If such word w exists, can it be reconstructed from the given multisets? We will discuss those questions at the end of the paper.
The paper is organized as follows. In Section 3 we shall compare some of the information obtained from F k (w) and D k (w). Section 4 contains the key technical results needed to prove that Eq. (1) only admits the trivial solution if k = |w| 2 + 1. In Section 5 we will analyze the structure of the solutions when k = |w| 2 . We made some concluding remarks in Section 6.
Preliminaries
We shall use the standard terminology [6] . Let A be a non-empty set, which is called an alphabet. The elements of A are called letters. A wor d is a finite sequence of elements of A. The empty word (empty sequence) is denoted by 1. The set of all words over A is denoted by A * . The length of a word w = w 1 w 2 · · · w n , is n and it is denoted by |w|. The reversal of w is w ∼ = w n w n−1 · · · w 2 w 1 . We shall denote by w i the letter in position i of w, for 1 ≤ i ≤ n. A n is the set of all words over A of length n. The al phabet of a word w is the set formed by the letters occurring in w and is denoted by al f (w). A word v ∈ A * is a factor of a word x ∈ A * if there exist words u and w in A * such that x = uvw, it is said to be a proper factor of x if x = v . A word v is said to be a prefix (respectively a suffix) of x if there exists w ∈ A * such that x = vw (respectively x = wv). Two words w and u are said to be conjugate if there exist words v and z such that w = vz and u = zv. A word w is said to be a power of another word u if w ∈ {u} * , in this case {u} * is denoted by u * and there exists q ∈ N such that w = u q , (concatenation of u, q times). Let w ∈ A * , a period for w is an integer 1 ≤ p ≤ |w| such that w i = w i+ p for 1 ≤ i ≤ |w| − p. The minimum of all periods is called the period of w. Let w ∈ A * , we shall denote by D k (w) the multiset consisting of all factors of w of length k, considering repetitions. We shall refer to this multiset as the deck of order k of w. The multiplicity of a factor is the number of times that it occurs in D k (w). We shall denote by F k (w) the set (without repetitions) of all factors of w of length k. If M is a multiset of words, then D k (M) denotes the multiset containing the factors (including repetitions) of length k of at least one word in M. We shall denote by 2M the multiset formed by doubling the multiplicity of each word in M.
D k (w) versus F k (w)
In this section we shall analyze some differences between D k (w) and F k (w). Since in D k (w) we are considering the repetitions of the factors, then
Moreover, if S is a set of words and F k (S) denotes the set of all words of length k which are factors of at least one word in S, then obviously F k (w) = F k (F k+1 (w)) for any word w of length n ≥ k + 1. Therefore, it is enough to know F k (w) to get F j (w) for j < k. As we will see this does not happen with D k (w), however we shall prove in Section 4 that
As we said in the introduction, w is uniquely determined by the set F k (w), for k = r (w) + 2. In some cases w is uniquely determined by D k (w) for k smaller than r (w) + 2 as we illustrate below.
Example 3.1. Let w = (abc) 4 and v = (bca) 4 be words, where a, b, c ∈ A. It is easy to verify that F k (w) = F k (v) for all 1 ≤ k ≤ 10 and r (w) = 9. On the other hand, it is also easy to verify that 
Proof. Let w ∈ A * be a k periodic word and z ∈ A * be such that
To show that w = z we need to prove several facts.
1. Since w has period k, then there exist u, v ∈ A * and q ∈ N such that w = (uv) q u and |uv| = k. Let
It is easily shown that every word in
Therefore, it is a conjugate of uv and hence there exists 1 ≤ i ≤ k such that
To see that z has period k, it is enough to prove that b = a j . If i = j there is nothing to prove. Suppose j < i , then
By an elementary result of the combinatorics on words [6, proposition 1.3.4] , this equality holds if, and only if, there are α, β ∈ A * such that
Therefore, both αβ and βα start as a i+1 · · · a k a 1 a 2 · · · a j −1 . Hence β is a prefix of α or α is a prefix of β. Without lost of generality we can suppose that β is a prefix of α, say α = βγ 0 . Notice that if α = β, then it is clear that b = a j and the proof is finished. Thus we assume that γ 0 is a non-empty word. Then
But these equalities hold if, and only if,
Arguing as before, we can suppose that there exists γ 1 such as γ 0 = βγ 1 and
Note that |γ 1 | ≤ |γ 0 |, therefore if we continue this procedure, it will stop when γ i = 1 for some i ≥ 1 such that γ i−1 = βγ i . Then, we get b = a j . If i < j the argument is analogous. We have shown that in any case b = a j and thus z has period k. 3. Let η be an element of D k (z). We claim that two occurrences of η in z cannot overlap. Suppose not, then there exist words r, s, t such that η = st = rs. Moreover η is conjugate of uv, thus there exist i, j ∈ N such as
But this says that α and β commute. Again by a result of the combinatorics on words [6, proposition 1.3.2] this happens if, and only if, there exists γ ∈ A * such as α = γ m and β = γ n for some m, n ∈ N. Therefore,
Thus, a i+1 · · · a k a 1 a 2 · · · a i has period |γ | and then uv too. But from this one gets that w has a period less than k and this is a contradiction. Furthermore we can also conclude that the multiplicity of any factor of length k of w (or z) is at most q (in fact uv has multiplicity q). 4. Finally to see that w = z we argue as follows. Since the period of z is k, then there exists η of length k such that z = η q ν where ν is a prefix of η. We claim that η = uv. Suppose not, then there exist u , v ∈ A * , v non-empty, such that z = v (uv) q u , where u is a prefix of u and v is a suffix of v. Then the factor v u has at least q + 1 occurrences in z, and this is not possible. Therefore, v = 1 and z = (uv) q u = w.
The following result shows another difference between D k and F k and also illustrates one of the ideas in which part of the paper is based. 
We shall analyze all possible cases and show that all of them lead to a contradiction. Then the multiplicity of x y is 1 in w and 2 in v. Suppose (ii), then w = x x yyy and v = yθ 1 θ 2 θ 3 x. As in before we conclude that θ 1 = y and θ 3 = x and thus θ 2 = y. Therefore, yx is a factor of v but it is not a factor of w.
In summary, we have shown that a = c is impossible, therefore a = c and this
The previous result is not true if we do not consider repetitions. For example,
There exist non-trivial solutions, for instance w = zx yzy and v = zyzx y satisfy that
We will show later that the conclusion of Lemma 3.3 holds in general (see Lemmas 5.7 and 5.8).
When
In this section we will show some structural properties of the solutions of Eq. (1). In particular, we will show that a word w is completely determined by D i (w) with i ≤ |w| 2 + 1. We start by showing some crucial technical lemmas. 
From this and part (i) of Lemma 4.1 we get the second claim.
Proof. It is clear that it suffices to show that
. Let w, v ∈ A n , applying Lemma 4.2 for k − 1, k and then for k, k + 1 we obtain
From Eqs. (3) and (5), applying Lemma 4.2 to w 2 · · · w n−1 and v 2 · · · v n−1 we get
Now, considering the factors of length k − 2 in the sets (or multisets) of Eqs. (2), (4) and (6) we obtain, respectively
From Eqs. (8) and (9) it follows that
Together with (7), we get
From Lemma 4.1 applied to w 2 · · · w n−1 and v 2 · · · v n−1 we get
These last two equations together with (3) and (11) implies
From this and (10) it is obtained that
D k−2 (w) = D k−2 (v).
Remark 4.4. We do not know if there exist two words w and v such that
D i (w) = D i (v) for i = k, k + 1 and D k−1 (w) = D k−1 (v).
Lemma 4.5. Let w, v ∈ A n and 3
≤ k ≤ n. If D i (w) = D i (v) for all i ∈ {k − 2, k − 1, k}, then D l (w j · · · w n− j +1 ) = D l (v j · · · v n− j +1 ) for all 1 ≤ j ≤ k and l ≤ k − j + 1.
Proof. By Lemma 4.3 it is enough to prove that
for all l ∈ {k − j + 1, k − j, k − j − 1}. By Lemma 4.2 we have
Taking the factors of length k − j + 1 in (15), we get
Moreover,
By Lemma 4.3, we have
. From (17) and (16) we have
The previous result holds for all 1 ≤ j ≤ k, in particular we have
Moreover, from Lemma 4.1 we have that for all p > 1 and m ≤ n
Thus, using Eq. (21) for m = j and p = k − j + 1, m = j and p = k − j and m = j + 1, p = k − j one has, respectively, that
Moreover, from (18), (19) and (22) it follows that
From (19), (20) and (24) we get
and from (23), (25) and (26) it follows that
Then, by Eqs. (18) and (25) and the last one, we have shown that Eq. (14) holds as we wanted. Now we will show our first result about the structure of the solutions. Proof. Put j = k in Lemma 4.5 to get Proof. By Lemma 4.5 we have
Therefore, according to Eq. (27) it follows {w j −1 , w n− j +2 } = {v j −1 , v n− j +2 } for all 2 ≤ j ≤ k. On the other hand,
which implies that, for all 1 ≤ j ≤ k − 1
Therefore,
We will say that position j in w is of the first type if w j = w n−k+ j +1 and w n− j +1 = w k− j .
And we will say that position j in w is of the second type if w j = w k− j and w n− j +1 = w n−k+ j +1 .
If |r | = |s| is odd, say 2l − 1, then position l in w is of the first type if w l = w n−l+1 and of the second type if w l = w n−l+1 .
We have shown above that each position of w is of the first type or of the second type (but it could be both). We will show that all positions of w are of the same type. Suppose first that position j is of the first type and position j + 1 is of the second type, then
Let us denote w j = a, w n− j +1 = b, w j +1 = c and w n− j = d. Then, according to equalities in (28) we obtain
Moreover, by Lemma 4.5 we get
Since,
One can deduce that,
and therefore c = d. This shows that position j + 1 is also of the first type. Now suppose that position j is of the second type and not of the first type, and position j + 1 is of the first type. Then
Moreover, according to equalities in (28),
Reasoning as before, we see that this implies
and thus a = b which contradicts that position j is not of the first type. Analogously, we can see that if |r | = 2l −1 and position l − 1 is of the first type (respectively, of the second type), then position l is also of the first type (respectively, of the second type).
We have proven that all positions in w are of the same type. Now we will see that depending on the type of position 1, r and s will be equal or r = r ∼ and s = s ∼ . Suppose that position 1 in w is of the first type (and therefore so does any position in w). Then
And, since by definition r = w 1 · · · w k−1 and s = w n−k+2 · · · w n , we have that r = s. Now let us suppose that position 1 in w = rs is of the second type. Then r j = w j = w k− j and w n− j +1 = w n−k+ j +1 .
w n−1 = w n−k+3 w 3 = w k−3 and w n−2 = w n−k+4
. . . . . .
Therefore, r = r ∼ and s = s ∼ . We notice that position j in w is of the first type if, and only if, r j = s j . In fact, one direction is obvious, for the other, suppose r j = s j and position j is of the second type. Then r j = w j = w k− j = r k− j and s j = w n− j +1 = w n−k+ j +1 = s k− j . Therefore w j = w k− j = w n−k+ j +1 = w n− j +1 . Thus j is also of the first type.
Finally, since all positions in w are of the same type, we conclude that if r = s, then r and s differ in each position (that is, r i = s i for all 1 ≤ i ≤ k − 1). 
Let us suppose first that |w| = 2k 0 . By Theorem 4.6, for k = k 0 + 1, there exist r, s ∈ A k 0 such that w = rs and v = rs or v = sr . We will show that in the second case, we have s = r and consequently w = v. Note that, in this case, To see that the value k 0 + 1 is optimal, consider w = abbab and v = ababb.
Case k = n 2
In this section we analyze the structure of the solutions when k = |w| 2 . The main results are the following. The proofs will follow after few intermediate lemmas. 
then one of the following alternatives holds:
Notice that nothing can be said in the case k = 1, since it imposes only the restriction
The last two alternatives in the conclusion of the previous theorem are less informative than the others. The reason is that these cases produce solutions quite different than the others we have obtained so far, as we will see in the following.
Example 5.4. Let a, b, c ∈ A be different letters.We will construct words w = rabcs and v = rbcas where
We will start with k = 2. By inspection one has that the only solutions are the following:
We can extend these solutions and obtain that the only solutions of length 7 are:
Continuing with this procedure we obtain that the solutions satisfy the following rules:
The following examples were obtained applying these rules:
These pairs of words do not correspond to any of the solutions given by first four alternatives in Theorem 5.3. Now we will start showing the preliminary lemmas needed for the proof of the main results of this section. Let w, v ∈ A n and k = where |θ | = |θ | is 2 or 3 (depending if n is even or odd) and moreover D 1 (θ ) = D 1 (θ ). In order to continue the analysis we will treat all the possible cases for θ and θ . This is done in the lemmas that follow. 5. There are left two cases: θ = bca and θ = cab, they correspond to the last two alternatives. Observe that we can suppose that a, b, c are different letters, otherwise we would be in some of the previous cases.
Concluding remarks
We have shown that the multiset D k (w) of all k-factors of a word w including repetitions determines part of its structure. On the one hand, we have proved that if two words w and v satisfy that
for k = However, we have not said anything yet about the actual reconstruction problem: can we reconstruct w from D l (w)? Let us formulate the question precisely. Suppose we are given three multisets E k , E k−1 and E k−2 of words in some alphabet A, respectively, of length k, k − 1 and k − 2. Is there a word w such that
And if such a word w exists, is it unique? and can it be recovered from E k , E k−1 and E k−2 ? First of all, recall that |D k (z)| = |z| − k + 1 for every word z. Thus if such a word w exists, its length must be equal to |E k | + k − 1. Moreover, this gives a necessary condition for the solution of (30). Namely, the following equalities should hold: |E k | + k − 1 = |E k−1 | + k − 2 = |E k−2 | + k − 3. Let us call this number n. By Theorem 4.11 we know that if k ≥ n 2 + 1, then a solution of (30) is unique (if it exists). But we can say more. Another necessary condition for the existence of a solution follows from Lemma 4.1 which says that the following must hold:
If this is so, let u and v be words such that
Now we will see that the problem is completely solved when k = n 2 + 1. We consider two cases: (i) Suppose that n is even. Then it is clear that the possible solution is uv or vu. Thus we just need to compute D i (uv) for i = k − 2, k − 1, k and compare it with the given multisets. If they agree, then uv is the unique solution. If uv is not a solution, then we do the same with vu. If vu is not the solution, then there is no solution whatsoever. (ii) Suppose that n is odd. Then it is clear that any solution must be of the form uav or vau where a is a letter occurring in some word in E k . Then to find the solution (if any) we proceed as before and check these finite number of possibilities.
There are some open problems raised by our results.
1. It seems reasonable to look for the solutions of (30) when k = n 2 . We know that the solution is not unique (see Examples 5.2 and 5.4). Theorems 5.1 and 5.3 provide information about the structure of the solutions which could be crucial to develop an algorithm for solving (30).
