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Abstract
Two active hypothesis testing problems are formulated. In these problems, the agent can perform
a fixed number of experiments and then decide on one of the hypotheses. The agent is also allowed
to declare its experiments inconclusive if needed. The first problem is an asymmetric formulation in
which the the objective is to minimize the probability of incorrectly declaring a particular hypothesis
to be true while ensuring that the probability of correctly declaring that hypothesis is moderately high.
This formulation can be seen as a generalization of the formulation in the classical Chernoff-Stein
lemma to an active setting. The second problem is a symmetric formulation in which the objective
is to minimize the probability of making an incorrect inference (misclassification probability) while
ensuring that the true hypothesis is declared conclusively with moderately high probability. For these
problems, lower and upper bounds on the optimal misclassification probabilities are derived and these
bounds are shown to be asymptotically tight. Classical approaches for experiment selection suggest use
of randomized and, in some cases, open-loop strategies. As opposed to these classical approaches, fully
deterministic and adaptive experiment selection strategies are provided. It is shown that these strategies
are asymptotically optimal and further, using numerical experiments, it is demonstrated that these novel
experiment selection strategies (coupled with appropriate inference strategies) have a significantly better
performance in the non-asymptotic regime.
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I. INTRODUCTION
We frequently encounter scenarios wherein we would like to deduce whether one of several
hypotheses is true by gathering data or evidence. This problem is referred to as multi-hypothesis
testing. If we have access to multiple candidate experiments or data sources, we can adaptively
select more informative experiments to infer the true hypothesis. This leads to a joint control
and inference problem commonly referred to as active hypothesis testing. There are numerous
ways of formulating this problem and the precise mathematical formulation depends on the target
application.
In this paper, we consider a scenario in which there is an agent that can perform a fixed
number of experiments. Subsequently, the agent can decide on one of the hypotheses using the
collected data. The agent is also allowed to declare the experiments inconclusive if needed.
In this fixed-horizon setting, we consider two formulations. In the first formulation, we are
interested in minimizing the probability of incorrectly declaring a particular hypothesis to be
true while ensuring that the probability of correctly declaring the same hypothesis is moderately
high. Thus, we would like to declare that this hypothesis is true only if we have very strong
evidence supporting it. This formulation is intended for applications like anomaly detection
wherein incorrectly declaring the system to be safe (i.e. anomaly-free) can be very expensive
whereas a moderate number of false alarms can be tolerated. This formulation, and thus our
results, can be viewed as a generalization of the classical Chernoff-Stein lemma [1] to an active
multi-hypothesis testing setup.
In the second formulation, we are interested in minimizing the probability of making an
incorrect inference (misclassification probability) while ensuring that the true hypothesis is
declared conclusively with moderately high probability. The key difference between the first
and second formulations is that the former is asymmetric, i.e., it focuses on reliably inferring a
particular hypothesis, whereas the latter formulation is symmetric in the sense that it aims to
avoid misclassifying every hypothesis. This symmetric formulation is of particular interest when
the penalty for making any incorrect inference is significantly higher than the penalty for making
no decision. In such cases, it is reasonable for the agent to abstain from drawing conclusions
unless there is strong evidence supporting one of the hypotheses.
In both these problems, the agent can select experiments at each time in a data-driven manner.
We refer to the strategy used for selecting these experiments as the experiment selection strategy.
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We refer to the strategy used by the agent to make an inference (or to declare its experiments
inconclusive) based on all the data collected as the inference strategy. Thus, the two problems
described above involve optimization over the space of inference and experiment selection
strategy pairs.
Our contributions in this paper pertaining to these hypothesis testing problems can be sum-
marized as follows.
1) We find lower and upper bounds on the optimal misclassification probabilities in our
constrained optimization problems. These bounds are asymptotically (w.r.t. the time-horizon)
tight under some mild assumptions. Thus, we characterize the optimal misclassification error
exponents in each problem.
2) We propose a novel approach for designing experiment selection strategies. Unlike the
classical approach which results in randomized and, in some cases, open-loop strategies,
this approach allows us to design deterministic and adaptive experiment selection strategies
that are asymptotically optimal.
3) We demonstrate numerically that the experiment selection strategies designed using our ap-
proach, when coupled with appropriate inference strategies, achieve superior non-asymptotic
performance in comparison to the classical approaches.
The rest of the paper is organized as follows. In Section I-A, we summarize key prior literature
on hypothesis testing and discuss how our problem is related to various other formulations. In
Section I-B, we describe our notation. We describe our system model in Section II-A and in
Section II-B, we formulate our problems. We state the main results in Section II-C and sketch
the proof of our results. We provide a detailed analysis of our hypothesis testing problems in
Sections III and IV. In Section V, we discuss an anomaly detection example and provide the
results of our numerical experiments. We conclude the paper in Section VI.
A. Related Work
Hypothesis testing is a long-standing problem and has been addressed in various settings.
Works that are closely related to active hypothesis testing can be broadly classified into the
following paradigms.
1) Fixed-horizon Hypothesis Testing: In the simplest fixed-horizon hypothesis testing setup,
we have binary hypotheses and a single experiment. The inference is made based on a fixed
number of i.i.d. observations obtained by repeatedly performing this experiment. In this setup,
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there are two popular formulations: (i) the Neyman-Pearson type asymmetric formulation used
in the Chernoff-Stein lemma [1]; (ii) the unconstrained symmetric formulation that involves min-
imizing the Bayesian error probability [1]. While our asymmetric formulation is a generalization
of the Neyman-Pearson type formulation, our symmetric formulation is different from Bayesian
error probability minimization in [1]. The key difference is that in Bayesian error minimization,
the agent is not allowed to declare its experiments inconclusive at the end of the horizon and
must declare one of the hypotheses to be true. More general works in this paradigm include [2]–
[6]. All the aforementioned works are passive in the sense that there is only one experiment and
thus, the experiment selection strategy is trivial. Nevertheless, we employ many of the analysis
techniques developed in these works all of which are available in the form of lecture notes in
[7].
An active fixed-horizon formulation has been considered in [8] in which the objective is to
minimize the maximal error probability. This formulation is symmetric and does not allow the
inconclusive declaration. Allowing the inconclusive declaration makes the nature of our analysis
and results significantly different from the formulation in [8].
2) Sequential Hypothesis Testing: In sequential hypothesis testing, the time horizon is not
fixed and the agent can continue to perform experiments until a stopping criterion is met. The
objective then is to minimize a linear combination of the expected stopping time and the Bayesian
error probability. Inspired by Wald’s sequential probability ratio test (SPRT) [9], Chernoff first
addressed the problem of active sequential hypothesis testing in [10]. This work was later
generalized in [8, 11, 12]. Although our formulations have a fixed time-horizon, they are most
closely related to the sequential active hypothesis testing framework. Intuitively, this is because
in both the sequential setting and our fixed-horizon setting, the agent conclusively declares a
hypothesis to be true only if there is strong evidence supporting it. If strong enough evidence
is not found, the agent in the sequential setting continues to perform experiments whereas the
agent in our setting simply declares the experiments inconclusive. Fixed-horizon formulations
are useful in applications with hard time constraints and the agent does not have the luxury to
keep performing experiments until strong enough evidence is obtained.
Because of the strong parallels between our setting and the sequential setting, we will use the
strategies developed in the sequential setting as benchmarks in our numerical experiments. In
all the aforementioned works on the sequential setting, the experiment selection strategy has a
randomized component. Although these randomized strategies are asymptotically optimal, their
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non-asymptotic performance may be poor. Deterministic strategies were proposed in [10, 13]
but in many cases, these strategies are not asymptotically optimal. In this paper, we develop an
approach that helps us in designing deterministic, adaptive and asymptotically optimal experiment
selection strategies. Moreover, in some scenrios like anomaly detection, our deterministic strate-
gies have a significantly better non-asymptotic performance. The proof of asymptotic optimality
of our deterministic strategies is for the fixed-horizon setting. However, in some special cases,
it may be possible to extend the proof to the sequential setting by means of Lemmas 2 and 3
in [10].
3) Anomaly Detection: Many anomaly detection problems can be viewed as active hypothesis
testing problems. In anomaly detection, there are multiple normal processes which exhibit a
certain kind of statistical behavior. Among these processes, there could be an anomaly with
statistical characteristics distinct from the normal processes. There are various mechanisms to
probe these processes and the objective is to reliably detect the anomaly as quickly as possible.
Some recent works in anomaly detection include [14]–[18]. All these works are in the sequential
setting. It has been noted in [14]–[16] that deterministic strategies achieve better performance.
We believe that these deterministic strategies may be related to ours.
The problem of oddball detection has been considered in [19, 20]. The approach used in
[19, 20] is similar to Chernoff’s approach in [10] but the key innovation is that they do not
assume knowledge of the underlying distributions.
4) Variable-length Communication with Feedback: This problem is concerned with designing
variable-length codes for discrete memoryless communication channels with perfect feedback
[21, 22]. From the receiver’s perspective, this problem can be viewed as a sequential hypothesis
testing problem [22]. The receiver aims to decode the message (unknown hypothesis) based on
the received symbols (observations). At each time, based on all the past received symbols, the
receiver selects a mapping that maps the message to the channel input. The transmitter then
simply uses this mapping to encode the message at the next time step. These mappings are
the receiver’s experiments. Our framework allows us to formulate a fixed-horizon analogue of
the variable-length coding problem. In this fixed-horizon formulation, the receiver is allowed to
declare the transmission inconclusive if needed. The objective of the receiver is to minimize the
probability of incorrectly decoding the message while satisfying a constraint on the probability
of correctly decoding the message.
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B. Notation
Random variables are denoted by upper case letters (X), their realization by the corresponding
lower case letter (x). We use calligraphic fonts to denote sets (U). The probability simplex over a
finite set U is denoted by ∆U . In general, subscripts denote time indices unless stated otherwise.
For time indices n1 ≤ n2, Yn1:n2 denotes the collection of variables (Yn1, Yn1+1, ..., Yn2). For a
strategy g, we use Pg[·] and Eg[·] to indicate that the probability and expectation depend on the
choice of g. For an hypothesis i, Egi [·] denotes the expectation conditioned on hypothesis i. For a
random variable X and an event E , E[X ; E ] denotes E[X1E ], where 1E is the indicator function
associated with the even E . The cross-entropy between two distributions p and q over a finite
space Y is given by
H(p, q) = −
∑
y∈Y
p(y) log q(y). (1)
The Kullback-Leibler divergence between distributions p and q is given by
D(p||q) =
∑
y∈Y
p(y) log
p(y)
q(y)
. (2)
II. MINIMUM MISCLASSIFICATION ERROR PROBLEMS
In this section, we will formulate the two active hypothesis testing problems. We will describe
our assumptions and state our main results on the asymptotic behavior of optimal misclassification
probabilities.
A. System Model
Let X = {0, 1, . . . ,M−1} be a finite set of hypotheses and let the random variable X denote
the true hypothesis. The prior probability on X is ρ1. Without loss of generality, let us assume
that the distribution ρ1 has full support. At each time n = 1, 2, . . ., an agent can perform an
experiment Un ∈ U and obtain an observation Yn ∈ Y . We assume that the sets U and Y are
finite. The observation Yn at time n is given by
Yn = ξ(X,Un,Wn), (3)
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where {Wn : n = 1, 2, . . . } is a collection of mutually independent and identically distributed
primitive random variables. The probability of observing y after performing an experiment u
under hypothesis i is denoted by pui (y),
pui (y)
.
= P(Yn = y | X = i, Un = u).
The time horizon, that is, the total number of experiments performed is fixed a priori to N <∞.
At time n = 1, 2, . . . , N , the information available to the agent, denoted by In, is the collection
of all experiments performed and the corresponding observations up to time n− 1,
In
.
= {U1:n−1, Y1:n−1}. (4)
Let the collection of all possible realizations of information In be denoted by In. At time n, the
agent selects a distribution over the set of actions U according to an experiment selection rule
gn : In → ∆U and the action Un is randomly drawn from the distribution gn(In), that is,
Un ∼ gn(In). (5)
For a given experiment u ∈ U and information realization I ∈ In, the probability P
g[Un =
u | In = I ] is denoted by gn(I : u). The sequence {gn, n = 1, . . . , N} is denoted by g
and referred to as the experiment selection strategy. Let the collection of all such experiment
selection strategies be G.
After performing N experiments, the agent can declare one of the hypotheses to be true or it
can declare that its experiments were inconclusive. We refer to this final declaration as the agent’s
inference decision and denote it by XˆN . Thus, the inference decision can take values in X ∪{ℵ},
where ℵ denotes the inconclusive declaration. Using the information IN+1, the agent chooses a
distribution over the set of hypotheses according to an inference strategy f : IN+1 → ∆(X∪{ℵ})
and the inference XˆN is drawn from the distribution f(IN+1), i.e.
XˆN ∼ f(IN+1). (6)
For a given inference xˆ ∈ X ∪ {ℵ} and information realization I ∈ IN+1, the probability
P
f,g[XˆN = u | IN+1 = I ] is denoted by fN (I : xˆ). Let the set of all inference strategies be
F . For an experiment selection strategy g and an inference strategy f , we define the following
probabilities.
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Definition 1: For i ∈ X , let ψN(i) be the probability that the agent infers hypothesis i given
that the true hypothesis is i, i.e.
ψN (i)
.
= Pf,g[XˆN = i | X = i]. (7)
We refer to ψN (i) as the correct-inference probability of type-i. Let φN(i) be the probability
that the agent infers i given that the true hypothesis is not i, i.e.
φN(i)
.
= Pf,g[XˆN = i | X 6= i]. (8)
We refer to φN(i) as the misclassification probability of type-i.
We will also be interested in the event that the agent declares an incorrect hypothesis to be
true. That is, we will consider the event ∪i∈X{XˆN = i, X 6= i}. We refer to this event as the
misclassification event.
Definition 2: Let γN be the probability of making an incorrect inference, i.e.
γN
.
= Pf,g[∪i∈X{XˆN = i, X 6= i}]. (9)
We will refer to γN as the misclassification probability.
Remark 1: Note that the misclassification probability γN can be expressed in terms of the
misclassification probabilities φN(i) of type-i in the following manner
γN =
∑
i∈X
P
f,g[XˆN = i | X 6= i]P[X 6= i] (10)
=
∑
i∈X
φN(i)(1− ρ1(i)). (11)
B. Problem Formulation and Preliminaries
We will consider two active hypothesis testing formulations. The first one is an asymmetric
formulation in which the focus is on a particular hypothesis i and involves minimizing the
misclassification probability φN(i) of type-i. The second formulation is a symmetric formulation
that involves minimizing the misclassification probability γN .
1) The Asymmetric Formulation (P1): In this formulation, we are interested in designing an
experiment selection strategy g and an inference strategy f that minimize the misclassification
probability φN(i) of type-i subject to the constraint that the correct-inference probability ψN (i)
of type-i is sufficiently large. In other words, we would like to solve the following optimization
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problem:
inf
f∈F ,g∈G
φN(i) (P1)
subject to ψN(i) ≥ 1− ǫN ,
where 0 < ǫN < 1. Let the infimum value of this optimization problem be φ
∗
N(i). Note that
this problem is always feasible because the agent can trivially satisfy the correct-inference
probability constraint by always declaring hypothesis i. We refer to this problem as the minimum
misclassification error problem of type-i or simply Problem (P1).
Remark 2: Problem (P1) can be seen as a binary hypothesis testing problem with null
hypothesis {X = i} and alternate hypothesis {X 6= i}. We observe that when there is only
one experiment and two hypotheses, this formulation is identical to that of the Chernoff-Stein
lemma in [1].
This formulation is helpful in modeling scenarios in which the cost of incorrectly declaring a
particular hypothesis to be true is very high. For instance, consider a system which can potentially
have various types of anomalies. We are interested in testing whether the system has no anomalies
(hypothesisX = i) or has some anomaly (hypothesisX 6= i). In such systems, a few false alarms
may be tolerable but declaring that the system is free of anomalies when there is one can be very
expensive. Therefore, we would like to minimize the probability of falsely declaring the system
to be free of anomalies subject to the constraint that the probability of raising false alarms is
sufficiently small. Clearly, this scenario can be modeled using the asymmetric formulation (P1).
2) The Symmetric Formulation (P2): In this formulation, we are interested in designing an
experiment selection strategy g and an inference strategy f that minimize the misclassification
probability γN while satisfying the constraint that the correct-inference probability ψN (i) of
type-i is sufficiently large for every hypothesis i ∈ X . In other words, we would like to solve
the following optimization problem:
min
f∈F ,g∈G
γN (P2)
subject to ψN (i) ≥ 1− ǫN , ∀i ∈ X ,
where 0 < ǫN < 1. Let γ
∗
N denote the infimum value of this optimization problem. We define
γ∗N
.
= ∞ if the optimization problem is infeasible. We refer to this problem as the minimum
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misclassification error problem or simply Problem (P2).
The above formulation is intended for scenarios where the penalty for declaring an incorrect
hypothesis to be true is much higher than the penalty for making no decision about the hypothesis.
In such cases, it is reasonable for the agent to abstain from drawing conclusions when the
evidence is not strong enough. The constraints on type-i correct-inference probabilities ψN (i)
ensure that the agent does not abstain from drawing conclusions too often. Thus, the optimization
problem (P2) aims to find experiment selection and inference strategies that misclassify the least
among all those strategies that make the correct inference with high probability.
Definition 3 (Log-likelihood ratio): For an experiment u ∈ U and any pair of hypotheses
i, j ∈ X let
λij(u, y)
.
= log
pui (y)
puj (y)
(12)
be the log-likelihood ratio associated with an observation y ∈ Y .
We make the following assumptions on our system model.
Assumption 1 (Common Support): For any given experiment u ∈ U , there exists a non-empty
set Y(u) ⊆ Y such that for every hypothesis i ∈ X , the support of the distribution pui is Y(u).
In other words, for every hypothesis i ∈ X , pui (y) > 0 if and only if y ∈ Y(u).
Let B > 0 be a constant such that |λij(u, y)| < B for every experiment u ∈ U , observation
y ∈ Y(u) and any pair of hypotheses i, j ∈ X . Note that the existence of such a constant B is
guaranteed because of Assumption 1.
Recall that the observation space Y is finite in our model. In that case, our Assumption 1
is equivalent to the assumption that the variance Ei[(λ
i
j(u, Y ))
2] − (Ei[λ
i
j(u, Y )])
2 of the log-
likelihood ratio λij is finite for every experiment u and pair of hypotheses i, j. This finite variance
assumption is standard in the active hypothesis testing literature [8, 10, 12].
Remark 3: In this paper, we restrict our analysis to the setting where the observation space
Y is finite. However, we believe that our analysis can be extended to the setting of [8] which
allows infinite observation spaces with an additional assumption that the log-likelihood ratios
are sub-Gaussian.
Assumption 2: We have that the bound 1 − ǫN on the type-i correct-inference probability
satisfies ǫN → 0. Further,
lim
N→∞
− log ǫN
N
= 0. (13)
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This assumption simply captures the fact that we need the hit probabilities to be large, but not
necessarily too large. The following assumption is made for ease of exposition and is intended
only for the symmetric formulation (P2). It is not required for the asymmetric formulation (P1).
Assumption 3: For each experiment u ∈ U and any pair of hypotheses i, j ∈ X such that
i 6= j, we have
D(pui ||p
u
j ) > 0. (14)
We refer the reader to [8, 10, 12] for techniques that can be used to relax Assumption 3. Before
stating our main results, we will define some important quantities.
Definition 4 (Max-min Kullback-Leibler Divergence): For each hypothesis i ∈ X , define
D∗(i)
.
= max
α∈∆U
min
j 6=i
∑
u
α(u)D(pui ||p
u
j ) (15)
= min
β∈∆X˜i
max
u∈U
∑
j 6=i
β(j)D(pui ||p
u
j ), (16)
where X˜i = X \ {i}. Note that α is a distribution over the set of experiments U and β is a
distribution over the set of alternate hypotheses X˜i. The max-min Kullback-Leibler divergence
D∗(i) can be viewed as the value of a two-player zero-sum game [10, 23]. In this zero-sum game,
the maximizing player selects a mixed strategy α ∈ ∆U and the minimizing player selects a
mixed strategy β ∈ ∆X˜i. The payoff associated with these strategies is
∑
u
∑
j 6=i
α(u)D(pui ||p
u
j )β(j). (17)
The equality of the min-max and max-min values follows from the minimax theorem [23]
because the sets U and X are finite and the Kullback-Leibler divergences are bounded by B due
to Assumption 1. Let the max-minimizer in (15) be denoted by αi∗ and the min-maximizer in
(16) be denoted by βi∗.
Definition 5 (Posterior Belief): The posterior belief ρn on the hypothesis X based on infor-
mation In is given by
ρn(i) = P[X = i | U1:n−1, Y1:n−1] = P[X = i | In]. (18)
Note that given a realization of the experiments and observations until time n, the posterior
belief does not depend on the experiment selection strategy g or the inference strategy f .
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Definition 6 (Confidence Level): For a hypothesis i ∈ X and a distribution ρ on X such that
0 < ρ(i) < 1, the confidence level Ci(ρ) associated with hypothesis i is defined as
Ci(ρ)
.
= log
ρ(i)
1− ρ(i)
. (19)
The confidence level is the logarithm of the ratio of the probability (w.r.t. the distribution ρ) that
hypothesis i is true versus the probability that hypothesis i is not true.
C. Main Results
We will now state our three main results on some asymptotic aspects of Problems (P1) and
(P2).
1) Asymptotic Decay-Rate of Optimal Misclassification Probability φ∗N(i) in Problem (P1):
The following theorem can be viewed as a generalization of the classical Chernoff-Stein lemma
[1] to the setting of active hypothesis testing. It states that the optimal value φ∗N(i) in Problem
(P1) decays exponentially with the horizon N and its asymptotic rate of decay is equal to the
max-min Kullback-Leibler divergence D∗(i) defined in Definition 4.
Theorem 1: The asymptotic rate of the optimal misclassification probability in Problem (P1)
is given by
lim
N→∞
−
1
N
log φ∗N(i) = D
∗(i). (20)
Proof sketch: To prove this result, we use the following approach. We first establish a
lower bound on the misclassification probability φN(i) for any pair of experiment selection
and inference strategies (g, f) that satisfy the constraint ψN (i) ≥ 1− ǫN . The asymptotic decay-
rate of this lower bound is equal to the max-min Kullback-Leibler divergence D∗(i). We then
construct experiment selection and inference strategies that asymptotically achieve this rate. The
details of the proof of this result are included in Section III. 
The inference strategy constructed in the achievability proof of Theorem 1 has the following
threshold structure
fN(ρN+1 : i) =


1 if Ci(ρN+1)− Ci(ρ1) ≥ θN
0 otherwise,
(21)
where θN = ND
∗(i) − o(N). The precise value of the threshold θN is provided in Appendix
H. The experiment selection strategy used is as follows: at each time n, randomly select an
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experiment u from the max-min distribution αi∗ as defined in Definition 4. This strategy design
is motivated from the design in [10]. Note that this is a completely open-loop strategy, that is,
the experiments are selected without using any of the information acquired in the past.
The open-loop randomized experiment selection strategy described above is asymptotically
optimal for Problem (P1). However, in the non-asymptotic regime, there may be other experiment
selection strategies that perform significantly better than this open-loop randomized strategy.
For some specialized problems such as anomaly detection, it was observed in recent active
hypothesis testing literature [14]–[16] that there exist deterministic and adaptive strategies that
are asymptotically optimal and also, outperform the classical Chernoff-type randomized strategies
in the non-asymptotic regime. Even in [10], Chernoff proposed a deterministic and adaptive
strategy (see Section 7, [10]) but he also presented a counter-example in which the strategy was
not asymptotically optimal.
In this paper, we propose a class of deterministic and adaptive strategies that are asymptotically
optimal for Problem (P1). To the best of our knowledge, this is the first proof of asymptotic
optimality of such strategies in a general active hypothesis testing setting. For a simple anomaly
detection example, we also demonstrate numerically in Section V that this strategy (when
paired with an appropriate inference strategy) performs significantly better than the open-loop
randomized strategy αi∗ in the non-asymptotic regime.
2) Asymptotically Optimal Experiment Selection Strategies for Problem (P1): Let the moment
generating function of the negative log-likelihood ratios −λij(u, Y ) for an experiment u be
denoted by µij(u, s), i.e.
µij(u, s)
.
= Ei[exp
(
−sλij(u, Y )
)
]. (22)
Definition 7: For a given experiment u ∈ U , belief ρ ∈ ∆X and 0 ≤ s ≤ 1, define
Mi(u, ρ, s)
.
=
∑
j 6=i(ρ(j))
sµij(u, s)∑
j 6=i(ρ(j))
s
. (23)
Using this definition, we will now define a class of experiment selection strategies.
Criterion 1: For a given time horizon N , consider an experiment selection strategy gN
.
=
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(gN1 , g
N
2 , . . . , g
N
N ) such that at each time n, αn
.
= gNn (In) ∈ ∆U satisfies
∑
u∈U
αn(u)Mi(u, ρn, sN) ≤
∑
u∈U
αi∗(u)Mi(u, ρn, sN), (24)
with probability 1. Here, ρn is the posterior belief at time n and
sN
.
= min

1,
√
2 log M
ǫN
NB2

 . (25)
Observation 1: Criterion 1 captures three experiment selection strategies of interest. These
are:
1) Open-loop Randomized Strategy (ORS): At any time n, gNn (In)
.
= αi∗. This is the open-loop
randomized strategy discussed earlier in Section II-C1.
2) Deterministic Adaptive Strategy (DAS): At each time n, gNn (In) selects the experiment u ∈ U
that minimizes Mi(u, ρn, sN). This is a deterministic and adaptive strategy.
3) Deterministic Adaptive Strategy with Restricted Support (DAS-RS): At each time n, gNn (In)
selects the experiment u from the support of αi∗ that minimizes Mi(u, ρn, sN). This is also
a deterministic and adaptive strategy.
For all these experiment selection strategies, we have the following result.
Theorem 2: Let fN be as defined in (21) and gN be an experiment selection strategy that
satisfies Criterion 1. Then the class of strategies {(fN , gN) : N ∈ N} is asymptotically optimal.
In other words, if ψN (i) and φN(i) are the correct-inference and misclassification probabilities
associated with the strategy pair (fN , gN), then ψN(i) ≥ 1− ǫN for every N and
lim
N→∞
−
1
N
log φN(i) = D
∗(i). (26)
Proof: See Section III-C.
Remark 4 (Zero-sum Game Interpretation): Note that selecting an experiment that mini-
mizes Mi(u, ρ, s) over the set U is equivalent to selecting an experiment that maximizes (1 −
Mi(u, ρ, s))/s. When s is small, this function can be approximated as follows
1−Mi(u, ρ, s)
s
=
∑
j 6=i(ρ(j))
s(1− µij(u, s))
s
∑
j 6=i(ρ(j))
s
(27)
≈
∑
j 6=i(ρ(j))
sD(pui ||p
u
j )∑
j 6=i(ρ(j))
s
, (28)
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since (1−µij(u, s))/s→ D(p
u
i ||p
u
j ) as s→ 0. Thus, we can interpret the strategy DAS in terms
of the zero-sum game discussed earlier in the beginning of Section II-B after Definition 4. In
the zero-sum game, if the minimizing player selects an alternate hypothesis j with probability
β(j) = (ρ(j))s/
∑
k 6=i(ρ(k))
s, then the strategy DAS selects an approximate best-response to the
minimizing player’s strategy with respect to the payoff function in (17).
Given a horizon N , the strategies DAS and DAS-RS described in this section are time-
invariant. However, they depend on the value of sN and thus, on the horizon N of the problem.
In some cases, these strategies turn out to be independent of the value sN which results in fully
stationary (with respect to the posterior belief ρn) strategies. We show that this is indeed the
case in the example discussed in Section V. It may be possible to show that for such stationary
strategies, Lemma 2 in [10] holds and thus, they are asymptotically optimal even in the sequential
formulation in [10].
3) Asymptotic Decay-Rate of Optimal Misclassification Probability γ∗N in Problem (P2): Sim-
ilar to the result in Theorem 1, we can characterize the decay-rate of the optimal misclassification
probability γ∗N as follows.
Theorem 3: The optimal misclassification probability γ∗N in Problem (P2) decays exponentially
with the horizon N and its asymptotic decay-rate is equal to mini∈X D
∗(i), i.e.
lim
N→∞
−
1
N
log γ∗N = min
i∈X
D∗(i). (29)
Proof sketch: The methodology used for proving this result is very similar to that of Theorem
1. We first obtain a lower bound on the misclassification probability γN for any pair of experiment
selection and inference strategies (g, f) that satisfy the constraints of Problem (P2). This lower
bound is very closely related to the lower bounds established for Problem (P1). Then we
construct a class of experiment selection and inference strategies that achieve this lower bound
asymptotically. This class of experiment selection strategies includes the randomized strategy
proposed in [10] and also, deterministic strategies similar to DAS and DAS-RS introduced in
Section II-C2. The derivation of the lower bound and the construction of the experiment selection
and inference strategies are discussed in detail in Section IV. 
III. ANALYSIS OF PROBLEM (P1)
In this section, we analyze the asymmetric formulation (P1). To optimize the misclassification
error of type-i in Problem (P1), we need to design both an experiment selection strategy g and
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an inference strategy f . We will first arbitrarily fix the experiment selection strategy g. For a
fixed g, we derive lower bounds on the misclassification probability φN(i) associated with any
inference strategy f that satisfies the constraint in Problem (P1). These bounds are obtained using
the weak converse approach described in [7]. In these derivations, we will introduce some useful
properties of the confidence level defined in Definition 6. Using these, we will then weaken these
lower bounds to derive a bound that does not depend on the strategy g. Further, we show that
any experiment selection strategy satisfying Criterion 1 defined in Section II-C2, coupled with
an appropriate inference strategy, can asymptotically achieve this strategy-independent lower
bound. Finally, we will discuss methods for obtaining better non-asymptotic lower bounds on
the misclassification probability φN(i) using the strong converse theorem in [7].
A. Lower Bound for a Fixed Experiment Selection Strategy
In this sub-section, we will fix the experiment selection strategy to be g and analyze the
problem of optimizing the inference strategy for this particular experiment selection strategy.
This analysis will help us in obtaining a lower bound on the misclassification probability and in
designing inference strategies for Problem (P1). Consider the following optimization problem.
min
f∈F
φN(i) (P3)
subject to ψN(i) ≥ 1− ǫN .
To analyze problem (P3), we will first define some useful quantities related to the confidence
level in Definition 6.
For the hypothesis i and a strategy g ∈ G, define the likelihood distributions P gN,i and Q
g
N,i
over the set IN+1 as follows
P gN,i(IN+1)
.
= Pg[IN+1 = IN+1 | X = i] (30)
QgN,i(IN+1)
.
= Pg[IN+1 = IN+1 | X 6= i]. (31)
Proposition 1: Under any experiment selection strategy g, with probability 1, we have
log
P gN,i(IN+1)
QgN,i(IN+1)
= Ci(ρN+1)− Ci(ρ1). (32)
Proof: See Appendix B.
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Thus, the increment in confidence level is a log-likelihood ratio.
Definition 8 (Expected Confidence Rate): We define the expected confidence rate JgN(i) as
JgN (i)
.
=
1
N
E
g
i [Ci(ρN+1)− Ci(ρ1)] . (33)
Remark 5: Due to Proposition 1, the expected confidence rate is the averaged Kullback-Leibler
divergence between the distributions P gN,i and Q
g
N,i. That is,
JgN(i) =
1
N
D(P gN,i||Q
g
N,i).
When the experiment selection strategy is fixed, we can view the problem (P1) as a one-shot
hypothesis testing problem in which we are trying to infer whether the collection of actions and
observations IN+1 is drawn from distribution P
g
N,i or Q
g
N,i. This interpretation allows us to use
the classical results [1, 7] on one-shot hypothesis testing and derive various properties.
We will first obtain a lower bound on the misclassification probability φN(i) in Problem
(P3) using the data-processing inequality of Kullback-Leibler divergences [7]. This is commonly
known as the weak converse [5, 7].
Lemma 1 (Weak Converse): Let g be any given experiment selection strategy. Then for any
inference strategy f such that ψN(i) ≥ 1− ǫN , we have
−
1
N
logφN(i) ≤
JgN(i)
1− ǫN
+
log 2
N(1 − ǫN )
, (34)
where JgN(i) is the expected confidence rate. Therefore,
−
1
N
logφ∗N(i) ≤
supg∈G J
g
N(i)
1− ǫN
+
log 2
N(1− ǫN )
, (35)
where φ∗N(i) is the optimum value in Problem (P1).
Proof: See Appendix C. Note that this lemma is true for every 0 ≤ ǫN < 1.
The bound (35) suggests that we can obtain a strategy-independent lower bound on φ∗N by
obtaining upper bounds on the quantity supg∈G J
g
N(i). In the next sub-section, we will focus on
obtaining this upper bound.
B. Strategy-Independent Lower Bound
We will first describe some important properties of the confidence level Ci(ρ) which will be
used to derive a strategy-independent lower bound on the misclassifcation probability in problem
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(P1).
Definition 9: For a given experiment selection strategy g and an alternate hypothesis j 6= i,
define the total log-likelihood ratio up to time n as
Zn(j)
.
=
n∑
k=1
λij(Uk, Yk),
where the log-likelihood ratio λij is as defined in equation (12). Also, let
Z¯n
.
=
∑
j 6=i
βi∗(j)Zn(j),
where βi∗ is the min-maximizing distribution in Definition 4. Notice that the processes Zn(j) for
each j 6= i and Z¯n are sub-martingales with respect to the filtration In+1 when X = i. We will
now establish the relationship between the total log-likelihood ratios Zn(j) and the confidence
level Ci.
Lemma 2: For any experiment selection strategy g and for each 1 ≤ n ≤ N , we have
Ci(ρn+1)− Ci(ρ1)
= − log
[∑
j 6=i
exp
(
log ρ˜1(j)− Zn(j)
)]
, (36)
where ρ˜1(j) = ρ1(j)/(1− ρ1(i)).
Proof: This is a consequence of simple algebraic manipulations. See Appendix D for details.
Note that for any vector z, we have − log
∑
j exp(−z(j)) ≈ minj z(j). Thus, the interpretation
of this lemma is that the increment in confidence level Ci(ρN+1)−Ci(ρ1) approximately represents
the smallest total log-likelihood ratio minj 6=iZN(j). Therefore, this lemma can be seen as the first
step towards establishing the relationship between the average expected increment in confidence
JgN and the max-min Kullback-Leibler divergence D
∗(i). To formally establish this relationship,
we use Lemma 2 to decompose the increment in confidence into a non-positive cross-entropy
term and a sub-martingale. This decomposition will be used in deriving strategy-independent
lower bounds, both weak and strong, on the misclassification probability in Problem (P1).
Lemma 3 (Decomposition): For any experiment selection strategy g, we have
Ci(ρn+1)− Ci(ρ1) = −H(β
i∗, ρ˜n+1) + Z¯n +H(β
i∗, ρ˜1).
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Here, ρ˜n(j) = ρn(j)/(1− ρn(i)). As a result of the non-negativity of cross entropy, we have
Ci(ρn+1)− Ci(ρ1) ≤ Z¯n +H(β
i∗, ρ˜1). (37)
Proof: This is an algebraic consequence of Lemma 2. See Appendix E for details.
Using Lemma 3, we will now establish the relationship between the confidence rate JgN(i) and
the max-min Kullback-Leibler divergence D∗(i) defined in equation (15). This, in conjunction
with Lemma 1, will give us a strategy-independent lower bound on φ∗N(i).
Lemma 4: For any experiment selection strategy g, we have
JgN(i) ≤ D
∗(i) +
H(βi∗, ρ˜1)
N
, (38)
where ρ˜1(j) = ρ1(j)/(1− ρ1(i)). Further, using Lemma 1 and Assumption 2, we can conclude
that
lim sup
N→∞
−
1
N
log φ∗N(i) ≤ D
∗(i). (39)
Proof: See Appendix F.
C. Achievability of Decay-Rate D∗(i) in Problem (P1)
We will now construct inference and experiment selection strategies that satisfy the constraint
on hit probability ψN (i) and asymptotically achieve misclassification decay-rate of D
∗(i). We
will begin with the construction and analysis of the inference strategy.
The following is an upper bound on the misclassification probability associated with a de-
terministic confidence-threshold based inference strategy of the form discussed in Section II-C.
Incidentally, this bound does not depend on the experiment selection strategy g.
Lemma 5: Let f be a deterministic inference strategy in which hypothesis i is decided only
if Ci(ρN+1)− Ci(ρ1) ≥ θ. Then φN(i) ≤ e
−θ.
Proof: See Appendix G.
The inference strategy fN is constructed as follows
fN(ρN+1 : i) =


1 if Ci(ρN+1)− Ci(ρ1) ≥ θN
0 otherwise,
(40)
November 19, 2019 DRAFT
SUBMITTED TO IEEE TRANSACTIONS ON AUTOMATIC CONTROL 20
where θN = ND
∗(i) − o(N) and its precise value is provided in equation (152) in Appendix
H. Due to Lemma 5, we can say that under the inference strategy fN , any experiment selection
strategy g achieves achieves φN(i) ≤ e
−θN . However, the inference strategy and the experiment
selection strategy must also satisfy the constraint ψN(i) ≥ 1 − ǫN . In Section II-C2, we dis-
cussed experiment selection strategies that satisfy Criterion 1. Let gN be any such experiment
selection strategy that satisfies Criterion 1. Let the type-i correct-inference and misclassification
probabilities associated with the strategy pair (gN , fN) be ψN (i) and φN(i), respectively. We
can show that this strategy pair satisfies the constraint ψN (i) ≥ 1−ǫN . The proof is in Appendix
H. Using the result (39), Lemma 5 and the fact that θN/N → D
∗(i) as N → ∞, we can say
that
lim
N→∞
1
N
log
1
φN(i)
= D∗(i). (41)
Thus, the experiment selection strategies that satisfy Criterion 1 (including ORS, DAS and
DAS-RS discussed in Section II-C2), when used in conjunction with the inference strategy fN
described above, are feasible solutions for the optimization problem (P1) and asymptotically
achieve a type-i misclassification probability decay rate of D∗(i). This concludes the proof of
Theorem 2.
Since the inference strategy fN and the experiment selection strategy gN described above are
feasible strategies with respect to the optimization problem in (P1), we can say that φ∗N(i) ≤
φN(i) ≤ e
−θN . And since under Assumption 2, θN/N → D
∗(i) as N →∞, we have
lim inf
N→∞
−
1
N
log φ∗N(i) ≥ D
∗(i). (42)
Combining this result with the upper bound on the asymptotic decay rate of φ∗N(i) in Lemma
4, we have Theorem 1.
D. Tighter Non-asymptotic Lower Bounds
In this section, we will provide an alternate approach to finding lower bounds on the misclas-
sification probability φN(i). This approach can be used to obtain tight lower bounds in some
special cases. We will later illustrate this procedure with the help of an example.
For any given pair of inference and experiment selection strategies f, g that are feasible in
Problem (P1), recall that the increment in confidence can be viewed as a log-likelihood ratio
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(32). Therefore for this strategy pair f, g, we have the following for every χ ∈ R
− log φN(i) (43)
a
≤ χ− log(ψN(i)− P
g
i [Ci(ρN+1)− Ci(ρ1) > χ]) (44)
b
≤ χ− log(1− ǫN − P
g
i [Ci(ρN+1)− Ci(ρ1) > χ]) (45)
= χ− log(Pgi [Ci(ρN+1)− Ci(ρ1) ≤ χ]− ǫN ) (46)
Here, we use the convention that if x ≤ 0, then log x
.
= −∞. Inequality (a) is a consequence
of the strong converse theorem in [7]. Inequality (b) holds because ψN (i) ≥ 1 − ǫN . However,
much like the weak converse in Lemma 1, this lower bound on φN(i) depends on the experiment
selection strategy g. We made use of the decomposition in Lemma 3 to obtain a strategy-
independent lower bound in Lemma 4. We will follow a similar approach here. We have
P
g
i [Ci(ρN+1)− Ci(ρ1) ≤ χ] (47)
a
= Pgi [−H(β
i∗, ρ˜N+1) + Z¯N +H(β
i∗, ρ˜1) ≤ χ] (48)
b
≥ Pgi [Z¯N +H(β
i∗, ρ˜1) ≤ χ]. (49)
Equality (a) is a consequence of Lemma 3, and since H(βi∗, ρ˜N+1) ≥ 0, we have that the event
{−H(βi∗, ρ˜N+1) + Z¯N +H(β
i∗, ρ˜1) ≤ χ} (50)
⊇ {Z¯N +H(β
i∗, ρ˜1) ≤ χ}, (51)
which results in the inequality (b). Combining (46) and (49) leads us to the following lemma.
Lemma 6 (Stong Converse): For any given pair of inference and experiment selection strategies
f, g that are feasible in Problem (P1), we have for every χ ∈ R
− log φN(i) ≤ χ− log(P
g
i [Z¯N +H(β
i∗, ρ˜1) ≤ χ]− ǫN ),
with the convention that log x
.
= −∞ if x ≤ 0.
Note that this lower bound is also dependent on the strategy g. However, it may be easier
to derive strategy-independent lower bounds using the bound in Lemma 6. This is because the
process Z¯n − nD
∗(i) is a super-martingale given X = i. In fact, if every experiment in U is
in the support of αi∗ (which is the case in many problems), then the process Z¯n − nD
∗(i) is
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a martingale given X = i. Thus, a lower bound on φN(i) may be obtained using a strategy-
independent lower bound on the tail probability P
g
i [Z¯N +H(β
i∗, ρ˜1) ≤ χ] [24]. In some special
cases, it may even occur that the evolution of the process Z¯n is completely independent of the
strategy g. We will discuss an example that satisfies this condition in Section V.
IV. ANALYSIS OF PROBLEM (P2)
In this section, we will analyze Problem (P2) and prove Theorem 3. Let f, g be inference and
experiment selection strategies that satisfy the constraints in Problem (P2), i.e. ψN (i) ≥ 1− ǫN
for every i ∈ X , where ψN(i) is the type-i correct-inference probability associated with strategies
f, g. Let φN(i) be the type-i misclassification probability associated with strategies f, g. Since
the strategy pair f, g satisfies ψN (i) ≥ 1 − ǫN , we can use Lemma 1 to obtain the following
inequality
−
1
N
logφN(i) ≤
JgN(i) +
log 2
N
1− ǫN
, (52)
for every i ∈ X . Let γN be the misclassification probability associated with strategy pair f, g.
Then, we have
γN =
∑
i∈X
(1− ρ1(i))φN(i) (53)
≥
∑
i∈X
(1− ρ1(i)) exp
(
−
(NJgN (i) + log 2)
1− ǫN
)
. (54)
Rearranging the terms above, we have
−
1
N
log γN (55)
≤−
1
N
log
∑
i∈X
(1− ρ1(i))e
(
−
(NJ
g
N
(i)+log 2)
1−ǫN
)
(56)
= −
1
N
log
∑
i∈X
e
(
−
(NJ
g
N
(i)+log 2)
1−ǫN
+log(1−ρ1(i))
)
(57)
a
≤ −
1
N
max
i∈X
(
−
(NJgN (i) + log 2)
1− ǫN
+ log(1− ρ1(i))
)
(58)
= min
i∈X
(
JgN(i) +
log 2
N
1− ǫN
−
log(1− ρ1(i))
N
)
, (59)
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where inequality (a) is because log
∑
i exp(xi) ≥ maxi(xi). Using the definition of γ
∗
N , we have
−
1
N
log γ∗N (60)
= sup
f,g:ψN (i)≥1−ǫN ,i∈X
[
−
1
N
log γN
]
(61)
b
≤ min
i∈X
(
supg J
g
N(i) +
log 2
N
1− ǫN
−
log(1− ρ1(i))
N
)
(62)
c
≤ min
i∈X
(
D∗(i) + H(β
i∗,ρ˜1)+log 2
N
1− ǫN
−
log(1− ρ1(i))
N
)
. (63)
Inequality (b) is due to the result in (59) and inequality (c) follows from Lemma 4. Thus, we
can conclude that
lim sup
N→∞
−
1
N
log γ∗N ≤ min
i∈X
D∗(i). (64)
This establishes an upper bound on the asymptotic decay rate of the optimal misclassification
probability γ∗N in Problem (P2). We will now show that this rate is asymptotically achievable
by constructing appropriate experiment selection and inference strategies.
1) Experiment selection strategy: For a given horizon N and for each i ∈ X , let gN,i be
an experiment selction strategy that satisfies Criterion 1 with respect to hypothesis i. Let the
maximum likelihood (ML) estimate at time n be
i¯n
.
= argmax
i∈X
ρ¯n(i), (65)
where ties are broken arbitrarily in the argmax operator and ρ¯n is the posterior belief at time
n formed using uniform prior at time 1 instead of ρ1. If i¯n = i, then an experiment is selected
randomly with distribution gN,in (In). We denote this experiment selection strategy by g¯
N . Note
that if gN,i is ORS, then the strategy g¯N is identical to the one in [10].
2) Inference strategy: Consider the following deterministic inference strategy f¯N where for
each i ∈ X
f¯N(ρN+1 : i) =


1 if Ci(ρN+1)− Ci(ρ1) ≥ θN (i)
0 otherwise,
where −Ci(ρ1) < θN (i) = ND
∗(i) − o(N) and is precisely defined in Appendix I. Notice that
if f¯N(ρN+1 : i) = 0 for every i ∈ X , then f¯
N(ρN+1 : ℵ) = 1.
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Since θN (i) > 0 for every i ∈ X , the threshold condition in f¯
N can be satisfied by at most one
hypothesis. Thus, f¯N declares hypothesis i if and only if the confidence increment associated
with i exceeds the threshold θN (i). Hence, for each hypothesis i ∈ X , the inference strategy f¯
N
admits the structure required for Lemma 5 and thus, using Lemma 5, we can conclude that for
each hypothesis i ∈ X , φN(i) ≤ e
−θN (i). Therefore, under the strategies (f¯N , g¯N), we have
γN ≤
∑
i∈X
(1− ρ1(i)) exp(−θN (i)). (66)
In Appendix I, we show that there exists an integer N¯ such that for every N ≥ N¯ , the strategy
pair (f¯N , g¯N) also satisfies all the type-i correct-inference probability constraints in problem
(P2). Thus, for every N ≥ N¯ , we have
γ∗N ≤ γN ≤
∑
i∈X
(1− ρ1(i)) exp(−θN (i)),
and hence,
lim inf
N→∞
−
1
N
log γ∗N (67)
≥ lim
N→∞
−
1
N
log
∑
i∈X
(1− ρ1(i)) exp(−θN (i)) (68)
≥ lim
N→∞
−
1
N
log
(
M max
i∈X
{(1− ρ1(i)) exp(−θN (i))}
)
= lim
N→∞
−
1
N
(
max
i∈X
{log
(
(1− ρ1(i)) exp(−θN (i))
)
}
)
(69)
= min
i∈X
{
lim
N→∞
θN(i)− log(1− ρ1(i))
N
}
(70)
= min
i∈X
D∗(i). (71)
Using the results (64) and (67), we can conclude that
lim
N→∞
−
1
N
log γ∗N = min
i∈X
D∗(i). (72)
This concludes the proof of Theorem 3.
V. AN EXAMPLE: ANOMALY DETECTION
Consider a system with two sensors A and B. These sensors can detect an anomaly in the
system in their proximity. The system state X can take three values {0, 1, 2} where X = 0
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X = 0 X = 1 X = 2
U = A 1− ν ν 1− ν
U = B 1− ν 1− ν ν
Fig. 1. Conditional probabilities P[Y = 1 | X,U ]. In our numerical experiments ν = 0.6 which indicates that the observations
from these sensors are very noisy.
indicates that the system is safe, i.e. there is no anomaly in the system. On the other hand,
X = 1 indicates that there is an anomaly near sensor A and X = 2 indicates that there is an
anomaly near sensor B. The prior belief ρ1 is uniform over the set {0, 1, 2}. There is a controller
that can activate one of these sensors at each time to obtain an observation. Thus, the collection
of actions that the controller can select from is U = {A ,B}. The observations are binary, i.e.
Y = {0, 1}. The conditional probabilities P[Y = 1 | X,U ] associated with the observations
given various states and actions are given in Table 1.
1) Formulation: After collecting N observations from these sensors, we are interested in
determining whether the system is safe or unsafe. We consider a setting where incorrectly
declaring the system to be safe can be very expensive while a few false alarms can be tolerated.
In this setting, the inconclusive decision ℵ is treated as an alarm. Therefore, we would like to
design an experiment (sensor) selection strategy g and an inference strategy f that minimize the
probability φN(0) of incorrectly declaring the system to be safe subject to the condition that the
probability ψN(0) of correctly declaring the system to be safe is sufficiently high. This can be
formulated as
min
f∈F ,g∈G
φN(0) (P4)
subject to ψN (0) ≥ 1− ǫN ,
where ǫN = min{0.05, 10/N} in our numerical experiments. Notice that this fits the formulation
of Problem (P1).
2) Asymptotically Optimal Rate and Weak Converse: Using Theorem 1, we can conclude that
the asymptotically optimal misclassification rate is
D∗(0) = max
α∈∆U
min
j 6=0
∑
u
α(u)D(pu0||p
u
j ) = (ν − 1/2) log
ν
1− ν
.
November 19, 2019 DRAFT
SUBMITTED TO IEEE TRANSACTIONS ON AUTOMATIC CONTROL 26
The max-minimizer α0∗(A ) = α0∗(B) = 0.5 and the min-maximizer β0∗(1) = β0∗(2) = 0.5.
For convenience, we will refer to α0∗ as α∗ and β0∗ as β∗. Also, notice that the bound on the
log-likelihood ratios B = log ν
1−ν
, ν > 0.5. Therefore using the weak converse in Lemma 1 and
Lemma 4, we have
1
N
log
1
φ∗N(0)
≤
(
ν − 1/2
1− ǫN
)
log
ν
1− ν
+
2 log 2
N(1 − ǫN )
.
3) Strong Converse: We will now use the lower bound in Lemma 6 to derive a strategy-
independent lower bound one φN(0). Define
Ln
.
= β∗(1)λ01(Un, Yn) + β
∗(2)λ02(Un, Yn) (73)
Notice that given X = 0, for either experiment u ∈ U , we have
β∗(1)λ01(u, Y ) + β
∗(2)λ02(u, Y ) =


1
2
log ν
1−ν
w.p. ν
1
2
log 1−ν
ν
w.p. 1− ν.
Let the moment generating function of the variable above be µ¯(s). Therefore, for any strategy
g, we have
E
g
0[exp(
n∑
k=1
skLk)] = E
g
0[E0 exp(
n∑
k=1
skLk) | In]] (74)
= Eg0[exp(
n−1∑
k=1
skLk)E0[exp(snLn) | In]]
= Eg0[exp(
n−1∑
k=1
skLk)]µ¯(sn) = Π
n
k=1µ¯(sk). (75)
Thus, Ln is an i.i.d. sequence and the process Z¯n is the sum of these i.i.d. random variables.
We can also exploit the fact that the observations are binary valued. Let the number of 0’s in
N observations be K. Then K has binomial distribution with parameters N, ν. Further,
Z¯N ≤ χ− log 2 ⇐⇒
(
K −
N
2
)
log
ν
1− ν
≤ χ− log 2. (76)
Define
χ∗ = (Q(2ǫN )−N/2) log
ν
1− ν
+ log 2,
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where Q is the quantile function of the binomial distribution with parameters N, ν. Using the
relation (76), we can conclude that
P
g
0[Z¯N +H(β
i∗, ρ˜1) ≤ χ
∗] ≥ 2ǫN , (77)
under any experiment selection strategy g. Finally, using Lemma 6, we have for any pair of
inference and experiment selections strategies that satisfy the constraints in Problem (P4)
log
1
φN(0)
≤ χ∗ − log(ǫN). (78)
4) Deterministic Adaptive Strategy (DAS): If the sensor A is selected, then the log-likehood
ratio λ02(A , Y ) is identically 0. Therefore, µ
0
2(A , s) = 1 for every s. Further, it can easily be
verified that µ01(A , s) = 1 at s = 0 and s = 1. This fact combined with the convexity of
µ01(A , s) implies that µ
0
1(A , s) ≤ 1 for every 0 ≤ s ≤ 1. Similarly, µ
0
1(B, s) = 1 for every s
and µ02(B, s) ≤ 1 for every 0 ≤ s ≤ 1. Because of this, the deterministic adaptive experiment
selection strategy (DAS) in Section II-C2 reduces to the following:
gn(ρn : A ) =


1 if ρn(1) ≥ ρn(2)
0 otherwise.
(79)
Due to Theorem 2, we know this strategy is asymptoticaly optimal. Note that the strategy
described above is independent of the time-horizon N .
5) Numerical Results: We compare the performance of the open-loop randomized strategy
α0∗ and the deterministic adaptive strategy described above in Figure 2. We observe that the
performance of DAS is significantly better in the non-asymptotic regime. We also plot the weak
and strong bounds established earlier. We observe that the strong bound is very close to the
performance of the deterministic adaptive strategy.
In our numerical experiments, the inference strategy is a confidence threshold based strategy.
Instead of computing the threshold, we empirically find the best threshold using a binary search.
Remark 6: Directly evaluating the misclassifcation probability φN(i) is computationally infea-
sible because φN(i) decreases exponentially and is of the order 10
−5 to 10−10. To counter this
issue we use the following method to approximately compute φN(i). We can show using basic
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Fig. 2. The plot depicts the performance of strategies ORS and DAS. Both are asymptotically optimal but DAS is better in
the non-asymptotic regime. When the horizon N = 500, we see a 13dB improvement in the misclassification probability with
DAS. Also notice that the strong bound on misclassification probability is very close to the performance of DAS.
algebra (see Lemma 7 in Appendix A) that
log
1
φN(i)
a
= − logEgi [e
−(Ci(ρN+1)−Ci(ρ1)−log 1AN+1 (IN+1))]
b
≈ log |S | − log
∑
S
[e−(Ci(ρN+1)−Ci(ρ1)−log 1AN+1 (IN+1))],
where AN+1 is the region of acceptance of hypothesis i and 1AN+1(IN+1) takes the value 1 if
IN+1 ∈ AN+1 and 0 otherwise. The approximation (b) is obtained by replacing the expectation
in (a) with the sample average. Note that S denotes the collection of sampled trajectories. The
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advantage of making this approximation is that the expression in (b) involves a log-sum-exp
function which is computationally stable and avoids underflows. This log-sum-exp function can
be updated iteratively as well.
6) Chernoff’s Deterministic Strategy: In [10], Chernoff described a fully deterministic strategy
for sequential hypothesis testing but gave an example scenario for which his strategy was
not asymptotically optimal (see Section 7, [10]). We will now demonstrate that even in such
pathological scenarios, our strategies designed based on Criterion 1 are asymptotically optimal
and also, have a better performance in the non-asymptotic regime.
Consider the same anomaly detection setup and formulation as in Section V-1 with two
additional experiments C and D . The conditional distributions of the observations associated
with these experiments are provided in Table 3. Chernoff’s approach to deterministic strategy
design is as follows. Let j¯n be the most-likely alternate hypothesis at time n, i.e.
j¯n
.
= argmax
j 6=0
ρ¯n(j), (80)
where ρ¯n is the posterior belief at time n formed using a uniform prior. Then at time n, perform
the experiment that maximizes D(pu0 ||p
u
j¯n
). In other words, select the experiment that can best
distinguish the most-likely alternate hypothesis from the hypothesis of interest (in this case, it
is X = 0). In our setup, Chernoff’s deterministic strategy reduces to the following
Un =


A if ρn(1) ≥ ρn(2)
B otherwise.
(81)
It can be shown that this strategy is not asymptotically optimal. Chernoff’s randomized strategy
(ORS) in this case reduces to selecting either experiment C or D with probability 0.5.
On the other hand, with some simple calculations, we can show that our strategy DAS-RS
described in Section II-C2 reduces to
Un =


C if ρn(1) ≥ ρn(2)
D otherwise.
(82)
Because of Theorem 2, we know that both ORS and DAS-RS are asymptotically optimal. The
performances of ORS, DAS-RS and Chernoff’s deterministic strategy are shown in Figure 4. In
this case, the strategy DAS-RS does not depend on the time-horizon N whereas the strategy
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X = 0 X = 1 X = 2
U = A 0.400 0.600 0.400
U = B 0.400 0.400 0.600
U = C 0.402 0.598 0.280
U = D 0.402 0.280 0.598
Fig. 3. Conditional probabilities P[Y = 1 | X,U ] for the problem setup in Section V-6.
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Fig. 4. Type-0 misclassification probability associated with strategies DAS-RS, ORS and Chernoff’s deterministic strategy. Both
ORS and DAS-RS are asymptotically optimal and Chernoff’s deterministic strategy is not. Notice that DAS-RS outperforms all
the other strategies in the non-asymptotic regime.
DAS depends on N .
VI. CONCLUSION
We formulated two fixed horizon active hypothesis testing problems (asymmetric and sym-
metric) in which the agent can decide on one of the hypotheses or declare its experiments
inconclusive. Using information-theoretic techniques, we obtained lower bounds on optimal
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misclassification probability in these problems. We also derived upper bounds by construct-
ing appropriate strategies and analyzing their performance. We proposed a novel approach to
designing deterministic and adaptive strategies for these active hypothesis testing problems. We
proved that these deterministic strategies are asymptotically optimal, and through numerical
experiments, demonstrated that they have significantly better performance in the non-asymptotic
regime in some problems of interest.
APPENDIX A
AUXILIARY RESULTS
Proposition 2: Let i ∈ X be a hypothesis. For any j 6= i and at each time n, let ρ˜n(j) =
ρn(j)/(1− ρn(i)). Then for any experiment selection strategy g, we have
ρ˜n(j) =
e(log ρ˜1(j)−Zn−1(j))∑
k 6=i e
(log ρ˜1(k)−Zn−1(k))
, (83)
with probability 1. Here, Zn(j) is the total log-likelihood ratio defined in Definition 9.
Proof: We have
ρ˜n(j) =
ρn(j)∑
k 6=i ρn(k)
=
ρ1(j)
∏n−1
m=1 p
Um
j (Ym)∑
k 6=i ρ1(k)
∏n−1
m=1 p
Um
k (Ym)
=
ρ˜1(j)
∏n−1
m=1
pUmj (Ym)
pUmi (Ym)∑
k 6=i ρ˜1(k)
∏n−1
m=1
pUm
k
(Ym)
pUmi (Ym)
=
e(log ρ˜1(j)−Zn−1(j))∑
k 6=i e
(log ρ˜1(k)−Zn−1(k))
.
Corollary 1: Under the setting of Proposition 2, we have for each 0 ≤ s ≤ 1 and j 6= i,
(ρn(j))
s∑
k 6=i(ρn(k))
s
=
e(s log ρ˜1(j)−sZn−1(j))∑
k 6=i e
(s log ρ˜1(k)−sZn−1(k))
. (84)
Proof: This result is a consequence of Proposition 2 and some simple algebraic manipula-
tions.
Lemma 7: Let g be any experiment selection strategy and let f be a deterministic inference
strategy. Let AN+1 be the region in which the inference policy f selects hypothesis i, that is
AN+1 := {I : f(I : i) = 1,P
f,g[IN+1 = I ] 6= 0}.
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Then
φN(i) = E
g
i
[
e(−(Ci(ρN+1)−Ci(ρ1)−log 1AN+1 (IN+1))
]
.
Proof: Using Proposition 1, we have
E
g
i
[
e(−(Ci(ρN+1)−Ci(ρ1)−log 1AN+1 (IN+1)))
]
= Egi
[
exp
(
− log
P gN,i(IN+1)
QgN,i(IN+1)
+ log 1AN+1(IN+1)
)]
=
∑
I∈AN+1
P gN,i(I )
QgN,i(I )
P gN,i(I )
=
∑
I∈AN+1
QgN,i(I ) = φN(i).
APPENDIX B
PROOF OF PROPOSITION 1
For any instance IN+1 ∈ IN+1 such that P
g[IN+1 = IN+1] > 0, we have the following using
Bayes’ rule
log
P gN,i(IN+1)
QgN,i(IN+1)
= log
P
g[IN+1 = IN+1 | X = i]
Pg[IN+1 = IN+1 | X 6= i]
(85)
= Ci(ρN+1)− Ci(ρ1), (86)
where ρN+1 is the posterior belief associated with the instance IN+1. Note that because of
Assumption 1, Pg[IN+1 = IN+1] > 0 implies that both the numerator and the denominator in
(85) are non-zero and thus, the expression in (85) is well-defined. Since equation (86) is true
for every instance IN+1 with non-zero probability, we have our result.
APPENDIX C
PROOF OF LEMMA 1
Define a random variable X† as follows: X†
.
= 1 if XˆN = i and X
† .= 0 otherwise. Thus, we
have
ψN(i) = P
f,g[X† = 1 | X = i] (87)
φN(i) = P
f,g[X† = 1 | X 6= i]. (88)
November 19, 2019 DRAFT
SUBMITTED TO IEEE TRANSACTIONS ON AUTOMATIC CONTROL 33
In this proof, let us denote ψN (i) with ψ and φN(i) with φ for convenience. Notice that under
strategies g and f , the variables X, IN+1 and X
† form a Markov chain. That is,
P
f,g[X† = 1 | X, IN+1] = P
f,g[X† = 1 | IN+1]. (89)
Therefore, using the data-processing property of relative entropy [5, 7], we can conclude that
D(P gN,i||Q
g
N,i) ≥ ψ log
ψ
φ
+ (1− ψ) log
1− ψ
1− φ
a
≥ −ψ logφ+ ψ logψ + (1− ψ) log (1− ψ)
b
≥ −ψ logφ− log 2
c
≥ −(1 − ǫN ) logφ− log 2.
Inequality (a) follows from the fact that 1 − φ ≤ 1. Inequality (b) holds because −ψ logψ −
(1−ψ) log (1− ψ) is a binary entropy and can at most be log 2. Inequality (c) follows from our
assertion that ψN (i) ≥ 1− ǫN . Therefore, we have
−
1
N
logφN(i) ≤
JgN(i)
1− ǫN
+
log 2
N(1 − ǫN )
. (90)
APPENDIX D
PROOF OF LEMMA 2
We have
log
ρn+1(i)
1− ρn+1(i)
− log
ρ1(i)
1− ρ1(i)
(91)
a
= log
ρ1(i)
∏n
m=1 p
Um
i (Ym)∑
j 6=i ρ1(j)
∏n
m=1 p
Um
j (Ym)
− log
ρ1(i)
1− ρ1(i)
(92)
= log
∏n
m=1 p
Um
i (Ym)∑
j 6=i ρ˜1(j)
∏n
m=1 p
Um
j (Ym)
(93)
=− log
∑
j 6=i
exp
(
log ρ˜1(j) +
n∑
m=1
λji (Um, Ym)
)
= − log
[∑
j 6=i
exp
(
log ρ˜1(j)− Zn(j)
)]
. (94)
Equality (a) follows from the fact that the observation Ym is independent of the past Im =
{U1:m−1, Y1:m−1} conditioned on the hypothesis X and the current experiment Um.
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APPENDIX E
PROOF OF LEMMA 3
Using the definition of cross-entropy, we have
−H(βi∗, ρ˜n+1) =
∑
j 6=i
βi∗(j) log ρ˜n+1(j)
a
=
∑
j 6=i
βi∗(j) log
(
ρ˜1(j)e
−Zn(j)∑
k 6=i ρ˜1(k)e
−Zn(k)
)
= −H(βi∗, ρ˜1)− Z¯n − log
[∑
k 6=i
exp (log ρ˜1(k)− Zn(k))
]
b
= −H(βi∗, ρ˜1)− Z¯n + Ci(ρn+1)− Ci(ρ1).
Equality (a) follows from Proposition 2 in Appendix A and equality (b) is a consequence of
Lemma 2.
APPENDIX F
PROOF OF LEMMA 4
Using the definition of expected confidence rate, we have
JgN(i) =
1
N
E
g
i [Ci(ρN+1)− Ci(ρ1)]
a
≤
H(βi∗, ρ˜1)
N
+
1
N
E
g
i
[∑
j 6=i
βi∗(j)
N∑
n=1
λij(Un, Yn)
]
b
=
H(βi∗, ρ˜1)
N
+
1
N
E
g
i
[∑
j 6=i
βi∗(j)
N∑
n=1
D(pUni ||p
Un
j )
]
=
H(βi∗, ρ˜1)
N
+
1
N
E
g
[
N∑
n=1
∑
j 6=i
βi∗(j)D(pUni ||p
Un
j )
]
c
≤
H(βi∗, ρ˜1)
N
+
1
N
E
g
i
[
N∑
n=1
D∗(i)
]
=
H(βi∗, ρ˜1)
N
+D∗(i). (95)
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Equality (a) is a consequence of Lemma 3. Equality (b) follows from the fact that
E
g
i
N∑
n=1
λij(Un, Yn) = E
g
i
N∑
n=1
Ei[λ
i
j(Un, Yn) | Un] (96)
= Egi
N∑
n=1
D(pUni ||p
Un
j ). (97)
Inequality (c) follows from the definition of the min-max distribution βi∗. Combining inequalities
(95) and (35) from Lemma 1 gives us (39).
APPENDIX G
PROOF OF LEMMA 5
Let AN+1 be the region in which the inference policy f described in Lemma 5 selects
hypothesis i, that is
AN+1 := {I : f(I : i) = 1,P
f,g[IN+1 = I ] 6= 0}.
We have
P
f,g[XˆN+1 = i, X 6= i] = P
g[IN+1 ∈ AN+1, X 6= i]
=
∑
I∈AN+1
P
g[IN+1 = I , X 6= i]
=
∑
I∈AN+1
P
g[IN+1 = I , X = i]e
[
− log
P
g [IN+1=I ,X=i]
Pg [IN+1=I ,X 6=i]
]
a
=
∑
I∈AN+1
P
g[IN+1 = I , X = i] exp [−Ci(ρ)] (98)
b
≤
∑
I∈AN+1
P
g[IN+1 = I , X = i] exp [−(θ + Ci(ρ1))] (99)
c
≤ ρ1(i)e
−(θ+Ci(ρ1)) = (1− ρ1(i))e
−θ. (100)
In equality (a), ρ is the posterior belief on X given information I . Equality (a) follows from
the definition of confidence level. Inequality (b) follows from the fact that Ci(ρ) ≥ θ + Ci(ρ1)
for every I ∈ AN+1. And inequality (c) is simply because P
g[IN+1 = I , X = i] ≤ P[X = i].
Therefore,
φN(i) = P
f,g[XˆN+1 = i | X 6= i] ≤ e
−θ. (101)
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APPENDIX H
PROOF OF THEOREM 2
Let us fix the horizon N . In this proof, we will drop the superscript from gN and simply
refer to it as g for convenience. Since the inference strategy has a threshold structure (see (21)),
proving that ψN(i) ≥ 1− ǫN is equivalent to proving that the probability
P
g
i [Ci(ρN+1)− Ci(ρ1) < θN ] ≤ ǫN .
To this end, we will begin with obtaining upper bounds on the moment-generating function
(MGF) of the confidence increment and then obtain a Chernoff bound based on these upper
bounds.
1) Confidence Level and Log-likelihood Ratios: Let 0 < s ≤ 1. Using Lemma 2, we have
E
g
i exp[− s(Ci(ρN+1)− Ci(ρ1))]
= Egi
(∑
j 6=i
exp (log ρ˜1(j)− ZN(j))
)s
(102)
= Egi
(∑
j 6=i
(exp (s log ρ˜1(j)− sZN(j)))
1/s
)s
a
≤ Egi
[∑
j 6=i
exp (s log ρ˜1(j)− sZN(j))
]
(103)
=
∑
j 6=i
E
g
i exp (s log ρ˜1(j)− sZN(j)) . (104)
Inequality (a) holds because ‖ · ‖1/s ≤ ‖ · ‖1. Inequality (104) provides an upper bound on the
MGF of the confidence increment in terms of the MGFs of the log-likelihood ratios.
2) Open-loop Randomized Experiment Selection at time n+ 1: Let n < N . Consider a
scenario in which all the experiments upto time n are selected using strategy g but the experiment
Un+1 is randomly selected using the distribution α
i∗ instead of using the strategy g. Under this
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modified strategy (say g˜), for some alternate hypothesis j 6= i, we have
E
g˜
i exp (s log ρ˜1(j)− sZn+1(j)) (105)
= Egi [E
g˜
i [exp (s log ρ˜1(j)− sZn+1(j)) | In+1]]
= Egi [exp (s log ρ˜1(j)− sZn(j)) (106)
× Eg˜i [exp(−sλ
i
j(Un+1, Yn+1)) | In+1]].
Let us analyze the term E
g˜
i [exp(−sλ
i
j(Un+1, Yn+1)) | In+1] in (112) separately. Since the
observation Yn+1 is conditionally independent of In+1 given the experiment Un+1 and the true
hypothesis X (see equation (3)), we have
E
g˜
i [exp(−sλ
i
j(Un+1, Yn+1)) | In+1] (107)
=
∑
u
αi∗(u)Ei[exp(−sλ
i
j(u, Y ))] =
∑
u
αi∗(u)µij(u, s).
Also, under the same strategy αi∗, the random variable λij(Un+1, Yn+1) has meanD
i
j
.
=
∑
u α
i∗D(pui ||p
u
j )
and is bounded by B with probability 1 because of Assumption 1. Bounded variables are sub-
Gaussian (see Hoeffding’s lemma in [25]) and thus, we have
E
α
i [exp(−sλ
i
j(Un+1,Yn+1)) | In+1]
≤ exp(−sDij + s
2B2/2) (108)
≤ exp(−sD∗(i) + s2B2/2), (109)
where the last inequality follows from the fact that Dij ≥ D
∗(i) for all j 6= i. Combining the
results (107) and (109), we can say that when Un+1 is selected using α
i∗,
∑
j 6=i
exp (s log ρ˜1(j)− sZn(j))
× Eg˜i [exp(−sλ
i
j(Un+1, Yn+1)) | In+1] (110)
=
∑
j 6=i
exp (s log ρ˜1(j)− sZn(j))
∑
u
αi∗(u)µij(u, s) (111)
≤
∑
j 6=i
exp (s log ρ˜1(j)− sZn(j)) exp(−sD
∗(i) + s2B2/2). (112)
We will use the result in (112) to inductively obtain a bound on the MGF of the confidence
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increment under the strategy g.
3) Inductive Step: Having established the results (106) and (112), we will now prove the
following key Lemma.
Lemma 8: For any experiment selection strategy g that satisfies Criterion 1, we have
∑
j 6=i
E
g
i exp
(
s log ρ˜1(j)− sZn+1(j)
)
(113)
≤
(∑
j 6=i
E
g
i exp (s log ρ˜1(j)− sZn(j))
)
(114)
× exp(−sD∗(i) + s2B2/2). (115)
Proof: Since g satisfies Criterion 1, using Corollary 1 in Appendix A, we have∑
j 6=i
∑
u(ρn+1(j))
sαn+1(u)µ
i
j(u, s)∑
j 6=i(ρn+1(j))
s
≤
∑
j 6=i
∑
u(ρn+1(j))
sαi∗(u)µij(u, s)∑
j 6=i(ρn+1(j))
s
⇐⇒
∑
j 6=i
exp (s log ρ˜1(j)− sZn(j))
∑
u
αn+1(u)µ
i
j(u, s)
≤
∑
j 6=i
exp (s log ρ˜1(j)− sZn(j))
∑
u
αi∗(u)µij(u, s). (116)
Recall that αn+1 ∈ ∆U is the distribution selected by the strategy g at time n + 1. Thus, we
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have
∑
j 6=i
E
g
i exp (s log ρ˜1(j)− sZn+1(j)) (117)
=
∑
j 6=i
E
g
i [E
g
i [exp (s log ρ˜1(j)− sZn+1(j)) | In+1]] (118)
=
∑
j 6=i
E
g
i [exp (s log ρ˜1(j)− sZn(j)) (119)
× Egi [exp(−sλ
i
j(Un+1, Yn+1)) | In+1]]
a
= Egi
∑
j 6=i
exp (s log ρ˜1(j)− sZn(j))
∑
u
αn+1(u)µ
i
j(u, s)
b
≤ Egi
∑
j 6=i
exp (s log ρ˜1(j)− sZn(j))
∑
u
αi∗(u)µij(u, s)
c
≤ Egi
∑
j 6=i
exp (s log ρ˜1(j)− sZn(j))
× exp(−sD∗(i) + s2B2/2), (120)
where equality (a) follows from the fact that the observation Yn+1 is conditionally independent
of In+1 given αn+1. Inequality (b) follows from the result in (116) and inequality (c) is a
consequence of the result (112).
Using the result in (104) and applying Lemma 8 inductively, we have
E
g
i exp[− s(Ci(ρN+1)− Ci(ρ1))] (121)
≤
∑
j 6=i
(ρ˜1(j))
s exp(−sND∗(i) + s2NB2/2) (122)
≤M exp(−sND∗(i) + s2NB2/2). (123)
4) Chernoff Bound: We can use the Chernoff bound [26] to conclude that
P
g
i [Ci(ρN+1)− Ci(ρ1) < θ] (124)
≤ Egi exp[−s(Ci(ρN+1)− Ci(ρ1)− θ)] (125)
a
≤M exp(sθ − sND∗(i) + s2NB2/2) (126)
b
= ǫN . (127)
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Inequality (a) follows from the result in (123). Equality (b) is obtained by substituting θ = θN
and s = sN where
θN
.
= ND∗(i)−
sNNB
2
2
−
1
sN
log
M
ǫN
,
and sN is as defined in (25). Under Assumptions 2, one can easily verify that θN/N → D
∗(i)
as N →∞. Thus, we have shown that for the strategy pair (fN , gN), ψN (i) ≥ 1− ǫN .
APPENDIX I
FEASIBILITY OF STRATEGY IN SECTION IV-1 FOR PROBLEM (P2)
Let T be the smallest time index such that ML hypothesis i¯n = X for every n ≥ T . That is,
T = min{n′ : i¯n = X ∀n ≥ n
′}. (128)
Notice that T is a random variable. Under Assumption 3, it was shown in [10] (Lemma 1) that
there exist constants b,K > 0 such that for every i ∈ X and any strategy g ∈ G, we have
P
g
i [T > n] ≤ Ke
−bn. Let
N ′
.
=
⌈
−
1
b
log
ǫN
2K
⌉
. (129)
This ensures that P
g
i [T > N
′] ≤ ǫN/2. Fix a hypothesis i. Define the following event for each
n ≥ N ′
Zn = {¯ik = X,N
′ ≤ k ≤ n}. (130)
Clearly, the events Zn are decreasing with n. Also, we have
{T ≤ N ′} ⊆ Zn, (131)
for every n ≥ N ′.
Due to the threshold structure of the inference strategy f¯N , proving that ψN (i) ≥ 1 − ǫN is
equivalent to showing that
P
g
i [Ci(ρN+1)− Ci(ρ1) < θN (i)] ≤ ǫN .
To do so, we will use a Chernoff-bound based approach similar to the approach in Appendix H.
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We have
P
g
i [Ci(ρN+1)− Ci(ρ1) < θN(i)] (132)
= Pgi [Ci(ρN+1)− Ci(ρ1) < θN (i), T > N
′] (133)
+ Pgi [Ci(ρN+1)− Ci(ρ1) < θN (i), T ≤ N
′] (134)
≤ ǫN/2 + P
g
i [Ci(ρN+1)− Ci(ρ1) < θN (i), T ≤ N
′], (135)
where the last inequality follows from the definition of N ′.
1) Bounds on the MGF of Confidence Increment: For some 0 ≤ s ≤ 1, consider the following
E
g¯
i exp[−s(Ci(ρN+1)− Ci(ρ1));T ≤ N
′] (136)
a
≤
∑
j 6=i
E
g¯
i [exp (s log ρ˜1(j)− sZN(j)) ;T ≤ N
′] (137)
b
≤
∑
j 6=i
E
g¯
i [exp (s log ρ˜1(j)− sZN(j)) ;ZN ] (138)
c
≤
∑
j 6=i
E
g¯
i [exp (s log ρ˜1(j)− sZN−1(j)) ;ZN ] (139)
× exp(−sD∗(i) + s2B2/2) (140)
d
≤
∑
j 6=i
E
g¯
i [exp (s log ρ˜1(j)− sZN−1(j)) ;ZN−1] (141)
× exp(−sD∗(i) + s2B2/2) (142)
e
≤
∑
j 6=i
E
g¯
i [exp (s log ρ˜1(j)− sZN ′−1(j))] (143)
× (exp(−sD∗(i) + s2B2/2))N−N
′+1 (144)
f
≤M(exp(−sD∗(i) + s2B2/2))N−N
′+1. (145)
Inequality (a) is a consequence of the result in equation (104). Inequality (b) holds because
the event {T ≤ N ′} ⊆ ZN . Notice that under the events ZN and {X = i}, we have i¯N = i,
and by the construction of strategy g¯N , the experiment UN is selected using the control law
gN,iN . This control law at time N satisfies Criterion 1 which is the condition required for using
Lemma 8. Thus, inequality (c) can be obtained from the same arguments used to prove Lemma
8. Inequality (d) holds because ZN ⊆ ZN−1. Inequality (e) is obtained by inductively applying
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the arguments (b)− (d). Inequality (f) is due to Lemma 9 state below.
Lemma 9: Let i, j ∈ X . If 0 ≤ s ≤ 1, then under any strategy g and for every n, we have
E
g
i [exp (s log ρ˜1(j)− sZn(j))] ≤ 1. (146)
Proof: We have
E
g
i [exp (s log ρ˜1(j)− sZn(j))] (147)
= Egi [E
g
i [exp (s log ρ˜1(j)− sZn(j)) | In]] (148)
= Egi [exp (s log ρ˜1(j)− sZn−1(j))]µ
i
j(Un, s) (149)
a
≤ Egi [exp (s log ρ˜1(j)− sZn−1(j))] (150)
b
≤ Egi [exp (s log ρ˜1(j))] ≤ 1. (151)
Inequality (a) is because for any experiment u, µij(u, s) is convex and µ
i
j(u, 0) = µ
i
j(u, 1) = 1.
Inequality (b) is obtained by inductively applying the same arguments.
2) Chernoff Bound: Let N ′′
.
= N −N ′ + 1 and let ζ > 0 be any small constant. Define
θN (i) (152)
.
= max
{
ζ − Ci(ρ1), N
′′D∗(i)−
sNN
′′B2
2
−
1
sN
log
2M
ǫN
}
,
where sN is as defined in (25). Under Assumption 2, one can verify that θN (i)/N → D
∗(i).
Further, we can say that there exists an integer N¯ such that N ′′ > 0 and for every i ∈ X and
N ≥ N¯ , we have θN (i) > ζ − Ci(ρ1). Thus, for every N ≥ N¯ , using the Chernoff bound [26],
we have
P
g
i [Ci(ρN+1)− Ci(ρ1) < θN(i), T ≤ N
′]
≤ Egi exp[−s(Ci(ρN+1)− Ci(ρ1)− θN(i));T ≤ N
′]
a
≤M(exp(sθN(i)− sN
′′D∗(i) + s2N ′′B2/2))
b
≤ ǫN/2,
where inequality (a) follows from (145) and inequality (b) is obtained by substituting the values
of θN (i) and sN . Combining this result with (135), we have
P
g
i [Ci(ρN+1)− Ci(ρ1) ≤ θN (i)] ≤ ǫN .
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Therefore, the strategy pair (f¯N , g¯N) defined in Section IV-1 satisfies the constraints in
Problem (P2).
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