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1 Introduction3
Rare event analysis has been attracting continuous and growing attention over the4
past decades. It has many possible applications in different areas, e.g., queueing5
theory, insurance, engineering etc. As explicit expressions are hard to obtain, and6
asymptotic approximations often lack error bounds, one often applies simulation7
methods to obtain performance measures of interest.8
Obviously, the use of standard Monte Carlo simulation for estimating rare event9
probabilities has an inherent problem: it is extremely time consuming to obtain10
reliable estimates since the number of samples needed to obtain an estimate of a11
certain predefined accuracy is inversely proportional to the probability of interest.12
Two important techniques to speed up simulations are Importance Sampling (IS)13
and Multilevel Splitting (MS).14
IS prescribes to simulate the system under a new probability measure such that15
the event of interest occurs more frequently, and corrects the simulation output by16
means of likelihood ratios to retain unbiasedness. The likelihood ratios essentially17
capture the likelihood of the realization under the old measure with respect to the18
new measure. The choice of a ‘good’ new measure is rather delicate; in fact only19
measures that are asymptotically efficient are worthwile to consider. We refer to20
[3] for more background on IS and its pitfalls.21
The other technique, multilevel splitting (MS), is conceptually easier, in the22
sense that one can simulate under the normal probability measure. When a sample23
path of the process is simulated, this is viewed as the path of a ‘particle’. When24
the particle approaches the target set to a certain distance, the particle splits25
into a number of new particles, each of which is then simulated independently of26
each other. This process may repeat itself several times, hence the term multilevel27
splitting. Typically, the states where particles should be split are determined by28
selecting a number of level sets of an importance function f . Every time a particle29
(sample path) crosses the next level set of the importance function f , it is split.30
The splitting factor (i.e. the number of particles that replaces the original particle)31
may depend on the current level.32
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The challenge is to choose an importance function that will ensure that the33
probability of reaching the target set is roughly the same for all states that belong34
to the same level. Moreover, choosing the splitting factors appropriately is also35
important, see [1, 2]. Sample paths will hardly ever end up in the rare set if this36
factor is too small, while the number of particles (and consequently the simulation37
effort) will grow fast if this factor is too large. For an overview of the MS method38
see [5].39
There are not many examples of asymptotically efficient MS schemes for esti-40
mating general types of rare events in the present literature. Most articles deal41
either with effective heuristics for particular (queueing) models, usually providing42
good estimates without rigorous analysis, see e.g. [6]; or with restrictive models,43
see e.g. [2]. The recent work in [1] does enable one to construct an asymptotically44
efficient MS scheme for estimating the probability of first entrance to a rare set,45
when the decay rate of the probability is known for all starting states. The authors46
used control-theoretic techniques to derive and prove their results.47
In this work we also provide a simple and asymptotically efficient MS scheme48
for estimating the probability of first entrance to some rare set. The scheme can49
be seen as part of the class of asymptotically efficient MS schemes developed in50
[1]. However, since we are only interested in easy-to-implement (but still efficient)51
schemes, we use a fixed, pre-specified splitting factor R, to be used for all lev-52
els. This is in contrast to the setting in [1] where the splitting factor may vary53
between levels and is usually noninteger (which is then implemented by using a54
randomization procedure). We accompany the scheme with a proof of its asymp-55
totic efficiency which is relatively easy, in the sense that it only uses probabilistic56
arguments and some simple bounds, thereby giving insight into why the scheme57
works so well.58
The rest of the paper’s structure is as follows. In Section 2 we first describe59
the model of interest and, after a brief review of the MS method, we provide the60
MS scheme itself. A sketch of the proof of asymptotic efficiency of the scheme is61
given in Section 3. Supporting numerical results for a two-node tandem model are62
presented in Section 4 and compared with results from IS on the same model; in63
fact it turns out that MS can be a good alternative to IS for certain parameter64
settings.65
2 Model and Preliminaries66
2.1 Model67
We consider some Markov process {Qk} that lives in a domain DB and has a finite68
number of possible jump directions vi with corresponding transition probabilities69
νi. Although this is not essential we will assume {Qk} to be a random walk for70
ease of exposition. We are interested in the probability that {Qk} hits the (rare)71
target set TB before the ‘tabu’ set AB , starting from some state s /∈ TB ∪AB .72
To clarify the situation we provide a simple queueing example, in which {Qk} is73
the joint-queue length after the k-th transition of the Markov chain that describes74
a two-node Jackson tandem network. Then we may be interested in the event75
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where, starting from some state, the queue of the second node reaches a level B76
before the entire system becomes empty again. Then obviously, B is the ‘rarity77
parameter’ (in the sense that the event becomes more rare as we choose larger78
values for B), and we have DB = R2+; TB = {x ∈ D : x2 ≥ B} and AB = (0, 0).79
It is convenient to scale the process {Qk} with the parameter B. The scaled80
process Xk = Qk/B then makes jumps of size vi/B, and lives in the domain D,81
which is the scaled version of DB . The target and tabu sets TB and AB are scaled82
in the same manner, their scaled versions being given by T and A.83
For such (disjoint) sets A and T and some state s ∈ D, such that s /∈ A∪T , we84
define the stopping time τ sB = inf{k > 0 : Xk ∈ T, Xj /∈ A ∀j = 1, . . . , k−1, X0 =85
s}, where τ sB = ∞ if {Xk} hits the set A before T . The probability of interest is86
now as follows:87
psB = P
(
XτsB <∞
)
.
Importantly, we will assume that this probability decays exponentially in B, with88
decay rate89
lim
B→∞
B−1 log psB = −γ(s).
In fact we will even assume that this convergence is uniform in s:90
Assumption 1. For any  > 0, some B∗ > 0 exists such that for all s /∈ A ∪ T91
we have B−1 log psB + γ(s) <  for B > B
∗.92
2.2 Multilevel Splitting93
To apply MS, one first needs to define a family of nested sets {Lk}, k = 0, . . . ,m94
such that95
T = Lm ⊂ Lm−1 ⊂ . . . ⊂ L1 ⊂ L0 ⊂ D.
This family {Lk} should be chosen such that every state that belongs to the96
boundary of Lk has similar importance, i.e., the probability of reaching T before97
A should be approximately equal for every state x ∈ `k = ∂Lk. We will require98
the weaker statement99
lim
B→∞
B−1 log psB = ck, ∀s ∈ `k, k = 0, . . . ,m,
where the ck are constants. Given this family, we start at the initial state s (which100
belongs to `0) with exactly R0 particles. We continue to simulate each of them101
until they either cross level `1 or hit the tabu set A. All particles that end up102
in A are to be terminated without any replacement. Every particle that reaches103
level `1 is to be replaced by R1 independent replicas. We continue to simulate all104
the (new) particles until they cross the next level `2 or hit the tabu set A, and so105
on. At stage k we start with some number of particles in level `k−1 and simulate106
them until they reach `k or A. Then each particle that crossed `k is replaced107
by Rk independent copies, while all particles in A are terminated. We stop the108
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procedure when them-th level (i.e., the target set T ) is reached. Now we construct109
the estimator as follows:110
pˆB =
X
R0 ·R1 · . . . ·Rm−1 , (1)
where X is the number of particles that eventually reaches the target set T before111
the tabu set A. The estimate of psB is constructed by averaging a number of112
independent replications of pˆB.113
We now describe the Multilevel Splitting scheme we propose:114
1. Choose some integer R to be the splitting factor for all levels.
2. Compute the number of levels nB := bBγ(s)/ logRc.
3. Define levels `k :=
(
x ∈ D : γ(s)− γ(x) = k
B
logR
)
, k = 0, . . . , nB .
4. Define the different splitting factor R′ := beBγ(s)−nB logRc, to be used at
level nB only.
(2)
The idea of the scheme is clear: different states x in the same level have the115
same decay rate for their respective probabilities pxB , and the different levels are116
defined such that the total decay rate γ(s) is ‘evenly spread’; in other words,117
the distances between consecutive levels are equal in terms of decay rate. The118
corresponding probability of reaching the next level is roughly equal to 1/R due119
to the choice of nB in step 2, so that on average only one particle out of R will120
reach the next level. Finally, since level nB is in general not the boundary of the121
target set T (due to the rounding in step 2), and the probability to reach T from122
this level is larger than 1/R, we can do with the lower splitting factor R′ at level123
nB .124
3 Asymptotic Efficiency125
In this section we provide the proof of asymptotic efficiency of our MS scheme; we126
will call an estimator asymptotically efficient if127
lim sup
B→∞
B−1 log
(
w(B)Epˆ2B
) ≤ −2γ(s), (3)
where w(B) represents the expected computational effort per replication of pˆB.128
For the specific form of w(B) we can make various choices. Here we assume that129
the required time effort linearly increases in the starting level. That is, we assume130
it takes k + 1 time units to simulate a sample path of a particle starting from131
level k, since with high probability it will reach A before `k+1; see also [2] for the132
motivation of this choice.133
In order to simplify notation we omit the dependence on B in the notation nB134
for the number of levels. Also we rewrite the estimator in (1) as follows:135
pˆB =
1
RnR′
RnR′∑
i=1
Ii. (4)
4
Here we used that we have the same splitting factor R at each level, except the last136
one which is R′, and the Ii are indicator random variables for each of the RnR′137
possible particles that may be simulated; Ii = 1 if the i-th particle hits the target138
set T before the tabu set A, and Ii = 0 otherwise. At first sight, it may seem139
that the number of particles needed to obtain this estimator grows exponentially140
in n, and consequently in B. However this is not the case, since we only need141
to simulate a few of all possible RnR′ particles till the end. Suppose for instance142
that from the initial R particles only one reaches `1 before A, then the maximum143
number of possible particles to be simulated further is already reduced from RnR′144
to Rn−1R′.145
In order to prove that (3) holds for our scheme, we now first analyze the second146
moment of the estimator, which can be rewritten as follows:147
B−1 logEpˆ2B = B−1 log
(
1
R2nR′2
)
+B−1 logE
RnR′∑
i=1
Ii
2. (5)
It is not difficult to see that the first term in the right-hand side of (5) converges to148
−2γ(s) as B grows to ∞, thanks to line 2 in (2). We applied some combinatorial149
methods and Assumption 1 to show that the last term in (5) converges to zero150
when B grows to ∞, leading to151
lim
B→∞
B−1 logEpˆ2B ≤ −2γ(s). (6)
As for the expected computational effort, again, our analysis is based on some152
combinatorics and Assumption 1, which leads to153
lim
B→∞
B−1 logw(B) = 0. (7)
Combining the statements in (6) and (7) now immediately leads to the main154
result of the paper:155
Theorem 1. The Multilevel Splitting algorithm (2) is asymptotically efficient.156
4 Numerical Results157
In this section we illustrate the efficiency of the MS scheme by applying it to a158
two-node tandem Jackson network; we consider the rare event in which the second159
queue collects some large number of jobs B before the entire system empties.160
We provide some estimates for the corresponding probability psB using our MS161
scheme (2) and compare its performance with that of the (also asymptotically162
efficient) IS scheme developed in [4]. There, we always performed a fixed number163
of 106 simulation runs, while the relative error and the actual simulation time (in164
seconds) were important indicators of the efficiency of the scheme. Here we use165
the computer time from [4] as a time budget for the current MS scheme in order166
to make a fair comparison.167
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(λ, µ1, µ2) s B p
s
B RE RE(IS) time
20 5.98 · 10−2 ± 2.57 · 10−4 2.19 · 10−3 3.12 · 10−3 28
(0.3, 0.36, 0.34) (0, 0) 50 1.52 · 10−3 ± 1.72 · 10−5 5.77 · 10−3 3.94 · 10−3 80
100 2.91 · 10−6 ± 5.80 · 10−8 10.1 · 10−3 4.74 · 10−3 168
20 1.99 · 10−5 ± 4.09 · 10−7 1.04 · 10−2 1.32 · 10−3 7
(0.1, 0.55, 0.35) (0.6B, 0) 50 3.19 · 10−12 ± 2.09 · 10−13 5.10 · 10−2 1.58 · 10−3 18
100 1.87 · 10−23 ± 3.54 · 10−24 9.65 · 10−2 1.81 · 10−3 35
20 3.29 · 10−2 ± 2.59 · 10−4 4.01 · 10−3 3.79 · 10−2 28
(0.3, 0.33, 0.37) (0, 0) 50 7.00 · 10−5 ± 2.07 · 10−6 1.50 · 10−2 7.90 · 10−2 84
100 1.92 · 10−9 ± 1.29 · 10−10 3.42 · 10−2 13.4 · 10−2 189
Table 1: Simulation results
We present estimates of psB for different starting states s and parameter set-168
tings, accompanied by their 95% confidence intervals and relative errors, see Ta-169
ble 1, as well as the relative errors obtained using the IS scheme from [4].170
Clearly, the MS scheme (2) gives good results. In fact the relative error is lower171
than that of the IS scheme when the parameters λ, µ1, µ2 are close to each other.172
Indeed, it was known that IS performs relatively poorly in such scenarios, and it is173
interesting to see that MS provides a good alternative. On the other hand, when174
the parameters are not close to each other, MS is outperformed by IS. This may175
be understood from the fact that simulating under the normal measure (as is done176
in MS) for such cases is difficult, since the number of jobs in the second queue has177
a strong downward drift.178
References179
[1] T. Dean and P. Dupuis. Splitting for rare event simulation: a large deviations180
approach to design and analysis. Preprint, 2008.181
[2] P. Glasserman, P. Heidelberger, P. Shahabuddin, and T. Zajic. Multilevel182
splitting for estimating rare event probabilities. IBM Research Report, RC183
20478, 1996.184
[3] P. Heidelberger. Fast simulation of rare events in queueing and reliability185
models. ACM Transactions on Modeling and Computer Simulation, 5(1):43–186
85, 1995.187
[4] D.I. Miretskiy, W.R.W. Scheinhardt, and M.R.H. Mandjes. Rare-event simu-188
lation for tandem queues: a simple and efficient importance sampling scheme.189
Preprint, 2008.190
[5] P. Shahabuddin. Rare event simulation in stochastic models. In Proceedings191
of the 27th conference on Winter simulation, pages 178–185. IEEE Computer192
Society, 1995.193
[6] M. Ville´n-Altamirano and J. Ville´n-Altamirano. On the efficiency of RESTART194
for multidimensional state systems. ACM Transactions on Modeling and Com-195
puter Simulation, 16(3):251–279, 2006.196
6
