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dat de covariantie matrix van de storingstermen niet-singulier
is, overbodig.
Goldberger, A.S. "Econometric Theory",
Wiley and Sons, 1964, p. 247.
3. Van de door respectievelijk Cochrane en Orcutt, Durbin en
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4. Het voorstel van Asatoshi Maeshiro de keuze tussen de verschil-
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5. De bewering van Goldberger dat plim t  = 0 impliceert dat
n+CO
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Goldberger, A.S. "Econometric Theory",
Wiley and Sons, 1964, p. 118.
6. Binnen de huidige econometrie opleiding dient een splitsing
aangebracht te worden in een richting waarin de nadruk op wis-
kunde en statistiek wordt gelegd, en een richting waarin het
accent valt op de economie.
7. Het verdient aanbeveling dat de vooraanstaande tijdschriften
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Aan Bertie en het A B C
VOORWOORD
Het is R.Frisch geweest, die, in zijn publikaties "Correlation and
scatter analysis in statistical variables (1929)" en Statistical
Confluence analysis by means of complete regression systems (1934)",
het eerst gewezen heeft op de complicaties, die zich voordoen, indien
men regressie analyse toepast op variabelen waartussen meerdere
onafhankelijke lineaire relaties bestaan. Dat wil zeggen op varia-
belen die multicollineair zijn.
Nu zullen in de praktijk de lineaire relaties tussen de variabelen
slechts bij benadering gelden, zodat, mits aan de overige voor-
waarden van het Gauss-Markof theorema is voldaan, de (gegenerali-
seerde) kleinste kwadraten schatters in theorie beste lineaire
zuivere schatters zijn. De varianties van de op deze wijze geschatte
coofficionten zijn echter zo groot, dat zinvolle interpretatie van
deze coofficionten niet mogelijk is. De eenvoudigste oplossing van
dit probleem, namelijk het verwijderen van zoveel variabelen uit
het model, dat tussen de resterende variabelen geen multicollineari-
teit meer bestaat, stuit in de econometrie op de volgende bezwaren.
Elke verandering in het aantal variabelen wijzigt het model, waar-
door het niet mogelijk is de, aan het model ten grondslag liggende
theorie aan een onderzoek te onderwerpen.
Bovendien schat men in dat geval nietde bij de resterende variabelen
behorende coefficiinten maar (onbekende) lineaire combinaties van
deze coofficionten en van de bij de verwijderde variabelen behoren-
de coofficionten.
Het doel van het, in dit proefschrift beschreven onderzoek is, de
nauwkeurigheid van de schatters van de coEfficidnten van het oor-
spronkelijke model te verhogen door een andere eis, die meestal
aan schatters gesteld wordt, namelijk zuiverheid, te laten verval-
len. Uit de hierna volgende hoofdstukken zal blijken in hoeverre
deze gedachtengang aanleiding geeft tot verbetering van de bestaan-
de schattingsmethoden.
Tot slot van dit voorwoord wil ik gaarne mijn dank betuigen aan allen
die mij bij de het tot stand komen van dit proefschrift behulpzaam
zijn geweest. In het bijzonder wens ik te noemen mijn promotor
Professor Dr. J.J.J. Dalmulder, die mij steeds met raad en daad
terzijde heeft gestaan, en mijn collegah,J.P.C.Kleijnen en
H.N.Weddepohl voor hun belangstelling en opbouwende kritiek.
Ook de dames M.v.d.Bemt en A.Kuling, die met grote zorg en
accuratesse het manuscript hebben getypt,mogen hier niet
onvermeld blijven.
Tilburg maa r t 1972 D.Neeleman
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I.  Enige opmerkingen over economische modellen
I.1 Inleiding
De tweede paragraaf van dit hoofdstuk handelt over lineaire econo-
mische modellen. De in deze paragraaf gebruikte terminologie en
definities sluiten aan bij de algemeen gebruikelijke.
In de derde paragraaf wordt het identificatie probleem behandeld
voor zover nodig voor het begrip van de daarop volgende hoofd-
stukken.
In de vierde paragraaf tenslotte wordt een korte beschouwing ge-
geven over het begrip multi-collineariteit. Een aantal toetsen
voor het opsporen en localiseren hiervan wordt kort beschreven.
De te nemen maatregelen voor het geval multi-collineariteit aan-
wezig is komen in de volgende hoofdstukken ter sprake.
I.2 Het economisch model
De constructie van economische modellen is voor de analyse van
economische verschijnselen van steeds groter belang geworden.
Vandaar de poging in deze paragraaf een omschrijving te geven van
wat in deze studie onder een economisch model wordt verstaan.
Definitie 1.2.1-
Een economisch model is de wiskundige representatie van een econo-
mische "theorie".
Waarbij de term "theorie" gebruikt wordt in de zin zoals Koopmans
[ 1953] die gedefinioerd heeft, n.1. als: "The combination of (a)
principles of economic behavior derived from general observation-
partly introspective, partly through interview or experience  - of
the motives of economic decisions, (b) knowledge of legal and
institutional rules restricting individual behavoir (tax schedules,
price controls, reserve requirements, etc.), (c) technological
knowledge, and (d) carefully constructed definitions of variables".
Gewoonlijk neemt een dergelijk model de vorm van een stelsel ver-
geliJkingen aan, welke de veronderstelde verbanden tussen de meer
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of minder operationeel gedefinieerde grootheden weergeven.
Nu hebben de economische relaties in het algemeen een stochastisch
karakter, d.w. z. dat ze variabelen bevatten waarvan de eigenschap-
pen met behulp van een verdelingsfunctie beschreven worden.
Men spreekt in dat geval van een stochastisch model. Vaak neemt
men echter als vereenvoudiging aan dat de variabelen foutloos
kunnen worden waargenomen en dat de vergelijkingen exact gelden.
In dat geval spreekt men van een exact model.
Deze vereenvoudiging is vaak zinvol omdat de bestudering van be-
paalde pre-statistische problemen, zoals bijvoorbeeld het identi-
ficatie probleem, erdoor wordt vergemakkelijkt.
In deze studie zullen we ons beperken tot lineaire economische
modellen omdat (a) deze modellen wiskundig prettig te hanteren
zijn en (b) ze in de praktijk goed blijken te voldoen als een
eerste benadering van de realiteit.
Het stochastische lineaire model kan in zijn meest algemene vorm
geschreven worden als:
Ast = St (t=l,2,...,T) (1.2.2)
waarin: A is een m x n matrix van coefficionten
(m < n) met rang m.
2   is een kolomvector van n foutloos op tijdstip t
waargenomen variabeien.
E   is een kolomvector van m niet waar te nemen storings-
termen op tijdstip t.
De vector van storingstermen representeert het gezamelijk effect
van al die grootheden die, daar ze elk op zich een verwaarloos-
baar kleine invloed zouden hebben op de relaties, niet in het
vergelijkingenstelsel ziJn opgenomen.
De variabelen Elt'·£2t'...'int' de elementen van de vector zt kan
men nu onderscheiden in (a) exogene en (b) endogene variabelen,
welke als volgt worden gedefinieerd.
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Definitie 1.2.3.
De exogene variabele is een variabele waarvan de waarde op elk
tijdstip t stochastisch onafhankelijk is van de waarden van elke
storingsterm op elk tijdstip t.
Definitie 1.2.4„
Een variabele die niet exogeen is wordt endogeen genoemd.
Deze definities komen overeen met die van Koopmans en Hood [1953].
Hierbij dient opgemerkt te worden dat definitie 1.2.3 impliceert
dat de waarden van de exogene variabelen bepaald worden in een
stelsel vergelijkingen waarin geen endogene variabelen voorkomen,
en dat niet in het model is opgenomen.
Men zegt dan ook wel dat de exogene variabelen buiten het model
worden bepaald.
Een andere indeling van de variabelen, die ook in het vervolg
re'gelmatig zal worden gebruikt is die in (a) voorafbepaalde en
(b) afhankelijke variabelen.
Deze variabelen worden als volgt gedefinioerd.
Definitie 1.2.5*
Een variabele wordt voorafbepaald op tijdstip t genoemd als zij
stochastisch onafhankelijk is van de waarden van elke storings-
term op de tijdstippen t, t+1, t+2,...
Definitie 1.2.6r
Een variabele die op tijdstip t niet voorafbepaald is wordt af-
hankelijk genoemd.
Ook deze definities komen overeen met die van Koopmans en Hood
[ 1953] .
Bij definitie 1.2.5 zij opgemerkt dat hieraan op twee manieren
voldaan kan worden, n.1.
1. Exogene variabelen voldoen aan deze definitie.
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2. Vertraagde endogene variabelen voldoen aan deze definitie,
mits voor elk tijdstip t de vector van storingstermen
6  stochastisch onafhankelijk is van St-1, st-2'
Bevat een model geen vertraagde endogene variabelen dan valt de
indeling afhankelijk/voorafbepaald samen met de indeling endogeen/
exogeen. In het nu volgende zal steeds worden aangenomen dat dit
het geval is.
Met behulp van de hierboven gegeven definities i.2.5 en 1.2.6
is het mogelijk, eventueel na het opnieuw rangschikken van de
variabelen de vector zt te splitsen in een vector van afhankelijke
variabelen, voortaan aangegeven door Zt' en een vector van vooraf-
bepaalde variabelen, voortaan aangegeven door Et.
Het model 1.2.2 kan dan herschreven worden in de vorm
Zt




= E (t=l,2,...T) (1.2.8)-t
waarin:  B'   is een m x s matrix van coefficionten
C'   is een m x (n-s) mairix van coefficionten
Zt   is de kolom vector van de s afhankelijke
variabelen op tijdstip t.
Et   is de kolom vector van de (n-s) vooraf bepaaide
variabelen op tijdstip t.




Een model wordt een volledig model genoemd als B een vierkante
matrix is met rang m,
Dat wil zeggen dat, gegeven de waarden van de storingstermen en
de vooraf bepaalde variabelen op tijdstip t, men de afhankelijke
variabelen op tijdstip t kan bepalen.
Indien in het vervolg de term model wordt gebruikt, wordt daarmee
een volledig model bedoeld, tenzij uitdrukkelijk anders wordt
aangegeven.
Definitie 1.2.10.
Schrijft men het model (1.2.2) in de vorm
It = TT'Xt + nt (t=l,2,...T) (1.2.11)
waarin: A' = - (B')-ic'.
n = (B,)-lit-t
dan spreekt men van de gereduceerde vorm van het model.
Dat wil zeggen dat men de afhankelijke variabelen schrijft als
lineaire combinaties van de vooraf bepaalde variabelen en de
storingstermen.
De vorm (1.2-7) of (1.2.8) van het model wordt, ter onderschei-
ding van de gereduceerde vorm, ook wel de structurele vorm van
het model genoemd-
Een zelfde onderscheiding wordt gemaakt ten Op2ichte van de para-
meters, De elementen van de matrix N' worden de gereduceerde vorm
paramerers van het modei genoemd, de elementen van de matrices
B' en C' de structurele vorm parameters van het model.
Bestaat het modal uit slechts 66n vergelijking dan vallen de
gereduceerde vorm en de scructurele vorm samen.
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I.3. Het identificatie probleem
Alvorens over te gaan tot de omschrijving van het identificatie
probleem is het nodig eerst het begrip structuur in te voeren.
Definitie I.3.1.
Het model waarvan alle structurele parameters in getalwaarde ge-
geven zijn en de verdelingsfunctie van de storingstermen volledig
is gespecificeerd wordt een structuur genoemd.
Een model kan men dos zien als een verzameling structuren. Nu is
het mogelijk dat deze verzameling meerdere elementen bevat welke
niet in strijd zijn met het waarnemingsmateriaal en eventuele
a  priori voorwaarden, zelfs niet als het waarnemingsmateriaal
onbeperkt uitgebreid wordt. In dat geval spreekt men van een niet
te identificeren model. BiJ het identificatie probleem houdt men
zich nu bezig met de vraag onder welke voorwaarden het mogeliJk
is, aan de hand van waarnemingen en eventuele a priori voorwaar-
den op het model, de aan deze waarnemingen ten grondslag liggende
structuur geheel of gedeeltelijk ie bepalen.
Uit de bovenstaande formulering van het identificatie probleem
blijkt dat dit een fundamenteel probleem is dat in vele discipli-
nes een rol speelt.
Het is dus niet een typisch econometrisch probleem en het is zeker
niet beperkt tot her in de voorafgaande paragraaf beschreven
model.
De fundamentele kenmerken van het algemene identificatie probieem
I *zijn te vinden in Koopmans en Reierspi i 1950] .
In de econometrie zijn een tweetal bl]zondere gevallen grondig
geanalyseerd. Te weten het zogenaamde 66n-vergelijking-fouten-op-
de-variabelen model door Neyman [ R937] en Reiers01 [ 19501  en het
in de vorige paragraai beschreven lineaire-simultane-vergelijkingen
model. Dit laatste model werd voor het geval van lineaire restric-
ties op de (Jefficienten behandeld door Koopmans en Rubin[ 1950]
terwijl generalisaties voor niei-lineaire modellen en nlec-lineaire
nevenvoorwaarden zijn gegeven door Wa*d [1950] en Fisher
[ 1959, 1961, 1963j.
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Een meer algemene behandeling van de identificatie problematiek
is onlangs aangegeven door Rothenberg [ 1969] .
In het vervolg van deze paragraaf zal, volledigheidshalve, een
gedeelte van de theorie voor het lineaire-simultane-vergelijkingen
model, namelijk voor zover nodig voor de volgende hoofdstukken,
worden ontwikkeld.
Dat wil zeggen, dat uitsluitend het geval van homogene lineaire
restricties op de coefficionten matrix A in beschouwing zal worden
genomen. Het hierna volgende is uitsluitend op dit geval van toe-
passing.
Allereerst zullen we veronderstellen dat de storingstermen aan
de volgende drie eisen voldoen:
1.  De verwachtingswaarde E(St) van E  is gelijk aan nul-t
voor elke t.
2.  De covariantie matrix van E weergegeven door E is af--t
hankelijk van t.
3.  E  en 50 zijn stochastisch onafhankelijk voor t 0 0.-t




om te vormen tot een exact model en wel als volgt.
Doordat men het waarnemings materiaal naar believen kan uitbreiden
is het mogelijk de verdeling van de endogene variabelen gegeven




Bepaalt men de voorwaardelijke verwachtingswaarde van (1.3.2) dan
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vindt men;
B' E(yt 1 xt) + C'xt = 0 (1.3-4)
een vorm die overeenkomt met het exacte model, met dien verstande
dat de waarnemingen xt zijn vervangen door de overeenkomstige
voorwaardelijke verwachtingswaarden E(Xt 1 xt).
We kunnen ons dus beperken tot de behandeling van de problematiek
van het exacte model. In dat geval is het identificatie probleem
als volgt te formuleren.
Onder welke voorwaarden is het mogelijk de matrix van coefficion-
ten 66nduidig te bepalen, aannemende dat het aantal waarnemingen
onbeperkt mag toenemen.
Dit probleem nu,is te vervangen door een ander, eenvoudiger
probleem n.1.
Onder welke voorwaarden is het mogelijk een bepaalde ril van de
matrix A 66nduidig te bepalen, aannemende dat het aantal waarne-
mingen onbeperkt mag toenemen, Immers heeft men de voorwaarden
gevonden waarvoor een bepaalde vergelijking van het model te
identificeren is, dan kan men m.b,v. deze voorwaarden vergelijking
voor vergelijking van het model bekijken. Zijn alle rijen van A
te bepalen dan is het model geidentificeerd.
Stel om de gedachten te bepalen dat men wenst na te gaan of de
eerste vergelijking van het model geidentificeerd is en stel
deze rij van A gelijk aan a;.
Zonder nadere informatie is de identificatie van al nu onmogelijk
Immers voegt men de waarnemingsvectoren zi tot en met zT samen tot
de matrix Z dan moet gelden:




ofwel niet alleen a; maar alle rijvectoren van A liggen in de
deelruimte opgespannen door de kolomvectoren van de matrix Z.
Maar dat wil zeggen dat zonder nadere informatie een lineaire
combinatie van de rijvectoren van A niet te onderscheiden is van
a'.
De a priori informatie nodig om tot identificatie te komen kan
velerlei vormen aannemen, In deze studie zullen we ons beperken
tot a priori informatie in de vorm van homogene lineaire restric-
ties op de coefficionten van A.
Dat wil zeggen restricties van de vorm
$   a    +$ a + ...+0 a =0 (1.3.7)11 11    12 12 In 1n
waarin $ tot en met $ bekende getallen zijn en minstens 66n11             1n
van deze getallen ongelijk aan nul is.
Deze restricties zijn te schrijven in de vorm:
a'$ =0 (1.3.8)
1      1
waarin 41 een kolomvector is van de getallen $ tot en met 911             1n
Zo kan men de restricties op bijvoorbeeld de eerste vergelijking
van het model samenvatten als
a'$ = 0 (1.3.9)
waarin 0 een n x r matrix is in geval er r voorwaarden aan de
coefficionten van a   worden gesteld.
De voorwaarden aan a; gesteld door de a priori informatie en de
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voorwaarden voortvloeiende uit de waarnemingen kunnen worden
samengevat tot
al (Z,$) = 0 (i.3. i O)
Als er nu een vector a' bestaat die voldoet aan de voorwaarden
van (1.3.10) dan zal ook de vector ca;, waarin c een willekeurige
constante is, voldoen aan deze voorwaarden. Het is dus slechts
mogelijk de vector a; op een schaalfactor na volledig te bepalen.
Vandaar de volgende definitie.
Definitie 1.3.11.
Een vergelijking wordt identificeerbaar genoemd onder de a priori
voorwaarden als en alleen als de coefficionten van deze verge-
lijking op een schaalfactor na volledig zijn te bepalen.
Uit (1.3.10) volgt onmiddellijk de volgende stelling,
Stelling 1.3.12.
Een nodige en voldoende voorwaarde voor identificatie van de eerste
vergelijking is dat R(Z,$) = n-1, waarin R(Z,$) de rang van de
matrix (Z,0) voorstelt.
Bewijs:
1.  Stel al is identificeerbaar en R(Z,$) < n-1 Dan bestaat
er een vector v t cel waarin e; = (1,0,0, ... '0) zodat
v' A(Z,$) = 0,maar dan is a; niet identificeerbaar wat
in tegenspraak is met het gestelde.
2.  Stel R(Z,$) = n-1 en ai is niet identificeerbaar; dat wil
zeggen er bestaat een vector v 0 cel zodat v' A(Z,$) = 0
maar dan is R(Z,$) c (n-1) wat in tegenspraak is met het
gestelde
Uit deze stelling volgt onmiddellijk dat een nodige voorwaarde voor
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identificatie van de eerste vergelijking is dat 0 minstens (m-1)
kolommen heeft. Immers volgens stelling 1.3.12 moet R(Z,$) gelijk
zijn aan (n-1) en uit (1.3.6) en de eis dat het model volledig
moet zijn volgt dat R(Z) gelijk is aan (n-m).
Deze voorwaarde staat bekend als de orde voorwaarde.
Orde voorwaarde
Een nodige doch niet voldoende voorwaarde voor identificatie van
de eerste vergelijking is dat het aantal a priori restricties op
de coefficionten van deze vergelijking groter is dan of gelijk is
aan (m-1).
De volgende stelling geeft een meer hanteerbare vorm aan de nodig
en voldoende voorwaarde voor identificatie van stelling 1.3.12
omdat daarin de matrix van waarnemingen Z niet voorkomt.
Deze vorm staat bekend als de rangvoorwaarde voor identificatie.
.
Stelling 1.3.13.
Een nodige en voldoende voorwaarde opdat R(Z,0) = (n-1) is dat
R(AA) = (m-1).
Bewijs:
1. Daar R(A) = m en R($) > (m-1) is R(A#) < m
omdat bovendien a; 0=0 volgt hieruit
R(AA) < (m-1)
Stel R(A¢) < (m-1) dan bestaat er een vector v 0 cel
zodatv' A#= 0 d.w.z. v' A(Z,$) =Ometv' A #ca;
maar dan is R(Z,$) < (n-1) wat in tegenspraak is met het
gegeven.
2. Stel R(Z,$) < (n-1) dan bestaat v' A 0 ca; zodat
v' A(Z,$) =0 d.w.z. v' A$ =O waarin v t cel maar dan is
R(A#) < (m-1) en dit is in tegenspraak met het gegeven.
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Uit deze stelling volgt:
Rangvoorwaarde
Een nodige en voldoende voorwaarde voor identificatie van de eerste
vergelijking is dat R(AA) = (m-1).
Een in de praktijk veel voorkomend geval lS dat de a priori in-
formatie uitsluitend bestaat uit nulvoorwaarden.
Dat zijn voorwaarden waarbij elke vector 0. van $ slechts 66n1
66n bevat en voor de rest bestaat uit nullen. In feite geeft men
op deze manier aan dat bepaalde coefficiinten van A gelijk Zijn
XXaan nul. Rangschikt men de variabelen nu zo dat de laatste m
XXendogene en laatste k exogene variabelen een coefficidnt nul
bezitten dan volgt uit stelling 1.3.13 onmiddellijk:
Stelling 1.3.14.
Een nodige en voldoende voorwaarde opdat R(A#) = (m-1) is dat
R("12) = (mx-1). Waarin m
= m-m en TT ' is de matrix bestaandeX                          X X
1.2
X
uit de elementen dle behoren tot zowel de eerste m ri]en als tot
XX
de laatste k kolommen van T'.
Bewijs
-1Vermenigvuldigt men A# voor met (B') dan vindt men
(I,-A') 0 = 01 - A'02
waarin:
01  is de matrix bestaande ult de m eerste rijen van $
02   is de matrix bestaande uit  de (n-m) laatste rijen van $
en 01 - H'02 is een matrix van de vorm
0 - '11.2 1




I             is de eenheidsmatrix van m xm
IT is de matrix bestaande uit de elementen die be-
2.2 XX
horen tot zowel de laatste m rijen als tot de
XXlaatste k kolommen van A'.
Hieruit volgt het gestelde onmiddellijk.
In verband met de volgende hoofdstukken is het nog van belang de
onderscheiding in ondergeidentificeerd,exact .geindentificeerd en
overgeidentificeerde vergelijkingen te behandelen.
Definitie 1.3.15.
Een vergelijking wordtexact geidentificeerd genoemd als aan de
rangvoorwaarde is voldaan en het aantal kolommen van 0 gelijk is
aan (m-1).
Definitie 1.3.16.
Een vergelijking wordt overgeidentificeerd genoemd als aan de rang-
voorwaarde is voldaan en het aantal kolommen van 0 groter is dan
(m-1).
Dat wil zeggen dat er twee of meer verschillende (maar niet nood-
zakelijke disjuncte) verzamelingen van a priori restricties bestaan
zo dat met elk van deze verzamelingen van restricties de vergelij-
kingexact geidentificeerd kan worden.
Definitie 1.3.17.
Een vergelijking wordt ondergeidentificeerd of niet identificeer-
baar genoemd als noch aan definitie 1.3.15 noch aan definitie
1.3.16 is voldaan.
Opgemerkt dient nog te worden dat indien twee of meer variabelen
lineair afhankeliJk zijn de hierboven afgeleide stellingen niet
langer zonder meer gelden. Betreft deze lineaire afhankelijkheid
de, in de te identificeren vergelijking voorkomende variabelen dan
is deze vergelijking niet identificeerbaar. Is dit niet het geval
dan is, zonder nader onderzoek, geen uitspraak mogelijk. In het




Indien er binnen een verzameling van variabelen meerdere lineaire
relaties bestaan zegt men dat deze variabelen multicollineair
zijn.
Multicollineariteit is daarom van belang omdat, indien deze aan-
wezig is, de mogelijkheid bestaat dat de vergelijking welke men
beschouwt ondergeidentificeerd en dus niet te schatten is.
Heeft men multicollineariteit geconstateerd dan bestaan er voor
dit probleem verschillende oplossingen. Het ontdekken van multi-
collineariteit stuit in de praktijk al op verschillende moeilijk-
heden. Het zal namelijk zelden voorkomen dat er tussen de ver-
schillende variabelen een exacte lineaire relatie bestaat.
Wat in de economie echter wel vaak het geval is, is dat verschil-
lende variabelen sterk gecorreleerd Zijn.
Farrar en Glauber [ 1967] hebben in een artikel een aantal toetsen
gegeven voor multicollineariteit die zeer bruikbaar zijn.
Deze toetsen zijn ontworpen voor:
a.  Ontdekking van multicollineariteit.
b.  Localisering van multicollineariteit.
c.  Het vinden van het patroon van multicollineariteit.
De schrijvers gaan er van ult dat it een n dimensionale normaie
verdeling volgr en zil definloren multicollineariteit als een
significante afwijking van orthogonailteit.
Deze toetsen worden hieronder nader besproken.








is een matrix van T waarnemingen van de n dimensionale stochas-
tische variabelen it'
Zonder verlies aan algemeenheid kan men stellen dat de elementen
van z  gestandaardiseerd zijn. In dat geval is  Z'ZI de decer--t
minant van de correlatiematrix van Et. Het is bekend dat deze
determinant de waarde nul aanneemt als er volledige afhankelijk-
heid bestaat en de waarde 66n als de variabelen orthogonaal ziln.
Met andere woorden:
0 1 Iz'ZI 1 1 (1.4.3)
Op deze eigenschap is nu de volgende toetsingsgrootheid gebaseerd
X  Iz,ZI(v) = - [T-1-1/6(2n+5)] En |Z'Z| (1.4.4)
Onder de voorwaarden dat de variabelen onderling onafhankelijk
2
zijn kan men aantonen dat de grootheid X verdeeld is met
v = 1/2 n(n-1) vrilheidsgraden.
Dit laarste is bewezen door Bartlett [ 1950] gebruikmakend van een
vroeger resultaat van Wilks l 19321 .
ad b. Localisering van multicollineariteit
Komt men na toepassing van de hierboven beschreven toets tot de
overtuiging dat multicollineariteit aanwezig is, dan is de tweede
stap het localiseren van deze multicollineariteit.
De hiervoor ontworpen toetsingsgrootheid is




ii .       0z   is het 1 diagonaal element van de inverse van de corre-
latiematrix (Z'Z)
Onder de voorwaarde dat ii onafhankelijk is van de variabelen
Z ....Z. 1, zi+1' ..'in kan men aantonen dat deze grootheid F-1, -1-
verdeeld is met (n-1) en (T-n) vrijheidsgraden. Dit, wederom ge-
bruikmakend van de resultaten van Wilks [ 1932] .
Deze toets moet voor elke variabele worden Ultgevoerd om de multl-
collineaire deelverzamel-ing te vinden.
ad c. Het patroon van de multicollineariteit
Na het vinden van de multicollineaire deelverzameling is het vaak
nuttig het patroon van de onderiinge relaties in deze deelverza-
meling te bestuderen.
Daarvoor wordt de volgende toets gegeven,
Z . .  1/ ¥-n




z.. =    ..                                         (1 -4. 7 )-1J J Zll   Zjj
2:  is het (i,J) element van de inverse van de correlatie matrix
(Z'Z).
Onder de voorwaarde dat fi en f  onderling onafhankelilk zijn is
deze toetsingsgrcotheld 1 verdeeld met (T-n) vrijheidsgraden.
Deze toets moet op elk paar z. en z. in de multicollineaire deel-
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verzameling worden uitgevoerd.
Is multicoilineariteit aangetoond dan moeten maatregelen genomen
worden om hiermee rekening te houden.
Beschikt men over a priori informatie, hetzij in de vorm van ge-
lijkheden of ongelijkheden tussen de coefficidnten hetzi] in de
vorm van een (subjectieve) kansverdeling van de coefficionten, dan
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zijn er door verschillende auteurs oplossingen aangegeven.
We noemen hier Draze [ 1962,  1968] , Theil [ 1963] , Theil en Goldberger
[1961] en Zellner [ 1961].
Heeft men geen a priori informanie ter beschikking dan kan men
zich beperken tot het schatten van "stabiele" lineaire combinaties
van coefficionten, de zogenaamde schatbare functies.
Wenst men zich deze beperking niet op te leggen dan moet men zijn
toevlucht nemen tot de zogenaamde beste lineaire P-zuivere schat-
tingsmethode.
In de volgende hoofdstukken zal de theorie hiervan in detail wor-
den behandeld. Hierbij wordt echter uitgegaan van exacte multi-
collineariteit.
In de praktijk treedt deze vorm van multicollineariteit bijna
niet op zodat men dan de matrix Z eerst moet benaderen door een
matrix die exacte multicollineair is en de rang heeft, die men
met behulp van de bovenstaande toetsen heeft gevonden, alvorens
men de theorie toe kan passen.
In hoofdstuk 4 zal hierop nader worden ingegaan.
ter
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II Beste lineaire P- zuivere schatters voor een uit 66n vergelijking
bestaand model.
II.1 Inleiding
In dit hoofdstuk zullen, voor een uit een vergelijking bestaand mo-
del en vooreen bepaalde opbouw van de variantie-covariantie matrix,
de beste lineaire P-zuivere schatters worden afgeleid.
In de tweede paragraaf zullen eerst de drie klassieke veronderstel-
lingen,welke aan dit model ten grondslag liggen, worden behandeld.
In de derde paragraaf worden de beste lineaire zuivere schatters
voor dit klassieke model afgeleid.
Deze schatters zijn de welbekende (gegeneraliseerde) kleinste
kwadraten schatters,waarvan de theorie reeds in de werken van
Gauss(1809) en Markbf(1900) gevonden kan worden. In de loop van de
tijd is deze theorie door tal van schrijvers uitgebouwd en gege-
neraliseerd. Wij noemen hier Aitken(1935), Neyman en David(1938),
Parzen(1961) en Rao(1945a, 1945b en 1946).
Verruimt men het model in die zin, dat men de klassieke veronder-
stellingen van het ontbreken van multi-collineariteit in de ver-
klarende variabelen en de niet-singulariteit van de variantie-
covariantie matrix laat vallen,dan is het niet langer mogelijk
beste lineaire zuivere schatters van de coefficienten van de
vergelijking te construeren.
Voor dit probleem bestaat een tweetal oplossingen.
De eerste oplossing is, dat men zich beperkt tot het construeren
van beste lineaire zuivere schatters van zogenaamde "schatbare
functies" d.w.z. lineaire functies van de coEfficienten van de
vergelijking. Deze theorie is in het bijzonder ontwikkeld door
Rao(1962, 1965, 1966) Mitra en Rao(1968) en Khatri(1968). Deze
theorie is te vinden in paragraaf vier.
De tweede oplossing van het hierboven aangegeven probleem, die
in de vijfde paragraaf wordt beschreven, vindt men door genera-
lisatie van het begrip "zuiverheld".
Generaliseert men dit begrip zoals door Penrose(1956) is aangege-
ven,dan is het mogelijk zogenaamde beste lineaire P- zuivere
schatters te construeren. Deze theorle is Ultgewerkt door o.a.
Decell en Odell(1966) Lewis d'n Odell(1966), Barten en Kloek(1965)
en Schonfeld(1967).
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De samnehang tussen beide oplossingsmethoden wordt in paragraaf
zes besproken.
In de laatste paragraaf tenslotte wordt een theorema van Rao (1968)
gegeneraliseerd, waarin voorwaarden worden gegeven voor de equiva-
lentie van enerzijds beste lineaire P-zuivere schatters met vari-
antie-covariantie matrix IT' en anderzijds beste lineaire P-zuivere
schatters met variantie-covariantie matrix Q met willekeurige rang.
II.2 De Hypothesen
In matrixvorm geschreven heeft het uit don vergelijking bestaand
model de volgende vorm.
-9- = Xb +E (2.2.1)
waarin:
-2 is een T x l vector van waarnemingen
van de afhankelijke variabele
-X is een T x k matirx van waarnemingen
van de verklarende variabelen (k < T)
-b is een k x l vector van de onbekende
parameters
-E is een T x l vector van toevals storingen
De volgende veronderstellingen zijn nu voor dit model gebruikelijk.
Hypothese 1
De vector Z van waarnemingen van de afhankelijke variabele en de
matrix X van waarnemingen van de niet-stochastische verklarende
variabelen zijn foutloos waar te nemen.
De vector E van storingstermen is niet waarneembaar en heeft een
verwachtingswaarde nul.
Hoewel economische variabelenveelai aan waarnemings fouten onderhe-
vig zijn, zijn deze fouten vaak te verwaarlozen in vergelijking met
de niet waarneembare invloeden (E) die meespelen bij het tot stand
komen van de afhankelijke variabelen. Het eerste gedeelte van deze
hypothese, kan dus als uitgangspunt gekozen worden, om de economische
werkelijkheid te beschrijven.
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Het tweede gedeelte van deze hypothese doet een uitspraak over de
verwachtingswaarde van E. Zoals in Malinvaud (1966) is aangetoond,
is een dergelijke veronderstelling noodzakelijk, daar anders het
model niet geIdentificeerd is.
Hypothese 2
De variantie-covariantie matrix a29 van de vector & van storingstermen
is niet-singulier.
In het klassieke model wordt verondersteld dat Q = 02 I  of in
T
woorden: De storingstermen zijn cnderling niet gecorreleerd en
bezitten allen dezelfde variantie (2.
Deze beide veronderstellingen, welke het probleem aanzienlijk ver-
eenvoudigen zijn echter in de praktijk niet altijd reoel. Zo is
het bijvoorbeeld denkbaar dat de variantie van de storingstermen
toeneemt naarmate de verklarende variabelen grotere waarden aan-
nemen. Een dergelijke situatie doet zich voor in de studies over
gezinsinkomens van Theil (1951) en Prais en Houthakker (1955).
Ook aan de veronderstelling, dat de storingstermen onderling niet
gecorreleerd zijn,zal, zeker als men met tijdreeksen werkt, lang
niet altijd voldaan zijn. De invloed van gecorreleerde storings-
termen op de doeltreffendheid van de kleinste kwadraten schattings-
methode werd voor het eerst onderzocht door Cochrane en Orcutt(1949)
en Orcutt en Cochrane (1949) en in het bijzonder bestudeerd door
Grenander (1954) en Rosenblatt (1956).
Suggesties voor verbetering van de kieinste kwadraten methode zijn
aebte vinden in o.a. Klein (1953), Sargan (1964), Durbin (1960   ),
Malinvaud (1966) en Neeleman (1970).
Is de variantie-covariantie matrix volledig gespecificeerd dan zijn
deze moeilijkheden eenvoudig op te lossen, zoals in de volgende
paragraaf zal worden aangetoond. In de praktijk echter stuit men
bij specificatie van deze matrix meestal op grote moeilijkheden.
Hypothese 3
De matrix X van waarnemingen van de verklarende variabelen heeft
de rang k.
Ook deze veronderstelling, het ontbreken van multicollineariteit,
is wederom noodzakelijk voor de identificatie van het model. Zoals
in I.4 reeds ter sprake is gekomen zal exacte multicollinearitelt
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in de praktijk niet veel voorkomen, wat echter wel vaak het geval
is, is dat de verklarende variabelen biJna multicollineair zijn.
Er bestaan dan 660 of meer, bij benadering, lineaire verbanden
tussen de verklarende variabelen, die deels te wijten zijn aan het
toeval, maar ook in vele gevallen verklaard kunnen worden uit het
feit, dat 66n of meer variabelen afhankelijk zijn van niet in het
model opgenomen grootheden.
De consequenties van multicollineariteit in economische modellen
zijnonder andere onderzocht door Winkler (1966) en Schilderinck (1970).
II.3 De (gegeneraliseerde) kleinste kwadraten schatters
We beschouwen het lineaire model uit de vorige paragraaf
V = Xb +E (2.3.1)
en nemen aan, dat de hypothesen 1 en 3 gelden. Wij verbijzonderen
hypothese 2 echter voorlopig tot de klassieke eis, dat:
E(& E') = 02 IT (2.3
.2)
De te schatten vector b is nu een vast zij het onbekend punt in
de k dimensionale parameterruimte Ek.
Het is nu zaak een lineaire schatter.
b= Cy+c (2.3.3)-         -
van de vector b te vinden zodanig dat:
li Deze schatter zuiver is.
02  De varianties van de elementen van deze schatter minimaal zijn.
Een dergelijke schatter wordt een beste lineaire zuivere schatter genoemd.
ad 1. Nu heet een schatter zuiver als geldt:
E(k| b) = b voor elke b € Ek (2.3.4)
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en dat wil zeggen, dat de lineaire schatter b= CZ+c in ver-




ad 2. De te minimaliseren varianties vindt men op de hoofddiagonaal
van de matrix.
., '2'E{b-E(b) b}<b-E(b)lb}'=CE{y-E(y)}11-E(y)}'C =c CC (2.3.6)
zodat het probleem teruggebracht kan worden tot:
Minimaliseer de elementen op de hoofddiagonaal van de matrix.
CC (2.3.7)
Onder de nevenvoorwaarde
CX = I (2.3,8)
Ter oplossing van dit probleem wordt gebruik gemaakt van de voigen-
de stelling:
Stelling 2.3-9
Als CX = I dan is
- -
CC =(X X)-'*ic-(X X) IX }ic-(X X) 'X j (2.3-10)
Bewijs
Dir volgt onmiddeilijk door ultschrilping Ean het rechte£ .ia van
(2.3.10).
Daar alle marrices in de vergelijking (2-3.10, niet-negacief defi-
nier zijn, b€zitten zil allen niet-negatieve hoofddiagonaal elemen-
ten, zodat uit deze steliing onmiddeilijk voigt:
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Stelling 2.3.11
De hoofddiagonaal elementen van de matrix CC zijn dan en alleen
1  -1 '
dan minimaal onder de nevenvoorwaarde CX = I als C = (X X)  X
Uit stelling 2.3.11 volgt nu, in verband met (2.3.3) en (2.3.5),
dat:
b = (x X)-1 x'z (2.3.12)
de beste lineaire zuivere schatter is van b.
De variantie-covariantie matrix van deze schatter is krachtens
(2.3.6) en stelling  2.3.11 gelijk aan:
2
' 2   '  -i
a CC = a  (x X) (2.3.13)
Veronderstel nu dat voor het model gegeven door de vergelijking
(2.3.1) de hypothesen 1 t/m 3 gelden. Dus
E (E f') = 02n (2.3.14)
waarin Q niet-singulier is.
Daar Q een symmetrische, niet-singuliere matrix is, bestaat er een
niet-singuliere matrix M zodanig, dat;
M O M=I T (2.3.15)
Vermenigvuldigt men nu de vergelijking (2.3.1) voor met de matrix
M  dan vindt men:




2 = Xb + S (2.3.17)
met
-- ---
Y=M Y X=M X en  E=M E (2.3.18)-   -               -     -
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Het model weergegeven door de vergeliJking (2.3.17) is nu gelijk aan
het hiervoor beschreven model, immers, in verband met (2.3.14),
(2.3.18) en (2.3.15) geldt:
--
ECE E')=02M' 0 M=C2 IT (2.3.19)
, maar dan is de beste lineaire zuivere schatter van b, in verband
met (2.3.12) en (2.3.18)
b- = (X'X)-' R'y = (X MM X)-i X MM'y (2.3.20)
of er rekening meehoudend dat:
/ 1
MM = n- (2.3.21)
2 = (x'n-ix)-ix'n-12 (2.3.22)
De variantie-covariantle matrix van deze schatter is, in verband met
(2.3.13), (2.3.18) en (2.3.211 gelijk aan:
02CC'=02(R'x)-1=04(x'n-lx)-1 (2.3.23)
II.4 Beste lineaire zuivere schauters van schatbare functies
De moeilijkheden welke rijzen, indien multicollineariteit aanwezig
is en de rang van de variantle-covariantie matrix Q kleiner is dan
T, zullen in deze paragraaf in twee stappen worden opgeiost.
Eerst zal het geval worden beschouwd, dat de verklarende variabelen
exact muiticollineair zijn, maar de variantie-covariantle matrix
niet-singulier is (deel A); vervolgens zal het geval worden behandeld,
dat de verklarende variabelen exact multicollineair Zijn en d2
variantie-covariantle marrix singulier 15 (deel B).




Een parameter functie p b wordt schatbaar genoemd, als er een line-
aire functie 1 2 bestaat zodanig, dat:
E(1 2) =p b voor elke b€ Ek. (2.4.2)
Met gebruik making van deze definitie, is de volgende stelling
eenvoudig te bewijzen:
Stelling 2.4.3
Alle lineaire parameter functies zijn dan en slechts dan schatbaar,
als R(X) = k, waarin R(X) de rang van de matrix X voorstelt.
Bewijs
Als R(X ) = k, dan spannen de kolommen van X een k-dimensionale
ruimte op. Maar dan bestaat er voor elke k-dimensionale vector p
een vector 1 zodat X 1=p.
Als p b een schatbare functie is, dan bestaat er krachtens definitie
2.4.1,een vector 1, zodat E(1 y) = p b. Daar E(y) = Xb impliceert
dit dat X 1=p. Deze p behoort dus tot de lineaire deelruimte op-
gespannen door de kolommen van X . Dit kan alleen voor elke p gelden
als R(X ) = k.
Uit deze stelling blijkt onmiddellijk, dat in ons geval niet alle
parameter functies schatbaar Zljn; immers alleen die parameter
functies waarvoor X 1=p zijn schatbaar.
Dat wil zeggen, dat een parameter functie p b alleen schatbaar is
als p ligt in de lineaire deelruimte opgespannen door de kolommen
van X .
Deel A
In dit gedeelte nu zullen we het geval behandelen, dat onder de
verklarende variabelen multicollineariteit optreedt, terwijl de
variantie-covariantie matrix van volledige rang is. Ter wille van
de eenvoud wordt hier aangenomen dat 0 = 02 IT.
Het is immers altijd mogelilk als Q niet-singulier is het model,
op de in vorige paragraaf behandelde manier, te transformeren tot
een model met de eenheidsmatrix als variantie-covariantie matrix.
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Stelling 2.4.4
De beste lineaire zuivere schatter van de schatbare functie P b is:
lx'y- met 1< = X(X X) p (2.4.5)
X)
Waarin (X X)- een gegeneraliseerde inverse van X X is.
Bewijs
Het probleem bestaat uit het minimaliseren van de variantie:
V (1'z)      =     E     [   1   {2-E  (z)  }ty- E  (x) }    1]       =     0 2 1   1 (2,4.6)
onder de nevenvoorwaarde
E(1 y) =p b (2.4.7)
Daar (2.4.7), krachtens definitie 2.4.1, voor elke b E Ek moet
gelden, kan deze nevenvoorwaarde ook geschreven worden, als het
stelsel nevenvoorwaarden:
X 1=p (2,4.8)
Omdat bovendien de lineaire deelruimte, opgespannen door de kolom-
men van X , dezelfde is, als die welke wordt opgespannen door de
kolommen van X X, moet er een A € Ek bestaan, zodat:
(X X)A = P (2.4.9)
Met behulp van (2.4.5) en (2.4.9) vindt men
X 1  = (X X)(X X)-p = (X X)(X X)-(X X)A = (X X)A = p (2.4.kO)
x)    Voor het begrip gegeneraliseerde inverse van een matrix




1* 1* = p (X X)-(X X)(X X)-p = p (X X)-p (2.4.11)
*,
Uit (2.4.10) blijkt in verband met (2.4.8), dat de schatter 1  X
zuiver is.
Het enige dat nu nog bewezen moet worden is, dat voor elke 1 we
lke
aan (2.4.7) voldoet geldt, dat:
*1 X (2.4.12)1 1>1  1
Dit nu volgt uit de Cauchy-Schwarz ongelijkheid.
Immers uit
(1'11)2 (2.4.13)<1
(1 1)(1*'1*)  =
volgt, rekening houdend met (2.4.5), (2.4.11) en (2.4.8) o
nmiddel-
lijk:
i    (1'lk)2 = {1'X(X X)_p}2 = p'(x'x)-p (2.4.14)
1 1 _  *, *
1 1 p (X X) P
waarmee het gestelde bewezen is.
Uit het bovenstaande volgt, gebruik maken van de in (2.3.16) t/m
(2.3.18) beschreven transformatie, dat indien de variant
ie-covari-
antie matrix 02n geen diagonaalmatrix is, de beste lineaire zuivere
schatter van p b, in verband met (2.4.5) en (2.3.21) gelijk 
is aan:
p ' (x' x) -i' y = p ' (x' n-1 x) -x ' 0-1 y (2.4.15)
en dat de variantie van deze schatter, in verband met (2.4.11) en
(2.3.21), gelijk is aan:
-1- - 1
CLP (X X) p=GZP (X 0-'X)-p (2.4.i6)
Deel B
In dit gedeelte wordt aangenomen dat onder de verklarende variabelen
multicollineariteit optreedt en dat de variantie-covariantie matrix
02Q singulier is.
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Het equivaient van stelling 2.4.4 luidt voor dit geval:
Stelling 2.4.17
De beste lineaire zuivere schatter van de schatbare functie p b is:
*,
1  2 met 1* = (0-XD 1 + ND2)P (2.4.18)
waarin is:
020  de variantie-covariantle matrix van f met rang r <T
0- een gegeneraliseerde inverse van Q,
N  een T x(T-r) matrix met rang (T-r), zo, dat:
ON =0
(2.4.19)
N N = IT-r
'X O-X  X ND
1   D 2
een gegeneraliseerde inverse van
D     D                                                  N X     034
(2.4.20)
Bewijs
Daar 0 symetrisch is met rang r bestaat er een T x r matrix M met
rang r zodat:
Q = MM (2.4.21)




Deze macrix heeft de eigenschap
FF  = 0- x) (2.4,23)
+
*) Zelfs geldt FF  =0. Deze eigenschap wordt in dit bewijs echter
niet gebruikt. Zie ook stelling 2.5.31.
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Transformeert men nu het model (2.3.1) tot:
F              F                F
2= Xb +        E                        (2.4.24)
N             N              N
dan heeft dit getransformeerde model (2.4.24), in verband met (2.4.21),
(2.4.22) en (2.4.19) de variantie-covariantie matrix:
<' ''t                                                                        r
F                F OF F ON I     0r
E         E E (F,N) =02 =02 (2.4.25)
--
N NSF NON 0     0





of in gepartitioneerde vorm
1
1
(X F,X N) =P (2.4.27)
2
De variantle van de schatter is, rekening houdend met (2.4.25),
gelijk aan:
F
E 1 c, E (F,N)1  =0211 11 (2.4.28)--
N
zodat het probleem bestaat ult het bepalen van het minimum van
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(X F,X N) =P (2.4.30)
1
2
De vergelijkingen (2.4.30) impliceren, dat er variabelen ml en m2
bestaan zodat:





Immers daar door de kolomvectoren van X F en X FF Xdezelfde deel-
ruimte wordt opgespannen is bekend, dat p ligt in de deelruimte op-
gespannen door de kolomvectoren van (X FF X,X N) waarvoor men,in ver-
-
band met (2.4.23) mag schrijven (X 0 X,X N)
Stelt men nu R(X Q-X,X N) =s j k e n R(X N) =s 1 < s, dan is het
aantal kolommen van X 0-X dat onathankelijk is van de kolommen van
X N gelijk aans-si=62-tk-sj
Uit de tweede vergelilking van (2.4.31) blijkt,dat ml loodrecht moet
staan op de , door de kolommen van N X opgespannen deelruimte.
Rekenlng houdend met de afmetingen van N X volgt hieruit, dat men
k - st i 52 elementen van mi vrlj mag kiezen. Samen met de vrij
te kiezen elementen van m2 is dit voldoende om er voor te zorgen
daL aan de eerste vergelijking wordt voldaan.
Het is eenvoudig na te gaan, dat:
1x -F X D t p en 12 -D Z, (2.4.32)
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voldoen aan de nevenvoorwaarden (2.4.30), immers uit (2.4.31) volgt,
in verband met (2.4.20):
I                                         lit -
p     ' X'n-X X'N D D X n-X  X N     m13  1
0          N X      0          D D N X    0       m22     4
X'Q-X X'N
-
'X Q-X X ND D P
1 3 Dj  
N X    0       D   D      0      N X    0      D 2 P2   4
&                                     I
(2.4.33)
en hieruit volgt, rekening houdend met (2.4.33), (2.4.23), en (2.4.32)
dat:
XQ-X Dl P+X N D 2 P=X F 11 + XN  =p
(2.4.34)
N X Dl P=O
Met behulp van (2.4.32) en (2.4.34) vindt men:
1* 1X = P,Dl X Fll = p Dl P - P D. X Nl2 = p Dip
1           1
(2.4.35)
*,
1  1  =p 0 1 X Fll = P'D1 P- P'Dl X N12 = P'Dip
1         1
waarin 1  en 12 vectoren zijn die voldoen aan (2.4.30)
Past men nu op dezelfde wijze als in (2.4.14) de Cauchy-Schwarz
ongelijkheid toe op de vectoren 11 en 11 dan vindt men rekening
houdend met (2.4.35)
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11'11 2   ; ll)2= P' Dl P =
1*'ll (2.4.36)
1         1
11 11
en dit betekent, in verband met (2.4.28), (2.4.24) en (2.4.36)
*, -,
V (1 l F '2   +    1 2 N'l)  a 2 1 1 1 1   2 0 2 1  '1 1    =    V (1 7   F   2   +    1 2'N 'i)     =    V(1-    y)
(2.4.37)
waarin, krachtens (2.4.23) en (2.4,32)
1 * = ( Q- XD 1 + ND 2 ) P (2.4.38)
Een bijzonder geval treedt op als de kolomvectoren van X liggen
in de deelruimte opgespannen door de kolomvectoren van 0.
In dat geval zal daar krachtens (2.4.19) N O=0 ook N X=0 zijn.
Dientengevolge vereenvoudigt de schatter 1* z rekening houdend met
(2.4.38) en (2.4.20) tot
p'Di x'n-x = p'(x'n-x)-x'n-y (2.4.39)
met, in plaats van (2.4.36) de variantie:
02 p D, p=azp' (x'n-x)-p (2.4.40)
II.5 De beste lineaire P-zuivere schatters
De methode welke in deze paragraaf ontwikkeld wordt, om de moeilijk-
heden die ontstaan door de exacte multicollineariteit van de ver-
klarende variabelen en singuliere variantle-covariantie matrix op
te lossen, is een zogenaamde twee staps methode. In de eerste stap
wordt de kiasse van schatters met minimale onzuiverheid bepaald, in
de tweede stap wordt uit deze klasse de schatter met minimale vari-
antie gekozen.
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In feite is dit de benaderingswijze van het probleem door Pento«s-e
(1956), hoewel deze niet de hier gebruikte terminologie hanteert.
De hier gekozen terminologie is afkomstig van Chipman (1964).




Indien echter de rang X kleiner is dan k, kan aan deze voorwaarde
niet worden voldaan.
Een voor de hand liggende benadering is dan, te trachten de onzui-
verheid die hierdoor ontstaat op 6dn of andere wijze te minimali-
seren.
Een natuurlijk procedure hiervoor is
tr (I - CX)(I - CX) (2.5.2)
, wat gelijk is aan de som van kwadraten van de elementen van de
matrix (I - CX), te minimaliseren.
Het is eenvoudig in te zien, dat minimalisering van de matrix:
(I - CX)(I - CX) (2.5.3)
, waaronder we verstaan het bepalen van een matrix C , zodat voor
elke andere matrix C geldt:
(I - CX)(I - CX)  - (I - C2X)(I - C2X) (2.5.4)
is niet-negatief definiet, impliceert dat ook (2.5.2) minimaal is.
*
Immers voor C=C nemen de diagonaal elementen van (2.5.3) een
absoiuut minimum aan.
Het in (2.5.3) gestelde probleem is nu eenvoudig op te lossen ZOalS Ult
het vervolg zal blijken.
Stelling 2.5.5.
Een noodzakelilke en voldoende voorwaarde, opdat:
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(I - CX) (I - CX) (2.5.6)
minimaal is, is dat C voldoet aan de voorwaarde:
+
C X=X X (2.5.7)
+
waarin X de gegeneraliseerde Penrose inverse is van de matrix X.
Bewijs
Dat er matrices C bestaan die aan de voorwaarde (2.5.7) kunnen
+
voldoen volgt uit het feic, dat de rang van X en de rang van X X
gelijk zijn.
Nu is:
(I - CX) = (I -X X) + (X X - CX) (2.5.8)
en daar:
X X(I - X X) = X X - X XX X = 0
(2.5.9)
CX(I - X X) = CX - CX X X =O
volgt hieruit, rekening houdend met (2.5.9) en het felt dat
+
(I - X X) idempotent is, dat:
(I-CX)(I-CX) =f (I-X+X)+(X+X-CX)][ (I-X+X)+(X X-CX)]  
=(I-X X)(I-X*X)+(I-X X)(X X-CX) *
(X X-CX)(I-X X)+ (X X-CX)(X X-CX)  
+                        T                                      +
=(X X-CX)(X X-CX) *(I-X X) (2.5.10)
- 35 -
De tweede term van het laatste lid van (2.5.10) is nu onafhankelilk
van C, de eerste term is symmetrisch, niet-negatief definiet en
+
gelijk aan nul matrix als en alleen als CX =X X waarmee het gestelde
bewezen is.
Uit deze stelling volgt, dat een schatter k = Cy waarvan de matrix
C aan de voorwaarde (2.5.7) voldoet minimale onzuiverheid heeft.
Bovendien bezit deze schatter nog de volgende eigenschap:
Voor alle b s, die in de deelruimte liggen, die opgespannen wordt
door de kolomvectoren van de matrix X , is de schatter k = CZ met
een matrix C, die voldoet aan (2.5.7), een zuivere schatter.
In dat geval immers bestaat er een vector X zo, dat
b = X+X (2.5.11)
, maar dan is, rekening houdend met (2.5,7) en (2.5.11)
+
E(b) = CXb = X Xb = X XX X = X X = b (2.5.12)
Vandaar de volgende definitie:
Definitie 2.5.13.
Een schatter k van b wordt P-zuiver genoemd, als:
E(k) =b voor elke b e r
waarin:
r = {b|b = X X voor een X E  ET  
Het is mogelijk, uitgaande van deze definitie, de theorie op te
bouwen door te bewijzen dat een schatter k = Cl dan en slechts dan
/
P-zuiver is als CX =XX. Zie Schonfeld (1967).
In het resterende gedeelte van deze paragraaf zullen, uit de klasse
van lineaire P-zuivere schatters, de schatters met minimale variantie
worden bepaald. Evenals in II.4 zullen ook hier twee delen worden
onderscheiden.
In deel A zal het geval beschouwd worden van exacte multicollineariteit





in deel B wordt het geval behandeld, waarin naast exacte multicol-
lineariteit tevens singulariteit van de variantie-covariantie
matrix wordt ondersteld.
Deel A
Ook nu wordt, net als in de vorige paragraaf, in dit deel aangenomen,
dat (20= 02 IT' omdat, indien dit niet het geval is, door de in II.3
aangegeven transformatie altijd het model in deze vorm is te schrij-
ven.
In dit geval is de variantie-covariantie matrix van een lineaire
schatter i = CX, zoals in (2.3.6) is uiteen gezet, gelijk aan:
li{£-E (b-)lb}{b--E(b)|b}' = a2CC (2.5.14)
Het probleem kan nu als volgt geformuleerd worden:
Minimaliseer de elementen op de hoofddiagonaal van de matrix:
CC (2.5.15)
onder de nevenvoorwaarde:
CX = X+X (2.5.16)
Stelling 2.5.17
+
Als CX = X X, dan is
CC'=x+xt'+(C-Xt)(C-Xt) (2.5.18)
Bewijs
Daar X+ = (X'X)+X', l S:
+I        +1  + t, + +1   1  +   +1   1  +      +CX =CX(X X) =X X(X X) =X X =(X X) X X =(X X) X C =X C
(2.5·19)
Werkt men nu (2.5.18) uit met behulp van (2.5.19) dan vindt men:
X X  +(C-X )(C-X ) =X X  +CC'-CX  -X C +X X  =CC +2(X X  -CX  )=
= CC (2.5.20)
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Daar alle matrices in de vergelijking niet-negatief definiet zijn,
bezitten zij allen  niet-negatieve hoofddiagonaal elementen, zodat
uit deze stelling onmiddellijk volgt.
Stelling 2.5.21
De hoofddiagonaal elementen van de matrix CC zijn dan en alleen
+                +          +,dan minimaal onder de nevenvoorwaarde CX =X X als C=X =(X X) X
Uit stelling 2.5.21 volgt nu, dat:
k = (x'x)+X'y (2.5.22)
de beste lineaire P-zuivere schatter is van b.
De variantie-covariantie matrix van deze schatter is, in verband met
(2.5.14), gelijk aan:
c2cc' = 02(x'x)+(x'x)(x'x)+ = 02(x'x)+ (2.5.23)
Als a2 0 niet-singulier is, maar ongelijk aan 02IT' dan vindt men
met behulp van de in II.3 behandelde transformatie, het model:
y=Rb+i (2.5.24)
met:
--                           -
y=M y,X=M X e n E-M b (2.5,25)
en variantie-covariantle matrix:
E(f f ) = C,IT (2.5.26)
De beste lineaire P-zuivere schatter is, naar analogie van (2.5.22),
in dit geval
b- = Cx'i)*X'i = (X MM X)'X MM'x (2.5.27)
-,
, of, er rekening mee houdend dat MM  =n   :
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b = (x'n-'X) X'O-,2 (2.5.28)
De variantie-covariantie matrix van deze schatter is, naar analogie
van (2.5.231 gelijk aan:
I      +02 CC'=02(i'R)+=a2(X n- X) (2.5.29)
Deel B
In dit geval wordt naast de multicollineariteit nog de singulariteit
van de variantie-covariantie matrix Q geintroduceerd.
Het equivalent van stelling 2.4.17 luidt dan:
Stelling 2.5.30
De beste lineaire P-zuivere schatter van b is:
6                                                       (2.5.31)- = Ely. + E21
met:
El- I-(N'X)+N'X] X'Q+X[ I-(N'X)+N'x +[I-(N'X)+N'X] X'O+(2.5.32)
E = X'(0++NN')X]+IX'(0++NN')x]-El  (N'X)-"N +2 L-
(2.5.33)
+Q[ I-(N  X) (N  X)  ] N
waarin is:
aa 0 de variantie-covariantie matrix van E met rang'r < T,
0  de gegeneraliseerde inverse van 0,
N  een T x(T-r) matrix met rang (T-r) zo, dat:
RN = 0 en N N =
IT-r (2.5.34)
Q  een willekeurig k x(T-r) matrix
Bewijs
Bij dit bewijs dient vermeld, dat het gebaseerd is op Schonfeld
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(1967), maar hiervan in detail verschilt.






Deze matrix heeft de eigenschap
+
FF = 0 (2.5.36)
Transformeert men nu met behulp van de matrices F en N het model:
2 = Xb + £ (2.5.37)
tot het model:
F            F             F
2= Xb +       E                          (2.5.38)
N            N             N
, dan heeft het getransformeerde model (2.5.38) de eigenschap:
-I
F                           10r
E         E E (F,N) =02 (2.5.39)--
N                         00
-.
Met behulp van dit getransformeerde model, kan men het probleem
formuleren op een wijze welke analoog is aan het in (2.5.15) en
(2.5.16) gestelde probleem en wel als volgt:
Minimaliseer de hoofddiagonaal elementen van de matrix:
F                                                 IO
r
E C Cy-E(y))(2.-E(y)) (F,N)C  =02 C
C'= c 2 C 1 C 1





F X F X F X
1 /
C           =C F X+C N X= (2.5.41)
1                  2
N X N X N X
waarin:
C= (Cl' (2)' Cl is een k x r matrix, (2 is een k x(T-r)
matrix.
Door nu (2.5.41) met de matrix [I-(N X) N X] na te vermenigvuldigen,
kan men de voorwaarden op de matrix C isoleren. Men vindt nl. daar
N X(I-(N X) N X) = N X-(N X)(N X) (N X) = N X-N X = 0:
+
C l F, X[ I - (N   X )  N   X] +C 2 N   X[ I - ( N   X)  N   X] - C l F   X[ I - ( N X) N X] =
1 .+ r
F X F X
[I-(N X) N X] (2.5.42)
N X N X
Daarnaast kan men uit (2.5.41) (2 oplossen, en vindt dan als algemene
oplossing (zie Appendix A.52)
-'  F   X  '   + 'F   X
C = _CIF,X (N X) +Q[I-(N X)(N X) ] (2.5.43)2
N X N X
-I
Het probleem gaat hierdoor over in:
Minimaliseer de hoofddiagonaal elementen van Clcl'
onder de nevenvoorwaarde (2.5.42) en bereken vervolgens C2 met
behulp van (2.5.43).
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Daar, volgens Appendix A. 30 ,
F X F X
1 1- 1
I  I- (N    X)    N    X]  = {F   X[  I- (N   X)  N  X]   }     .
N X N X
{F X[I-(N X)*N X] } (2.5.44)
is onmiddellijk in te zien, dat voigens Stelllng 2.5.21 en (2.5.36)
Cl optimaal is als:
+ ' -r +' TCl={F'XII-(N X) N X] 3 =iII-(N'X)+N'X]X'Q+Xii-(N X) N Xj J .
+,
[ I- (N  X)  N  X] X F} (2.5.45)
Gebruikmakend van (2.5-43) vindt men vervolgens (2.
Rekening houdend met (2.5.36), volgt uit (2.5.45) en (2.5.32)
+ClF'={[I-(N X) N X] X Q Xil-(N X) N Xj} .
[ I-(N X) N X]X Q< = E. (2.5.46)
terwijl uit (2.5.43), (2.5,46)append ix A 30 en (2.5.33) volgt:
r F'X  + F X '
t' 1 ' '+
C N = ' -Ei X ·(N X)TN +Q[I-N X(N X) N j=2    1   ,               1
I N X N X       '
T             +         + 1 +- {[X,(n +NN )Xj tx (0 +NN ix}-Elx}(N X) N
+ Qi i-N XEN X)*]N
= E (2.5.47)
2





6=c y = Cl F  2 + C 2 N y (2.5.48)
N
volgt uit (2.5.46) en (2.5.47), dat:
b=Ely-+E2 1 (2.5.49)
De variantie-covariantie matrix van deze schatter is, rekening
houdend met (2.5.40), (2.5.45) en (2.5.36), gelijk aan:
+        1+
c2Clc =02 {[I-(N X) N X] X Q X[I-(N'X)+N'X}+{[I-(N'X)+N'X] X'Q+XII-(N'X)+N'X] }
+       1+
{[I-(N X) N X]X Q XII-(N'X)+N'X]}+=
=02  {[ I-(N ' X ) +N ' X] X ' Q+X[ I-(N ' X ) +N 'X] }+ (2.5.50)
II.6 De samenhang tussen beste lineaire P-zuivere schatters en
schatbare functies
In deze paragraaf zullen we de relatie aangeven, tussen de beste
lineaire zuivere schatters van schatbare functies en de beste li-
neaire P-zuivere schatters.
Stelling 2.6.1
Als k=C X een beste lineaire P-zuivere schatter is van b, dan is
p  b een beste lineaire zuivere schatter van de schatbare functie p b.
Bewijs
Voor de onder deel A van II.4 en II.5 afgeleide schatters volgt de-
ze stelling onmiddellijk na inspectie van de overeenkomstige formu-
les (2.4.5) en (2.5.22) respectievelijk (2.4.15) en (2.5.28).
Voor het in deel B van II.4 en II.5 behandelde geval is dit echter niet
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zo, zoals blijkt bij vergelijking van (2.4.18) en (2.5.31).
Vandaar dat bewezen moet worden, dat:
P E l y+P E y (2.6.2)2
, waarin El en E2 zijn gedefinieerd als in stelling 2.5,30, een
beste lineaire zuivere schatter is van de schatbare functie p b.
Uit II.4 is bekend dac het bepalen van de beste lineaire zuivere
schatter 1 X van p b neerkomt op de minimalisering van de vorm:
1 1 (2.6 3)
1          1
onder de nevenvoorwaarde
11'F X + 12 N X = p (2.6.4)
Voor de oplossing van dit probleem volgen we nu een andere weg als
in II.4.
We transformeren het probleem als voigt:
+
Door na vermenigvuldiging van (2.6,4) met de matrix [ I-(N X) N X]
vindt men:
+
1 1  F  X[I- (N   X)  N   X]   =  p    [I- (N  X)  N X} (2.6.5)
daar n.1.:
12 N X[I-(N X)'N X] = 12 N X - 12 N X(N X) N X =
1     N X-1 N X=0 (2.6.6)22
Oplossing van 12 uic (2,6.4)geeft volgens Appendix A.30.
+ , +       I12 = (X N)  p - (X N)  X Fl. + [I-(N X) N X]z (2.6./)
1
waarin zi een willekeurig te kiezen vector is.
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Het probleem is nu overgegaan in:
Minimaliseer 1111 onder de nevenvoorwaarden (2.6.5) en bereken
vervolgens 12 met behulp van (2.6.7).
Om het eerste gedeelte van dit probleem op te lossen wordt (2.6.5)





A = F X[I-(N X) N X]
Immers, volgens appendix A.30 is:
, +,
F X F X+,           +1
p {F X[I-(N X) N X]} {F X[I-(N X) N X]}=p [ I-(N X) N X]
N X N X
(2.6.9)
en,4r rekening mee houdend dat p b een schatbare functie is, zodat
' fF'xl
p geschreven kan worden als X lN'XJ volgt hieruit dat:
' ' . ' ' *. ' '
F X F X F X
p  {F  X[I-(N   X) 'N  X]   } {F  X[  I- (N   14'  N  X]}=X
 
[I-(N X) N X]
N X N X N X
'F X
= x' [I-(N X) N X]= p [I-(N X) N X] (2.6.10)
NX
Lost men nu 11 op uit (2.6.8), dan vindt men, krachtens appendix A.43,
11 = (A+), P+ [ I-AA ] z 2 (2.6.11)
waarin z2 een willekeurig te kiezen vector is.
Vult men deze vorm in in (2.6.3) dan geeft dit, rekening houdend
met appendix A. 4 t/m 7,
+
1lll=P A (A ) p+P A (I-AA )z2+z2(I-AA ) (A ) p+z2(I-AA ) (I-AA )z2





Daar zowel A (A )  als [ I-AA ] niet-negatief definiete matrices
zijn, is 11'11  minimaal, als men z2 zo kiest, dat:
[ I-AA ]    z 2= 0 (2.6.13)
Hieruit volgt rekening houdend met de in (2.6.8) gegeven definitie
van A, dat:
1        =    p    A      =    p    IF    X[   I-  (N   X)  N  X]
 
(2.6.14)
en, in verband met (2.5.45) en (2.5.47),
+ + +
1          F'z=    p    A    F    z    =    p(F X[I- (N X)  NX]       )     F    x    =    p     cl F    z    =    p  'E l I
(2.6.15)
Vult men nu ll  in, in (2.6.7) dan vindt men:
+12  = p [I-ElX](N X) + zl[I-(N X) N X] (2.6.16)
en dit is, rekening houdend met appendix A.33, te herschrijven tot:
..$           I
+
*,         F X
F X +
12  - P - EiX  (N X) + zl[I-(N X) (N X)]
N X N X
-
(2.6.17)
en dus is in verband met (2.5.48)
I                          I
+
FX F X +
12 N z = p     -E X   (N X)N y+1
N X N X
C
+ z [I-(N X) N X]N y = P E22. (2,6.18)
Hiermee is het gestelde bewezen,
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II.7 Over de equivalentie van beste lineaire P-zuivere schatters
Alvorens het fundamentele theorema van deze paragraaf af te leiden,
zullen we eerst een procedure behandelen, welke een generalisatie
is van een techniek, die in de simulatie bekend staat als "control
variatbs ". Zie b.v. Tocher (1963). Door Rao (1967) wordt deze
techniek de covariance adjustment genoemd.
"                                                                                                           "
Deze procedure is de volgende:
Stel 11 en 12 zijn twee stochastische (vector) variabelen van res-
pectievelijk kl en k2 elementen.




en hun gezamelijke variantie-covariantie matrix is gelijk aan:
»
t -0 t -0   0  0-1 -1            11   12
E                                                       (2.7.2)
12        -2           21   22
t                 n      O
l                        #
Beschouw nu de stochastische variabele
t   =  t   -9     0 +t (2.7.3)-3 -1    12  22  -2
Deze variabele heeft de verwachtingswaarde e en de variantie-cova-
riantie matrix
E (13-0)(13-0)' = E (11-e-n129222+i2)(11-e-n12n22  2) 
+              +
= E (11-0)(11-0)  - E (11-0)t  9   0  -0 0 E 12(tl-0)'+-2  22  21  12 22
+ n12n22+ E(1212')n22+R21 - nit - n12n22 n21 (2.7.4)
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Uit (2.7.4) volgt, dat:
E (11-0)(11-e)' - E (13-e)(13-0)' = n12n22+R
(2.7.5)21
+ 9
Daar Q niet-negatief definiet is, is Q en dus ook Q  Q   Q22 22 i 2 22  21
niet-negatief definiet. In dat geval zijn echter alle termen op de
hoofddiagonaal groter dan of gelijk aan nul. Hieruit volgt, dat de,
bij de elementen van 13 behorende varianties kleiner zijn dan of
gelijk zijn aan de, bij de overeenkomstige elementen van 11 beho-
rende varianties.
Een nodige en voldoende voorwaarde, opdat de hierboven geschetste
procedure geen variabele met lagere varianties oplevert is dat Q  =0.12
Dat deze voorwaarde voldoende is, volgt onmiddellijk uit (6.7.3);
dat ze ook nodig is, kan als volgt worden aangetoond.
Stel dat Q niet-singulier en dus positief definiet is. In dat ge-
 2    -1val is 0 = 0 ook positief definiet. Hieruit volgt onmiddellijk,
22 22
dat de termen op de hoofddiagonaal uitsluitend nul kunnen zijn als
0   = 0.
12
Stel dat 0 singulier is en dat R(0  ) =r< k2.22 22
In dat geval zijn er met kans 66n (k2-r) elementen van 12' die li-
neaire combinaties zijn van de overige r elementen. Zonder verlies aan al-
gemeenheld kan men stellen, dat dit de eerste r elementen van 12
zijn. Noem de uit deze elementen bestaande vector 12.
*
De covariantie matrix van 12 is dan niet-singulier, zodac uit het
hieraan voorafgaande volgt, dat geen variabele met kleinere varian-
ties bestaat als:
E (t.-0)(12)' = n = 0                               (2.7.6)
*
-1           12
Maar dan is ook Q = 0, daar immer de laatste (k2-r) elementen12




Een noodzakelijke en voldoende voorwaarde, opdat de beste lineaire
P-zuivere schatter, met variantie-covariantie matrix Q van wille-
keurige rang, dezelfde is, als de beste lineaire P-zuivere schatter,
met variantie-covariantie matrix c2ITis,dat X OZ= 0; waarin
R(X) =r e n Z i s een T x(T-r) matrix met R(Z) = T-r, zo, dat Z X=0.
Bewijs:
De beste lineaire P-zuivere schatter van b is, indien de variantie-
covariantie matrix van E gelijk is aan 02IT' krachtens (2.5.22),
gelijk aan:
b - (X'X)+X'y (2.7.8)
Krachtens definitie (2.5.13) blijft deze schatter P-zuiver, Ook
als de variantie-covariantie matrix van S gelijk is aan 00(2IT.
Immers, ligt b in de deelruimte opgespannen door de kolomvectoren
van X , dan bestaat er een X zodat b = X X.
Maar dan is, rekening houdend met appendix A stelling 14e:
+.   +  +   +
E(6) = (X X) X Xb=(X X) X XX A=X XX X=X X=b (2.7.9)
Stelt men nu 11 = k en 12 = Z'z dan is, rekening houdend met
(2.7.2) en (2.7.8), de variantie-covariantie matrix van it en t-2
gelijk aan:
0  -E[b-E(b-)][y-E(z)] 'Z=E{(X'X) X'[z-E (7)][V--E (1)] 'z}
12
= (x x)+x nz (2.7.10)
Nu l S n = 0 als en alleen als X OZ = 012
Dat deze voorwaarde voldoende is, volgt direct uit inspectie van
(2.7.10). Dat deze voorwaarde ook nodig is, kan als volgt worden
aangetoond
Stel:
+,   +
(x x)x n z=x o z=0 (2.7.li)
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maar dan is ook:
+ +                1+
xxx Qz = x (x ) x nz = x (x ) x Qz = x nz = 0 (2.7.12)
De door (2.7.3.) beschreven variantie reducerende methode levert
dus voor 12 = Z'z geen schatter van b met lagere variantie op,
indien X QZ = 0.
Daar krachtens het gegeven van de stelling X Z=0 vormen de kolom-
vectoren van Z een basis voor de deelruimte, die loodrecht staat op
de deelruimte opgespannen door de kolomvectoren van X.
Daar verder de kolomvectoren van (X,Z) de gehele T-dimensionale ruimte
opspannen, kan elke lineaire functie van Z met verwachtingswaarde
nul geschreven worden als 1 ZX·
Maar hieruit volgt dan, indien X OZ = 0 er geen vector 12 met ver-
wachtingswaarde nul bestaat met behulp waarvan het mogelijk is
de variantie van b te reduceren.
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III Schatting van een uit meerdere vergelijkingen bestaand
model.
III.1 Inleiding
In dit hoofdstuk zullen de schatting van de gereduceerde vorm en
van de structurele vorm van een model worden behandeld.
In de tweede paragraaf komen de klassieke hypothesen, welke aan
het model ten grondslag liggen, aan de orde.
In de derde paragraaf wordt aangetoond, dat voor de gereduceerde
vorm van het model de gewone kleinste kwadraten methode de beste
lineaire zuivere schatters voor de gereduceerde vorm coofficienten
oplevert. Zelfs indien de variantie-covariantie matrix singulier is.
De in de klassieke hypothesen opgenomen eis dat deze matrix niet-
singulier moet zijn kan dus, voor zover het de gereduceerde vorm
schatting betreft, vervallen.
Laat men de hypothese dat de verklarende variabelen niet multi-
collineair mogen zijn vallen, dan kan men op eenvoudige wijze aan-
tonen dat ook de beste lineaire P-zuivere schatters van de geredu-
ceerde vorm coofficienten onafhankelijk zijn van de variantie-
covariantie matrix, zodat ook hier de vorm van deze matrix er niet
toe doet.
In de vierde paragraaf wordt, met behulp van enkele bekende stel-
lingen over extrema van kwadratische vormen, een nieuwe afleiding
gegeven, van de k-klasse schatters van de structurele vorm cooffi-
cienten. Deze afleiding heeft het voordeel, dat men de normalise-
ringsregel welke men wenst te hanteren, na afloop van de afleiding
kan kiezen. Van deze k-klasse schatters wordt in de vijfde paragraaf
een asymptotische eigenschap afgeleid en wel in het bijzonder van
de tot deze klasse behorende kleinste kwadraten in twee ronden
schatters en de limited information maximum likelihood schatters.
In de zesde paragraaf wordt vervolgens een beschouwing gegeven
over de wijze waarop in deze beide schattingsmethoden multicolli-
nariteit kan optreden. Deze beschouwing is een uitbreiding van,
maar gebaseerd op Klein en Nakamura (1962).
Op grond van de in de zesde paragraaf gevonden eigenschappen wordt
aan de kleinste kwadraten in twee ronden schatters de voorkeur
gegeven.
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In de zevende paragraaf tenslotte wordt een methode aangegeven
om de kleinste kwadraten in twee ronden schatters te generaliseren
voor het geval er multicollinariteit optreedt.
Een asymptotische eigenschap van deze schatters wordt vervolgens
afgeleid.
III.2 De hypothesen
De in dit hoofdstuk te behandelen schattingsmethoden gaan uit van
een aantal hypothesen waarvan er enige zijn die generalisaties
zijn van de in II.2 behandelde hypothesen voor het uit 66n ver-
gelijking bestaaande model.
In matrix vorm geschreven heeft het uit meerdere vergelijkingen
bestaande model de volgende vorm:
B yt + C,x =E (t=1,2,...,T) (3.2.1)t          -t
waarin:
-Xt is een m x i vector van waarnemingen van de m afhanke-
lijke variabelen op tijdstip t
_x  is een k x 1 vector van waarnemingen van de k verklaren-
de variabelen op tijdstip t
-B  is een m x m matrix van onbekende parameters
-C  is een m x k matrix van onbekende parameters
-E  is een m x 1 vector van toevalsstoringen op tijdstip t
-t
De volgende veronderstellingen zijn nu voor dit model gebruikelijk.
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Hypothese 1
De vector It van waarnemingen van de afhankelijke variabelen en
de vector xt van de waarnemingen van de niet-stochastische verklarende
variabelen zijn foutloos waar te nemen.
De vector E van de storingstermen is niet waarneembaar en heeft
-t
verwachtingswaarde nul.
Deze hypothese is de generalisatie van de overeenkomstige hypothese
1 uit hoofdstuk II.
Hypothese 2
De St zijn onderling onafhankelijk identiek verdeelde stochastische
variabelen met niet singuliere variantie-covariantie matrix
2a I.
Deze hypothese is de generalisatie van een bijzonder geval van
hypothese 2 uit hoofdstuk II. Daar werd n.1. in de toelichting bij
deze hypothese het geval Q =d2IT genoemd, ofwel de storingstermen
op de verschillende tijdstippen zijn stochastisch onafhankelijk
of ongecorreleerd. In hypothese 2 wordt verondersteld dat de
storingsvectoren op verschillende tijdstippen stochastisch onaf-
hankelijk zijn. Ook hier zijn wederom situaties denkbaar waarin
deze veponderstelling niet reeel is. Suggesties voor verbetering
van de bestaande schattingsmethode zijn te vinden bij o.a.
Sargan (1961), Amemya (1966), Hendry (1969), Wickens (1969) en
Fair (1970).
En voor het geval de matrix B een 66nheidsmatrix is bij Parks (1967)
en Kmenta en Gilbert (1970).
Hypothese 3
De T x k matrix X van waarnemingen van de k verklarende variabelen
heeft de rang k.
Deze hypothese komt overeen met hypothese 3 uit II.2. De gevolgen
van multicollineariteit, d.w.z. dat hypothese 3 niet juist is,
zijn beschreven door Klein en Nakamura (1962) en Winkler (1966).
Suggesties ter verbetering van de bestaande schattingsmethoden zijn
gedaan door Kloek en Mennes (1960) en, voor het geval B een




Het model is volledig d.w.z. B bestaat.
Hypothese 5
De te schatten vergelijkingen zijn geIdentificeerd.
De volgende hypothese wordt nu ten behoeve van de schattings-
methode geintroduceerd en wel om een asymptotische eigenschap daar-
van af te leiden. Deze eigenschap, het asymptotisch raak zijn van
bepaalde schatters speelt bij een uit meerdere vergelijkingen be-
staan model een grote rol daar eindige steekproefeigenschappen
in het algemeen niet te bepalen zijn. Dit in tegenstelling tot
het uit 66n vergelijking bestaand model waarvan de eindige steek-
proefeigenschappen wel bekend zijn.
Hypothese 6
De vector xt zijn uniform begrensd, d.w.z. alle elementen x ti
van xt zijn kleiner dan een eindige constante.
Hypothese 7
Zim  y X X bestaat en is niet singulier.T+00
Deze laatste hypothese is het equivalent van hypothese 3 voor
grote steekpreoven. Immers uit hypothese 3 volgt dat de matrix
X X de rang k heeft en hypothese 7 stelt dat dit zo blijft zelfs
als het aantal waarnemingen naar oneindig nadert.
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III.3 De schatting van de gereduceerde vorm
De gereduceerde vorm van het model is
It    =    T    x t    + Ilt (3.3.1)
waarin:





(B )  St
Het is nu eenvoudig in te zien dat uit hypothese 1 en 2 volgt dat:
1.   De verwachtingswaarde van de vector nt gelijk is aan nul
en onafhankelijk van de verklarende variabelen.
2.   De nt onderling onafhankelijk identiek verdeelde stochasti-
sche variabelen zijn met een niet singuliere variantie-
covariantie matrix.
02Q = c2 (B-1)'E 8-1





1-1          xl            nl
Y=  .    ,X= : ,n=    :                     (3.3.4)- -
IT          XT            nT
.
Met behulp van het Kronecker product voor matrices is (3.3.3) te
herschrijven tot:
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vec Y = (I 0 X) vec Tr + vec 11 (3.3.53-m
waarin vec Y, vec A en vec n de vectoren zijn die ontstaan als men
de kolommen van respectievelijk de matrices Y, Tr en n onder elkaar
plaatst.
Voor de eigenschappen van het Kronecker product voor matrices waar-
van in dit hoofdstuk regelmatig gebruik gemaakt zal worden zij
verwezen naar Appendix B.
Door (3.3.1) om te zetten in (3.3.5) is het uit meerdere vergelij-
kingen bestaande model omgezet in een uit 66n vergelilking be-
staand model, zodat de in hoofdstuk II ontwikkelde theorie toege-
past kan worden.
Er rekening mee houdend dat de variantie-covariantie matrix van
vec n gelijk is aan:
2
a (O B I) (3,3.6)T
vindt men,voor de beste lineaire zuivere schatter van vec 5, naar
analogie van (2.3.22):
vec i = [(Im 0 X')(0-10 IT)(Im 0 X)]-1(Im 0 X')(0-1 0 IT) vee Y
= I Im 0 (X X)   X ] vec
Y (3.3,7)
met variantie-covariantie matrix, naar analogie met (2.3.23):
2          ' -1 -1 9 -i
c  [ (I 0 X)(n   0 I)(I 0 x)]  '=a-[ 0 0 (x x) 1 (3.3.8)m                                       T        m
Herschrljft men (3.3.7) tot
  = (X X)-' X Y (3.3.9)
-                                       -
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dan blijkt de beste lineaire zuivere schatter van A de gewone
kleinste kwadraten schatter te zijn.
Met behulp van stelling 2.7.7 is eenvoudig aan te tonen, dat de
gewone kleinste kwadraten schatters ook best lineair en zuiver
zijn als 0 singulier is.
Immers stel dat Z een matrix is van maximale rang, zo dat X Z=0.
dan geldt ook
(Im 0 X,)(Im 0 Z) = (Im B X'Z) = O (3.3.10)
en
(Im 0 X,)(0 0 IT)(Im B Z) = (Q B X'Z) = O (3.3.11)
Volgens de hierboven aangehaalde stelling zijn de gewone kleinste
kwadraten schatters dan best, lineair en zuiver.
Met behulp van dezelfde stelling kan men op dezelfde manier aanto-
nen dat, voor het geval er aan hypothese 3 niet is voldaan, de
beste lineair P-zuivere schatter van vec T, naar analogie van
(2.5.22) gelijk is aan:
vec i= [(Im 0 X )(Im 0 X)] (Im 0 X)  vec Y
= [I 0 (X X) X ] vec Y (3.3.12)m -
met variantie-covariantie matrix:
E{[ImB(X X) X ][vec Y-E(vec Y)][ vec Y-E(vec Y)] '
I Ime x (x'x) +1 } =
a2[Ime(X X) X ](0 0 IT)[Ime(X'X)+X'] '= a2[0 0 (X'X)+]
(3.3.13)
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III.4 De k-klasse schatters
In de vorige paragraaf is aangegeven hoe de parameters van de
gereduceerde vorm van het model geschat kunnen worden. In deze
paragraaf zal een klasse van schatters worden afgeleid met behulp
waarvan men de parameters van de structurele vorm van het model
kan schatten. Deze klasse van schatters, de zogenaamde k-klasse
schatters, is door Theil (1961) op tamelijk heuristische wijze
gevonden. Een theoretisch bevredigende afleiding is later door
Malinvaud (1966) gegeven en daarna op enkele punten verbeterd
door Neeleman (1970).
De afleiding verloopt nu als volgt:
Stel dat men de eerste vergelijking van het model wenst te schat-
ten. Zonder aan de algemeenheid van de conclussies iets af te
doen, kan men stellen, dat het aantal afhankelijke variabelen in
deze vergelijking gelijk is aan m.
Op grond van de orde voorwaarde voor identificatie, kan men stel-
len dat deze vergelijking slechts dan identificeerbaar is, als
het aantal niet in de vergelijking voorkomende verklarende varia-
belen minstens gelijk is aan (m-1), d.w.z. dat in de eerste rij
van de matrix C minstens (m-1) nullen voorkomen.
Door de variabelen zo te rangschikken dat deze nullen de laatste
plaatsen van de eerste rij van C bezetten, kan de eerste verge-
lijking van de structurele vorm geschreven worden als:
b yt + (c ,0) xt - Et (t=1,2,...,T) (3.4.1)
waarin:
b      is de eerste rij van B
(c ,0) is de eerste rij van C
Daar de gewone kleinste kwadraten schatters van b en c niet zuiver,
en zelfs niet asymptotisch raak zijn, is het zaak een andere
schattingsmethode te vinden.
Daarvoor gaan we uit van de gereduceerde vorm van het model.
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vec Y = (I 0 X) vec TT + vec Il (3.4.2)- m
We trachten deze vorm te schatten rekening houdend met de voorwaarde:
Trb   . C- c) (3.4.3)
of, herschreven met het Kronecker product voor matrices:
(b  0 Ik) vec A = (-0) (3.4.4)
Dit probleem zou oplosbaar zijn als de vectoren b en c bekend waren,
deze moeten echter juist geschat worden. De volgende oplossing
van het probleem vloeit hier logisch uit voort.
Stap 1
Bepaal de beste lineaire zuivere schatter van vec A er van uitgaande,
dat b en c bekend zijn en rekening houdend met de nevenvoorwaarde
(3.4.4).
Stap 2
Bereken, met behulp van de in stap 1 gevonden schatter, de schatter
2
van a . Deze schatter is een functie van b en c.
Bepaal vervolgens de waarden van b en c, waarvoor deze schatter van
2
G  een minimale waarde aanneemt.




Dit probleem kan als volgt worden opgelost. Met behulp van de in
II.3 behandelde transformatie, transformeert men het model (3.4.2)
tot:
(M' 0 IT) vec Y = (M' 0 X) vec A + (M' 0 IT) vec n  (3.4.5)
Waarin M een matrix is, die zo gekozen wordt, dat de variantie-
covariantie matrix van (M' 0 IT) vec n gelijk is aan:
a2(M' 0 IT)(Q 0 IT)(M 0 IT)= 02(M' O M B IT) = 02(Im 0 IT)
(3.4.6)
De opgave is nu, in de klasse van lineaire schatters, naar ana-
logie van (2.3.3) en rekening houdend met (2.3.18), een schatter
vec TT=C(M' B I) vecY+d (3.4.7)-                                 T                  -
te bepalen zo, dat:
1' Rekening houdend met (2.3.5),
E(vec i) = C(M' O X) vec Tr +d= vec  T (3.4.8)
onder de nevenvoorwaarde (3.4.4)
2' Rekening houdend met (2.3.6), de elementen op de hoofddiagonaal
van 02 CC', de variantie-covariantie matrix van vec 1, minimaal zijn.
Herschrijft men nu (3.4.8) tot:
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[C(M 0 X) - I ]    vec   A   +d   -0mk (3.4.9)
en (3.4.4), rekening houdend met appendix A 43 tot:
vec A = (b' 0 Ik) (-0) + [Imk-(bb  0 Ik)] e         (3.4.10)
, waarin e een willekeurig te kiezen (mk) vector is, dan geeft
substitutie van (3.4.10) in (3.4.9):
[ C(M'OX)-Imlcl ((b'@Ik) (-0 )+[ Imk-(bb 0Ik)] e} +d=0 (3.4.11)
Hieruit volgt dat men voor een zuivere schatter C en d zo moet
kiezen dat voldaan is aan:
[C(M'ex) - I ][I  - (bb 0Ik)]  = 0 (3.4.12)ink   mk
d = [C(M'eX) - Imkl (b'@Ik) (0) (3.4.13)
+C
Immers (3.4.12) moet gelden, om te verhinderen dat de willekeurige
vector e de gelijkheid (3.4.11) te niet kan doen. (3.4.13) is dan
zonder meer duidelijk.
Beschouwing van (3.4.7) en (3.4.13) leert, dat de keuze van de
schatter bepaald wordt door de keuze van C. Uit (3.4.13) blijkt
nl. dat d rechtstreeks van C afhangt. Dit in verband met (3.4.7)
beschouwd, laat zien, dat vec TT bepaalt wordt door de keuze van C .
Nu is (3.4.12) te herschrijven tot:
C (M' eX)[ Imk-(bb 0Ik)]=[ I -(bb eIk)] (3.4.14)mk
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Rekening houdend met het feit, dat:
-  het rechterlid van (3.4.14) een idempotente matrix is
-  in verband met (2.3.21) geldt, Q M M  =Im
+
-   X   X=I
k
, kan men het rechterlid van (3.4.14) schrijven als:
I Imk- (bb 0Ik)] = COMM' eX X) [ Imk- (bb 0Ik) ] = (OMeX ) (M' 0X )[ Imk- (bb 0Ik)]
= COMeM ){(M'eX)[ I -(bb @Ik)]}{(M'eX)[I -(bb 0Ik)]} {(M'eX)·mk mk
I Imk-(bb 0Ik)] 1
=[I  -(bb 0Ik)] ( M'OX)[I  -(bb 0Ik)]} {(M'eX)[I  -(bb 0Ik)] mk mk mk
={(M'ex)[ I -(bb+0Ik)] }+{(M'ex)[ I -(bb+0Ik)]  [ I -(bb 0Ik)]mk mk mk
= {(M'OX)[I -(bb 0Ik)]} {(M'eX)[I -(bb 0Ik)]} (3.4.15)mk mk
Hierdoor gaat het probleem over in:
Minimaliseer de termen op de hoofddiagonaal van
CC' (3.4.16)
onder de nevenvoorwaarde (3.4.14), welke in verband met (3.4.15)
geschreven kan worden als:
C(M'QX)[I -(bb @Ik)]=<(M' 0X )[ I -(bb 0Ik)]} {(M'OX)mk mk
[ I  -(bb 0Ik)] 1 (3.4.17)mk
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Dit probleem is reeds in stelling (2.5.21) opgelost.
Toepassing van deze stelling geeft:
C= {(M'eX)[ Imk- (bb 0 Ik)] } (3.4.18)
Er rekening mee houdend, dat het rechterlid van (3.4.18), met
behulp van appendix A.40, geschreven kan worden als:
(M' OX)4, {Imk-  (b' @Ik) (M' OX)  ]  [ (b' 0 Ik) (M' eX)  ] } (3.4.19)
vindt men, rekening houdend met ( 3.4.7), (3.4.9) en (3.4.13) voor
de schatter:
vec 1 = (M eX) {Imlc-I (b 0Ik)(M eX) ] [(b 0Ik)(M eX) ]}(M eIT) vec I
+[ (M'ex)+{I  -[ (b'0Ik)(M'ex)+]+I (b'0Ik)(M'ex)+] }(M'ex)-I  ]mk mk '
+  C
(b 0 Ik)  0 (3.4.20)
Er rekening mee houdend dat:
-1 ' -1




-  (M e X)+ = I (M-1) ' e X+]
terwijl bovendien
' 1' ++ ,             1'
I (b @Ik)(M OX) ]  [ (b @Ik)(M @X) ]=[b (M- ) OX ] [b (M- ) X ]
-1  +"  -1 ' '   -1 -1-[ (M  b)  b (M  ) 0XX- ]=[ (b Ob)  M  bb (M-l),0XX ]   (3.4.21)
- 63 -
kan men (3.4.20) vereenvoudigen tot:
vec i = (ImeX ) vec Y-[(b Ob)-1(M-1)bb  0X ] vec Y
+ [I -{(b'Ob)-1(M-1),M-lbb @I }-I ][b(b b)-10Ik](0)mk k  mk




Voor de te minimaliseren schatter van c gebruikt men de welbekende
kleinste kwadraten schatter, uitgaande van model (3.4.6). Deze
schatter is op een constante na gelijk aan:
S=[ (M 0IT) vec Y-(M OX) vec 1] I (M ®I ) vec Y-(M eX) vec i]
(3.4.23)
Substitutie van (3.4.22) in (3.4.23) geeft, rekening houdend met
(2.3.21):
S=(vec Y)'(MBIT)(M eIT) vec 1-2(vec Y)'(MeIT)(M eX) vec A
+(vec A) (MeX )(M OX) vec i =
I -1 '  -1   +
(vec Y) (0  QI ) vec Y-2(vec Y) (0  0XX ) vec Y +T -
++ 2(vec Y) [(b Ob)-lbb 0XX ]vec Y
+ 2(vec Y)'[ (b Ob)-lbeX]( )+(vec Y)'(0-10XX ) vec Y +
- 2(vec Y)'[(b Ob)-lbb 0XX ]vec 1-2(vec Y)'[(b Ob)-lbOX]( ) +
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+(vec Y)'[ (b Ob)-lbb 0XX ]vec 1+2(vec Y)'[ (b Ob)-lbeX] < )
'      '   -1  '   c+(c ,0)[ (b Ob) 0 x x] ( ) =
0
(vec Y)'(O-10IT) vec Y-(vec Y)'(O-10XX ) vec Y +
+(vec Y.)'[(b Ob)-lbb 0XX ]vec Y+2(vec Y) [(b Ob)-lbeX] ( ) +
+  (c '  , 0) [   (b 'Qb)-    e x    X] (j) (3.4.24)
Het is nu zaak b en c zo te kiezen dat S minimaal wordt.
Dit betekent, dat we ons tot dat deel van S kunnen beperken,
waarin b en c voorkomt.
Dit gedeelte kan geschreven worden als:
+
(vec X) (bb BXX )vec X+2(vec Y) (beXt)c+c'(lextxl)c
(3.4.25)
b Ob
waarin X1 de matrix is, die bestaat uit de eerste kl kolommen
van X (kl is het aantal verklarende variabelen dat tot de eerste
vergelijking behoort).







v = -(b 0XX ) vec Y (3.4.27)
Volgens de theorie van de kleinste kwadraten is de teller van
(3.4.26), gezien als functie van c, minimaal als:
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S - [(lexi)'(lexi)]- (lexi)' X
+ +   +
= -[10(Xlxl)-1Xll[ b 0XX ]vec Y = -(b 0Xt XX ) vec Y
+
= -[b  0Xl  ]vec Y (3.4.28)
Door substitutie van (3.4.28) in (3.4.25) reduceert men het
probleem tot het minimaliseren van de functie
+ + +1     +(vec Y) (bb @XX )vec Y-2(vec Y) (bb 0XX1)vecY+(vecY Wb0Xl X1Xlxl) vec Y
b Ob
(vec Y) (bb 0XX ) vec X-(vec Y)'(bb 0Xlx1 )vec Y
(3.4.29)
b Qb
, welke functie uitsluitend van b afhangt.
+ +
Er rekening mee houdend dat XX  en X1X1   idempotente matrices zijn
kan men (3.4.29) herschrijven tot:
+                      +                        +          1             +
I (b 0XX )vec Y] I (b 0XX )vec Y]-[ (b 0Xlxl )vec Y] I (b 0Xlxl )vec Y]
b Ob
(3.4.30)
, of gebruik makend van het feit dat:
(b'0XX )vec I = XX+Yb
en
(b 0Xlxl )vec = Xlxl+Xb
tot:
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b   (Y'XX Y - Y'Xlxl +Y) b
(3.4.31)
b Ob
+Nu is (I XX Y-Y X.X  Y) een symmetrische matrix en, volgrns het- -  1 1-
*)gegeven, 0 een symmetrische positief definite matrix. Hieruit volgt
dat het minimum van (3.4.31) gelijk is aan At' waarin Al de kleinste
wortel is van de vergelijking
+
Y xx 1-1 xix,+1-101 =
O (3.4.32)
Dat betekent dat voor elke i, die voldoet aan:
CY'XX+Y-Y'Xlxl+Y-Aln)b = O (3.4.33)
dit minimum wordt aangenomen.
De vergelijkingen (3.4.28) en (3.4.33) kan men nu er mee rekening
mee houdend dat:
c=-(b eX  )vec Y = -Xl+Yb
te herschrijven is als:
(X1Xl)s + Xlyb = 0
, combineren tot:
+ ./  %
Y  XX Y - X.Q Y X      b-                     - -1 -1  -
=0 (3.4.34)X Y X X        i1- 1 1
(*) Zie hiervoor C.R. Rao, Linear Statistical Inference and Its
Applications, New York 1965, blz. 59.
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Daar het eerste element van E gelijk is aan -1 te stellen en dit
als normaliseringsregel aan te nemen, gaat (3.4.34) over in:
-
+
Y'XX Y -X O Y  X    b      Y X X Y  -A O
-2 -2 -1 22  -2  1 -2 -2 -1 -1 21
(3.4.35)
X Y X  X     C              X  Y




b                                             b
-2                                 -
-       de resterende elementen van
C                                               C-
.
zijn na normalisatie
- Y  de eerste kolom is van Y
.Y de matrix van de resterende kolommen van Y
-2                                           -
- R21 de eerste kolom van 0, minus het eerste element
- 0   de matrix van de laatste (m-1) rijen en de laatste22
(m-1) kolommen.
Als nu Q bekend is kan men At' k2 en S berekenen uit (3.4.32) en
(3.4.35).
2
In de praktijk zal echter in het algemeen a Q onbekend zijn. In
dat geval wordt Q vervangen door de asymptotisch rake schatter:
-'-
  = B.T (3.4.36)
waarin; in verband met (3.3.9),
2=Y- X(X'X)-tx'Y (3.4.37)
de matrix is van geschatte residuon, uitgaande van de gereduceerde
vorm van het model (3.3.3).






(1 + --) = kT -
geeft substitutie, van de in (3.4.36) gegeven schatter, in
(3.4.32) en (3.4.35):
+      -,-




12 12-k n n  12 Xt   b 2 X2 Xi - k 12'01
(3.4.39)
X Y X  X X  Y
1 -2 1 1 E 1 -1
waarin:
-,- -,- -'-
9292 en 2221 die deelmatrices van 2 2 zijn welke
corresponderen met Q en 022 21'
Beschouwt men nu voor elke waarde van k de oplossing k2(k) en
&(k) van het vergelijkingsstelsel (3.4.39), dan vindt men de
klasse van schatters welke in de literatuur bekend staat als
de k-klasse schatters.
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III.5 Een asymptotische eigenschap van de k-klasse schatters
In deze paragraaf zal worden aangetoond, dat onder bepaalde om-
standigheden, de k-klasse schatters asymptotisch raak zijn.
Deze afleiding verloopt als volgt:
Lost men de schatters k2 en S op uit (3.4.39) dan vindt men:
'.. -1   1     - '-
b Y Y -k n n-2 X2 X2 - k n2 n 2  X2 Xl -2 -1 - -2 -1
(3.5.1)
c                X      Y             X   X                X      Y-           1 -2 1   1            1   -1
r
Neemt men de limiet in waarschijnlijkheid van (3.5.i) dan vindt men:
/
,.. .-1 - ,- I
Y  Y - k 112 IhX2 X2 - k n2 n2  12 X 1 -2 -1
b-2        T         T      T          T         T
plim -PEm plim (3.5.2)
T+00 T +00                                                                                    T+00
X Y X X X  Y-            1 -2 1 1 1 -1
C-            T           T             T
I .  1         .l
Er rekening mee houdend dat:
-     Y =X A +n (3.5.3)-2 2  -2
-     Y   =Y b +XC+E (3.5.4)
-1 -2  2    1    -1
'-1
S t= - 1111 =n -n b (3.5.5)-1 -2  2b
2
waarin
-    A,2 gelijk is aan de matrix A minus de eerste kolom
vindt men voor:
Y  Y
plim -2 -1   plim 1
T+     T   = T+00  T (7T.2 X +02 )(Y2b2 + Xlc + St) =
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plim 1(1T ' X'X 1T  b  + 7T   X'Y12b2 + rl  x 7T  b  + rl 'T+00    T .2 .2 2 . 4 -2 .2 2   -2 n2 b 2 +
7T   X'Xlc + r12  Xlc + 02 Bl - 02 92b2) -
= (7T   M      b +7T M   c+Q ) (3.5.6).2  xx  .2 2 .2  xx1     21
en voor
X  Y
plim  1 -1 = plim 1   '
T+co T  T+00 T 1 -2 2    1    -1- X   (Y b +X C+E) =
plim 1    '            '         '        '       '
T+co T 1 .2 2    1 -2 2 1 -1 1 -2 2- (X  X T  b +X  n b  +X l Xlc +X  n  -X n b) =
= (M       b  +M    c)                            (3.5.7)x x  .2 2
Xlxl
Gebruik makend van bovenstaande resultaten vindt men voor (3.5.2)
/  /
'.. -1
-        Y 2 X2  n2 n2  X2 Xl
b             -2  T      T        A.2 Mxx 1.2-2 T




X Y X  X-            1 -2 1           1c                                                                                                      M        'IT                   McT              T                  x x 2 Xlxl1
.      1                    ..1                      .1
I .
plim (1-k)0T+00 -  21





,-     1                 I -1- .-1
Y.2 X2  112 112  X2 X 1 I2 X2  02 E12  X2 Xl-k                                k





X Y X X X Y X  X
1 -2 1 1 1 -2 1          1
T              T                           T              T
mits:
TA
Y2 X2  02 02  X2 Xl-kT-T T
plim (3.5.10)
T+00
X Y X  X
1 -2 1          1
T              T
bestaat en niet singulier is. Voor het bewijs wordt verwezen naar
Wilks* .
Werkt men nu (3.5.10) uit, met behulp van (3.5.9), er rekening mee
houdend dat:
Y  Y
plim -2 -2 = plim 1
T+co            T               T+00      T   (  T.2    X   X   TT.2    +   7T.2    X      92    + E12 .2   -2  -2
X A +n n)
= lT M 1 +0 (3.5.li).2  xx .2 22
, dan vindt men:
*) J.S.S.Wilks, Mathematical Statistics, New York 1962, blz.103
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- 1-
I2 X2  n2 02  X2 Xl-k A'M   1   + plim (1-k) 0 IT         MT   -  T      T       .2  xx .2 T+00 - 22 .2  xx
plim
T+00
X Y X  X
1 -2 1          1 M           Tr                                               MT          T               x x .2 XlxlI                                                                <
1 1'M l r l r M      0 0.2  xx .2 .2  xx
1
22
  plim (1-k) (3.5.12)T+00               -
M          A                    M                                                          0               0
Xlx .2 Xlxl
Nu is de eerste matrix in het rechterlid van (3.5.12) te schrijven
als:
f
1                                                                                     I.2                          k
M                                  (3.5.13)xx      .2
I                      0                                   0
k
waarin:
- I   is een k x k eenheidsmatrix
k              1      1
0  is een kl x (k-kl) nulmatrix





I                     0
k
is een (m-1 + kl) x k matrix met rang (m -1+k) .
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Immers m-1+k l i k. Was dit niet het geval dan zou gelden:
k-k >m-1. (3.5.15)1-
en dit in tegenspraak met de in I.3 besproken orde voorwaarde voor
identieficatie.
Verder heeft de matrix A bestaande uit de eerste (m-1) rijen en22
de laatste k-kl kolommen van A 2 de rang (m-1). Was dit niet het
geval dan zou men in strijd komen met de in I.3 besproken rang-
voorwaarde voor identificatie.
Uit het bovenstaande volgt, dat de eerste matrix in het rechterlid
van (3.5.12) niet singulier is. Verder is gegeven dat Q niet22
singulier is, zodat men kan zeggen dat:
A         M IT   plim (1-k) 9 lT I M.2  xx .2 T+00 - 22 .2  xx1
(3.5.16)
M Tr      M
xx .2 xlxl
plim
zeker niet-singulier is als (1-k) > 0.T+00  - -
Substitueert men (3.5.13) in (3.5.5) dan vindt men:
-i




c           Mx x  .2 Xlxl- 1
l
Tr         M 'IT Tr M b    Plim (1-k) 0.2  xx .2 .2
xx1
2 T+00 -   21
t
+                         (3.5.17)
Mxlx 7
T.2 M x x    C          0
1      1
.
en uit (3.5.14) is onmiddellijk in te zien dat &2 en S dan en alleen
\,
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dan asymptotisch rake schatters zijn als k = l.plimT+00 -
Nu is de limiet in waarschijnlijkheid van de uit (3.4.38) bereken-
de waarde van k gelijk aan 1.
Immers:
'-1 -,-
YY Y X X X X Y no
plim  - - _ -  1   1 1 1- -k -T+00          T             T               T                    T                  T
,-1 -,-
YY Y X X X X Y n n
plim - - _ -  1   1 1 1-    - -
T+co  T    T     T       T-k -T =0 (3.5.18)
-                                          -
en met een afleiding analoog aan die van (3.5.7) en (3.5.11) vindt
men:
plim -  1    '
YX
= 'IT MT+00 T XX
YY
plim - - = A M TT+QT+00 T XX
zodat (3.5.18) overgaat in:
17T,(M -   M           M     KM     - )    Tr
+ (1-k) R| = 0 (3.5.19)
-1           plim
XX xx1  x1 1 x1x T+00
Nu is:
...                                                                                                 IM M M M
Xlxl Xlx2 Xlxl xlx2
-1M -M  M   M   =              -
xx  xx1 xlxl x1x
M     M        M     M    M  -1M
l x2xl X 2 X 2 X 2 X l x2xl xlxl xlx2
00
(3.5.20)
-1O M -M    M    M
x2x2  x2xl xlxl xlx2.
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Dat wil zeggen, dat (3.5.19) met behulp van (3.5.20) te schrijven
is als:
1 2. (Mx 2 x2 -M     M  -1 M )  T   + plim .(1-k) QI = O
x2xl  xlxl xlx2
2.     T+00
(3.5.21)
waarin:
A2  de matrix is, die bestaat uit de laatste
k - kl rijen van 7T.
Nu heeft de matrix A2. de rang (m-1), zodat de eerste matrix van
(3.5.21) niet-negatief definiet is, en daar de matrix Q positief
*)definiet is, is plim (1-k) = 0. Zie voor dit bewijs GoldbergerT+00
Dat wil zeggen, dat de uit (3.4.34) en (3.4.35) berekende schatters
asymptotisch raak zijn.
Deze schatters staan bekend als de limited Information Maximum
Likelihood schatters (LIML).
Een andere voor de hand liggende waarde voor k die asymptotisch
rake schatters oplevers is k = i.
De bij deze waarde voor k behorende schatters staanbekend als de
kleinste kwadraten in twee ronden schatters. (2 S L S).
Uit het voorafgaande blijkt, dat op grond van deze asymptotische
eigenschap geen voorkeur uitgesproken kan worden voor don van de
hiervoor genoemde schattingsmethoden. Vergelijkt men eehter de
hoeveelheid werk die verzet moet worden om elk van de schatters te
berekenen dan is dit wel het geval.
Immers voor k=1 gaat het stelsel vergelijkingen van (3.4.39) re-
kening houdend met (3.4.37) over in:
. - p1..
yy Y X  b Y Y-2 -2  -2 1 -2 -2 -1
(3.5-19)
X Y X X      c     X  Y
1 -2 1 1     -      1-1
*) A.S.Goldberger, Econometric Theory, New York 1964, blz. 38
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-




=      2,xl )  ,  ( 2 'X l )_             (I2 'X I) ,    I 1 (3.5.20)
C
waaruit blijkt dat men de 2 S L S schatters vindt door X1 op 12 en
Xl te regresseren.
Voor de berekening van de L I M L schatters is echter de oplossing
van (3.4.38) noodzakelijk hetgeen een tijdrovende aangelegenheid
is.
Op grond van deze overwegingen zou men de voorkeur kunnen geven
aan de 2 S L S schattingsmethode.
III.6 Multicollineariteit bij 2 S L S e n L I M L
Deze paragraaf is gesplitst in twee gedeelten. In deel A worden de
oorzaken van multicollineariteit voor 2 S L S behandeld, in deel
B d e oorzaken voor de multicollineariteit voor L I M L.
Deel A
Men kan zich, zoals in de vorige paragraaf is aangetoond de 2 S L S
methode als volgt opgebouwd denken.
t'  Men bepaalt de beste lineaire zuivere schatter van 1, de matrix
van de gereduceerde vorm coefficionten.
-
Met behulp hiervan berekent men 12 de schatter van 12.
20 Men handelt of X2 en X1 verklarende variabelen zijn en 11
de afhankelijke variabele en berekent de kleinste kwadraten
schatters b2 en E van b2 en c de coefficionten van de eerste
vergelijking.
Men kan nu de volgende gevallen onderscheiden:
a.  De in de te schatten vergelijking voorkomende geschatte afhanke-
lijke variabelen zijn multicollineair, de verklarende variabelen
zijn niet multicollineair.
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De oorzaak van deze multicollineariteit kan zijn, dat de in de
vergelijking voorkomende afhankelijke variabelen multicollineair
zijn. Immers X2 vindt men door projectie van de kolomvectoren
van 12 op de door de kolomvectoren van X opgespannen ruimte.
Daar de projectie het aantal lineair onafhankelijke vectoren
niet kan toenemen, volgt hieruit dat de rang van 12 kleiner
dan of gelijk is aan de rang van X2.
Zijn de kolomvectoren van X2 onafhankelijk dan zijn dus ook de
kolomvectoren van 12 onafhankelijk. Het omgekeerde is echter
niet waar, ook al zijn de kolomvectoren van Y2 onafhankelijk dan
kunnen de kolomvectoren van 12 nog best onafhankelijk zijn.
Immers, krachtens (2.3.1) en (2.3.12) geldt:
-,
Y 2 = X(X X) 'X 12 (3.6.1)
d.w.z. X2 is een T x (m-1) matrix waarvan de rang bepaald wordt
door de rang van X X2' en deze kan kleiner zijn dan (m-1).
Voorbeeld
Beschouw het model
ylt+b12 y.2t+b = E13 23t -It
b                       +               2 2 t+b 2 3   7 3 t+C 2 1     x l t+C 2 2
x = E   (t=l,2,0..,T)
21 Zlt 2t -2t
b   y  +b   y + = f3t (3.6.2)31 -lt 32 -2t 23t+c31 Xlt
Wenst men nu de eerste vergelijking van dit model te schatten dan
moet men eerst de projecties van de vectoren 22 en y  op de door-3
xi en x2 opgespannen deelruimte bepalen. Deze projecties kunnen














b.  De in de vergelijking voorkomende verklarende variabelen zijn
multicollineair, de in de vergelijking voorkomende geschatte
afh4nkelijke variabelen niet.
Dit geeft geen moeilijkheden bij de eerste stap, daar projectie
van de kolommen van X2 op de door de kolommen van X opgespannen
deelruimte altijd mogelijk is.
De moeilijkheden ontstaat bij de tweede stap.als men de projectie
Yl van Yl op de, door de kolommen van de matrix (Y-2' Xl) op-
gespannen deelruimte eenduidig probeert uit te drukken in deze
vectoren.
Eenduidig bepaling van de bij de kolomvectoren van 12 behorende
coefficionten is wel mogelijk.
c.  De in de vergelijking voorkomende geschatte afhankelijke en de
verklarende variabelen zijn multicollineair.
Deze vorm van multicollineariteit kan op drie manieren ontstaan.
Allereerst is het mogelijk, dat de niet in de vergelijking
voorkomende verklarende variabelen geen bijdrage leveren aan de
verklaring van de in de vergelijking voorkomende afhankelijke
variabelen. In dat geval zullen de kolommen van X2 liggen in de




Zlt+b y  +C   x            E12 -2 t 11 1t - -lt
(t=l,2,...,T) (3.6.4)
b21 Xlt 1-2t+c21 xlt+C22 x2t = 62t
Wenst men nu de eerste vergelijking van dit model te schatten en
draagt x2 niets bij aan de verklaring van y2 dan zal 22 samen vallen









Een tweede mogelijkheid is, dat een aantal kolommen van X2 die
niet in de te schatten vergelijking voorkomende variabelen lineair
afhankelijk is van de kolommen van X1. Is dit aantal groter dan
(k2 - m+1) dan zal minstens 66n van de kolommen van X2 lineair
afhankelijk zijn van de kolommen van XI.
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Voorbeeld
Voor het model uit het voorgaande voorbeeld is deze situatie in
fig. 3.6.6 uitgewerkt
y 2
9 K2  xl
Figuur 3.6.6
Bij deze mogelijkheid dient nog het volgende opgemerkt:
Daar exacte multicollineariteit in de praktijk niet optreedt is het
mogelijk, dat ondanks dat x1 en x2 bijna multicollineair zijn, xl










Een derde mogelijkheid is dat de kolommen van X2 onderling afhanke-
lijk zijn. Is het aantal onafhankelijke kolomvectoren van X2 kleiner
dan (m-1) dan zal de dimensie van de door de kolomvectoren van X
opgespannen deelruimte kleiner zijn dan (kl+m-1), zodat tussen de




ylt+b12 2-2t+b13 23t+Cll Xlt E-lt
.b21 2-lt 2-2t+b23 1-3t+c21 xlt+C22 x2t +C23 x3t = £2t
b32 12t 13 t' C32 x2t - E 3t
(t-1,2 ' . . . ,T) (3.6.8)
Wil men nu de eerste vergelijking schatten en zijn x2 en x3 multi-
collineair dan zullen y2' y3 en xl ook multicollineair zijn
(zie fig. (3.6.9)).               Y 2
Y







Figuur 3.6.9             x 3
Deel B
De L I M L methode die in de vorige paragraaf is afgeleid, kan
indien men de afleiding enigszins wijzigt ook gezien worden als
een projectieschatter.
0
Vervangt men namelijk in de 2 stap van de afleiding Q reeds in
(3.4.31) door R en voert men tevens de normaliseringsregel
b   b   = 1 (3.6.10)
in dan vindt men het volgende probleem
Minimaliseer
b'[Y'X(X'X)-'X'Y-Y'Xl (Xlxt)-lxl'Y]b (3.6.11)
rekening houdend met (3.6.10)
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Nu kan (3.6.11) geschreven worden als:
- -   =,2
[I X-Y Y] (3.6.12)
waarin:
i = X1(X Xl)-lxlY (3.6.13)
d.w.z. de projecties van de kolomvectoren van Y op de door de kolom-
vectoren van Xt opgespannen deelruimte.
Het probleem is dus te herschrijven tot:
Minimaliseer:
m -2 2
[     I   b i (yi-Xi)] (3.6.14)
1=1
onder de nevenvoorwaarde (3.6.10)
Men'moet dus de b. zo kiezen, rekening houdend met (3.6.10), dat1





minimaal wordt (zie fig. (3.6.16))            1
X
- /1            1
/
9291
A-                                 y







Nu is (3.6.15) krachtens (3.4.32), minimaal als men voor b de
karakteristieke vector kiest die behoort bij de kleinste wortel
X van de vergelijking.
11'X(X'X)-lx'Y-Y'Xl(Xl'Xl)-1Xl'Y-  11 4-  1= 0 (3.6.17)
wat, daar
(i-Y) (Y-- )=Y [x(x'X)'x'-Xl(X  X )-IX11[X(X'X)-lx'-Xl(X  X )- Xl l•Y -
Y'x(X'X)-lx'Y-Y'Xl(Xl'Xl)-1Xl Y (3.6.18)
geschreven kan worden als:
1 (i-i)'(i-i)-*(I-i)'(Y-i)  1  - o (3.6.19)
Men kan nu de volgende gevallen onderscheiden:
a.    Tussen de variabelen yl t/m ym bestaat een lineair verband.
Is dit het geval dan bestaat er ook een lineair verband tussen




is dan singulier en de kleinste wortel X van (3.6.19) is
gelijk aan nul.
Er bestaat dan een lineaire combinatie van de vectoren
A            *                                                         A
(21-21) t/m (lm-lm) zo, dat:
m -
E  bi(yi-Xi) = 0 (3.6.21)
i=l
Gaat men over op de algemeen gebruikelijke normaliserings-
regel bl = -1 dan zijn er twee mogelijkheden.
-
1' (Xl-xi) is in de lineaire combinatie opgenomen ofwel bl 0 0.
In dit geval treden geen moeilijkheden op.
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2' (21-11) is n:Let in de lineaire combinatie opgenomen.
In dat geval is het minimum van (3.6.15) gelijk aan
-  2 ,2
|yl-yll  en de b2 t/m bm zijn niet eenduidig te bepalen.
b.    Indien onder de kolomvectoren van X1 multicollineariteit
optreedt zal dit geen effect hebben op de bepaling voor de
coefficionten bi. Wel treden moeilijkheden op als men de,
bij de kolomvectoren van Xt behorende coefficionten tracht
te bepalen.
C. Leveren de niet in de vergelijking voorkomende verklarende
variabelen geen bijdrage aan de verklaring van de in de
vergelijking voorkomende afhankelijke variabelen, dan is
=
Xi-Xi = O i = 1,2,...,m (3.6.22)
zodat de bi niet eenduidig te bepalen zijn.
Zijn een aantal kolomvectoren van X2 lineair afhankelijk van
die van X1 of onderling afhankelijk dan zullen er, indien
dit aantal gooter is dan k2-m+1, minstens twee lineaire
relaties bestaan onder de vectoren (Yi-Yi)  i=l,2,...,m.
Men projecteert immers dan in vectoren in een (m-2) dimensio-
nale deelruimte.
Uit bovenstaande gevallen blijkt dat de oorzaken van multicollinea-
riteit bil de L I M L schatters dezelfde Zijn als die bij 2 S L S
schatters. Bij de L I M L schattingsmethode bestaat echter nog een
oorzaak voor multicollineariteit.
d.    Ook als er geen lineaire afhankelijkheid bestaat tussen de
=
vectoren (li-xi) (i=1,2,...,m) dan is het nog mogelijk dat de
coefficionten bl  niet eenduidig te bepalen zijn. Is de
kleinste wortel van (3.6.18) namelijk meervoudig dan bestaan
er immers een oneindig aantal oplossingen van (3.6.11).
Met het oog op het bovenstaande kan men stellen dat in het algemeen
d e L I M L methode eerder instabiele schattingen oplevert dan de
2 S L S methode.
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Deze conclusie samen met het feit dat beide schatters asymptotisch
raak zijn, terwijl de hoeveelheid rekenwerk voor L I M L aanzien-
lijk groter is dan voor 2 S L S i s d e aanleiding om ons bij de
simulatiestudie in het volgende hoofdstuk te beperken tot 2 S L S.
III.7 De gegeneraliseerde 2 S L S methode
In de vorige paragraaf is aangegeven op welke manieren multicolli-
neariteit bij de 2 S L S methode op kan treden. In deze paragraaf
nu zal een methode worden ontwikkeld om aan deze moeilijkheid het
hoofd te bieden.
Allereerst dient opgemerkt te worden dat multicollineariteit van
de storingstermen, die tot uiting komt in een singuliere variantie-
covariantie matrix, geen aanpassing van de 2 S L S methode nodig
maakt zoals uit III.3 blijkt.
Anders is het gesteld met de multicollineariteit van afhankelijke
en/of verklarende variabelen. De moeilijkheden die hierbij ont-
staan, zijn als volgt op te lossen.
De projecties van de kolomvectoren van X2 op de, door de kolomvec-
toren van X opgespannen deelruimte., bepaalt men met behulp van de
in III.3 afgeleide beste lineaire P-zuivere schatters van A.
Deze projecties zijn, krachtens (3.6.1) gelijk aan:
+,
X2 = X(X X) X X2 (3.7.1
)
De tweede stap bestaat uit het regresseren van Yl op X2 en X .
Zoals in de vorige paragraaf bleek, is het. mogelijk, dat tussen de
kolomvectoren van de matrix (12'Xl) een of meerdere lineaire ver-
banden bestaan.
In dat geval is het niet mogelijk "beste lineaire zuivere schatters"






= I ( 2,xl) (92'Xl)] (12'Xl) Il (3.7.2)
C
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De asymptotische eigenschappen van deze schatters zullen we in deze
paragraaf nader bezien. Hiervoor is echter een aanpassing van de
hypothesen 3 en 7 uit III.2 vereist.
Deze worden in het hierna volgende vervangen door:
Hypothese 3a.
De T x k matrix X van waarnemingen van de k verklarende variabelen
heeft de rang r<k voor elke T.
Hypothese 7a.
£im (X X) bestaat en heeft de rang r.
T + 00
Ruwweg gezegd houdt deze laatste hypothese in dat het aantal en
de samenstelling van de lineaire verbanden tussen de kolommen van
X ongewijzigd blijft indien T + oo.
Uit hypothese 3a en 7a volgt dat:
' 1 .+ r    .+
X X X X
gim  -T tim - (3.7.3)TT+00 +00
Voor het bewijs van deze eigenschap wordt hier verwezen naar van
*)
Rooy
Gelden bovendien de hypothesen
Hypothese 3b.
De T x (m+kl-1) matrix (i2'Xl) heeft de rang s 3 (m+kl-1)
Hypothese 7b.
1    -
rgim T(Y2'Xl) (92'Xl) bestaat en heeft de rang s.+00
dan kan men de volgende asymptotische eigenschap bewijzen.
*) P.L.J. van Rooy, Pseudorang,approximanten en pseudo inversen
van.matrices van onbekende rang, Eindhoven 1970.
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<\ . - ,- - / + '- ,-
b          Y  Y   Y X Y  Y-    - -2 -2 1 -2 -1
pgim   2  - pgim   2,                                 (3.7.4)
T +00 - T+00
c                 X 9 X X x '9-            1 -2   1 1 1 -1
Rekening houdend met het feit dat




Y  = X(X X) X Y (3.7.6)-1 -1
vindt men voor (3.7.4)
-
,                   1       +1
Y X(X X) X 12  12x(X'X) X'Xl   Y 2 X(X'X) X'Ylb-2 -2
pgim  _  = pgim   ,   , + , +
T+00 c T+00  X 1 X ( X X ) X Y  X  X X X(X X) X Y-              -211             1         -1
(3.7.7)
C  1                          .+/ 1
Y X ' X Y   Y X ' X X Y X ' X Y-2   X X+ -2 -2   X X+    1    -2   X X+   -1(-)( , - (-) -(-)T T T T T T  T T T
=pfim
T+00
X X ' X Y X X X X ' X Y1   X X+ -2 1 1 1   X X+   -1
T C--T- --T- -(-)T                   T     T       T




T+00           T                 xx        2






= M IT. b   +M     c
xx   2 2 XX 1T+00
Substitutie van deze uitkomsten in (3.7.7) rekening houdend met
(3.7.3) geeft:
-...
Y X ' X Y  Y X ' X X     '                '
-2-(IYX)+   T-2   4.- (XTX). T
1  Ir. M M +M Tr. 7T. M M +M   b2  xx xx xx 2 2       x x      x x  xx                2
p£im 1
T+00
X X ' X Y X X M   M +M   .     M   M +M     c1  X X+ -2 1 1 x x xx xx 2 Xlx XX Xx1-T- C -T   T        1T
Rekening houdend met de hypothesen 3b en 7b en met het feit, dat:
M M+M =M




X 1 X  X X  X
X
xlxl
vindt men voor (3.7.8):
. ''     I  't'.     I  - ,
b    IT. M 7T.  T. M FT. M 1T. 1T. M      b-2 2 xx 2 2 xx 2 xx 2 2 xx     2
p£im 1                                                                          1
(3.7.9)T+00
c    M   7T.     M        M  T. Mc
- X X 2 X X x x 2 X X
1                                        1 1                         1                                       1 1
dat wil zeggen k2 en c zijn schatters met asymptotisch minimale
onzuiverheid. Behoort de vector (b2) tot de deelruimte opgespannen
' C
door de kolommen van (Y2'Xl)  dan is de schatter zelfs asymptotisch
raak.
In het volgende hoofdstuk zal getracht worden de kleine steekproef
eigenschappen van deze gegeneraliseerde 2 S L S methode met behulp
van een simulatiestudie te achterhalen.
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IV Een Monte-Carlo studle.
IV. 1 Inleiding
Bij de theorie van de in hoofdstuk II behandelde schattingsmethoden
doet zich geen enkele moeilijkheid voor. Immers of de matrix van
waarnemingen van de verklarende variabelen X is van volledige rang
en in dat geval past men kleinste kwadraten toe, of de matrix X
is niet van volledige rang en in dat geval werkt men met beste
lineaire P-zuivere schatters.
Evenzo is het gesteld met de in hoofdstuk III behandelde schattings-
methoden. Zijn de matrices X en (Y2'Xl) van volledige rang dan past
men kleinste kwadraten in twee ronden toe, is 66n van de matrices
of zijn beide matrices niet van volledige rang dan werkt men met
beste lineaire P-zuivere schatters.
In de praktijk echter liggen de zaken anders zoals reeds in I.4 is
opgemerkt.
De matrix X is dan namelijk bijna altijd van volledige rang maar is
vaak slecht geconditioneerd, d.w.z. det,(X'X) % 0, doordat er tussen
de verschillende variabelen 66n of meer bij benadering lineaire
verbanden bestaan.
In het algemeen zullen de varianties van de kleinste kwadraten
schatters van de coefficionten behorende bij de variabelen waartussen
deze lineaire verbanden bestaan groot zijn.
Een oplossing van deze moeilijkheid kan gevonden worden in de theorie
van de hoofdstukken II en III.
Benadert men namelijk de matrix X door de matrix X die niet van vol-
ledige rang is dan kan men verder werken met beste lineaire P-zuivere
schatters.
De vraag rijst echter of deze benadering van X door X geen grotere
onnauwkeurigheid in de schatting introduceert dan het werken met de
slecht geconditioneerde matrix X?
De in dit hoofdstuk opgezette Monte-Carlo studie dient nu als een
proefonderzoek om op deze vraag een voorlopig antwoord te geven.
De studie beperkt zich dan ook tot een klein model waarbij slechts
enkele factoren, nl. die welke de meeste invloed hebben op de
multicollineariteit, in het onderzDek zijn betrokken.
Deze factoren zijn ontleend aan de recente Monte-Carlo studies van
Summers (1965), Cragg (1967), Seibt (1968) en Mosbaek en Wold (1970)
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welke in §2 besproken zullen worden.
Het in deze studie gebruikte model en het genereren van de gegevens
wordt in §3 beschreven, terwijl de analyse van de uitkomsten in
§4 wordt behandeld.
Misschien ten overvloede zij er no  eens op gewezen dat generali-
satie van deze resultaten tot grotere modellen zeker niet zonder
meer mogelijk is.
IV.2 Enige recente Monte-Carlo studies
In deze paragraaf zullen enige recente Monte-Carlo studies worden
besproken. Hierbij zullen we ons beperken ·tot die gedeelten van
deze studies waarin aandacht wordt geschonken aan de effecten van
multicollineariteit op de limited information maximum likelihood
(LIML) en de kleinste kwadraten in twee ronden (2SLS) methode.
Andere factoren die de effecten van multicollineariteit versterken
of versluieren zullen eveneens in deze beschouwing worden betrokken.
De notatie van de verschillende studies is aangepast aan de hier
gebruikte notatie.
1. De studie van Summers
Het model waarvan Summers uitging was het volgende:
 Sio  h
r  3  /- n  /   c c 7 rxlt1 b 0 0 1
f.lt I12     Ilt|     10  11  12          x2t
+                        x            (4.2.1)3t
1 b2%  Z) C
0     OC     C-2t 20 23 24 x -2 t  .
E
J 4t C- IIJi--/
t=l,2,...T
waarin:  21 en 22  endogene variabelen,
xo t/m x4 exogene variabelen,
St en 52  storingstermen zijn.
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De waarden van de exogene variabelen waren vast voor de verschil-
lende replicaties. Om het effect van de multicollineariteit te
bepalen werden echter twee waardenverzamelingen van de exogene
variabelen gebruikt. Voor de ene waardenverzameling waren xt t/m
x4 zwak gecorreleerd (verzameling a) voor de andere verzameling
waren xi tim  x4 sterk gecorreleerd (verzameling B).
De storingstermen werden getrokken uit een binormale verdeling met
verwachtingswaarde nul en variantie covariantie matrix I.
De waarden van de endogene variabelen werden voor elke trekking
berekend met behulp van de gereduceerde vorm van het model. De
gereduceerde vorm vond men door uit te gaan van combinaties van
de matrices Bl, B2' B3 en C. De matrices Bi, B2 en B3 verschilden
uitsluitend in de waarde voor de coefficiont b . Deze was voor12
Bl het laagst en voor B3 het hoogste.
De volgende experimenten werden nu o.a. uitgevoerd.
I     : 50 steekproeven van 20 waarnemingen van de storingstermen
werden gesimuleerd. De bijbehorende waarden van de endogene
variabelen werden berekend met behulp van de matrices B.,
C en de waardenverzameling a van de exogene variabelen.
II : Als onder I maar met waardenverzameling B van de exogene
variabelen.
III : Als onder I maar met de matrix 82 in plaats van Bl.
IV : Als onder III maar met de waardenverzameling B van de
exogene variabelen.
V     : Als onder I maar met de matrix B  in plaats van Bl.3
VI : Als onder V maar met de waardenverzameling B van de exogene
variabelen.
VII : 50 steekproeven van 40 waarnemingen van de storingstermen
werden gesimuleerd. De bijbehorende waarden van de endogene
variabelen werden berekend met behulp van de matrices B ,
2
C en de waardenverzameling a van de exogene variabelen.
VIII : Als onder VII maar met de waardenverzameling B van de
exogene variabelen.
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Uitgaande van de resultaten van de experimenten I t/m VIII werden
door Summers schatters voor de structurele parameters berekend met
behulp van o.a. LIML en 2SLS.
Voor elk van deze schattingsmethoden berekende Summers voor elke
coefficiont de wortel uit de gemiddelde kwadratische fout (RMSE)<)
en gebruikte deze als maat om de beide schattingsmethoden te rang-
schikken.
De RMSE voor de LIML en 2SLS zijn in tabel (4.2.2) gegeven.
*) De MSE is gelijk aan
n                                     n                                          n
2                      2                   2I (t.-0) E (ti-tm) E (t -e)i=l -1 i=1 -m                               2=              +            = variantie + onzuiverheld
n                                                  n                                                 n
waarin: 0 de te schatten parameter
det. de schatter uit de 1 steekproef-1
t  het gemiddelde van de n schatters.-m
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Tabel 4.2.2 RMSE van de structurele coefficionten
EXP. METHO-
b        c                          b
NO DE       12     11    c 12
C
10 22 c23 c24 c20
LIML 0.046 0.208 0.112 21.2 0.053 0.605 0.056 69.3
I
2SLS 0.046 0.208 0.112 21.2 0.051 0.603 0.054 69.1
LIML 0.750 3.74 0.738 260. 0.076 1.25 0.100 138.
II
2SLS 0.228 1.10 0.290 83.7 0.067 1.21 0.091 133.
LIML 0.089 0.180 0.105 22.5 0.107 0.638 0.054 74.4
III
2SLS 0.091 0.181 0.105 22.4 0.109 0.638 0.053 74.6
LIML 0.697 1.60 0.405 124. 0.163 1.27 0.104 139.
IV
2SLS 0.434 1.23 0.264 75.6 0.154 1.21 0.095 131.
LIML 0.132 0.173 0.105 22.3 0.182 0.669 0.062 75.0
V
2SLS 0.133 0.173 0.105 22.3 0.175 0.668 0.061 75.1
LIML 1.75 2.60 0.714 208. 0.268 1.29 0.108 141.
VI
2SLS 0.875 1.29 0.311 103. 0.242 1.27 0.102 139
LIML 0.070 0.140 0.076 15.0 0.084 0.407 0.037 49.4
VII
2SLS 0.069 0.140 0.076 15.0 0.084 0.406 0.037 49.3
LIML 0.344 0.841 0.214 71.1 0.110 0.855 0.071 92.2
VIII
2SLS 0.334 0.822 0.210 70.0 0.111 0.853 0.072 92.0
-
Met behulp van de in deze tabel gegeven resultaten komt Summers
tot de volgende conclusies:
a)    Vergelijking van de experimenten met waardenverzameling a
en die met waardenverzameling B leert dat multicollineariteit
in de exogene variabelen,
bij een steekproefomvang van 20 stuks een aanwijsbaar grotere
invloed heeft op de nauwkeurigheid van de LIML schatters dan
van de 2SLS schatters. Uit de (hier niet opgenomen) cijfers
van Summers blijkt dat deze toename van de RMSE voor het
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grootste deel te Wijten is aan de toename van de variantie.
Deze uitkomsten bevestigen de in III.6 behandelde kwalitatief
gerichte analyse van Klein en Nakamura (1962).
b)   Uit vergelijking van de experimenten I, III en V en II, IV en
VI blijkt dat toename van het niet-diagonaal element b aan-
12
leiding geeft tot een kleine toename van RMSE. Dit zou er op
wijzen dat een toename van de interdependentie in het model
van invloed zou zijn op de nauwkeurigheid van de schattings-
methoden.
Hierop zal nog nader worden teruggekomen.
c)   Uit de vergelijking van de experimenten VII en VIII blijkt dat
ook bij een steekproefomvang van 40 stuks multicollineariteit
een aanwijsbaar grotere invloed heeft op de nauwkeurigheid van
de LIML schatters dan van de 2SLS schatters.
2. De studie van Quandt
Het model waarvan Quandt uitging was het volgende
-
Klt
. I ' X , .
2t
1   b 12 b 13 b 14 Zlt all c12  13                        -lt
CO000 E
x3t
b21 i   b23 b24 22t OCOOCOC  E22 25 27 -2t
b b l b +o o c c c o o X4 t - 5 (4,2.3)31  32      34 23t 33  34  35                -3t
X 5t
b41 b42 b43 1 24t OOCOCCO  E43      45 46 -4t
C .  x6 t '
x 7t
t=1,2,...T
waarin: 21 t/m 14 endogene variabelen,
xl t/m x7 exogene variabelen,
E  t/m E storingstermen zijn.-1 -4
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De waarden van de exogene variabelen waren vast voor de verschil-
lende replicaties. Om het effect van de multicollineariteit te
bepalen werden echter twee waardenverzamelingen van de exogene
variabelen gebruikt. Voor de ene waardenverzameling waren x1 t/m
x7 zwak tot matig gecorreleerd (verzameling a) voor de andere ver-
zameling waren xt t/m x7 matig tot sterk gecorreleerd (verzameling B).
De storingstermen werden getrokken uit een multinormale verdeling
met verwachtingswaarde nul en covariantie matrix El of I2.
De matrix %2 was een eenheids matrix, van de matrix El waren de
niet-diagonaal elementen ongelijk aan nul.
De waarden van de endogene variabelen werden voor elke trekking
berekend met behulp van de gereduceerde vorm van het model. De
gereduceerde vorm vond men door uit te gaan van combinaties van
de matrices Bl' 82' 83' 84 en 85     1     2
en C en C .
Van de matrix 81 waren 9 niet-diagonaal elementen nul voor de
matrices B2' B3 en B4 waren 6 niet-diagonaal elementen nul, van
de matrix B5 waren 3 niet-diagonaal elementen nul.
De matrices Cl en C2 verschilden uitsluitend in de waarde van de
coefficiont (27. Deze was voor Cl gelijk aan nul en voor (2 onge-
lijk aan nul.
De volgende experimenten werden nu uitgevoerd:
I  :  100 steekproeven van 20 waarnemingen van de storingstermen
met variantie-covariantie matrix I. werden gesimuleerd. De
bijbehorende waarden van de endogene variabelen werden voor
elke combinatie van de matrices Bi, C  i=l,2,...5 i j=1,2,
en de waardenverzamelingen a en B van de exogene variabelen
berekend.
Deze combinaties zijn volgens tabel 4.2.4 genummerd.
II : 100 steekproeven van 20 waarnemingen van de storingstermen
met variantie-covariantie matrix %2 werden gesimuleerd. De
bijbehorende waarden van de endogene variabelen werden voor
elke combinatie van de matrices Bj, C   j=1,2, en de waarden-
verzamelingen a en B van de exogene variabelen berekend.
Deze combinaties zijn volgens tabel 4.2.4 genummerd.
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Tabel 4.2.4: Nummers van de verschillende combinaties
I                          I
1                                                          2
B B B B B B1 2 3 4 5 1
C 1 2 3 4 5 6
a
C     7     8     9    10    11     12
2
C    13    14    15    16    17    18
B         j
C    19    20    21 22 23 24
2
Uitgaande van de resultaten van de experimenten I en II werden door
Quandt o.a. schatters voor de structurele parameters van de eerste
vergelijking met 2SLS berekend.
Voor elk van deze coefficidnten heeft Quandt verschillende maten
voor de"prestatie" van de 2SLS schatters berekend waaronder de
RMSE. In zijn artikel zijn echter de getaluaarden van deze maten
niet opgenomen.
Wel geeft hij de volgende conclusies:
a)    Vergelijking van de a en B experimenten leert dat multicol-
lineariteit een aanwijsbare invloed heeft op de nauwkeurig-
heid van de 2SLS schatters.
b)    Uit de vergelijking van de experimenten 1 t/m 5, 7 t/m 11,
13 t/m 17 en 19 t/m 23 blijkt dat toename van het aantal nullen
onder de niet-diagonaal elementen van de matrix B de nauw-
keurigheid van de 2SLS schatters vergroot.
c)    Vergelijking van de experimenten met de Cl matrix en de C
2
matrix leert dat overidentificatie, wat het geval is indien
men met de C2 matrix werkt, nauwkeuriger schatters oplevert
dan exacte identificatie, wat het geval is indien men met de
C  matrix werkt
d)    Uit de vergelijking van de experimenten 1, 7, 13 en 19 met
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6, 12, 18 en 24 kan geen duidelijke conclusie getrokken worden
over het effect van het aantal nullen in de covariantie matrix
van de storingstermen op de 2SLS schattingsmethode.
3. De studie van Cragg
Het model waarvan Cragg uitging was het volgende
Xit
. ·X , \
2 t  ·E
I   b 12 b 13 -lt 11  12          15                  -ltY       C C O O C O O
x 3t
b 1 0 22 t +c   0   c   0   c 25 0
c E 2t (4.2.5)21                21      23           27 X
4t
O b l E32       23t   c31 0   c 33 c34 0   c36
0 -3t





waarin: y  t/m 23 endogene variabelen-1
x1 t/m x7 exogene variabelen,
El t/m &3 storingstermen zijn.
Voor dat gedeelte van Cragg's studie dat voor deze studie interessant
is kan het volgende gesteld worden:
De waarden van de exogene variabelen waren vast over de verschillende
replicaties. Zij werden gegenereerd door aselecte trekking uit een
uniforme verdeling met range 0-100.
Ten einde de invloed voor de multicollineariteit te bestuderen werden
zes verschillende lineaire combinaties van deze waarden verzameling
a  gebruikt, welke zo gekozen waren dat de met behulp daarvan be-
rekende waardenverzamelingen (al t/m a ) in toenemende mate gecorre-6
leerd waren.
De storingstermen werden getrokken ult een multincrmale verdeling
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met verwachtingswaarde nul en variantie-covariantie matrix I.
De waarden van de endogene variabelen werden voor elke trekking be-
rekend met behulp van de gereduceerde vorm van het model welke men
vond door uit te gaan van gegeven matrices B en C.
De volgende experimenten werden nu uitgevoerd:
I:    50 steekproeven van 20 waarnemingen van de storingstermen werden
gesimuleerd. De bijbehorende waarden van de endogene variabelen
werden voor de verschillende waardenverzamelingen  a, at t/m a6
van de exogene variabelen berekend.
Uitgaande van de resultaten van deze experimenten werden door Cragg
o.a. schatters voor de structurele parameters van het model met
LIML en 2SLS berekend. Vergelijking van deze schatters leidt tot de
volgende conclusies:
a)    Vergelijking van de experimenten met de waardenverzamelingen
a, al t/m a6 bevestigt de conclusie van de beide voorafgaande
studies, namelijk dat multicollineariteit een aanwijsbare in-
vloed heeft op zowel de nauwkeurigheid van de LIML als van de
2SLS schatters.
Hierbij dient echter opgemerkt dat, hoewel de correlaties tus-
sen de exogene variabelen hoger waren voor een hogere index
van de waardenverzameling, de toename van deze index niet altijd
gepaard ging met een toename van de afwijkingen van de schat-
ters van de ware waarden van de coefficionten.
b)    Onderlinge vergelijking van de LIML en 2SLS schatters geeft
geen aanleiding de ene methode te prefereren boven de andere.
4. De studie van Seibt
Het model waarvan Seibt o.a. uitging was het volgende:
- 99 -
Xlt
.                      t           .
'1    b  ' fv C C C O O  X  E12 *--lt   11 12 13 2t -lt
+                                          (4.2.6)b 1 COO C24 c21       22 t      2 1              25   X3 t    2 t




waarin: 21 en 22 endogene variabelen,
xl t/m x5 exogene variabelen,
St  en 52 storingstermen zijn.
Voor het gedeelte van Seibt's studie dat voor deze studie interessant
is kan het volgende gesteld worden:
De waarden van de exogene variabelen waren vast voor de verschillende
replicatiess. Zij werden gegenereerd door aselecte trekking uit een
uniforme verdeling met range (0-100) (waardenverzameling a).
Ten einde de invloed van multicollineariteit na te gaan werd deze
geIntroduceerd door aan elk van de variabelen een trend toe te voegen.
Hierdoor vond men de  waardenverzamelingen al t/m 03' genummerd in
volgorde van toenemende multicollineariteit, veroorzaakt door een
stijgende trend; en de  waardenverzamelingen a4 t/v a6 eveneens ge-
nummerd in volgorde van toenemende multicollineariteit nu echter
veroorzaakt door een dalende trend.
De storingstermen van de gereduceerde vorm werden aselect getrokken
uit een binormale verdeling met verwachtingswaarde nul en als vari-
antie covariantie matrix een diagonaal matrix Q.
De waarden van de endogene variabelen werden voor elke trekking be-
rekend met behulp van de gereduceerde vorm van het model welke men
vonddoor uit te gaan van gegeven matrices B en C.
De volgende experimenten werden uitgevoerd:
I: 7 maal 50 steekproeven van 15 waarnemingen van de storings-
termen werden gesimuleerd.
Elk van deze verzamelingen van steekproeven werd gecombineerd met
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een van de waardenverzamelingen al t/m a6 van de exogene
variabelen.
De bijbehorende waarden van de endogene variabelen werden
met behulp van de matrix (B,C) berekend.
Uitgaande van de resultaten van deze experimenten werden door Seibt
de schatters van de structurele parameters van de vergelijkingen
van het model berekend.
Zowel met behulp van de LIML als de 2SLS methode. Voor beide schat-
tingsmethoden berekende Seibt voor elke coefficiont de RMSE; deze
zijn in tabel 4.2.7 gegeven.
Met behulp van de in deze tabel gegeven resultaten komt Seibt tot
de volgende conclusie:
Vergelijking van de experimenten met de diverse waarden ver-
zamelingen leert dat multicollineariteit invloed heeft op de
nauwkeurigheid van de beide schattingsmethoden en dat deze invloed
misschien iets. sterker is bij LIML als bij 2SLS schatters.
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Tabel 4.2.7 RMSE van de structurele coefficionten
waar- me-
den
tho-  b      C      C      C13    b      C      C      Cverz. de   12  11  12     21  21 24 25
LIML 0.544 7.855 0.664 0.436 0.062 21.56 0.094 0.070
a
2SLS 0.558 7.997 0.697 0.450 0.062 21.48 0.093 0.070
LIML 0.928 9.691 1.158 0.716 0.069 21.90 0.115 0.109
a
1 2SLS 0.904 9.605 1.123 0.702 0.067 21.39 0.114 0.108
LIML 1.141 9.104 1.439 0.860 0.074 23.32 0.178 0.174
'2 2SLS 1.072 9.011 1.348 0.812 0.072 22.59 0.176 0.171
LIML 1.249 8.743 1.590 0.927 0.077 24.22 0.305 0.288
'3 2SLS 1.141 8.607 1.452 0.850 0.075 23.39 0.301 0.284
LIME 0.652 6.960 0.841 0.562 0.098 43.37 0.147 0.068
'4  2SLS 0.671 7.260 0.851 0.585 0.096 41.98 0.145 0.067
LIML 0.945 10.21 1.597 1.091 0.172 76.55 0.260 0.093
'5  2SLS  0.974 10.70 1.558 1.133 0.155 69.08 0.238 0.090
LIML 1.103 11.78 2.360 1.573 0.210 93.48 0.323 0.108
 6 2SLS 1.127 12.32 2.248 1.616 0.182 80.86 0.285 0.104
5. De studie van Mosbaek en Wold
De modellen waarvan Mosbaek en Wold o.a. uitgingen waren de volgende:
.. Xlt
1b y ccOO  E12 -lt 11  12           x     -it2t






waarin: yl en 12 endogene variabelen,
xl t/m x4 exogene variabelen,
El en 62 storingstermen zijn.
en
Xlt
' -;' . x 2t
1bb y   0000 612  13   -lt .  Cll c12 -lt
b l b y+0 0 c c 0 0 - £2t (4.2.9)
x 3t
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waarin: yl t/m y3 endogene variabelen,
xl t/m x6 exogene variabelen,
El t/m 13 storingstermen zijn.
De waarden van de exogene variabelen werden voor iedere replicatie
getrokken uit een multinormale verdeling met verwachtingswaarde nul
en met als variantie covariantie matrix of een 66nheidsmatrix of,
teneinde het effect van multicollineariteit te bestuderen, een twee-
tal niet-diagonaal matrices.
De storingstermen van de gereduceerde vorm werden aselect getrokken
uit een multinormale verdeling met verwachtingswaarde nul en een
diagonaal matrix Qi voor het eerste model en«een diagonaal matrix
Q  voor het tweede model.
2
De waarden van de endogene variabelen werden voor elke trekking be-
rekend met behulp van de gereduceerde vorm van het model welke men voor
het'eerste  model vond door uit te gaan van de matrices (Bi' Ci)
i=1,2,...7 en voor het tweede mokdl door uit te gaan van de matrices
(Bi,Ci) i=8,9,...13.
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De volgende experimenten werden nu uitgevoerd:
I   :5 x 100 steekproeven van 40 waarnemingen van de storingster-
men en 5 x 100 steekproeven van 40 waarnemingen van de onaf-
hankelijke exogene variabeien werden gesimuleerd.
Elk van deze verzamelingen van steekproeven werd gecombineerd
met een van de matrices (Bi' Ci) =1,2,-..5.
De matrices Bl, B2 en B3 waren anti-symmetrische matrices
met, in deze volgorde, toenemende niet-diagonaal elementen.
De matrices B4 en B5 waren a-symmetrische matrices met, in
deze volgorde, toenemende niet-diagonaal elementen. De bil
de matrices B. behorende matrices C. werden zo gekozen dat
1                                   1
cli = c12' c23 = (24 en V(li) = i  i=l,2,.
II : 2 x 100 steekproeven van 40 waarnemingen van gecorreleerde
exogene variabelen werden gesimuleerd.
De ene verzameling van 100 steekproeven, n.1. die waarin de
variabelen x1 en x2 en de variabelen x3 en x4 positief ge-
correleerd waren werd gecombineerd met de matrix (86' (6).
De andere verzameling van 100 steekproeven, waarin de varia-
belen x1 en x2 en de variabelen x3 en x4 negatief gecorre-
leerd waren werd gecombineerd met de matrix (87' (7).
De matrices 86 en 87 waren gelijk aan 82' de matrices (6 en
C  werden zo gekozen dat:7
C     = = C en V(yi) = i  i-1,2,.11 Ci2, c23 24
III :6 x 100 steekproeven van 40 waarnemingen van de storingster-
men en 6 x 100 steekproeven van 40 waarnemingen van de onaf-
hankelijke exogene variabelen werden gesimuleerd.
Elk van deze verzameling van steekproeven werd gecombineerd
met &en van de matrices (Bi, C )  i-8,9,...,13.1
De matrices B8' B  en B bevatten drie niet-diagonaal ele-9     10
menten die niet gelijk aan nul waren. Deze niet-diagonaal
elementen namen toe in de voigorde 88' 89, Bio-
De matrices B . B   en B bevatten geen nullen en de niet-
11'  12     13
diagonaal elementen van de matrix namen in de volgorde B il'
Bi2 toe terwijl de elementen van B en B uitsluitend in12     i 3
teken van elkaar verschilden.
- 104 -
Uitgaande van de resultaten van deze experimenten werden door
Mosbaek en Wold de schatters van de structurele parameters van het
model met behulp van de 2SLS methode berekend.
De RMSE zijn voor alle coefficionten samengevat in de tabellen 4.2.10
en 4.2.11
Mosbaek en Wold komen nu tot de volgende conclusies:
a)    Uit de experimenten I Bl' B2 en B3 blijkt dat toename van de
niet-diagonaal elementen gepaard gaat met een toename van de
RMSE van alle coefficionten.
Uit de experimenten I B4 en B5 volgt echter dat de verhouding
tussen de coefficionten b en b grote invloed uitoefent op12     21
de grootte van de RMSE.
Tabel 4.2.10 RMSE van de structurele coefficiEnten
EXP. NO
b
12 Cll c12    b21 c23 C24
B 0.110 0.091 0.097 0.128 0.091 0.091
B 0.192 0.145 0.125 0.171 0.132 0.1252
I    B 0.891 0.562 0.625 1.285 0.800 0.825
3
B 0.252 0.173 0.190 0.074 0.054 0.053
4
B 0.061 0.051 0.054 3.569 2.138 2.316
5
B 0.157 0.137 0.151 0.147 0.171 0.164
6
II
B 0.173 0.189 0.192 0.170 0.220 0.2047
-
b)    Vergelijking van de experimenten I Bl en II B6 en B7 leert dat
invoering van multicollineariteit de "nauwkeurigheid" van de
2SLS schatters verkleint.
Zelfs een "matige" correlatie coefficiont van i 0,7 tussen de
variabelen x1 en x2' en x3 en x4 geeft aanwijsbaar grotere
RMSE:
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c)    Evenals bij het twee vergelijkingen model gaat bij het drie
vergelijkingen model verlaging van de niet-diagonaal elementen
gepaard met verlaging van de RMSE van alle coefficionten.
(Zie de uitkomsten van de experimenten III 88' 89, BlQ en III
B   en B  )11      12 '
Verandering van de tekens van de coefficiEnten heeft slechts
een geringe invloed op de RMSE.
Tabel 4.2.11 RMSE van de structurele coefficionten
P.   NO
b12   b13 Cll C12   b21   b23 c23 c24   b 31   b32 c35 c36
B 0.165 0.115 0.118 0.145 0.121 0.124 0.173 0.122 0:131
8
B 0.257 0.143 0.154 0.215 0.146 0.153 0.247 0.162 0.163
9
B   0 831 0.399 0.437 0.620 0.330 0.332 0.631 0.373 0.357
10
I
B   0.289 0.252 0.166 0.157 0.234 0.251 0.168 0.192 0.279 0.236 0.186 0.178
11
B   0.316 0.326 0.232 0.230 0.287 0.356 0.221 0.200 0.320 0.321 0.215 0.228
12
B   0.445 0.326 0.228 0.247 0.343 0.449 0.212 0.242 0.509 0.314 0.272 0.256
13
De in deze paragraaf behandelde studies bevestigen de in III b behandeid
kwalitatieve analyse van Klein en Nakamura (1963). De daar gevonden
conclusie dat LIML schatters gevoeliger ziln voor multicollinaritelt
dan 2SLS schatters wordt door de simulatie studies ondersteund.
De 2SLS schatters verdienen dus, indien multicollineariteit aanwezig
is, de voorkeur boven de LIML schatters.
Een tweede algemene conclusie die uit deze studies getrokken kan
worden is, dat de grootte van de niet-diagonaal elementen van de B-
matrix belangrijk is voor de "nauwkeurlgheid" van de 2SLS schatters.
Grote niet-diagonaal elementen versterken als het ware het effect
van multicollineariteit in die zin dat de RMSE van de geschatte
coefficionten toeneemt bij toenemende niet-diagonaal elementen.
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Deze toename van de RMSE wordt, net als bij multicollineariteit,
voornamelijk veroorzaakt door de toename van de variantie.
IV.3. De opbouw van het simulatie model
De belangrijkste elementen van het simulatie model zullen hieronder
puntsgewijs worden besproken.
a. Het model
Daar deze studie is opgezet als een eerste oriontatie over de kleine
steekproefeigenschappen van de gegeneraliseerde 2SLS schatters
versus de 2SLS schatters, in aanwezigheid van multicollineariteit,
is als grondmodel het model van Mosbaek en Wold gekozen.




1 b CCOO  E
12  lt 11  12           x      lt
.       t=l,2,...T (4.3.1)
2t
bl y 00(c  E21 2t 23 24 x 2t
3t. -I                                                 ./
X
4t
waarin: y en Z2t endogene variabelen;-lt
x   t/m x exogene variabelen; en1t 4t
itt en £2t storingstermen zijn.
De beide vergelijkingen van dit model zijn overgeidentificeerd, de
in de econometrie meest voorkomende situatie.
Bij dit experiment is aan een klein model de voorkeur gegeven en wel
om verschillende redenen.
Ten eerste is het model economisch interpreteerbaar in die zin dat
er een zinvolle economische theorie bestaat welke aan dit model
ten grondslag zou kunnen liggen.
Dit houdt echter niet in dat de in deze studie gekozen getalwaarden
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voor de parameters en de endogene- en exogene variablen met de door
deze theorie beschreven realiteit overeenkomen.
Ten tweede blijft door de geringe omvang van het model de hoeveel-
heid rekenwerk beperkt terwijl ook de resultaten door het geringe
aantal parameters gemakkelijk te overzien zijn.
Ten slotte is dit model ook gebruikt omdat het overeenkomt met de,
in de vorige paragraaf besproken, studies van Summers, Seibt en
Mosbaek en Wold, zodat vergelijking met deze studies mogelijk is.
b. De steekproefomvang
De steekproefomvang van het hier uitgevoerde experiment werd op
20 stuks vastgesteld en wel op grond van de volgende overwegingen.
Indien men met jaarcijfers werkt is 20 jaar wel de maximale periode
waarvoor men mag veronderstellen dat de structuur, welke aan de
cijfers ten grondslag ligt, ongewijzigd blijft.
Werkt men met kwartaalcijfers, dan zou men aanzienlijk hogere waarden
voor deze steekproefomvang kunnen verdedigen.
In dat geval is het echter duidelijk dat de autocorrelatie van de
Storingstermen (Zie III.2.hyp.2 ) niet langer verwaarloosbaar is
zodat de hier behandelde schattingsmethoden niet zonder meer toe-
gepast mogen worden.
c. De exogene variabelen
In deze studie is de waardenverzameling van de exogene variabelen
voor alle replicaties niet vast gekozen, maar wordt deze verzameling
voor elke replicatie opnieuw getrokken uit een multinormale verde-
ling met verwachtingswaarde nul en variantie-covariantie matrix.
1   0.9   0   0
0.9 1 0     0
D= (4.3.2)
0 0 1             0
0 0 0     1
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waarbij de 20 trekkingen voor elke steekproef onderling onafhakelijk
zijn.
Dit telkens opnieuw bepalen van de waarden verzameling van de exogene
variabelen verdient de voorkeur, omdat men zich bij bestudering van
de, in de vorige paragraaf besproken simulatiestudies niet aan de
indruk kan ontrekken dat veel schattingsmethoden gevoelig zijn voor
zelfs kleine wijzigingen in de  waardenverzameling van de exogene
variabelen.
d. De storingstermen
In deze studie worden de storingstermen van de gereduceerde vorm
voor elke replicatie aselect getrokken uit een binormale verdeling




0    0.2
waarbij de 20 trekkingen voor elke steekproef onderling onafhankelijk
zijn.
Dat de verdeling van de storingstermen normaal is kan men verdedig-
en door te stellen dat bij een juiste specificatie van het model
de storingstermen opgebouwd zullen zijn uit een groot aantal fac-
toren die elk op zich een verwaarloosbaar kleine invloed hebben
op de vergelijking. Met een beroep op de centrale limietstelling
kan men dan de normale verdeling van de storingen rechtvaardigen.
Treedt slechts een relatief klein gedeelte van deze factoren in de
storingstermen van beide vergelijkingen op dan mag men de storingster-
men als onafhankelijk beschouwen. Dit is hier verondersteld.
e. De coefficionten van de endogene en exogene variabelen
Ter wille van de eenvoud zijn in het model de coefficionten van de
exogene variabelen in g€talwaarde aan elkaar gelijk genomen. Zij ver-
schillen echter van teken, zodat b =  b  en b = -b.12         21
De coefficionten van de exogene variabelen zijn om dezelfde reden
twee aan twee aan elkaar gelijk genomen zodat cll=c12=c, en c 23=c24-
c2. Ze zijn bovendien zo gekozen dat de varianties van de endogene
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variabelen gelijk zijn aan d&n. Deze normalisatie is doorgevoerd
omdat de onderlinge vergelijkbaarheid van de modellen hierdoor wordt
vergroot, zodat de invloed van de grootte van de b-coefficilnt op
de kwaliteit van de schatters eenvoudiger kan worden bestudeerd.
f. Variaties van het model
Uit de in IW2 behandelde simulatiestudies blijkt, dat de belangrijkste
factor die invloed uitoefent op de nauwkeurigheid van de schatters,
de grootte van de niet-diagonaal elementen van de B matrix is.
De graad van multicollineariteit in de tweede stap van de 2SLS
methode neemt namelijk toe als deze niet-diagonaal elementen in
getalwaarde toenemen. Voor het hier gebruikte model is dit een-
voudig aan te tonen. Immers de gereduceerde vorm van het model is
gelijk aan:
Xlt
...                                                                                                                      .                                                              fv
XI
-c -c -bc -bc              nlt            1   1    2    2             -lt
x 2t




waaruit de coefficionten cl en c2 met behulp van de eis dat
V(yl)=V(y2) = 1 berekend kunnen worden.
Deze zijn gelijk aan:
c i -7  -\  1 +b 2
(4.3.5)
.           2      -1111 +b 22-410 '
De correlatiecoefficiont van xl en 22 is nu gelijk aan
2b
P (xly.9-   -1 2 (4.3.6)419 Nl +b
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Daar
22       4b
   1x _      2                                         (4.3.7)
19(1+b )
2een monotoon stijgende functie is van b
en bovendien geldt
P 2Qi 1 12)  1    P 2* 1 22) (4.3.8)
volgt hieruit dat de graad van multicollineariteit tussen 22 en xl
stijgt als |b| toeneemt.
Hetzelfde geldt voor 22 en x-2




Voor elke steekproef, bestaande uit 20 waarnemingen van de endogene
en exogene variabelen, wordenmet behulp van de 2SLS en de gegenerali-
seerde 2SLS methode de schatters van de coefficidnten van de eerste
vergelijking van de structurele vorm vam het model berekend. In de
eerste stap van deze methoden worden dan tevens de beste lineaire
zuivere - respectievelijk de beste lineaire P-zuivere schatters
van de coefficionten van de tweede vergelijking van de gereduceerde
vorm van het model berekend.
De eerste vergelijking van de structurele vorm is met opzet gekozen
omdat in deze vergelijking x1 en x2 voorkomen zodat zowel in de
eerste als in de tweede stap van beide methoden multicollineariteit
optreedt. Deze vorm van multicollineariteit is echter niet exact
wat voor toepassing van de gegeneraliseerde 2SLS methode een vereiste
is. Deze moeilijkheid wordt als volgt opgelost.
Men vervangt de k x T matrix X door zijn r-approximant d.w.z. door




Waarin Z een willekeurige k x T matrix van rang r is.
Van X berekent men vervolgens de gegeneraliseerde inverse.
Voor het hier gebruikte model komt de procedure hierop neer dat men
in de eerste stap van de matrix X de 3-approximant X berekent en
vervolgens de gegeneraliseerde inverse van X , en in de tweede stap
van de matrix (92'Xl) de 2-approximant en de gegeneraliseerde inverse
hiervan.
Voor de reken-technische details ziJ verwezen naar van Rooy (1970)
De punten a t/m g van deze paragraaf kan men kort samenvatten tot
de volgende procedure:
1.    Trek 100 maal aselect een steekproef van 20 stuks van de
exogene variabelen en storingstermen.
2.    Bereken de bijbehorende endogene variabelen met behulp van
de gereduceerde vorm van het model met b=0.5
3.    Bereken met behulp van van de 2SLS en de gegeneraliseerde
2SLS methode schatters voor de coefficionten van de eerste ver-
gelijking van de structurele vorm en de tweede vergelijking
van de gereduceerde vorm.
4.    Herhaal de stappen 1 t/m 3 maar nu voor een model waarvoor
b=1.0.
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IV 4. De analyse
Om een oordeel uit te kunnen spreken over de eigenschappen van de
gegeneraliseerde 2 SLS schatters t.o.v. de 2 SLS schatters is het
noodzakelijk de beschikking te hebben over een maat voor de "nauw-
keurigheid van deze schattingsmethoden.
"
Bij de in de tweede paragraaf van dit hoofdstuk besproken simula-
tie studies werd steeds de M.S.E. als maat voor de nauwkeurigheid
gebruikt.
De M.S.E. heeft het voordeel dat het een eenvoudige functie is van
de onzuiverheid en de variantie van de frequentie-verdeling.
Basmann (1961) heeft echter aangetoond dat de verdelingsfunctie
van de schatters geen eindige tweede momenten behoeven te bezitten.
In dat geval verliest de M.S.E. zijn betekenis als maat voor de
nauwkeurigheid.
Een tweede nadeel voor de M.S.E. is, dat een verschil in M.S.E.
van twee schattingsmethoden niet getoetst kan worden, tenzij de
onzuiverheid nul is en de verdeling van de schatters normaal is.
In dat geval kan men gebruik maken van de door Pitman (1939) ont-
worpen toets voor de paarsgewijze vergelijking van de varianties
van twee gecorreleerde normaal verdeelde grootheden,
Daar de onzuiverheid, zoals uit de tabellen (4.4.1) en (4.4.2)
blijkt niet, altijd verwaarloosbaar is en de verdelingen duidelijk
scheef zijn, zoals o.a. blijkt uit de figuren 4.4.3 tim 4.4.6, die
als illustratie van deze uitspraak zijn opgenomen, is de Pitman
toets hier niet toepasbaar.
Daarom en met het oog op de resultaten van Basman (1961) is de
voorkeur gegeven aan een andere maat voor de nauwkeurigheid nl:
de gemiddelde absolute fout (MAE).*)
Deze maat heeft het voordeel dat zij zinvol blijft zelfs als de
schatters geen eindige varianties bezirten.
* De MAE is gelijk aan
n
L   It. - el- +
i=1
n
Waarin: 0 de te schatten parameter li de schatter van 0 uit de
io steekproef.
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Bovendien bestaat er een door Summers (1965) ontworpen verdelings-
vrije toets die indirect gebasee-A is op de gelijkheid van de MAE's.
Met behulp van deze toets is het mogelijk na te gaan of de verschil-
len tussen de beide schattingsmethoden significant zijn.
De uitkomsten van deze toets zijn in de tabellen 4.4.7  en 4.4.8
opgenomen.
Bij de bestudering van deze resultaten gelden de volgende over-
wegingen:
Allereerst moet een onderscheid gemaakt worden tussen de schatters
van de structurele vorm coefficionten en de schatters van de gere-
duceerde vorm coefficionten.
De conclusies over de schatters van de gereduceerde vorm coeffi-
cionten zijn immers zonder meer van toepassing op elk uit 66n ver-
gelijking bestaand model.
Dit geldt niet voor de schatters van de structurele vorm coeffi-
cienten.
Op de tweede plaats moet bij de bestudering van de schatters van
de structurele vorm coefficionten nog een onderscheid gemaakt wor-
den tussen het simulatiemodel met b = 0.5 en het simulatiemodel
met b = 1.0.
Uit de studies van Mosbaek en Wold (1970) is bekend dat men voor
een grote b multicollineariteit mag verwachten in de matrix
CY-2' Xl).
Met deze multicollineariteit is bij toepassing van de gegenerali-
seerde 2 SLS methode geen rekening gehouden, zodat men kan spreken
van een specificatie fout met betrekking tot de rang van de matrix
(Y2,xl) voor het model met b = 1.0.
Rekening houdend met het bovenstaande komt men tot de volgende con-
clusies:
1)    Voor de gereduceerde vorm van het model met b = 0.5 en b = 1.0.
De beste lineaire P-zuivere schatters van de coefficionten
van 31 en 32 zijn aantoonbaar beter dan de beste lineaire
zuivere schatters van deze coefficionten. Zoals te verwachten
was is het verschil in kwalltelt tuSSen de beide schattings-
methoden voor de coefficilnten van x3 en x4 niet aantoonbaar.
2)    Voor de structurele vorm van het model met b = 0.5. De gegene-
raliseerde 2 SLS schatters van de coefficionten van xl en x2
zijn aantoonbaar beter dan de 2 SLS schatters van deze coeffi-
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cionten. Het verschil in kwaliteit tussen beide schattings-
..
methoden voor de coefficient van Y2 is niet aantoonbaar.
3)    Voor de structurele vorm van het model met b = 1.0. Het ver-
schil in kwaliteit tussen de beide schattingsmethoden is voor
de coefficionten van Y2 en xl niet aantoonbaar. De 2 SLS
schatter van de coefficiont van x2 is aantoonbaar beter dan
de gegeneraliseerde 2 SLS schatter van deze coefficiont.
De gegeneraliseerde 2 SLS schatters schijnen gevoelig voor
specificatie fouten wat betreft de rang van de matrix
CY-2, Xl)'
Bovenstaande resultaten geven aanleiding tot een gematigd optimisme
met betrekking tot de mogelijkheden van de gegeneraliseerde 2 SLS
methode.
Een definitieve uitspraak kan echter pas verkregen worden met be-
hulp van een uitgebreide simulatie studie waarin de mate en de
locatie van de multicollineairiteit voor elke steekproef met behulp
van de in I.4. beschreven toetsen wordt vastgesteld.
Voorlopig kan gesteld worden dat bij afwezigheid van specificatie
fouten met betrekking tot de rang van de verschillende matrices
de beste lineaire P-zuivere schatters ce prefereren zijn boven de
beste lineaire zuivere schatters en de gegeneraliseerde 2 SLS
schatters te prefereren ziJn boven de 2 SLS schatters.
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b            c            c
12         11         12
Ware waarde 0.5000 0.5129 0.5129
ONZ 0.0052 0.0060 0.0105
G2SLS VAR 0.0054 0.0063 0.0059
MSE 0.0054 0.0064 0.0060
ONZ 0.0075 0.0077 0.0085
2 SLS VAR 0.0055 0.0178 0.0171
MSE 0.0056 0.0178 0.0171
 21  22  23 T[24
Ware waarde 0.2052 0.2052 0.5657 0.5657
ONZ 0.0001 0.0049 0.0163 0.0035
G2 SLS VAR 0.0031 0.0035 0.0062 0.0033
MSE 0.0031 0.0035 0.0065 0.0033
ONZ 0.0184 0.0139 O.0100 0.0012
2SLS VAR 0.0142 0.0151 0.0031 0.0035
MSE 0.0145 0.0153 0.0032 0.0035
Tabel 4.4.1: De gemiddelde onzuiverheid, variantie en MSE van de
verschillende coefficionten voor het model met b = 0.5.
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b
12 Cll C 12
Ware waarde 1.0000 0.7428 0.7428
ONZ 0.1708 0.1263 0.0238
G2 SLS VAR 0.1140 0.0798 0.0619
MSE 0.1432 0.0958 0.0624
ONZ 0.0050 0.0189 0.0079
2 SLS VAR 0.0207 0.0290 0.0250
MSE 0.0207 0.0293 0.0251
 21        22       FT 23        24
Ware waarde 0.3714 0.3714 0.3714 0.3714
ONZ 0.0078 0.0023 0.0053 0.0003
G2 SLS VAR 0.0025 0.0032 0.0024 0.0017
MSE 0.0026 0.0032 0.0024 0.0017
ONZ 0.0043 0.0048 0.0027 0.0035
2 SLS VAR 0.0131 0.0121 0.0025 0.0018
MSE 0.0131 0.0121 0.0025 0.0018
--
Tabel 4.4.2: De gemiddelde onzuiverheid, variantie en MSE van de
verschillende coefficionten voor het model met b = 1.0.
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Coefficiont           b12 Cll c12
Waarde 0.5000 0.5129 0.5129
Toetsingsgrooth. 1.2 3.6* 2.0*
Tr 2 1  22 *23 TT 24
Coefficiont
Waarde 0.2052 0.2052 0.2052 0.2052
1 2
Toetsingsgrooth. 2.8 2.6 1.6 1.2
Tabel 4.4.7 : Summers toetsingsgrootheden van de verschillende
coefficionten voor het model  b = 0.5
De met * aangegeven coefficienten zijn significant op 26% niveau.
b
12       all       c12Coefficiont
Waarde 1.0000 0.7428 0.7428
*
Toetsingsgrooth -1.6 -1.8 -3.2
121  22  23  24
Coefficilnt
Waarde 0.3714 0.3714 0.3714 0.3714
**
Toetsingsgrooth 4.4 3.4 0.2 1.2
Tabel 4.4.8 : Summers toetsingsgrootheden van de verschillende
coefficidnten voor het model b = 1.0.
De met een * aangegeven coefficiBnten zijn significant op
26% niveau.
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Appendix A.
In deze appendix wordt een kort overzicht gegeven,van die resultaten
over gegeneraliseerde inverses, die in in de voorafgaande hoofd-
stukken zijn gebruikt.
Aanspraak op orginaliteit wordt nergens gemaakt,hoewel de mogelijk-
heid, dat 66n of twee resultaten nieuw zijn, niet is uitgesloten.
Definitie 1
Een algemene gegeneraliseerde inverse van een m x n matrix A van
willekeurige rang is een n x m matrix A waarvoor geldt:
AA-A = A (2)
Definitie 3
Een Penrose gegeneraliseerde inverse van een m x n matrix A van
willekeurige rang is een n x m matrix A  waarvoor geldt:
A A A  = A (4)
A+AA+  = A+ (5)
+
(AA+)  = AA (6)
(A A)  = A+A (7)
Bil deze definitle dient opgemerkt,dat door de voorwaarden 4 t/m 7
+
de matrix A eenduidig bepaald is.
-+
Dat er matrices A en A bestaan kan, met behulp van de volgende
stelling,welke hier zonder bewijs wordt gegeven, worden aangetoond.
Stelling 8
Als A een m x n matrix is met R(A)=r dan bestaan er een m x r
matrix B e n een n x r matrix C,zodat:
B B   Ir' C C=I r e n A=B A C




De matrix A  =C A  B  is nu een Penrose gegeneraliseerde inverse.
Immers, rekening houdend met stelling 8 geldt:
-,
AA A =B A C C A  B B A C  =B A C =A (9)
A AA = CA- B B A C C A- B =C A-B=A (10)+
-, ''     +
(AA )  = (B A C CA  B)  = (BB )  =B B =A A (11)
+
(A A)  = (C A- B'B A C')'= (CC') = CC =A A (12)
+
Dat de matrix A uniek is kan als volgt worden aangetoond.
Stelling 13
+




Stel dat At en A2 beiden voldoen aan de voorwaarden (4) tot en
met (7) dan is:
+                + + + +1 + +I 1 +IA  =A A A =A A A  =A A  A A  A
1 1 1 1 1 11  2
-  AIAI 'A   A A 2   -   AIAAIAA2   -  AIAA;
+        +        +
= A AA AA2 - A.;AA A;.A; = A.AI.A.A; A;1        2
+1 + +        +                +
= A A2 A2 = A2 AA 2 = A2
Dit bewijs is afkomstig van Penrose (1955)
Stelling 14
+
De Penrose gegeneraliseerde inverse A  heeft de volgende eigenschappen:
+ +
a)    (A)  =A
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+ ,    +
b)    (A )  = (A )
++
c)    A A en AA zijn idempotent en dus niet negatief definiet
d)    (A A) A  = A 
+
e)    Door de kolommen van A en de kolommen van A wordt dezelfde
ruimte opgespannen.
Bewijs:
a)  Uit de symmetrische opbouw van de formules (4) tot en met (7)
volgt deze eigenschap onmiddellijk.
b)  Deze eigenschap kan men bewijzen, door uit te gaan van de
matrix A , en aan te tonen, dat behalve (A ) , welke matrix
per definitie voldoet aan de voorwaarden (4) t/m (7), ook
de matrix (A )  aan deze voorwaarden voldoet.
Uit stelling 13 volgt dan (A )  = (A ) .
+ ,




A  = A (A ) A (15)
Uit (5) volgt:
+'' +1
(A*)  = (A ) A (A ) (16)
Uit (6) en (7) volgt:
[  A' (A+ ) 1 =A A= (A A)  = A (A ) (17)
+
en
i (A )  A ]   = AA  = (AA  )   = (A )  A (18)
c)  Ult (6) en (7) volgt dat de matrices (AA )  en (A A)
symmetrisch zijn. Verder geldt, rekening houdend met (4)
en (5) :
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(AA )(AA ) = (AA A)A  = AA (19)
en
(A A)(A A) = (A AA )A = A A (20)
waarmee het gestelde bewezen is.
d)  Deze eigenschap kan, in verband met stelling 8, als volgt worden
bewezen:
(A A) A  = (CAB BAC') CAB' = (CAAC') CAB (21)
Nu is:
(CAAC')+  =  CA- IA- lc' (22)
wat aan de hand van de voorwaarden (4) tot en met (7) eenvoudig
kan worden nagegaan.
Substitutie van (22) en (21) geeft:
+ -1 -1 ' 1 1'  +
(A A) A = CA A C CAB = CA- B = A (23)
e)  Dit bewijs verloopt als volgt:
Stel y is een vector, welke ligt in de deelruimte opgespannen
door de kolommen van A , dat wil zeggen, er bestaat een xl zo,
dat y = A xl. Maar dan bestaat er ook een vector x2' zodat
y= A x 2'
Immers, rekeninghoudend met (5) en (7) geldt:
y= A xl = A AA xl = A (A ) A xl =A x (24)
2
met
x2 = (A+),A xl (25)
Stel nu y is een vector, welke ligt in de deelruimte opgespannen
door de kolommen van A , dat wil zeggen, er bestaat een vector x1
zodat y=A xl. Maar dan bestaat er ook een vector x2' zodat
y=A x2. Immers, rekening houdend met (4) en (7) geldt:
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+ ' ' + +
y- A xl- A (A ) A xl= A AA x = A x (26)12
met
x2 = AA xl (27)
Hiermee is het gestelde bewezen.
De nu volgende stelling wordt in de hoofdstukken II en III regel-
matig gebruikt.
Stelling 28
A  +  A
CIm-A A)=[B(Im-A A)]  [B(Im-A A)] (29)




CIm-B+B)=[A(Im-B B)] [A(Im-B B)] (30)
BB
waarin:
A i s een willekeurige  k x m matrix
B i s een willekeurige  n x m matrix
Bewijs:
Krachtens (4) geldt:
A    ' A      A        A
(31)
B B B B
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Waaruit onmiddellijk volgt:




r   +'
A      A
A A               +=AA (33)
BB
Voorvermenigvuldiging van (33) met< A  
geeft
'-·r
A A A A
A+A A+A (34)
B B B B
Trekt men vervolgens (34) af van (31) dan vindt men
'    A    '                                            A       +' A .A'
(Im-A+A) (I -A A) (35)m
B                    B       B          B
./
+
Er rekening mee houdend, dat de matrix (Im-A A) idempotent is
en dus vervangen kan worden door (Im-A A)(Im-A A), vindt men
voor (35) na,spiegeling van (35).
-
'   A   '+' A r A.
(Im-A A) (I -A A) (Im-A A)  (36)m
B        B                    B                           B
*A +T




'     A      '+        ' A '   A
+1
(I -A+A) (Im-A+A) (Im-A A)m
B        B                   B                   B
-1- - +,
A                A
(I -A+A) (Im-A A) (37)m
B                   B
of rekening houden met (4) en (7):
'A '+' A               A            +   A
-
(I -A+A)= CIm-A+A) (Im-A A)m
B       B                   B                     B
I                                                                                                                                                                                                                             I
--
= [B(Im-A A)]  [B(Im-A A)] (38)
Immers:
+ +
A(I -A A) = A-AA A = A-A = 0m
Hiermede is (29) bewezen.
Het bewijs van (30) verloopt analoog met dat van (29).
Stelllng 39
+ , +
[A(Im-BB )]   = A [ Ir-(B A ) (B A )] (40)
waarin:
A i s een willekeurige k x m matrix met R(A) =m
B i s een willekeurige m x n matrix
Bewijs:
Dit volgt uit het nagaan van de eigenschappen (4) t/m (7),
gebruik makend van stelllng 14 en het feit dat
+         - iA A- (A A) A A=i
m
1 + , + + ' + -r + + + , +
B A [I -(B A)B A ]=B A -BA (B A)B A   =0
B [Im-BB ] =B  -B  (B )  B  = 0
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A(Im-BB ) A [Ik-B  A ) (B  A )] A (Im-BB ) =
AA [Ik-(B A ) (B A')]A(Im-BB ) +
-ABB A [ Ik-(B  A )  (B  A )] A (Im-BB )   =
A(Im-BB )-AA (B A ) B A A(I -BB ) +m
-A (B )( B 15[ Ik-(B  A )  (B  A )] A (Im-BB )   =
A)m-BB ) -AA  (B   A )  B  (I - (B )   B  )   =
A(I -BB )m
Hiermee is eigenschap (4) bewezen
+ + , + , + +  ' +
A [Ik-(B A ) (B A )]A[Im-BB ]A [Ik-(B A ) (B A )]
A A(I -BB )A [I -(B A ) (B A )] +m
-A  (B  A )  B   A A[ Im-BB ]A [I - (B   A )  (B   A )]   =
A [ Ik-(B A ) (B A )]- BB A [ I -(B A ) (B A )]  +
-A (B A ) B (I -(B ) B )A [Ik-(B A ) (B A )] =
A [ Ik-(B A ) (B A )] -(B )(B A )[ I -(B A ) (B A )]
A [ Ik-(B A ) (B A )]
Hiermee is eigenschap (5) bewezen.
A(Im-BB )A [Ik-(B A ) (B A )] =
,++ , + + + + , +
AA [Ik-(B A ) (B A )]-ABB A [I -(B A ) (B A )]=
AA -AA (B A ) (B A )-A(B ) B A [I -(B A ) (B A )]
AA - (A )   A  (B  A )   (B   A )    =AA - (A )   A   (A )  B (B   A )    
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=AA -(A ) B(B A )  =AA -(B A ) (B A )  
=AA'-(B A ) (B A )
Daar deze laatste matrix symmetrisch is, is hiermee eigenschap
(6) bewezen.
A [Ik-(B A ) (B A )]A(Im-BB ) =
A A[ Im-BB ]-A (B A ) B A A(Im-BB ) =
+
=(Im-BB )-A (B A ) B [Im-(B )B] =
=(Im-BB+)
Daar deze laatste matrix symmetrisch is, is hiermee eigenschap
(7) bewezen.
Stelling 41
Een algemene oplossing van het stelsel
Ax = b (42)
waarin:
A i s een m x n matrix met R(A) =r
is:
x = A b +
(In-A A)z (43)
waarin:
z is een willekeurige n-vector
Bewijs:
x = A+b (44)
is een particuliere oplossing van (42), immers substitutie
van (44) in (42) geeft:
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+ +
Ax = AA b - AA Ax = Ax = b (45)
+
Kan men nu aantonen dat (In-A A)z een algemene oplossing is van
het stelsel
Ax = 0 (46)
dan is het probleem opgelost.
Nu geldt:
A(In-A A)z = (A-AA A)z = 0 (47)
+
Verder geldt omdat (In-A A) idempotent is :
R(In-A A) = tr(In-A A) = n-tr(A A) (48)
Rekeninghoudend met stelling 8 vindt men:
R(In-A A) = n-tr(A A) = n-tr CA- B BAC 
= n-tr CC  = n-tr C C= n-r (49)
Hiermee is het gestelde bewezen.
Stelling 50
Een algemene oplossing van het stelsel
AX = B (51)
waarin:
A i s een m x n matrix met R(A) =r
X i s een n x k matrix
B i s een m x k matrix
is:
X = A B + (In-A A)Z (52)
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waarin:
Z i s een willekeurige n x k matrix
Bewijs:
Dit bewijs is analoog aan dat van stelling 41.
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Appendix B
In deze Appendix worden drie eigenschappen van het Kronecker product
van matrices afgeleid, die in Hoofdstuk III worden gebruikt. Voor
een uitgebreide behandeling van dit product zij verwezen naar
Neudecker (1968).
Definitie 1
Het Kronecker product A R B van de matrices A e n B i s gelijk aan.
B  ..  a    B, arl 1 .  In
A M B= (2)
a    B  ... a    Bml mn
waarin:
A i s een m x n matrix
B is een matrix van willekeurige afmetingen
Stelling 3
(A R B)' A' R B' (4)
A S (B + C) A R B+A R C (5)
(B + C) R A B R A+C R A (6)
(A S B) R C A S (B + C) (7)
Bewijs
De eigenschappen (4) t/m (7) volgen onmiddellijk uit de definitie i.
Stelling 8
(A H B)(C   D) = (A C) B (B D) (9)
waarin:
A      is een m x n matrix
C      is een n x p matrix




a   B ... a   B      c   D ... c   D11        tn         11         lp
(A R B)(C S D)  =
a   B ... a   B      c   D ... c   D
ml mn nl np
'                                                                   ./
S a B D ... I a .c. B D
1 j cj i l J Jp
E a B D ... I am c p B Dmj cj i
E aljcjl . . I aljcjp ,
=                                         S  (B D)  -  (A C)  R  (B D)
E    amjcj 1 ... I a  c.mJ JP
Stelling 10
(A M B)-1 = A-1 9 8-1 (11)
-1
mits A en B bestaat.
-1
Bewijs
Volgens stelling 8 geldt:
(A   W 8-1)(A R B) =I  R I  =I
-i
m    n    mn
waarbij verondersteld is dat A een m x n matrix is en B een n x m
matrix.
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x        vector
X        matrix
X        getransponeerde van X
-1X        inverse van X
X        algemene gegeneraliseerde inverse van X
+
X        Penrose gegeneraliseerde inverse van X
|X|      determinant van X
R(X) rang van X
I        eenheidsmatrix
0        nulmatrix of nulvector




A well-known problem in econometrics is the estimation of the
coefficients of a model in case of the existence of more than
one linear relationship between the variables in the equations.
Should these relationships be exact, then there are two closely
related solutions for this problem, viz.:
1.   The estimation of "stable" linear combinations of coefficients,
the so-called estimable functions.
2.    The dropping of the condition of unbiasedness of the esti-
mators. This leads to Minimum Variance Minimum Bias estimators.
This last solution is generalised in the third chapter for the
case of a model existing of several equations. A limiting property
has been derived for these generalised estimators.
In econometrics, the relation between variables are nearly always
approximately linear so that one cannot apply one of the solutions
mentioned above, because in that case the matrices used in these
estimation methods are, although ill-conditioned, always of full
rank.
Approximating these matrices by good-conditioned ones of the
desired rank, it is possible to apply these estimation methods.
In order to get an insight in the consequences of this approxi-
mation in chapter IV, a simulation study has been carried out for
a two equation model.Two Stage Least Squares estimators, and
estimators found with the help of the above estimation method have
been compared.
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