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Abstract
We investigate how the existence and behaviour of solutions ϕ with a constant sign of the equation
ϕ(x) =
∫
S
ϕ
(
x + M(s))σ(ds)
depends on the real roots λ of its characteristic equation∫
S
eλM(s)σ (ds) = 1.
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1. Introduction
Inspired by R.O. Davies and A.J. Ostaszewski [3] we consider the problem of the exis-
tence of solutions ϕ :R→ R having a constant sign in a vicinity of infinity to some linearE-mail address: sokolowski@ux2.math.us.edu.pl.
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equation
ϕ(x) = a1ϕ(x + m1) + a2ϕ(x + m2) (1)
assuming that the real constants a1, a2 are positive whereas m1,m2 have the opposite signs.
It is our aim to generalize their results [3, Theorems 1–4] to the case of
ϕ(x) =
∫
S
ϕ
(
x + M(s))σ(ds), (2)
where (S,Σ,σ ) is a measure space. Although equations of form (2) are intensively studied,
cf. the survey papers [1,2], up to our best knowledge their solutions having a constant sign
at infinity (not necessarily on the whole real line) were examined only in [3] for solutions
of (1), i.e., in the case where σ is concentrated at two points.
2. Assumptions
In what follows (S,Σ,σ ) is a measure space with a finite measure σ and M :S →R is
a Σ -measurable bounded function with σ(M = 0) > 0. Moreover,
m = sup{∣∣M(s)∣∣: s ∈ S}.
Together with Eq. (2) we shall consider also inequalities
ϕ(x)
∫
S
ϕ
(
x + M(s))σ(ds), (3)
ϕ(x)
∫
S
ϕ
(
x + M(s))σ(ds). (4)
By a solution of (2) (respectively (3), (4)) we shall always mean a Borel measur-
able real function ϕ defined on an interval of the form (a,+∞), Lebesgue integrable on
every finite interval contained in (a,+∞) and such that for every x > a + m the integral∫
S
ϕ(x + M(s))σ (ds) exists and (2) (respectively (3), (4)) holds; we allow that a = −∞.
By a positive (respectively negative) solution we shall mean a solution which is nonnega-
tive (respectively nonpositive) and positive (respectively negative) a.e. on its domain; by a
solution of constant sign we shall mean a solution which is either positive or negative.
Note that the case of solutions defined on an interval (−∞, b) may be reduced to the
above one by considering the function ϕ(−x) on x ∈ (−∞, b), and replacing M by −M.
3. A characterization
In studies of (2) its characteristic equation∫
eλM(s)σ (ds) = 1 (5)S
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cf. also [4].
Remark 1. It is easy to see that the function u :R→R given by
u(λ) =
∫
S
eλM(s)σ (ds) (6)
is strictly convex (in particular Eq. (5) has at most two real roots), smooth and
u′(λ) =
∫
S
M(s)eλM(s)σ (ds) for λ ∈R.
Since
u(λ) =
∫
{M<0}
eλM(s)σ (ds) + σ(M = 0) +
∫
{M>0}
eλM(s)σ (ds)
for λ ∈R, we have
u(−∞) = +∞ · σ(M < 0) + σ(M = 0), u(+∞) = +∞ · σ(M > 0) + σ(M = 0).
Consequently, u increases if and only if M  0 a.e., and u decreases if and only if M  0
a.e.; moreover, if σ(M < 0) > 0 and σ(M > 0) > 0, then there exists exactly one real
number λ0 such that∫
S
M(s)eλ0M(s)σ (ds) = 0. (7)
If λ is a root of (5), then the function x → eλx , x ∈ R, is a positive solution of (2).
Adopting some ideas of R.O. Davies and A.J. Ostaszewski, we shall prove the following
converse statement.
Theorem 2. If (3) has a positive solution, then (5) has a real root.
One of the above mentioned ideas is contained in the following lemmas.
Lemma 3. If ϕ : (a,+∞) →R is a solution of (3) with a constant sign, then
x∫
a+m
ϕ(y)dy 
∫
S
( x+M(s)∫
a+m
ϕ(y)dy
)
σ(ds) +
∫
S
( a+m∫
a+m+M(s)
ϕ(y) dy
)
σ(ds)
for x > a + m.Proof. It is enough to observe that
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a+m
ϕ(y)dy 
x∫
a+m
(∫
S
ϕ
(
y + M(s))σ(ds))dy = ∫
S
( x+M(s)∫
a+m+M(s)
ϕ(z) dz
)
σ(ds)
=
∫
S
( x+M(s)∫
a+m
ϕ(y)dy
)
σ(ds) +
∫
S
( a+m∫
a+m+M(s)
ϕ(y) dy
)
σ(ds). 
Arguing as above, we can easily get also the following fact.
Lemma 4. If ϕ : (a,+∞) →R is an integrable solution of (3), then the function
+∞∫
x
ϕ(y) dy, x > a,
is a solution of (3) as well.
Proof of Theorem 2. Let ϕ : (a,+∞) → R be a positive solution of (3). We can assume
that a is finite. Suppose that (5) has no real root. Then for the strict convex function u :R→
(0,+∞) defined by (6) we have
u(λ) > 1 for λ ∈R.
Consider first the case where u is not monotonic. Then, cf. Remark 1, there exists ex-
actly one λ0 ∈R with u′(λ0) = 0. Define ϕ0 : (a,+∞) →R by
ϕ0(x) = e−λ0xϕ(x)
and a finite measure µ on Σ putting
µ(A) =
∫
A
eλ0M(s)σ (ds).
Clearly,
ϕ0(x)
∫
S
ϕ0
(
x + M(s))µ(ds) for x > a + m
and
µ(S) =
∫
S
eλ0M(s)σ (ds) = u(λ0) > 1. (8)
We shall construct a continuous, strictly increasing and positive function ϕ1 : (b,+∞) →R
such that
ϕ1(x)
∫
ϕ1
(
x + M(s))µ(ds) for x > b + m. (9)S
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ϕ2(x) =
+∞∫
x
ϕ0(y) dy for x > a and ϕ1(x) =
x∫
a+m
ϕ2(y) dy for x > a.
Of course, ϕ1(x) > 0 for x > b := a + m and making use of Lemmas 4 and 3, we have
ϕ1(x)
∫
S
ϕ1
(
x + M(s))µ(ds) + ∫
S
( a+m∫
a+m+M(s)
ϕ2(y) dy
)
µ(ds)
for x > a + m. Moreover, since ϕ2 decreases and (7) holds,
∫
S
( a+m∫
a+m+M(s)
ϕ2(y) dy
)
µ(ds)
∫
{M<0}
ϕ2(a + m)
(−M(s))µ(ds)
−
∫
{M>0}
ϕ2(a + m)M(s)µ(ds)
= −ϕ2(a + m)
∫
S
M(s)µ(ds)
= −ϕ2(a + m)
∫
S
M(s)eλ0M(s)σ (ds) = 0.
Consequently we have (9).
If
+∞∫
a
ϕ0(y) dy = +∞,
then putting
ϕ2(x) =
x∫
a+m
ϕ0(y) dy for x > a,
c0 =
∫
S
( a+m∫
a+m+M(s)
ϕ0(y) dy
)
µ(ds)
and applying Lemma 3, we obtain
ϕ2(x)
∫
ϕ2
(
x + M(s))µ(ds) + c0 for x > a + m. (10)S
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ϕ1 : (b,+∞) →R defined by (cf. also (8))
ϕ1(x) = ϕ2(x) + c0
µ(S) − 1
is positive. Making use of (10), we get (9).
Having ϕ1, put
ψ1(x) =
x∫
b+m
ϕ1(y) dy for x > b
and
c1 =
∫
S
( b+m∫
b+m+M(s)
ϕ1(y) dy
)
µ(ds).
Clearly,
lim
x→+∞ψ1(x) = +∞
and so there exists a real number c > b such that the function ψ : (c,+∞) →R defined by
ψ(x) = ψ1(x) + c1
µ(S) − 1
is positive. Due to Lemma 3, we have
ψ(x)
∫
S
ψ
(
x + M(s))µ(ds) for x > c + m.
Hence and from (8) we get∫
S
(
ψ
(
x + M(s))− ψ(x))µ(ds)ψ(x) − ψ(x)µ(S) < 0
for x > c + m. On the other hand, applying the mean-value theorem and the monotonicity
of ϕ1 being the derivative of ψ, we obtain
ψ
(
x + M(s))− ψ(x) ϕ1(x)M(s) for x > c + m and s ∈ S,
whence, cf. also (7),∫
S
(
ψ
(
x + M(s))− ψ(x))µ(ds) ϕ1(x)
∫
S
M(s)µ(ds)
= ϕ1(x)
∫
S
M(s)eλ0M(s)σ (ds) = 0,a contradiction.
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σ(M = 0) or u(+∞) = σ(M = 0). Consequently σ(M = 0) 1. In particular, σ(S) > 1.
We shall construct a monotonic and positive solution ϕ1 : (b,+∞) →R of (3).
If ϕ is integrable, we put
ϕ1(x) =
+∞∫
x
ϕ(y) dy for x > a;
otherwise
ϕ1(x) =
x∫
a+m
ϕ(y)dy + 1
σ(S) − 1
∫
S
( a+m∫
a+m+M(s)
ϕ(y) dy
)
σ(ds) for x > b,
where b > a + m is a real number chosen so that ϕ1 is positive. It follows from Lemmas 4
and 3 that ϕ1 is a solution of (3). In another words,
ϕ1(x)
∫
{M =0}
ϕ1
(
x + M(s))σ(ds) + ϕ1(x)σ (M = 0) for x > b + m.
Hence, since ϕ1 is positive at each point,
0 <
∫
{M =0}
ϕ1
(
x + M(s))σ(ds) (1 − σ(M = 0))ϕ1(x) 0
for x > b + m, a contradiction. 
Remark 5. If σ(S)  1, then every negative constant function is a solution of (3), and if
σ(S) > 1, then (5) may have no real solution λ (e.g., if u is monotonic and σ(M = 0) 1,
then (5) has no real root).
4. Solutions with infinite limit
Remark 6. If (5) has a positive real root λ, then (2) has a positive solution ϕ with
limx→+∞ ϕ(x) = +∞, viz. ϕ(x) = eλx. If
σ(S) = 1 and
∫
S
M(s)σ (ds) = 0, (11)
then the identity on (0,+∞) is a positive solution of (2) with infinite limit at infinity.
Clearly, in the case (11) zero is the only real root of (5).
Now we shall prove the following theorem.
Theorem 7. If M  0 a.e. and (2) has a positive solution with infinite limit at infinity, then
(5) has a positive root.
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tive. Then u(0) 1, i.e.,
σ(S) 1. (12)
Let ϕ : (a,+∞) →R be a positive solution of (2) with a finite a and such that
lim
x→+∞ϕ(x) = +∞, (13)
define ϕ2 : (a,+∞) →R by
ϕ2(x) =
x∫
a+m
ϕ(y)dy (14)
and put
c2 =
∫
S
( a+m∫
a+m+M(s)
ϕ(y) dy
)
σ(ds). (15)
Then, according to Lemma 3,
ϕ2(x) =
∫
S
ϕ2
(
x + M(s))σ(ds) + c2 for x > a + m, (16)
whence also
x∫
a+2m
ϕ2(y) dy =
∫
S
( x+M(s)∫
a+2m+M(s)
ϕ2(z) dz
)
σ(ds) + c2(x − a − 2m)
for x > a + 2m. In another words,
ϕ1(x) =
∫
S
ϕ1
(
x + M(s))σ(ds) + c2x + c1 for x > a + 2m,
where
ϕ1(x) =
x∫
a+2m
ϕ2(y) dy, c1 =
∫
S
( a+2m∫
a+2m+M(s)
ϕ2(y) dy
)
σ(ds) − c2(a + 2m). (17)
Hence, applying also (12), the mean-value theorem and monotonicity of ϕ2, we get
c2x + c1 
∫
S
(
ϕ1(x) − ϕ1
(
x + M(s)))σ(ds)
 ϕ2(x − m)
∫
S
(−M(s))σ(ds) = (−∫
S
M(s)σ (ds)
) x−m∫
a+m
ϕ(y)dyfor x > a + 2m. Since M  0 a.e., this contradicts (13). 
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solution of (3) and (5) has no positive root. If σ(M = 0)  1, then for every λ ∈ R the
function eλx, x ∈R, is a positive solution of (4) and (5) has no real root.
Theorem 9. If
σ(M > 0) > 0 (18)
and (3) has a positive solution with infinite limit at infinity, then either (5) has a positive
root or (11) holds.
Proof. It follows from (18) that u(+∞) = +∞. Hence, if u(0) < 1, then (5) has a positive
root. Assume u(0) 1.
Consider first the case where u′(0) 0. Then (5) has no negative root. But, according
to Theorem 2, (5) has a real root. If zero is the only root of (5), then u′(0) = 0 and we
have (11). Otherwise (5) has a positive root.
Suppose now that u′(0) > 0, i.e.,∫
S
M(s)σ (ds) > 0, (19)
and let ϕ : (a,+∞) → R be a positive solution of (3) with a finite a and satisfying (13).
Defining ϕ2 : (a,+∞) →R by (14) and applying Lemma 3, we have
ϕ2(x)
∫
S
ϕ2
(
x + M(s))σ(ds) + c2 for x > a + m
with c2 defined by (15), and accepting (17), we obtain
ϕ1(x)
∫
S
ϕ1
(
x + M(s))σ(ds) + c2x + c1 for x > a + 2m.
Hence, since σ(S) = u(0) 1, applying the mean-value theorem again,
c2x + c1 
∫
S
(
ϕ1(x) − ϕ1
(
x + M(s)))σ(ds) ϕ2(x)
∫
S
(−M(s))σ(ds)
for x > a + 2m which jointly with (19) contradicts (13). 
Remark 10. If σ(S) 1 and
∫
S
M(s)σ (ds) > 0, then (18) holds and for every λ > 0 the
function eλx, x ∈R, is a positive solution of (4), although (5) has no positive root and (11)
does not hold.
Concerning solutions with infinite limit at both infinities we have the following.
Corollary 11. If (3) has a positive solution with infinite limit at both infinities, then
σ(S) < 1.
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Consider first the case where u is not monotonic. Hence we have both (18) and
σ(M < 0) > 0. (20)
Since ϕ(−x) is a positive solution of
ϕ(x)
∫
S
ϕ
(
x − M(s))σ(ds) (21)
with infinite limit at +∞, it results from Theorem 9 that either (5) has roots of opposite
signs (and consequently σ(S) < 1) or (11) holds. According to [4, Corollary 1] by M. Pycia
the second case is excluded (by the fact that ϕ is not constant on any nondegenerated
subgroup of R).
Assume now that u is monotonic. If M  0 a.e., then making use of Theorem 9, we
infer that (5) has a positive root, whence σ(S) < 1. If M  0 a.e., then we pass to (21) and
obtain the same conclusion. 
Remark 12. If σ(S) < 1, then there exist real numbers λ1, λ2 with λ1 · λ2 < 0 and such
that the functions eλ1x, eλ2x are solutions of (3). Then the function eλ1x + eλ2x is a solution
of (3) with infinite limit at both infinities.
Corollary 13. If (2) has a positive solution with infinite limit at both infinities, then
σ(S) < 1, (18) and (20) hold.
Proof. According to Corollary 11, we have σ(S) < 1. Consequently (5) has a real root
and it is enough to show that (18) and (20) hold, i.e., that u is not monotonic. Suppose the
converse. If M  0 a.e., then using Theorem 7, we get a second root of (5), a contradiction.
If M  0 a.e., then we pass to (21) and obtain the same contradiction. 
Remark 14. If σ(S) < 1, (18) and (20) hold, then (5) has two real roots λ1, λ2 with
λ1 · λ2 < 0. Consequently, the function eλ1x + eλ2x is a solution of (2).
5. Solutions with infinite integral on a half-line
Remark 15. If (5) has a nonnegative root λ, then (2) has a positive solution ϕ which is not
Lebesgue integrable on each interval of the form (a,+∞), viz. ϕ(x) = eλx.
Theorem 16. If M  0 a.e. and (2) has a positive and not integrable on a half-line infinite
from the right solution, then (5) has a nonnegative root.
Proof. We may assume that u(0) = 1, i.e., that σ(S) = 1.
Let ϕ : (a,+∞) →R be a positive solution of (2) with a finite a such that
+∞∫
ϕ(y)dy = +∞ (22)a
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tively. Applying Lemma 3, we have (16). Since limx→+∞ ϕ2(x) = +∞, we can find a real
constant b > a such that the function ϕ1 : (b,+∞) →R given by the formula
ϕ1(x) = ϕ2(x) + c2
σ(S) − 1
is positive. Obviously limx→+∞ ϕ1(x) = +∞ and it follows from (16) that ϕ1 is a solution
of (2). Making use of Theorem 7, we infer that (5) has a positive root. 
Remark 17. Assume M  0 a.e. If σ(S) < 1, then (5) has exactly one real root λ0 and
λ0 < 0; consequently eλ0x , x ∈ R, is a positive solution of (2) with infinite integral on
R. If σ(S) 1, then (5) does not have a negative root; consequently, if (2) has a positive
solution, then according to Theorem 2, Eq. (5) has a nonnegative root.
Remark 18. Assume M  0 a.e. If σ(S) < 1, then the identity on (0,+∞) is a positive
solution of (3) and (5) has no nonnegative root. If σ(M = 0) 1, then for every λ ∈R the
function eλx, x ∈R, is a positive solution of (4) and (5) has no real root.
Theorem 19. If (18) holds and (3) has a positive and not integrable on a half-line infinite
from the right solution, then (5) has a nonnegative root.
Proof. We argue as in the case of Theorem 16 using now Theorem 9. 
Remark 20. Assume σ(S) > 1. If M  0 a.e. and σ(M = 0) < 1, then (5) has exactly one
real root λ0 and λ0 < 0; consequently eλ0x , x ∈R, is a positive solution of (2) with infinite
integral on R.
Remark 21. If σ(S) > 1 and
∫
S
M(s)σ (ds) 0, then (18) holds and for every λ 0 the
function eλx , x ∈R, is a positive solution of (4), although (5) has no nonnegative root.
Corollary 22. If (3) has a positive solution which is not integrable neither on the half-line
infinite from the left, nor from the right, then σ(S) 1.
Proof. If u is not monotonic, then using Theorem 19 both to the function M and −M we
infer that (5) has both a nonnegative and a nonpositive root, i.e., σ(S) 1.
Assume now that u is monotonic. If M  0 a.e., then according to Theorem 19, Eq. (5)
has a nonnegative root, whence σ(S) 1. If M  0 a.e., then we pass to (21). 
Remark 23. If σ(S) < 1, then there exist real numbers λ1, λ2 with λ1 · λ2 < 0 and such
that the functions eλ1x, eλ2x are solutions of (3). Then the function eλ1x + eλ2x is a solution
of (3) which is not integrable neither on the half-line infinite from the left, nor from the
right. If σ(S) = 1, then every constant function is a solution of (2).
Corollary 24. If (2) has a positive solution which is not integrable neither on the half-line
infinite from the left, nor from the right, then σ(S) = 1 or σ(S) < 1, (18) and (20) hold.
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rem 16. 
6. Integrable and vanishing at infinity solutions
In our further considerations the following lemma will be very helpful.
Lemma 25. If a is a real number and ϕ : (a,+∞) →R is a solution of (3) with a constant
sign and
lim
x→+∞ϕ(x) = 0, (23)
then
(
1 − σ(S))
+∞∫
a+m
ϕ(y)dy 
∫
S
( a+m∫
a+m+M(s)
ϕ(y) dy
)
σ(ds). (24)
Proof. It follows from Lemma 3 that
(
1 − σ(S))
x∫
a+m
ϕ(y)dy 
∫
S
( x+M(s)∫
x
ϕ(y) dy
)
σ(ds)
+
∫
S
( a+m∫
a+m+M(s)
ϕ(y) dy
)
σ(ds) (25)
for x > a + m. Moreover,
∣∣∣∣∣
x+M(s)∫
x
ϕ(y) dy
∣∣∣∣∣
x+m∫
x−m
∣∣ϕ(y)∣∣dy
for x > a + m and s ∈ S. Hence, taking (23) into account and passing in (25) to the limit,
we obtain (24). 
Remark 26. If (5) has a negative root λ, then for every a ∈ R the function ϕ(x) = eλx ,
x ∈ (a,+∞), is a positive, Lebesgue integrable solution of (2) satisfying (23).
Theorem 27. If M  0 a.e. and (2) has a positive and Lebesgue integrable solution, then
(5) has a negative root.
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follows from Lemma 4 that the function ϕ : (a,+∞) →R given by
ϕ(x) =
+∞∫
x
ϕ0(y) dy (26)
is a positive solution of (2) satisfying (23). Using Lemma 25, we get
(
1 − σ(S))
+∞∫
a+m
ϕ(y)dy =
∫
S
( a+m∫
a+m+M(s)
ϕ(y) dy
)
σ(ds). (27)
Since
∫ a+m
a+m+M(s) ϕ(y) dy is a.e. nonpositive and negative on the set of positive measure,
viz. on {M > 0}, the right-hand side of (27) is negative. Consequently σ(S) > 1, i.e.,
u(0) > 1, and so (5) has no nonnegative root. Due to Theorem 2 it has a negative root. 
Remark 28. Assume M  0 a.e. If σ(S) < 1, then for every λ < 0 the function eλx, x ∈R,
is a solution of (3) and (5) has no negative root. If σ(M = 0)  1, then eλx, x ∈ R, is a
solution of (4) for every λ ∈R and (5) has no real root.
Theorem 29. If (20) holds and (3) has a positive and integrable solution, then (5) has a
negative root.
Proof. It follows from (20) that u(−∞) = +∞. So, if u(0) < 1, then (5) has a negative
root. Assume that u(0) 1, i.e.,
σ(S) 1, (28)
and let ϕ0 : (a,+∞) →R be a positive and integrable solution of (3) with a finite a. Define
ϕ : (a,+∞) → R by (26). Then, due to Lemma 4, ϕ is a positive and strictly decreasing
solution of (3) satisfying (23). Hence and from Lemma 25 we obtain (24). It follows from
the strict monotonicity of ϕ that
∫
S
( a+m∫
a+m+M(s)
ϕ(y) dy
)
σ(ds) >
∫
{M<0}
ϕ(a + m)(−M(s))σ(ds)
−
∫
{M>0}
ϕ(a + m)M(s)σ (ds)
= −ϕ(a + m)
∫
S
M(s)σ (ds).
This, (24) and (28) give (19), i.e., u′(0) > 0, which jointly with (20) and Theorem 2 shows
that (5) has a negative root. 
Remark 30. If σ(S) 1 and
∫
S
M(s)σ (ds) 0, then (20) holds and for every λ < 0 thefunction eλx, x ∈R, is a solution of (4) and (5) has no negative root.
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at infinity.
Proof. Suppose ϕ : (a,+∞) →R is a positive solution of (3) with a finite a such that (23)
holds. Clearly,
∫
S
( a+m∫
a+m+M(s)
ϕ(y) dy
)
σ(ds) =
∫
{M<0}
( a+m∫
a+m+M(s)
ϕ(y) dy
)
σ(ds) > 0,
but this contradicts (24). 
Remark 32. Assume (20). If σ(S) = 1 and (3) has a positive decreasing solution vanishing
at infinity, then (5) has a negative root.
Proof. Let ϕ : (a,+∞) → R be a positive decreasing solution of (3) with a finite a such
that (23) holds. From Lemma 25 we get
∫
S
( a+m∫
a+m+M(s)
ϕ(y) dy
)
σ(ds) 0.
On the other side, since ϕ decreases, we have
∫
S
( a+m∫
a+m+M(s)
ϕ(y) dy
)
σ(ds)
=
∫
{M<0}
( a+m∫
a+m+M(s)
ϕ(y) dy
)
σ(ds) +
∫
{M>0}
( a+m∫
a+m+M(s)
ϕ(y) dy
)
σ(ds)
> ϕ(a + m)
∫
{M<0}
(−M(s))σ(ds) − ϕ(a + m) ∫
{M>0}
M(s)σ (ds)
= −ϕ(a + m)
∫
S
M(s)σ (ds),
and so
∫
S
M(s)σ (ds) > 0, i.e., u′(0) > 0. Hence, using also (20), we infer that (5) has a
negative root. 
Remark 33. Assume (20). If σ(S) = 1 and (3) has a positive solution vanishing at infinity,
then (5) has a negative root.
Proof. It follows from (20) that u(−∞) = +∞. Hence, if σ(S) < 1, then (5) has a neg-
ative root. Assume now that σ(S) > 1. Let ϕ : (a,+∞) → R be a positive solution of (3)
with a finite a such that (23) holds. Using Lemma 25, we get
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1 − σ(S))
+∞∫
a+m
ϕ(y)dy 
∫
S
( a+m∫
a+m+M(s)
ϕ(y) dy
)
σ(ds)
−
∫
{M>0}
( a+2m∫
a+m
ϕ(y)dy
)
σ(ds),
whence ϕ|(a+m,+∞) is an integrable solution of (3). An application of Theorem 29 ends
the proof. 
Concerning solutions of (2), we have the following.
Theorem 34. If a is a real number and ϕ : (a,+∞) → R is a positive solution of (2)
satisfying (23), then it is integrable.
Proof. Using Lemma 25, we get (27) in which the right-hand side is finite. This shows
that ϕ is integrable in the case where σ(S) = 1.
Assume now that σ(S) = 1. Then
∫
S
( a+m∫
a+m+M(s)
ϕ(y) dy
)
σ(ds) = 0. (29)
Suppose (22). In view of Lemma 3 and (29) the function ϕ2 : (a,+∞) →R given by (14)
is a solution of (2). This solution is positive on (a + m,+∞). Hence, applying Lemma 3
again, we have
∫
S
( x+M(s)∫
x
ϕ2(y) dy
)
σ(ds) +
∫
S
( a+2m∫
a+2m+M(s)
ϕ2(y) dy
)
σ(ds) = 0 (30)
for x > a + 2m. Since ϕ2 is strictly increasing, we see that
∫
S
( x+M(s)∫
x
ϕ2(y) dy
)
σ(ds) > ϕ2(x)
∫
S
M(s)σ (ds) (31)
and
∫
S
( x+M(s)∫
x
ϕ2(y) dy
)
σ(ds)
 ϕ2(x + m)
∫
{M>0}
M(s)σ (ds) + ϕ2(x − m)
∫
{M<0}
M(s)σ (ds)
= ϕ2(x − m)
∫
M(s)σ (ds) +
x+m∫
ϕ(y)dy ·
∫
M(s)σ (ds) (32)
S x−m {M>0}
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S
M(s)σ (ds) < 0, then making use of (32), (14), (22) and (23), we get
lim
x→+∞
∫
S
( x+M(s)∫
x
ϕ2(y) dy
)
σ(ds) = −∞,
which contradicts (30). If ∫
S
M(s)σ (ds) > 0, then on account of (31), (14) and (22), we
obtain
lim
x→+∞
∫
S
( x+M(s)∫
x
ϕ2(y) dy
)
σ(ds) = +∞,
which also contradicts (30). Assume ∫
S
M(s)σ (ds) = 0, then by virtue of (31), (32) and
(23), we have
lim
x→+∞
∫
S
( x+M(s)∫
x
ϕ2(y) dy
)
σ(ds) = 0.
Hence and from (30) we get in turn
∫
S
( a+2m∫
a+2m+M(s)
ϕ2(y) dy
)
σ(ds) = 0
and
∫
S
( x+M(s)∫
x
ϕ2(y) dy
)
σ(ds) = 0 for x > a + 2m,
which contradicts (31). 
Remark 35. If M  0 a.e. and σ(S) 1, then 1
x
, x > 1, is a positive, vanishing at infinity
and not integrable solution of (3). If M  0 a.e. and σ(S) 1, then 1
x
, x > m, is a solution
of (4).
The following corollary is an immediate consequence of Theorems 27, 29 and 34.
Corollary 36. If (2) has a positive solution vanishing at infinity, then (5) has a negative
root.
Concerning solutions integrable on the whole real line we have the following.
Remark 37. If σ(S) < 1, then there exist real numbers λ1, λ2 with λ1 · λ2 < 0 and such
that the functions eλ1x, eλ2x are solutions of (3). Then (cf. also [4, Remark 4]) the function
min{eλ1x, eλ2x} is a solution of (3) integrable on R.
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Corollary 38. If (3) has a positive and integrable solution on R, then σ(S) < 1.
Proof. We argue as in the proof of Corollary 22 using now Theorem 29. 
Corollary 39. Equation (2) has no positive and integrable solution on R.
Proof. Suppose ϕ :R→R is a positive and integrable solution of (2). Integrating (2) onR,
we have∫
R
ϕ(x)dx =
∫
S
(∫
R
ϕ
(
x + M(s))dx)σ(ds) = σ(S)∫
R
ϕ(x)dx,
whence σ(S) = 1 which contradicts Corollary 38. 
Finally, applying Corollary 39 and Theorem 34, the last one both to the function M and
−M, we get what follows.
Corollary 40. Equation (2) has no positive on R solution which vanishes at +∞ and −∞
simultaneously.
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