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Abstract
The fully developed turbulence with weak anisotropy is investigated by
means of renormalization group approach (RG) and double expansion regu-
larization for dimensions d ≥ 2. Some modification of the standard minimal
substraction scheme has been used to analyze stability of the Kolmogorov scal-
ing regime which is governed by the renormalization group fixed point. This
fixed point is unstable at d = 2; thus, the infinitesimally weak anisotropy de-
stroyes above scaling regime in two-dimensional space. The restoration of the
stability of this fixed point, under transition from d = 2 to d = 3, has been
demonstrated at borderline dimension 2 < dc < 3. The results are in qual-
itative agreement with ones obtained recently in the framework of the usual
analytical regularization scheme.
1 Introduction
A traditional approach to the description of fully developed turbulence is based on
the stochastic Navier-Stokes equation [1]. The complexity of this equation leads to
great difficulties which do not allow one to solve it even in the simplest case when
one assumes the isotropy of the system under consideration. On the other hand, the
isotropic turbulence is almost delusion and if exists is still rather rare. Therefore,
if one wants to model more or less realistic developed turbulence, one is pushed to
consider anisotropically forced turbulence rather than isotropic one. This, of course,
rapidly increases complexity of the corresponding differential equation which itself
has to involve the part responsible for description of the anisotropy. An exact solution
of the stochastic Navier-Stokes equation does not exist and one is forced to find out
some convenient methods to touch the problem at least step by step.
A suitable and also powerful tool in the theory of developed turbulence is the
so-called renormalization group (RG) method1. Over the last two decades the RG
1 Here we consider the quantum-field renormalization group approach [2] rather than the Wilson
renormalization group technique [3]
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technique has widely been used in this field of science and gives answers to some
principal questions (e.g. the fundamental description of the infra-red (IR) scale
invariance) and is also useful for calculations of many universal parameters (e.g.
critical dimensions of the fields and their gradiens etc.). A detailed survey of this
questions can be found in Refs. [4, 5] and Refs. therein.
In early papers, the RG approach has been applied only to the isotropic mod-
els of developed turbulence. However, the method can also be used (with some
modifications) in the theory of anisotropic developed turbulence. A crucial question
immediately arises here, whether the principal properties of the isotropic case and
anisotropic one are the same at least at the qualitative level. If they are, then it
is possible to consider the isotropic case as a first step in the investigation of real
systems. On this way of transition from the isotropic developed turbulence into the
anisotropic one we have to learn whether the scaling regime does remain stable under
this transition. That means, whether the stable fixed points of the RG equations
remain stable under the influence of anisotropy.
Over the last decade a few papers have appeared in which the above question has
been considered. In some cases it has been found out that stability really takes place
(see,e.g.[6, 7]). On the other hand, existence of systems without such a stability has
been proved too. As has been shown in Ref. [8], in the anisotropic magnetohydro-
dynamic developed turbulence a stable regime generally does not exist. In [7, 9],
d-dimensional models with d > 2 were investigated for two cases: weak anisotropy
[7] and strong one [9], and it has been shown that the stability of the isotropic fixed
point is lost for dimensions d < dc = 2.68. It has also been shown that stability
of the fixed point even for dimension d = 3 takes place only for sufficiently weak
anisotropy. The only problem in these investigations is that it is impossible to use
them in the case d = 2 because new ultra-violet (UV) divergences appear in the
Green functions when one considers d = 2, and they were not taken into account in
[7, 9].
In [10], a correct treatment of the two-dimensional isotropic turbulence has been
given. The correctness in the renormalization procedure has been reached by in-
troduction into the model a new local term (with a new coupling constant) which
allows one to remove additional UV-divergences. From this point of view, the results
obtained earlier for anisotropical developed turbulence presented in [11] and based
on the paper [12] (the results of the last paper are in conflict with [10]) cannot be
considered as correct because they are inconsistent with the basic requirement of the
UV-renormalization, namely with the requirement of the localness of the countert-
erms [13, 14].
The authors of the recent paper [15] have used the double-expansion procedure
introduced in [10] (this procedure is a combination of the well-known Wilson dimen-
sional regularization procedure and the analytical one) and the minimal substraction
(MS) scheme [16] for investigation of developed turbulence with weak anisotropy for
d = 2. In such a perturbative approach the deviation of the spatial dimension from
d = 2, δ = (d− 2)/2, and the deviation of the exponent of the powerlike correlation
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function of random forcing from their critical values, ǫ, play the role of the expansion
parameters.
The main result of the paper was the conclusion that the two-dimensional fixed
point is not stable under weak anisotropy. It means that 2d turbulence is very
sensitive to the anisotropy and no stable scaling regimes exist in this case. In the case
d = 3, for both the isotropic turbulence and anisotropic one, as it has been mentioned
above, existence of the stable fixed point, which governs the Kolmogorov asymptotic
regime, has been established by means of the RG approach by using the analytical
regularization procedure [6, 7, 9]. One can make analytical continuation from d = 2
to the three-dimensional turbulence (in the same sense as in the theory of critical
phenomena) and verify whether the stability of the fixed point (or, equivalently,
stability of the Kolmogorov scaling regime) is restored. From the analysis made in
Ref. [15] it follows that it is impossible to restore the stable regime by transition from
dimension d = 2 to d = 3. We suppose that the main reason for the above described
discrepancy is related to the straightforward application of the standard MS scheme.
In the standard MS scheme one works with the purely divergent part of the Green
functions only, and in concrete calculations its dependence on the space dimension
d resulting from the tensor nature of these Green functions is neglected (see Sect.3).
In the case of isotropic models, the stability of the fixed points is independent of
dimension d. However, in anisotropic models the stability of fixed points depends on
the dimension d, and consideration of the tensor structure of Feynman graphs in the
analysis of their divergences becomes important.
In present paper we suggest applying modified MS scheme in which we keep the
d−dependence of UV-divergences of graphs. We affirm that after such a modification
the d-dependence is correctly taken into account and can be used in investigation
of whether it is possible to restore the stability of the anisotropic developed turbu-
lence for some dimension dc when going from a two-dimensional system to a three-
dimensional one. In the limit of infinitesimally weak anisotropy for the physically
most reasonable value of ǫ = 2, the value of the borderline dimension is dc = 2.44.
Below the borderline dimension, the stable regime of the fixed point of the isotropic
developed turbulence is lost by influence of weak anisotropy.
It has to be mentioned that a similar idea of ”geometric factor” was used in
Ref. [17] in RG analysis of the Burgers-Kardar-Parisi-Zhang equation but the reason
to keep the d−dependence of divergent parts of the graphs was to take correctly into
account the finite part of one-loop Feynman diagrams in the two-loop approximation.
In the present paper, we shall not discuss it in detail because the critical analysis of
the results obtained in [17] was given in [18].
The paper is organized as follows. In Section 2 we give the quantum field
functional formulation of the problem of the fully developed turbulence with weak
anisotropy. The RG analysis is given in Section 3 when we discuss the stability of
the fixed point obtained under weak anisotropy. In Section 4 we discuss our results.
Appendix I contains expressions for the divergent parts of the important graphs.
At the end, Appendix II contains analytical expressions for the fixed point and the
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equation which describes its stability in the limit of the weak anisotropy.
2 Description of the Model. UV-divergencies
In this section we give the description of the model. As has already been discussed
in the previous section, we work with fully developed turbulence and assume weak
anisotropy of the system. It means that the parameters that describe deviations from
the fully isotropic case are sufficiently small and allow one to forget about corrections
of higher degrees (than linear) which are made by them.
In the statistical theory of anisotropically developed turbulence the turbulent
flow can be described by a random velocity field ~v(~x, t) and its evolution is given by
the randomly forced Navier-Stokes equation
∂~v
∂t
+ (~v · ~∇)~v − ν0∆~v − ~fA = ~f, (1)
where we assume incompressibility of the fluid, which is mathematically given by the
well-known conditions ~∇ · ~v = 0 and ~∇ · ~f = 0. In eq.(1) the parameter ν0 is the
kinematic viscosity (hereafter all parameters with subscript 0 denote bare parameters
of unrenormalized theory, see below), the term ~fA is related to anisotropy and will
be specified later. The large-scale random force per unit mass ~f is assumed to have
Gaussian statistics defined by the averages
〈fi〉 = 0, 〈fi(~x1, t)fj(~x2, t)〉 = Dij(~x1 − ~x2, t1 − t2). (2)
The two-point correlation matrix
Dij(~x, t) = δ(t)
∫
dd~k
(2π)d
D˜ij(~k) exp(i~k · ~x) (3)
is convenient to be parameterized in the following way [6, 8]:
D˜ij(~k) = g0ν
3
0k
4−d−2ǫ[(1 + α10ξ
2
k)Pij(
~k) + α20Rij(~k)] , (4)
where a vector ~k is the wave vector, d is the dimension of the space (in our case:
2 ≤ d), ǫ ≥ 0 is a dimensionless parameter of the model. If the dimension of the
system is taken d > 2, then the physical value of this parameter is ǫ = 2 (the so-
called energy pumping regime). The situation is more complicated when d = 2. In
this case the new integrals of motion arise, namely the enstrophy, and all its powers
(for details see Ref. [19]) which leads to ambiguity in determination of the inertial
range and this freedom is given in the RG method by the value of the parameter
ǫ. The value ǫ = 3 corresponds to the so-called enstrophy pumping regime. This
problem of uncertainty cannot be solved in the framework of the RG technique. On
the other hand, the value of ǫ is not important for stability of the fixed point when
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d = 2. Thus, it is not important, from our point of view, what is the value of ǫ in
the case d = 2. Its value ǫ = 0 corresponds to a logarithmic perturbation theory
for calculation of Green functions when g0, which plays the role of a bare coupling
constant of the model, becomes dimensionless. The problem of continuation from
ǫ = 0 to physical values has been discussed in [20]. The (d× d)-matrices Pij and Rij
are the transverse projection operators and in the wave-number space are defined by
the relations
Pij(~k) = δij − kikj
k2
, Rij(~k) =
(
ni − ξk ki
k
)(
nj − ξk kj
k
)
, (5)
where ξk is given by the equation ξk = ~k · ~n/k . In eq.(5) the unit vector ~n specifies
the direction of the anisotropy axis. The tensor D˜ij given by eq.(4) is the most
general form with respect to the condition of incompressibility of the system under
consideration and contains two dimensionless free parameters α10 and α20. From
the positiveness of the correlator tensor Dij one immediately gets restrictions on
the above parameters, namely α10 ≥ −1 and α20 ≥ 0. In what follows we assume
that these parameters are small enough and generate only small deviations from the
isotropy case.
Using the well-known Martin–Siggia-Rose formalism of the stochastic quantiza-
tion [21, 22, 23, 24] one can transform the stochastic problem (1) with the correlator
(3) into the quantum field model of the fields ~v and ~v,. Here ~v, is an independent of
the ~v auxiliary incompressible field which we have to introduce when transforming
the stochastic problem into the functional form.
The action of the fields ~v and ~v, is given in the form
S =
1
2
∫
dd~x1dt1d
d~x2dt2
[
v,i(~x1, t1)Dij(~x1 − ~x2, t1 − t2)v,j(~x2, t2)
]
+
∫
dd~xdt
{
~v,(~x, t)
[
−∂t~v − (~v · ~∇)~v + ν0~∇2~v + ~fA
]
(~x, t)
}
. (6)
The functional formulation gives the possibility of using the quantum field theory
methods including the RG technique to solve the problem. By means of the RG
approach it is possible to extract large-scale asymptotic behaviour of the correlation
functions after an appropriate renormalization procedure which is needed to remove
UV-divergences.
Now we can return back to give an explicit form of the anisotropic dissipative term
~fA. When d > 2 the UV-divergences are only present in the one-particle-irreducible
Green function < ~v,~v >. To remove them, one needs to introduce into the action
in addition to the counterterm ~v,~∇2~v (the only counterterm needed in the isotropic
model) the following ones ~v,(~n ·∇)2~v, (~n ·~v,)~∇2(~n ·~v) and (~n ·~v,)(~n · ~∇)2(~n ·~v). These
additional terms are needed to remove divergences related to anisotropic structures.
In this case (d > 2), one can use the above action (6) with (4) to solve the anisotropic
turbulent problem. Therefore, in order to arrive at the multiplicative renormalizable
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model, we have to take the term ~fA in the form
~fA = ν0
[
χ10(~n · ~∇)2~v + χ20~n~∇2(~n · ~v) + χ30~n(~n · ~∇)2(~n · ~v)
]
. (7)
Bare parameters χ10, χ20 and χ30 characterize the weight of the individual structures
in (7).
A more complicated situation arises in the specific case d = 2 where new diver-
gences appear. They are related to the 1-irreducible Green function < ~v,~v, > which
is finite when d > 2. Here one comes to a problem how to remove these divergences
because the term in our action, which contains a structure of this type is nonlo-
cal, namely ~v,k4−d−2ǫ~v,. The only correct way of solving the above problem is to
introduce into the action a new local term of the form ~v,~∇2~v, (isotropic case) [10].
In the anisotropic case, we have to introduce additional counterterms ~v,(~n · ∇)2~v,,
(~n · ~v,)~∇2(~n · ~v,) and (~n · ~v,)(~n · ~∇)2(~n · ~v,). In [10, 12] a double-expansion method
with a simultaneous deviation 2δ = d − 2 from the spatial dimension d = 2 and
also a deviation ǫ from the k2 form of the forcing pair correlation function propor-
tional to k2−2δ−2ǫ was proposed. We shall follow the formulation founded on the
two-expansion parameters in the present paper.
In this case, the kernel (4) corresponding to the correlation matrix Dij(~x1 −
~x2, t2 − t1) in action (6) is replaced by the expression
D˜ij(~k) = g10ν
3
0k
2−2δ−2ǫ[(1 + α10ξ
2
k)Pij(
~k) + α20Rij(~k)]
+ g20ν
3
0k
2[(1 + α30ξ
2
k)Pij(
~k) + (α40 + α50ξ
2
k)Rij(
~k)] . (8)
Here Pij and Rij are given by relations (5), g20, α30, α40 and α50 are new parameters
of the model, and the parameter g0 in eq. (4) is now renamed as g10. One can see that
in such a formulation the counterterm ~v,~∇2~v, and all anisotropic terms can be taken
into account by renormalization of the coupling constant g20, and the parameters
α30, α40 and α50.
The action (6) with the kernel D˜ij(~k) (8) is given in the form convenient for
realization of the quantum field perturbation analysis with the standard Feynman
diagram technique. From the quadratic part of the action one obtains the matrix of
bare propagators (in the wave-number - frequency representation)
=< vivj >0≡ ∆vvij (~k, ωk),
=< viv
,
j >0≡ ∆vv,ij (~k, ωk),
=< v,iv
,
j >0≡ ∆v,v,ij (~k, ωk) = 0,
where
∆vvij (
~k, ωk) = − K3
K1K2
Pij
6
+
1
K1(K2 + K˜(1− ξ2k))
[
K˜K3
K2
+
K˜(K3 +K4(1− ξ2k))
(K1 + K˜(1− ξ2k))
−K4
]
Rij
∆vv
,
ij (
~k, ωk) =
1
K2
Pij − K˜
K2(K2 + K˜(1− ξ2k))
Rij , (9)
with
K1 = iωk + ν0k
2 + ν0χ10(~n · ~k)2 ,
K2 = −iωk + ν0k2 + ν0χ10(~n · ~k)2 ,
K3 = −g10ν30k2−2δ−2ǫ(1 + α10ξ2k)− g20ν30k2(1 + α30ξ2k) ,
K4 = −g10ν30k2−2δ−2ǫα20 − g20ν30k2(α40 + α50ξ2k) ,
K˜ = ν0χ20k
2 + ν0χ30(~n · ~k)2 . (10)
The propagators are written in the form suitable also for strong anisotropy when
the parameters αi0 are not small. In the case of weak anisotropy, it is possible to
make the expansion and work only with linear terms with respect to all parameters
which characterize anisotropy. The interaction vertex in our model is given by the
expression
❅
❅
 
 i
j
l
≡ Vijl = i(kjδil + klδij).
Here, the wave vector ~k corresponds to the field ~v,. Now one can use the above
introduced Feynman rules for computation of all needed graphs.
3 RG-analysis and Stability of the Fixed Point
Using the standard analysis of quantum field theory (see e.g. [4, 5, 13, 14]), one
can find out that the UV divergences of one-particle-irreducible Green functions
< vv, >IR and < v
,v, >IR are quadratic in the wave vector. The last one takes
place only in the case when dimension of the space is two. All terms needed for
removing the divergences are included in the action (6) with (7) and kernel (8).
This leads to the fact that our model is multiplicatively renormalizable. Thus, one
can immediately write down the renormalized action in wave-number - frequency
representation with ~∇ → i~k, ∂t → −iωk (all needed integrations and summations are
assumed)
SR(v, v,) =
1
2
v,i
[
g1ν
3µ2ǫk2−2δ−2ǫ
((
1 + α1ξ
2
k
)
Pij + α2Rij
)
7
+ g2ν
3µ−2δk2
((
Z5 + Z6α3ξ
2
k
)
Pij +
(
Z7α4 + Z8α5ξ
2
k
)
Rij
) ]
v,j
+ v,i
[
(iωk − Z1νk2)Pij − νk2
(
Z2χ1ξ
2
kPij +
(
Z3χ2 + Z4χ3ξ
2
k
)
Rij
) ]
vj
+
1
2
v,ivjvlVijl , (11)
where µ is a scale setting parameter with the same canonical dimension as the wave
number. Quantities gi, χi, α3, α4, α5 and ν are the renormalized counterparts of bare
ones and Zi are renormalization constants which are expressed via the UV divergent
parts of the functions < vv, >IR and < v
,v, >IR. Their general form in one loop
approximation is
Zi = 1− Fi Polesδ,ǫi . (12)
In the standard MS scheme the amplitudes Fi are only some functions of gi,
χi, α3, α4, α5 and are independent of d and ǫ. The terms Poles
δ,ǫ
i are given by
linear combinations of the poles 1
ǫ
, 1
δ
and 1
2ǫ+δ
(for δ → 0, ǫ → 0). The amplitudes
Fi = F
1
i F
2
i are a product of two multipliers F
1
i , F
2
i . One of them, say, F
1
i is a
multiplier originating from the divergent part of the Feynman diagrams, and the
second one F 2i is connected only with the tensor nature of the diagrams. We explain
that using the following simple example. Consider an UV-divergent integral
I(k,n) ≡ ninjklkm
∫
ddq
1
(q2 +m2)1+2δ
(
qiqjqlqm
q4
− δijqlqm + δilqjqm + δjlqiqm
3q2
)
(summations over repeated indices are implied) where m is an infrared mass. It can
be simplified in the following way:
I(k,n) ≡ ninjklkmSijlm
∫
∞
0
dq2
q2δ
2(q2 +m2)1+2δ
,
where
Sijlm =
Sd
d(d+ 2)
(δijδlm + δilδjm + δimδjl − (d+ 2)
3
(δijδlm + δilδjm + δimδjl)),
∫
∞
0
dq2
q2δ
2(q2 +m2)1+2δ
=
Γ(δ + 1)Γ(δ)
2m2δΓ(2δ + 1)
,
and Sd = 2π
d/2/Γ(d/2) is the surface of unit the d-dimensional sphere. The purely
UV divergent part manifests itself as the pole in 2δ = d− 2; therefore, we find
UV div. part of I =
1
2δ
(F 21 k
2 + F 22 (nk)
2),
where F 21 = F
2
2 /2 = (1− d)Sd/3d(d+ 2).
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In the standard MS scheme one puts d = 2 in F 21 , F
2
2 ; therefore the d-dependence
of these multipliers is ignored. For the theories with vector fields and, consequently,
with tensor diagrams, where the sign of values of fixed points and/or their stabil-
ity depend on the dimension d, the procedure, which eliminates the dependence of
multipliers of the type F 21 , F
2
2 on d, is not completely correct because one is not able
to control the stability of the fixed point when drives to d = 3. In the analysis of
Feynman diagrams we propose to slightly modify the MS scheme in such a way that
we keep the d-dependence of F in (12). The following calculations of RG functions
(β− functions and anomalous dimensions) allow one to arrive at the results which
are in qualitative agreement with the results obtained recently in the framework of
the simple analytical regularization scheme [9], i.e. we obtain the fixed point which
is not stable for d = 2, but whose stability is restored for a borderline dimension
2 < dc < 3.
The transition from the action (6) to the renormalized one (11) is given by the
introduction of the following renormalization constants Z:
ν0 = νZν , g10 = g1µ
2ǫZg1 , g20 = g2µ
−2δZg2 , χi0 = χiZχi , α(i+2)0 = αi+2Zαi+2 , (13)
where i = 1, 2, 3. By comparison of the corresponding terms in the action (11)
with definitions of the renormalization constants Z for the parameters (13), one can
immediately write down relations between them. Namely, we have
Zν = Z1 ,
Zg1 = Z
−3
1 ,
Zg2 = Z5Z
−3
1 ,
Zχi = Z1+iZ
−1
1 ,
Zαi+2 = Zi+5Z
−1
5 , (14)
where again i = 1, 2, 3.
In the one-loop approximation, divergent one-irreducible Green functions
< v,v >IR and < v
,v, >IR are represented by the Feynman graphs
< v,v, >IR=
✛ ✘
✚ ✙
, < v,v >IR=
✛ ✘
✚ ✙. (15)
The divergent parts of these diagrams Γv
,v, , Γv
,v have the structure
Γv
,v, =
1
2
ν3A
×
[
g21
4ǫ+ 2δ
(
a1δijk
2 + a2δij(~n · ~k)2 + a3ninjk2 + a4ninj(~n · ~k)2
)
+
g1g2
2ǫ
(
b1δijk
2 + b2δij(~n · ~k)2 + b3ninjk2 + b4ninj(~n · ~k)2
)
+
g22
−2δ
(
c1δijk
2 + c2δij(~n · ~k)2 + c3ninjk2 + c4ninj(~n · ~k)2
) ]
,
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Γv
,v = −νA
×
[
g1
2ǫ
(
d1δijk
2 + d2δij(~n · ~k)2 + d3ninjk2 + d4ninj(~n · ~k)2
)
+
g2
−2δ
(
e1δijk
2 + e2δij(~n · ~k)2 + e3ninjk2 + e4ninj(~n · ~k)2
) ]
, (16)
where parameter A and functions ai, bi, ci, di and ei are given in the Appendix I
(i = 1...4). The counterterms are built up from these divergent parts which lead to
the following equations for renormalization constants:
Z1 = 1− A
(
g1
2ǫ
d1 − g2
2δ
e1
)
,
Z1+i = 1− A
χi
(
g1
2ǫ
d1+i − g2
2δ
e1+i
)
,
Z5 = 1 +
A
2
(
g21
g2
a1
4ǫ+ 2δ
+
g1
2ǫ
b1 − g2
2δ
c1
)
,
Z5+i = 1 +
A
2αi+2
(
g21
g2
ai+1
4ǫ+ 2δ
+
g1
2ǫ
bi+1 − g2
2δ
ci+1
)
,
i = 1, 2, 3 . (17)
From these expressions one can define the corresponding anomalous dimensions
γi = µ∂µ lnZi for all renormalization constants Zi (logarithmic derivative µ∂µ is
taken at fixed values of all bare parameters). The β-functions for all invariant charges
(running coupling constants g1, g2, and parameters χi, αi+2) where i = 1, 2, 3 are
given by the following relations: βgi = µ∂µgi (i = 1, 2), βχi = µ∂µχi and βαi+2 =
µ∂µαi+2 (i = 1, 2, 3). Now using equations (14) and definitions given above one can
immediately write the β-functions in the form
βg1 = −g1(2ǫ+ γg1) = g1(−2ǫ+ 3γ1) ,
βg2 = g2(2δ − γg2) = g2(2δ + 3γ1 − γ5) ,
βχi = −χiγχi = −χi(γi+1 − γ1) ,
βαi+2 = −αi+2γαi+2 = −αi+2(γi+5 − γ5) , i = 1, 2, 3 , (18)
where
γ1 = A(g1d1 + g2e1) ,
γi+1 =
A
χi
(g1di+1 + g2ei+1) ,
γ5 = −A
2
(
g21
g2
a1 + g1b1 + g2c1
)
,
γi+5 = − A
2αi+2
(
g21
g2
ai+1 + g1bi+1 + g2ci+1
)
, i = 1, 2, 3 . (19)
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Figure 1: Dependence of the borderline dimension dc on the parameter ǫ and for
concrete values of α1 and α2.
By substitution of the anomalous dimensions γi (19) into the expressions for the
β-functions one obtains
βg1 = g1(−2ǫ+ 3A(g1d1 + g2e1)) ,
βg2 = g2
[
2δ + 3A(g1d1 + g2e1) +
A
2
(
g21
g2
a1 + g1b1 + g2c1
)]
,
βχi = −A [(g1di+1 + g2ei+1)− χi(g1d1 + g2e1)] ,
βαi+2 = −
A
2
[
−
(
g21
g2
ai+1 + g1bi+1 + g2ci+1
)
+ αi+2
(
g21
g2
a1 + g1b1 + g2c1
)]
,
i = 1, 2, 3 . (20)
The fixed point of the RG-equations is defined by the system of eight equations
βC(C∗) = 0 , (21)
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for physical value ǫ = 2.
where we denote C = {g1, g2, χi, αi+2}, i = 1, 2, 3 and C∗ is the corresponding value
for the fixed point. The IR stability of the fixed point is determined by the positive
real parts of the eigenvalues of the matrix
ωlm =
(
∂βCl
∂Cm
)
C=C∗
l, m = 1, ...8. (22)
Now we have all necessary tools at hand to investigate the fixed points and their
stability. In the isotropic case all parameters which are connected with the anisotropy
are equal to zero, and one can immediately find the Kolmogorov fixed point, namely:
g1∗ =
1
A
8(2 + d)ǫ(2ǫ− 3d(δ + ǫ) + d2(3δ + 2ǫ))
9(−1 + d)3d(1 + d)(δ + ǫ) ,
g2∗ =
1
A
8(−4− 2d+ 2d2 + d3)ǫ2
9(−1 + d)3d(1 + d)(δ + ǫ) , (23)
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where δ = (d− 2)/2 and the corresponding ωij matrix has the following eigenvalues:
λ1,2 =
1
6d(d− 1)
{
6dδ(d− 1) + 4ǫ(2− 3d+ 2d2)
±
[
(6dδ(1− d)− 4ǫ(2− 3d+ 2d2))2
− 12d(d− 1)ǫ(12dδ(d− 1) + 4ǫ(2− 3d+ 2d2))
] 1
2
}
. (24)
By a detail analysis of these eigenvalues we know that in the interesting region of
parameters, namely ǫ > 0 and δ ≥ 0 (it corresponds to d ≥ 2) the above computed
fixed point is stable. In the limit d = 2, this fixed point is in agreement with that
given in [10, 15].
When one considers the weak anisotropy case the situation becomes more com-
plicated because of necessity to use all system of β-functions if one wants to analyze
the stability of the fixed point. It is also possible to find analytical expressions for
the fixed point in this more complicated case because in the weak anisotropy limit
it is enough to calculate linear corrections of α1 and α2 to all the quantities (see
Appendix II).
To investigate the stability of the fixed point it is necessary to apply it in the
matrix (22). Analysis of this matrix shows us that it can be written in the block-
diagonal form: (6 × 6)(2 × 2). The (2 × 2) part is given by the β-functions of the
parameters α5 and χ3 and, namely, this block is responsible for the existence of
the borderline dimension dc because one of its eigenvalues, say λ1(ǫ, d, α1, α2), has
a solution dc ∈ 〈2, 3〉 of the equation λ1(ǫ, dc, α1, α2) = 0 for the defined values of
ǫ, α1, α2. The following procedure has been used to find the fixed point: First we
have used the isotropic solution to g1 and g2 to compute the expressions for αi+2 and
χi, i = 1, 2, 3. From equations βα5 = 0 and βχ3 = 0 one can immediately find that
α5∗ = 0 and χ3∗ = 0. After this we can calculate expressions for the fixed point of
the parameters αi+2 and χi, i = 1, 2. At the end, we come back to the equations for
g1 and g2, namely βg1 = 0 and βg2 = 0, and find linear corrections of α1 and α2 to the
fixed point. The corresponding expressions for the fixed point and the corresponding
eigenvalue of the stability matrix responsible for instability are given in Appendix
II.
From a numerical analysis of the stability matrix one can find that in some region
of space dimensions d the stability is lost by the influence of the weak anisotropy.
On the other hand, the borderline dimension dc arises when going from dimension
d = 2 to d = 3. For the energy pumping regime (ǫ = 2) we found the critical
dimension dc = 2.44. This value corresponds to α1 = α2 = 0. This is the case when
one supposes only the fact of anisotropy. Using nonzero values of α1 and α2 one can
also estimate the influence of these parameters on the borderline dimension dc. It is
interesting to calculate the dependence of dc on the parameter ǫ too. In Fig. 1, this
dependence and the dependence on small values of α1 and α2 are presented. As one
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can see from this figure dc increases when ǫ→ 0 and also the parameters α1 and α2
give small corrections to dc. In Fig. 2, the dependence of dc on α1 and α2 for ǫ = 2
is presented.
4 Conclusion
We have investigated the influence of the weak anisotropy on the fully developed
turbulence using the quantum field RG double expansion method and introduced
the modified minimal substraction scheme in which the space dimension dependence
of the divergent parts of the Feynman diagrams is kept . We affirm that such
a modified approach is correct when one needs to compute the d−dependence of
the important quantities and is necessary for restoration of the stability of scaling
regimes when one makes transition from dimension d = 2 to d = 3. We have derived
analytical expressions for the fixed point in the limit of the weak anisotropy and
found the equation which manages the stability of this point as a function of the
parameters ǫ, α1 and α2, and allows one to calculate the borderline dimension dc.
Below this dimension the fixed point is unstable. In the limit case of infinitesimally
small anisotropy (α1 → 0 and α2 → 0) and in the energy pumping regime (ǫ = 2)
we have found the borderline dimension dc = 2.44. We have also investigated the
ǫ-dependence of dc for different values of the anisotropy parameters α1, α2 and also
the dependence of dc on the relatively small values of α1 and α2 for the physical
value ǫ = 2.
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Appendix I
The explicit form of the parameter A and functions ai, bi, ci, di and ei (i = 1...4) for
the divergent parts of diagrams (15)
a1 =
1
2d(2 + d)(4 + d)(6 + d)
× [−48− 20d+ 70d2 + 30d3 − 21d4 − 10d5 − d6
+ α2(24 + 16d− 22d2 − 16d3 − 2d4) + α1(24 + 52d− 4d2 − 50d3 − 20d4 − 2d5)
+ χ1(−36− 78d+ 6d2 + 75d3 + 30d4 + 3d5)
+ χ2(−36− 24d+ 33d2 + 24d3 + 3d4) + χ3(−36− 9d+ 36d2 + 9d3)] ,
a2 =
1
4d(2 + d)(4 + d)(6 + d)
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× [α1(−96− 64d+ 88d2 + 64d3 + 8d4)
+ α2(−96− 64d+ 124d2 + 82d3 − 26d4 − 18d5 − 2d6)
+ χ1(144 + 96d− 132d2 − 96d3 − 12d4)
+ χ2(144 + 96d− 186d2 − 123d3 + 39d4 + 27d5 + 3d6)
+ χ3(72 + 6d− 87d2 − 9d3 + 15d4 + 3d5)] ,
a3 = a2 ,
a4 =
6χ3(1− d2)
(2 + d)(6 + d)
,
b1 =
1
d(2 + d)(4 + d)(6 + d)
× [−48− 20d+ 70d2 + 30d3 − 21d4 − 10d5 − d6 + α5(12 + 3d− 12d2 − 3d3)
+ (α2 + α4)(12 + 8d− 11d2 − 8d3 − d4)
+ (α1 + α3)(12 + 26d− 2d2 − 25d3 − 10d4 − d5)
+ χ1(−36− 78d+ 6d2 + 75d3 + 30d4 + 3d5)
+ χ2(−36− 24d+ 33d2 + 24d3 + 3d4) + χ3(−36− 9d+ 36d2 + 9d3)] ,
b2 =
1
2d(2 + d)(4 + d)(6 + d)
× [(α1 + α3)(−48− 32d+ 44d2 + 32d3 + 4d4)
+ α5(−24− 2d+ 29d2 + 3d3 − 5d4 − d5)
+ (α2 + α4)(−48− 32d+ 62d2 + 41d3 − 13d4 − 9d5 − d6)
+ χ1(144 + 96d− 132d2 − 96d3 − 12d4)
+ χ2(144 + 96d− 186d2 − 123d3 + 39d4 + 27d5 + 3d6)
+ χ3(72 + 6d− 87d2 − 9d3 + 15d4 + 3d5)] ,
b3 = b2 ,
b4 =
4(d2 − 1)(α5 − 3χ3)
(2 + d)(6 + d)
,
c1 =
1
2d(2 + d)(4 + d)(6 + d)
× [−48− 20d+ 70d2 + 30d3 − 21d4 − 10d5 − d6
+ α5(24 + 6d− 24d2 − 6d3) + α4(24 + 16d− 22d2 − 16d3 − 2d4)
+ α3(24 + 52d− 4d2 − 50d3 − 20d4 − 2d5)
+ χ1(−36− 78d+ 6d2 + 75d3 + 30d4 + 3d5)
+ χ2(−36− 24d+ 33d2 + 24d3 + 3d4) + χ3(−36− 9d+ 36d2 + 9d3)] ,
c2 =
1
4d(2 + d)(4 + d)(6 + d)
× [α3(−96− 64d+ 88d2 + 64d3 + 8d4)
+ α5(−48− 4d+ 58d2 + 6d3 − 10d4 − 2d5)
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+ α4(−96− 64d+ 124d2 + 82d3 − 26d4 − 18d5 − 2d6)
+ χ1(144 + 96d− 132d2 − 96d3 − 12d4)
+ χ2(144 + 96d− 186d2 − 123d3 + 39d4 + 27d5 + 3d6)
+ χ3(72 + 6d− 87d2 − 9d3 + 15d4 + 3d5)] ,
c3 = c2 ,
c4 =
(d2 − 1)(4α5 − 6χ3)
(2 + d)(6 + d)
,
d1 =
1
4d(2 + d)(4 + d)(6 + d)
× [24d− 14d2 − 33d3 + 13d4 + 9d5 + d6 + α2(12− 4d− 13d2 + 4d3 + d4)
+ α1(−12− 20d+ 3d2 + 19d3 + 9d4 + d5)
+ χ1(36 + 42d− 18d2 − 40d3 − 18d4 − 2d5)
+ χ2(−12 + 16d+ 15d2 − 16d3 − 3d4) + χ3(6 + 9d− 6d2 − 9d3)] ,
d2 =
1
8d(2 + d)(4 + d)(6 + d)
× [α1(−48 + 16d+ 52d2 − 16d3 − 4d4)
+ α2(48 + 80d− 60d2 − 96d3 + 10d4 + 16d5 + 2d6)
+ χ1(48− 64d− 60d2 + 64d3 + 12d4)
+ χ2(−48− 104d+ 62d2 + 127d3 − 11d4 − 23d5 − 3d6)
+ χ3(−2d+ 7d2 + 5d3 − 7d4 − 3d5)] ,
d3 =
1
8d(2 + d)(4 + d)(6 + d)
× [α1(48 + 56d− 40d2 − 56d3 − 8d4) + α2(−48− 56d+ 40d2 + 56d3 + 8d4)
+ χ1(−48− 104d+ 32d2 + 104d3 + 16d4)
+ χ2(48 + 32d− 38d2 − 25d3 − 9d4 − 7d5 − d6)
+ χ3(22d− d2 − 21d3 + d4 − d5)] ,
d4 =
χ3(−10 + d+ 10d2 − d3)
2(2 + d)(6 + d)
,
e1 =
1
4d(2 + d)(4 + d)(6 + d)
× [24d− 14d2 − 33d3 + 13d4 + 9d5 + d6 + 3dα5(−1 + d2)
+ α4(12− 4d− 13d2 + 4d3 + d4)
+ α3(−12− 20d+ 3d2 + 19d3 + 9d4 + d5)
+ χ1(36 + 42d− 18d2 − 40d3 − 18d4 − 2d5)
+ χ2(−12 + 16d+ 15d2 − 16d3 − 3d4) + χ3(6 + 9d− 6d2 − 9d3)] ,
e2 =
1
8d(2 + d)(4 + d)(6 + d)
16
× [α3(−48 + 16d+ 52d2 − 16d3 − 4d4) + α5(−8d2 − 2d3 + 8d4 + 2d5)
+ α4(48 + 80d− 60d2 − 96d3 + 10d4 + 16d5 + 2d6)
+ χ1(48− 64d− 60d2 + 64d3 + 12d4)
+ χ2(−48− 104d+ 62d2 + 127d3 − 11d4 − 23d5 − 3d6)
+ χ3(−2d+ 7d2 + 5d3 − 7d4 − 3d5)] ,
e3 =
1
8d(2 + d)(4 + d)(6 + d)
× [24dα5(−1 + d2) + α3(48 + 56d− 40d2 − 56d3 − 8d4)
+ α4(−48− 56d+ 40d2 + 56d3 + 8d4)
+ χ1(−48− 104d+ 32d2 + 104d3 + 16d4)
+ χ2(48 + 32d− 38d2 − 25d3 − 9d4 − 7d5 − d6)
+ χ3(22d− d2 − 21d3 + d4 − d5)] ,
e4 =
6α5(1− d2) + χ3(−10 + d+ 10d2 − d3)
2(2 + d)(6 + d)
,
A =
Sd
(2π)d(d2 − 1) ,
where Sd is d-dimensional sphere given by the following relation:
Sd =
2π
d
2
Γ(d
2
)
.
Appendix II
We present here the explicit analytical expressions for the fixed point in the weak
anisotropy limit and also the equation which governs its stability.
The basic form of the fixed point is
g1∗ = g10∗ + g11∗α1 + g12∗α2 ,
g2∗ = g20∗ + g21∗α1 + g22∗α2 ,
α3∗ = e11α1 + e12α2 ,
α4∗ = e21α1 + e22α2 ,
χ1∗ = e31α1 + e32α2 ,
χ2∗ = e41α1 + e42α2 ,
α5∗ = 0 ,
χ3∗ = 0 ,
where g10∗ and g20∗ are defined in eq.(23), and g11∗, g12∗, g21∗, g22∗ and eij , i = 1, 2, 3, 4,
j = 1, 2 are functions only of the dimension d and parameters ǫ and δ = (d − 2)/2.
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They have the following form:
g11∗ =
g11n
g11d
, g12∗ =
g12n
g12d
, g21∗ =
g21n
g22d
, g22∗ =
g22n
g22d
,
e11 =
e11n
ed
, e12 =
e12n
ed
, e21 =
e21n
ed
, e22 =
e22n
ed
,
e31 =
e31n
gsed
, e32 =
e32n
gsed
, e41 =
e41n
gsed
, e42 =
e42n
gsed
,
where
g11n = 3(d
2 − 1)g10∗(d6(g10∗ + g20∗)((5e31 − 3)g10∗ − 3e11g20∗ + 5e31g20∗)
+ 3d5(g10∗ + g20∗)((−2 + 3e31 + 2e41)g10∗ − (2e11 + e21 − 3e31 − 2e41)g20∗)
− 8(g10∗ + g20∗)((−1 + 3e31 − e41)g10∗ − (e11 − e21 − 3e31 + e41)g20∗)
+ d3(−((g10∗ + g20∗)((−4 + 9e31 − 6e41)g10∗
+ (−4e11 + 3(e21 + 3e31 − 2e41))g20∗))
+ 8δ((−5 + 10e31 + 3e41)g10∗ − (5e11 + e21 − 10e31 − 3e41)g20∗))
+ 2d(−((g10∗ + g20∗)((−1 + 6e41)g10∗ − (e11 + 3e21 − 6e41)g20))
+ 16δ((−1 + 3e31 − e41)g10∗ − (e11 − e21 − 3e31 + e41)g20∗))
+ d2((g10∗ + g20∗)((−15 + 34e31)g10∗ + (−15e11 + 5e21 + 34e31)g20∗)
+ 16δ((−4 + 9e31 + 2e41)g10∗
+ (−4e11 + 9e31 + 2e41)g20∗)) + d4(8δ(−g10∗ + 2e31g10∗ − e11g20∗ + 2e31g20∗)
− (g10∗ + g20∗)((−10 + 15e31 + 8e41)g10∗
+ (−10e11 − 3e21 + 15e31 + 8e41)g20))) ,
g11d = 2d(4 + d)(−15d6(g10∗ + g20∗)2 + 6d7(g10∗ + g20∗)2
+ 2(g10∗ + g20∗)(16ǫ− 3(g10∗ + g20∗)) + 4d4(ǫ(g10∗ − 2g20∗)
+ 6(g10∗ + g20∗)
2 + 3δ(2g10∗ + g20∗)) + d
5(3(g10∗ + g20∗)
2 + 12δ(2g10∗ + g20∗)
− 4ǫ(g10∗ + 4g20∗))− 4d3(6(g10∗ + g20∗)2 − 3ǫ(g10∗ + 4g20∗)
+ δ(8ǫ+ 9(2g10∗ + g20∗))) + d(15(g10∗ + g20∗)
2 − 8ǫ(g10∗ + 4g20∗)
+ δ(−128ǫ+ 24(2g10∗ + g20∗)))− d2(4δ(32ǫ+ 6g10∗ + 3g20∗)
+ 3((g10∗ + g20∗)
2 + 4ǫ(3g10∗ + 2g20∗)))) ,
g21n = −((−1 + d2)(−3(−4 − d+ 4d2 + d3)g10∗(2(−2 + d2)g10∗
− (4− 3d+ d2)g20∗)×
× ((6e31 + d2(−1 + 2e31)− 2(1 + e41) + 3d(−1 + 2e31 + e41))g10∗
− ((2 + 3d+ d2)e11
+ (−2 + d)e21 − 6e31 − 6de31 − 2d2e31 + 2e41 − 3de41)g20∗)
+ d(4 + d)((−4 + 6e31 + d2(−2 + 3e31) + 6e41 + d(−8 + 12e31 + 3e41))g210∗
+ (2 + d2(1− 2e11)− 4e11 − 4e21 − 6e31 + d(1− 8e11 − 2e21 + 6e31 − 3e41)
+ 18e41)g10∗g20∗ + ((2 + d+ d
2)e11 + (−10 + d)e21 − 3(4e31 + 2de31 + d2e31
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− 4e41 + 2de41))g220∗)(−8(2 + d)ǫ+ 3(−1 + d)2(1 + d)(2g10∗ + g20∗)))) ,
g21d = 3(−1 + d)2d(4 + 5d+ d2)(−4− d+ 4d2 + d3)g10∗(2(−2 + d2)g10∗
− (4− 3d+ d2)g20∗) + d(4 + d)2(−8(2 + d)ǫ
+ 3(−1 + d)2(1 + d)(2g10∗ + g20∗))(d2(8δ + 3g10∗)− 4(g10∗ + g20∗)
− 3d3(g10∗ + 2g20∗) + d4(g10∗ + 4g20∗) + d(16δ + 3g10∗ + 6g20∗)) ,
g12n = 3(−1 + d2)g10∗(3d5(g10∗ + g20∗)((−1 + 3e32 + 2e42)g10∗
− (2e12 + e22 − 3e32 − 2e42)g20∗)− 8(g10∗ + g20∗)((1 + 3e32 − e42)g10∗
− (e12 − e22 − 3e32 + e42)g20∗)
+ d6(g10∗ + g20∗)(−3e12g20∗ + 5e32(g10∗ + g20∗))
+ d3(−((g10∗ + g20∗)(3(1 + 3e32 − 2e42)g10∗
+ (−4e12 + 3(e22 + 3e32 − 2e42))g20∗))
+ 8δ((−1 + 10e32 + 3e42)g10∗ − (5e12 + e22 − 10e32 − 3e42)g20∗))
+ 2d(−((g10∗ + g20∗)((−3 + 6e42)g10∗ − (e12 + 3e22 − 6e42)g20∗))
+ 16δ((1 + 3e32 − e42)g10∗ − (e12 − e22 − 3e32 + e42)g20∗))
+ d4(−((g10∗ + g20∗)((−3 + 15e32 + 8e42)g10∗
+ (−10e12 − 3e22 + 15e32 + 8e42)g20∗))
+ 8δ(−(e12g20∗) + 2e32(g10∗ + g20∗))) + d2((g10∗ + g20∗)((5 + 34e32)g10∗
+ (−15e12 + 5e22 + 34e32)g20∗) + 16δ(9e32(g10∗ + g20∗)
+ 2(−2e12g20∗ + e42(g10∗ + g20∗))))) ,
g12d = g11d ,
g22n = −((−1 + d2)(−3(−4 − d+ 4d2 + d3)g10∗(2(−2 + d2)g10∗
− (4− 3d+ d2)g20∗)((2 + 6e32 + 2d2e32 − 2e42 + d(−1 + 6e32 + 3e42))g10∗
− ((2 + 3d+ d2)e12 + (−2 + d)e22
− 6e32 − 6de32 − 2d2e32 + 2e42 − 3de42)g20∗)
+ d(4 + d)((−4 + 6e32 + 3d2e32 + 6e42 + d(−2 + 12e32 + 3e42))g210∗
− (10 + 4e12 + 2d2e12 + 4e22 + 6e32 − 18e42
+ d(−1 + 8e12 + 2e22 − 6e32 + 3e42))g10∗g20∗
+ ((2 + d+ d2)e12 + (−10 + d)e22 − 3(4e32 + 2de32 + d2e32
− 4e42 + 2de42))g220∗)(−8(2 + d)ǫ+ 3(−1 + d)2(1 + d)(2g10∗ + g20∗)))) ,
g22d = g21d ,
e11n = (gq − gsp2)(gpgs(m4n2 −m3n3)p1
+ +g10∗go((m4n1 +m1n3)p4 − (m3n1 +m1n2)p5)) ,
ed = g
3
s(m4n2 −m3n3)p1p2 + g20∗gogq(−(m4n1 +m1n3)p4 + (m3n1 +m1n2)p5)
+ g20∗gogs((m1n3p2 +m4n1(−p1 + p2))p4 +m3n1p1p5 −m3n1p2p5
− m1n2p2p5 +m2p1(n3p4 − n2p5)) + gk(gqgs(−(m4n2) +m3n3)
+ g20∗go(m4n1p4 −m2n3p4 −m3n1p5 +m2n2p5)) ,
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e12n = (gq − gsp2)(gpgs(m4n2 −m3n3)p2
+ +g10∗go(−m4n1p4 +m2n3p4 +m3n1p5 −m2n2p5)) ,
e21n = (gk − gsp1)(gpgs(m4n2 −m3n3)p1
+ +g10∗go(m4n1p4 +m1n3p4 −m3n1p5 −m1n2p5)) ,
e22n = (gk − gsp1)(gpgs(m4n2 −m3n3)p2
+ g10∗go(−m4n1p4 +m2n3p4 +m3n1p5 −m2n2p5)) ,
e31n = g20∗gpgsp1(−gkm4n1 + gqm4n1 + gqm1n3 + gkm2n3 + gsm4n1p1
− gsm2n3p1 − gsm4n1p2 − gsm1n3p2) + g10∗(gsp1(g2s(m4n1 +m1n3)p2
− g20∗go(m1 +m2)n1p5) + gk(−(gqgs(m4n1 +m1n3))
+ g20∗go(m1 +m2)n1p5)) ,
e32n = g20∗gpgsp2(−gkm4n1 + gqm4n1 + gqm1n3 + gkm2n3 + gsm4n1p1
− gsm2n3p1 − gsm4n1p2 − gsm1n3p2) + g10∗(gkgqgs(m4n1 −m2n3)
+ g3s(−m4n1 +m2n3)p1p2 − g20∗gogq(m1 +m2)n1p5
+ g20∗gogs(m1 +m2)n1p2p5) ,
e41n = g20∗gpgsp1(−gkm3n1 + gqm3n1 + gqm1n2 + gkm2n2 + gsm3n1p1
− gsm2n2p1 − gsm3n1p2 − gsm1n2p2) + g10∗(gsp1(g2s(m3n1 +m1n2)p2
− g20∗go(m1 +m2)n1p4) + gk(−(gqgs(m3n1 +m1n2))
+ g20∗go(m1 +m2)n1p4)) ,
e42n = g20∗gpgsp2(−gkm3n1 + gqm3n1 + gqm1n2 + gkm2n2 + gsm3n1p1
− gsm2n2p1 − gsm3n1p2 − gsm1n2p2) + g10∗(gkgqgs(m3n1 −m2n2)
+ g3s(−m3n1 +m2n2)p1p2 − g20∗gogq(m1 +m2)n1p4
+ g20∗gogs(m1 +m2)n1p2p4) ,
where
l1 = 24 + 16d− 22d2 − 16d3 − 2d4,
m1 = 48− 16d− 52d2 + 16d3 + 4d4,
m2 = −48− 80d+ 60d2 + 96d3 − 10d4 − 16d5 − 2d6,
m3 = −48 + 112d+ 32d2 − 130d3 + 14d4 + 18d5 + 2d6,
m4 = 48 + 104d− 62d2 − 127d3 + 11d4 + 23d5 + 3d6,
n1 = 48 + 56d− 40d2 − 56d3 − 8d4,
n2 = 48 + 104d− 32d2 − 104d3 − 16d4,
n3 = −48 + 16d+ 10d2 − 41d3 + 35d4 + 25d5 + 3d6,
o1 = 26− 7d− 27d2 + 7d3 + d4,
o2 = −12 + 12d2,
p1 = −96− 64d+ 88d2 + 64d3 + 8d4,
p2 = −96− 64d+ 124d2 + 82d3 − 26d4 − 18d5 − 2d6,
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p3 = 96 + 40d− 140d2 − 60d3 + 42d4 + 20d5 + 2d6,
p4 = 144 + 96d− 132d2 − 96d3 − 12d4,
p5 = 144 + 96d− 186d2 − 123d3 + 39d4 + 27d5 + 3d6,
p6 = −24d− 52d2 + 4d3 + 50d4 + 20d5 + 2d6,
p7 = 96 + 16d− 192d2 − 56d3 + 92d4 + 40d5 + 4d6,
q1 = 96 + 16d− 156d2 − 38d3 + 58d4 + 22d5 + 2d6,
r1 = 24− 4d− 36d2 + 2d3 + 12d4 + 2d5,
r2 = 12 + 2d− 18d2 − 3d3 + 6d4 + d5,
r3 = 12− 6d− 18d2 + 5d3 + 6d4 + d5,
gs = g10∗ + g20∗,
gp = g10∗ + g
2
10∗/g20∗,
gk = (g
2
10∗p3)/g20∗ + g20∗p6 + g10∗p7,
gq = (−(dg220∗l1) + g10∗(g10∗p3 + g20∗q1))/g20∗,
go = g
2
s/g20∗.
Stability of the fixed point is determined by the (2×2) block of the stability matrix
which corresponds to β-functions of α5 and χ3. The eigenvalue which responds for
instability has the form:
λ = λ0 + λ1α1 + λ2α2 ,
where
λ0 =
dg20∗(g10∗ + g20∗)o1 −
√
t1 + g10∗g20∗r1 + g
2
10∗r2 + g
2
20∗r3
8d(12 + 8d2 + d2)g20∗
,
λ1 =
λ1n
λd
,
λ1n = dg
2
20∗(g11∗ + g21∗)o1
√
t1 + g20∗
(
−t2 + g11∗
√
t1 (g20∗r1 + 2g10∗r2)
)
+ g21∗
√
t1
(√
t1 − g210∗r2 + g220∗r3
)
,
λd = 8d(12 + 8d+ d
2)g220∗
√
t1 ,
λ2 =
λ2n
λd
,
λ2n = dg
2
20∗(g12∗ + g22∗)o1
√
t1 + g20∗
(
−t3 + g12∗
√
t1 (g20∗r1 + 2g10∗r2)
)
+ g22∗
√
t1
(√
t1 − g210∗r2 + g220∗r3
)
,
with
t1 = d
2g220∗(g10∗ + g20∗)
2(o21 − 4o22)− 2dg20∗o1(g10∗ + g20∗)×
× (g10∗g20∗r1 + g210∗r2 + g220∗r3) + (g10∗g20∗r1 + g210∗r2 + g220∗r3)2 ,
21
t2 = 2(d
2g20∗(g10∗ + g20∗)(g11∗g20∗ + (g10∗ + 2g20∗)g21∗)(o
2
1 − 4o22)
+ (g10∗g20∗r1 + g
2
10∗r2 + g
2
20∗r3)(g11∗g20∗r1 + g10∗g21∗r1 + 2g10∗g11∗r2
+ 2g20∗g21∗r3)− do1(g310∗g21∗r2 + g210∗g20∗(3g11∗r2 + 2g21∗(r1 + r2))
+ g320∗(4g21∗r3 + g11∗(r1 + r3)) + g10∗g
2
20∗(2g11∗(r1 + r2) + 3g21∗(r1 + r3)))) ,
t3 = 2(d
2g20∗(g10∗ + g20∗)(g12∗g20∗ + (g10∗ + 2g20∗)g22∗)(o
2
1 − 4o22)
+ (g10∗g20∗r1 + g
2
10∗r2 + g
2
20∗r3)(g12∗g20∗r1 + g10∗g22∗r1 + 2g10∗g12∗r2
+ 2g20∗g22∗r3)− do1(g310∗g22∗r2 + g210∗g20∗(3g12∗r2 + 2g22∗(r1 + r2))
+ g320∗(4g22∗r3 + g12∗(r1 + r3)) + g10∗g
2
20∗(2g12∗(r1 + r2) + 3g22∗(r1 + r3)))) .
borderline dimension dc is defined as a solution of the equation
λ(dc, ǫ, α1, α2) = 0 .
References
[1] H. W. Wyld, Ann. Phys. 14 (1961) 143.
[2] L. Ts. Adzhemyan, A. N. Vasil’ev and Yu. M. Pismak, Teor. Mat. Fiz. 57 (1983)
268.
[3] K. G. Wilson and J. Kogut, Phys. Rep. 12, (1974) 75.
[4] L. Ts. Adzhemyan, N. V. Antonov, A. N. Vasil’ev, Usp. Fiz. Nauk 166 (1996)
1257.
[5] A. N. Vasil’ev, Kvantovopolevaja renormgrupa v teorii kriticeskovo povedenia i
stochasticeskoj dinamike, Sankt Peterburg, 1998.
[6] R. Rubinstein and J. M. Barton, Phys. Fluids. 30 (1987) 2987.
[7] T. L. Kim and A. V. Serd’ukov, Teor. Mat. Fiz.105 (1995) 412.
[8] L. Ts. Adzhemyan, M. Hnatich, D. Horvath and M. Stehlik, Int. J. Mod. Phys.
B9 (1995) 3401.
[9] J. Busˇa, M. Hnatich, J. Honkonen, D. Horvath, Phys. Rev. E55 (1997) 381.
[10] J. Honkonen and M. Yu. Nalimov, Z. Phys. B99 (1996) 297.
[11] P. Olla, Int.J. Mod. Phys. B8 (1994) 581.
[12] D. Ronis, Phys. Rev. A36 (1987) 3322.
[13] J. C. Collins, Renormalization,Cambridge Univ. Press, 1984.
22
[14] J. Zinn-Justin, Quantum Field Theory and Critical Phenomena, Oxford Univ.
Press, 1989.
[15] N. V. Antonov and A. V. Runov, Teor. Mat. Fiz. 112 (1997) 417.
[16] G. ’t Hoft, Nucl. Phys. B61 (1973) 455.
[17] E. Frey, U. C. Ta¨uber, Phys. Rev. E50 (1994) 1024.
[18] K. J. Wiese, Phys. Rev. E56 (1997) 5013.
[19] D. Forster, D. R. Nelson, M. J. Stephen, Phys. Rev. A16 (1977) 732.
[20] L. Ts. Adzhemyan, N. V. Antonov, A. N. Vasil’ev, Teor. Mat. Fiz. 95 (1989)
1272.
[21] C. De Dominicis and P. C. Martin, Phys. Rev. A 19 (1979) 419.
[22] P. C. Martin, E. D. Siggia and H. A. Rose, Phys. Rev. A 8 (1973), 423.
[23] L.Ts. Adzhemyan, A. N. Vasilyev and Yu. M. Pis’mak, Teor. Mat. Fiz. 57 (1983)
268.
[24] R. Bausch, H. K. Janssen and H. Wagner, Z. Physik B24 (1976) 113.
23
