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Abstract
Seasonal signals (annual plus semi-annual) in GPS time series are of great importance for under-
standing the evolution of regional mass, i.e. ice and hydrology. Conventionally these signals
(annual and semi-annual) are derived by least-squares fitting of harmonic terms with a con-
stant amplitude and phase. In reality, however, such seasonal signals are modulated, i.e. they
will have a time-variable amplitude and phase. Recently, Davis et al. (2012) proposed a Kalman
filter based approach to capture the stochastic seasonal behavior of geodetic time series.
In this study, a non-parametric approach, singular spectrum analysis (SSA) is introduced. It
uses time domain data to extract information from short and noisy time series without prior
knowledge of the dynamics affecting the time series. A prominent benefit is that obtained
trends are not necessarily linear and extracted oscillations can be amplitude and phase mod-
ulated. In this work, the capability of SSA for analyzing time-variable seasonal signals from
GPS time series is investigated. We also compare SSA-based results to two model-based results,
i.e. least-squares analysis and Kalman filtering. Our results show that singular spectrum anal-
ysis could be a viable and complementary tool for exploring modulated oscillations from GPS
time series.
Based on the SSA-derived seasonal signals, we look into the effects of the input noise variances
in the framework of Kalman filtering. Two Kalman filtering based approaches with different
process noise models are compared over 79 GPS sites. We find that the basic Kalman filtering
technique with the input noise model suggested by Davis et al. (2012) turns out to be opti-
mal.
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1Chapter 1
Introduction
Satellite techniques, such as Global Positioning System (GPS) mission, are providing us dif-
ferent ways to monitor the geophysical process in the whole Earth system. Continuous GPS
(CGPS) networks consisting of hundreds of global stations and thousands of regional stations
provide a unifying framework to monitor Earth surface deformation from global to regional to
local scales (e.g., see Fig.1.1). Investigating GPS data are vital for understanding what the Earth
is experiencing.
Figure 1.1: The Global IGS Tracking Network ( from IGS website)
The study of GPS time series in the past few years has demonstrated its importances in monitor-
ing the deformation of the whole earth. Numerous studies have shown the advantages of GPS
technology in exploring the geophysical processes, including crustal movement, post-glacial
rebound, hydrological process and other forms of motions. Within GPS time series, different
signals mix together with noise. How to separate the different signals from GPS time series is
vital for accounting for the geophysical processes happening in the Earth system.
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1.1 Conventional GPS time series analysis
Least-squares (LS) fitting is a conventional and classical method, which is normally applied to
weekly GPS time series via a model including linear term as well as periodic terms at the time
ti (Nikolaidis, 2002)
y(ti) = y0 + vti +
q
å
k=1
ak sin(wkti) + bk cos(wkti) + v(ti) , (1.1)
where ti is the time at the epoch i, y0 is the intercept, v is a constant velocity of the station, ak
and bk are coefficients of periodic terms, e(t) is the noise term. In the case of a linear trend
together with annual and semi-annual signals (q = 2), the design matrix A is
ai = [ 1 ti sin(2pti) cos(2pti) sin(4pti) cos(4pti) ] , (1.2)
and the unknown vector x is
x = [ y0 v a1 b1 a2 b2 ]
T , (1.3)
so that
y = Ax+ v . (1.4)
For the case of uncorrelated white noise, the observation covariance matrix is defined by the
individual measurement variances, s2i
C =
2666664
s21 0 0    0
0 s22 0    0
0 0 s23    0
...
...
...
. . .
...
0 0 0    s2N
3777775 . (1.5)
The weighted least-squares solution for the the unknowns is
xˆ = (ATC 1A) 1ATC 1y . (1.6)
The postfit residuals from Eq. (1.4) are
vˆ = y Axˆ . (1.7)
However, in reality, the GPS measurements are often contaminated not only by uncorrelated
white noise but also by correlated noise, i.e. colored noise (Langbein and Johnson, 1997).
Those correlated noise originates from either the precision of instrument (Langbein and John-
son, 1997) or from the environmental effects (Vasseur and Yodzis, 2004). To describe the char-
acteristic of colored noise, several models are adopted, for instance, power law noise model
(Zhang et al., 1997; Williams et al., 2004) and first order Gauss-Markov (FOGM) model (Lang-
bein, 2004). In this case, the observation covariance matrix is redefined as a combination of
uncorrelated white noise model and a colored noise model
C = a2wI+ b
2
c Jc , (1.8)
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where aw and bc are the amplitudes for the white noise and the colored noise respectively. The
N  N matrices of I and Jc are the covariance matrix for the white noise and the color noise
individually.
The best fit noise model to the data is normally resolved by the maximum likelihood estimator
(MLE) in the form of (e.g., Langbein and Johnson, 1997; Mao et al., 1999)
ln[lik(vˆ,C)] =  0.5[ln(detC+ vˆTC 1vˆ+ Nln(2p)] . (1.9)
The above described LS fitting is implemented for velocity estimation, noise analysis and also
seasonal signal (annual plus semi-annual) extraction of GPS stations. Themain advantage of the
LS fitting lies in the easy implementation and straightforward interpretation of the estimates of
the linear trend and seasonal changes. Nevertheless, only constant amplitudes or phases are
obtained. Besides, a long-periodic variation could be mistakenly identified as a linear trend
in least-squares fitting (Rangelova et al., 2012). In this research, a comparison between SSA
technique and least-squares fitting is conducted. For simplicity, noise characteristics of GPS
time series are not accounted for and formal errors are used in the least-squares fitting within
this work.
1.2 Seasonal signals in GPS time series
Generally, trend signal and seasonal signal are of most interest in GPS time series. Recently,
much focus has been given to understanding seasonal signals that are associated with many
sources. For instance, Dong et al. (2002) outlined a number of potential contributors to sea-
sonal variations of GPS site positions. Apart from systematic errors like local multi-path, satel-
lite orbital models or troposphere mis-modeling (Steigenberger et al., 2009), seasonal signals
are known to result from surface-mass loading (e.g., Blewitt et al., 2001; van Dam et al., 2001;
Blewitt and Lavallée, 2002; Dong et al., 2002; Davis et al., 2004; van Dam et al., 2007). Peri-
odic site motions from the redistribution of environmental surface masses, such as continental
water variations, atmospheric pressure changes, tidal and non-tidal fluctuations in the ocean,
redistribution of ice and snow, have been routinely represented by sums of sinusoids with an-
nual and semi-annual cycles (e.g., van Dam et al., 2001). To retrieve these harmonics together
with trend, a conventional least-squares fitting described in the last section is implemented
prior to or simultaneous with some noise assumption (e.g., Zhang et al., 1997; Mao et al., 1999;
Langbein, 2004; Williams et al., 2004) . However, in this case, only constant amplitudes and
phases can be obtained. True seasonal variations are not constant from year to year. Fig. 1.2
displays an example of GPS time series from the WIS1 station in which annual signal dominates
the whole time series. It is clearly shown that the amplitude of the time series varies with time.
The LS derived curve (annual plus semi-annual signal) generally fits the time series well while
it fails to capture the peak from time to time. This motivates us to find a way to better model
the seasonal signals that exist in the GPS time series.
Several studies have suggested determining the time-varying periodic signals by relying, for
instance, on non-parametric annual signal (Freymueller, 2009; Tesmer et al., 2009), on Kalman
filter based techniques (e.g., Murray and Segall, 2005; Davis et al., 2012), on piecewise contin-
uous linear polynomials (e.g., Davis et al., 2006), or on a flexible semi-parametric model by
Bennett (2008). In line with them, this work will apply another non-parametric approach to
investigate the time-varying periodic signals in the GPS time series.
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1.3 Objective and outline
In geodesy, data-driven methods, such as Empirical Orthogonal Function (EOF)/Principal
Component Analysis (PCA) and Independent Component Analysis (ICA), are used to smooth
or model geodetic time series (e.g., Dong et al., 2006; Rangelova et al., 2007, 2010; Forootan and
Kusche, 2012; Rangelova et al., 2012). Among these contributions, Dong et al. (2006) applied
PCA to remove the common mode errors from regional spatial GPS time series. Rangelova et al.
(2007, 2010, 2012) used PCA and MSSA (multi-channel singular spectrum analysis) respectively
to investigate the main time-variable mass variations from GRACE data. In this thesis, the
possibility of extracting modulated seasonal signals from GPS time series by singular spectrum
analysis (SSA), a special case of MSSA, is investigated.
Kalman filtering, as a stochastic process estimator, is used extensively in the field of geodesy.
For example, Herring et al. (1990) discussed the application of the Kalman filtering technique
to the analysis of very long baseline interferometry (VLBI) data. Davis et al. (2012) used the
Kalman filter based approach, first suggested by Murray and Segall (2005), to investigate sea-
sonal behavior of geodetic time series. Weigelt et al. (2013) utilized a dedicated Kalman filter
with the same stochastic process as Davis et al. (2012) to the Challenging Minisatellite Payload
(CHAMP) data and demonstrated the possibility of deriving total water storage at the annual
frequency. Comparing the Kalman technique applied by Davis et al. (2012) and Weigelt et al.
(2013), one important difference is the input stochastic process noise variance. One is directly
based on variance rates (Davis et al., 2012) and the other used the simulated randomwalk noise
with an ensemble approach (Weigelt et al., 2013). In this thesis, the two scenarios of handling
the input variances are compared in the course of modeling the seasonal signals from the GPS
time series.
This thesis is organized as follows. In Chapter 2, we introduce the detailed methodology of the
SSA. This is followed by simulation part, which demonstrates the abilities of SSA in separating
time-variable seasonal signals from simulated GPS time series. In this part, we also investigate
how to determine the lag-window size in the process of implementing SSA. The basic theory
of the Kalman filter and the three most used stochastic process are presented in Chapter 3. In
Chapter 4, we first describe the GPS data we used in the thesis. Afterwards, to further demon-
strate the abilities of SSA, SSA derived seasonal signals are compared to the signals obtained
from the conventional method (least-squares fitting ) and the Kalman filtering approach. Few
details of the Kalman filtering approach are evaluated and compared in Chapter 5. Finally, we
summarize the whole thesis and have some discussions in Chapter 6.
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Singular Spectrum Analysis
SSA and PCA are both based on the Karhunen-Loève theory of random fields and of stationary
random processes (Ghil et al., 2002). Both approaches rely on identifying the main patterns
in the data in order of decreasing order of variance. The technique is implemented by diag-
onalizing the corresponding empirical covariance matrix. SSA is designed for univariate time
series and can be extended to the spatial dimension. In that case the result is Multi-channel SSA
(MSSA). PCA is actually a special case of the MSSA when no time lags are introduced.
SSA therefore is a data-driven technique that uses time domain data to extract information from
short and noisy time series without prior knowledge of the dynamics affecting the time series.
An important feature of SSA is that trends obtained in this way are not necessarily linear. More
importantly, oscillations can be modulated in both amplitude and phase. A number of authors
provide thorough descriptions of this technique (see e.g., Broomhead and King, 1986; Vautard
and Ghil, 1989; Vautard et al., 1992; Plaut and Vautard, 1994; Allen and Robertson, 1996; Ghil
et al., 2002). In the following discussion, we briefly summarize their contributions and outline
the SSA algorithm.
2.1 Methodology
The starting point of the SSA algorithm is to embed a time series (xt, 1  t  N) into a trajectory
matrix D by sliding a M-point window. It is worth mentioning that we assume xt with mean
subtracted. The dimension of the trajectory matrix is N0  M, where N0 = N   M+ 1. D has
the form of
D =
0BBBBBBBBB@
x1 x2 x3     xM
x2 x3 x4     
x3 x4 x5     
 x5 x6 x7    
...
...
...
...
...
...
     xN 1
xN0    xN 1 xN
1CCCCCCCCCA
. (2.1)
The covariance matrix is then formed by
CBK =
1
N0
DTD . (2.2)
This method of constructing the covariance matrix was originally proposed by Broomhead
and King (1986). We consequently label the covariance matrix as CBK. An alternative approach
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for computing the covariance matrix, C, is the VG algorithm (proposed by Vautard and Ghil
(1989)). This algorithm is based on the lagged-covariance matrix of the process xt. With a max-
imum lag (or window size), M, the matrix CVG has a Toeplitz structure, i.e., constant diagonals
corresponding to equal lags:
CVG =
0BBBBBBBBB@
c0 c1 c2     cM 1
c1 c0 c1     
c2 c1 c0     
 c2 c1 c0    
...
...
...
...
...
...
     c1
cM 1    c1 c0
1CCCCCCCCCA
, (2.3)
where entries cj, 0  j  M  1, are the covariance of x at lag j. Its unbiased estimates are:
cj =
1
N   j
N j
å
i=1
xixi+j, 0  j  M  1 . (2.4)
The similarities and differences between the BK and VG algorithm for computing the covariance
matrix have been discussed by Allen and Smith (1996) and Ghil and Taricco (1997). The VG
approach has the advantage of a strong noise reduction when applied to short time series (Ghil
et al., 2002). In this thesis, we therefore apply the VG approach to compute the covariance
matrix C.
In the second step, we apply eigenvalue decomposition to C in order to obtain the eigenvalues,
lk, and eigenvectors (also called EOFs), Ek, of this matrix. These are then sorted in descending
order of lk, where index k = 1, 2, . . . ,M. The kth principal component (PC) is
aki =
M
å
j=1
xi+jEkj , 0  i  N   M . (2.5)
Finally, we can reconstruct each component of the original time series identified by the SSA
using the kth reconstructed component (RC) series as given by Vautard et al. (1992)
xki =
8>>>>>>>>>>>><>>>>>>>>>>>>:
1
i
i
å
j=1
aki jE
k
j 1  i  M  1
1
M
M
å
j=1
aki jE
k
j M  i  N  M+ 1
1
N i+1
M
å
j=i N+M
aki jE
k
j N  M+ 2  i  N.
(2.6)
SSA typically decomposes a time series into RCs that are nearly periodic with periods less than
M, whereas one or two RCs contain variations in the time series with periods greater than M.
According to Plaut and Vautard (1994), harmonic oscillations can be identified in terms of the
three fundamental properties of SSA: (1) two consecutive eigenvalues are nearly equal; (2) the
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two corresponding time sequences described by EOFs are nearly periodic, with the same period
and in quadrature; (3) the associated PCs are in quadrature.
Sometimes large data gaps exist in a given GPS time series. For these series, one solution is to
fill the gaps using interpolation techniques and apply SSA afterwards. An alternative approach
was suggested by Schoellhamer (2001). He used a modified SSA algorithm to obtain spectral
estimates from records with a large fraction of missing data and the modified algorithm is
implemented as follows. An overbar in the following notation indicates that the series either
contains missing data or is calculated from a series that contains missing data. First, the lagged
autocorrelation is computed by ignoring any pair of data points with a missing value.
c¯j =
1
Nl
å
lN j
x¯l x¯l+j, 0  j  M  1 , (2.7)
where Nl is the number of pairs with no missing data. The lagged covariance matrix CVG is
then formed in the same way as Eq. (2.3) using c¯j. Eigenvalue decomposition is applied to
C and eigenvectors are obtained subsequently. Note that the eigenvectors contain no missing
data. Computation of the kth principal component ignores missing data points
a¯ki =
M
Nl
å
lM
x¯i+l E¯kl , 0  i  N  M . (2.8)
If Nl  f M, where 0  f  1 is introduced that represents a specified fraction of allowable
missing data points within a given window size M, then a¯ki is given a missing value. The
reconstruction is implemented the same as SSA and if any PC value in the sum is missing, then
the RC value will accordingly be missing.
When we encounter GPS time series with data gaps, we follow Schoellhamer’s approach. We
generally assign different f to different GPS time series, depending on how many gaps we
have in a particular GPS time series. Big f value applies to the GPS time series with few data
gaps and vice versa. For instance, Schoellhamer (2001) utilized f = 0.5 in his case [personal
communication] and we normally apply f = 0.8 in our GPS time series.
2.2 Choice of lag-window size M
When implementing the SSA, a key problem is choosing the lag-window size, M, that defines
the spectral resolution of the algorithm. The spectral resolution can be thought of as the abil-
ity to distinguish between two spectral peaks. According to Vautard et al. (1992), M should
neither be too large nor too small. If M is too small, the coarse resolution may cause several
neighboring peaks in the spectrum of signal to appear as one. On the other hand, large M
values will split the peak into several components with neighboring frequencies. In addition,
large M will weaken the ability of the algorithm to isolate peaks at frequencies lower than the
resolution, 1/M, or equivalently periods larger than M. Vautard et al. (1992) therefore con-
cluded that SSA is able to resolve oscillations with periods between M/5 and M. Moreover,
Ghil et al. (2002) also proposed that when choosing the window-lag time one should balance
two considerations: the quantity of information extracted versus the degree of statistical con-
fidence in that information. The former consideration requires that the window lag should be
10 Chapter 2 Singular Spectrum Analysis
as wide as possible, i.e. a large M. While the latter factor, requires as many repetitions of the
features of interest as possible, i.e., as large a ratio N0/M as possible. In the geodetic field,
Rangelova et al. (2012) applied a three-year window (156 weeks) to retrieve long-term changes
together with seasonal variations from weekly GRACE solutions. For the case of weekly GPS
time series, annual and semi-annual signals are currently of most interests for us. As a result, a
window size of two or three years should be appropriate. Section 4.3 confirms this choice.
Recently, a mathematic way of window length selection which is based on statistical testing
(test the convergence of the autocovariance function) is proposed by Khan and Poskitt (2012).
As our main interests focus on extracting annual and semi-annual signals, we therefore only
follow the empirical rules rather than try the newly proposed mathematical method to deter-
mine the window length.
2.3 Simulations
As described before, SSA has been used widely and successfully in the field of climate studies.
To demonstrate the application of SSA in the field of GPS, we simulate 641 epochs of weekly
GPS time series, where the true signal is amplitude modulated. The intention of the simulation
is to investigate the performance of SSA under the control of signal and noise composition. In
reality, most GPS stations show characteristics with trend and periodic signals plus noise. To
make the simulation simple and reasonable, we use a kinematic model for the time-evolution
of a GPS continuous coordinate time series y(ti) given by Bennett (2008)
y(ti) = y0 + vti + s(ti) + e(ti), (2.9)
where ti is the epoch of observation i in decimal year, y0 is a constant initial offset, v is a constant
velocity and e(ti) represents the noise. Here we follow the suggestions of previous studies (e.g.,
Zhang et al., 1997; Mao et al., 1999) and adopt a noise model consisting of white noise, flicker
noise, and random walk noise. However, we assign different variances to those three noise
components because white noise and flicker noise are prevalent in GPS time series and random
walk plays a secondary role. s(ti) is our model for time-variable station motion. In contrast to
Bennett (2008), a time-variable semi-annual cycle is also added. Therefore s(ti) is in the form
of:
s(ti) = a sin(2pti) + b cos(2pti) + c(ti) sin(2pti) + c(ti) cos(2pti)
+d sin(4pti) + e cos(4pti) + c(ti) sin(4pti) + c(ti) cos(4pti) , (2.10)
where a, b, d and e are constant time-averaged wave amplitudes and c(ti), f (ti) are amplitude
modulations having the form of Equation (2.11).
c(ti) = e0.3 sin(ti) . (2.11)
The simulated data is shown in Figure 2.1 (a) and the detailed simulated annual and semi-
annual parts are depicted in Figure 2.1 (b).
In the following section, two cases will be discussed. The first case is that the simulated data is
composed of periodic signals, i.e., we have omitted the linear trend (vti). In the other case, we
investigate the ability of SSA in the presence of a strong linear trend.
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Figure 2.1: (a): Simulated 641 weeks GPS height-coordinate time series consisting of 1) a linear trend, 2) annual
and semi-annual cycles with constant amplitudes, 3) annual and semi-annual cycles with time-variable ampli-
tudes, and 4) noise that includes white noise, flicker noise and random walk noise; (b): Detailed description of
simulated annual and semi-annual parts.
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Case I: Simulated data without a linear trend
In this section, we analyze the simulated data without a linear trend. Following the methodol-
ogy presented in Section 2.1, the SSA decomposes the simulated data into 105 temporal modes
using a two-year lag-window, M = 105 weeks (the choice of lag-window M will be discussed
in Section 4.3). This result is shown in Figure 2.2 (a). The eigenvalues are normalized in such a
way that they represent fractions of the total data variance. Figure 2.2 (a) clearly shows the first
two eigen-pairs that explain 53.95% and 31.21% of the data variance respectively and demon-
strating the first property of SSA (two consecutive eigenvalues are nearly equal). Figure 5.1
(a-d) depicts the first four EOFs and PCs, which are in quadrature and perfectly fulfill the other
two properties (corresponding EOFs and PCs are periodic and in quadrature).
From the spectral point of view (Vautard et al., 1992; Allen and Smith, 1996), an alternative way
to display the information is to plot the eigenvalues against the dominant frequency associated
with their corresponding EOFs. This result is shown in Figure 2.2 (b). Figure 2.2 (b) depicts
the prominent annual and semi-annual cycles. According to the criteria of Plaut and Vautard
(1994), the first four components are reconstructed and grouped into two components, annual
signal and semi-annual signal, shown in Figure 5.2. The reconstructed annual signal and semi-
annual signal fit the original simulated time-variable annual cycles and semi-annual cycles
quite well. It demonstrates that SSA has the ability to capture the time-variable component of
periodic signals. A combined signal (annual plus semi-annual) is shown in Figure 5.3. For com-
parison, we also plot a periodic signal extracted by least-squares. It is evident that least-squares
fails to capture the time-variable peaks. RMS (Root-Mean-Square) of the difference between the
true seasonal signal and the SSA-derived signal, LS-derived signal are calculated, which are
0.21 mm and 0.32 mm respectively. Both methods can achieve quite small RMS. However, SSA
performs better than LS. This case study indicates that SSA is able to distinguish the amplitude
variations that really exist in the simulated data and extract more seasonal signals.
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Figure 2.2: (a): Eigenvalues from eigenvalue decomposition of the covariance matrix from simulated data; (b):
Eigenvalues versus the dominant frequency associated with their corresponding EOFs.
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Figure 2.3: Left: The first four empirical orthogonal functions (EOFs) from simulated data are grouped into two
pairs, (1, 2) and (3, 4), representing annual and semi-annual periods respectively; Right: The first four principal
components (PCs) from the simulated data are grouped into two pairs as well.
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Figure 2.4: Reconstructed annual signal and semi-annual signal from the first four EOFs and PCs compared to the
original annual and semi-annual signal.
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Figure 2.5: Seasonal signals from SSA and least squares are compared with the true simulated seasonal signals. It
clearly shows least-squares fitting fails to capture the time variable part but SSA does.
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Case II: Data with a linear trend
In this section, we add the linear trend back into the data (See Figure 2.1). Analogous to Case I, a
window size of 105 weeks is applied here. Figure 2.6 gives the first six EOFs and PCs, which rep-
resent long-term variation (EOF1&PC1), annual cycle (EOF2, EOF3&PC2, PC3), and semi-annual
cycle (EOF4, EOF5, EOF6&PC4, PC5, PC6) respectively. Among these, spectral mixing can be ob-
served in EOF2, EOF4 and EOF6 (they do not purely vary around zero). This aliasing is probably
due to the presence of the strong linear trend and colored noise (Allen and Robertson, 1996;
Rangelova et al., 2010, 2012). In this situation, the trend adversely affects the periodic modes.
To handle this problem, a simple solution is to remove the linear trend using a least-squares
estimation. Rangelova et al. (2010, 2012) suggested that the removal of the GIA signal largely
reduces the variance of the long-term modes leaving the annual cycle as the dominant signal
when analyzing the GRACE-derived water mass variability with MSSA (Multi-Channel SSA). In
the case of continuous GPS time series, strong trends also often dominate the motion of GPS
stations in most areas. Before applying the SSA technique, we advise detrending the data so
that better results can be obtained. When the linear trend is removed, Case II is equivalent to
Case I.
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Figure 2.6: When a linear trend exists in the time series, it will alias into EOF2, EOF4 and EOF6.
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Simulation on determining lag-window M
Recall from Section 2.2 that the lag-window size is important in the process of SSA. In this
part, we will show a simple demonstration on determing the lag-window M. We use the sim-
ulation data from Case I again here. Lag-window sizes of 1-year (M = 53 weeks), 2-year
(M = 105 weeks), 3-year (M = 157 weeks), 4-year (M = 209 weeks), 5-year (M = 261 weeks)
are selected. Figure 2.7 shows the eigenvalues (represented in variance) as a function of the
dominant periodic signal in the EOFs and in terms of different lag-window sizes. According
to Figure 2.7, annual and semi-annual cycles are evidently obtained with all five different lag-
window sizes. However, more variance is reconstructed with smaller lag-windows, whereas
larger lag-windows split part of main variance into other artificial long-term variations. Ta-
ble 5.6 presents a comparison of the variances from the true signal and the SSA extracted signal.
In the simulated data, the annual and semi-annual signal make up 53.42% and 30.24% of the to-
tal variance respectively. With the 1-year lag-window (53 weeks), the annual and semi-annual
signal make up 56.01% and 32.57 % of the true variance. The 1-year lag then overestimates the
annual and semi-annual signals in the time series. With the lag-window size of 2-years (105
weeks) and 3-years (157 weeks), the variance from SSA reconstruction varies slightly around
the true variance. Large under-estimation of the variance happens with larger lag-window
sizes, e.g. 4 years and 5 years. Additionally, unrealistic long-term changes can be observed
with the lag-windows set larger than 2 years. To a certain extent, this analysis confirms the
findings of Vautard et al. (1992) that large M values will split the peak into several components
with neighboring frequencies and weaken the capability of SSA to isolate peaks at frequencies
lower than the resolution 1/M.
Based on this simulation, we determine that 2-year or 3-year lag-windows should be appropri-
ate for extracting the annual and semi-annual periods from weekly GPS time series. However,
if long-term variations are of interest, we recommend that larger lag-window sizes to be used
(Rangelova et al., 2012). In the following real data analysis part, a 2-year or 3-year lag-window
will be applied.
Table 2.1: Variance comporison of five different lag window-sizes
True variance
M (weeks)
53 105 157 209 261
Annual 53.42% 56.01% 53.95% 52.13% 50.36% 48.72%
Semi-annual 30.24% 32.57% 31.21% 30.09% 29.09% 28.16%
2.4 Summary
Singular spectrum analysis is a non-parametric approach for modeling amplitude and phase
modulated harmonic behavior from the dynamic system without prior knowledge. The basic
methodology of SSA is presented and discussed in this chapter, which is followed by a short
discussion of the key point of SSA – choice of window size.
In addition to the basic theory, three simulations are conducted in this Chapter. Via the sim-
ulations, the capabilities of SSA for extracting amplitude modulated annual and semi-annual
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Figure 2.7: Eigenspectrum for different lag-window sizes
signals from the simulated weekly GPS time series are demonstrated, which sets up a solid
foundation for the real data analysis in the Chapter 4. Within the simulations, the possible
choices of window length for analyzing weekly GPS time series with SSA are shown as well. A
2-year or 3-year window size is probably suitable for the weekly GPS time series and this is to
be further validated in Chapter 4.
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Chapter 3
Stochastic modeling with Kalman filtering
The Kalman filter, which is named after Rudolf E. Kálmán, is used immensely in technology,
especially for guidance, navigation and control of vehicles. Additionally, it is also widely ap-
plied in the field of geodesy, particularly in the GPS-related research, for example, the wet delay
parameter estimation and the GPS time series analysis (Murray and Segall, 2005; Davis et al.,
2012).
The Kalman filter theory continues to be developed to fulfill certain requirement. Many de-
rived forms exist, such as Extended Kalman filter (EKF) or Ensemble Kalman filter (EnKF). In
this chapter, we will discuss the basic set of matrix operations needed to implement a basic
discrete Kalman filter process. The equations below appear in numerous textbooks which dis-
cuss Kalman filtering. The particular form used in this thesis is based on the textbook by Gelb
(1974).
3.1 Discrete Kalman filter
Given a linear and discrete-time system, the Kalman filter handles the general problem of try-
ing to predict a state vector xk at time tk, where k = 1, 2,    , n, by a linear stochastic difference
equation
xk = Fk 1xk 1 +wk 1 , (3.1)
where Fk 1 is the state transition matrix for the time step from tk 1 to tk and wk 1 is the pro-
cess noise vector assumed to be white Gaussian with zero mean and a covariance Qk 1. The
state vector elements with zero process noise are called deterministic and other elements with
process noise are called stochastic. The three most used processes will be discussed in Section
3.2.
The measurements yk are described by a linear combination of the state variables with uncor-
related measurement noise
yk = Hkxk + vk , (3.2)
where Hk is the measurement matrix or design matrix which describes the linear combination
of the state-vector elements and vk is a vector of the measurement noise assumed to be white
Gaussianwith zeromean and a covariancematrixRk. In the course of the basic discrete Kalman
filter procedure, the process noise (wk 1) and the measurement noise (vk) are assumed to be
uncorrelated. The systemmodel (Fk 1 andHk) and noise statistics (Qk 1 and Rk) are optimally
required to be known exactly.
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The whole Kalman filter estimation is carried out sequentially by using a form of feed back
control (Welch and Bishop, 2006): the filter estimates the process state at time tk and then ob-
tains the feedback in the form of noisy measurements. The overview of the Kalman filtering
process is shown in Fig. 3.1.
Time update
("predict")
Measurement update
("correct")
Figure 3.1: The ongoing discrete Kalman filter cycle. The time update projects the current state estimate ahead in
time. The measurement update adjusts the prediction by an actual measurement at that time.
In this way, given the state-space model (Eq. (3.1) and Eq. (3.2)), the equations for the Kalman
filter fall into two groups:
time update equations (Prediction):
xˆkjk 1 = Fk 1xˆk 1jk 1 , (3.3)
Pkjk 1 = Fk 1Pk 1jk 1FTk 1 +Qk 1 , (3.4)
measurement update equations (Update or Correction):
Kk = Pkjk 1HTk (HkPkjk 1H
T
k + Rk)
 1 , (3.5)
xˆkjk = xˆkjk 1 +Kk(yk  Hkxˆkjk 1) , (3.6)
Pkjk = (I KkHk)Pkjk 1 , (3.7)
where Kk is the Kalman gain at tk, xˆkjk 1 is a state vector estimated at tk based on all of the
previous measurements up to tk 1 and Pkjk 1 is an estimated error covariance matrix of xˆkjk 1,
and T is a matrix transpose operator.
The time update equations serve for projecting forward (in time) the current state (Eq. (3.3)) and
error covariance estimates (Eq. (3.4)) to obtain the a priori estimates for the next time step. The
measurement update equations are responsible for the feedback, i.e. for incorporating a new
measurement into the a priori estimate to obtain a corrected or improved a posteriori estimate
(Eq. (3.6)). The term Hkxˆkjk 1 is the projected/predicted measurement and the discrepancy
with the real observation (yk  Hkxˆkjk 1) is called innovation. What’s more, the combination
of the predicted state vector (xˆkjk 1) and the new measurement (yk) is weighted by the Kalman
gain that minimizes the mean square error (Eq. (3.5)).
To start the Kalman filter, initial values for the state vector (xˆk 1jk 1) and their covariance
(Pk 1jk 1) are required. As the Kalman filter procedure is running forward in time, it is referred
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as forward Kalman filter. The resultant state vector can be further refined using a backward-in-
time Kalman filter, i.e. smoothing. A smoother usesmeasurements later than the current epoch.
In this work, we apply a fixed-interval smoother based on the Rauch-Tung-Striebel approach
(Rauch et al., 1965). The backward procedure proceeds from the last epoch tn to the first epoch
t1 and utilizes the estimates saved during the forward running. The backward recursions are
given by
Ak = PkjkFTk P
 1
k+1jk , (3.8)
xˆkjn = xˆkjk +Ak(xˆk+1jn   xˆk+1jk), k = n  1,    , 1 , (3.9)
Pkjn = Pkjk +Ak(Pk+1jn   Pk+1jk)ATk , (3.10)
where: Ak is the smoother gain matrix
Pkjn is the smoothed state error covariance matrix
xˆkjn is the smoothed state vector at time tk
The initial values of state vector (xˆk+1jn) and their covariance (Pk+1jn) for backward running are
xˆnjn and Pnjn, respectively.
3.2 Dynamic process models
In the actual implementation of the Kalman filter, the determination of the state varying process
and its process noise covariance is generally difficult as we typically do not have the ability to
directly observe the process we are estimating. In this section, wewill introduce three relatively
simple but useful process models.
Random constant Random constant is a process model assuming no state variation during
the Kalman running
xk = xk 1 , (3.11)
so that
Fk = I , (3.12)
with the process covariance matrix Qk = 0.
RandomWalk A state vector is assumed to follow a random walk model if
xk = xk 1 + ek 1 , (3.13)
where ek 1 is a zero-mean white noise process with variance s2e . The transition matrix of the
random walk process model is
Fk = I . (3.14)
By successive substitution of Eq. (3.13) we can write
xk = x0 +
k
å
j=1
ej , (3.15)
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and so the process covariance matrix
Qk = s0 + ts2e , (3.16)
where s0 is the variance of the starting epoch.
It can be noted that a randomwalk is not covariance stationary since the variance at time t does
depend on t. Therefore a randomwalk process is non-stationary and its variance increases with
time. An example of a random walk process is shown in Fig. 3.2
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Figure 3.2: A simulated random walk process with 200 epochs.
First Order Gauss Markov (FOGM) The FOGM process model in the discrete form is pre-
sented by
xk = e Dtk 1bxk 1 + ek 1 , (3.17)
where 1/b is the correlation time, so that
Fk 1 = e Dtk 1b , (3.18)
and the covariance matrix of process noise term ek 1 is given by
Qk 1 = s2FOGM(1  e 2Dtk 1b) , (3.19)
where Dtk 1 = tk   tk 1.
The FOGM process is controlled by two parameters: the inverse correlation time b and the
variance of the FOGM model s2FOGM. This process model is very useful when b goes to infinity
(zero correlation time), the process model is white noise, while the process becomes the random
walk when the correlation time goes to infinity, i.e. b goes to zero.
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3.3 Application in GPS time series modeling
Davis et al. (2012) developed an expression for the time-varying seasonal signal in GPS time se-
ries as the sum of a deterministic component with an annual period and a zero-mean stochastic
component. They implemented a model (see Equation (3.20)) that included stochastic annual
and semiannual terms using linear Kalman filtering
y(t) = y0 + v(t)(t  t0) (3.20)
+a01(t) cos(2p f0(t  t0)) + b01(t) sin(2p f0(t  t0))
+a02(t) cos(4p f0(t  t0)) + b02(t) sin(4p f0(t  t0)) ,
where f0 = 1 cpy and t0 is a reference epoch, v(t) is time-variable velocity term and a01(t), a
0
2(t),
b01(t) and b
0
2(t) are instantaneous time-variable amplitudes.
We have implemented the Davis et al. (2012) Kalman filtering scheme to compare with SSA (see
Section 4.4). We used the same state process (random constant for y0 and random walk for
stochastic terms ) and the same input variance (variance rate values of 1 mm2yr 3 for the rate
term and 0.5 mm2yr 1 for sinusoidal amplitudes). The state vector is therefore written as
xt =

y0 v(t) a01(t) b
0
1(t) a
0
2(t) b
0
2(t)
T , (3.21)
with the process covariance matrix
Qt =
26666664
0 0 0 0 0 0
0 1  Dt 0 0 0 0
0 0 0.5  Dt 0 0 0
0 0 0 0.5  Dt 0 0
0 0 0 0 0.5  Dt 0
0 0 0 0 0 0.5  Dt
37777775 , (3.22)
where Dt is the time difference between two sampling epochs.
The state vector follows a random walk process model so that the transition matrix is the iden-
tity matrix. Nevertheless, those stochastic parameters can be also modeled as other stochastic
process, such as First Order Gauss Markov (FOGM) process (e.g., Ji and Herring, 2013). In
Chapter 5, we will discuss modeling seasonal signals by Kalman filtering with different pro-
cess models and different process covariance matrix based on the derived seasonal signals from
SSA.
Initial value and its covariance As mentioned before, initial values of the state vector
(xˆk 1jk 1) and their covariance (Pk 1jk 1) are necessary for starting the ongoing cycle shown
in Fig. 3.1. One would use weak constraints of xˆk 1jk 1 = 0 and Pk 1jk 1 = u f I where u f is
a number large enough not to affect parameter estimates but so large as to cause significant
numerical rounding errors (Herring et al., 1990). According to Herring et al. (1990), u f is
assigned a value of 106. For the backward filter, the initial values xˆnjn and Pnjn are assigned
using the last estimations from the forward Kalman filter.
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3.4 Summary
Kalman filtering is useful in stochastic signal modeling and this chapter presents the basic pro-
cedure of the filter including the forward Kalman process as well as the backward smoothing
process. What’s more, three commonly used dynamic process models are introduced. The
application of the Kalman filtering technique in time-variable seasonal signals modeling pro-
posed by Davis et al. (2012) is shortly described. Practical implementation of the Kalman filter-
ing algorithm is presented in Chapter 4 and Chapter 5 .
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Chapter 4
Modeling Seasonal Signals with SSA
4.1 Weekly GPS data
We used GPS combinedweekly station position time series computed by the International GNSS
Service (IGS) (Dow et al., 2009) from 1998.0 to 2011.3. These data include homogeneously re-
processed coordinates from the first IGS reprocessing campaign up to GPS week 1459 (Decem-
ber 2007). However, the reprocessed individual solutions from each of the IGS Analysis Cen-
ter have been recombined using the combination strategy of the new IGS combination center
(Rebischung et al., 2012b). For the period considered here, the origin and scale information
from these GPS solutions were preserved and not projected into the International Terrestrial
Reference Frame (ITRF) realizations as compared with previous combinations (Ferland and
Piraszewski, 2009).
We thus followed the approach of (Collilieux et al., 2012) to derive station position time series
consistent with ITRF orientation but deprived of GPS apparent geocenter motion. Their ap-
proach was specifically developed in order to preserve crustal deformation information in the
position time series, especially at the seasonal timescale. We first estimated reference station
positions and velocities as well as position offsets, in case of position discontinuities, for ev-
ery station. We then estimated translation and rotation parameter time series between input
weekly network station positions and these reference coordinates using the IGS08 core subset
of stations (Rebischung et al., 2012a). These transformation parameters were then applied to
the original position time series in order to remove GPS apparent geocenter motion and pos-
sible orientation mis-alignment. The output positions were then corrected for the long-term
positions and velocities to extract the residual non-linear coordinate variations. Exemplary
GPS time series from this solution are shown in Fig 4.1 and it is evident that seasonal signals
dominate those GPS time series.
4.2 Rea data analysis: an example
To assess the performance of SSA in the case of real data, we select the weekly GPS height-
coordinate time series from WIS1, Wisconsin Point (USA). WIS1 station is located in the Great
Lakes region at a latitude of 46.7 N and 92.0 W. The whole time series spans almost 10 years,
from 1998.021 to 2007.814. Within the time series, an annual cycle dominates the signal. The
original time series is presented in Figure 4.1.
26 Chapter 4 Modeling Seasonal Signals with SSA
1998 2000 2002 2004 2006 2008 2010 2012
0
50
100
150
200
Time/yr
Am
pl
itu
de
/m
m
WIS1
ZIMM
MIL1
WUHN
UCLU
COCO
DRAO
GRAZ
Figure 4.1: Eight exemplary GPS time series. The shaded area are their error bars.
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Prior to building the covariance matrix C in Equation 2.3, the GPS time series is centered and
normalized by its standard deviation. Based on the simulation in Section 4.3, a lag-window of
157 weeks is chosen. Following the steps in Section 2.1, Figure 4.2 presents the decomposed
EOFs and PCs. Periodic pairs and long-term variation pairs are clearly observed. Figure 4.2 (a)
and Figure 4.2 (e) describe the annual behavior that does not show much variations with time.
Figure 4.2 (b) and Figure 4.2 (f) show the long-term variations. Figure 4.2 (c) and Figure 4.2
(g) correspond to quarterly signal pairs. Semi-annual pairs are displayed in Figure 4.2 (d) and
Figure 4.2 (h). In terms of the three criteria of Plaut and Vautard (1994), those pairs are grouped
and reconstructed (the figure is not shown here). Table 4.1 shows the reconstructed variance
of the main signals, which explain 46.96% of the total variance. This is close to half of the
energy within the whole signal. Figure 4.3 presents the EOFs spectrum against eigenvalues
(represented in variance).
It is obvious that the the annual cycle stands out in the whole spectrum. This might be due to
seasonal water-storage effects around Great Lakes. Besides, it is interesting to find semi-annual
and quarterly periods, 2.09 cycles/yr and 4.13/yr cycles respectively, which might correspond
to the two (2.08 cycles/yr) and four draconitic years (4.16 cycles/yr) (Collilieux et al., 2007; Ray
et al., 2008).
Figure 4.4 displays the original time series and the reconstructed series (including a long-term
variation, annual and semi-annual cycles). The filtered signal fits the original time series very
well with most of the peaks captured.
Table 4.1: Variance contribution of each signal in the height-coordinate time series of WIS1 station as a percent of
the total variance.
Modes Variance in % of the total variance
Annual 1, 2 17.49, 17.30
Long-term 3, 4 4.50, 3.91
Semi-annual 7, 8 1.89, 1.87
Total variance 46.96
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Figure 4.2: Left: First eight EOFs of the height-coordinate time series from the WIS1 station; These EOF’s rep-
resent an annual cycle, a long-term variation, a quarterly cycle and a semi-annual cycle; Right: First eight
corresponding PCs of the height coordinate of WIS1 station.
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Figure 4.4: Original height-coordinate time series of WIS1 and the SSA extracted seasonal signals.
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4.3 Global-scale analysis
We select 79 height time series withmore than 10 years of weekly observations from IGS stations
over the globe. We use theweekly height GPS time series described in Section 4.1. Fig. 4.5 shows
the distribution of stations. One goal in this section is to assess the performance of SSA over
more GPS time series.
We analyze 79 height time series with SSA and successfully separate modulated annual and
semiannual signals from original GPS time series. During the analysis, a window size of 157
weeks (3-year window) is most assigned (55 stations), see Table 4.2. For the remaining stations,
a two-year window (8 stations), a four-year (12 stations) and a five-year window (4 stations) are
applied. To some extent, it validates the conclusion about the choices of window-size described
in Chapter 2 that a 2-year or 3-year window size is mostly optimal.
From the spatial distribution of GPS sites shown in Fig. 4.5, it seems that choice of window
size is area-independent. Nevertheless, it is interesting to find that GPS sites located in Europe
mostly require a 3-year window size for the SSA analysis except GLSV (in Kiev, Ukraine) and
PENC (in Penc, Hungary).
Table 4.2: GPS sites with different window-sizes during the SSA analysis
window-size GPS sites
2-year window GODE GUAM HOB2 MAC1 PIE1 SANT WUHN NYA1
3-year window
ALBH AUCK BLYT BOGO BOR1 BRUS CAGL CHAT CHUM
CLAR DAV1 DRAO DUBO FLIN GOPE GRAS GRAZ HOFN
IRKT JOZE JPLM KARR KOKB MATE MAW1 MCM4 MDO1
METS MOB1 MONP NANO ONSA PIN1 POTS REYK SEAT
SELE SNI1 SUWN SVTL TORP TOW2 TSKB USNO VILL
WSRT WTZA WTZR ZIMM KOUR WGTN NYAL TRO1
SFER CASC
4-year window
ALGO ALIC CAS1 LPGS MAS1 MKEA NLIB PENC SIO3
SYOG UCLU VCIO
5-year window COCO FAIR SPK1 GLSV
In addition, during the analysis, we find that annual signals appear frequently in the first and
second components due to the significant annual signal in GPS height time series. We choose
five examples to show the performance of SSA, see Fig. 4.5. Five subplots clearly depict that
seasonal signals derived by SSA follow the original time series quite well. KOUR and COCO
contain strong annual signals. DAV1 and ZIMM show both annual and semi-annual signals.
While for FAIR, the semi-annual signal dominates the whole time series.
4.3 Global-scale analysis 31
D
AV
1
KO
UR
FA
IR
ZI
M
M
CO
CO
19
98
20
02
20
06
20
10
−
10010
mm
Ti
m
e/
yr
19
98
20
02
20
06
20
10
−
10010
mm
Ti
m
e/
yr
19
98
20
02
20
06
20
10
−
10010
mm
Ti
m
e/
yr
19
98
20
02
20
06
20
10
−
10010
mm
Ti
m
e/
yr
19
98
20
02
20
06
20
10
−
10010
mm
Ti
m
e/
yr
Fi
gu
re
4.
5:
D
is
tr
ib
ut
io
n
of
th
e
se
le
ct
ed
79
G
P
S
st
at
io
ns
an
d
fiv
e
ex
am
pl
es
of
SS
A
an
al
ys
is
.G
ra
y
lin
es
in
ea
ch
su
bp
lo
ta
re
or
ig
in
al
tim
e
se
ri
es
an
d
bl
ue
cu
rv
es
ar
e
se
as
on
al
si
gn
al
s
ex
tr
ac
te
d
by
SS
A
.D
iff
er
en
tc
ol
ou
re
d
do
ts
re
pr
es
en
tt
he
G
P
S
st
at
io
ns
w
ith
di
ffe
re
nt
w
in
do
w
si
ze
in
th
e
co
ur
se
of
SS
A
an
al
ys
is
.G
re
en
,r
ed
,b
lu
e,
m
ag
en
ta
do
ts
st
an
d
fo
r
th
e
G
P
S
st
at
io
ns
w
ith
a
w
in
do
w
si
ze
of
10
5
w
ee
ks
,1
57
w
ee
ks
,2
09
w
ee
ks
an
d
26
1
w
ee
ks
re
sp
ec
tiv
el
y.
32 Chapter 4 Modeling Seasonal Signals with SSA
4.4 Comparison with least-squares fitting and Kalman fitering
In the previous sections, we have demonstrated that SSA can be used to extract the time-variable
periods from GPS time series. To assess the performance further, in this section we compare SSA
with conventional least-squares fitting and Kalman filtering to extract a trend plus periodic os-
cillations from GPS time series. We discuss two examples and only seasonal signals are consid-
ered. For the first example, periodic signals dominate the time series. In the other example, the
periodic signals are small and non-linear signals are significant.
The height-coordinate time series from WIS1, with a strong annual signal, is used again. A lag-
window of 157 weeks is chosen for the SSA analysis. Settings for LS fitting and Kalman filtering
are described in Section 1.1 and 3.3). Figure 4.6 (a) shows the annual and semi-annual cycles
derived using LS fitting, SSA and Kalman filtering respectively, together with the original time
series. In the LS fitting series, the seasonal signal peaks during the beginning of September and
reaches a minimum during the beginning of April every year. The seasonal signals retrieved
from SSA and Kalman filtering, however, vary with time. We do not discuss further whether
those peak shifts are geophysically meaningful or not because this requires further analysis
of geophysical cause of the motion of the station. We only focus on the methodology and
demonstrate that SSA has the ability to capture those shifted peaks. In addition, we observe
that the time-vaying periodic signals obtained from SSA and Kalman filtering fit each other
quite well (Figure 4.6 (a)). The RMS of difference between SSA and Kalman filtering derived
signals is 0.64 mm which is smaller than that between SSA and LS (1.1 mm), and that between
Kalman filtering and LS (0.86 mm). We do not observe much difference in terms of RMS because
this GPS time series is dominated by seasonal signals.
We calculate the correlation between the original time series and the 1) least-squares fit, 2) SSA
and 3) Kalman filter derived series. Table 4.3 displays the result. With respect to the original
time series, a high correlation is observed between the SSA and Kalman filtering series. The
LS series has the lowest correlation. We can conclude that SSA and Kalman filtering perform
similarly and that both are superior to LS fitting.
Table 4.3: Correlation coefficients of original time series, least-squares filtered seasonal signal, SSA filtered seasonal
signal and Kalman filtering filtered seasonal signal in WIS1 station
Data LS SSA KF
Data 1
LS 0.57 1
SSA 0.63 0.94 1
KF 0.63 0.96 0.98 1
In the second example we use the east-coordinate GPS time series from MIL1. MIL1 is located
on the west coast of Michigan Lake with coordinates 43.0 N and 87.9 W. The time series is
9 years long. A large west-ward motion can be observed from 1998 to 2002. This trend is
probably caused by a long-term decrease in the water level of the Great Lakes. The station
receiver was changed during this period in June 1999 but no obvious offset occurs at that time.
In contrast to the first example, a window size of 105 weeks is chosen. Figure 4.6 (b) presents
the comparison between the filtered periodic signals derived from LS fitting, SSA and Kalman
filtering. It should be pointed out that SSA is able to resolve non-linear long-term variations
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Figure 4.6: Seasonal signals estimated by Least-squares fitting, SSA and Kalman filtering for the height coordinate
of WIS1 (a) and the east coordinate of MIL1 (b).
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Figure 4.7: Power spectral density of residuals obtained by least-squares fitting, SSA and Kalman filtering for the
height-coordinate of WIS1 (a) and for the east-coordinate of MIL1 (b). Residuals here refer to original time
series less the seasonal signals derived from the three techniques.
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buried in the GPS time series (see curve in magenta in Figure 4.6 (b)). Nevertheless, as our main
interests focus on annual and semi-annual periods, we do not include the long-term variation
in this comparison.
Because a non-linear long-term variation dominates the time series, LS fitting only extracts
relatively weak periodic information from the data. However, SSA has the ability to retrieve
the non-linear information and considerable annual and semi-annual cycles are identified in
the presence of other strong signals. Kalman filtering can retrieve the time-varying annual and
semi-annual cycles as well. As in the previous example, the Kalman signal fits the SSA very
well, although some disagreements appear at the beginning of time series that might be due to a
problemwith the convergence of the Kalman filter. The RMS of difference between the seasonal
signals received by SSA and Kalman filtering is 0.30 mmwhich is only half of that between SSA
and LS (0.62 mm) and that between Kalman filtering and LS (0.58 mm). Significant differences
are received in terms of the RMS of difference when the GPS time series is not dominating by
periodic signals. Moreover, it is interesting to note that SSA and Kalman signals peak after the
LS signals in the first half of the time series (up until 2002). After 2002 and until the end of the
time-series, the SSA and Kalman signals peak earlier than the LS signal. This effect might be
caused by local environment effects, e.g., hydrology.
Power spectral densities (PSD) (calculated using the Lomb-Scargle algorithm, see Scargle (1982);
Press et al. (2001)) of the original time series and the residuals of the various techniques are
shown in Figure 4.7 (a) for WIS1 and Figure 4.7 (b) for MIL1. In the case of WIS1, the power
of the annual cycles are reduced with respect to the original power by all three approaches.
However, as the semi-annual period deviates from exactly 2 cycles per year, LS fitting fails to
capture the shift and power remains in the LS residuals around the semi-annual cycles. On the
contrary, SSA and Kalman filtering both succeed in fitting the semi-annual peaks and are able
to considerably reduce the power around the semi-annual period. In the case of MIL1, LS fitting
does not reduce the power around annual and semi-annual cycles because they both deviate
from their exact frequencies. However, SSA and Kalman filtering can both approximate the
original signal around the frequencies of interest and can reduce the power at those frequencies
accordingly.
We repeat the correlation analysis as was used in the first example. Table 4.4 presents the
result. The correlation coefficient between SSA filtered seasonal signal and the Kalman filtering
filtered signal is 0.92. Both SSA and Kalman filtering have a very low correlation with LS fitting
demonstrating that LS fitting fails to retrieve the annual and semi-annual signals in the presence
of other strong signals. The SSA filtered series correlates to the original time series slightly better
than the Kalman filtered series. This shows that SSA performs slightly better than Kalman
filtering in the presence of long-period signals.
Table 4.4: Correlation coefficients of the original time series, least-squares filtered seasonal signal, SSA filtered
seasonal signal and Kalman filtering seasonal signal for the east-coordinate of MIL1.
Data LS SSA KF
Data 1
LS 0.26 1
SSA 0.58 0.57 1
KF 0.55 0.56 0.92 1
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The above two comparisons between LS fitting, SSA and Kalman filtering shows SSA and
Kalman filtering outperform LS fitting in both of the cases analyzed. SSA and Kalman filtering
are superior to least-squares in their ability to capture signals with modulated amplitudes and
phases. LS fitting can not fit the GPS time series very well when non-linear signals dominate
the data. SSA produces the similar results as Kalman filtering in the both examples. As for
which method is better, further comparisons and analysis are required.
4.5 Discussions and summary
Studying time variable seasonal signals is challenging but advantageous for interpreting geo-
physical phenomena. This chapter demonstrates the capabilities of SSA for extracting time-
varying annual and semi-annual signals with real datasets from GPS time series. Based on the
simulations shown in Chapter 2, examples presented in this chapter further confirm the abil-
ities of SSA in this regard. In addition, to certain extent, a global analysis with 79 GPS sites
validates the experiments regarding the window size M in Chapter 2 and a window size of
3-year prevails against other choices. Nevertheless, a try and error of different window sizes is
recommended to obtain optimal results.
Along with the detailed demonstration of SSA, comparisons with respect to two model-based
approaches, i.e. least squares fitting and Kalman filtering, are implemented as well. The results
shows that SSA is superior to the classical least squares fitting and is comparable to the Kalman
filtering technique. Comparing to these model-dependent approaches, e.g. Bennett (2008) and
Davis et al. (2012), the most significant advantage of SSA is model independent. Model based
methods are implemented under certain assumptions. For example, Bennett’s semi-parametric
assumed time-variable component changes smoothly with time and approximately assumed
the phase q is constant to reduce the computation burden. In Davis’s approach, a randomwalk
process was assumed as the state model in the course of Kalman filtering. In this case, the noise
process (input variance) should be assumed in advance or should be estimated (Collilieux et al.,
2007), which significantly increases the total computational cost. SSA, as a data driven method,
can avoid the complication of assuming the noise processes that affect the time series. In SSA,
the only variable parameter is the lag-window size M, which depends on the length of time
series and the periodic cycles of interest.
However, there are some drawbacks to SSA. Like other data-driven methods, such as EOF/PCA,
no error propagation is carried out during the analysis. This means that we cannot obtain a
quantitative evaluation of the analysis. A significance test is required after the analysis, espe-
cially in the presence of colored noise. Allen and Smith (1996) proposed to adopt Monte Carlo
SSA to distinguish a real geophysical signal from an artificial signal driven by colored noise. In
addition, to a certain extent, SSA is not a globally efficient analysis tool with respect to those
model based methods because analysis needs to be performed station by station and compo-
nent by component. One potential solution to this drawback is to apply multi-channel singular
spectrum analysis (MSSA) to time series in a regional or global GPS network.
In conclusion, we have introduced an alternative approach to extract time-variable seasonal
signals from GPS time series. SSA is a viable and complementary tool for exploring modulated
oscillations from GPS time series.
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Understanding stochastic process based on SSA
derived results
5.1 Motivation
In the previous chapter, we have demonstrated the capabilities of singular spectrum analysis
for investigating seasonal signals from GPS time series. Based on the previous analysis, SSA is
superior to LS fitting in modeling time variable annual and semi-annual signals and is compa-
rable to the Kalman filtering approach. SSA has its prominent advantages, e.g., non-parametric
and model independent. However, it also has its disadvantages, e.g., time-consuming, espe-
cially for analyzing the GPS time series on global scale. In Section 4.3, it has been shown that the
choice of window size of SSA analysis for each station or even each component might be dif-
ferent. This will make implementing SSA analysis automatically difficult and time-consuming.
While this will be the advantage of the Kalman filtering approach if only we had found the
suitable process model and process noise covariances.
In this chapter, the focus will be on the Kalman filtering approach to investigate the effects of
different process noise covariances. The same weekly height GPS time series used in Section 4.3
will be used. Due to unknown true time varying seasonal signals buried in the GPS time series,
we thus tentatively take the SSA derived results from Section 4.3 as the reference. Note that
there is no proof that the SSA derived results will be the real time-variable seasonal signals.
5.2 Modeling stochastic process with random walk
5.2.1 Modeling with the basic Kalman filtering approach
The basic Kalman filtering approach used here is based on the model proposed by Davis et al.
(2012) who implemented the Kalman filtering approach in terms of the measurement model
(Eq. (3.20)), the state vector (Eq. (3.21)) with the randomwalk process (Eq. (3.13) and Eq. (3.14))
and its noise covariance matrix Qt (Eq. (5.1)). In this subsection, we apply the same Kalman
filtering setting as Davis et al. (2012) but only altering the variance rates by certain scales in
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Table 5.1: Five input process noise covariance scenarios for the random walk model.
rate term ( scalev) [mm2yr 3] sinusoidal term (scales) [mm2yr 1]
input variance scenario 1 a 1 0.5
input variance scenario 2 2 1
input variance scenario 3 4 2
input variance scenario 4 0.5 0.2
input variance scenario 5 0.5 0.1
a suggested by Davis et al. (2012)
order to investigate the effects of the input variances. The form of the input noise covariance
matrix with the scales is
Qt =
26666664
0 0 0 0 0 0
0 scalev  Dt 0 0 0 0
0 0 scales  Dt 0 0 0
0 0 0 scales  Dt 0 0
0 0 0 0 scales  Dt 0
0 0 0 0 0 scales  Dt
37777775 , (5.1)
where scalev is the scale factor for the rate term and scales is the scale factor for the sinusoidal
term. The used input variance scale factors are displayed in Table 5.1.
With the initial values and its uncertainties mentioned in Section 3.3, the basic Kalman filtering
with the random walk model of different process noise covariances is implemented. Due to
the unknown true time variable seasonal signals, we tentatively take the results from SSA as
the reference, i.e. ’true’ signal, and compare with the results from Kalman filtering approach
with five process noise scenarios. Note that assuming the SSA derived results as reference is an
assumption to evaluate the Kalman filtering approaches. To assess the performance of different
process noise covariances, the correlation and RMS of difference between SSA and the KF based
technique are employed to evaluate the performance.
The statistical results from using five different process noise covariances are shown in Table 5.2
and Table 5.3. As the assigned scales are not so significant, these statistics do not differentiate
each other remarkably. However, the pattern could still be seen from the tables. In terms
of correlation in Table 5.2, scenario 1 and scenario 4 provide almost the same performances
except the slight difference of the minimum correlation at the annual level (0.74 vs 0.72) and
the seasonal level (0.79 vs 0.77). These two scenarios outperform other scenarios at annual,
semiannual as well as seasonal levels. Both increasing and decreasing the scale factors could
not improve the performance. Comparing scenario 4 and scenario 5 which have the same
scaling factor for the rate term, more significant differences in correlation are seen which might
indicate the strong sensitivities for the sinusoidal terms. One possible reason is that the GPS
time series we used are mostly dominated by seasonal signals, see Fig. 4.1. This phenomenon
is also seen in terms of the RMS statistics.
According to the mean RMS statistics at annual, semiannual and seasonal levels shown in Ta-
ble 5.3, scenario 1 performs relatively better than scenario 4 at the semiannual level and these
two scenarios beats other scenarios. The statistics presented in both Table 5.2 and Table 5.3
indicate that scenario 1 suggested by Davis et al. (2012) is the optimal input noise covariance
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Table 5.2: Comparison of correlation between SSA and five input noise variance scenarios using the basic Kalman
filtering approach over 79 GPS sites. The maximum mean correlation values are highlighted.
max correlation min correlation mean correlation
Only annual
SSA vs Scenario 1 0.99 0.74 0.96
SSA vs Scenario 2 0.99 0.73 0.96
SSA vs Scenario 3 0.99 0.70 0.95
SSA vs Scenario 4 0.99 0.72 0.96
SSA vs Scenario 5 0.99 0.60 0.94
Only semi-annual
SSA vs Scenario 1 0.98 0.19 0.84
SSA vs Scenario 2 0.97 0.19 0.83
SSA vs Scenario 3 0.97 0.18 0.82
SSA vs Scenario 4 0.98 0.19 0.84
SSA vs Scenario 5 0.98 0.18 0.81
Annual+semi-annual
SSA vs Scenario 1 0.99 0.79 0.95
SSA vs Scenario 2 0.99 0.78 0.94
SSA vs Scenario 3 0.99 0.77 0.94
SSA vs Scenario 4 0.99 0.75 0.95
SSA vs Scenario 5 0.99 0.67 0.93
Table 5.3: Comparison of RMS values (mm) between the difference between SSA and five input noise variance
scenarios using the basic Kalman filtering approach over 79 GPS sites. The minimum mean RMS values are
highlighted.
max RMS min RMS mean RMS
Only annual
SSA vs Scenario 1 2.00 0.25 0.57
SSA vs Scenario 2 1.84 0.26 0.58
SSA vs Scenario 3 1.77 0.27 0.59
SSA vs Scenario 4 2.26 0.25 0.57
SSA vs Scenario 5 2.43 0.27 0.65
Only semi-annual
SSA vs Scenario 1 3.40 0.21 0.53
SSA vs Scenario 2 3.11 0.24 0.55
SSA vs Scenario 3 2.73 0.25 0.56
SSA vs Scenario 4 3.75 0.19 0.54
SSA vs Scenario 5 3.82 0.18 0.54
Annual+semi-annual
SSA vs Scenario 1 4.23 0.42 0.80
SSA vs Scenario 2 3.90 0.43 0.83
SSA vs Scenario 3 3.51 0.45 0.86
SSA vs Scenario 4 4.63 0.42 0.80
SSA vs Scenario 5 4.84 0.44 0.88
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model using the basic Kalman filtering approach. The basic Kalman filtering approach with the
input noise variance of scenario 1 will be further compared with an ensemble Kalman filtering
approach in Section 5.3.
5.2.2 Modeling with an ensemble Kalman filtering approach
Following closely the concept of Davis et al. (2012), Weigelt et al. (2013) applied the Kalman
filtering approach with a few modifications to CHAMP and GRACE time series. Here in this
subsection, we borrow the experience from Weigelt et al. (2013) but modifying to the case of
GPS time series.
Several differences between (Davis et al., 2012) and (Weigelt et al., 2013) can be listed. Firstly,
Weigelt et al. (2013) considered the time series y(t) to be time variant consisting of a determin-
istic part y¯(t) as well as a zero-mean stochastic component dy(t)
y(t) = y¯(t) + dy(t) , (5.2)
with
dy(t) = da1(t  t0) +da2 cos(2p(t  t0)) + da3 sin(2p(t  t0)) (5.3)
+da4 cos(4p(t  t0)) + da5 sin(4p(t  t0)) .
Note that Eq. (5.3) include the semiannual terms as well to the case of GPS time series, whereas
Weigelt et al. (2013) considered only annual signal. The deterministic part y¯(t) is described
by the conventional GPS time series model shown in Eq. (1.1). Unlike Davis et al. (2012) who
modeled both the deterministic part and the stochastic part together in the Kalman filter on the
original time series y(t), Weigelt et al. (2013) estimate the deterministic part beforehand using
the least squares fitting and remove it from the original time series y(t) in order to obtain the
residual part, i.e. the stochastic part dy(t). The parameters da1,    , da5 in Eq. (5.3) are then
estimated by the Kalman filter. In this way, the estimated annual and semiannual signals are
a combination of the respective estimated deterministic part from the least-squares fitting and
the stochastic part from the Kalman filtering technique.
A second difference lies in the choice of the process noise covariance model. Unlike Davis
et al. (2012) who used a random walk process model with the noise covariance in the form of
Eq. (5.1), Weigelt et al. (2013) follows the same Kalman filter setting as Davis et al. (2012) but
with a different concept of the process noise covariance model. They described the random
walk noise mathematically using the model presented in Section 3.2, which is achieved by
integrating a random sequence drawn from a Gaussian distribution. Practically in Weigelt
et al. (2013), the generated noise model is normalized and scaled into the noise level of the
CHAMP and GRACE gravity spherical harmonic coefficients [Dr. Matthias Weigelt, personal
communication]. In the case of GPS time series, we also scale the generated random walk noise
model using the scale factors shown in Table 5.1.
In addition, to minimize a possible dependency on the used sequence of random Gaussian
distribution, they applied an ensemble approach, that is, the estimation is repeated for different
realizations of the process noise. The resultant estimations of the parameters da1,    , da5 are an
ensemble of respective solutions, i.e. the averaged solutions out of 100 ensembles. Accordingly
this approach is called an ensemble Kalman filtering EnKF approach.
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Table 5.4: Comparison of correlation between SSA and five input noise variance scenarios using the ensemble
Kalman filtering approach over 79 GPS sites. The maximum mean correlation values are highlighted.
max correlation min correlation mean correlation
Only annual
SSA vs Scenario 1 0.99 0.70 0.95
SSA vs Scenario 2 0.99 0.69 0.94
SSA vs Scenario 3 0.99 0.66 0.93
SSA vs Scenario 4 0.99 0.68 0.95
SSA vs Scenario 5 0.99 0.54 0.93
Only semi-annual
SSA vs Scenario 1 0.96 0.19 0.79
SSA vs Scenario 2 0.95 0.19 0.77
SSA vs Scenario 3 0.94 0.19 0.75
SSA vs Scenario 4 0.97 0.19 0.81
SSA vs Scenario 5 0.95 0.18 0.74
Annual+semi-annual
SSA vs Scenario 1 0.99 0.73 0.93
SSA vs Scenario 2 0.98 0.70 0.91
SSA vs Scenario 3 0.98 0.63 0.90
SSA vs Scenario 4 0.99 0.73 0.94
SSA vs Scenario 5 0.99 0.60 0.86
Table 5.5: Comparison of RMS values (mm) between the difference between SSA and five input noise variance
scenarios using the ensemble Kalman filtering approach over 79 GPS sites. The minimum mean RMS values are
highlighted.
max RMS min RMS mean RMS
Only annual
SSA vs Scenario 1 1.89 0.28 0.64
SSA vs Scenario 2 2.03 0.37 0.70
SSA vs Scenario 3 2.15 0.36 0.75
SSA vs Scenario 4 1.79 0.29 0.59
SSA vs Scenario 5 2.19 0.30 0.69
Only semi-annual
SSA vs Scenario 1 1.96 0.29 0.63
SSA vs Scenario 2 1.71 0.35 0.68
SSA vs Scenario 3 1.82 0.41 0.73
SSA vs Scenario 4 3.00 0.23 0.57
SSA vs Scenario 5 3.95 0.42 0.97
Annual+semi-annual
SSA vs Scenario 1 2.64 0.48 0.97
SSA vs Scenario 2 2.47 0.58 1.07
SSA vs Scenario 3 2.69 0.65 1.15
SSA vs Scenario 4 3.77 0.44 0.87
SSA vs Scenario 5 4.87 0.65 1.23
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To demonstrate the application of this ensemble Kalman filter (EnKF)approach, we follow the
procedure of Weigelt et al. (2013) but with slight differences: 1) semiannual terms are included;
2) scale factors are different. The reason is that the time series we use are of different character-
istics, e.g. noise level. We run the EnKF approach with five different sets of scaling factors and
we compare the estimated annual and semiannual with the SSA derived results. The statistical
results are shown in Table 5.4 and Table 5.5.
In terms of correlation, unlike the conclusion drawn from the last subsection, scenario 4
presents relatively better statistics than scenario 1 at the semiannual and seasonal level. They
both outperform other scenarios. This phenomenon also holds for the RMS statistics. Scenario
4 ranks highest in terms of mean RMS. Based on the statistics shown in both Table 5.4 and
Table 5.5, we can easily draw the conclusion that the scaling factor of scenario 4 succeeds in
the comparison using the ensemble Kalman filtering approach suggested by Weigelt et al.
(2013).
It might be worth noting that we also experimentally implement the procedure of Weigelt et al.
(2013) directly onto the original GPS time series, i.e. without removing the deterministic part.
We obtain almost the same results. This indicates it is not necessary to estimate the determin-
istic part first in the case of the GPS time series.
5.3 Comparison of two random walk noise models with SSA derived
results
Based on the analysis in Section 5.2, this section aims to compare the two Kalman filtering
scenarios. One is the basic Kalman filtering (KF)approach suggested by Davis et al. (2012) and
the other one is the ensemble Kalman filter (EnKF) applied in Weigelt et al. (2013). The best
performances from each group are extracted and compared in Table 5.6 and Table 5.7.
Table 5.6: Comparison of correlation between SSA and two KF scenarios over 79 GPS sites.
max correlation min correlation mean correlation
Only annual
SSA vs KF 0.99 0.74 0.96
SSA vs EnKF 0.99 0.48 0.95
Only semi-annual
SSA vs KF 0.98 0.19 0.84
SSA vs EnKF 0.97 0.19 0.81
Annual+semi-annual
SSA vs KF 0.99 0.79 0.95
SSA vs EnKF 0.98 0.73 0.94
At the annual signal level, both scenarios (KF and EnKF) achieve a high correlation (more than
0.9) and relatively good RMS values (less than 1 mm), which results from the strong annual
signal buried in the GPS height time series. At this level, KF performs slightly better than EnKF.
At the semi-annual signal level, correlations decreasewhile they are still acceptable. RMS values
do not change much because of weak semi-annual signal strength. At the combination level
(annual plus semi-annual), correlations are high in both scenarios. As for RMS values, with the
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Table 5.7: Comparison of RMS values (mm) between the difference of SSA and two KF scenarios over 79 GPS sites.
max RMS min RMS mean RMS
Only annual
SSA vs KF 2.00 0.25 0.57
SSA vs EnKF 1.79 0.29 0.59
Only semi-annual
SSA vs KF 3.40 0.21 0.53
SSA vs EnKF 3.00 0.23 0.57
Annual+semi-annual
SSA vs KF 4.23 0.42 0.80
SSA vs EnKF 3.77 0.44 0.87
signal strength increasing, KF and EnKF could still receive a mean RMS less than 1 mm. The
comparisons in terms of both correlation and RMS show that both scenarios can achieve quite
close performances.
The input process noise variances balance the predicted and observed values during the run-
ning of the Kalman filter. The analysis shown in the last section indicates that no matter how
we alter the scale factor in EnKF, either enlarging or reducing the input process noise variances,
the performance of EnKF is still inferior to KF. If we further compare the statistics shown in
Table 5.2 to Table 5.5, the KF outperforms EnKF using each of the same set of the scaling factors.
It may indicate that the method of EnKF to create input process noise variances is not the op-
timal choice for the case of the GPS time series. One possible reason is that the EnKF approach
does not consider the time interval in the GPS time series when generating the noise process. In
Weigelt et al. (2013), the CHAMP data they used were equally sampled while data gaps exist in
the GPS time series we used.
Fig 5.1, Fig 5.2 and Fig 5.3 show two examples of the comparison at annual, semi-annual and
seasonal levels. DRAO station, which is located in Penticton, Canada, has very strong seasonal
signals while inter-annual variation dominates the CLAR station, which is from Claremont,
United States. In cases like DRAO station, both Kalman filter scenarios could very promising
results with respect to SSA. Nevertheless, in cases like the CLAR station, Kalman filtering based
techniques perform poorly due to the insignificant annual and semiannual signals. In this case,
it may be not only the problem of input noise variances. The model proposed by Davis et al.
(2012) may not bo suitable for stations like CLAR.
The solid lines in magenta in Fig 5.1, Fig 5.2 and Fig 5.3 are the long-term variations in the CLAR
station which is extracted by SSA. It shows SSA is able to separate the long-term changes from
seasonal signals in the GPS time series.
5.4 Summary
Kalman filtering is an useful approach applied widely in geodetic time series modeling. How-
ever, being dependent on the dynamic model as well as on the input noise covariance models
is a major disadvantage. In this chapter, we focus the study on investigation of the effects of the
stochastic process within the Kalman filtering approach. To this end, we applied two Kalman
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Figure 5.1: Comparison of extracted annual signal only in the DRAO station and the CLAR station. Solid line in
magenta is the long-term variation extracted by SSA. It is clear that long-term variations will alias into annual
signals in the case of CLAR station when we apply Kalman filtering.
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Figure 5.2: Comparison of extracted semiannual signal only in the DRAO station and the CLAR station. Solid line
in magenta is the long-term variation extracted by SSA.
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Figure 5.3: Comparison of extracted seasonal signal (combination of annual and semiannual) in the DRAO station
and the CLAR station. Solid line in magenta is the long-term variation extracted by SSA.
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filtering based approaches. One follows the basic Kalman filtering technique (Davis et al., 2012)
and the other is an ensemble Kalman filtering approach (Weigelt et al., 2013). In terms of a com-
parison of two KF scenarios over 79 GPS stations, we conclude that KF which is based on the
variance rates (Davis et al., 2012) outperforms EnKF that is based on the simulation of the pro-
cess noise variances (Weigelt et al., 2013). It indicates that the Weigelt et al. (2013) approach
of dealing with input noise variances is not an optimal choice for the case of GPS time series
analysis.
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Chapter 6
Conclusions and Outlook
6.1 Conclusions
Earth’s surface displacements recorded by GPS behave normally with significant seasonal sig-
nals due to various geophysical phenomena. Conventionally, annual plus semiannual signals
are retrieved using the classical least squares fitting approach. Recently, much attention has
been paid to investigate time variable seasonal signals associated with time varying ampli-
tudes and phases for GPS time series. This is challenging and some promising research has
already been carried out, e.g. Bennett (2008) and Davis et al. (2012). The main objective of this
study is to further contribute to this direction and the contributions are two-fold.
Firstly, this study investigates the capabilities of singular spectrum analysis (SSA), which is a
non-parametric approach to extract modulated periodic cycles from the original GPS time se-
ries. Comparing to previous studies, we address the problem in an alternative way. From
simulation and from real data analysis, we demonstrate that SSA, as a data driven method, has
the ability to extract amplitude and phase varying periodic variabilities from GPS coordinate
time series. As a key parameter in SSA, the choice of embedding window size is studied, and
via the simulation we demonstrate that a two-year or three-year lag-window is appropriate for
extracting time-varying annual and semi-annual cycles. The resultant choice of the window
size is further confirmed through applying SSA to a 79 globally distributed GPS sites. Never-
theless, it is worth mentioning that if other signals having different frequencies are of interest,
a different lag-window size needs to be assigned.
Secondly, this study looks into the effects of the input process noise variances in the framework
of the Kalman filter. Two Kalman filter approaches with different input noise models are com-
pared over 79 GPS sites. The statistics (correlation and RMS with respect to SSA derived results)
indicate that the basic Kalman filtering technique with the input noise model suggested by
Davis et al. (2012) seems to provide optimal performance. Their Kalman filtering scenario out-
performs the Kalman filtering implementation of Weigelt et al. (2013) who applied it to CHAMP
gravity spherical harmonic coefficients. It is therefore recommended to follow Davis et al.
(2012) in the case of GPS time series. Nevertheless, other even better scenarios might exist and
the application of Kalman filtering in GPS time series analysis requires further investigations.
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6.2 Outlook
The extraction of seasonal signals from geodetic time series is still under development. Further
investigations on both SSA and Kalman filtering are required. For example, the so-called w-
correlation (Golyandina and Zhigljavsky, 2013) could potentially help to select the window size
for SSA. In terms of Kalman filtering, other dynamic models, e.g. First Order Gauss Markov
(FOGM) could be tested in the future.
In addition to SSA and Kalman filtering, other approaches, e.g. singular spectrum decomposi-
tion (SSD) proposed by Bonizzi et al. (2014) and empirical mode decomposition (EMD) invented
by Huang et al. (1998), have great potentiality to contribute to the direction. In particular, EMD
has been applied to geophysical time series (Huang and Wu, 2008).
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