This is the rst of a series devoted to the direct and inverse approximation theorems of the p-version of the nite element method in the framework of the weighted Besov spaces. The weighted Besov spaces and modi ed weighted Besov spaces in two dimensions are introduced, and the approximability of the functions belonging to these weighted Besov spaces are analyzed. We use this framework to precisely characterize the singularities of functions of r -and r log r-type on a square domain, and derive the best approximation properties by high-order polynomials for these functions. These results will further lead to the optimal rate of convergence for the p-version of the nite element method for elliptic problems in polygonal domains, and with the help of the weighted Besov spaces various sharp inverse approximation results will be proven. More results on the direct and inverse approximation theorems in the framework of the weighted Besov spaces in two and three dimensions will appear in rest of the series.
Introduction
Since the late 1970s the p-version of the nite element method, which achieves accuracy by increasing the order of polynomial on a xed mesh, has been one of the most used versions of the nite element method. The p-version has been well developed and is used in the approximation theory, numerical computation, and applications to mechanics and engineering. There are several commercial and research codes based on the p and h-p versions of the nite element method such as MSC/PROBE, FIESTA, MECHANICA, PHLEX, STRESSCHECK, and STRIPE.
It was shown in 1980 that the p-version nite element solution in two dimensions converges at least as fast as the traditional h-version with quasi-uniform meshes, and that it converges twice as fast as the h-version if the solution has singularity of r -type. The upper bound of errors of the p version is of order O(p ?2 +" ), where p is the order of polynomials and " > 0, arbitrary ( 9] ). In 7, 8] the " was removed. In the middle of the 1980s the performance of the p-version in three dimensions was addressed in 11, 12] . A comprehensive analysis of the p-version approximation in one dimension is available in 14] , where a precise asymptotic expression is given.
Although signi cant progress have been made in past two decades, there are several important issues of the p-version in two and three dimensions remained to be answered. First of all, the lower bound of approximation error in energy norm and the optimal rate of convergence for the p-version nite element method has not been established. The precise asymptotic analysis for one dimension can not be carried over in two and three dimensions. The upper bound of approximation in three dimension is not sharp. Secondly, the precise inverse approximation theorems for the p-version are not available. Thirdly, there is a need of a reliable a-posteriori error estimator for the p-version.
It is well known that the Sobolev spaces are not adequate for the analysis of the problems on non-smooth domains, and that the Besov spaces is a good tool for the hversion approximation, but is not e ective for the analysis of the p-version when solution is singular at vertices and edges of non-smooth domains. The weighted Besov spaces are introduced in this paper for the analysis of the best approximation of these singular solutions. In terms of the weighted Besov spaces the leading singular terms in local asymptotic expansion are precisely characterized, and the approximability of these singular functions is e ectively analyzed in two dimensions as well as in three dimensions.
It is worth noting that the weighted Besov space B s; in three dimensions is de ned di erently in the neighborhoods of vertices, edges, and vertex-edges according to the different characters of the singularities of the solution for problems on polyhedral domains. With the help of various weighted Besov spaces we are able to derive the sharp lower and upper bounds of the error. It is proved in our papers that the lower and upper bounds are of the same order, which shows the optimal convergence rates of the p-version of the nite element solution. In the framework of the weighted Besov spaces, direct and inverse approximation theorems are established.
This paper is the rst of a series devoted to the direct and inverse theorem of the p-version of the nite element method in two and three dimensions in the framework of the weighted Besov spaces. In this paper we shall set the framework for analyzing the pversion in two dimensions. In Section 2 we introduce the weighted Besov spaces B s; (Q) with Q = (?1; 1) 2 and analyze the approximability of functions of the r -type, with > 0 in terms of the space B s; (Q). The approximation of functions of r log r-type, with integer > 0, is analyzed in terms of the modi ed weighted Besov space B s; (Q) in Section 3. Unlike the space B s; (Q), the space B s; (Q) is not exact of component , and it is only a uniform interpolation space according to the de nitions of 10]. Various properties of this modi ed spaces have to be carefully studied and strictly proved, in particular, the equivalent norms by the K-method and J-method and the reiteration theorems. Some concluding remarks are given in the last section on the e ectiveness of the Sobolev space H s , the Besov space B s , and the weighted Besov spaces B s; and B s; for the analysis of the h-version and the p-version of the nite element method.
2 Approximation to functions of r -type based on the weighted Besov space B s; (Q) In order to analyze approximability of functions of r -type by higher-order polynomials, we shall introduce weighted Besov spaces to characterize these singular functions e ectively and precisely, which will lead to the optimal approximation of the p-version of the nite element solutions.
Sobolev and Besov spaces with Jacobi weights
Let Q = I n = (?1; 1) n ; n = 1; 2; 3, and let
be a weight function with integer i 0 and real number i > ?1, which is refereed to as Jacobi weight. Obviously, the Jacobi polynomials and their derivatives are orthogonal with the weight w ; (x). The Sobolev space H k; (Q) is de ned as a closure of C 1 functions in the norm with the Jacobi weight Proof: For the sake of simplicity we shall prove the theorem in one dimension, and then generalize it to the n-dimensional setting. Proof: We will prove (2.7) for n = 2. The proof for n = The combination of (2.29){(2.32) yields (2.27) and completes the proof of the theorem. Proof: The proof of the previous theorems can be carried over, except using the approximation to u 1 (x) instead of u 0 (x), and then using Lemma 2. 1) g(t) = (1 ? log t)
(1 + log t + log s) and g 0 (t) = ?(2 + log(1=s)) t(1 + log t + log s) 2 < 0: Hence, we always have for s > 1, t < 1 g(t) g(1=s) = 1 + j log sj:
Once more we get (3.5). The combination of (3.4) and (3. In order to prove the reiteration theorem we need to introduce the modi ed interpolation space de ned by the J-method. (1 + j log tj) < 1 (3:9) for 0 < < 1. The norm of A ;1; ;J is de ned as jjajj ;1; ;J = inf u ;1; J(t; u(t)) (3:10) where in mum is taken over all u satisfying (3.8) and (3.9). It was proven in Lemma 3.1 that ;1; , > 0 is not an exact functor of exponent for K(t; a). The next lemma will show that it is not an exact functor of exponent for J(t; u(t)) either. Lemma 3.2. For u 2 ( A), 2 (0; 1), 0 integer and t; s > 0, there holds ;1; J(t=s; u(t=s)) s ? (1 + j log sj) ;1; J(t; u(t)) : (3:11) Proof: Due to the de nition (3.1) (g(t 0 )) t 0 ? J(t 0 ; u(t 0 )) (1 + j log t 0 j) where g(t) = (1 + j log t 0 j) ( which implies (3.14) and completes the proof. is independent of selection of`and k and the value of . 2 We now consider functions of r log r-type u(x) = r log r (r) ( ) (3:16) be de ned on Q = (?1; 1) 2 with > 0 and integer 0, when (r) and ( ) are smooth functions satisfying (2.12) and (2.13), respectively. Obviously Supp. u R 0 = R r 0 ; 0 Q; R 0 is given in (2.14). Arguing as in the proof of Lemma 2.1, we can prove a similar lemma.
Lemma 3.3. Let u = r log r (r) ( ) be given in ( ; (3:17) and the rst term on the right hand of (3.17) vanishes for r < =2, and the second term vanishes for r < =2 and r > . (j log zj + j log j) 2( ?1?`) dz C 2 +1 j log j 2( ?1) : The contradiction between (3.29) and (3.30) implies the assertion of the theorem. 2 Remark 3.3. The theorem is proved by using the lower and upper bound of approximation error of the high order polynomials (the p-version), but it can also be proved by using the bounds of approximation error of the linear element (the h-version).
4 Concluding Remarks
In order to e ectively approximate singular solutions of r -type and r log r-type we successfully introduced the weighted Besov spaces B s; and B s; , respectively. The latter is not an exact interpolation space of exponent as the former, but a uniform interpolation space. Many properties of interpolation space de ned by usual K-method and J-method have to be carefully examined and some of them have to be substantially modi ed. These two spaces lead to the optimal convergence rate and to the sharp direct and inverse theorems for the p-version of the nite element method. As many function spaces with and without weights, these two spaces are supposed to characterize the singularities of solutions of problems in non-smooth domains and to serve various interest, such as approximation. Which function spaces serve the best our numerical goals depends on not only characters of the solutions, but also the numerical methods selected to approximate the solutions. The values of k and s in Sobolev spaces and Besov spaces for functions of r -type and r log r-type, with > 0 and 0, are listed in Table 6 .1, where k is an integer, s is real, ] denotes the largest integer < , etc. These values directly yield the rates of convergence given in Table 6 .2 for the h and p versions of nite element method,where is given in (3.26). For the elliptic problems on smooth domains, the regularity results in Sobolev space H s (Q) may very adequately serve numerical goals. For the linear elliptic problems on non-smooth domain, the regularity in usual Besov space B s (Q) can lead to the optimal rate of convergence for the h version of nite element method, and it has been shown in this paper that the weighted Besov spaces B s; (Q) and B s; (Q), > 0 are the best mathematical tools to analyze the convergence rate of the p version of the nite element method. It is well known that the regularity theory, which can lead to the exponential convergence for the h-p version associated with geometric meshes, is the one in the frame of countably normed spaces B` ( ) (see 1, 4, 15] ), instead of the weighted Besov spaces B s; (Q). The analysis on the approximability of functions by high-order polynomials in the framework of the weighted Besov Spaces, associated with the partition of unity technique and the treatment of Dirichlet boundary conditions, can lead to the optimal convergence of the p-version of the nite element method for boundary value problems in two dimensions. For the details we refer to our forthcoming paper 3].
The weighted Besov spaces is a very e ective tool for establishing inverse approximation theorem as well. The sharp results on inverse theorems will be derived in 4].
The weighted Besov spaces can be introduced for analysis of approximability of singular functions in three dimensions. Since the singular functions have di erent characters in di erent singular neighborhoods, the Weighted Besov spacea should be furnished with di erent weight functions accordingly. We refer to 5] for the details. 
