Abstract. In this paper, we prove a wide range of L p estimates for trilinear multiplier operators with singular symbols motivated by Iterated trilinear Fourier integrals called as Biest II. Specifically, the singular symbol of Biest II is the characteristic function for the set ξ 1 < ξ 2 < ξ 3 which is equal to χ ξ1<ξ2 · χ ξ2<ξ3 . In this paper, we want to consider trilinear operator with symbol m 1 (ξ 1 , ξ 2 ) · m 2 (ξ 2 , ξ 3 ) with singularity along the line {(ξ i , ξ i+1 ) ∈ IR 2 : ξ i = ξ i+1 } for m i for each i = 1, 2. This is natural variant of Biest II with the same singularities of χ ξ1<ξ2 and χ ξ2<ξ3 .
Introduction
The bilinear Hilbert transform can be written (modulo minor modifications) as B(f 1 , f 2 )(x) := ξ 1 <ξ 2 f 1 (ξ 1 ) f 2 (ξ 2 )e 2πix(ξ 1 +ξ 2 ) dξ 1 dξ 2 where f 1 , f 2 are test functions on IR and the Fourier transform is defined by f (ξ) := IR e −2πixξ f (x)dx.
From the work of Lacey and Thiele [9] , [10] we have the following L p estimates on B.
Theorem 1.1. B maps L p × L q → L r whenever 1 < p, q ≤ ∞, 1/p + 1/q = 1/r, and 2/3 < r < ∞.
Also, we have a trilinear variant of the bilinear Hilbert transform called as Biest II(the Fourier case), defined by
The operator T arises naturally from WKB expansions of eigenfunctions of one-dimensional Schrödinger operators, following the work of Christ and Kiselev [1] ; see Appendix I of [14] for further discussion. Also we have a large set of L p estimates for T , following the work of Muscalu, Tao and Thiele [15] . Specifically, let us consider the 3-dimensional affine hyperspace S := {(α 1 , α 2 , α 3 , α 4 ) ∈ IR 4 | α 1 + α 2 + α 3 + α 4 = 1}.
Denote by D ′ the open interior of the convex hull of the 12 extremal points A 1 , ..., A 12 . They belong to S and have the following coordinates: ′′ . Then we have the following L p estimates on T from the work of Muscalu, Tao and Thiele [15] . Theorem 1.2. Let 1 < p 1 , p 2 , p 3 ≤ ∞ and 0 < p
as long as (1/p 1 , 1/p 2 , 1/p 3 , 1/p 4 ) ∈ D.
In particular,
4 , whenever 1 < p 1 , p 2 , p 3 ≤ ∞ and 1 ≤ p ′ 4 < ∞.
In this paper we shall study a trilinear multiplier operator motivated by T and defined by T m 1 m 2 (f 1 , f 2 , f 3 )(x) = IR 3 m 1 (ξ 1 , ξ 2 )m 2 (ξ 2 , ξ 3 ) f 1 (ξ 1 ) f 2 (ξ 2 ) f 3 (ξ 3 )e 2πix(ξ 1 +ξ 2 +ξ 3 ) dξ 1 dξ 2 dξ 3
where m i (ξ i , ξ i+1 ) is smooth away from the line
for i = 1, 2 and satisfying |∂ α (m i (ξ))| ≤ 1 dist(Γ i , ξ) |α| for every ξ ∈ IR 2 \ Γ i , sufficiently many multi-indices α. If we look at the singular symbol χ ξ 1 <ξ 2 <ξ 3 of T as χ ξ 1 <ξ 2 · χ ξ 2 <ξ 3 , then it is easy to see that the symbol m 1 (ξ 1 , ξ 2 )m 2 (ξ 2 , ξ 3 ) is a natural variant of χ ξ 1 <ξ 2 · χ ξ 2 <ξ 3 with the same singular set. A simple example for this symbol is a(ξ 1 − ξ 2 )b(ξ 2 − ξ 3 ) for classical Marcinkiewicz-Mikhlin-Hörmander symbols a and b.
For comparison, we can also consider bilinear operators with generic symbols having the same singular set as the one of the bilinear Hilbert transform defined by B m (f 1 , f 2 )(x) := m(ξ 1 , ξ 2 ) f 1 (ξ 1 ) f 2 (ξ 2 )e 2πix(ξ 1 +ξ 2 ) dξ 1 dξ 2 where the symbol m is smooth away from Γ := {(ξ 1 , ξ 2 ) ∈ IR 2 : ξ 1 = ξ 2 } and satisfying |∂ α (m(ξ))| ≤ 1 dist(Γ, ξ) |α| for every ξ ∈ IR 2 \ Γ, sufficiently many multi-indices α. Then we can easily obtain the same L p estimates for B m (f 1 , f 2 )(x) as Theorem 1.1 by applying the same model operator (modulo nice decaying Fourier coefficient).
In a similar fashion, we can build the expansion m 1 (ξ 1 , ξ 2 )m 2 (ξ 2 , ξ 3 ) in (1) from the symbol χ ξ 1 <ξ 2 · χ ξ 2 <ξ 3 of Biest II. One of the essential ideas in the paper [15] is to consider the symbol χ ξ 1 <ξ 2 · χ ξ 2 <ξ 3 as χ ξ 1 <ξ 2 · χξ 1 +ξ 2 2 <ξ 3 in the region {|ξ 3 − ξ 2 | ≫ |ξ 2 − ξ 1 |}, and similarly consider χ ξ 1 <ξ 2 ·χ ξ 2 <ξ 3 as χ ξ 1 < ξ 2 +ξ 3 2 ·χ ξ 2 <ξ 3 in the region {|ξ 3 −ξ 2 | ≪ |ξ 2 −ξ 1 |}. From these observation people are able to decompose the multiplier operator corresponding to each region with a composition of two bilinear Hilbert transforms with some constraint on the inner bilinear Hilbert transform, which is apparently more convenient to obtain its L p estimates by applying the idea from bilinear Hilbert transform. However, we are no longer able to apply this main idea to T m 1 m 2 , simply because the symbols are truly dependent on its variables so that we can not rely on the fact that 1 · 1 = 1, which makes the whole proof here is more challenging.
The main purpose of this paper is to obtain a large set of L p estimates for T m 1 m 2 . Specifically, we are able to obtain the following result
as long as
The notation and techniques are heavily inspired by Muscalu, Tao and Thiele [14] , [15] .
The author would like to thank her thesis adviser, Camil Muscalu, for pointing out the occurrence of this type multilinear singular integrals in the recent study including the relationship between specific singular integrals and dyadic tree diagrams with weights trees and for all helpful discussion regarding this problem.
notation
We use A B to denote the statement that A ≤ CB for some large constant C and A ≪ B to denote the statement that A ≤ C −1 B for some large constant C. Our constants C shall always be independent for the tiles P .
Given any interval I, let |I| denote the Lebesgue measure of I and let cI denote the interval with the same center as I but c times the side-length. Also define the approximate cutoff function χ I by
where x I is the center of I. A collection {ω} of intervals is said to be lacunary around the frequency ξ if we have dist(ξ, ω) ∼ |ω| for all ω in the collection.
We define a modulated Calderón-Zygmund operator to be any operator T which is bounded on L 2 and has the form
where x, y ∈ IR, and the (possibly vector-valued) kernel K obeys the estimates
for all x = y and for some ξ, η ∈ IR. Note that a modulated Calderón-Zygmund operator is the composition for an ordinary Calderón-Zygmund operator with modulation operators such as f → e 2πiξ · f . By standard Calderón-Zygmund theory we thus see that T is bounded on L p for all 1 < p < ∞, and is also weak-type (1, 1).
interpolation
In this section, we review the restricted weak-type interpolation theorems from [17] . It allows us to reduce multi-linear L p estimates as those in Theorem 1.3 to certain restricted weak-type estimates.
To prove the L p estimates on T m 1 m 2 it is convenient to use duality and introduce the quadrilinear form Λ associated to T m 1 m 2 via the formula
For p 4 ′ < 1 this simple duality relationship breaks down, however the interpolation arguments in [17] will allow us to reduce (3) to certain restricted type estimates on Λ. As in [17] we find more convenient to work with the quantities α i = 1/p i , i = 1, 2, 3, 4, where p i stands for the exponent of
and there is at most one index j such that α j < 0. We call an index i good if α i ≥ 0, and we call it bad if α i < 0. A good tuple is an admissible tuple without bad index, a bad tuple is an admissible tuple with a bad index.
Definition 3.2. Let E, E ′ be sets of finite measure. We say that E ′ is a major subset of
|E|.
Definition 3.3. If E is a set of finite measure, we denote by χ(E) the space of all functions f supported on E and such that f ∞ ≤ 1.
is an admissible tuple, we say that a 4-linear form Λ is of restricted type α if for every sequence E 1 , E 2 , E 3 , E 4 of subsets of IR with finite measure, there exists a major subset E ′ j of E j for each bad index j (one or none) such that
, where we adopt the convention E ′ i = E i for good indices i, and |E| α is a shorthand for
The following restricted type result will be proved directly. By interpolation of restricted weak-type estimates in [17] we thus obtain Corollary 3.6. Let α be an admissible tuple such that α ∈ D. Then Λ is of restricted type α.
It only remains to convert these restricted type estimates into strong type estimates (3). To do this one just has to apply (exactly as in [17] ) the multilinear Marcinkiewicz interpolation theorem in [8] in the case of good tuples and the interpolation lemma 3.11 in [17] in the case of bad tuples. This ends the proof of theorem 1.3. Hence, it remains to prove Theorem 3.5.
discretization
We now prove Theorem 3.5. The first reduction is to pass from the "continuous" form Λ to a "discretized" variant involving sums of inner products with wave packets. This step is standard and appears essential in order for the phase plane combinatorics to work correctly. We fist recall some standard definitions and comments in [15] .
. A tri-tile with shift σ is a 3-tuple P = (P 1 , P 2 , P 3 ) such that each P i is an i-tile with shift σ i , and the I P i = I P are independent of i. The frequency cube Q P of a tri-tile is defined to be 3 i=1 ω P i . We shall sometimes refer to i-tiles with shift σ just as i-tiles, or even as tiles, if the parameters σ, i are unimportant. Definition 4.5. A set P of tri-tiles is called sparse, if all tri-tiles in P have the same shift and the set {Q P : P ∈ P} is sparse.
Again, any set of tri-tiles can be split into O(1) sparse subsets. Definition 4.6. Let P and P ′ be tiles. We write P ′ < P if I P ′ I P and 3ω P ⊆ 3ω P ′ , and P ′ ≤ P if P ′ < P or P ′ = P . We write P ′ P if I P ′ ⊆ I P and 10 7 ω P ⊆ 10 7 ω P ′ . We write P
This ordering by Muscalu, Tao and Thiele [15] is in the spirit of that in Fefferman or Lacey and Thiele [9] , [10] , [22] . The main difference from the previous orderings is that P ′ and P do not quite have to intersect which turns out to be convenient for technical purposes.
Definition 4.7. A collection P of tri-tiles is said to have rank 1 if one has the following properties for all P , P ′ ∈ P:
If we further assume that |I P ′ | < 10 9 |I P |, then we have
Definition 4.8. Let P be a tile. A wave packet on P is a function φ p which has Fourier support in 9 10 ω P and obeys the estimates
for all M > 0, with the implicit constant depending on M.
Heuristically, φ P is L 2 -normalized and is supported in P .
} 3 be shifts, and let P, Q be finite collections of multitiles with shifts σ, σ ′ respectively such that P and Q both have rank 1. For each i = 1, 2, 3, P ∈ P and Q ∈ Q, let Φ P i = Φ P i ,i and Φ Q i = Φ Q i ,i be a wave packet on P i and Q i , respectively. Define the forms Λ P, Q and Λ
is of restricted type α modulo extra factor 2 #/2 for all admissible tuples α ∈ D ′ , uniformly in the parameters σ, σ ′ , P, Q, Φ P i , Φ Q i . Therefore Λ P, Q is of restricted type α for all admissible tuples α ∈ D ′ , uniformly in the parameters σ, σ ′ , P, Q, Φ P i , Φ Q i . Furthermore, in the case that α has a bad index j, the restricted type is uniform in the sense that the major subset E ′ j can be chosen independently of the parameters just mentioned.
Compared to the form Λ P, Q in Theorem 4.8 of [15] , we have the form Λ # P, Q with extra constraint 2 # |ω Q 3 | ∼ |ω P 1 |. Because of this constraint, we are no loner able to apply one of the essential tricks to estimate the tile norms of the type of B P 1 (f 1 , f 2 ), Φ P 1 (described in Lemma 8.2 of [15] and Lemma 6.1 of [14] ). This trick allows us to decouple P and Q variables using some kind of symmetry between them so that we have
not depending on each P ∈ P, but only depending on a fixed tree T ⊆ P. Thus we need new trick here by taking advantage of the extra constraint 2 # |ω Q 3 | ∼ |ω P 1 |, which we discuss in section 9.
In Theorem 4.9, we also note that once we obtain the first conclusion, say
, then we obtain the following conclusion in the Theorem, simply because we have that
We show the first conclusion in the last two sections which are same as in the sections 10, 11 in [15] (modulo extra factor 2 #/2 ), but we give a proof here for completeness.
Now in the rest of this section we show how Theorem 3.5 can be deduced from Theorem 4.9. First of all, we divide the symbol m 1 m 2 in (1) as
by a standard partition of unity where Q, Q ′ are the shifted dyadic squares such that
where Q j , Q ′ j are shifted dyadic intervals 2 k (n + (1, 0) + σ) for any k, n ∈ Z and σ ∈ {0, 1/3, 2/3} for each j = 1, 2 satisfying the property
are fixed large constants and Γ j is defined by (2) . Also, each φ Q , φ ′ Q are smooth bumps adapted to Q, Q ′ and supported in 8 10 Q, 8 10 Q ′ , respectively. Then we obtain
which is essentially similar to looking at the symbol separately in the following three region χ |ξ 3 −ξ 2 |∼|ξ 2 −ξ 1 | , χ |ξ 3 −ξ 2 |≪|ξ 2 −ξ 1 | and χ |ξ 3 −ξ 2 |≫|ξ 2 −ξ 1 | . With simple observation, we can see that the multiplier operator T III with the singular symbol m III is similar to the Bilinear Hilbert Transform with three functions. Specifically, it satisfies
for all multi-indices α. In fact, such operators were studied in [17] 
And similarly, for T II with the symbol m II and D ′′ . If the claims hold, then we finally obtain Theorem 1.3. We shall only prove the claim for T I , as the claim for T II follows by a permutation of the 1 and 3 indices.
We now consider
We obtain the last equality by taking the double Fourier series where φ Q ′ i ,n i ,i is a bump function adapted to Q ′ i and supported to 9 10 Q ′ i uniformly in n i for (n 1 , n 2 ) := n ∈ Z 2 and the Fourier coefficient is given by
We now claim that |C Q ′ n | C(n) which is independent for each Q ′ . Also it is a rapidly decreasing sequence. We prove this claim later in Lemma 5.1.
Then we can majorize (5) by
And because of big decaying factor C(n), once we have L p estimates with the symbol
then we can control the last summation with respect to n.
Now by applying Taylor series to
, we obtain that
for a big number M ∈ Z and where the remainder term is given by
ξ 1 for some θ between 0 and 1. We split (7) into three terms with ℓ = 0, with 1 ≤ ℓ < M, and with the remainder term R M (ξ 1 , ξ 2 ) as following
With simple observation, we can easily check that m I,{ℓ=0} is very similar to the symbol of the "Biest II" after splitting further m 1 (ξ 1 , ξ 2 )φ Q (ξ 1 , ξ 2 ) as double Fourier series in ξ 1 , ξ 2 modulo extra outer summation and rapidly decaying factor from the Fourier coefficient as the one in (6). Thus we now consider the other two cases more carefully in this paper.
Let |Q| = 2 k 1 and
we can assume that k 2 = k 1 + #, with # greater or equal than (say) 1000. For 1 ≤ ℓ < M, we have that m I,ℓ is equal to
by taking the double Fourier series where φ Q i ,m i ,i is a bump function adapted to Q i and supported to 9 10 Q i uniformly in m i for (m 1 , m 2 ) := m ∈ Z 2 and the Fourier coefficient
We now claim that |C Q,ℓ m | C(m) which is not depending on Q and ℓ. And it is a rapidly decreasing sequence. We prove this claim later in section 5. Then we can majorize m I,ℓ by
Here again, because of big decaying factor C(m), once we have L p estimates with the symbol
then we can control the last summation with respect to m ∈ Z 2 . We now claim that 2
where φ is a bump function adapted to [0, 1], and (11) is equal to
where φ(ξ) := φ(ξ)e 2πin 1 ξ which is a bump function adapted to [0, 1]. Then we have
which is also a bump function adapted to
Thus (10) can be written as
where Q 2 , it follows that ξ 1 +ξ 2 ∈ 9 10
Q 2 and as a consequence one can find a shifted dyadic interval Q 3 with the property that Q 3 and also satisfying |Q 1 | = |Q 2 | ≃ |Q 3 |. In particular there exists bump functions φ Q 3 ,n,3 adapted to Q 3 uniformly in n ∈ Z 2 and supported in 9 10 Q 3 , such that φ Q 3 ,n,3 ≡ 1 on 9 10
Q 2 . Similarly, we can find a shifted dyadic interval Q Q ′ 2 . Thus (13) can be written as
where this time
Since any subset of a shifted dyadic quasi-cubes in IR 3 can be split into O(1) sparse subsets, we can assume that the sum (14) runs over sparse collections of Q and Q ′ modulo finitely many such corresponding expressions. Then we can see that for each shifted dyadic quasi-cubes Q in such a sparse collection, there exists a unique shifted dyadic cubeQ in IR 3 such that Q ⊆
10Q
and with the diameter of Q similar to the diameter ofQ. Thus we can now assume that the sum (14) runs over sparse collections Q, Q ′ of shifted dyadic cubes Q, Q ′ , respectively. Then we can see that the multipliers of the type (14) are well localized, which allows us to simplify the corresponding trilinear operator T m #,ℓ with the symbol m #,ℓ which denotes the inner sum in (14) . More specifically, in order to obtain L p estimates of the trilinear operator T m #,ℓ for each # ≥ 1000, we consider the quadrilinear form Λ #,ℓ associated to T m #,ℓ defined by
which is the selected interval in IR about the origin. And this is equal to
where ℓ(Q) is the side-length of Q, Φ
Q j ,m,j (x − y) and we define Φ Q ′ j ,n,j x ′ (y) accordingly. And finally by defining Φ P j ,t,n,j := Φ Q ′ j ,n,j x P +|I P |t and Φ Q j ,t ′ ,m,j := Φ Q j ,m,j x Q +|I Q |t ′ where x P is the center of I P , we have that (15) is equal to
and where P and Q ranges over all tri-tiles with frequency cube Q ′ and Q, respectively. And we note that each P and Q have rank 1 by assumption. The latter condition −ω Q 3 ⊂ ω P 1 is automatic for nonzero summands. By redefining Q 3 to be −Q 3 and redefining Φ Q 3 ,t ′ ,m,3 accordingly, we can replaceΦ Q 3 ,t ′ ,m,3 by Φ Q 3 ,t ′ ,m,3 and the constraint −ω Q 3 ⊂ ω P 1 by ω Q 3 ⊂ ω P 1 in the definition of B P 1 ,m,t ′ . Then Theorem 3.5 follows by integrating the conclusion of Theorem 4.9 over t, t ′ , using the uniformity assumption of Theorem 4.9 (modulo L p estimates for the operator corresponding to m I,R M in (8), which we show in section 6). The finiteness condition on P and Q can be removed by the usual limiting argument. Therefore finally we have an operator in terms of wave packets which are perfectly localized in frequency but not in time space in Theorem 4.9.
Lemma (Fourier Coefficient)
Lemma 5.1. |C Q ′ n | C(n), not depending on Q ′ where n := (n 1 , n 2 ) ∈ Z 2 and ξ 3 ) which is the smooth restriction for the symbol m 2 to the cube Q ′ . Since it is smooth, we can integrate by parts as much as we can. Before doing that we have
and because of the support Q ′ of m 2,Q ′ , we can see
Then after taking integration by parts enough, we have
We note that 1 (1+|n 1 |+|n 2 |) M is a rapidly decreasing sequence depending only on n, not Q ′ .
Similarly, we can see that
because of the support Q of φ Q , we have |2
We also note that 1 (1+|m 1 |+|m 2 |) M ′ is a rapidly decreasing sequence depending only on m, not Q.
Remainder term
In this section, we will obtain L p estimates for the operator corresponding to m I,R M in (8). Let us recall from (8) that m I,R M is given by
where the remainder term in Taylor formula in (7) is defined by
for a big number M ∈ Z and ξ θ = (1 − θ 2 )ξ 2 + θ 2 ξ 1 for some θ between 0 and 1. Let |Q| = 2 k 1 and |Q ′ | = 2 k 2 for k 1 , k 2 ∈ Z. Then we have that (16) is equal to
by taking the double Fourier series for the parentheses in (17), we obtain that (17) is equal to
where φ n 1 (η) := φ(η)e 2πin 1 η where φ is a bump function adapted to [0, 1] and C(m) is a rapidly decreasing sequence as in (9) which is not depending on Q.
For simplicity, we denote
Then it is easy to remark that the operator corresponding to m I,R M can be majorized by
where T # has a symbol m # , and now we claim that the symbol m # is close to one with Coifman-Meyer operator with
In particular, the Coifman-Meyer theorem implies that T # is bounded with a bound that is of type O(2 100# ), say. But this is acceptable if we recall the big decaying factor 2 −(#+1)M in (18) . These arguments show that indeed Theorem 4.9 is the only one that remains to be understood.
Proof For fixed ξ o ∈ IR
3 , there exists a unique shifted dyadic quasi-cubes
containing ξ o in IR 3 so that we obtain
) because of localization of φ Q functions. Then it is easy to check that
trees
The standard approach to prove the desired estimates for the forms Λ P, Q is to organize our collections of tri-tiles P, Q into trees as in [6] . We may assume and shall do so for the rest of this article that P and Q are sparse of rank 1. We review standard definitions and comments for trees from [15] .
Definition 7.1. For any 1 ≤ j ≤ 3 and a tri-tile P T ∈ P, define a j-tree with top P T to be a collection of tri-tiles T ⊆ P such that P j ≤ P T,j f or all P ∈ T, where P T,j is the j component of P T . We write I T and ω T,j for I P T and ω P T,j respectively. We say that T is a tree if it is a j-tree for some 1 ≤ j ≤ 3.
Note that T does not necessarily have to contain its top P T . Definition 7.2. Let 1 ≤ i ≤ 3. Two trees T, T ′ are said to be strongly i-disjoint if
′ ∈ T ′ are such that 2ω P i ∩2ω P ′ i = ∅, then one has I P ′ ∩I T = ∅, and similarly with T and T ′ reversed.
Note that if T and T ′ are strongly i-disjoint, then
Given that P is sparse, it is easy to see that if T is an i-tree, then for all P , P ′ ∈ T and j = i we have
tile norms
Let us recall the standard tile norms from the paper by Muscalu, Tao and Thiele [15] . In the sequel we shall be frequently estimating expressions of the form
where P is a collection of tri-tiles and a (j) P j are complex numbers for P ∈ P and j = 1, 2, 3. In some cases (e.g. if one only wished to treat the Bilinear Hilbert transform) we just have
but we will have more sophisticated sequences a (j) P j when dealing with Λ P , Q . In [15] the following norms on sequences of tiles were introduced: Definition 8.1. Let P be a finite collection of tri-tiles, j = 1, 2, 3, and let (a P j ) P ∈ P be a sequence of complex numbers. We define the size of this sequence by size j ((a P j ) P ∈ P ) := sup
where T ranges over all trees in P which are i-trees for some i = j.
We also define the energy of the sequence by
where T ranges over all collections of strongly j-disjoint trees in P such that
for all T ∈ T, and (
for all sub-trees
The size measures the extent to which the sequence a P j can concentrate on a single tree and should be thought of as a phase-space variant of the BMO norm. The energy is a phase-space variant of the L 2 norm. As the notation suggests, the number a P j should be thought of as being associated with the tile P j rather than the full tri-tile P .
We can see that we have the monotonicity property
whenever P ′ ⊂ P. We also recall the following Lemmas and Proposition from [15] . By the John-Nirenberg inequality we have that Lemma 8.2. Let P be a finite collection of tri-tiles, j = 1, 2, 3, and let (a P j ) P ∈ P be a sequence of complex numbers. Then
From duality we see that Lemma 8.3. Let the notation be as in Definition 8.1. For any sequence (a P j ) P ∈ P , there exists a collection T of strongly j-disjoint trees, and complex coefficients c P j for all P ∈ T ∈T T such that
and such that
We have the following main combinatorial tool needed to obtain the estimates on (19).
Proposition 8.4. Let P be a finite collection of tri-tiles, and for each P ∈ P and j = 1, 2, 3 let a (j) P j be a complex number. Then
for any 0 ≤ θ 1 , θ 2 , θ 3 < 1 with θ 1 + θ 2 + θ 3 = 1, with the implicit constant depending on the θ j .
In order to use Proposition 8.4 we will need some estimates on size and energy. We have the following lemmas from [15] for a (j) P j defined in (20) .
, and let P be a finite collection of tri-tiles. Then we have
Lemma 8.6. Let j = 1, 2, 3, E j be a set of finite measure, f j be a function in χ(E j ), and let P be a finite collection of tri-tiles. Then we have
for all M, with the implicit constant depending on M.
9. estimates of size and energy of a
In the expression Λ # P , Q the Q tiles in the inner summation have a narrower frequency interval, and hence a wider spatial interval, than the P tiles in the outer summation. Thus the inner summation has a poorer spatial localization than the outer sum. It shall be convenient to reverse the order of summation so that the inner summation is instead more strongly localized spatially than the outer summation. Specifically, we rewrite Λ
The purpose of this section is to prove analogues of Lemma 8.5 and Lemma 8.6 for a
. Before we calculate the size of a
, we need to carefully investigate whether for fixed 1 or 2-tree T with rank 1 each set of {ω Q 3 }, {ω P 2 }, and {ω P 3 } is lacunary to apply modified Calderón-Zygmund operator. First of all, it is easy to see that the set
is non-lacunary by definition. In other words, there exists ξ 0 such that
for all ω P 1 in the set and for fixed number C 0 . And then it follows that the sets {ω P 2 } and {ω P 3 } are lacunary with the same ξ 0 because we know that {ω P 2 } and {ω P 3 } are few steps away from {ω P 1 }. Now we claim that {ω Q 3 } Q∈T is lacunary, which we prove in Lemma 9.2.
Lemma 9.1. Let E j be sets of finite measure and f j be functions in χ(E j ) for j = 3, 4.
Then we have
for any 0 < θ < 1 and M > 0, with the implicit constant depending on θ, M.
Proof By Lemma 8.3, it suffices to show the estimate
for any i = 1, 2 and any i-tree T . We may assume that T contains its top P T , in which case we may reduce to
Fix T . To prove (23), we first consider the case when f 3 , f 4 are both supported on 5I T . We may then assume that
has been defined by
We observe that by Plancherel theorem
Now we pick a Schwartz function ψ ω Q 3 so that supp ψ ω Q 3 ⊆ ω Q 3 and ψ ω Q 3 ≡ 1 on 9 10 ω Q 3 . Then (24) can be rewritten as
. We note thatΦP 1 is an L 2 -normalized bump adapted to IP 1 where IP 1 is the unique dyadic interval of length 2 # |I P | containing I P . Thus we can see that
Now we denote the tri-tile P ′ :=P 1 × P 2 × P 3 and we claim that
where the collection P ′ of tri-tiles defined by
for some Q ∈ T with ω Q 3 ⊆ ω P 1 and 2
where we denote by I P ,2 # the unique dyadic interval of length 2 # |I P | containing I P .
We claim that the collection P ′ is depending on P and T ⊂ Q, not each Q ∈ T , which we show in Lemma 9.3. Once we have the claim, we can see that
where
Thus in order to prove (23) it suffices to show that
The vector-valued operator
is a modulated Calderón-Zygmund operator since we know that the set {ω Q 3 } Q∈T is lacunary, so it suffices to show that
We observe that
is L 1 -normalized. Then (25) is equal to
. Then since we know that {ω P 2 } and {ω P 3 } are lacunary we obtain that (25)
for any 0 ≤ θ < 1.
Now we consider the relatively easy case when f 3 vanishes on 5I T . A proof of this case is essentially similar to the proof of Lemma 9.1 in [15] modulo extra constraint
which does not affect the proof with this case because we know that the sets {ω P 2 } and {ω P 3 } are lacunary. In this case we shall prove the stronger estimate
for all Q ∈ T ; the claim (23) then follows by square-summing in Q.
We now prove (26). Fix Q ∈ T . By (21) and (4) we may estimate
Interchanging the sum and integral we have
and applying Cauchy-Schwarz we thus have
where for j = 2, 3, the square function S j is the vector-valued quantity
To show (26), it thus suffices by Hölder to prove the weighted square-function estimate
for all 1 < p < ∞ and j = 2, 3. But this follows because for each j = 2, 3, the sets ω P j are lacunary around some frequency ξ o so that S j is a modulated Calderon-Zygmund operator whose kernel is
) for all |x−y| ≫ |I Q |. This proves (23) when f 3 vanishes on 5I T . A similar argument gives (23) when f 4 vanishes on 5I T . Lemma 9.2. Let T be a 1 or 2-tree with rank 1. Then the set {ω Q 3 } Q∈T is lacunary. In other words, for all ω Q 3 with Q ∈ T , we have
Proof Without loss of generality, we assume that T is 1-tree. For any Q ∈ T , we have Q 1 ≤ P T,1 . And then because we have rank 1, we obtain Q 2 P T,2 and Q 3 P T, 3 . In particular, if we assume Q 1 < P T,1 further, then we have
by sparseness. Thus we obtain
Thus, we have 10
Now pick any ξ o ∈ ω T,1 . Then we conclude that
Lemma 9.3. Let T ⊂ Q be sparse i-tree for some i = 1, 2. And let
where we denote by I P ,2 # the unique dyadic interval of length 2 # |I P | containing I P . Then by assuming Q ∈ T , P ∈ P we have that
We remark that the collection P ′ depends on P and T ⊂ Q, not each Q ∈ T . Proof Let Q ∈ T , P ∈ P. And let P ′ ∈ P ′ such that ΦP 1 , Φ Q 3 = 0. Then by definition of P ′ , we know that there exists a Q * ∈ T such that
Thus we obtain that ω Q * 3 = ω Q 3 as Q, Q * ∈ T and T is sparse i-tree for some i = 1, 2. Therefore, we have that
This proves the "if" part. Since the "only if" part is obvious, we complete the proof.
Lemma 9.4. Let E j be sets of finite measure and f j be functions in χ(E j ) for j = 3, 4.
for any 0 < θ < 1 and M > 0, with the implicit constant depending on θ, M. In particular, we have
for any 0 < θ < 1, with the implicit constant depending on θ.
Proof By Lemma 8.2, it suffices to show that
for all collections T of strongly 3-disjoint trees and all coefficients c Q 3 such that
where b
(1)
Then by Proposition 8.4, (28) can be majorized by
for any 0 ≤ θ 1 , θ 2 , θ 3 < 1 with θ 1 + θ 2 + θ 3 = 1. Also from the simple size and energy estimates (Lemma 8.5 and Lemma 8.6), we obtain that (29) size 1 ((b
By setting θ 1 = 0 and θ 3 := θ, we have that (30) is equal to
So to show (27) we are left to show that energy 1 ((b
By Lemma 8.2 again, we obtain that there exist a collection T ′ of strongly 1-disjoint trees and complex coefficient d P 1 for all P ∈ ∪ T ′ ∈T ′ T ′ such that energy 1 ((b
and all sub-trees T ′′ ⊆ T ′ of T ′ . Then we reduce to showing that
From the decay of the Φ Q 3 we have
if we assume dist(I Q , I P ) ∼ 2 k |I Q | for some k ∈ Z.
Now choose any T ′ ∈ T ′ and pick any P ∈ T ′ . Then we construct sets A T : ω Q 3 ⊂ ω P 1 , 2 # |ω Q 3 | ∼ |ω P 1 | and dist(I Q , I P ) ∼ 2 k |I Q |} for k ≥ 1. Then we can see that there is a bounded number C #,k for Q satisfying all assumption in the set for each P ∈ T ′ . More specifically, we obtain that C #,k 2 k · 2 # . Hence we can estimate the corresponding piece of (31) using Cauchy-Schwarz inequality by
By summing it over k ≥ 1, we have
If dist(I P , I Q ) |I Q |, then we have I P ⊆ 3I Q and thus
Hence we can estimate the corresponding piece of (31) by
10. Proof of Theorem 4.9 for A 5 , ..., A 12
We now prove the main theorem with the estimates in the previous two sections. Let α = (α 1 , α 2 , α 3 , α 4 ) admissible tuples near A i for some 5 ≤ i ≤ 12. We will only consider those vertices with bad index 1 (i.e. A 9 , ..., A 12 ) as the other four vertices can be done similarly. Thus α has bad index 1. Fix Q, α and also fix arbitrary sets E 1 , E 2 , E 3 , E 4 of finite measure. We need to find a major subset E Let α = (α 1 , α 2 , α 3 , α 4 ) admissible tuples near A i for some 1 ≤ i ≤ 4. We will only consider those vertices with bad index 4 (i.e. A 1 , A 2 ) as the other two vertices can be done similarly. Thus α has bad index 4. Let also fix arbitrary sets E 1 , E 2 , E 3 , E 4 of finite measure.
As before, define the exceptional set Ω by
for a large constant C, and set E ′ 4 := E 4 \ Ω, then E ′ 4 is a major subset of E 4 . We now fix f i ∈ X(E ′ i ) for i = 1, 2, 3, 4. Our task is then to show
where the a (j) Q j are defined by (21) . We shall make the assumption that 1 + dist(I Q , IR \ Ω) |I Q | ∼ 2 k for all Q ∈ Q, for some k ≥ 0 independent of Q, and that 1 + dist(I P , IR \ Ω) |I P | ∼ 2 k ′ for all P ∈ P, for some k ′ ≥ 0 independent of P , provided that we gain a factor such as 2 −k−k ′ on the right-hand side of (33). As before, we then have
for all Q ∈ Q and j = 1, 2, 3, and M ≫ 1, while
for all Q ∈ Q and M ≫ 1.
