Abstract. In this paper, we first introduce fractional integral spaces, which possess some features: (i) when 0 < α < 1, functions in these spaces are not required to be zero on the boundary; (ii)the tempered fractional operators are equivalent to the Riemann-Liouville operator in the sense of the norm. Spectral Galerkin and Petrov-Galerkin methods for tempered fractional advection problems and tempered fractional diffusion problems can be developed as the classical spectral Galerkin and Petrov-Galerkin methods. Error analysis is provided and numerically confirmed for the tempered fractional advection and diffusion problems.
Introduction
Fractional calculus is a powerful mathematical tool to describe anomalous diffusion or dispersion phenomena, where a Lévy flight particle plume in the continuous time random walk (CTRW) model spreads at a rate inconsistent with the classical Brownian motion [6] . More specifically, the Lévy flight particle plume obeys a power-law waiting time distribution in the subdiffusion and the power-law jump length distribution in the superdiffusion, allowing the particle may to exhibit arbitrarily large jumps or long waiting time [21] . However, this may not be realistic for the physical processes [5] ; e.g., the biological particles moving in viscous cytoplasm, displaying trapped dynamical behavior, just move in bounded physical space and have a finite lifespan. Exponentially tempering the Lévy measure is a suitable way to ensure that the moments of Lévy distributions are finite. This way, we recover the spatially [5] or temporally tempered fractional Fokker-Planck equation [23] . Other applications for the tempered fractional derivatives and tempered differential equations can be found, for instance, in poroelasticity [14] , finance [4] , ground water hydrology [23] , and geophysical flows [24] .
A growing number of numerical methods for solving the tempered fractional differential equations (TFDEs), predominantly are based on finite difference methods, including high order methods (cf. [4, 10, 19, 22] and the references therein). In applications, high order methods require high regularity as well as several derivatives being zero at the boundary point (in the point to point sense) of the real solution to be effective. Although the techniques proposed in [7, 31] can remove the nonphysical boundary requirement and maintain high order of convergence, requirements of high regularity on the whole domain are still needed. However, since the fractional derivatives involve singular kernel, the solutions of FDEs are usually singular near the boundaries.
Since fractional operators are non-local, spectral method appears to be a natural choice. Eigenfunctions of a fractional Sturm-Liouville operator are derived in [29] , and the use of a spectral collocation matrix is proposed in [30] ; spectral approximation results in weighted Sobolev spaces involving fractional derivatives are derived in [9] , including also rigorous convergence analysis. Collocation methods using fractional Birkhoff interpolation basis functions are proposed in [17] . Since all of previous work is based on the "generalized Jacobian functions (GJFs)"
(
, where J α,β n (x) is Jacobi polynomial, the real solutions must be zero at the boundary points. Furthermore, this kind of bases function only solves the simple fractional ordinary problem a D α x u(x) = f (x). Spectral collocation methods for fractional problems using classical interpolation basis functions with Legendre-Gauss-Lobatto or Chebyshev-Gauss-Lobatto collocated points are proposed in [20] and [28] . Spectral accuracy still requires high regularity of the solution on the whole domain, moreover, the computational costs can be very large. Recently, fractional substantial equations on an infinite domain have been discussed in [16] by modifying Laguerre functions, but only the simplest case In this paper, we first study the fractional integral spaces, in which functions are not required to be zero at the boundary point. Tempered fractional operators are equal to the standard Riemann-Liouville operators in the sense of the discussed integral spaces. Hence, we can derive the variational formulation for the TFDEs using these spaces, and numerically solve the TFDEs with GJFs in the weak sense, instead of in point to point sense or in the weighted space. This is one of the main differences between the spectral methods in this paper and that of previous works.
The rest of the paper is organized as follows. In Section 2, we describe the fractional integral spaces and study the properties of the tempered operators in these spaces. Then in Section 3, we derive the variational formulations and the spectral methods for the tempered advection and diffusion problems, respectively, and we develop their convergence in detail. Associated numerical experiments are present in Section 4 to support the theoretical results.
Functional Spaces for Tempered Fractional Differential Equations

Tempered fractional operators.
In this part, we review the definitions and some properties of tempered fractional calculus. Let Ω = [a, b] be a finite interval on the real axis R.
Definition 2.1 (Tempered fractional integrals [5] ). For α > 0, λ ≥ 0, the left and the right tempered fractional integral of order α are, respectively, defined as
2)
where Γ presents the Euler gamma function, and a I α x denotes the left RiemannLiouville fractional integral operator
and x I α b denotes the right Riemann-Liouville fractional integral operator
The tempered fractional integrals (2.1) and (2.2) reduce to their corresponding Riemann-Liouville integrals if λ = 0. For convenience, in the following, the fractional integrals (2.1) and (2.2) are sometimes denoted as a D
Definition 2.2 (Tempered fractional derivatives [5] ). For n − 1 ≤ α < n, n ∈ N + , λ ≥ 0, the left and the right tempered fractional derivative are defined, respectively, as 
where φ(x) = f ′ (x), and c = f (a). Denote by AC n [a, b] the space of functions f (x) which have continuous derivatives up to order n − 1 on [a, b] such that f (n−1) (x) ∈ AC[a, b]:
In particular,
In this paper, we focus on the fractional integral space of
Let us consider some properties of the defined fractional spaces. We only discuss 
, and that
It is well known that [25] the equality a D
From Lemma 2.4, it is easy to see that the following Corollary holds. 
exists almost everywhere and is summable" is necessary but
(ii) It is clear [25] 
. In other words, some functions, which may destroy the general of the regularity principle characterization, are excluded from the space a I α x (L 1 ).
In particular, when 0
does not need to be zero at the left boundary. In fact, f (a) can be a constant or even infinite. Let's see an example: assume that 0
because, by (2.9), (2.20)
(ii) It should be clarified that Corollary 2.5 is different from 
. By Lemma 2.3 and Corollary 2.5, we obtain that Lemma 2.7. 
, and f (a) = 0} ,
2.2.2.
Properties. Let us now discuss properties of the fractional integral spaces introduced, to recover some useful results related to the tempered calculus.
Lemma 2.9 (Theorem 2.6, Theorem 3.5, Theorem 3.6 in [26] ).
(ii) If 0 < α < 1 and 1 < p < 1/α, then the fractional integration 
might not be zero on the left boundary.
From Lemma 2.9 and
Secondly, by (2.26) and (2.31), we have (2.35)
Next, we show that the tempered fractional operation is equivalent to fractional operation in the
Lemma 2.12 (Lemma 10.3 in [26] ). Let α > 0, σ ∈ R, and 1 ≤ p < ∞. Then
, and there are positive constants C 1 and C 2 , which depend on α, σ, and a, b, such that (2.40)
, then by the above analysis, we have 
can be obtained in a similar way.
From Corollary 2.13, Lemma 2.4, and Lemma A.1, the following corollary follows.
Corollary 2.14. Let n − 1 ≤ α < n, and
and
. So, by Corollary 2.14, we have
In the following, we mainly focus on specific
Proof. By Definition 2.1 and Property A.2 of [12] , (2.45) can be easily obtained.
, then from Corollary 2.13, Lemmas 2.7 and 2.9, we have
From Corollary 2.5 and Lemma 2.16, we can easily get
For any function h(x), x ∈ [a, b], by means of zero extention, it can also be viewed as a function defined on R. So, it can be noticed that if a function
dx is the Fourier transform operators. For the tempered integration operators, it can be proved as in [8] that
But unfortunately, similar statement for the tempered fractional derivative
is NOT true, even when g(x) ∈ I α [L p (a, b)], where 0 < α < 1/p, and 1 < p < ∞. However, we can still prove the following result, similar to Lemma 2.4 in [12] .
where tan θ = ω λ , we can get 
Variational Formulations and Spectral Analysis for Tempered Problems
Based on the analysis in Section 2, we can now discuss the weak solutions and spectral methods based on the fractional integral spaces. We focus on the following tempered stationary problems:
where u b ∈ R. When 0 < α 1 < 1, we call (3.1) a tempered fractional advection problem, while if 1 < α 2 < α 1 < 2, (3.1) is named as tempered fractional diffusion problem. For the case when 0 < α 2 < 1 < α 1 < 2, (3.1) is a tempered fractional advection-diffusion problem, which will be discussed in our future work. In fact, (3.1) can be generalized to multi-term fractional differential equations [25] , which can be likewise be studied without additional difficulty. It has been showed in [11] that multi-term fractional problems are dominated by the behavior of the highest order of fractional operator, which suggests that it suffices to discuss (3.1) to understand general multi-term problems.
Without loss of generality, we restrict our attention to the interval (−1, 1).
3.1. Tempered fractional advection problem. We begin by discussing (3.1) when 0 ≤ α 2 < α 1 < 1.
3.1.1. Variational formulation. In order to derive a variational form of (3.1) for 0 ≤ α 2 < α 1 < 1, we assume that u(x) is a sufficiently smooth solution to
. By multiplying an arbitrary v(x) ∈ C ∞ 0 (−1, 1), it can be obtained that
. Thus, by (2.27), we can define the associated bilinear form
, we define the associated linear functional
By Lemma 2.9, we know that if
We shall show later that the functions in space
. Thus, the Galerkin variational solution of (3.1) can be defined as follows.
] is a variational solution of problem (3.1) with 0 ≤ α 2 < α 1 < 1 provided
We shall now show that there exists a unique solution to (3.4).
Proof. From the definitions of B 1 (·, ·) in (3.2), of the tempered fractional derivatives in Definition 2.2, of (i) of Lemma 2.9, and of the space norm in (2.26), as well as Corollary 2.13, it follows that
, then the bilinear form B 1 (·, ·) satisfies the inf-sup condition, i.e., ∃ C > 0, such that
.
While if d ≥ 0, we can get similar result by using Lemma 2.18. So,
Similarly, we can prove the following lemma.
, then the bilinear form B 1 (·, ·) satisfies the "transposed" inf-sup condition, i.e., 
Proof. This result follows from Lemma 2.9 since
where p = [2] . Thus, the weak formulation (3.4) has a unique solution.
3.1.2. Petrov-Galerkin spectral methods. In this subsection we propose a spectral method to numerically solve (3. 
It is clear from Corollary 2.13 that
The Petrov-Galerkin approximation of (3.4) is: • Discrete inf-sup condition: ∃ C > 0, such that (3.12)
• Discrete "transposed" inf-sup condition:
These can be proved similarly to Lemmas 3.3 and 3.5. Thus, the following result holds.
, then the discrete problem (3.11) admits a unique solution
Moreover, if u(x) is the solution of (3.4), we have
where p = 
where 1) consists of all locally summable functions ϕ :
exists in the weak sense and belongs to L 2 (−1, 1).
We can combine the previous results into an error estimate. [H m (−1, 1)], m ≥ 0, then there is a constant C such that
Proof. By Lemma 2.7 we know that if e λx u( 
We have the following result to describe the regularity of the solution to (3.4). The proof of of this is given in Appendix B.
Theorem 3.9. Let u(x) solve (3.1) with 0 ≤ α 2 < α 1 < 1, then the following statements are equivalent:
where
, and u 2 (x) = o (1 + x)
, as x → −1;
, as x → −1. u(x) x=−1 = 0 holds, i.e., u(x) satisfies the boundary conditions of (3.1) for 0 < α 1 < 1. Since (x + 1)
Combining Lemma 3.8 and Theorem 3.9, we recover the error estimate as follows. , then, there is a constant C such that
where p = 2 1+α1 , and f 2 (x) is given in (3.23b). 1) ] , by the above analysis we have
which implies by Lemma 2.9 that
Thus, (3.27)
Remark 3.13. We note that although the limitation for the parameter d is required for the theoretical analysis, the examples in Section 4.2 suggest that it can be relaxed. (3.28)
where α > 0, γ > −1, β ∈ R, and the Jacobi polynomials, J α,β n (x), are defined by
Recall that Jacobi polynomials are orthogonal on [−1, 1] with respect to (1 − x) α (1 + x) β when α > −1, β > −1, however, many of the formulas also hold when α ∈ R or β ∈ R [27], e.g., Eqs. We construct trial functions and test functions respectively as follows: (3.35)
and (3.36)
n (x), n ≥ 0, are Legendre polynomials, which are orthogonal in the L 2 sense [3, 15] :
By Eqs. (3.2), (3.3), (3.33), (3.34), and (3.37), (3.11) can be rewritten as (1 + x)
, respectively. Since −x i = x N −i , because the symmetric weight function [3] , and we have [27] . In particular, we can see in numerical results that if −1 D α/2 x u(x) being as a jump function, then there is even u(
x u(x) 2 . That is, although u N (−1) ≡ 0, we can still approximate the function u(x), which might be non-zero or even unbounded at the left boundary point, in the sense of L q (−1, 1).
3.2.
Tempered fractional diffusion problem. Let us not finally discuss (3.1) when 1 < α 2 < α 1 < 2.
3.2.1. Variational formulation. In order to derive a variational form of problem (3.1) for 1 < α 2 < α 1 < 2, we assume u(x) is sufficiently smooth, and v(x) ∈ C ∞ 0 (−1, 1). Then, for 1 < α < 2
[L 2 (−1, 1)] when α > 1 by (2.18), we can define the Petrov-Galerkin variational formulation of (3.1) for 1 < α 2 < α 1 < 2 as follows. Let (3.44) u(x) x=1 = u b , and
where the bilinear form B 2 : X(−1, 1)
and for a given
, and
We first prove that there is a unique solution to (3.45).
Furthermore, since v(1) = 0 by (2.18), and
−1 , and
The proof of Lemma 3.19 is similar to that of Lemma 3.2, and we omit it.
, then the bilinear form B 2 (·, ·) satisfies the inf-sup condition.
Proof. We only prove it for the case of −Γ 2 (
. Then, by Lemma 2.9, we have (3.50)
, then the bilinear form B 2 (·, ·) satisfies the "transposed" inf-sup condition.
is complete in the L 2 (−1, 1) space, we prove that for any n ≥ 0, and e −λ v(x) :
By Eq. (3.33) and the property of Jacobi Polynomials, we have (3.53)
u(x) x=−1 = 0. Then, by Lemma 2.9, we have (3.54)
By [2] , there is a unique solution to problem (3.45).
, then the variation formulation (3.45) admits a unique solution u(x) ∈ X(−1, 1) satisfying
It is clear from Corollary 2.13 that 1) ]. To deal with the boundary condition on the right end-point, we choose PetrovGalerkin tau method to approximation (3.45). That is, find
Similar to Lemmas 3.20 and 3.21, we can prove that B 2 (·, ·) satisfies the discrete inf-sup condition as well as the discrete "transposed" inf-sup condition. The following theorem holds.
Moreover, if u(x) is the solution of (3.45), we have
,
Error estimates.
Lemma 3.24.
xũ (x) =f (x), with 1 < α 2 < α 1 < 2, then the following descriptions are equivalent:
, as x → −1. Denote β := α 1 − 1. It is also clear that g(x) := g 1 (x) + g 2 (x), where
, as x → −1, and
is equivalent to (iii) of Lemma 3.24. Therefore, the proof can be completed by Theorem 3.9. 1] , and p(−1) = 0} . The following result can be derived from Lemma 3.24.
Theorem 3.26. Let u(x) solve (3.1) with 1 < α 2 < α 1 < 2. Then the following descriptions are equivalent to each other:
where q = , then there is a constant C such that
where f 2 (x) is described in (3.73b). 1) ] , then by the above analysis we can get (3.75)
which implies by Lemma 2.9 that (3.76)
Thus, (3.77)
Remark 3.28. We note that although the limitation for the parameter d is required for the theoretical analysis, the examples in Section 4.3 suggest that it can be relaxed.
Numerical implementation.
Here we construct trial functions and test functions, respectively, as:
for 0 ≤ n ≤ N − 1, and (3.79)
By Eqs. (3.46), (3.47), (3.32), (3.33), (3.34), and (3.37), a tau method for problem (3.1) with 1 ≤ α 2 < α 1 < 2 can be written as
, and B 1 is the same as in (3.40),
, n = 0, 1, · · · , N − 1. (3.82)
Numerical Tests
In what follows, we provide some numerical results to support the analysis of the proposed schemes and to validate our error analysis. In all following tests, we take λ = 1. Example 4.1. We first consider (3.1) with the exact solution as
belongs to L 2 (−1, 1). 
, x ∈ (0, 1], and (4.5)
Thus v(x) belongs to H 3 (−1, 1).
We can see from f (x) = (1 + x)
as x → −1, and f 2 (x) ∈ L p (−1, 1), where
. Since the explicit form of the correspondingly exact solution is not available, we numerically compute it by using a Gauss quadrature method with a large number of nodes. The convergence behaviours for different α are depicted in Fig. 3 . Example 4.5. Let us finally consider (3.1) with 1 ≤ α 2 < α 1 < 2, and consider the solution of the form
We take d = −1, β = 4, and γ = 1. We can see that although Fig. 7 shows the convergence for values of different α 1 with α 2 = 1, while Fig. 8 demonstrates the convergence for different α 2 with α 1 = 1.99, from which it can be seen that the numerical errors mainly depend on α 1 .
Next, we take d = 100, β = α1+1 2 + 1, and γ = 1. We expect the errors decay exponentially, which can bee seen in Figs. 9 and 10. 
Conclusion
In this paper, we first introduce fractional integral spaces on a finite domain. Functions in this space are not required to be zero at the boundary point when α < 1, where α is the space order. We show that this tempered fractional operators turn out equal to the standard Riemann-Liouville operators in the sense of the integral spaces. Based on this fact, we derive the variational formulation for the tempered fractional advection/diffusion problems in the weak sense and solve them using spectral methods. And we develop their error estimates for the solutions. We consider multi-term tempered fractional problems in a similar way. Through examples we confirm that the behavior of the highest order of the fractional derivative dominates the convergence in agreement with our past work. In future work, we shall extend this work to solve tempered fractional advection-diffusion problems. 
