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MOLLIFICATION AND NON-VANISHING OF
AUTOMORPHIC L-FUNCTIONS ON GL(3)
BINGRONG HUANG, SHENHUI LIU, AND ZHAO XU
Abstract. We prove a non-vanishing result for central values of L-functions on GL(3), by using
the mollification method and the Kuznetsov trace formula.
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1. Introduction
There has been vast research on the non-vanishing of central L-values for families of automorphic
forms, since the pioneering work of Duke [5] and Iwaniec–Sarnak [12, 13]. To get positive-proportional
non-vanishing results in families, one typically turns to the method of moments and the mollification
method a` la Selberg (see, for example, [17, 26, 18, 19, 20, 24, 21, 1, 15, 23], and others). In the
current work we follow this approach and go beyond families of GL(2) forms (and symmetric-square
lifts of GL(2) forms), and study the central L-values of Maass forms on GL(3) and prove a non-
vanishing result of such values (Theorem 1.1), which is a positive-proportional result in the sense of
Remark 1.2.
To state our result, we introduce a few notations and refer the reader to § 2.1 for certain details.
Pick an orthogonal basis {φj} of Hecke–Maass forms for Γ = SL(3,Z). Each φj has spectral
parameter νj =
(
νj,1, νj,2, νj,3
)
, the Langlands parameter µj =
(
µj,1, µj,2, µj,3
)
, and the Hecke
eigenvalues Aj(n, 1). The main objects under investigation are the L-functions
L(s, φj) =
∞∑
n=1
Aj(1, n)
ns
for Re(s) > 1.
A simple observation is that there is no trivial reason for L(12 , φj) to vanish, since every φj is
necessarily even and the sign of the functional equation of L(s, φj) is positive. In fact, one expects
many of L(12 , φj) to be nonzero. As in Blomer–Buttcane [2], we consider the generic case in short
interval. Let µ0 = (µ0,1, µ0,2, µ0,3) and ν0 = (ν0,1, ν0,2, ν0,3), and satisfy the corresponding relations
(2.2) and (2.1). We also assume
|µ0,i| ≍ |ν0,i| ≍ T := ‖µ0‖, 1 ≤ i ≤ 3.
Let M = T θ for any fixed 0 < θ < 1. Define a test function hT,M (µ) (depending on µ0) for
µ = (µ1, µ2, µ3) ∈ C3 by
hT,M (µ) := P (µ)
2
( ∑
w∈W
ψ
(
w(µ)− µ0
M
))2
,
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where
ψ(µ) = exp
(
µ21 + µ
2
2 + µ
2
3
)
and
P (µ) =
∏
0≤n≤A
3∏
k=1
(
νk − 13 (1 + 2n)
) (
νk +
1
3 (1 + 2n)
)
|ν0,k|2
for some fixed large A > 0. Here
W :=
{
I, w2 =
(
1
1
1
)
, w3 =
(
1
1
1
)
, w4 =
(
1
1
1
)
, w5 =
(
1
1
1
)
, w6 =
(
1
1
1
)}
is the Weyl group of SL(3,R). The function h(µ) has the localizing effect at a ball of radius M
about w(µ0) for each w ∈ W , and other nice properties stated in § 2.1. Then with the normalizing
factor
Nj := ‖φj‖2
3∏
k=1
cos
(
3
2
πνj,k
)
,
our main result is as follows.
Theorem 1.1. We have ∑
j≥1
L(
1
2 ,φj) 6=0
hT,M (µj)
Nj ≫ T
3M2.
Remark 1.2. By a stronger form of the GL(3) spectral large sieve inequality obtained by Young ([27,
Theorem 1.1]), one can get the following weighted Weyl law:∑
j≥1
hT,M (µj)
Nj ≪ T
3M2.
In fact, we can replace the above “≪” by “≍”. Thus in this sense Theorem 1.1 gives a positive-
proportional non-vanishing result in short interval.
Next we outline the structure of the paper and give the proof of Theorem 1.1. In § 2.1 we briefly
review facts of Maass forms and their L-functions, as well as the main analytic tool, the GL(3)
Kuznetsov trace formula (Lemma 2.9). Define the mollifier Mj for L(
1
2 , φj) by
Mj :=
∑
ℓ≤L
Aj(1, ℓ)
ℓ1/2
xℓ,
where
xℓ := µ(ℓ)
1
2πi
∫
(3)
(L/ℓ)s
s2
ds
logL
=
{
µ(ℓ) log(L/ℓ)logL , ℓ ≤ L,
0, ℓ > L,
(1.3)
and L = T δ for some small δ > 0. Then we study the mollified moments of the central L-values and
prove the following two propositions in §3 and §4, respectively.
Proposition 1.4. We have ∑
j
hT,M (µj)
Nj |L(
1
2 , φj)Mj |2 ≪ T 3M2,
provided 0 < δ < 11/78.
Proposition 1.5. We have ∑
j
hT,M (µj)
Nj L(
1
2 , φj)Mj ≍ T 3M2,
provided 0 < δ < 11/78.
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Remark 1.6. The above results can be improved. The restriction of δ comes from the contribution
of Eisenstein series, which can be refined if we use the subconvexity bounds for GL(1) and GL(2)
L-functions or the average Lindelo¨f bound of the related families of L-functions.
Through out the paper, ε is an arbitrarily small positive number and B is a sufficiently large
positive number which may not be the same at each occurrence.
2. Preliminaries
In this section we review essential facts and tools, required for later development.
2.1. Hecke–Maass cusp forms and their L-functions. Let G = GL(3,R) with maximal com-
pact subgroup K = O(3,R) and center Z ∼= R×. Let H3 = G/(K · Z) be the generalized upper
half-plane. For 0 ≤ c ≤ ∞, let
Λc =
{
µ = (µ1, µ2, µ3) ∈ C3
∣∣∣ µ1 + µ2 + µ3 = 0, |Reµk| ≤ c, k = 1, 2, 3},
and
Λ′c =
{
µ ∈ Λc
∣∣∣ {−µ1,−µ2,−µ3} = {µ1, µ2, µ3}}.
Consider a Hecke–Maass form φ in L2(SL(3,Z)\H). Here µ will be the Langlands parameters.
Define the spectral parameters
(2.1) ν1 =
1
3
(µ1 − µ2), ν2 = 1
3
(µ2 − µ3), ν3 = 1
3
(µ3 − µ1).
We have
(2.2) µ1 = 2ν1 + ν2, µ2 = ν2 − ν1, µ3 = −ν1 − 2ν2.
We will simultaneously use µ and ν. By unitarity and the standard Jacquet–Shalika bounds, the
Langlands parameter of an arbitrary irreducible representation π ⊆ L2(SL(3,Z)\H3) is contained
in Λ′1/2 ⊆ Λ1/2, and the non-exceptional parameters are in Λ′0 = Λ0.
Let φ be a Hecke–Maass cusp form for Γ = SL(3,Z) with Fourier coefficients Aφ(m,n) ∈ C for
(m,n) ∈ N2. The standard L-function of φ is given by
L(s, φ) :=
∞∑
n=1
Aφ(1, n)
ns
for Re(s) > 1.
For the dual form φ˜ the coefficients of L(s, φ˜) are Aφ(1, n) = Aφ(n, 1). The functional equation of
L(s, φ) is
(2.3) L(s, φ)
3∏
j=1
ΓR(s− µj) = L(1− s, φ˜)
3∏
j=1
ΓR(1− s+ µj),
where ΓR(s) = π
−s/2Γ(s/2).
2.2. The minimal Eisenstein series and its Fourier coefficients. Let
U3 =

1 ∗ ∗0 1 ∗
0 0 1

 ∩ Γ.
For z ∈ H3 and Re(ν1),Re(ν2) sufficiently large, we define the minimal Eisenstein series
E(z;µ1, µ2) :=
∑
γ∈U3\Γ
Iν1,ν2(γz),
where
Iν1,ν2(z) := y
1+ν1+2ν2
1 y
1+2ν1+ν2
2 ,
and
(2.4) z =

y1y2 y1x2 x30 y1 x1
0 0 1

 =

1 x2 x30 1 x1
0 0 1



y1y2 0 00 y1 0
0 0 1

 ,
4 BINGRONG HUANG, SHENHUI LIU, AND ZHAO XU
with y1, y2 > 0 and x1, x2, x3 ∈ R. It has meromorphic continuation in ν1 and ν2. The Fourier
coefficients Aµ(m1,m2) is defined by (see Goldfeld [7, Theorems 10.8.6])
Aµ(m, 1) =
∑
d1d2d3=m
dµ11 d
µ2
2 d
µ3
3 ,
and the symmetry and Hecke relation (see Goldfeld [7, Theorems 6.4.11])
Aµ1,µ2(m, 1) = Aµ1,µ2(1,m),
Aµ1,µ2(m,n) =
∑
d|(m,n)
µ(d)Aµ1,µ2(m/d, 1)Aµ1,µ2(1, n/d).
Hence we have
(2.5) |Aµ(m1,m2)| ≪ε (m1m2)ε, if µ ∈ (iR)2.
In order to state the Kuznetsov trace formula in the §2.5, we introduce
Nµ = 1
16
3∏
k=1
|ζ(1 + 3νk)|2
corresponding to the minimal Eisenstein series E(z;µ1, µ2), where µ = (µ1, µ2, µ3). Recall that (see
[25]) we have
1
ζ(1 + it)
≪ log(1 + |t|),
which implies that
1
Nµ ≪
3∏
k=1
log2(1 + |νk|).(2.6)
2.3. The maximal Eisenstein series and its Fourier coefficients. Let
P2,1 =

∗ ∗ ∗∗ ∗ ∗
0 0 ∗

 ∩ Γ.
Let µ ∈ C have sufficiently large real part, and let g : SL(2,Z)\H2 → C be a Hecke–Maass cusp form
with ‖g‖ = 1, Langlands parameter µg ∈ iR and Hecke eigenvalue λg(m). The maximal Eisenstein
series twisted by a Maass form g is defined by
E(z;µ; g) :=
∑
γ∈P2,1\Γ
det(γz)1/2+µg(mP2,1(γz)),
where z is defined as in (2.4), and
mP2,1 : H3 → H2,
y1y2 y1x2 x3y1 x1
1
 7→ (y2 x2
1
)
is the restriction to the upper left corner. It has a meromorphic continuation in µ. The Fourier
coefficients are determined by
Bµ,g(m, 1) =
∑
d1d2=m
λg(d1)d
µ
1d
−2µ
2 ,
and the symmetry and Hecke relation as above (see Goldfeld [7, Proposition 10.9.3 and Theorem
6.4.11]). Recall that we have the following Kim–Sarnak bound for GL(2) Fourier coefficients (see
Kim [16, Appendix 2])
|λg(n)| ≪ε n7/64+ε.
Hence we have
(2.7) |Bµ,g(m1,m2)| ≪ε (m1m2)7/64+ε, if µ ∈ iR.
We also introduce
Nµ,g = 8L(1,Ad2g)|L(1 + 3µ, g)|2,
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where L(s,Ad2g) is the adjoint square L-function of g, and L(s, g) is the L-function of g. We have
the lower bounds
L(1,Ad2g)≫ (1 + |µg|)−ε, L(1 + it, g)≫ (1 + |t|+ |µg|)−ε.
These lower bounds follow from [9, 10, 14], and [6]. Therefore, for µ ∈ iR, it follows that
1
Nµ,g ≪ (1 + |µ|+ |µg|)
ε.(2.8)
2.4. The Kloosterman sums. For n1, n2, m1, m2, D1, D2 ∈ N, we need the relevant Kloosterman
sums
S˜(n1, n2,m1;D1, D2) :=
∑
C1 (mod D1), C2 (mod D2)
(C1,D1)=(C2,D2/D1)=1
e
(
n2
C¯1C2
D1
+m1
C¯2
D2/D1
+ n1
C1
D1
)
for D1|D2, and
S(n1,m2,m1, n2;D1, D2)
:=
∑
B1,C1(mod D1)
B2,C2(mod D2)
D1C2+B1B2+D2C1≡0 (mod D1D2)
(Bj ,Cj,Dj)=1
e
(
n1B1 +m1(Y1D2 − Z1B2)
D1
+
m2B2 + n2(Y2D1 − Z2B1)
D2
)
,
where YjBj + ZjCj ≡ 1 (mod Dj) for j = 1, 2.
2.5. The Kuznetsov trace formula. We first introduce some notation. Define the spectral mea-
sure on the hyperplane µ1 + µ2 + µ3 = 0 by
dspecµ = spec(µ)dµ,
where
spec(µ) :=
3∏
k=1
(
3νk tan
(
3π
2
νk
))
and dµ = dµ1dµ2 = dµ2dµ3 = dµ1dµ3.
Following [3, Theorems 2 & 3], we define the following integral kernels in terms of Mellin–Barnes
representations. For s ∈ C, µ ∈ Λ∞ define the meromorphic function
G˜±(s, µ) :=
π−3s
12288π7/2
(
3∏
k=1
Γ(12 (s− µk))
Γ(12 (1 − s+ µk))
± i
3∏
k=1
Γ(12 (1 + s− µk))
Γ(12 (2− s+ µk))
)
,
and for s = (s1, s2) ∈ C2, µ ∈ Λ∞ define the meromorphic function
G(s, µ) :=
1
Γ(s1 + s2)
3∏
k=1
Γ(s1 − µk)Γ(s2 + µk).
The latter is essentially the double Mellin transform of the GL(3) Whittaker function. We also define
the following trigonometric functions
S++(s, µ) :=
1
24π2
3∏
k=1
cos
(
3
2
πνk
)
,
S+−(s, µ) := − 1
32π2
cos(32πν2) sin(π(s1 − µ1)) sin(π(s2 + µ2)) sin(π(s2 + µ3))
sin(32πν1) sin(
3
2πν3) sin(π(s1 + s2))
,
S−+(s, µ) := − 1
32π2
cos(32πν1) sin(π(s1 − µ1)) sin(π(s1 − µ2)) sin(π(s2 + µ3))
sin(32πν2) sin(
3
2πν3) sin(π(s1 + s2))
,
S−−(s, µ) :=
1
32π2
cos(32πν3) sin(π(s1 − µ2)) sin(π(s2 + µ2))
sin(32πν2) sin(
3
2πν1)
.
6 BINGRONG HUANG, SHENHUI LIU, AND ZHAO XU
For y ∈ R \ {0} with sgn(y) = ǫ, let
Kw4(y;µ) :=
∫ i∞
−i∞
|y|−sG˜ǫ(s, µ) ds
2πi
.
For y = (y1, y2) ∈ (R \ {0})2 with sgn(y1) = ǫ1, sgn(y2) = ǫ2, let
Kǫ1,ǫ2w6 (y;µ) :=
∫ i∞
−i∞
∫ i∞
−i∞
|4π2y1|−s1 |4π2y2|−s2G(s, µ)Sǫ1,ǫ2(s, µ) ds1ds2
(2πi)2
.
We can now state the Kuznetsov trace formula in the version of Buttcane [3, Theorems 2, 3, 4].
Lemma 2.9. Let n1, n2, m1, m2 ∈ N and let h be a function that is holomorphic on Λ1/2+δ for
some δ > 0, symmetric under the Weyl group W, of rapid decay when | Imµj | → ∞, and satisfies
(2.10) h(3νj ± 1) = 0, j = 1, 2, 3.
Then we have
C + Emin + Emax = ∆+Σ4 + Σ5 +Σ6,
where
C :=
∑
j
h(µj)
Nj Aj(m1,m2)Aj(n1, n2),
Emin := 1
24(2πi)2
∫∫
Re(µ)=0
h(µ)
Nµ Aµ(m1,m2)Aµ(n1, n2)dµ1 dµ2,
Emax :=
∑
g
1
2πi
∫
Re(µ)=0
h(µ+ µg, µ− µg,−2µ)
Nµ,g Bµ,g(m1,m2)Bµ,g(n1, n2)dµ,
and
∆ := δn1,m1δn2,m2
1
192π5
∫
Reµ=0
h(µ)dspecµ,
Σ4 :=
∑
ǫ=±1
∑
D2|D1
m2D1=n1D
2
2
S˜(−ǫn2,m2,m1;D2, D1)
D1D2
Φw4
(
ǫm1m2n2
D1D2
)
,
Σ5 :=
∑
ǫ=±1
∑
D1|D2
m1D2=n2D
2
1
S˜(ǫn1,m1,m2;D1, D2)
D1D2
Φw5
(
ǫn1m1m2
D1D2
)
,
Σ6 :=
∑
ǫ1,ǫ2=±1
∑
D1,D2
S(ǫ2n2, ǫ1n1,m1,m2;D1, D2)
D1D2
Φw6
(
− ǫ2m1n2D2
D21
,− ǫ1m2n1D1
D22
)
,
with
Φw4(y) :=
∫
Reµ=0
h(µ)Kw4(y;µ)dspecµ,
Φw5(y) :=
∫
Reµ=0
h(µ)Kw4(−y;−µ)dspecµ,
Φw6(y1, y2) :=
∫
Reµ=0
h(µ)Ksgn(y1),sgn(y2)w6 ((y1, y2);µ)dspecµ.
(2.11)
In the first moment, we will use h(µ) = hT,M (µ) to be the test function which is same as Blomer–
Buttcane [2], and in the second moment, we will use h2(µ) = hT,M (µ)Wµ,N (m1m2) (see (3.2)) to be
the test function. The function h(µ) localizes at a ball of radius M about w(µ0) for each w ∈ W .
We have
(2.12) DkhT,M (µ)≪k M−k,
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for any differential operator Dk of order k, which we use frequently when we integrate by parts,
and sufficiently many differentiations can save arbitrarily many powers of T . Moreover, by trivial
estimate, we have
(2.13)
∫
Reµ=0
hT,M (µ)dspecµ ≍ T 3M2.
2.6. The weight functions. For the weight functions, we will need the following results in Blomer–
Buttcane [2, Lemma 1, Lemma 8, and Lemma 9].
Lemma 2.14. For some large enough constant B > 0, we have
Φw4(y)≪ |y|1/10TB, Φw5(y)≪ |y|1/10TB, Φw6(y1, y2)≪ |y1y2|3/5TB.
Lemma 2.15. (i) If 0 < |y| ≤ T 3−ε, then for any constant B > 0, we have
Φw4(y)≪ε,B T−B.
(ii) If T 3−ε < y, then
ykΦ(k)w4 (y)≪k,ε T 3+2εM2(T + |y|1/3)k.
Lemma 2.16. Let Υ := min{|y1|1/3|y2|1/6, |y1|1/6|y2|1/3}. If Υ≪ T 1−ε, then we have
Φw6(y1, y2)≪ T−B.
There is a slight difference that we use (2.12) and (2.13) instead of [2, (3.7) and (3.8)]. This have
no influence in the proof. We define Φ2,w4(y), Φ2,w5(y), and Φ2,w6(y) as in (2.11) by using the test
function h2(µ). In the proof of the above three Lemmas, the only two properties of hT,M (µ) which
are used is (2.12) and (2.13). Here, we remark that h2(µ) also satisfies these two inequalities by using
properties of Wµ,N (see §3). So, Φ2,w4(y), Φ2,w5(y), and Φ2,w6(y) also satisfies the corresponding
bounds in the above three Lemmas.
3. The mollified second moment
Let G(s) = (cos πsA )
−100A, where A is a positive integer. For |L(12 , φj)|2, we will use the following
approximate functional equation.
Lemma 3.1. Let φj be a GL(3) Maass form with Langlands parameters µj ∈ Λ′1/2. We have
|L(12 , φj)|2 = 2
∑
m1,m2
Aj(m1,m2)
(m1m2)1/2
Wj (m1m2) ,
where
Wj(y) :=
1
2πi
∫
(3)
ζ(1 + 2s)(π3y)−s
3∏
k=1
∏
±
Γ
(
s+1/2±µj,k
2
)
Γ
(
1/2±µj,k
2
) G(s) ds
s
.
Moreover, we have
yiW
(i)
j (y)≪i,B
(
1 +
y∏3
k=1(1 + |µj,k|)
)B
,
for any non-negative integer i, and any large positive integer B.
Proof. See e.g. Iwaniec–Kowalski [11, §5.2]. 
Note that the sum in Proposition 1.4 is essentially supported on the generic forms which satisfy
|µj,k| ≍ |νj,k| ≍ T, 1 ≤ k ≤ 3.
So we assume φj also satisfy the above relation. By Stirling’s formula, if |s| ≪ |z|1/2, then
Γ(z + s)
Γ(z)
= zs
(
1 +
N∑
n=1
Pn(s)
zn
+O
( (1 + |s|)2N+2
|z|N+1
))
,
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for certain polynomials Pn(s) of degree 2n. Since G(s) has exponential decay, we may truncate
at | Im s| ≪ T ε with only a small error in Wj(y). Based on the above arguments, together with
µj ∈ Λ′1/2, we have
Wj(y) =
1
2πi
∫
(3)
ζ(1 + 2s)(π3y)−s
3∏
k=1
∏
±
(1/2± µj,k
2
)s/2
·
(
1 +
N∑
n=1
2nPn(s)
(1/2± µj,k)n +O
( (1 + |s|)2N+2
|µk|N+1
))
G(s)
ds
s
.
On the other hand, by Hecke multiplicativity relations we have
|Mj|2 =
∑
ℓ1
∑
ℓ2
1
ℓ
1/2
1 ℓ
1/2
2
xℓ1xℓ2Aj(ℓ1, 1)Aj(ℓ2, 1)
=
∑
d
∑
ℓ1
∑
ℓ2
1
dℓ
1/2
1 ℓ
1/2
2
xdℓ1xdℓ2Aj(ℓ1, ℓ2),
By Lemma 3.1 and Hecke relations again, we have∑
j
hT,M (µj)
Nj |L(
1
2 , φj)Mj |2
= 2
∑
j
hT,M (µj)
Nj
∑
d
∑
ℓ1
∑
ℓ2
xdℓ1xdℓ2
dℓ
1/2
1 ℓ
1/2
2
Aj(ℓ1, ℓ2)
∑
m1,m2
1
m
1/2
1 m
1/2
2
Wj (m1m2)Aj(m1,m2)
= 2
∑
d
1
d
∑
ℓ1,ℓ2
xdℓ1xdℓ2
ℓ
1/2
1 ℓ
1/2
2
∑
m1,m2
1
m
1/2
1 m
1/2
2
∑
j
hT,M (µj)Wj (m1m2)
Nj Aj(ℓ1, ℓ2)Aj(m1,m2).
Let
Wj,N (y) =
1
2πi
∫
(3)
ζ(1 + 2s)(π3y)−s
3∏
k=1
∏
±
(
1/2± µj,k
2
)s/2(
1 +
N∑
n=1
2nPn(s)
(1/2± µj,k)n
)
G(s)
ds
s
.
Then we can replace Wj by Wj,N with a negligible error if we choose N to be large enough. Now
we use the Kuznetsov trace formula (see Lemma 2.9) with the test function
h2(µ) = hT,M (µ)Wµ,N (m1m2),(3.2)
where Wµ,N is defined the same as Wj,N with µ replacing µj . It turns out we are led to estimate
2
∑
d
1
d
∑
ℓ1,ℓ2
xdℓ1xdℓ2
ℓ
1/2
1 ℓ
1/2
2
∑
m1,m2
1
m
1/2
1 m
1/2
2
(
∆(2) +Σ
(2)
4 +Σ
(2)
5 +Σ
(2)
6 − E(2)max − E(2)min
)
,(3.3)
where
∆(2) := δℓ1,m1δℓ2,m2
1
192π5
∫
Reµ=0
h2(µ)dspecµ,
Σ
(2)
4 :=
∑
ǫ=±1
∑
D2|D1
m2D1=ℓ1D
2
2
S˜(−ǫℓ2,m2,m1;D2, D1)
D1D2
Φ2,w4
(
ǫm1m2ℓ2
D1D2
)
,
Σ
(2)
5 :=
∑
ǫ=±1
∑
D1|D2
m1D2=ℓ2D
2
1
S˜(ǫℓ1,m1,m2;D1, D2)
D1D2
Φ2,w5
(
ǫℓ1m1m2
D1D2
)
,
Σ
(2)
6 :=
∑
ǫ1,ǫ2=±1
∑
D1,D2
S(ǫ2ℓ2, ǫ1ℓ1,m1,m2;D1, D2)
D1D2
Φ2,w6
(
− ǫ2m1ℓ2D2
D21
,− ǫ1m2ℓ1D1
D22
)
,
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with Φ2,w4(y), Φ2,w5(y), and Φ2,w6(y) defined as in (2.11) by using the new test function h2(µ) given
by (3.2), respectively; and
E(2)max :=
∑
g
1
2πi
∫
Re(µ)=0
h2(µ+ µg, µ− µg,−2µ)
Nµ,g Bµ,g(m1,m2)Bµ,g(ℓ1, ℓ2)dµ,
E(2)min :=
1
24(2πi)2
∫∫
Re(µ)=0
h2(µ)
Nµ Aµ(m1,m2)Aµ(ℓ1, ℓ2)dµ1dµ2.
3.1. The diagonal term. Note that we have ℓ1 = m1, and ℓ2 = m2. Thus we infer that the
diagonal term in (3.3) is
1
96π5
∑
d
∑
ℓ1
∑
ℓ2
xdℓ1xdℓ2
ℓ1ℓ2
∫
Reµ=0
hT,M (µ)Wµ,N (ℓ1ℓ2) dspecµ.(3.4)
By the definition of Wµ,N , we only need to deal with the leading term, which contributes
1
96π5
∫
Reµ=0
hT,M (µ)S(µ)dspecµ,
where
S(µ) :=
∑
d
µ2(d)
d
∑
(ℓ1,d)=1
∑
(ℓ2,d)=1
µ(ℓ1)adℓ1µ(ℓ2)adℓ2
ℓ1ℓ2
Wµ(ℓ1ℓ2),
with
aℓ :=
1
2πi
∫
(3)
(L/ℓ)s
s2
ds
logL
=
{
log(L/ℓ)
logL , ℓ ≤ L,
0, ℓ > L,
Wµ(y) := 1
2πi
∫
(3)
ζ(1 + 2s)
(
π3y
|µ1µ2µ3|
)−s
G(s)
ds
s
.
By moving the line of integration in Wµ to left, we pass the double pole at s = 0. Hence, by the
residue theorem, we infer that
Wµ(ℓ1ℓ2) = c1 log |µ1µ2µ3|+ c2 log ℓ1ℓ2 + c3 +O(T−B),
where c1, c2, and c3 are constants. The main contribution from Wµ(ℓ1ℓ2) comes from the first two
terms, which can be treated similarly. For convenience, we only give the details of the first term.
Note that the goal is to show∑
d
µ2(d)
d
∑
(ℓ1,d)=1
∑
(ℓ2,d)=1
µ(ℓ1)adℓ1µ(ℓ2)adℓ2
ℓ1ℓ2
∫
Reµ=0
hT,M (µ) log |µ1µ2µ3|dspecµ≪ T 3M2.(3.5)
For the ℓ1-sum, we have∑
(ℓ1,d)=1
µ(ℓ1)adℓ1
ℓ1
=
1
2πi
∫
(2)
∏
p|d
(
1− 1
p1+s
)−1
(L/(dℓ1))
s
s2ζ(1 + s) logL
ds.(3.6)
Recall that in the region Re s ≥ 1 − c/ log(| Im s| + 3) (here c is some positive constant), ζ(s) is
analytic except for a single pole at s = 1, and has no zeros and satisfies ζ(s)−1 ≪ log(| Im s| + 3),
ζ′(s)/ζ(s)≪ log(| Im s|+3) (see e.g. [25, (3.11.7) and (3.11.8)]). We move the line of integration in
(3.6) to
(3.7) Cε :=
{
ix : |x| ≥ ε} ∪ {εeiϑ : π2 ≤ ϑ ≤ 3π2 },
and ε is sufficiently small. It follows that
(3.6) =
1
logL
∏
p|d
p
p− 1 +
∫
Cε
∏
p|d
(
1− 1
p1+s
)−1
(L/(dℓ1))
s
s2ζ(1 + s) logL
ds.(3.8)
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We have the similar expression for the ℓ2-sum. Inserting these into (3.5), we consider the resulting
d-sum. A typical term is ∑
d≤L
µ2(d)
d
∏
p|d
(
p
p− 1
)2
≪ logT(3.9)
which implies (3.5) by trivial computation. For the term involving log(ℓ1ℓ2) = log ℓ1 + log ℓ2, we
have ∑
ℓ1≥1
(ℓ1,d)=1
µ(ℓ1) log ℓ1
ℓ1+s1
= −
{
1
ζ(1 + s)
∏
p|d
(
1− 1
ps+1
)−1}′
.
A similar argument shows that its contribution to (3.4) is ≪ T 3M2.
3.2. The w4 and w5 terms. We only deal with the w4-term, since the w5-term is very similar.
Inserting a smooth unity to m1, m2 sums, we are led to estimate∑
ǫ=±1
∑
d
1
d
∑
ℓ1,ℓ2
1√
ℓ1ℓ2
Σ
(2)
4 (ǫ, d, ℓ1, ℓ2,M1,M2),(3.10)
where M1,M2 ≫ 1, M1M2 ≪ T 3+ε,
Σ
(2)
4 (ǫ, d, ℓ1, ℓ2,M1,M2)
:=
∞∑
m1=1
∞∑
m2=1
W1(
m1
M1
)W2(
m2
M2
)
√
m1m2
∑
D,δ
m2δ=ℓ1D
S˜(−ǫℓ2,m2,m1;D,Dδ)
D2δ
Φ2,w4
(
ǫm1m2ℓ2
D2δ
)
,
and Wi(x) (i = 1, 2) are compactly supported in [1, 2] and satisfy x
jW
(j)
i (x)≪ 1. By Lemma 2.14,
we can truncate the D, δ sums at some TB for some larege B at the cost of a negligible error. Then
by Lemma 2.15, we can truncate the sums, again with a negligible error, at
m1m2ℓ2
D2δ
≥ T 3−ε,(3.11)
or in other words,
D2δ ≤ M1M2L
T 3−ε
≪ LT ε.
Note that we have m2δ = ℓ1D now, which implies M2 is small. That is,
M2 ≤ LD/δ ≤ (M1M2/T 3−ε)1/2L3/2/δ3/2 ≪ L3/2T ε/δ3/2.
And by (3.11) we have
M1 ≫ T 3−εD2δ/(m2ℓ2) = T 3−εDδ2/(ℓ1ℓ2)≫ T 3−ε/L2.
We apply the Poisson summation formula in the m1-variable, getting
∞∑
m1=1
W1(
m1
M1
)
√
m1
S˜(−ǫℓ2,m2,m1;D,Dδ)Φ2,w4
(
ǫm1m2ℓ2
D2δ
)
=
∑
a(mod δ)
S˜(−ǫℓ2,m2, a;D,Dδ)
∑
m1≡a(mod δ)
W1(
m1
M1
)√
m1
Φ2,w4
(
ǫm1m2ℓ2
D2δ
)
=
M
1/2
1
δ
∑
a(mod δ)
S˜(−ǫℓ2,m2, a;D,Dδ)
∑
m∈Z
e
(am
δ
)
·
∫ ∞
−∞
W1(x)
x1/2
Φ2,w4
(
ǫm2ℓ2M1x
D2δ
)
e
(
−mM1x
δ
)
dx.
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Integration by parts in connection with Lemma 2.15 (ii) and the above bounds forM1 andM2 shows
that the integral is negligible unless m = 0. When m = 0, by opening S˜(−ǫℓ2,m2, a;D,Dδ) and
compute the a sum, we obtain∑
a(mod δ)
S˜(−ǫℓ2,m2, a;D,Dδ) =
∑
a(mod δ)
∑
C1(mod D),C2(mod Dδ)
(C1,D)=(C2,δ)=1
e
(
m2
C¯1C2
D
+ a
C¯2
δ
− ǫℓ2C1
D
)
= 0
unless δ = 1. With the help of this and m2 = ℓ1D, we see that the contribution from m = 0 to
Σ
(2)
4 (ǫ, d, ℓ1, ℓ2,M1,M2) is
M
1/2
1 ℓ
−1/2
1
∞∑
D=1
W2
(
ℓ1D
M2
)
1
D3/2
∑
C1(mod D)
(C1,D)=1
e
(
− ǫℓ2C1
D
)∫ ∞
−∞
W1(x)
x1/2
Φ2,w4
(
ǫℓ1ℓ2M1x
D
)
dx.
By inserting the definitions of Φ2,w4(x) and Kw4(y;µ), the above x-integral becomes∫ ∞
−∞
W1(x)
x1/2
∫
Reµ=0
h2(µ)Kw4
(
ǫℓ1ℓ2M1x
D
;µ
)
dspecµdx
=
∫
Reµ=0
h2(µ)
∫ i∞
−i∞
(∫ ∞
−∞
x−s−1/2W1(x)dx
) ∣∣∣∣ℓ1ℓ2M1D
∣∣∣∣−s G˜ǫ(s, µ) ds2πi dspecµ
=
∫
Reµ=0
h2(µ)
∫ i∞
−i∞
∣∣∣∣ℓ1ℓ2M1D
∣∣∣∣−s Wˆ1(12 − s
)
G˜ǫ(s, µ)
ds
2πi
dspecµ,(3.12)
where the Mellin transform Wˆ1 is entire and rapidly decaying, which means that we can restrict the
s-integral to | Im s| ≤ T ε. Inserting the definition of G˜ǫ(s, µ) into (3.12), we obtain the corresponding
µ-integral: ∫
Reµ=0
h(µ)
(
3∏
j=1
Γ(12 (s− µj))
Γ(12 (1− s+ µj))
± i
3∏
j=1
Γ(12 (1 + s− µj))
Γ(12 (2− s+ µj))
)
dspecµ.
We only need to consider the first part, since the second part is very similar. For fixed σ ∈ R, t ∈ R
and |t| ≥ 1, we have the Stirling formula
Γ(σ + it) =
√
2πeπ|t|/2|t|σ−1/2eit(log |t|−1)ei(σ−1/2)λπ/2 (1 +O(|t|−1)) ,
where λ = 1, if t ≥ 1, and λ = −1, if t ≤ −1. For convenience, we denote µ1 = it1, µ2 = it2, µ3 =
−i(t1 + t2) = it3, and Im s = t. Here, in the essential integrated range, we have |tk| ≍ |tk − t′k| ≍ T
for 1 ≤ k, k′ ≤ 3 and k 6= k′, since we are considering the generic case. Without loss of generality,
we assume t1 > 0, t2 > 0, and t3 < 0, and get
3∏
j=1
Γ(12 (s− µj))
Γ(12 (1− s+ µj))
= 2−3/2ei(−3t(log 2+1)+π/2)
ei(t−t1) log(t1−t)+i(t−t2) log(t2−t)+i(t1+t2+t) log(t1+t2+t)
(t1 − t)1/2(t2 − t)1/2(t1 + t2 + t)1/2 +O(T
−5/2).
(3.13)
By trivial estimate, the error term from the above to (3.10) is O(T 2+εM2L).
For the main term in (3.13), we use partial integration to prove its contribution is small. Actually,
for the µ1-integral, we denote the phase function
φ(t1) := (t− t1) log(t1 − t) + (t1 + t2 + t) log(t1 + t2 + t).
We see that
φ′(t1) = log
t1 + t2 + t
t1 − t ≫ 1.
And hence, by partial integration many times, the integral is negligible. We finally prove that the
contribution from the w4-term is O(T
2+εM2L).
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3.3. The w6 term. By Lemma 2.14, we can truncate the D1, D2 sums at some T
B for some large
B at the cost of a negligible error. Then by Lemma 2.16, we can truncate the sum further at
(m1ℓ2)
1/3(m2ℓ1)
1/6
D
1/2
1
≥ T 1−ε, and (m1ℓ2)
1/6(m2ℓ1)
1/3
D
1/2
2
≥ T 1−ε,
which means
(m1m2ℓ1ℓ2)
1/2
(D1D2)1/2
≥ T 2−ε.
This gives us
D1D2 ≪ m1m2ℓ1ℓ2
T 4−ε
,
which is impossible provided that L ≤ T 1/2−ε, since the essential sums of m1 and m2 are truncated
at m1m2 ≤ T 3+ε. Thus, the contribution of the w6 term is O(T−B).
3.4. The contribution from the Eisentein series. We only treat the contribution of the maximal
Eisenstein series, since the minimal Eisenstein series can be handled similarly and the contribution
will be smaller. We have the Weyl law on GL2 (see [8]),
♯ {g : tg ≤ T } = T
2
12
− T logT
2π
+ C0T +O
(
T
logT
)
,
where C0 is a constant. Combining this together with definitions of h(µ) and h2(µ), and note that
we are considering the generic case, we see that the essential region of the integration on µ is of
length ≍M , and the essential number of the sum of µg is of size ≍ TM . Hence, by the bound (2.7),
(2.8) and the above argument, we have
E(2)max ≪ε TM2(T 3L2)7/64T ε.
Hence the contribution of the right hand side of (3.3) of the maximal Eisenstein series is
≪ε LT 3/2TM2(T 3L2)7/64T ε ≪ε T 3M2T−11/64+εL39/32 ≪ε T 3M2,
provided L≪ T 11/78−ε.
4. The mollified first moment
Let G(s) be defined as in §3, and T0 = T 1+ε. Consider the integral
1
2πi
∫
(3)
G(s)L
(
s+
1
2
, φj
)
T 3s0
s
ds.
By moving the line of integration to Re(s) = −3, and using the functional equation (2.3), we get
L
(
s+
1
2
, φj
)
=
∑
m≥1
Aj(1,m)
m1/2
V (m,T0) +
∑
m≥1
Aj(m, 1)
m1/2
Vj(m,µj),
where
V (y, T0) :=
1
2πi
∫
(3)
G(s)
(
y
T 30
)−s
ds
s
,
and
Vj(y, µj) :=
∫
(3)
G(s)(yT 30 )
−s
3∏
k=1
Γ
(
s+1/2+µj,k
2
)
Γ
(
−s+1/2−µj,k
2
) ds
s
.
To see the properties of V and Vj , we use the strategy in [11]. Obviously, we have V (y, T0) =
1 + O
(
(y/T 30 )
B
)
, and V (y, T0) ≪ (y/T 30 )−B, by moving the integration line to Re s = −B and
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Re s = B respectively. For Vj , we have Vj(y, µj) ≪ (yT )−B for any y ≥ 1, by using the Stirling
formula and moving the integration line to Re s = B/(3ε). With the help of these, we infer that∑
j
hT,M (µj)
Nj L(
1
2 , φj)Mj
=
∑
j
hT,M (µj)
Nj
∑
ℓ
xℓ
ℓ1/2
Aj(1, ℓ)
∑
m
1
m1/2
V (m,T0)Aj(m, 1) +O(T
−B)
=
∑
ℓ
xℓ
ℓ1/2
∑
m
V (m,T0)
m1/2
∑
j
hT,M (µj)
Nj Aj(1, ℓ)Aj(m, 1) +O(T
−B).
Then, by the Kuznetsov trace formula, we have∑
ℓ
xℓ
ℓ1/2
∑
m
V (m,T0)
m1/2
∑
j
hT,M (µj)
Nj Aj(1, ℓ)Aj(m, 1)
=
∑
ℓ
xℓ
ℓ1/2
∑
m
V (m,T0)
m1/2
(
∆(1) +Σ
(1)
4 +Σ
(1)
5 +Σ
(1)
6 − E(1)max − E(1)min
)
,
where
∆(1) := δℓ,1δ1,m
1
192π5
∫
Reµ=0
hT,M (µ)dspecµ,
Σ
(1)
4 :=
∑
ǫ=±1
∑
D2|D1
mD1=n1D
2
2
S˜(−ǫ,m, 1;D2, D1)
D1D2
Φw4
(
ǫm
D1D2
)
,
Σ
(1)
5 :=
∑
ǫ=±1
∑
D1|D2
D2=D
2
1
S˜(ǫℓ, 1,m;D1, D2)
D1D2
Φw5
(
ǫℓm
D1D2
)
,
Σ
(1)
6 :=
∑
ǫ1,ǫ2=±1
∑
D1,D2
S(ǫ2, ǫ1ℓ, 1,m;D1, D2)
D1D2
Φw6
(
− ǫ2D2
D21
,− ǫ1mℓD1
D22
)
,
and
E(1)max :=
∑
g
1
2πi
∫
Re(µ)=0
hT,M (µ+ µg, µ− µg,−2µ)
Nµ,g Bµ,g(1,m)Bµ,g(ℓ, 1)dµ,
E(1)min :=
1
24(2πi)2
∫∫
Re(µ)=0
hT,M (µ)
Nµ Aµ(1,m)Aµ(ℓ, 1)dµ1dµ2.
4.1. The diagonal term. By trivial estimation, the contribution of the diagonal term is
V (1, T0)
1
192π5
∫
Reµ=0
hT,M (µ)dspecµ =
1
192π5
∫
Reµ=0
hT,M (µ)dspecµ+O(T
−B) ≍ T 3M2.
4.2. The other terms. The treatments of the other terms are actually similar and in fact easier
than those in the mollified second moment. So we omit the arguments here.
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