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Abstract
In commercial buildings, about 40%-50% of the total electricity consumption is attributed to Heating, Ventilation, and Air
Conditioning (HVAC) systems, which places an economic burden on building operators. In this paper, we intend to minimize the
energy cost of an HVAC system in a multi-zone commercial building under dynamic pricing with the consideration of random zone
occupancy, thermal comfort, and indoor air quality comfort. Due to the existence of unknown thermal dynamics models, parameter
uncertainties (e.g., outdoor temperature, electricity price, and number of occupants), spatially and temporally coupled constraints
associated with indoor temperature and CO2 concentration, a large discrete solution space, and a non-convex and non-separable
objective function, it is very challenging to achieve the above aim. To this end, the above energy cost minimization problem is
reformulated as a Markov game. Then, an HVAC control algorithm is proposed to solve the Markov game based on multi-agent
deep reinforcement learning with attention mechanism. The proposed algorithm does not require any prior knowledge of uncertain
parameters and can operate without knowing building thermal dynamics models. Simulation results based on real-world traces
show the effectiveness, robustness and scalability of the proposed algorithm.
Index Terms
Commercial buildings, HVAC systems, energy cost, dynamic pricing, multi-zone coordination, random occupancy, thermal
comfort, indoor air quality comfort, multi-agent deep reinforcement learning
NOMENCLATURE
Indices
t Time slot index.
i, z Zone index.
Parameters and Constants
N Total number of zones.
L Total number of time slots.
Tmini Minimum acceptable indoor temperature (
oC).
Tmaxi Maximum acceptable indoor temperature (
oC).
Ni The set of neighbors of zone i.
Omaxi Acceptable CO2 concentration in zone i (ppm).
τ Time slot length (min).
κ The air density (g/m3).
ϑi The volume of zone i (m
3).
χ The CO2 generation rate per person (L/s).
M Number of discrete levels related to mi,t.
Z Number of discrete levels related to σt.
µ Fan power consumption coefficient (Watt/(g/s)3).
Ca The specific heat of the air (J/g/
oC).
η The efficiency factor of the cooling coil.
COP Coefficient of performance related to the chiller.
Ts Supply air temperature of the VFD fan (
oC).
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2θ The weight parameter of actor network.
ψ The weight parameter of critic network.
Variables
Ti,t Indoor temperature of zone i at slot t (
oC).
Ki,t The number of occupants in zone i at slot t.
T outt Outdoor temperature at slot t (
oC).
mi,t Air supply rate of zone i at slot t (g/s).
ςi,t Thermal disturbance in zone i at slot t (Watts).
Oi,t CO2 concentration in zone i at slot t (ppm).
Omixt CO2 concentration of the mixed air at slot t (ppm).
Ooutt Outside CO2 concentration at slot t (ppm).
σt The damper position in the AHU.
λt Electricity price (RMB/kWh).
Tmixt Mixed air temperature (
oC).
pt Power consumption of the cooling coil (Watts).
Φ1,t The energy cost related to the supply fan (RMB).
Φ2,t The energy cost related to the cooling coil (RMB).
Ii,t Occupancy state indicator of zone i at slot t.
I. INTRODUCTION
As electricity consumers in smart grid, buildings are responsible for a large portion of the total electricity consumption in a
country. For example, residential buildings and commercial buildings accounted for 38.7% and 35.5% of the total electricity
usage of U.S. in 2010 [1] respectively. In commercial buildings (e.g., offices, stores, restaurants, warehouses, other buildings
used for commercial purposes, and government buildings [1]), about 40%-50% of the total electricity consumption is attributed
to Heating, Ventilation, and Air Conditioning (HVAC) systems, which places an economic burden on building operators. Since
HVAC systems have flexible power consumption under some operational constraints (e.g., comfortable indoor temperature
range and comfortable indoor air quality), their energy costs can be reduced by utilizing the temporal diversity of dynamic
prices [2].
Many approaches have been proposed to minimize HVAC energy cost in commercial buildings under dynamic pricing with
the consideration of thermal comfort and/or indoor air quality comfort, e.g., model predictive control (MPC) [3], stochastic
MPC [4], event-based approach [5], distributed MPC [6], Lyapunov optimization techniques [7] [8], convex optimization [9],
mixed-integer linear programming [10], Lagrangian relaxation approach [11], and non-linear optimization [12]. Though some
advances have been made in above-mentioned studies, they have three drawbacks. Firstly, they need to know building thermal
dynamics models. Since building indoor temperature depends on many factors, it is very challenging to develop a building
thermal dynamics model that is accurate and efficient enough for HVAC control [13] [14]. Moreover, the performances or
premises of model-based methods depend on specific building environment and their generalities are limited when confronted
with various building environments [8] [15]. Secondly, they need to predict uncertain parameters or know explicit models (e.g.,
probability distribution) of representing uncertainties. When prediction errors are large, algorithmic performance will be affected
[3] [4] [16]. Thirdly, the above-mentioned methods do not support on-line decision-making for large-scale solution space [17].
To be specific, any time when an optimization is needed, these methods have to compute completely or partially all the possible
solutions and choose the best one. When the solution space is very large, the computation process is time-consuming.
To overcome the above-mentioned drawbacks, learning-based techniques can be adopted, e.g., reinforcement learning [18]–
[21] and deep reinforcement learning (DRL) [22]–[24]. To be specific, they can fully exploit the information in interactions
with the building environment to learn an optimal policy without knowing building thermal dynamics models. Once the learning
process is finished, the obtained policy can be used for end-to-end complex decision-making, which can generate an optimal
action instantly (e.g., within several milliseconds) given a system state without knowing any prior knowledge of uncertain
parameters. Although reinforcement learning based methods in [25] [26] do not require the prior knowledge of building thermal
dynamics models, they are known to be unstable or even to diverge when a nonlinear function approximator (e.g., a deep neural
network) is used to represent the action-value function [22]. To efficiently handle the problem with large and continuous state
space, many DRL-based HVAC control methods have been proposed. For example, Wei et al. [13] proposed an HVAC control
method based on Deep Q-Network (DQN) to save energy cost while maintaining the room temperature within the desired range.
In [15], Gao et al. presented an HVAC control method based on Deep Deterministic Policy Gradients (DDPG) to minimize
energy consumption and thermal discomfort in a laboratory. In [27], Zhang et al. proposed an HVAC control framework based
on Asynchronous Advantage Actor Critic (A3C), which jointly optimizes energy demand and thermal comfort in an office
building. In [28], Ding et al. developed a control method based on Branching Dueling Q-network (BDQ) for four building
subsystems, including HVAC, lighting, blind and window systems. In [17], Mocanu et al. proposed two optimization methods
based on DQN and DDPG to minimize energy cost by scheduling a set of electrical devices in residential buildings. In [29], Yu
3et al. proposed a DDPG-based energy management algorithm to minimize the energy cost of a smart home with energy storage
systems and HVAC systems. In [30], Li et al. proposed a trust region policy optimization (TRPO) based demand response
strategy for optimal scheduling of home appliances. Although the above DRL-based HVAC control methods are effective, they
did not jointly consider random zone occupancy, thermal comfort and indoor air quality comfort in a multi-zone commercial
building.
Based on the above observation, this paper intends to minimize HVAC energy cost in a multi-zone commercial building
under dynamic pricing, with the consideration of random zone occupancy, thermal comfort and indoor air quality comfort in
the absence of building thermal dynamics models. To be specific, air supply rate in each zone and the damper position in the air
handling unit are jointly determined to minimize the long-term HVAC energy cost while maintaining comfortable temperature
and CO2 concentration ranges. However, several challenges are involved in achieving the above aim. Firstly, building thermal
dynamics models are unknown. Secondly, there are spatially and temporally constraints associated with indoor temperature and
CO2 concentration. Thirdly, the objective function is non-convex and non-separable. Fourthly, the solution space at each time
slot is extremely large. For example, the total number of solutions would be 1051 if 10 discrete variable levels and 50 zones
are considered. Finally, there are some uncertain parameters (e.g., electricity price, outdoor temperature, number of occupants).
When taking above-mentioned challenges into consideration, all existing model-based or model-free methods are not applicable
to our problem. To this end, we propose an HVAC control algorithm for the multi-zone commercial building based on multi-
agent deep reinforcement learning (MADRL) with attention mechanism [31], which supports flexible and scalable coordination
among different agents.
The main contributions of this paper are summarized as follows.
• By taking random zone occupancy, comfortable temperature range, and comfortable CO2 concentration range into
consideration, we first formulate a long-term HVAC energy cost minimization problem related to a multi-zone commercial
building without knowing building thermal dynamics models. Then, we reformulate the optimization problem as a Markov
game, where environment state, action, and reward function are designed.
• We propose a scalable HVAC control algorithm to solve the Markov game based on multi-agent deep reinforcement learning
with attention mechanism. Note that the proposed algorithm is model-free and does not require any prior knowledge of
uncertain parameters.
• Simulation results based on real-world traces show the effectiveness, robustness, and scalability of the proposed algorithm.
When 30 zones are considered, the proposed algorithm can reduce average energy cost by 56.50%-75.25% compared with
other baselines while maintaining the comfort for occupants.
The rest of this paper is organized as follows. In Section II, we describe the system model and provide problem formulation.
In Section III, we propose a MADRL-based HVAC control algorithm. In Section IV, we conduct performance evaluation.
Finally, conclusions are made in Section V.
II. SYSTEM MODEL AND PROBLEM FORMULATION
We consider a commercial building with N thermal zones and indoor temperatures in these zones could be adjusted by an
HVAC system as shown in Fig. 1. A typical commercial HVAC system consists of an air handling unit (AHU) for the whole
building and a set of variable air volume (VAV) boxes for each zone [9]. The AHU is composed of dampers, a cooling/heating
coil, and a variable frequency drive (VFD) fan. The dampers could mix the outside fresh air with the air returned from each
zone to satisfy the ventilation requirement of each zone. The cooling/heating coil cools down/heats up the mixed air, while
the VFD fan could deliver the mixed air to the VAV box in each zone. Without loss of generality, we focus on the case that
all zones need cooling. In addition, we assume that the HVAC system operates in slotted time (i.e., t = {1, · · · , L}). In the
following parts, we first describe the HVAC control and cost models. Then, we formulate an energy cost minimization problem
and its variant.
 
Fig. 1. Typical commercial HVAC system.
4A. HVAC Control Model
In this paper, we intend to adjust the damper position in the AHU and air supply rate in each zone so that thermal comfort and
indoor air quality comfort could be maintained. Similar to [13], a comfortable temperature range is adopted as the representation
of thermal comfort for simplicity. Let Ti,t be the indoor temperature of zone i at slot t. Then, we have
Tmini ≤ Ti,t ≤ T
max
i , ∀ i, t, Ki,t > 0, (1)
where Ki,t denotes the number of occupants in zone i at slot t, while T
min
i and T
max
i denote the minimum and maximum
acceptable indoor temperature at zone i respectively.
According to [9] [32], indoor temperature in zone i at slot t+1 (i.e., Ti,t+1) depends on many factors, e.g., indoor temperatures
in zone i as well as its adjacent zones at slot t (i.e., Tz,t), outdoor temperature at slot t (i.e., T
out
t ), air supply rate in zone i
at slot t (i.e., mi,t), and thermal disturbance in zone i at slot t (i.e., ςi,t). Then, we have
Ti,t+1 = F(Ti,t, Tz,t|∀z∈Ni , T
out
t , mi,t, ςi,t), (2)
where Ni is the set of neighbors of zone i. Since it is difficult to develop a building thermal dynamics model that is both
accurate and efficient enough for effective HVAC control [13], we assume that the explicit model of F(·) is unknown.
As for indoor air quality comfort, CO2 concentration level is selected as its representation [33]. Since high CO2 concentration
level in a zone is harmful to occupants’ health and their productivity, it should be controlled below a threshold value Omaxi
[34]. Then, we have
Oi,t ≤ O
max
i , ∀ i, t, Ki,t > 0, (3)
where Oi,t denotes the CO2 concentration level of zone i at slot t.
According to [8], the dynamics of Oi,t can be described by
Oi,t+1 = (1−
mi,tτ
κϑi
)Oi,t +
mi,tτ
κϑi
Omixt +
Ki,tτχ
ϑi
, (4)
where τ denotes the duration of a time slot, κ is the air density, ϑi is the volume of zone i, O
mix
t is the CO2 concentration of
the mixed air at slot t, and χ is the CO2 generation rate per person.
In (4), Omixt can be described by (1− σt)O
out
t + σt
∑
i
Oi,tmi,t∑
i
mi,t
[8], where mi,t is determined by the damper position in the
VAV terminal box. Typically, its value can be selected from M discrete levels [13]. Then, we have
mi,t ∈ {m
1
i , m
2
i , · · · , m
M
i }, ∀ i, t. (5)
Similarly, the damper position in the AHU σt can be chosen from Z discrete values, i.e.,
σt ∈ {σ
1, σ2, · · · , σZ}, ∀ t. (6)
B. HVAC Energy Cost Model
According to [8] [9], HVAC energy cost consists of two parts, which are related to the supply fan and the cooling coil.
Moreover, power consumption associated with the supply fan could be approximated by µ(
∑
imi,t)
3 [32], where µ is a
coefficient. Then, the energy cost related to the supply fan is given as follows,
Φ1,t = µ(
∑N
i=1
mi,t)
3λtτ, ∀ t, (7)
where λt denotes electricity price at slot t.
Similarly, the power consumption of the cooling coil pt could be described by [9]
pt =
Ca
∑
imi,t(T
mix
t − Ts)
ηCOP
, ∀ t, (8)
where Ca denotes the specific heat of the air, η is the efficiency factor of the cooling coil, COP is the coefficient of performance
related to the chiller, Tmixt = σt
∑
i
mi,tTi,t∑
i
mi,t
+ (1− σt)T outt is the mixed air temperature, Ts is the supply air temperature of the
VFD fan.
Substituting Tmixt into (8), pt could be rewritten as follows,
pt =
∑
i
pi,t, (9)
where pi,t = mi,t
Ca
ηCOP
(σtTi,t + (1− σt)T outt − Ts). Then, the energy cost related to the cooling coil is given by
Φ2,t = ptλtτ, ∀ t. (10)
5C. Energy Cost Minimization Problem
Based on above-mentioned models, we can formulate a stochastic program that minimizes the long-term HVAC energy cost
as follows,
(P1) min
mi,t,σt
L∑
t=1
E{Φ1,t +Φ2,t} (11a)
s.t. (1)− (6), (11b)
where E denotes the expectation operator, which acts on random system parameters, e.g., electricity price, outdoor temperature,
and number of occupants. Decision variables of P1 are mi,t and σt.
It is very challenging to solve P1 due to the following reasons. Firstly, the thermal dynamics model of Ti,t is unknown.
Secondly, there are temporally and spatially coupled constraints about indoor temperature Ti,t and CO2 concentration Oi,t.
For example, indoor temperature in a zone at time slot t + 1 depends on its indoor temperature at time slot t and indoor
temperatures in adjacent zones. Similarly, CO2 concentration at time slot t + 1 depends on CO2 concentration in all zones
at time slot t according to the expression of Omixt . Thirdly, the discrete solution space in each time slot is extremely large.
For example, when M = 10, N = 50, Z = 10, the total number of solutions is 1051. Fourthly, control decisions for
different zones are coupled by a non-convex and non-separable objective function. Lastly, there are some uncertain system
parameters, e.g., electricity price, outdoor temperature, and number of occupants. When taking the above-mentioned challenges
into consideration, existing model-based and model-free approaches about building energy optimization are not applicable to
P1. For example, DDPG-based HVAC control method in [29] is incapable of dealing with discrete variables in P1, while
DQN-based HVAC control method in [13] is not scalable to the number of zones. Although independent DQN is adopted for
each zone, heat transfer among adjacent zones is neglected. Moreover, the way of designing reward function in [13] is not
applicable to the optimization problem P1, which considers the adjustment of AHU damper position.
D. Energy Cost Problem Reformulation
To address the above challenges, we are motivated to design a scalable DRL-based HVAC control algorithm. To be specific,
we first reformulate P1 as a Markov game [35], which is a multi-agent extension of Markov decision process. Then, we
propose a model-free control algorithm to solve the Markov game in Section III based on multi-agent DRL. Since there are
N + 1 variables in P1, N + 1 agents are considered in the Markov game related to P1. Specifically, a Markov game can be
defined by a set of states, S, a collection of action sets (each action set is associated with each agent in the environment),
A1, · · · , AN+1, a state transition function, F : S×A1× . . .×AN+1 → Π(S), which defines the probability distribution over
possible next states, given the current state and actions for all agents, and a reward function for each agent i (1 ≤ i ≤ N +1),
Ri : S×A1× . . .×AN+1 → R. In a Markov game, each agent i takes action ai ∈ Ai based on its local observation oi ∈ Oi,
where oi contains partial information of the global state s ∈ S. The aim of the agent i is to maximize its expected return by
learning a policy πi : Oi → Π(Ai), which maps the agent’s local observation oi ∈ Oi into a distribution over its set of actions.
Here, the return is the sum of discounted rewards received over the future, i.e.,
∑∞
j=0 γ
jri,t+j+1(st, a1,t, · · · , aN+1,t), where
γ ∈ [0, 1] is a discount factor and ri,t+1 ∈ Ri is the reward received by the agent i at slot t. Since multi-agent DRL used in
Section III does not require the information of state transition function, we mainly focus on designing three components of
the Markov game associated with P1, i.e., state, action, and reward function.
1) State: In zone i (1 ≤ i ≤ N ), agent i takes action based on its local observation oi so that indoor temperature and CO2
concentration can be maintained within the comfortable range. Since indoor temperature Ti,t is related to outdoor temperature
T outt and indoor temperatures in adjacent zones Tz,t (z ∈ Ni), T
out
t and neighbor information should be selected as the parts
of system state. Moreover, CO2 concentration Oi,t is associated with the number of occupants Ki,t. In addition, the common
aim of all agents is to minimize HVAC energy cost, which is related to electricity price λt. Based on the above analysis, the
local observation of agent i at slot t is designed as follows: oi,t = (T
out
t , Ti,t, Tz,t|∀z∈Ni , λt, t
′,Ki,t, Oi,t), where t
′ denotes
the time slot index in a day, i.e., t′ = mod (t, 96) when τ = 15 minutes. Since the action of agent N +1 has a large impact
on CO2 concentration and HVAC energy cost, oN+1 can be described by oN+1,t = (λt, t
′,K1,t, · · · ,KN,t, O1,t, · · · , ON,t).
Taking local observations of all agents at slot t into consideration, we have ot = (o1,t, · · · , oN+1,t). For simplicity, the global
state st is selected to be ot.
2) Action: For agent i (1 ≤ i ≤ N ), its action is mi,t. For agent N + 1, its action is σt. Thus, the action of all agents can
be written as at = (m1,t,m2,t, · · · ,mN,t, σt).
3) Reward function: According to the theory of Markov decision process, the transition of the environment state from st−1
to st could be triggered by the execution of at−1. Then, the reward rt will be returned. To describe the system transition more
concisely, a 4-tuple is used, i.e., (st−1, at−1, st, rt). Under the Markov game environment, rt = (r1,t, · · · , ri,t, · · · , rN+1,t).
Since our aim is to minimize the HVAC energy cost while maintaining the comfortable temperature and CO2 concentration
range in all zones, the reward function of an agent is related to four parts, i.e., the penalty for the energy consumption of the
supply fan, the penalty for the energy consumption of the cooling coil, the penalty for zone temperature deviation, and the
penalty for zone CO2 concentration violation.
6Note that the penalty for the energy consumption of the supply fan is related to (
∑N
i=1mi,t)
3, which is a non-separable
function. To enable the coordination among different zones, the penalty for the energy consumption of the supply fan should
be imposed on N zone agents. Since the action of agent N + 1 has no impact on the energy consumption of the supply fan,
we have rN+1,1,t = 0. For zone agents, the first part of ri,1,t (1 ≤ i ≤ N ) is designed as follows,
ri,1,t(st−1, at−1) = −
Φ1,t−1
N
, ∀ t. (12)
According to (8), the energy consumption of the cooling coil depends on mi,t (1 ≤ i ≤ N ) and σt. Thus, the penalty for the
energy consumption of the cooling coil should be imposed on N+1 agents. Without loss of generality, rN+1,2,t(st−1, at−1) =
− pt−1λt−1τ
N+1 . For zone agents, the second part of ri,2,t is designed by
ri,2,t(st−1, at−1) = −
N
N + 1
pi,t−1λt−1τ, ∀ t. (13)
To maintain the comfortable temperature range at slot t, an action should be taken by each zone agent at slot t− 1. Then,
the reward related to zone temperature deviation is given by
ri,3,t(st) = −Ii,t([Ti,t − T
max
i ]
+
+
[
Tmini − Ti,t
]+
), (14)
which means that ri,3,t(st) = 0 if T
min
i ≤ Ti,t ≤ T
max
i and Ki,t > 0. Otherwise, ri,3,t(st) = −(Ti,t − T
max
i ) if Ti,t > T
max
i
and Ki,t > 0, and ri,3,t(st) = −(Tmini − Ti,t) if Ti,t < T
min
i and Ki,t > 0. Note that Ii,t = 0 if Ki,t = 0, and Ii,t = 1 if
Ki,t > 0. Therefore, ri,3,t(st) = 0 if there is no occupants in zone i at slot t. Since zone temperature deviation is not relevant
to the action of agent N + 1, we have rN+1,3,t = 0.
According to (3), the zone CO2 concentration violation depends on mi,t (1 ≤ i ≤ N ) and σt. Thus, the penalty for zone CO2
concentration violation should be imposed onN+1 agents. Without loss of generality, rN+1,4,t(st) = −
1
N+1
∑N
i=1 (Ii,t [Oi,t −O
max
i ]
+).
For all zone agents, the fourth part of ri,4,t can be designed by
ri,4,t(st) = −
N
N + 1
(Ii,t [Oi,t −O
max
i ]
+
), ∀ t. (15)
Taking four parts into consideration, the reward function of agent i equals α(ri,1,t(st−1, at−1) + ri,2,t(st−1, at−1)) +
βri,4,t(st) + ri,3,t(st), where α and β are positive weight coefficients in
oC/$ and oC/ppm respectively.
To obtain the information related to state and reward function, agents have to coordinate with each other. To be specific,
the necessary information in system state and reward function should be collected via information exchanges among different
agents as shown in Fig. 2. After the state information is obtained, action at = (m1,t, m2,t, · · · , mN,t, σt) is taken. Then,
the new state is observed at beginning of time slot t + 1 and the reward function ri,t is calculated. Note that number of
occupants in each zone can be measured by doorway electronic counting sensors, indoor temperature in each zone and outdoor
temperature can be obtained by temperature sensors. In addition, electricity price can be accessed from the website of local
electric company.
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To encourage exploration and avoid convergence to non-optimal deterministic policies, a soft actor-critic method is adopted
in MAAC approach by incorporating an entropy term as follows,
) = ,a log )) s, a)] (18)
where s, a) = log ))+ s, a is the temperature parameter determining the balance between maximizing
entropy and reward, is a state-dependent baseline. Accordingly, the target value used in the loss function for estimating
s, a can be revised as follows,
s, a) + (˜ log (˜ )) + (s˜, )] (19)
where (˜ denotes the target policy function with parameter
In addition to the above-mentioned soft actor-critic method, MAAC approach adopts attention mechanism, which can learn
the critic for each agent by selectively paying attention to the information from other agents. In other words, the contributions
Fig. 2. Information exchange among different agents.
III. MADRL-BASED HVAC CONTROL ALGORITHM
To solve the Markov game in Section II-D, we design a MADRL-based HVAC control algorithm. Specifically, multi-actor-
attention-critic (MAAC) approach [31] for MADRL is adopted. In the following parts, we first introduce the basic principle
of MAAC approach. Then, we describe the proposed HVAC control algorithm.
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Fig. 3. The architecture for the proposed MADRL-based HVAC control algorithm.
To encourage exploration and avoid convergence to non-optimal deterministic policies, a soft actor-critic method is adopted
in MAAC approach by incorporating an entropy term as follows,
) = ,a log )) s, a)] (18)
where s, a) = log ))+ s, a is the temperature parameter determining the balance between maximizing
entropy and reward, is a state-dependent baseline. Accordingly, the target value used in the loss function for estimating
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the critic for each agent by selectively paying attention to the information from other agents. In other words, the contributions
Fig. 3. The architecture for the proposed MADRL-based HVAC control algorithm.
A. Basic Principle of MAAC Approach
MAAC approach is a kind of actor-critic methods, which learn approximations to both policy and value functions. Typically,
action-value function Q(st, at) is used and it represents the expected return of taking action at in state st, i.e., Q(st, at) =
E{
∑∞
j=0 γ
jrt+j+1(st, at)}. The approximation of action-value function (i,e., Qψ(st, at) and ψ denotes the weight parameter
of critic network) can be learned through off-policy temporal-difference learning by minimizing the following loss function,
i.e.,
LQ(ψ) = E(s,a,s˜,r)∼D[(Qψ(s, a)− y)
2], (16)
where y = r(s, a) + γEa˜∈pi(s˜)[Qψ¯(s˜, a˜)], Qψ¯ is the target value function, and D is an xperien e replay buffer that stores past
system transitions (s, a, s˜, r).
Similarly, the approximation of policy function πθ(a|s) (note that θ denotes the weight parameter of actor network) can be
learned by policy gradient methods, and the policy gradient can be written as follows,
∇θJ(θ) = Es∼D,a∼pi[∇θlog(πθ(a|s))Qψ(s, a)]. (17)
To encourage exploration and avoid convergence to non-optimal deterministic policies, a soft actor-critic method is adopted
in MAAC approach by incorporating an entropy term as follows,
∇θJ(θ) = Es∼D,a∼pi[∇θlog(πθ(a|s))ρ(s, a)], (18)
where ρ(s, a) = −ϕlog(πθ(a|s))+Qψ(s, a)−b(s), ϕ is the temperature parameter determining the balance between maximizing
entropy and reward, b(s) is a state-dependent baseline. Accordingly, the target value y used in the loss function for estimating
Qψ(s, a) can be revised as follows,
y = r(s, a) + γEa˜∈pi(s˜)[−ϕlog(πθ¯(a˜|s˜)) +Qψ¯(s˜, a˜)], (19)
where πθ¯(a˜|s˜) denotes the target policy function with parameter θ¯.
In addition to the above-mentioned soft actor-critic method, MAAC approach adopts attention mechanism, which can learn
the critic for each agent by selectively paying attention to the information from other agents. In other words, the contributions
from other agents are considered when calculating the action-value function Qψi (o, a) for agent i. To be specific, Q
ψ
i (o, a) for
agent i can be calculated as follows,
Qψi (o, a) = fi(gi(oi), xi), (20)
where fi is a two-layer multi-layer perception (MLP), gi is a one-layer MLP embedding function, and xi denotes the total
contribution from other agents.
Let qi be a one-layer MLP embedding function and ei = qi(oi, ai). Then, we have
xi =
∑
j 6=i
ωjh(Wvej), (21)
where Wv is a shared matrix that transforms ej into a “value”, h is a non-linear activation function, ωj is the attention weight
associated with agent j and can be obtained as follows,
ωj = exp
((Wkej)
TWqei)/
∑N
j=1
exp((Wkej)
TWqei), ∀ j, (22)
8where Wk and Wq are shared matrixes that transform ej into a “key” and transform ei into a “query” respectively. Note that
the above-mentioned “value”, “key” and “query” are similar to those in the key-value memory model [36].
Due to the sharing of three learnable parameters (i.e., Wk,Wq,Wv), all critics are updated to minimize a joint regression
loss function as follows,
LQ(ψ) =
N+1∑
i=1
E(o,a,o˜,r)∼D[(Q
ψ
i (s, a)− yi)
2], (23)
where yi = ri(o, a) + γEa˜∈piθ¯(o˜)[−ϕlog(πθ¯i(a˜i|o˜i)) +Q
ψ¯
i (o˜, a˜)]. Similarly, the gradient used for updating individual policies
is given by
∇θiJ(θ) = Eo∼D,a∼pi[∇θi log(πθi(ai|oi))ρi(oi, ai)], (24)
where ρi(oi, ai) = −ϕlog(πθi(ai|oi)) +Q
ψ
i (o, a)− b(o, a\i), \i denotes the set of agents except i. Here, Q
ψ
i (o, a)− b(o, a\i)
is called as the multi-agent advantage function, which can indicate that whether the current action would cause an increase in
expected return, where b(o, a\i) =
∑
a˜i∈Ai
πθ¯i(a˜i|oi)Q
ψ
i (o, (a˜i, a\i)).
Algorithm 1: Training Algorithm
Input: The traces of electricity price, outdoor temperature and number of occupants
Output: The weights of actor network and critic network, i.e., θ and ψ
1 Initialize the capacity of experience replay buffer D;
2 Initialize environments with N + 1 agents;
3 Initialize the weights of target networks Qψ¯i and π
θ¯
i by copying: ψ¯ ⇐ ψ, θ¯ ⇐ θ;
4 for episode=1, 2, · · · , Y do
5 Reset environments, and get initial observation state oi,1 for each agent i;
6 for t=1, 2, · · · , P do
7 Select actions ai,t ∼ π
θ
i (·|oi,t) for each agent i;
8 Send actions ai,t to all parallel environments and get oi,t+1 and ri,t+1;
9 Store transitions (ot, at, ot+1, rt+1) in D;
10 if Gmemory ≥ Bsize and mod(t,Tupdate)=0 then
11 Sample mini-batch B with Bsize transitions (o, a, o˜, r) from D;
12 Calculate Qψi (o
l
i, a
l
i) for all i in parallel, 1 ≤ l ≤ Bsize, where a
l
i and o
l
i denotes lth ai and oi in B;
13 Calculate a˜li ∼ π
θ¯
i (o˜
l
i) for all i and l;
14 Calculate Qψ¯i (o˜
l
i, a˜
l
i) for all i and l;
15 Update critic network by minimizing the joint regressive loss function (23);
16 Calculate ali ∼ π
θ¯
i (o
l
i) for all i in parallel;
17 Calculate Qψi (o
l
i, a
l
i) for all l and i;
18 Update policies using (24);
19 Update the weights of target networks:;
20 ψ¯ ← ξψ + (1 − ξ)ψ¯, θ¯ ← ξθ + (1 − ξ)θ¯;
21 end
22 end
23 end
Algorithm 2: Execution Algorithm
Input: The weights of the actor network, i.e., θ
Output: Action at
1 All agents receive initial local observation o1 = (o1,1, · · · , oN+1,1);
2 for t=1, 2, · · · , Htest do
3 Each agent i selects its action ai,t in parallel according to the learned policy πθ(·|oi,t) at the beginning of slot t;
4 Each agent i takes action ai,t in parallel, which affects the operation the HVAC system;
5 Each agent i receives new observation oi,t+1 at the end of slot t;
6 end
9B. The Proposed MADRL-based HVAC Control Algorithm
The proposed MADRL-based HVAC control algorithm consists of two parts, i.e., training algorithm and execution algorithm,
which can be illustrated by Algorithm 1 and Algorithm 2 respectively. In Algorithm 1, agent i interacts with multi-zone com-
mercial building environment at each time slot t. Following the procedure in Fig. 2, the transition tuple (oi,t, ai,t, oi,t+1, ri,t+1)
of each agent is collected and stored in experience replay buffer D, which can be shown in lines 7-9 of Algorithm 1. When
the length of the buffer Gmemory is larger than batch size Bsize, a mini-batch data would be randomly sampled from the buffer
D every Tupdate slot and used to train critic/actor networks. Note that the above storing and sampling technique is called as
experience replay, which has many advantages [22], e.g., greater data efficiency, reduced variance of updates, and stronger
stability. Lines 12-15 in Algorithm 1 are associated with the update of critic network and Lines 16-18 are related to the
update of actor network. Finally, weights of target network are updated in Line 20. To illustrate the above training process,
the architecture of the proposed MADRL-based HVAC control algorithm is shown in Fig. 3.
After the completion of training process, the weights of actor networks are not updated. Then, the learned policies can be
used for practical testing as shown in Algorithm 2. To be specific, each actor takes action ai,t based on the current local
observation oi,t. Next, actions of actors in all agents are executed by the HVAC system. At the end of time slot t, local
observation at next time slot oi,t+1 is obtained by agent i. The above-mentioned procedure repeats until the end of testing
stage. Since just the current observation ot is used for making decisions, the proposed HVAC control algorithm does not require
any prior knowledge of uncertain system parameters and building thermal dynamics models. Note that all actors have the same
network architecture, which consists of one input layer, multiple hidden layers with Leaky ReLU activation functions, and one
output layer with softmax activation function. Similarly, all critics have the same network architecture, which is composed
of one input layer, multiple hidden layers with Leaky ReLU activation functions, and one output layer with linear activation
function. Since the interaction processes between agents and building environments may last for a long time in practice, some
approaches have been proposed to reduce the “real environment” dependency. For example, calibrated building models can be
used as environment simulators for the training of DRL agents [27], which can be generated by EnergyPlus and calibrated
with the observable data (e.g., weather condition, energy consumption). In addition, the real-world HVAC operations can be
approximated based on building historical data by implementing LSTM networks [37], which take the current state and action
as inputs and predict the next state.
IV. PERFORMANCE EVALUATION
A. Experimental Setup
Real-world retail commercial electricity price data1, outdoor temperature data from Pecan Street database2, and zone
occupancy data from [38] are used in simulations. To be specific, Time-of-Use (ToU) commercial price in Beijing and hourly
outdoor temperature in Austin, Texas, USA during June 1 to August 31, 2018 are used. Since just three zone occupancy traces
are available in [38], the occupancy trace in zone 4 is obtained based on that in zone 1 and zone 3. Moreover, we mainly
consider the average number of occupants during each hour and reduce the number of occupants in zone 2 by multiplying a
coefficient. Note that the curves of above-mentioned traces are plotted in Fig. 4. In simulations, the data in June and July are
used to train neural network models and the data in August are adopted for performance testing. The training is conducted on a
laptop computer with Intel CoreTM i5-7300HQ CPU@2.5GHz and 24 RAM. In addition, the proposed algorithm is implemented
based on Python. Main parameter configurations related to model training are shown in TABLE I, where αa and αc denote
learning rates of actor network and critic network, respectively. Na and Nc denote the number of neurons in two hidden layers
of actor network and critic network respectively. It is worth mentioning that the capacity of experience replay buffer Nbuffer
has a large impact on the convergence of the training algorithm. According to the analysis of simulation results, a larger
Nbuffer should be selected for a larger number of agents. To simulate the environment in a multi-zone commercial building,
we adopt the temperature dynamics model in [8] for simplicity, where zone temperature disturbances are assumed to be zero.
To illustrate that the proposed algorithm is applicable to any building thermal dynamics model, we evaluate the robustness of
the proposed algorithm when thermal disturbances are non-zero in the following parts. When the number of zones is larger
than 4, model parameters are repeatedly used. Other constant parameters are selected as follows: µ = 2× 10−6W/(g/s)3 [32],
mi,t ∈ {0, 0.1, · · · , 0.9, 1} ∗ 450g/s [32], σt ∈ {0, 0.1, · · · , 0.9, 1}, η = 0.8879 [9], COP = 5.9153 [9], Tmini = 19
oC [29],
Tmaxi = 24
oC [29], Omaxi = 1300ppm [8], Htest = 744 hours, τ = 15 min, P = 96.
B. Benchmark Methods
1) Rule-based Scheme (RS): This scheme adopts ON/OFF policy in [13] for indoor temperature control. To be specific,
mi,t = m
M
i if Ki,t > 0 and Ti,t > T
max
i ; mi,t = m
1
i if Ki,t > 0 and Ti,t < T
min
i . For the case that Ki,t > 0 and
Tmini ≤ Ti,t ≤ T
max
i , mi,t is not changed. When Ki,t = 0, mi,t = 0. Moreover, the damper position in the AHU σt is
fixed during the testing period.
1http://www.beijing.gov.cn/zhengce/gfxwj/201905/t20190531 82985.html
2https://www.pecanstreet.org/
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(a) Retail commercial price (b) Outdoor temperature (c) Number of occupants
Fig. 4. Real-world traces used in simulations.
(a) Total energy cost (b) ACD (c) ATD
Fig. 5. The performance of the proposed algorithm under varying α and β. Note that 95% confidence interval across 10 runs is considered.
TABLE I
MODEL TRAINING PARAMETERS
Y 5000 αa 0.0005 αc 0.001
ξ 0.001 γ 0.995 Na 128
Nc 128 Bsize 120 ϕ 0.1
Nbuffer 4800000 Tupdate 1 Optimizer Adam
2) Heuristic Scheme (HS): HS uses building thermal dynamics models for building environment control3. To be spe-
cific, mi,t = 0 and σt = 0 if Ki,t = 0. When Ki,t > 0 and Oi,t +
Ki,tτχ
ϑi
< Omaxi , σi,t = 1 and mi,t =
min{mmaxi ,max{m
min
i ,m
low
i,1 }}, where m
low
i,1 is the minimum air supply rate of making Ti,t below T
max
i . When Ki,t > 0
and Oi,t+
Ki,tτχ
ϑi
≥ Omaxi , σi,t = ζ and mi,t = min{m
max
i ,max{m
min
i ,m
low
i,2 }}, where m
low
i,2 =
κϑi(O
max
i −Oi,t−
Ki,tτχ
ϑi
)
τ((1−ζ)Ooutt +ζO
max
t −Oi,t)
is the minimum air supply rate of making Oi,t+1 below O
max
i , and O
max
t = maxi{Oi,t}. Finally, σt =
1
N
∑
i σi,t, which
means that σt is jointly decided by all zones. Since the obtained mi,t and σt are not necessarily effective decisions in
discrete sets, solutions with the nearest distances to them are selected.
C. Comfort-Related Performance Metrics
To describe the extent of thermal discomfort and indoor air quality discomfort perceived by occupants in all zones at all slots
concisely, we adopt two performance metrics, i.e., Average Temperature Deviation (ATD) and Average CO2 Concentration Devi-
ation (ACD). To be specific,ATD = 1
NL¯
∑N
i=1
∑L
t=1 Ii,t([Ti,t − T
max
i ]
+
+
[
Tmini − Ti,t
]+
), ACD = 1
NL¯
∑N
i=1
∑L
t=1 Ii,t([Oi,t −O
max
i ]
+
)/(N
∑L
t= Ii,t),
where L¯ =
∑L
t=1 Ii,t denotes the total number of slots with occupation in zone i.
D. Algorithmic Performance under Varying α and β
The performance of the proposed algorithm under varying α and β is provided in Fig. 5, where the mean value of the total
energy cost generally decreases with the increase of α and the decrease of β. The reason is obvious since α and β represent the
3Since the proposed MADRL-based algorithm does not require thermal dynamics models of Ti,t, it is unfair to compare the performance of HS with that
of the proposed algorithm. However, HS can be used to illustrate the necessity of using the proposed algorithm when existing model-based and model-free
approaches are not applicable to the original problem P1.
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(a) ATD (b) ACD (c) TEC
(d) Total air supply rate (e) Energy cost in each slot (f) Damper position in the AHU
Fig. 6. Simulation results of three schemes under the given conditions (i.e., ATD ≤ 1.2oC,ACD ≤ 40ppm, α = 24 and β = 0.02).
relative importance weight of energy cost and CO2 concentration deviation with respect to temperature violation, respectively.
Due to the same reason, the mean value of average CO2 concentration deviation increases given a larger α and a smaller β
as shown in Fig. 5(b). Similarly, given a larger α or a larger β, the mean value of average temperature deviation increases
as shown in Fig. 5(c). Therefore, the proposed algorithm can provide a flexible tradeoff between energy cost and comfort. In
practice, according to the tolerable ATD and ACD, a proper α and β could be selected.
TABLE II
TEC UNDER DIFFERENT CONDITIONS. NOTE THAT N/A DENOTES THAT TEC IS UNAVAILABLE UNDER THE GIVEN CONDITIONS.
ATD ≤ 1.2oC,ACD ≤ 40ppm ATD ≤ 1oC,ACD ≤ 10ppm ATD ≤ 0.01oC,ACD ≤ 0.2ppm
RS 1726.8671 RMB 1726.8671 RMB N/A
HS 806.9383 RMB N/A N/A
Proposed 764.7521±10.692 RMB 857.0676±16.5672 RMB 1285.7955±59.4744 RMB
E. Algorithmic Effectiveness
We evaluate the effectiveness of the proposed algorithm in this subsection. Since comfortable temperature range and CO2
concentration range can not always be maintained by RS and HS, performance comparisons are conducted under different
conditions as shown in TABLE II, where ATD, ACD, TEC denote the mean value of ATD, ACD and total energy cost4,
respectively. It can be seen that the proposed algorithm can satisfy the given conditions and achieve the lowest TEC among
three schemes. In contrast, the given conditions can not be fully supported by RS and HS due to the lack of flexibility. To
further explain the effectiveness of the proposed algorithm, we provide simulation results in Fig. 6. It can be observed that the
proposed algorithm can satisfy the given condition (i.e., ATD ≤ 1.2oC, ACD ≤ 40 ppm) and has the lowest TEC as shown
in Figs. 6(a)-(c). The main reason is that the proposed algorithm can implement a flexible coordination among different zones.
To be specific, it reduces the total air supply rate when electricity price is high and increases the total air supply rate when
electricity price is low, which contributes to the reduction of total energy cost as illustrated in Figs. 6(d)-(e). In addition, the
proposed algorithm intends to choose a larger σt while maintaining indoor air quality comfort as shown in Figs. 6(b) and (f),
which is helpful to save energy.
12
(a) ACD (b) ACD (c) TEC
Fig. 7. Robustness performance of the proposed algorithm. Note that 95% confidence interval across 10 runs is considered.
(a) Convergence process (b) TEC (c) Total air supply rate
Fig. 8. Scalability testing of the proposed algorithm. Note that 30 zones and 95% confidence interval across 10 runs are considered.
F. Algorithmic Robustness
To illustrate that the proposed algorithm can be applied to any building thermal dynamics model, we evaluate the robustness
of the proposed algorithm when random disturbances are non-zero. Some parameters are configured as follows: N = 4, α = 24,
β = 0.02, ζ = 0.9, ATD ≤ 1.4oC, ACD ≤ 40ppm. Moreover, the following building thermal dynamics models are adopted
to describe the building environment [8], i.e., Ti,t+1 = ℓiTi,t +
∑
z∈Ni
~i,zTz,t + ̟imi,t(Ts − Ti,t) + ̺iT outt + Ωi,t, where
ℓi, ~i,z , ̟i, ̺i are RC parameters, Ωi,t is assumed to follow uniform distribution with parameters −υi and υi. Here, three
scenarios (i.e., υi = 1
oC, υi = 2
oC, υi = 3
oC) are considered. In Fig. 7, it can be seen that the proposed algorithm achieves
the best performance under three scenarios, which can justify that the proposed algorithm is robust to random disturbances.
G. Algorithmic Scalability
As shown in [31], the MAAC method is scalable to the number of agents as the attention mechanism is adopted. Therefore,
the proposed MADRL-based algorithm is also scalable to the number of zones. In this subsection, we intend to verify that
the proposed algorithm can still converge and be effective when the number of agents is large. To facilitate the convergence
of the proposed algorithm, a larger capacity of experience replay buffer is required for the experiment with a larger number
of agents. Due to the lack of enough memory resource, 30 zones are considered for evaluation. Although this number is not
large enough, the resulting number of actions at each slot is extremely large, i.e., 1131. To ensure that all schemes can satisfy
the given comfort conditions, i.e., ATD ≤ 1.3oC, ACD ≤ 20 ppm, hyper-parameters in RS and the proposed algorithm are
configured as follows, i.e., ζ = 0.86, α = 10, β = 0.02. Fig. 8(a) shows the convergence process of the proposed algorithm.
It can be observed that the reward received during each episode generally increases. Since soft actor-critic method used in the
Algorithm 1 encourages exploration and system parameters are varying in each episode, the episode reward fluctuates within
a small range. To show the changing trend of rewards more clearly, we provide the average value of the past 200 episodes,
which generally increases and becomes more and more stable. When 20000 episodes are considered, the average training time
is about 13 hours. In Fig. 8(b), energy cost comparison among three schemes under the given conditions is conducted. It can be
seen that the proposed algorithm can reduce TEC by about 75.25% and 56.50% when compared with RS and HS respectively.
The main reason is that the proposed algorithm intends to reduce the total air supply rate of all zones when electricity price
is high, which can be depicted by Fig. 8(c). Therefore, if an upper limit m >
∑
im
M
i is imposed on the total air supply rate
of all zones in practice (i.e.,
∑
imi,t ≤ m [7]), the above-mentioned performance improvements achieved by the proposed
algorithm will decrease. In future work, the impact of m on the performance of the proposed algorithm will be investigated.
410 experiments (including algorithmic training and testing) are conducted and 95% confidence interval is considered.
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V. CONCLUSION
In this paper, we proposed a scalable MADRL-based control algorithm to minimize HVAC energy cost in a multi-zone
commercial building under dynamic pricing, with the consideration of random zone occupancy, thermal comfort and indoor
air quality comfort. The proposed algorithm does not require any prior knowledge of uncertain parameters and can operate in
the absence of building thermal dynamics models. The simulation results based on real-world traces showed the effectiveness,
robustness, and scalability of the proposed algorithm. In future work, we intend to design DRL-based HVAC control methods
for multiple commercial buildings with the consideration of physical constraints related to distribution network [39] and supply
fan [7]. In addition, how to design efficient energy management methods for commercial building microgrids in the absence
of building thermal dynamics models is deserved to be investigated.
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