In this paper, we s uggest a new conjugate gradient method for solving nonlinear uncons trained optimization problems by using three term conjugate gradient method , We give a descent condi tion and the sufficient descent condition of the suggested method.
Introduction
We consider the unconstrained optimization problem:
Min ( ), ∈ (1.1) where :
→ is a real-valued, continuously differentiable function. A nonlinear conjugate gradient method generates a sequence { }, k ≥ 1, s tarting from an initial guess 1 ∈ , using the recurrence +1 = + (1.2) Or = Where, = +1 − The positive s tep size is obtained by some line search, and is a search direction. normally the s earch direction at the fi rst iteration is the steepest descent direction , namely 1 = − 1 and the other search directions can be defined as: +1 = − +1 + (1.3) Where = ∇ ( ) and is a scalar. There are many formulas for , for example, Hestenes-Stiefel (HS) [ 8] , Conjugate descent (CD ) [10] , Polak-Ribi ere-Polyak (PRP) [1] , Dai and Yuan (DY) [11] , (D PRP) [2] , RMIL [9] and 1 [12] , these formulas are as follows:
where, > 1/4
where, > 0 = + − , symbol ‖ . ‖ denotes the Euclidean norm of v ectors. The mos t well-studi ed properties of conjugate gradient methods are its global conv ergence properties. The conv ergence of conjugate gradient methods under different line searches has been studied by many authors, such as Gilbert and Nocedal [3] . Al-Baali has proven the descent property and global convergence of the Fletcher-Reeves Method with Inexact Line Search [7] . This paper is organized as follow: in Section 2, we will pres ent a new conjugate gradi ent method. In Section 3, we prove the descent condition and sufficient descent condi tion of new method. In Section 4, some numerical experiments to this new conjugate gradient method are presented. In section 5, we will give the conclusion.
New conjugate gradient algorithm
In this section, we will derive the our s uggestion bas ed on a three term conjugate gradi ent method. J. Liu and X. Wu proposed a three-term conjugate gradient method, in which the search direction has the form ,
where = +1 and = +1 , see [4] . Also, There are many three term conjugate gradient algorithm suggested, for instance:
We suggest a new three-term conjugate gradient as following:
where, ∈ (0,1) and = +1 
where , 0 < < 1.
Algorithm of a new conjugate gradient method( )
Step (1):-Select 1 and = 10 −5 .
Step (2):-Set 1 = − 1 , = ∇ ( ) , Set = 1.
Step ( .5) Step (6):-Compute +1 = − +1 + Step (7):-If | +1 | > 0.2 ‖ +1 ‖ 2 then go to step 2 . Else = + 1 and go to step 3. Theorem 2.1:-Assume that the sequence { } is generated by (1.2), then the search direction in (1.3) with new conjugate gradient method (2.5) satisfy the descent condition, i.e. +1 +1 ≤ 0 with exact and inexact line search. Proof:-From (1.3) and (2.5) we have,
Multiply both sides of above equation by +1 , to obtain
If the step length is chosen by an exact line search which requires +1 = 0. Then the proof is complete. If the step length is chosen by inexact line search which requires +1 ≠ 0 the first two terms of equation (2.7) are less than or equal to zero because the parameter of (PRP) is satisfies the descent condition, and the third term clearly is less than or equal to zero, since > 0 , so , Now, since the parameter of (PRP) is satisfies the descent condition, then the above equation becomes +1 +1 ≤ ( − 1)
Numerical Results
This section is devoted to test the implementation of new method. We compare the our method with Conjugate Gradient methods ( (PRP), (HS) , RMIL and 1 ) the comparative tests involve Well-known nonlinear problems (standard test function) with different dimensions4 ≤ ≤ 5000 , all programs are wri tten in FORTRAN90 language and for all cases the stopping condition is ‖ +1 ‖ ≤ 10 −5 ,the results given in table (1) and table (2) specifically quote the number of function NOF and the nuber of iteration NOI . More experimental results in table (1) and table (2) confirm that the new CG is superior to s tandard CG (PRP) , standard CG (HS) , RMIL and 1 with respect to the NOI and NOF. Cent r al  4  10  50  100  500  1000  5000   33  34  39  43  48  51  56   197  208  265  315  380  420  489   22  22  22  22  23  23  28   159  159  159  159  171  171  248   21  21  22  22  22  22  23   147  147  159  159  159  159  173  Miele  4 
Conclusion
In this paper ,we suggested a new conjugate gradient method for unconstrai ned optimization. Implemented and tested to some extent, while numerical tes ts were carried out, on low and high dimensionality problems, and comparisons were made amongs t different test functions with inexact line search. Some of the numerical resul ts hav e been reported. 
