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Introduction
Macromolecular motions often play an important biological role in the assembly of macromolecular complexes, ligand binding and enzymatic reactions. Examples of such motions include induced fit (e.g. the glucose-induced conformational change in hexokinase (Bennett & Steitz, 1978) ), flexible-to-rigid transitions (e.g. the trypsinogen-trypsin transition (Huber & Bode, 1977; Bennett & Huber, 1985) ) and large-scale conformational changes (e.g. the transition from a straight to a bent conformation of the central connecting helix in calmodulin to allow wrapping around the binding peptide or the bending of DNA upon protein binding in the TBP/TATA-box complex (Y. ; J. L. ). In all these cases, a macromolecule can adopt a number of distinct conformations. It is therefore important to be able to distinguish among the various conformers involved in biological processes. Moreover, this information will be required in structure-based drug design or in free energy calculations, where all conformers contribute to the free energy differences.
In the two major techniques at the present time for obtaining structural information, X-ray crystallography and NMR spectroscopy, experimental data are collected as time and ensemble-averages. Extracting direct information about motions and conformational variability is therefore difficult. In X-ray crystallography, the B-factors are related to thermal motions and conformational variability, but are also affected by lattice disorder and can compensate for systematic errors during data collection. Interpretation of B-factors purely in terms of motion must therefore be viewed with caution. It is, however, possible to assess the degree of conformational variability by multi-conformer refinement in combination with cross-validation (Burling & Brü nger, 1994) . In NMR, much work has been done in the past years to better account for the dynamic and conformational average properties of the experimental data during structure refinement. Time-averaging can be applied to distance-based refinement (Torda et al., 1989 (Torda et al., , 1990 Pearlman & Kollman, 1991; Schmitz et al., 1992; Nanzer et al., 1994) , J-coupling refinement (Torda et al., 1993; Pearlman, 1994; Nanzer et al., 1994) and NOE intensity-based refinement (Bonvin et al., 1994; A. Spronk, A. M. J. J. Bonvin, R. Boelens, R. Kaptein, J. P. Kamerling & J. F. G. Vliegenthard, unpublished results). Ensemble-average refinement represents an alternative, but only few studies have been reported to date (Scheek et al., 1991; Kemmink et al., 1993; Bonvin et al., 1994; Mierke et al., 1994) .
With present computational resources, the interval of time over which time-averaging can be performed in molecular dynamics simulations covers only very short periods of the order of 10 to 100 ps, since time-averaged restraints typically require simulation times that are one order of magnitude longer than the period of averaging. The time course of a molecular dynamics simulation can thus be considered more as a means to generate an ensemble of conformers rather than as a real time-average over the millisecond time scale of a typical NMR experiment. In this respect, time and ensemble averaging do not differ much. Ensemble-averaging is less costly since one can sample a number of conformers without the requirement that they must interconvert during the time course of a molecular dynamics simulation. Ensemble-averaging gives, however, only little information on the relative ratio of the various conformers in contrast to molecular dynamics simulations where a Boltzmann sampling of conformational space is achieved if the simulation is carried out over a sufficiently long period. We will focus in this paper on the use of ensemble averaging in NMR structure determination and assess the information content of the resulting models of conformational variability.
With ensemble-averaging, an ensemble of conformers rather than one single structure is used to satisfy the experimental NMR data. This implies a multi-fold increase of the number of parameters. A danger of this approach is that the resulting improvement of the fit between the model and the data might only reflect the increased number of parameters and thus not be significant. This could result in overfitting the experimental data, especially when the ratio of the number of experimental observables to the number of parameters is less than one. It is therefore important to develop a method that allows one to assess the validity of multiconformer refinement with ensemble-averaged restraints; to this end, cross-validation is employed.
Cross-validation estimates the quality of the fit between data calculated from a model and the experimental data for a subset of the data (the test set) that has been omitted during the refinement (Brü nger, 1992) . Cross-validation thereby provides an unbiased measure of the fit. Brü nger et al. (1993) demonstrated that complete cross-validation can be used to assess the quality of solution NMR structures: a high correlation was observed, between cross-validated measures of the fit such as distance-bound violations and NMR R-values and the accuracy of solution NMR structures. Here we first demonstrate, using two synthetic test cases, that there is a correlation between the cross-validated measure of the fit (defined in terms of r.m.s. deviations from the distance restraints and number of violations) and the number of conformers that best reproduce the conformational variability in solution. The method is then applied to observed NMR data for two proteins, interleukin 4 and interleukin 8, for which solution NMR (Smith et al., 1992; Clore et al., 1990) and X-ray crystal structures (Wlodawer et al., 1992; Walter et al., 1992; Baldwin et al., 1991) are available.
It is often desirable to compute an average structure that represents the most likely conformation among the different structures of the multi-conformer refinement. The geometric mean of the atomic positions is not the best possible representation of the ensemble since it can result in physically unrealistic, highly strained structures. A new method, recently introduced by DeLano & Brü nger (1994) , is therefore applied to generate a better average representation of an ensemble of structures: a probability ''map'' is calculated from the ensemble of conformers and used to generate models that best fit this probability map using crystallographic refinement techniques. In this way, one or more models with good geometry that represent the most probable conformations among the ensemble can be obtained.
Results and Discussion

Protein G test case
The solution structure of the 56 residue immunoglobulin G binding domain of the protein G was used as a first test case which is representative of a structure fluctuating in solution around an average, but unique, confor- mation. Synthetic distance restraints sets were generated from an ensemble of 80 structures (see Materials and Methods). Various error bounds were assigned to the data. Refinement against the synthetic NOE restraints with 10% error bounds was performed for ensembles containing one to eight conformers. The initial structure was chosen as the minimized average from an ensemble of 16 structures generated by a combined distance geometry and simulated annealing protocol (Nilges et al., 1988; Brü nger, 1993 ). Conventional and cross-validated averaged quantities from the ten simulated annealing runs are presented in Figure 1 . As expected, the average r.m.s. NOE deviations decrease as the number of conformers (and thus parameters) increases ( Figure 1a ). The largest decrease is achieved when passing from the single to the twin-conformer model. The cross-validated r.m.s. deviations from the distance restraints and number of violations ( Figure 1b ) suggest a significant improvement by using the twin-conformer model compared to the single-conformer one. The crossvalidated quantities worsen by further increasing the number of conformers, suggesting overfitting of the data for more than two conformers. The cross-validated results correlate well with the atomic coordinates r.m.s. deviations between the average and the reference average structures in Figure 1c and the averaged residue r.m.s.d. (spread) differences in Figure 1d . The best fit is obtained for the twin-conformer model, which reproduces the correct average structure. The r.m.s. deviations between the twin-conformer and the reference average structures are 0.35 and 0.70 Å for backbone and non-hydrogen atoms, respectively. The spread of the twin-conformer structures is nearly identical to that of the reference ensemble. The single-conformer model underestimates the conformational variability by 0.7 Å to 0.8 Å and produces an average structure that differs from the reference more than the twin-conformer average does. The averaged residue r.m.s. differences increase with the number of conformers, indicating that very large numbers of conformers will overestimate the conformational variability.
The structure for the twin-conformer model, the best model according to the cross-validated quantities, was refined using all NMR distance restraints. For comparison, the same number of structures was generated for the single-conformer model. No significant difference was found between the cross-validated structures and those obtained from the complete data set. However, since the ratio of the number of experimental data to the number of parameters is usually unfavorable in NMR structure determination, the use of complete data is recommended for the final structure calculations. The ensembles of structures are shown in Figure 2 , together with the reference ensemble. The twinconformer model (Figure 2(c) ) better reproduces the conformational variability with r.m.s. deviations from the average that are identical to those for the reference ensemble. This is further highlighted by the residue-by-residue r.m.s. deviations (Figure 2 ). Equivalent patterns are found for both the twin-conformer model and the reference. By contrast, the single-conformer model (Figure 2(b) ) strongly underestimates the conformational variability, with very low r.m.s. deviations of 0.2 and 0.5 Å for backbone and all non-hydrogen atoms, respectively. Furthermore, the variation of the backbone r.m.s. deviations is very poorly reproduced for the single-conformer model. The r.m.s. deviations from ideal bond angles and improper dihedral angles decrease by approximately a factor two when using the twin-conformer model. Clearly, not only does the twin-conformer model better fit the NMR data and better reproduce the reference ensemble, but it also results in structures with better stereochemical properties.
To investigate the effect of the tightness of the NMR distance restraints, complete cross-validation as a function of the number of conformers was also performed with the 0 and 25% error bounds NOE data sets, respectively. The optimum number of conformers increases when the restraints become tighter as judged by the cross-validated r.m.s. deviations from the NOE distance targets and number of violations (Figure 3a and b). This correlates well with the atomic coordinates r.m.s. deviations between the average and the reference average structure in Figure 3c . For this test case, a three-conformer model gives the best results with the zero error bounds set, while, with the 25% error bounds set, introducing more than one conformer does not lead to a significant improvement. Thus, multi-conformer refinement compensates the effect of tight distance bounds. Multi-conformer refinement with ensemble-averaged NOE restraints will therefore be particularly useful when applied in conjunction with tight quantitative NMR restraints obtained, for example, from relaxation matrix calculations (Keepers & James, 1984; Olejniczak et al., 1986; Boelens et al., 1988; Borgias et al., 1990; Koehl & Lefèvre, 1990; Post et al., 1990; Madrid et al., 1991; Van de Ven et al., 1991; Edmonson, 1992; Leeflang & Kroon-Batenburg, 1992; Bonvin et al., 1993) . We should note here that a direct comparison of cross-validated quantities for restraint sets with different error bounds is not possible because the error bounds affect both the working and test sets. For example, the r.m.s. deviations and number of violations from the target distances in Figure 3 are the highest for the 0% error bounds data set, although it results in an average structure that is the closest to the reference one.
Amb t V test case
The second test case, using synthetic data for the 40 residue protein ragweed allergen Amb t V (Metzler et al., 1992 ; G. Warren, C. J. Turner, G. A. Petsko & A. T. Brü nger, unpublished results), is representative of a solution structure in which a small segment (a loop region) exists in two conformations. The same protocol was followed as for protein G. Complete cross-validation was performed for ensembles of one to six conformers using the 10% error bounds data set. The initial structure was the one used in the high temperature molecular dynamics simulation (see Materials and Methods), which corresponds to one of the two reference conformers. The results are presented in Figure 4 . Again, increasing the number of conformers results in a better fit to the NMR data, as can be seen from the r.m.s. deviations from the NOE distance targets in Figure 4a , with the largest improvement obtained with the twin-conformer model. Cross-validated r.m.s. deviations from the NOE distance targets and number of violations exceeding 0.2 Å show a significant improvement for the twin-conformer model ( Figure 4b ). Further increase of the number of conformers does not lead to any significant improvement; rather, it results in a larger number of cross-validated violations when more than two conformers are used.
We repeated the refinement with the complete data set for both the single and twin-conformer models. The resulting ensembles of structures are shown in Figure 5 along with the two reference conformations. The single-conformer model results in an average conformation of the loop in between the two reference conformations. The ensemble obtained with the twin-conformer model better represents both conformations of the loop than the singleconformer model.
The spread of the structures is quite high ( Figure  5(c) ), making it difficult to identify the two correct conformations. When a twin-conformer model is refined against the probability map, however, the two conformations of the loop become clearly visible (Figure 5(d) and (e) (213)) is obtained when passing from one to two conformers. A single conformer is not able to satisfy all NOE restraints at the same time, resulting in a large number of violations. Additionally, large differences are found in the covalent geometry. With a single conformer, the NOE distance restraints force the loop into an average and physically unrealistic conformation, resulting in higher deviations from ideal geometry than with two conformers. This is also reflected in the non-bonded repulsion energy term which decreases by more than a factor of four when a twin-conformer model is used.
As in the previous test case, the effect of the tightness of the NMR restraints on the optimum number of conformers was investigated. Loosening 
Application to experimental data sets
Complete cross-validation as a function of the number of conformers for ensemble-averaged NOE distance-based refinement was applied to two protein structures, interleukin 4 and interleukin 8, which have been solved both by X-ray crystallography and solution NMR spectroscopy (Smith et al., 1992; Walter et al., 1992; Wlodawer et al., 1992; Clore et al., 1990; Baldwin et al., 1991) . For both proteins, the effective B-factors calculated from the solution NMR structures are much lower, nearly one order of magnitude, than those obtained from the corresponding crystal structures. This is a somewhat unexpected result, as solution structures are expected to show at least similar mobility as crystal structures, and could indicate that the precision of these NMR structures exceed their accuracy. Multi-conformer refinement with ensemble-averaged restraints was carried out in order to address this question. Figure 7 shows the results of the complete cross-validation for the solution structure of interleukin 4 (Smith et al., 1992) . Considering the r.m.s. deviations from the NOE distance targets without cross-validation, a better fit of the experimental data is obtained for multi-conformer refinement (Figure 7a ). The largest decrease is achieved when passing from the single to the twin-conformer model (0.035 Å against 0.054 Å r.m.s. deviations). However, the cross-validated results present a different picture: both the cross-validated r.m.s. deviations from the NOE distance targets (qualitative distance ranges) and the number of violations exceeding 0.2 Å show significantly higher values as the number of conformers in the ensemble increases. By introducing additional conformers, and thus additional parameters, no significant improvement is gained and the distance error bounds results in more shallow minima in the cross-validated measures of fit than for the protein G case (data not shown). However, in all cases, even when using qualitative distance ranges, cross-validation correctly predicts that a twin-conformer model will better fit the data than a single-conformer one. To illustrate this, a close-up view of the probability maps obtained with single and twin-conformer models using qualitative distance restraints is shown in Figure 6 . The twin-conformer model correctly reproduces the conformational variability in the loop even when the NOEs are classified into qualitative distance ranges. The probability map refinement is of great help in this case, since it simplifies the representation of the refined ensembles. the data are overfit. Figure 8 compares the effective B-factors calculated from the NMR structures obtained with the single and twin-conformer models to B-factors of the two X-ray crystal structures of IL-4. Although the effective average backbone B-factor for the single-conformer model is lower than that of the corresponding crystal structures (8 Å 2 versus 21 and 31 Å 2 for the two X-ray structures, respectively), it is more reasonable than the high value (83 Å 2 ) obtained for the twin-conformer model. Clearly, the twin-conformer model strongly overestimates the conformational variability in IL-4.
In the case of interleukin 8 (Clore et al., 1990 ) a minimum of the cross-validated measures of the fit is found for the twin-conformer model (Figure 9b ). The r.m.s. deviations from the NOE distance targets in the working set (without cross-validation) show little variation as a function of the number of conformers, with a shallow minimum for the twin-conformer model (Figure 9a ). The ensemble of structures obtained after refinement with the complete data are shown in Figure 10 for the single and twin-conformer models. Two well-defined conformations emerge in the twin-conformer model for the loop formed by residues 16 to 22. The overall spread in the structures increases from 0.30(20.05) Å to 0.80(20.10) Å for backbone atoms excluding the first five residues; nevertheless, the structure remains very well defined, especially in the core region of the molecule. The effective backbone B-factors, calculated from the NMR twin-conformer structures and shown in Figure 11 , are in better agreement with those from the X-ray structure than for the single-conformer model. Only in the loop region (residues 16 to 20) is a discrepancy found with the X-ray structure, which is the result of the two conformations for this loop. If B-factors are calculated separately for the two sub-families of structures a better agreement is obtained for this region, as shown in the diagram enclosed in Figure 11 .
Both the single-conformer and the twin-conformer models were subjected to probability map refinement. The structures obtained with the twinconformer model better fit the experimental data (20 violations > 0.2 Å for single-conformer model against 16 for the twin-conformer model) and have somewhat better stereochemical properties than those obtained with the single-conformer model. Probability map refinement generates two conformers that differ by 1.15 and 1.65 Å for backbone and non-hydrogen atoms of residues 5 to 72 of each monomer, respectively. The difference between the two models originates from restraints involving two residues in the loop region, Pro16 and His18. Violations are found for these in the single-conformer model while no violation is present in the twin-conformer model. To check the role and importance of these restraints in determining the conformation of the loop, six restraints were removed, three for each monomer (His18 H a to Val61 H a , His18 H e1 to Lys20 H N and Pro16 H g2 to Trp57 H d1 ), and the calculations were repeated. Both the single and twin-conformer models move toward an average conformation in between the two conformations. Figure 6 . View of the multiple-conformation loop region of Amb t V for the test case with qualitative distance restraints: the backbone of the probability map refined structures (thick dark gray lines) and the corresponding probability maps plotted at 1 standard deviation above the mean are shown for the a, single, and b, twin-conformer models. As a comparison, the backbone of the two reference structures are indicated in light gray lines. This is an indication that the two conformations correspond to two distinct minima that do not exchange on a fast time scale and thus are probably not artifacts of the NMR restraints.
Conformational variability in the loop region 16 to 22 could explain some of the experimental results obtained from an analysis of the backbone dynamics of IL-8 by 15 N relaxation measurements (Grasberger et al., 1993) . In this study, the amide of His18 is found to have the highest T 1 /T 2 ratio, indicative of chemical exchange line-broadening, which probably arises from the existence of at least two distinct species with different chemical shifts. Motional averaging on a short time scale is excluded for this region by the relatively high order parameter values ( > 0.8), similar to those in the secondary structure elements of IL-8.
Finally, the twin-conformer model was compared with electron density maps computed from X-ray diffraction data kindly provided to us by E. T. Baldwin and A. Wlodawer (Baldwin et al., 1991) . A close-up view of a s a -weighted 2F obs − F calc electron density map (Read, 1990) for the loop region is shown in Figure 13 . A simulated annealing-refined omit map (Hodel et al., 1992) consisting of a 8 Å radius sphere around residues 17 to 21 indicates no This implies that these few restraints play a major role in determining the two conformations observed in the twin-conformer model.
A close-up view of the probability map of the multiple-conformation loop region of IL-8 (residues 16 to 22) is shown in Figure 12 . The two conformations of Phe17, His18 and Phe20 can be clearly distinguished. Both conformers have good stereochemical qualities with approximately 82% of the residues in the most favored region of the Ramachandran plot and none in the disallowed regions. The PROCHECK classification (Laskowski et al., 1993) for both structures is 1,2,2 for the f/c dihedral angles distribution, x 1 standard deviations and hydrogen-bond energy standard deviation, respectively; this corresponds to a good quality structure.
To assess the stability of the two conformers, two 100 ps unrestrained molecular dynamics simulations were performed at 300 K in a water shell of 37 Å with the OPLS parameter set (Jorgensen & Tirado-Rives, 1988) , starting from each conformer. No transitions were observed from one conformation significant errors in this region. The conformation of the loop in the crystal structure is close to the initial conformation in the NMR structure. No density is observed for the alternate conformation found in the twin-conformer model. The alternate conformation is excluded by crystal packing contacts with the N-terminal region (in particular Leu5') and the loop connecting strand 1 and 2 (residues 31' to 35') of a symmetry-related molecule. Thus, the existence of two conformations in solution can not be ruled out by the crystal structure. The crystal packing contacts may stabilize one of the two conformations of the loop.
A recent NMR study using heteronuclear NMR spectroscopy has allowed the mapping of the binding surface of interleukin 8 (Clubb et al., 1994) . A peptide, corresponding to the N-terminal fragment of the interleukin 8 receptor, was titrated into a sample of 15 N-labeled IL-8. By following the chemical shift displacements, several residues on the binding surface of interleukin 8 could be identified, among those, Phe17, His18, Lys20 and Phe21 corresponding to the region that shows conformational variability in our refinements. Thus, the conformational variability found in interleukin 8 may play an important role in receptor binding.
Conclusion
We have demonstrated that complete crossvalidation can be used successfully to assess the information content of NMR NOE data. Experimental NMR data are obtained as time and ensembleaverages and, in case of conformational variability, it can become difficult to satisfy all NMR restraints with a single structure. In these cases, multiconformer refinement can be used to satisfy the experimental data. Care must be taken to avoid overfitting the experimental data by introducing an excessive number of parameters. The cross-validated r.m.s. deviations from the experimental NOE distance targets and the corresponding number of violations greater than 0.2 Å have been shown to be good criteria for assessing the validity of multi-conformer refinement and thus to avoid overfitting.
One potential drawback of ensemble-averaged refinement is that it can become difficult to generate a good representation of the ensemble by conventional position averaging due to a large spread in the structures. The probability map refinement method helps overcome this problem by generating physically consistent representations of an ensemble of structures. The method is expected to be very powerful in identifying conformational variability when used in conjunction with tight quantitative NMR restraints as those obtained from relaxation matrix calculations. This is, however, not a requirement and we have shown, both with synthetic and experimental data, that qualitative distance restraints can carry enough information to discriminate between several conformations.
In the two experimental cases described in this work, interleukin 4 and interleukin 8, using complete cross-validation we were able to find the minimum number of conformers that best fit the experimental data. For IL-4, although the conventional measure of the fit between the experimental data and those calculated from the model shows improvement when increasing the number of conformers and thus parameters, cross-validation indicates that a singleconformer model gives the most accurate representation of the structure. The structural variability in the single-conformer model is found to agree the best with the B-factors in the X-ray crystal structures. For IL-8, complete cross-validation predicts a twin-conformer model to be the most faithful representation of the experimental data. The family of twin-conformer structures allows one to distinguish two conformations for the loop formed by residues 16 to Figure 11 . Comparison of the backbone residue B-factors of IL-8: (r) X-ray structure (Baldwin et al., 1991) and (w) single and (W) twin-conformer NMR structures obtained after probability map refinement with ensemble-averaged distance restraints. The effective B-factors for the NMR structures were calculated from the r.m.s. deviations (u) from the average using
The enclosed diagram shows the B-factors calculated separately from the two families of twin-conformer structures. Close-up view of the multiple-conformation loop region of IL-8 (residues 16 to 22) obtained after probability map refinement with ensemble-averaged distance restraints. The corresponding probability map is plotted at 1.5 standard deviations above the mean.
averaged restraints in concert with complete crossvalidation will provide a valuable tool for identifying conformational variability in macromolecular structures. We have limited ourselves in this work to NOE-derived distances, but multi-conformer refinement with ensemble-averaging and complete crossvalidation can also be applied to J-coupling data and NOE intensities. Cross-validation, which has become routine in X-ray crystallographic refinement, provides a useful tool for NMR structure determination as well. Its application will help both assess the validity of new methods and provide quality criteria for NMR solution structures.
Materials and Methods
Test cases
The solution structure of the 56 residue IgG binding domain of the protein G was used as a first test case. A 30 ps molecular dynamics trajectory in vacuum was generated at 300 K with X-PLOR 3.1 (Brü nger, 1993) using the ''parallhdg.pro'' parameter set. A total of 68 hydrogen bonds restraints were applied to maintain the secondary structure elements in this protein.
Structures were saved every 0.025 ps. A synthetic set of 854 r −6 averaged distances corresponding to the observable NOEs were calculated from the last 20 ps. The resulting ensemble of 80 structures is shown in Figure 2 (a) together with the corresponding residue r.m.s. deviations for backbone and non-hydrogen atoms. Three distance restraints sets were generated by adding 20, 10 and 25% error bounds to the average distances, respectively. Using the 40-residue protein ragweed allergen Amb t V (Metzler et al., 1992; Warren et al., unpublished results) , a test case of a solution structure was generated in which a small segment (a loop region) exists in two conformations. An average structure obtained by solution NMR (Greg Warren, personal communication) was subjected to a 30 ps MD simulation at 3000 K in vacuum with harmonic position restraints imposed on all 22. Several residues in this loop region have been implied by Clubb et al. (1994) to be part of the binding surface of interleukin 8. The putative alternate conformation of the loop is not observed in the crystal structure because of crystal packing contacts with a symmetry-related molecule. The twin-conformer model is in agreement with the chemical exchange line-broadening (indicative of multiple species with different chemical shifts) observed for the amide of His18 from a relaxation study on 15 N labeled IL-8 by Grasberger et al. (1993) . This, together with the fact that both conformers are stable and do not exchange within a 100 ps unrestrained molecular dynamics simulation in water, support our hypothesis.
Multi-conformer refinement with ensemble- Figure 13 . Close-up view of a sa-weighted 2Fobs − Fcalc map of IL-8 plotted at 1.5 standard deviations above the mean (residues 16 to 22) at 2 Å resolution. The two NMR conformations are shown in red and yellow, respectively, superimposed to the crystal structure in green. The structures were superimposed on the C a ,C,N atoms of the secondary structure elements. The residues of a symmetry-related crystal molecule are labeled with a prime. atoms, except for those in the loop (residues 21 to 27), followed by a slow-cooling annealing to 1 K. This resulted, after energy minimization, in a different conformation for the loop. The initial and final minimized structures (shown in Figure 5 (a)) were taken as the two conformers for the purpose of our test calculations. From the two conformers, a synthetic set of 1031 NOE distances was calculated using r −6 averaging with a 5 Å cutoff. Four sets of NOE distance restraints were generated: three by adding 20, 10 and 25% error bounds to the average distances and one by assigning to the corresponding restraints qualitative distance ranges of 1.8 to 2.7 Å , 1.8 to 3.5 Å and 1.8 to 5.0 Å , respectively.
Application to NMR data sets
For interleukin 4, the final minimized NMR average structure (PDB entry 1ITL) (Smith et al., 1992) was used as the initial structure for refinement. The experimental NMR data (PDB entry 1ITL.mr) consisted of 1735 qualitative distance restraints derived from NOE experiments, 54 distance restraints for 27 hydrogen bonds involving slowly exchanging amide protons and 101 f torsion angle restraints derived from J-coupling measurements (Smith et al., 1992) . Two X-ray structures of interleukin 4 are available, one solved at 2.4 Å resolution (PDB entry 2INT: Walter et al., 1992) and another at 2.25 Å resolution (PDB entry 1RCB: Wlodawer et al., 1992) . The average backbone B-factors (residues 3 to 127) for these two structures are 21 and 31 Å 2 , respectively. The difference in average B-factors is most likely due to differences in crystal packing and can not necessarily be explained by different motions or conformational variability (for a comparison of the two structures see Smith et al., 1994) . The B-factors are, however, in a reasonable range for such a protein. For comparison, the effective average backbone B-factor for the NMR structure calculated from the r.m.s. deviations (u) from the average position using B = 8 3 p 2 u 2 is 4.5 Å 2 .
For interleukin 8, the final minimized NMR average structure (PDB entry 1IL8: Clore et al., 1990) was used as the initial structure for refinement. The experimental NMR restraints (PDB entry 2IL8.mr) consisted of 1764 qualitative distance restraints derived from NOE experiments, 116 distance restraints for 58 hydrogen bonds involving slowly exchanging amide protons and 362 torsion angle restraints derived from NOE and J-coupling measurements (Clore et al., 1990) . The X-ray structure of interleukin 8 (PDB entry 3IL8) was solved at 2.0 Å resolution (Baldwin et al., 1991) . The average backbone B-factor (residues 6 to 72) for this structure is 21.4 Å 2 . For comparison, the effective average backbone B-factor for the NMR structure calculated from the r.m.s. deviations from the average position is 3.7 Å 2 .
Ensemble-averaged refinement
A slightly modified version of X-PLOR 3.1 (Brü nger, 1993) , in which the NOE distances are computed as r −6
averages over an ensemble of conformers, was used. The present atom selection rules in X-PLOR allow the assignment of a constraint or restraint to several atoms and/or conformers. This will not only result in selecting all intra-conformer distances, but also the inter-conformer ones. To avoid this, the NOE averaging routines were modified to exclude inter-conformer NOE distance restraints when ensemble-averaging is used. Nevertheless, inter-molecular restraints can be specifically included for multimeric proteins.
The NOE distances are restrained to the experimental or synthetic NOE data using a square-well restraining potential of the form where du and dl represent the upper and lower distance restraints, respectively, and rens is the ensemble-averaged distance. A ceiling value of 50 kcal mol −1 was enforced for ENOE, resulting in a truncation of the potential ENOE above this threshold. WNOE was set to 50 kcal mol −1 Å −2 . The ensemble of conformers was obtained by generating multiple identical copies of the initial structure. The non-bonded energy terms between conformers were excluded and random initial velocities were assigned to each conformer in the ensemble. The non-bonded term consisted of a quartic van der Waals repulsion term (see equation (5) of Nilges et al., 1988) calculated with a force constant of 4 kcal mol −1 Å −4 with the hard-sphere van der Waals radii set to 0.8 times the standard values used in the CHARMM empirical energy function (Brooks et al., 1983) . No electrostatic energy terms were included. A simulated annealing protocol consisting of 5 ps constant temperature molecular dynamics at 1000 K with a time step of 0.002 ps was used for refinement, followed by slow-cooling annealing to 1 K with a cooling rate of 50 K/0.05 ps. Finally, the structures were subjected to 200 steps of conjugate gradient minimization. When available, dihedral angle and hydrogen bond restraints were included in the refinement. No ensemble-averaging was applied for these additional restraints. The weights for these energy terms were 50 kcal mol −1 Å −2 and 200 kcal mol −1 for hydrogen bonds and dihedral angles, respectively.
Cross-validation
To assess the validity of multi-conformer refinement, complete cross-validation was performed on the NOE data as described by Brü nger et al. (1993) . The NOE-derived distances were partitioned into ten subsets, each of which was, in turn, omitted during refinement. Ten refinement runs were thus performed for each particular case (different data or different number of conformers). The r.m.s. deviations from the NOE-derived distances and the number of violations exceeding 0.2 Å were monitored for the (omitted) test sets and averaged. No cross-validation was applied to hydrogen bond and dihedral angle restraints.
Cross-validation was used only to assess the quality of the multi-conformer model whereas all observed data were used for the final structures. Ensembles of structures were generated with the complete NOE data using both the conventional single-conformer model and the multi-conformer model giving the best cross-validated measure of the fit.
Probability map refinement
Multi-conformer refinement can result in increased conformational variability so that an average structure, obtained in a standard way by position averaging, might contain unrealistic, strained geometry and give a poor representation of the ensemble. To avoid this problem, DeLano & Brü nger (1994) proposed a new method for generating a representative structure from an ensemble based on a three-dimensional probability map (analogous to an electron density map in X-ray crystallography). Briefly, a probability map is computed from the ensemble. This is done by superimposing the structures around the average C a coordinates and defining a three-dimensional map enclosing these structures with a grid spacing of 0.5 Å and a cushion of 3 Å around the molecules. The probability density is calculated by a sum of five Gaussian distributions as is commonly done to approximate atomic form and Debye-Waller factors (Brü nger, 1989; DeLano & Brü nger, 1994) . The atomic scattering factors for carbon are arbitrarily chosen for all non-hydrogen atoms and effective B-factors calculated from the residue C a r.m.s. deviations from the mean obtained from the ensemble of structures are assigned on a per-residue basis. Then, an individual structure is refined against this probability map by Fourier transformation of the map and application of crystallographic refinement techniques in reciprocal space. The same refinement protocol as described by DeLano & Brü nger (1994) was used in X-PLOR (200 steps minimization, slow-cooling annealing from 3000 to 300 K over 2.5 ps followed by 1000 steps energy minimization without NMR restraints but with probability map restraints), with, in addition, a slow-cooling annealing from 1000 to 1 K in 5 ps including the NMR restraints. When the ensemble of structures was obtained using multi-conformer ensemble-averaging, the same number of conformers was used for the probability map refinement. The weight between the empirical energy function and the crystallographic residual was chosen such that the ratio between the gradient norms was approximately two. The crystallographic residual weight was further reduced to one quarter of its initial value in the final refinement with inclusion of the NMR restraints. The weights WNOE (equation (1)) were identical to those used in previous structure calculations (see above). Graphical display of the maps and structures was performed with an interface to AVS (W. L. DeLano, unpublished results).
