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Introducción
Este trabajo es una introducción a los espacios de configuraciones de espacios topológicos, para ello
en el capı́tulo I se da algunas definiciones y resultados de topologı́a y álgebra que serán utilizados en
el presente trabajo. En el capı́tulo II se cubre la teorı́a fundamental de los espacios de configuraciones
para espacios topológicos generales y muestra algunos resultados para ciertos espacios . Por ejemplo
se tiene
Conf(Sn, 2) ≃ Sn , Conf(Rn, k) ≈ Rn × Conf(Rn \ {0}, k − 1).
En general el problema de conocer la configuración de un espacio cualquiera aún no está resuelto. En
el capı́tulo III , se presenta a un objeto que se relaciona con los espacios de configuraciones, las cua-
les son conocidas como Trenzas, quienes fueron estudiadas por E. Artı́n en [2]. Para familiarizarnos
con ellas damos una prueba geométrica que los grupos fundamentales del espacio de configuraciones
ordenado y no ordenado de k puntos en R2 son isomorfos al grupo de trenzas puras y al grupo de
trenzas de Artin respectivamente.
Determinar la Homologı́a de los espacios de configuraciones para una variedad en general es un
problema abierto. Nuestro objetivo es calcular el grupo de homologia del espacio de configura-
ciones del espacio proyectivo complejo, es por eso que en el capı́tulo IV, se dan a conocer las
variedades topológias y se estudia el espacio proyectivo complejo. Finalmente mostraremos que
π1(Conf(CP
n, 2)) = 0 lo cual nos dice que el espacio proyectivo complejo es simplemente conexo,
y además H1(Conf(CP




Sean X, Y espacios topológicos.
Definición 1.1:
Sean f, g : X −→ Y aplicaciones continuas. Se dice que f es HOMOTÓPICA a g, denotado
f ≃ g, si y sólo si existe H : X × I −→ Y aplicación continua tal que
H(x, 0) = f(x), ∀x ∈ X
H(x, 1) = g(x), ∀x ∈ X.
A la aplicación H se denomina HOMOTOPÍA de f a g, denotado H : f ≃ g.
Donde
I = [0, 1]
Figura 1: H : f ≃ g
Proposición 1.2:
′′ ≃′′ es una relación de equivalencia en el conjunto Map(X, Y )
Donde
1
Map(X, Y ) =: {f : X −→ Y | f es una aplicación continua}
Demostración:
′′ ≃′′ es reflexiva:
Para cada aplicación continua f : X −→ Y consideremos la aplicación
H : X × I −→ Y
(x, t) 7→ H(x, t) = f(x)
Claramente H : f ≃ f , de ahı́ f ≃ f.
′′ ≃′′ es simétrica:
Sean f, g ∈Map(X, Y ) tal que f ≃ g, esto es, existe una homotopı́a H : f ≃ g. Considerando
la aplicación
G : X × I −→ Y
(x, t) 7→ G(x, t) = H(x, 1− t)
se tiene que G : g ≃ f , ası́ g ≃ f .
′′ ≃′′ es transitiva:
Sean f, g, h ∈ Map(X, Y ) tal que f ≃ g y g ≃ h, esto es, existen H : f ≃ g y G : g ≃ h
homotopı́as. Considerando la aplicación
F : X × I −→ Y
(x, t) 7→ F (x, t) =
{
H(x, 2t) , 0 ≤ t ≤ 1
2
G(x, 2t− 1) , 1
2
≤ t ≤ 1
se tiene que F : f ≃ h, ası́ f ≃ h.

Esta relación de equivalencia divide aMap(X, Y ) en clases de equivalencia denominadas CLA-
SES DE HOMOTOPÍA (de aplicaciones).
Denotaremos
2
[X, Y ] =:
Map(X, Y )
≃
conjunto de las clases de homotopı́a.
Definición 1.3:
Una aplicación continua f : X −→ Y es una EQUIVALENCIA HOMOTÓPICA, si existe una
aplicación contı́nua g : Y −→ X tal que g ◦ f ≃ idX , f ◦ g ≃ idY . g es llamada INVERSA
HOMOTÓPICA de f .
Se dice que dos espacios topológicos X, Y son HOMOTÓPICOS o DEL MISMO TIPO DE HO-
MOTOPÍA , denotado X ≃ Y, si existe una equivalencia homotópica f : X −→ Y .
Definición 1.4:
Sean f, g : X −→ Y aplicaciones continuas ,A ⊆ X . Se dice que f es HOMOTÓPICA A g
RELATIVO A, denotado f ≃ g rel A, si existe una aplicación continua
H : X × I −→ Y
tal que
H(x, 0) = f(x), ∀x ∈ X
H(x, 1) = g(x), ∀x ∈ X
H(a, t) = f(a), ∀a ∈ A, ∀t ∈ [0, 1]
A la aplicación H se denomina HOMOTOPÍA RELATIVA de f a g respecto A, denotado H : f ≃
g rel A.
Observación 1.5:
Si f ≃ g rel A entonces f(a) = g(a), ∀a ∈ A.
Proposición 1.6:
′′ ≃ rel A′′ es una relación de equivalencia en el conjunto Map(X, Y )
3
Demostración:
Similar a la proposición 1.2.

Esta relación de equivalencia divide aMap(X, Y ) en clases de equivalencia denominadas CLA-
SES DE HOMOTOPÍA RELATIVA.
Denotaremos
[X, Y ]A =:
Map(X, Y )
≃ relA
conjunto de las clases de homotopı́a relativa.
Observación 1.7:
[X, Y ]∅ = [X, Y ]
Definición 1.8:
Un CAMINO en un espacio topológico X es una aplicación continua
λ : [0, 1] −→ X
Los puntos λ(0), λ(1) son conocidos como EXTREMO INICIAL y EXTREMO FINAL del camino
λ respectivamente.
Definición 1.9
Un espacio topológicoX se denomina ESPACIO DE HAUSDORFF si para cada par x, y ∈ X(con
x 6= y) existen U, V vecindades abiertas de x e y respectivamente en X tal que U ∩ V = ∅
Proposición 1.10
El producto finito de espacios de Hausdorff es Hausdorff.
4
Figura 2: Camino λ
Demostración:
Sean X, Y espacios de hausdorff. Tomemos (x1, y1), (x2, y2) ∈ X × Y tal que (x1, y1) 6=
(x2, y2) , de ahı́ x1 6= x2 ó y1 6= y2.
Si x1 6= x2 entonces por ser X de Hausdorff, existen U, V abiertos no vacı́os disjuntos de
X tal que x1 ∈ U y x2 ∈ V. Luego U × Y, V × Y son abiertos no vacı́os disjuntos de X × Y
con (x1, y1) ∈ U y (x2, y2) ∈ V . Ası́ X × Y son Haausdorff.
Similar el otro caso.
Finalmente por inducción se sigue la proposición.

Proposición 1.11
Si X es de Hausdorff e Y es un subespacio de X , entonces Y es de Hausdorff.
Demostración:
Sean x, y ∈ Y con x 6= y, luego por ser X de Hausdorff, existen U, V abiertos no vacı́os dis-
juntos de X tal que x ∈ U y y ∈ V . Luego U ∩ Y, V ∩ Y son abiertos no vacı́os disjuntos de Y




Sea f : X −→ Y una aplicación con Y compacto y de Hausdorff. Entonces f es continua si y
sólo si el grafo de f
Gf =: {(x, f(x)) ∈ X × Y : x ∈ X}





a) Cada subespacio cerrado de un espacio compacto es compacto.
b) Cada subespacio compacto de un espacio de Hausdorff es cerrado.
c) La imágen de un espacio compacto bajo una aplicación contı́nua es un espacio compacto.
d) Sea f : X −→ Y una aplicación contı́nua y biyectiva. Si X es compacto e Y es de
Hausdorff, entonces f es un homeomorfismo.





Sean X, Y espacios topológicos , P : X −→ Y aplicación continua. Se dice que P es una
APLICACIÓN CUBRIENTE de Y si:
a) P es sobreyectiva






Donde los Vi son abiertos disjuntos de X tal que
P |Vi : Vi −→ V
es un homeomorfismo para cada i ∈ I (Se dice que V ESTÁ REGULARMENTE CUBIERTA
POR P ).
X es llamado ESPACIO CUBRIENTE de Y , al subespacio P−1(y) con y ∈ Y se denomina la
fibra de y. Si y0 ∈ Y es el punto base entonces F =: P
−1(y0) es llamada la FIBRA de P .
Nota:
Un espacio topológico X junto con un punto x0 ∈ X es llamado un ESPACIO TOPOLÓGICO
PUNTEADO CON PUNTO BASE x0, denotado (X, x0).
Definición 1.15
Sean P : X −→ Y, f : Z −→ Y aplicaciones continuas. Un LEVANTAMIENTO de f es una
aplicación continua f̃ : Z −→ X tal que P ◦f̃ = f ,esto es, el siguiente diagrama conmuta
Proposición 1.16
Sean P : X −→ Y una aplicación cubriente y f̃ , f : Z −→ X dos levantamientos de




A = {z ∈ Z : f̃(z) = f(z)} ⊆ Z
ClaramenteA 6= ∅ pues z0 ∈ A. AdemásA es abierto y cerrado a la vez, luego por la conexidad
de Z. Se tiene A = Z.

Lema 1.17: (El lema del número de Lebesgue)
Sea {Uα : α ∈ Λ} un cubrimiento del espacio métrico (X, d). Si X es compacto, entonces




Teorema 1.18 (Levantamiento de caminos y homotopı́a)
Sea P : X −→ Y una aplicación cubriente.
1) Dados α : [0, 1] −→ Y una aplicación continua y a ∈ X tal que α(0) = P (a), entonces
existe un único α̃ : [0, 1] −→ X levantamiento de α tal que α̃(0) = a.
2) DadaH : I×I −→ Y una aplicacoón continua y a ∈ X tal que F (0, 0) = P (a), entonces
existe un único H̃ : I × I −→ X levantamiento de H tal que H̃(0, 0) = a.
Demostración:
1) Existencia:
Como P es una aplicación cubriente, entonces para cada y ∈ Y existe Vy vecindad abierta
de y en Y que está regularmente cubierta por P . Luego:
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{α−1(Vy) : y ∈ α(I)}
es un cubrimiento abierto del compacto I. Entonces por el lema del número de Lebesgue
podemos encontrar
0 = s0 < s1 < s2 < · · · < sn−1 < sn = 1
una partición del intervalo I tal que α([si−1, si]) ⊆ Vyi−1 para cada i = 1, 2, · · · , n.
Para cada i = 1, 2, · · · , n. definamos:
α̃i−1 : [si−1, si] −→ X
t −→ α̃i−1(t) = (P |V ′ji−1
)−1 ◦ α(t)
Donde
V ′ji−1 es un abierto de X y además P |V ′ji−1
: V ′ji−1 −→ Vyi−1 es un homeomorfismo.
Claramente α̃i−1 es una aplicación continua con:
α̃i−1(si−1) = ai−1 , tomando α(si−1) = P (ai−1)
α̃i−1(si) = ai , tomando α(si) = P (ai)
y P ◦ α̃i−1 = α en [si−1, si].
Finalmente tomando
α̃ = α̃0 ∪ · · · ∪ α̃n−1 : [0, 1] −→ X




α̃0(t). t ∈ [s0, s1]
α̃1(t). t ∈ [s1, s2]
...
α̃n−1(t). t ∈ [sn−1, sn]
se tiene que α̃ es un levantamiento de α tal que α̃(0) = a.
Unicidad:
La unicidad se obtiene al aplicar la proposición 1.16 , ya que el intervalo I = [0, 1] es
conexo.
2) Existencia:
Como P es una aplicación cubriente, entonces para cada y ∈ Y existe Vy vecindad abierta
de y en Y que está regularmente cubierta por P . Luego:
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{H−1(Vy) : y ∈ H(I × I)}
es un cubrimiento abierto del compacto I× I. Entonces por el lema del número de Lebes-
gue podemos encontrar
0 = s0 < s1 < s2 < · · · < sn−1 < sn = 1
0 = t0 < t1 < t2 < · · · < tm−1 < tm = 1
dos particiones del intervalo I tal queH(Ii−1,j−1) ⊆ Vyi−1,j−1 para cada i = 1, 2, · · · , n, j =
1, 2, · · · ,m.
Donde Ii−1,j−1 = [si−1, si]× [tj−1, tj], para cada 1 ≤ i ≤ n, 1 ≤ j ≤ m.
Para cada i = 1, 2, · · · , n, j = 1, 2, · · · ,m. definamos:
H̃i−1,j−1 : Ii−1,j−1 −→ X
(s, t) −→ H̃i−1,j−1(s, t) = (P |Ṽi−1,j−1)
−1 ◦H(s, t)
Donde
Ṽi−1,j−1 es un abierto de X y además P |Ṽi−1,j−1 : Ṽi−1,j−1 −→ Vyi−1,j−1 es un
homeomorfismo.
Claramente H̃i−1,j−1 es una aplicación continua con:
H̃i−1,j−1(si−1, tj−1) = ai−1,j−1 , tomando H(si−1, tj−1) = P (ai−1,j−1)
H̃i−1,j−1(si, tj−1) = ai,j−1 , tomando H(si, tj−1) = P (ai,j−1)
H̃i−1,j−1(si−1, tj) = ai−1,j , tomando H(si−1, tj) = P (ai−1,j)
H̃i−1,j−1(si, tj) = ai,j , tomando H(si, tj) = P (ai,j)
y P ◦ H̃i−1,j−1 = H en Ii−1,j−1.
Finalmente tomando
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H̃ : [0, 1]× [0, 1] −→ X




H̃0,0(s, t). (s, t) ∈ I0,0
H̃1,0(s, t). (s, t) ∈ I1,0
...
H̃n−1,0(s, t). (s, t) ∈ In−1,0
H̃0,1(s, t). (s, t) ∈ I0,1
H̃1,1(s, t). (s, t) ∈ I1,1
...
H̃n−1,1(s, t). (s, t) ∈ In−1,1
...
H̃0,m−1(s, t). (s, t) ∈ I0,m−1
H̃1,m−1(s, t). (s, t) ∈ I1,m−1
...
H̃n−1,m−1(s, t). (s, t) ∈ In−1,m−1
se tiene que H̃ es un levantamiento de H tal que H̃(0, 0) = a.
Unicidad:
La unicidad se obtiene al aplicar la proposición 1.16 , ya que I × I es conexo.

Corolario:




0. Si f0, f1 : I −→ Y
son aplicaciones continuas con f0(0) = b0, f0(1) = b
′
0 y f0 ≃ f1 rel{0, 1} entonces existen
únicos f̃0, f̃1 : I −→ X levantamientos de f0 y f1 respectivamente con f̃0(0) = a0, f̃0(1) = a
′
0
y f̃0 ≃ f̃1 rel{0, 1}.
Definición 1.19
Una aplicación P : E −→ B se dice que tiene la PROPIEDAD DE LEVANTAMIENTO DE HO-
MOTOPÍA con respecto a un espacio X si dada una aplicación f : X −→ E y una homotopı́a
H : X×I −→ B tal queH(x, 0) = P ◦f(x), ∀x ∈ X , existe una homotopı́aH : X×I −→ E
tal que P ◦H = H y H(x, 0) = f(x), ∀x ∈ X.
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Donde
i0 : X →֒ X × I
x 7−→ i0(x) = (x, 0)
Definición 1.20
Una aplicación P : E −→ B es una FIBRACIÓN si tiene la propiedad de levantamiento de
homotopı́a con respecto a todos los espacios.
Definición 1.21
Sea P : E −→ B una fibración. Para cada b ∈ B la FIBRA sobre b de P está dada por el
subespacio P−1(b). Si b0 ∈ B es el punto base, entonces F = P
−1(b0) es llamada la FIBRA DE
P.
Notación:
F →֒ E −→ B




Un PAR TOPOLÓGICO (X,A) está conformado por un espacio topológicoX junto con un subes-
pacio A de X .
Observación:
El par topológico (X, ∅) es considerado como el espacio topológico X . Ası́, los espacios to-
pológicos son considerados como pares topológicos.
Definición 1.23:
Sean (X,A) y (Y,B) dos pares topológicos, f : X −→ Y aplicación continua. f es denomi-
nada una APLICACIÓN DE PARES TOPOLÓGICOS , denotada f : (X,A) −→ (Y,B) si y sólo si
f(A) ⊆ B.
Observación:
Cualquier aplicación continua f : X −→ Y es considerada como una aplicación de pares to-
pológicos f : (X, ∅) −→ (Y, ∅).
Definición 1.24:
Un par topológico (X ′, A′) es un SUBPAR TOPOLÓGICO del par topológico (X,A), denotado
(X ′, A′) ⊆ (X,A), si y sólo si X ′ ⊆ X y A′ ⊆ A.
Observación:
Sea (X ′, A′) un subpar topológico del par topológico (X,A). La aplicación inclusión i : X ′ →֒
X cumple i(A′) ⊆ A. De ahı́, i es una aplicación de pares topológicos, la cual es llamada la
APLICACIÓN INCLUSIÓN DE PARES TOPOLÓGICOS y es denotada por i : (X ′, A′) →֒ (X,A).
Definición 1.25:
Sean f, g : (X,A) −→ (Y,B) dos aplicaciones de pares topológicos. Se dice que f y g
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son HOMOTÓPICAS EN PARES , denotada f ≃ g, si y sólo si existe una aplicación H :
(X × [0, 1], A× [0, 1]) −→ (Y,B) de pares topológicos tal que H : f ≃ g.
Definición 1.26:
Una TEORÍA DE HOMOLOGÍA H asigna a cualquier par topológico (X,A) una sucesión de
grupos abelianos {Hq(X,A)}q∈Z y a cualquier aplicación de pares f : (X,A) −→ (Y,B) una
sucesión de homomorfismos {Hq(f) : Hq(X,A) −→ Hq(Y,B)}q∈Z, además existe una su-
cesión de homomorfismos {∂q : Hq(X,A) −→ Hq−1(A, ∅)}q∈Z ,que satisfacen los siguientes
axiomas (Axiomas de Eilenberg − Steenrod):
A1) Si id : (X,A) −→ (X,A) es la aplicación identidad, entonces
Hq(id) : Hq(X,A) −→ Hq(X,A)
es el homomorfismo identidad, ∀q ∈ Z.
A2) Si f : (X,A) −→ (X ′, A′), g : (X ′, A′) −→ (X ′′, A′′) son aplicaciones de pares, entonces
Hq(g ◦ f) = Hq(g) ◦Hq(f), ∀q ∈ Z.
A3) Si f : (X,A) −→ (Y,B) es una aplicación de pares, entonces
∂q ◦Hq(f) = Hq(f |A) ◦ ∂q, ∀q ∈ Z.
A4) Axioma de homotopı́a:
Sean f, g : (X,A) −→ (Y,B). Si f ≃ g entonces
Hq(f) = Hq(g), ∀q ∈ Z.
A5) Axioma de exactitud:
Para cada par topológico (X,A), existe una sucesión exacta larga (de grupos abelianos y
homomorfismos)









Hq−1(A, ∅) −→ · · ·
Llamada SUCESIÓN DE HOMOLOGÍA del par (X,A).
Donde:
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i : (A, ∅) →֒ (X, ∅)
j : (X, ∅) →֒ (X,A)
son las aplicaciones de inclusión.
A6) Axioma de Escisión:
Sea (X,A) un par topológico. Si U es un abierto en X tal que U ⊆ int(A) y j : (X \
U,A \ U) →֒ (X,A) entonces
Hq(j) : Hq(X \ U,A \ U) −→ Hq(X,A) es un isomorfismo, ∀q ∈ Z.
j es denominada una ESCISIÓN.
A7) Axioma de la Dimensión:
Si P es el espacio topológico formado por un único punto, entonces
Hq(P ) = 0, ∀q 6= 0. (H0(P ) es llamado el grupo de coeficientes)
Hq(X,A) es llamado EL GRUPO DE HOMOLOGÍA q−dimensional de (X,A) , Hq(f) es lla-
mado EL HOMOMORFISMO INDUCIDO por f y ∂q es conocido como el HOMOMORFISMO DE
CONEXIÓN.
Observación:
Si sólo se satisfacen los axiomas A1), A2), A3), A4), A5), A6) se dice que H es una TEORÍA
DE HOMOLOGÍA GENERALIZADA.
Proposición 1.27:
Sean X e Y espacios topológicos. Si X ≃ Y entonces
Hq(X) ∼= Hq(Y ), ∀q ∈ Z.
Demostración:




Una aplicación continua P : E −→ B se dice que es una FIBRACIÓN LOCALMENTE TRIVIAL
con fibra F si para cada punto b ∈ B existe una vecindad abierta U de b y un homeomorfismo
ϕU : U × F −→ P
−1(U)
que hace conmutativo el siguiente diagrama
donde P1 es la proyección en el primer factor y PU = P |P−1(U) : P
−1(U) −→ U es la aplica-
ción restricción.
1.2 Preliminares Algebráicos
Definición 1.29 (Acción de un grupo en un espacio)
Dado un espacio topológico X y un grupo G. Decimos que G ACTÚA(por la izquierda) sobre X o X
es un G−espacio si existe una aplicación Φ : G×X −→ X que satisface:
i) Φ(e, x) = x, ∀x ∈ X. Donde e ∈ G es la identidad del grupo.
ii) Φ(g1,Φ(g2, x)) = Φ(g1g2, x), ∀g1, g2 ∈ G, ∀x ∈ X
iii) Para cada g ∈ G la aplicación
Φg : X −→ X
x 7−→ Φg(x) = Φ(g, x)
es continua.
A la aplicación Φ se le llamará ACCIÓN de G en X.
Definición 1.30 (órbita y estabilizador)
Dada Φ una acción de G en X . Para cada x ∈ X, la ÓRBITA de x, se define como el conjunto
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O(x) =: {Φ(g, x) ∈ X : g ∈ G}
El ESTABILIZADOR (o isotropı́a) de x, se define como el conjunto
Ex =: {g ∈ G : Φ(g, x) = x}
Proposición 1.31
Dada Φ una acción de G en X . Ex es un subgrupo de G, ∀x ∈ X.
Demostración:
Fijemos x ∈ X. Sean g1, g2 ∈ Ex. Veamos que g1, g
−1
2 ∈ Ex. De hecho, tenemos
Φ(g1, x) = x, Φ(g2, x) = x.
Por otro lado,
x = Φ(e, x) = Φ(g−12 g2, x) = Φ(g
−1








2 , x) = Φ(g1,Φ(g
−1







Dada Φ una acción de G en X . Sean x, y ∈ X entonces O(x) ∩O(y) = ∅ ∨O(x) = O(y).
Demostración:
Si O(x) ∩O(y) = ∅. No hay nada que probar.
Si O(x) ∩O(y) 6= ∅ entonces ∃a ∈ O(x) ∩O(y) luego
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a = Φ(g1, x), para algún g1 ∈ G
a = Φ(g2, y), para algún g2 ∈ G
Luego
Φ(g−11 g2, y) = Φ(g
−1
1 ,Φ(g2, y)) = Φ(g
−1
1 ,Φ(g1, x)) = Φ(g
−1
1 g1, x) = Φ(e, x) = x
Ası́
Φ(g−11 g2, y) = x.
Similarmente
Φ(g−12 g1, x) = Φ(g
−1
2 ,Φ(g1, y)) = Φ(g
−1
2 ,Φ(g2, y)) = Φ(g
−1
2 g2, y) = Φ(e, y) = y
Ası́




sea z ∈ O(x) entonces
z = Φ(g, x), para algún g ∈ G
entonces
z = Φ(g,Φ(g−11 g2, y)) = Φ(gg
−1
1 g2, y) ∈ O(y).
De ahı́
O(x) ⊆ O(y). . . . (1)
Ahora, sea z ∈ O(y) entonces
z = Φ(g, y), para algún g ∈ G
entonces
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z = Φ(g,Φ(g−12 g1, x)) = Φ(gg
−1
2 g1, x) ∈ O(x).
Luego
O(y) ⊆ O(x). . . . (2)
De (1) y (2) se tiene
O(x) = O(y)

En X definamos la relación ′′ ∼′′ de la siguienete manera:
Para x, y ∈ X : x ∼ y ⇐⇒ x, y ∈ O(z), para algún z ∈ X
Proposición 1.33
′′ ∼′′ es una relación de equivalencia sobre X.
Demostración:
′′ ∼′′ es reflexiva:
De hecho, para x ∈ Xse tiene
x = Φ(e, x) ∈ O(x)
entonces
x, x ∈ O(x)
De ahı́
x ∼ x.
′′ ∼′′ es simétrica:
De hecho,sean x, y ∈ X tal que x ∼ y entonces
x, y ∈ O(z) para algún z ∈ X
Luego
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y, x ∈ O(z) para algún z ∈ X
Ası́
y ∼ x.
′′ ∼′′ es transitiva:
De hecho,sean x, y, z ∈ X tal que x ∼ y ∧ y ∼ z entonces
x, y ∈ O(z1) ∧ y, z ∈ O(z2), para algunos z1, z2 ∈ X.
Luego
y ∈ O(z1) ∩O(z2)
entonces
O(z1) ∩O(z2) 6= φ.
Entonces por la proposición 1.19
O(z1) = O(z2).
Luego





[x] = O(x), ∀x ∈ X.
Donde
[x] = {y ∈ X : x ∼ y}
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Demostración:
Fijemos x ∈ X. Veamos
[x] = O(x)
En efecto, sea y ∈ [x]entonces
x ∼ y
luego
x, y ∈ O(z) para algún z ∈ X
entonces
x ∈ O(z) ∩O(x)
Luego
O(z) ∩O(x) 6= φ.





[x] ⊆ O(x) · · · (1)
Ahora, sea y ∈ O(x) como x ∈ O(x)entonces







O(x) ⊆ [x] · · · (2)




Si Φ : G×X −→ X es una acción de G en X , entonces para cada g ∈ G la aplicación
Φg : X −→ X




Φg−1 : X −→ X
x 7→ Φg−1(x) = Φ(g
−1, x)
aplicación. Se tiene
Φg ◦ Φg−1 = idX
Φg−1 ◦ Φg = idX
De ahı́ Φg es una biyección.

Corolario
Si Φ : G×X −→ X es una acción de G en X , entonces para cada g ∈ G la aplicación
Φg : X −→ X




Si X es un G−espacio, entonces
X
∼
= {O(x) : x ∈ X}










[g] 7→ αx([g]) = Φ(g, x)
es una biyección.
Donde:
−Φ es la acción de G en X .
−[g] = {g1 ∈ G : g
−1
1 g ∈ Ex}
Demostración:
Fijemos x ∈ X.
Veamos que αx está bien definida, en efecto,
si g1 ∈ [g] entonces
g−11 g ∈ Ex
luego por definición de Ex
Φ(g−11 g, x) = x.
luego
Φ(g1, x) = Φ(g1,Φ(g
−1
1 g, x)) = Φ(g1g
−1




Ahora veamos que αx es inyectiva, en efecto,
si αx([g1]) = αx([g2]) entonces
Φ(g1, x) = Φ(g2, x).
Luego
Φ(g−12 g1, x) = Φ(g
−1
2 ,Φ(g1, x)) = Φ(g
−1
2 ,Φ(g2, x)) = Φ(g
−1
2 g2, x) = Φ(e, x) = x.
entonces





Finalmente veamos que αx es sobreyectiva, en efecto.
Sea y ∈ O(x) entonces





y además αx([g]) = Φ(g, x) = y.
Por lo tanto




Si X es un G−espacio entonces la proyección al cociente
π : X −→
X
G
es una aplicación abierta.
Definición 1.39
Sea X un G−espacio. Se dice que G ACTÚA LIBREMENTE SOBRE X o la acción de G sobre X es
LIBRE si Ex = {e}, ∀x ∈ X.
Definición 1.40
Se dice que la acción Φ de G sobre X es PROPIAMENTE DISCONTINUA si para cada x ∈ X existe
una vecindad abierta Vx de x en X tal que
Φg(Vx) ∩ Φh(Vx) = ∅, ∀g, h ∈ G con g 6= h.
Observación:
La condición
Φg(Vx) ∩ Φh(Vx) = ∅, ∀g, h ∈ G con g 6= h.
es equivalente a
Φg(Vx) ∩ Vx = ∅, ∀g ∈ G con g 6= e.
Proposición 1.40
Sea X un G−espacio. Si la ación de G sobre X es propiamente discotinua entonces la aplicación
proyección al cociente
P : X −→
X
G
es una aplicación cubriente.
Proposición 1.41
Toda acción propiamente discontinua es libre.
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Proposición 1.42
Sean X un espacio de Hausdorff y G un grupo finito. Si X es un G−espacio y la acción de G sobre
X es libre entonces dicha acción es propiamente discontinua.
Definición 1.43
El GRUPO SIMÉTRICO sobre un conjunto X 6= ∅, denotado por SX , se define como el conjunto
SX = {f : X −→ Y : f es biyección}
Observaciones:
1. SX es un grupo, con la operación usual de composición de aplicaciones.
2. A cada elemento de SX se le llama PERMUTACIÓN.
3. Los subgrupos de SX se denominan GRUPOS DE PERMUTACIONES.
4. Si X = {1, 2, . . . , n} conjunto finito. El grupo simétrico SX es denotado por Sn, el cual tiene
orden n! y no es Abeliano para n ≥ 3. Sn se denomina el GRUPO SIMÉTRICO DE GRADO n o
GRUPO SIMÉTRICO SOBRE n−LETRAS y sus elementos se denominan PERMUTACIONES del
conjunto {1, 2, . . . , n}, denotados
σ =
(
1 2 ··· n





1 2 ··· n
1 2 ··· n
)
elemento identidad de Sn.
Proposición 1.44
Sea
0 −→M −→ N −→ L −→ 0
una sucesión exacta de morfismos de A-módulos.Si L es A-módulo libre entonces la sucesión es es-




0 −→ Z −→ G −→ Z −→ 0
es una sucesión exacta de morfismos de grupos abelianos, entonces G ∼= Z× Z.
Demostración
Note que todo grupo abeliano es un Z−módulo y además Z es un Z−módulo libre. Luego aplicando
la proposición anterior se sigue el resultado.

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Capı́tulo 2.-Espacio de Configuraciones
2.1 Espacio de Configuraciones Ordenado
Definición 2.1:
Sea M un conjunto no vacı́o. Para k ≥ 1 se define el siguiente conjunto,
Conf(M, k) =: {(m1,m2, ...,mk) ∈M
k : mi 6= mj, ∀i 6= j} ⊆M
k
Donde
Mk =M × · · · ×M︸ ︷︷ ︸
k−veces
k−ésimo producto cartesiano de M .
Observaciones
1. Si |M |< k entonces Conf(M, k) = ∅
Donde
|M |: denota el órden o número de elementos del conjunto M.
2. Si |M |≥ k entonces Conf(M, k) 6= φ.
3. Conf(M, 1) =M
4. Conf(M, 2) =M ×M \∆M
Donde
∆M = {(m1,m2) ∈M
2 : m1 = m2} es la diagonal de M ×M.
Definición 2.2:
En la definición 2.1 si M es un espacio topológico entonces Conf(M, k) es un subespacio (con la
topologı́a relativa) de Mk. El cual es denominado EL ESPACIO DE CONFIGURACIONES ORDENADO
de k−puntos distintos de M ó simplemente el ESPACIO DE CONFIGURACIONES para M.
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Ejemplo 2.1
Conf(Rn, 2) ≃ Sn−1, ∀n ≥ 1
Demostración:
Definamos
f : Sn−1 −→ Conf(Rn, 2)
x 7→ f(x) = (x, 0)
y
g : Conf(Rn, 2) −→ Sn−1
(x, y) 7→ g(x, y) = x−y
‖x−y‖
aplicaciones continuas. Además:
Para x ∈ Sn−1. Tenemos:




= x = idSn−1(x) · · · (1)
Para (x, y) ∈ Conf(Rn, 2). Tenemos:
f ◦ g(x, y) = f( x−y
‖x−y‖
) = ( x−y
‖x−y‖
, 0) 6= idConf(Rn,2)(x, y)
Veamos que
f ◦ g ≃ idConf(Rn,2).
En efecto,
Definamos
H : Conf(Rn, 2)× I −→ Conf(Rn, 2)
(x, y, t) 7→ H(x, y, t) = (t( x− y
‖ x− y ‖
− x) + x, (1− t)y)
H está bien definida, pues si
t(
x− y
‖ x− y ‖
− x) + x = (1− t)y
entonces
[t( 1
‖ x− y ‖
− 1) + 1](x− y) = 0
Como x 6= y se sigue
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t( 1
‖ x− y ‖
− 1) + 1 = 0
entonces
t(1− ‖ x− y ‖)+ ‖ x− y ‖= 0
Si ‖ x− y ‖= 1 entonces
‖ x− y ‖= 0 ¡contradicción!
Si ‖ x− y ‖6= 1 entonces
t =
‖ x− y ‖
‖ x− y ‖ −1
Si ‖ x− y ‖< 1 entonces
t < 0 ¡contradicción!
Si ‖ x− y ‖> 1 entonces
‖ x− y ‖
‖ x− y ‖ −1
= t ≤ 1
entonces
‖ x− y ‖≤‖ x− y ‖ −1
luego
1 ≤ 0 ¡contradicción!
Por lo tanto H está bien definida.
Además es inmediato que H es continua.
De ahı́:
H : f ◦ g ≃ idConf(Rn,2)
Esto es
f ◦ g ≃ idConf(Rn,2) · · · (2)
30
Finalmente de (1) y (2)
Conf(Rn, 2) ≃ Sn−1∀n ≥ 1

Corolario




Z n = 2




Z q = 0, n− 1
0 q otro caso
4. Conf(Cn, 2) ≃ S2n−1 , ∀n ≥ 1.




Z n = 1




Z q = 0, 2n− 1
0 q otro caso
Ejemplo 2.2
Conf(Rn, 2) ≃ Rn \ {0}
En efecto:
Definamos
f : Conf(Rn, 2) −→ Rn \ {0}
x 7→ f(x, y) = x− y
y
g : Rn \ {0} −→ Conf(Rn, 2)
x 7→ g(x) = (x, 0)
aplicaciones continuas. Además
f ◦ g ≃ idRn\{0}




Del ejemplo 2.1 y 2.2, además por la simetrı́a y transitividad de la equivalencia homotópica se tiene:
S
n−1 ≃ Rn \ {0}
Ejemplo 2.3
Conf(Sn, 2) ≃ Sn
En efecto:
Definamos
f : Sn −→ Conf(Sn, 2)
x 7→ f(x) = (x,−x)
y
g : Conf(Sn, 2) −→ Sn
(x, y) 7→ g(x, y) = x
aplicaciones continuas. Además
f ◦ g ≃ idConf(Sn,2)






Z n = 1




Z, q = 0, n
0, q otro caso
Ejemplo 2.4
Conf(Sn, 2) ≃ Conf(Rn+1, 2)
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Ejemplo 2.5
Conf(Rn, k) ≈ Rn × Conf(Rn \ {0}, k − 1)
Demostración:
Definamos
ϕ : Conf(Rn, k) −→ Rn × Conf(Rn \ {0}, k − 1)
(m1,m2, ...,mk) 7→ ϕ(m1,m2, ...,mk) = (m1,m2 −m1, ...,mk −m1)
y
ψ : Rn × Conf(Rn \ {0}, k − 1) −→ Conf(Rn, k)
(m1,m2, ...,mk) 7→ ψ(m1,m2 +m1, ...,mk +m1)
aplicaciones continuas. Además
ϕ ◦ ψ = idRn×Conf(Rn\{0},k−1)
ψ ◦ ϕ = idConf(Rn,k)

Observación
1. Rn \ {0} ≃ Rn × (Rn \ {0})
2. Sn ≃ Rn+1 × Sn
Proposición 2.1:
Sea M un espacio topológico. Si N es subespacio de M entonces Conf(N, k) es subespacio de
Conf(M, k).
Proposición 2.2:
Sean X, Y espacios topológicos. Si X ≈ Y entonces Conf(X, k) ≈ Conf(Y, k), ∀k ≥ 1
Corolario
Sean X, Y espacios topológicos. Si Conf(X, k) 6≃ Conf(Y, k), para algún k ≥ 1 entonces X 6≈ Y
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Ejemplo 2.6
Conf(Sn \ {⋆}, 2) ≃ Conf(Sn−1, 2)
Ejemplo 2.7
Conf(Sn \ {⋆}, k) ≈ Rn × Conf(Rn \ {0}, k − 1)
Observación 2.1
La configuración no respeta homotopı́as, esto es, siX ≃ Y no implica queConf(X, k) ≃ Conf(Y, k), ∀k ≥
1. De hecho, sabemos que R ≃ {⋆}, pero
Conf(R, 2) 6= ∅ y Conf({⋆}, 2) = ∅.
Problema 1.-
¿Si Conf(X, k) ≈ Conf(Y, k) , ∀k ≥ 1 entonces X ≈ Y ?
Problema 2.-
¿Si Conf(X, k) ≃ Conf(Y, k) , ∀k ≥ 1 entonces X ≃ Y ?
Proposición 2.3
Sea M un espacio topológico de Hausdorff, entonces Conf(M,n) es de Hausdorff, ∀n ≥ 1.
Demostración:
Sea n ≥ 1. Por la proposición 2, tenemos Mn es de Hausdorff. Luego como Conf(M,n) es un
subespacio de Mn entonces por la propossición 3, Conf(M,n) es he Hausdorff.

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2.2 Espacio de Configuraciones no Ordenado
Proposición 2.4
El grupo simétrico sobre n−letras, Sn, actúa sobre Conf(M,n) permutando coordenadas. Esto es,
Φ : Sn × Conf(M,n) −→ Conf(M,n)
(σ, (m1,m2, ...,mk)) 7→ Φ(σ, (m1,m2, ...,mk)) = (mσ(1),mσ(2), ...,mσ(k))
es una acción de Sn sobre Conf(M,n) .
Demostración:
Claramente Φ está bien definida, pues permuta coordenadas de Conf(M,n).
Además:
i) Para e ∈ Sn elemento identidad, (m1,m2, ...,mn) ∈ Conf(M,n) se tiene
Φ(e, (m1,m2, ...,mn)) = (me(1),me(2), ...,me(n)) = (m1,m2, ...,mn)
ii) Para σ, α ∈ Sn, (m1,m2, ...,mn) ∈ Conf(M,n).
Φ(σ,Φ(α, (m1,m2, ...,mn))) =(mσ ◦ α(1),mσ ◦ α(2), ...,mσ ◦ α(n)) = Φ(σ◦α, (m1,m2, ...,mn))
iii) Para cada σ ∈ Sk la aplicación
Φσ : Conf(M,n) −→ Conf(M,n)




SeaU abierto enConf(M,n), tomemos (m1,m2, ...,mn) ∈ Φ
−1
σ (U) entonces (mσ(1),mσ(2), ...,mσ(n)) ∈
U . Como U es abierto en Conf(M,n) entonces existe
U1 × U2 × · · · × Un vecindad abierta de (mσ(1),mσ(2), ...,mσ(n)) en Conf(M,n)
tal que
35
(mσ(1),mσ(2), ...,mσ(n)) ∈ U1 × U2 × · · · × Un ⊆ U
De ahı́,
(m1,m2, ...,mn) ∈ Uσ−1(1) × Uσ−1(2) × · · · × Uσ−1(n)︸ ︷︷ ︸
abierto
⊆ Φ−1σ (U)
Ası́, Φ−1σ (U) es abierto en Conf(M,n).

Por lo tanto Sn actúa sobre Conf(M,n).

Entonces Conf(M,n) es un Sn-espacio topológico. Luego existe el espacio de órbitas
Conf(M,n)
Sn








= {O(x) : x ∈ Conf(M,n)}
Donde
O(x) = {Φ(σ, x) : σ ∈ Sn} es la órbita de x.
Si x = (m1,m2, ...,mn) ∈ Conf(M,n), tenemos
O(x) = {(mσ(1),mσ(2), ...,mσ(n)) ∈ Conf(M,n) : σ ∈ Sn}
Además:
Ex = {σ ∈ Sn : Φ(σ, x) = x} ={σ ∈ Sn : mσ(i) = mi, ∀i ∈ {1, 2, ..., n}} = {e}
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Luego
Ex = {e}, ∀x ∈ Conf(M,n).




= {[σ] : σ ∈ Sn}.
Donde
[σ] = {δ ∈ Sn : σ ◦ δ
−1 ∈ Ex = {e}} = {δ ∈ Sn : σ ◦ δ





= {{σ} : σ ∈ Sn}
Por la proposición 3.5
{{σ} : σ ∈ Sn} ≡ O(x), ∀x ∈ Conf(M,n)
De ahı́
O(x) ≡ O(y), ∀x, y ∈ Conf(M,n).
Cuya biyección es
α : O(x) −→ O(y)
(xσ(1), · · · , xσ(n)) 7→ α(xσ(1), · · · , xσ(n)) = (yσ(1), · · · , yσ(n))
(α es biyección por proposición 3.5)
Con x = (x1, · · · , xn), y = (y1, · · · , yn) ∈ Conf(M,n).
AdemásO(x) es un conjunto finito con n! elementos, luego es trivialmente compacto, ∀x ∈ Conf(M,n).
¿O(x) ≈ O(y), ∀x, y ∈ Conf(M,n)? · · · (∆)
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Para dar respuesta a la pregunta anterior, veamos algunos resultados.
Si M es de Hausdorff entonces por la proposición 2.3 Conf(M,n) es de Hausdorff ∀n ≥ 1.
Luego para x ∈ Conf(M,n)
O(x) ⊆ Conf(M,n) es un subespacio,
de ahı́
O(x) es de Hausdorff, ∀x ∈ Conf(M,n)
También, para x = (x1, ..., xn), y = (y1, ..., yn) ∈ Conf(M,n)
α : O(x) −→ O(y)
(xσ(1), ..., xσ(n)) 7→ α(xσ(1), ..., xσ(n)) = (yσ(1), ..., yσ(n))
es aplicación biyectiva.
Luego
Gα = {((xσ(1), ..., xσ(n)), (yσ(1), ..., yσ(n))) : σ ∈ Sn} ⊆ O(x)×O(y)
Como O(x), O(y) son de Hausdorff, por la proposición 2,
O(x)×O(y) es de Hausdorff.
Además como Gα es finito, entonces trivialmente es compacto. Luego
Gα es cerrado
Luego se tiene que
α es continua
Finalmente
α es un homeomorfismo
Por lo tanto




Sean M un espacio de Hausdorff y k ∈ N. Entonces la aplicación proyección al cociente
π : conf(M, k) −→
conf(M, k)
Sk
x 7→ π(x) = O(x)
es una aplicación cubriente.
Ahora se estudiará a un objeto que está muy relacionado con los espacios de configuraciones.
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Capı́tulo 3.-Trenzas de Artin
Sean x, y, z las coordenadas cartesianas de R3.
Definición 3.1:
Una curva C ⊂ R3 es un conjunto de puntos en el espacio que puede describirse mediante un paráme-
tro que varı́a en forma continua en un intervalo de la recta real.
Más precisamente, C es una CURVA si existen funciones reales continuas x(t), y(t), z(t) definidas en








σ : I ⊂ R −→ R3
t 7→ σ(t) = (x(t), y(t), z(t))
EntoncesC es la imágen por σ del intervalo I . Esto es σ(I) = C.De ahı́ σ es una PARAMETRIZACIÓN
para la curva C.
Figura 3: Curva C
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Definición 3.2:
Una CUERDA TRENZADA (o simplemente una cuerda) es una curvaC que tiene exactamente un punto
de intersección con cada plano z = a, ası́ z será usado como parámetro , es decir, si f : R −→ R3 es
una parametrización de la curva C, se tiene
f(R) ∩ (z = a) = {f(a)}, ∀a ∈ R.
De ahı́ se puede observar fácilmente que si
f(t) = (x(t), y(t), z(t))
entonces
z(t) = t, ∀t ∈ R.
Luego, denotando por X al vector bidimensional (x, y) y teniendo en cuenta la observación anterior,
describiremos la CUERDA por una función vectorial continua X = X(z), además asumiremos la
existencia de dos constantes a, b tal que X(z) asume un valor constante X− para todo z ≤ a y un
valor constante X+ para todo z ≥ b.
Esto es, una CUERDA es una curva que está descrita por
X : R −→ R2
z 7→ X(z) = (x(z), y(z))
aplicación continua tal que ∃a, b ∈ R con
X(z) = X+, ∀z ≥ b
X(z) = X−, ∀z ≤ a
Diremos que X(z) es la cuerda trenzada y X+, X− son llamados los EXTREMOS DE LA CUERDA
X(z).
Una CUERDA TRIVIAL es cuando a = b. Esto es
X : R −→ R2
z 7→ X(z) = (x(z), y(z))
es una aplicación tal que X(z) = X+ = X−, ∀z ∈ R.
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Figura 4: Cuerda
Figura 5: Cuerda trivial
Definición 3.3:
Una n−TRENZA o una TRENZA CON n−CUERDAS es un conjunto de n−cuerdas
Xi(z)(i = 1, 2, · · · , n)
sin intersecciones (esto es, Xi(z) 6= Xj(z), ∀1 ≤ i 6= j ≤ n, ∀z ∈ R). Donde la enumeración de las
cuerdas es considerada no esencial.
42
Figura 6: Una 4-trenza
Definición 3.4:
Dos n−trenzas Xi(z) y Yi(z) son llamadas FUERTEMENTE ISOTÓPICAS o s−ISOTÓPICAS si existen
n−funciones vectoriales continuas Xi(z, t) con las siguientes propiedades:
i) Ellas estan definidas para todo z ∈ R y para todo t en un cierto intervalo [c, d].
ii) Dan una n−trenza para cada t ∈ [c, d].
iii) Xi(z, c) = Xi(z), Xi(z, d) = Yi(z).
Se observa que las n−funciones vectoriales son constantes en z y t si z es suficientemente grande y
también constantes si−z es suficientemente grande, de ahı́ los extremos de las n−trenzas permanecen
fijos.
Denotemos
βn =: {Xi(z) : Xi(z) es una n−trenza}.
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Teorema 3.5:
′′s−isotopı́a′′ es una relación de equivalencia sobre βn.
Demostración:
s−isotopı́a es reflexiva:
Sea Xi(z) una n−trenza.
Para cada i = 1, 2, · · · , n. Definamos
Xi(z, t) = Xi(z), ∀z ∈ R, ∀t ∈ [0, 1].
Claramente las funciones vectoriales Xi(z, t) son continuas. Además Xi(z, t) es una n−trenza (es
igual a Xi(z)) para cada t ∈ [0, 1]. También es inmediato que:
Xi(z, 0) = Xi(z) y Xi(z, 1) = Xi(z).
Entonces Xi(z) y Xi(z) son s−isotópicas.
s−isotopı́a es simétrica:
Sean Xi(z), Yi(z) ∈ βn s−isotópicas. Entonces existen n−funciones vectoriales continuas Xi(z, t)
con las siguientes propiedades:
i) Ellas estan definidas para todo z ∈ R y para todo t en un cierto intervalo [c, d].
ii) Dan una n−trenza para cada t ∈ [c, d].
iii) Xi(z, c) = Xi(z), Xi(z, d) = Yi(z).
Para cada i = 1, 2, · · · , n. Definamos
X
′




i(z, t) son funciones vectoriales continuas.
Para cada t ∈ [c, d], X
′
i(z, t) ∈ βn ya que X
′
i(z, t) = Xi(z, c+ d− t) ∈ βn y
X
′
i(z, c) = Xi(z, d) = Yi(z) , X
′
i(z, d) = Xi(z, c) = Xi(z).
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Ası́
Yi(z) y Xi(z) son s−isotópicas.
s−isotopı́a es transitiva:
Sean Xi(z), Yi(z), Zi(z) ∈ βn tal que Xi(z) y Yi(z) son s−isotópicas, Yi(z) y Zi(z) son s−isotópi-
cas.
Entonces existen n−funciones vectoriales continuas Xi(z, t) definidas ∀z ∈ R y ∀t de un cierto in-
tervalo [c, d], Xi(z, t) ∈ βn para cada t ∈ [c, d], Xi(z, c) = Xi(z) ∧Xi(z, d) = Yi(z).
También existen n−funciones vectoriales continuas Yi(z, t) definidas ∀z ∈ R y ∀t de un cierto inter-
valo [e, f ], Xi(z, t) ∈ βn para cada t ∈ [e, f ], Yi(z, e) = Yi(z) ∧ Yi(z, f) = Zi(z).
Como cualquier intervalo [a, b] ≈ [0, 1]. Consideremos [c, d] = [e, f ] = [0, 1].













≤ t ≤ 1
∀z ∈ R, ∀t ∈ [0, 1]
Se cumple que X
′
i(z, t) es continua en los cerrados R × [0,
1
2
] ∧ R × [1
2




Xi(z, 1) = Yi(z) = Yi(z, 0) = Yi(z, 2
1
2
−1) entonces por el lema del pegamientoX
′
i(z, t) es continua
en R× [0, 1].
También es claro que X
′




i(z, 0) = Xi(z, 0) = Xi(z), X
′
i(z, 1) = Yi(z, 1) = Zi(z).
Luego
Xi(z) y Zi(z) son s−isotópicas.

Al conjunto de todas las clases de n−trenzas bajo la relación de s-isotopı́a, se denota Bn. Esto es
Bn =: {[Xi(z)] : Xi(z) es una n−trenza }
Donde
[Xi(z)] = {Yi(z) ∈ βn : Xi(z) y Yi(z) son s-isotópicas }
Teorema 3.6:
Sea g : R× [c, d] −→ R aplicación continua tal que
ĺım
z→+∞
gs(z) = +∞, ĺım
z→−∞
gs(z) = −∞ para cada s ∈ [c, d].
Donde
gs(z) = g(z, s), ∀z ∈ R, ∀s ∈ [c, d].
Si Xi(z) ∈ βn entonces Xi(g(z, s)) ∈ βn para cada s ∈ [c, d] y son todas s−isotópicas (son
s−isotópicas a Xi(z)).
Demostración:
Veamos que Xi(g(z, s)) ∈ βn para cada s ∈ [c, d]. Para ello tomemos s ∈ [c, d](fijo y arbitra-
rio). Probaremos Xi(g(z, s)) ∈ βn, esto es, para cada i = 1, 2, · · · , n.Xi(g(z, s)) es una cuerda y
Xi(g(z, s)) 6= Xj(g(z, s)) con i 6= j, ∀z ∈ R. En efecto, sea i ∈ {1, 2, · · · , n}. Como Xi y gs son
continuas, entonces Xi ◦ gs es continua. Donde
Xi ◦ gs : R −→ R
2
z 7→ Xi ◦ gs(z) = Xi(gs(z)) = Xi(g(z, s))




i , ∀z ≥ b
Xi(z) = X
−
i , ∀z ≤ a
Sin pérdida de generalidad podemos asumir b > 0 ∧ a < 0.
Como por hipótesis ĺım
z→+∞
gs(z) = +∞, ĺım
z→−∞
gs(z) = −∞. Tenemos:
∃bs > 0 tal que ∀z > bs =⇒ gs(z) > b
∃as < 0 tal que ∀z < as =⇒ gs(z) < a
Para z ∈ [bs,+∞) :
Xi ◦ gs(z) = Xi(gs(z)) = X
+
i
Para z ∈ (−∞, z] :
Xi ◦ gs(z) = Xi(gs(z)) = X
−
i
Ası́ Xi(g(z, s)) es una cuerda para cada i ∈ {1, 2, · · · , n}.
Además es claro que Xi(g(z, s)) 6= Xj(g(z, s)) con i 6= j. Ya que Xi(z) ∈ βn.
Ahora veamos que las n−trenzasXi(g(z, s)) para diferentes valores de s ∈ [c, d] son todas s−isotópi-
cas.
En efecto:
Sean s1, s2 ∈ [c, d], probaremos que Xi ◦ gs1(z) y Xi ◦ gs2(z) son s−isotópicas. De hecho, tene-
mos:
gs1 , gs2 : R −→ R son aplicaciones continuas.
Tomemos:
H : R× [0, 1] −→ R
(z, t) 7→ H(z, t) = (1− t)gs1(z) + tgs2(z)
aplicación continua. Se cumple:
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H(z, 0) = gs1(z), ∀z ∈ R
H(z, 1) = gs2(z), ∀z ∈ R
También consideremos para cada i = 1, · · · , n.
Gi : R× [0, 1] −→ R2
(z, t) 7→ Gi(z, t) = Xi(z)
aplicación continua. Ası́ tenemos para cada i = 1, · · · , n.
W it =: G
i
t ◦Ht : R
Ht−−−→ R
Git−−−→ R2 con t ∈ [0, 1]
Luego para cada i = 1, · · · , n. Tomemos:
W i : R× [0, 1] −→ R2
(z, t) 7→ W i(z, t) = Git ◦Ht(z)
= Git(Ht(z)) = G
i
t(H(z, t)) = G
i
t((1− t)gs1(z) + tgs2(z)) = Xi((1− t)gs1(z) + tgs2(z)) aplicación
continua.
Se cumple:
W i(z, 0) = Xi(gs1(z))
W i(z, 1) = Xi(gs2(z))
Veamos que W it (z) ∈ βn para cada t ∈ [0, 1]. En efecto, sea t ∈]0, 1[(fijo y arbitrario). Probaremos
W it (z) ∈ βn, esto es, para cada i = 1, 2, · · · , n.W
i
t (z) es una cuerda y W
i
t (z) 6= W
j
t (z) con i 6=
j. Es claro que W it (z) = Xi((1 − t)gs1(z) + tgs2(z)) 6= Xj((1 − t)gs1(z) + tgs2(z)) = W
j
t (z)
con i 6= j. Luego resta probar que W it (z) es una cuerda para cada i = 1, · · · , n. En efecto, sea





gs1(z) = −∞, ĺım
z→+∞




∃b > 0 tal que Xi(z) = X
+
i , ∀z ≥ b
∃a < 0 tal que Xi(z) = X
−
i , ∀z ≤ a
Tenemos:
∃bs1 > 0 tal que ∀z > bs1 =⇒ gs1(z) > b
∃as1 < 0 tal que ∀z < as1 =⇒ gs1(z) < a
∃bs2 > 0 tal que ∀z > bs2 =⇒ gs2(z) > b
∃as2 < 0 tal que ∀z < as2 =⇒ gs2(z) < a
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Tomemos
b⋆ > max{bs1 , bs2}
Para z ∈ [b⋆,+∞) se tiene
gs1(z) > b ∧ gs2(z) > b
entonces
(1− t)gs1(z) > (1− t)b ∧ tgs2(z) > tb
luego




a⋆ < max{as1 , as2}
Para z ∈ (−∞, a⋆] se tiene
gs1(z) < a ∧ gs2(z) < a
luego
(1− t)gs1(z) < (1− t)a ∧ tgs2(z) < ta
entonces










W it (z) ∈ βn para cada t ∈ [0, 1].
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Por lo tanto
Xi(gs1(z)), Xi(gs2(z)) son s−isotópicas.

Observación:
Sea s ∈ [c, d]. Veamos que Xi(z) ∧Xi(gs(z)) son s−isotópicas.
En efecto:
Definamos:
W i : R× [0, 1] −→ R2
(z, t) 7→ W i(z, t) = Xi((1− t)z + tgs(z))
aplicación continua para cada i = 1, · · · , n. Se cumple:
W i(z, 0) = Xi(z),W
i(z, 1) = Xi(gsz).
Veamos
W it ∈ βn para cada t ∈]0, 1[.
En efecto,
sea t ∈]0, 1[(fijo y arbitrario), probaremos que W it (z) ∈ βn, esto es, para cada i = 1, 2, · · · , n.W
i
t (z)
es una cuerda y W it (z) 6= W
j
t (z) con i 6= j. De hecho, se cumple
W it (z) = Xi((1− t)z) + tgs(z)) 6= Xj((1− t)z + tgs(z)) = W
j
t (z) con i 6= j.
Por otro lado para cada i = 1, 2, · · · , n.




gs(z) = +∞, ĺım
z→−∞
gs(z) = −∞, ĺım
z→+∞
z = +∞, ĺım
z→−∞
z = −∞.
y nuevamente por el hecho que:
∃b > 0 tal que Xi(z) = X
+
i , ∀z ≥ b
∃a < 0 tal que Xi(z) = X
−
i , ∀z ≤ a
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Se tiene:
∃bs > 0 tal que ∀z > bs =⇒ gs(z) > b
∃as < 0 tal que ∀z < as =⇒ gs(z) < a
∃bid > 0 tal que ∀z > bid =⇒ z > b
∃aid < 0 tal que ∀z < aid =⇒ z < a
Luego, tomemos
b⋆ > max{bs, bid} ∧ a
⋆ < min{as, aid}
Para z ∈ [b⋆,+∞) : se tiene
gs(z) > b ∧ z > b
entonces
tgs(z) > tb ∧ (1− t)z > (1− t)b
luego
W it (z) = Xi((1− t)z + tgs(z)) = X
+
i .
Para z ∈ (−∞, a⋆] se tiene
gs(z) < a ∧ z < a
entonces
tgs1(z) < ta ∧ (1− t)z < (1− t)a
luego




W it (z) ∈ βn
Por lo tanto
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Xi(z), Xi(gs(z)) son s−isotópicas.

Corolario 1:
Sea h : R −→ R aplicación continua tal que ĺım
z→+∞
h(z) = +∞, ĺım
z→−∞
h(z) = −∞. Entonces las
n−trenzas Xi(z) y Xi(h(z)) son s−isotópicas.
Denostración:
Definamos
g : R× [0, 1] −→ R
(z, t) 7→ g(z, t) = (1− t)z + th(z)
aplicación continua. Se cumple: para t ∈ [0, 1], ĺım
z→+∞
gs(z) = +∞, ĺım
z→−∞
gs(z) = −∞.
Entonces por el teorema anterior (para la n−trenza Xi(z)) tenemos: Xi(gt(z)) ∈ βn para cada t ∈
[0, 1] y son todas s−isotópicas.
Luego para t = 0 ∧ t = 1 tenemos:
Xi(g0(z)) ∧Xi(g1(z)) son s−isotópicas.
Por otro lado
Xi(g0(z)) = Xi(g(z, 0)) = Xi(z)
Xi(g1(z)) = Xi(g(z, 1)) = Xi(h(z))
Ası́ Xi(z) y Xi(h(z)) son s−isotópicas.

Corolario 2:
La n−trenza Xi(z) es s−isotópica a cualquier z−traslación Xi(z + a), a ∈ R.
Demostración:
Consideremos la aplicación traslación
Ta : R −→ R
(z, t) 7→ Ta(z) = z + a
aplicación continua, se cumple:
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z + a = −∞.
Entonces por el corolario 1:




Las n−trenzas Xi(| z | +t) son s−isotópicas entre ellas para diferentes valores de t ∈ R.
Demostración:
Por hipótesis Xi(| z |) ∈ βn. Luego por el corolario 2. Xi(| z |) es s−isotópica a cualquier
z−traslación Xi(| z | +t), t ∈ R.

Definición 3.7:
Dos n−trenzas Xi(z) y Yi(z) se dice que SE PUEDEN COMPONER si despues de un cambio apropiado
en la enumeración de las cuerdas tenemos Y +i = X
−
i .





Las n−trenzas Xi(z) y Yi(z) se pueden componer, pero Yi(z) y Xi(z) no se pueden componer.
Sean Xi(z) y Yi(z) dos n−trenzas que se pueden componer. Sean a, b ∈ R tal que:
Xi(z + a) = X
−
i , ∀z ≤ 0.
Yi(z + b) = Y
+






Xi(z + a), z ≥ 0
Yi(z + b), z ≤ 0
Llamada la n−TRENZA COMPUESTA de Xi(z) y Yi(z).
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Figura 8: n−trenza compuesta de Xi(z) y Yi(z)
Observación:
1) XiYi(z) ∈ βn.
2) Por el corolario 2. del teorema 4.6. Xi(z) ∧Xi(z + a), Yi(z) ∧ Yi(z + b) son s−isotópicas.
3) Cualquier z−traslación deXiYi(z) también será llamada n−trenza compuesta deXi(z) y Yi(z).
4) Sabemos que para la n−trenza Xi(z), existen b




















z + a⋆ ≤ a⋆
de ahı́
Xi(z + a
⋆) = X−i .
Similarmente para z ∈ [b⋆ − a⋆,+∞ > se tiene
z ≥ b⋆ − a⋆
entonces
z + a⋆ ≥ b⋆
De ahı́
Xi(z + b
⋆) = X+i .
Ası́ la traslación en el eje z. Ta⋆ levanta a la n−trenza Xi(z) resultando Xi(z + a
⋆).
También Xi(z + b
⋆) ∈ βn. Se cumple:
Para z ∈< −∞, a⋆ − b⋆] tenemos z ≤ a⋆ − b⋆
entonces
z + b⋆ ≤ a⋆
de ahı́
Xi(z + b
⋆) = X−i .
Para z ∈ [0,+∞ > tenemos z ≥ 0
entonces




⋆) = X+i .




















i (z) son s−isotópicas.
Demostración:
Sean a, b ∈ R tal que
Xi(z + a) = X
−
i , ∀z ≥ 0.
Yi(z + b) = Y
+
i , ∀z ≤ 0.
Sean a′, b′ ∈ R tal que
X ′i(z + a
′) = X ′i
−, ∀z ≤ 0.
Y ′i (z + b
′) = Y ′i






Xi(z + a), z ≥ 0







X ′i(z + a
′), z ≥ 0
Y ′i (z + b
′), z ≤ 0
Es claro que Xi(z + a) y X
′
i(z + a
′), Yi(z + b) y Y
′
i (z + b
′) son s−isotópicas (ya que Xi(z) y





′), Xi(z) y X
′
i(z) son s−isotópicas. Similarmente para Yi(z)).
Entonces existen apliacaciones continuas
H i : R× [0, 1] −→ R2
Gi : R× [0, 1] −→ R2
tal que:
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H it(z) ∈ βn para cada t ∈ [0, 1] y H
i






Git(z) ∈ βn para cada t ∈ [0, 1] y G
i




i (z + b
′).
Definamos
F i : R× [0, 1] −→ R2
(z, t) 7→ F i(z, t) =
{
H i(z, t) , z ≥ 0
Gi(z, t) , z ≤ 0
Se cumple F i es continua en el cerrado [0,+∞〉×[0, 1] de R×[0, 1] y en el cerrado 〈−∞, 0]×[0, 1] de
R× [0, 1], ademas, H i(0, t) = Gi(0, t), ∀t ∈ [0, 1], luego por el lema del pegamiento, F i es continua.
Claramente F i(z, t) ∈ βn, para cada t ∈ [0, 1]. También
F i(z, 0) =
{
H i(z, 0) , z ≥ 0
Gi(z, 0) , z ≤ 0
=
{
Xi(z + a) , z ≥ 0
Yi(z + b) , z ≤ 0
= XiYi(z)
F i(z, 1) =
{
H i(z, 1) , z ≥ 0
Gi(z, 1) , z ≤ 0
=
{
X ′i(z + a) , z ≥ 0









i (z) son s-isotopicas.

Definicion 3.9:
Dos clases de n−trenzas [Yi(z)], [Xi(z)] son llamadas COMPONIBLES si Xi(z) y Yi(z) se pueden
componer.
Definimos
• : Bn × Bn −→ Bn
([Yi(z)], [Xi(z)]) 7→ •([Yi(z)], [Xi(z)]) = [XiYi(z)]
Denotaremos
•([Yi(z)], [Xi(z)]) =: [Yi(z)] • [Xi(z)]
Observación:
1. Por la proposicion anterior, ” • ”, esta bien definida.
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2. La operacion ” • ” no esta definida en todo Bn, sólo para clases componibles.
Proposicion 3.10:
(Bn, •) es un grupo
Demostración:
Ya sabemos que ” • ” es cerrada en Bn y esta bien definida. Ahora, veamos:
” • ” es asociativa:
Sean [Xi(z)], [Yi(z)], [Zi(z)] ∈ Bn. Probaremos
[Zi(z)] • ([Yi(z)] • [Xi(z)]) = ([Zi(z)] • [Yi(z)]) • [Xi(z)]
es decir









x), ∀z ≥ 0
Yi(z + b
⋆




















y), ∀z ≥ 0
Zi(z + b
⋆












































xy), ∀z ≥ 0
Zi(z + b
⋆




















x), ∀z ≥ 0
YiZi(z + b
⋆
yz), ∀z ≤ 0
Xi(YiZi)(z) = X
+





















































Xi(YiZi)(z) y (XiYi)Zi(z) son s-isotópicas.
Por lo tanto
[(XiYi)Zi(z)] = [Xi(YiZi)(z)]
Existencia del elemento neutro:
Sea Xi(z) ∈ βn. Tomemos
Ni(z) = X
−
i , ∀z ∈ R;
N ′i(z) = X
+






Xi(z) y Ni(z) , N
′





⋆), ∀z ≥ 0




⋆), ∀z ≥ 0
X−i , ∀z ≤ 0




N ′i(z), ∀z ≥ 0
Xi(z + b
⋆), ∀z ≤ 0
=
{
X+i , ∀z ≥ 0
Xi(z + b
⋆), ∀z ≤ 0




Figura 11: N ′iXi(z)
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Entonces







iXi(z)] = [Xi(z + b
⋆)] = [Xi(z)]
Observacion:
No necesariamente [Ni(z)] = [N
′
i(z)].
Existencia del elemento inverso:
Sea Xi(z) ∈ βn.








X−i (z), ∀z ≥ 0
Xi(|z|+ a
⋆), ∀z ≤ 0
∈ βn
Figura 12: X−1i (z)
Claramente Xi(z) y X
−1







⋆), ∀z ≥ 0




⋆), ∀z ≥ 0
Xi(|z|+ a






⋆) y N ′i(z) son s-isotópicas
Demostración:
Para cada i = 1, 2, · · · , n
Definamos
H i : R× [0, 1] −→ R2
(z, t) 7→ H i(z, t) = Xi((1− t)b
⋆ + t(|z|+ a⋆))
aplicación.
Claramente H i es continua. Además:
H i(z, 0) = Xi(b
⋆) = X+i = N
′
i(z)
H i(z, 1) = Xi(|z|+ a
⋆)
Resta probar H i(z, t) ∈ βn, para cada t ∈ [0, 1]. En efecto:
Para t = 0, 1 se cumple. Veamos para t ∈]0, 1[.
ClaramenteH it es continua, para cada i = 1, 2, · · · , n. Además:
Para z ∈ [b⋆ − a⋆,+∞〉. Se tiene
H it(z) = X
+
i
Para z ∈ 〈+∞, a⋆ − b⋆]. Se tiene
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H it(z) 6= H
j
t (z), ∀i 6= j, ∀z ∈ R
Por lo tanto
H i(z, t) ∈ βn

Luego por la Afirmación 1, Se tiene
[X−1i (z)] • [Xi(z)] = [XiX
−1
i (z)] = [Xi(|z|+ a
⋆)] = [N ′i(z)]










⋆), ∀z ≥ 0
X−i (z), ∀z ≤ 0
∈ βn
Claramente X ′i






−1(z), ∀z ≥ 0
Xi(z + b




⋆), ∀z ≥ 0
Xi(−|z|+ b









⋆) y Ni(z) son s-isotópicas.
Demostración:
Para cada i = 1, 2, · · · , n
Definamos
H i : R× [0, 1] −→ R2
(z, t) 7→ H i(z, t) = Xi((1− t)a
⋆ + t(−|z|+ b⋆))
aplicación.
Claramente H i es continua. Además:
H i(z, 0) = Xi(a
⋆) = X−i = Ni(z)
H i(z, 1) = Xi(−|z|+ b
⋆)
Resta probar que H i(z, t) ∈ βn, para cada t ∈ [0, 1]. En efecto:
Para t = 0, 1 se cumple. Veamos para t ∈]0, 1[.
ClaramenteH it es continua, para cada i = 1, 2, · · · , n. Además:
Para z ∈ [b⋆ − a⋆,+∞〉. Se tiene
H it(z) = X
−
i
Para z ∈ 〈+∞, a⋆ − b⋆]. Se tiene




H it(z) 6= H
j
t (z), ∀i 6= j, ∀z ∈ R
Por lo tanto
H i(z, t) ∈ βn





−1(z)] = [X ′i





−1(z + b⋆ − a⋆) = X−1i (z) entonces [X
−1
i (z)] = [X
′
i
−1(z + b⋆ − a⋆)] = [X ′i
−1(z)]
2. Si trabajamos con n−trenzas Xi(z) tal que
Xi(z) = X
+











1 2 · · · n






i(z)] (ya que Ni(z) = N
′
i(z))
Por las ultimas obervaciones, nos llevan a redefinir el concepto de n−trenza y el de s−isotopia.
Definicion 3.12:
Sean p1, · · · , pn ∈ R
2.Una n−TRENZA o una TRENZA CON n−CUERDAS es un conjunto de n−cuerdas
Xi(z) (i = 1, 2, · · · , n) sin intersecciones (De ahi Xi(z) 6= Xj(z) para i 6= j) tal que existe
σ =
(
1 2 · · · n
σ(1) σ(2) · · · σ(n)
)
∈ Sn
llamada PERMUTACION de la n−trenza Xi(z),
con
Xi(z) = pi, ∀z ∈ [b,+∞〉
Xi(z) = pσ(i), ∀z ∈ 〈−∞, a]
Definicion 3.13:
Dos n−trenzasXi(z) y Yi(z) son llamadas FUERTEMENTE ISOTÓPICAS o S-ISOTÓPICAS si podemos
transformar continuamente Xi(z) en Yi(z) mediante n−trenzas sin variar los extremos.







Figura 14: una 3-trenza
X i(z, t) ∈ βn para cada t ∈ [0, 1], y
X i(z, 0) = Xi(z),







Yi(z) es s−isotópica a Xi(z) Wi(z) no es s−isotópica a Xi(z)
Figura 15: Zi(z) no es s−isotópica a Xi(z)
Observación:
1. Cualquier par de n−trenzas se pueden componer.
2. Dos n−trenzas s-isotopicas, tienen la misma permutacion.
Luego, ya podemos afirmar lo siguiente:
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Teorema 3.14:
(Bn, •) es un grupo
Conocido como EL GRUPO DE n−TRENZAS DE ARTIN quien los introdujo en 1925. A cuyos ele-
mentos se les denominan TRENZAS. Es decir, un trenza es una clase de una n−trenza.
Observaciones:




µ : Bn −→ Sn
[Xi(z)] 7→ µ([Xi(z)]) = σx
denominada LA PERMUTACIÓN TRENZA
Donde
σx es la permutación de la n−trenza Xi(z)
Observación:
Dado algún σ ∈ Sn, existen diferentes trenzas que son aplicadas mediante µ en σ.
Teorema 3.16:
La permutación trenza
µ : Bn −→ Sn
[Xi(z)] 7→ µ([Xi(z)]) = σx
es un epimorfismo de grupos.
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Demostración:
µ está bien definida:
Sea X ′i(z) ∈ [Xi(z)] entonces X
′
i(z) y Xi(z) son s-isotópicas luego tienen la misma permutación
σ. De ahı́
µ[X ′i(z)] = σ = µ[Xi(z)]
µ es un homomorfismo:
Sean [Xi(z)], [Yi(z)] ∈ Bn. Tenemos:




1 2 · · · n
σ(1) σ(2) · · · σ(n)
)
∈ Sn. Tomemos Xi(z) ∈ βn tal que Xi conecta Pi con Pσ(i),
luego
µ([Xi(z)]) = σ
Por lo tanto µ es un epimorfismo de grupos.





∼= Sn = Im(µ) · · · (⋆)
Definición 3.17:






1. De (⋆), se tiene que el grupo de trenzas puras Pn es un subgrupo normal del grupo de trenzas




2. Por la observación del teorema 4.14, tenemos
P1 = 0 y Pn 6= 0, ∀n ≥ 2
Teorema 3.18: (R.FOX, L. NEUWIRTH)
Para n ≥ 1 se cumple:
1) π1(Conf(R






Sea b0 = (P1, P2, · · · , Pn) punto base de Conf(R
2, n). Entonces la órbita de b0 ,
O(b0) = {Φ(σ, b0) ∈ Conf(R
2, n) : σ ∈ Sn}






2, n)) −→ Pn
[λ] 7→ H([λ]) = [Xi(z)]
Donde:
[λ] = {α : [0, 1] −→ Conf(R2, n) : α ≃ λ rel {0, 1}}
Denotemos las funciones coordenadas de λ
λ : [0, 1] −→ Conf(R2, n)
t 7→ λ(t) = (λ1(t), · · · , λn(t))
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Además
λ(0) = λ(1) = b0 = (P1, P2, · · · , Pn)
Luego
λ1 : [0, 1] −→ R
2
t 7→ λ1(t)
con λ1(0) = λ1(1) = P1
λ2 : [0, 1] −→ R
2
t 7→ λ2(t)
con λ2(0) = λ2(1) = P2
...
λn : [0, 1] −→ R
2
t 7→ λn(t)
con λn(0) = λn(1) = Pn
Claramente
λi(t) 6= λj(t), ∀1 ≤ i 6= j ≤ n, ∀t ∈ [0, 1].
Para cada i = 1, 2, · · · , n. Definamos
Xi : R −→ R
2




Pi, z ∈ [1,+∞〉
λi(z), z ∈ [0, 1]
Pi, z ∈ 〈−∞, 0]
Claramente Xi es continua, además
Xi(z) = Pi, ∀z ∈ [1,+∞〉
Xi(z) = Pi, ∀z ∈ 〈−∞, 0]
entoncesXi(z) es una cuerda, además es claro queXi(z) 6= Xj(z) con i 6= j, de ahı́Xi(z) ∈ βn
y como σx = e se sigue [Xi(z)] ∈ Pn.
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Veamos que H está bien definida:
Sea λ′ ∈ [λ] probaremos que [X ′i(z)] = [Xi(z)]. De hecho, desde que λ
′ ∈ [λ] entonces
λ′ ∼= λ rel {0, 1} luego existe
G : [0, 1]× [0, 1] −→ Conf(R2, n)
aplicación continua tal que
G(s, 0) = λ′(s)
G(s, 1) = λ(s)
G(0, t) = λ′(0) = λ(0) = b0
G(1, t) = λ′(1) = λ(1) = b0
Por otro lado
Xi : R −→ R
2




Pi, z ∈ [1,+∞〉
λi(z), z ∈ [0, 1]
Pi, z ∈ 〈−∞, 0]
∈ βn
X ′i : R −→ R
2




Pi, z ∈ [1,+∞〉
λ′i(z), z ∈ [0, 1]
Pi, z ∈ 〈−∞, 0]
∈ βn
donde
λ(t) = (λ1(t), · · · , λn(t)), ∀t ∈ [0, 1]
λ′(t) = (λ′1(t), · · · , λ
′
n(t)), ∀t ∈ [0, 1]
Para cada i = 1, · · · , n. Definamos
X i : R× [0, 1] −→ R2




Pi, z ∈ [1,+∞〉
πi(G(z, t)), z ∈ [0, 1]




2 × · · · × R2 −→ R2
(x1, · · · , xn) 7→ πi(x1, · · · , xn) = xi
es la aplicación proyección en la i−ésima coordenada.
Se cumple
X i(z, t) ∈ βn para cada t ∈ [0, 1]
y además
X i(z, 0) = X ′i(z),
X i(z, 1) = Xi(z).
De ahı́,
[X ′i(z)] = [Xi(z)].
H es un homomorfismo de grupos:
Sean [λ], [λ′] ∈ π1(Conf(R
2, n)).
Luego
[λ][λ′] = [λ ⋆ λ′]
Donde
λ ⋆ λ′ : [0, 1] −→ Conf(R2, n)
t 7→ λ ⋆ λ′(t) =
{










Pi, z ∈ [1,+∞〉
λi ⋆ λ
′
i(z), z ∈ [0, 1]
Pi, z ∈ 〈−∞, 0]
∈ βn
Donde
λ ⋆ λ′(t) = (λ1 ⋆ λ
′
1(t), · · · , λn ⋆ λ
′







Pi, z ∈ [1,+∞〉
λi(z), z ∈ [0, 1]





Pi, z ∈ [1,+∞〉
λ′i(z), z ∈ [0, 1]
Pi, z ∈ 〈−∞, 0]
XiYi(z) =
{
Xi, z ≥ 0





Pi, z ∈ [1,+∞〉
λi(z), z ∈ [0, 1]
λ′i(z), z ∈ [−1, 0]







Xi, z ≥ 0





Pi, z ∈ [1,+∞〉
λi(z), z ∈ [0, 1]
λ′i(z), z ∈ [−1, 0]
Pi, z ∈ 〈−∞,−1]




Sea [λ] ∈ Ker(H) entonces [λ] ∈ π1(Conf(R








Pi, z ∈ [1,+∞〉
λi ⋆ λi(z), z ∈ [0, 1]
Pi, z ∈ 〈−∞, 0]
con
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λ(t) = (λ1(t), · · · , λn(t)), ∀t ∈ [0, 1]
Entonces Xi(z) y Ni(z) son s−isotópicas. Luego existen n−funciones vectoriales continuas
X i : R×[0, 1] −→ R2 tal queX i(z, t) ∈ βn, para cada t ∈ [0, 1] yX




G : [0, 1]× [0, 1] −→ Conf(R2, n)
(s, t) 7→ G(s, t) = (X1(z, t), · · · , Xn(z, t))
entonces G : λ ≃ λb0 rel {0, 1} , de ahı́ [λ] = [λb0 ].
Donde
λb0 : [0, 1] −→ Conf(R
2, n)
s 7→ λb0(s) = b0
lazo basado en b0.
H es sobre:
Sea [Xi(z)] ∈ Pn entonces existen a < 0 y b > 0 tal que:
Xi(z) = Pi, ∀z ∈ [b,+∞〉
Xi(z) = Pi, ∀z ∈ 〈−∞, a]
Definamos el lazo
λ : [0, 1] −→ Conf(R2, n)
t 7→ λ(t) = (X1 ◦ ϕ(t), · · · , Xn ◦ ϕ(t))
Donde
ϕ : [0, 1] −→ R2
z 7→ ϕ(z) = (b− a)z + a
Luego H([λ]) = [Xi(z)]








[α] 7→ H([α]) = [Xi(z)]
Donde α : [0, 1] −→
Conf(R2, n)
Sn
es un lazo basado en Ob0.




ción cubriente, entonces existe un único levantamiento de α






Pi, z ∈ [1,+∞〉
α̃i(z), z ∈ [0, 1]
Pi, z ∈ 〈−∞, 0]




2, 1)) = {0}
2. P2 ∼= Z
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Un espacio topológico X es una VARIEDAD TOPOLÓGICA de dimensión n (n ∈ N) si para cada
punto x ∈ X existe una vecindad abierta U = Ux de x en X homeomorfa a un subconjunto abierto
V de Rn, esto es, existe ϕ : U −→ V homeomorfismo.
Proposición 4.2:
Sea M un espacio topológico. Los siguientes enunciados son equivalentes:
a) M es una variedad topológica de dimensión n.
b) Cada punto de M tiene una vecindad homeomorfa a una bola abierta de Rn.
c) Cada punto de M tiene una vecindad homeomorfa a Rn.
Demostración:




Sea p ∈M entonces existe U vecindad abierta de p enM tal que existe ϕ : U −→ V homeomorfismo
para algún V abierto de Rn.





Claramente p ∈ ϕ−1(Br(ϕ(p))) y ϕ
−1(Br(ϕ(p))) es un abierto en M .
Ası́, existe ϕ−1(Br(ϕ(p))) vecindad de p ∈M que es homeomorfa a una bola abierta de R
n.
b =⇒ a)
Inmediato de la definición de variedad topológica.

Definición 4.3:
Un espacio topológico X es un ESPACIO HOMOGÉNEO si para todo par de puntos x, y ∈ X existe
un homeomorfismo h : X −→ X tal que h(x) = y.
Proposición 4.4:
Sea h : B1(0) ⊆ R
m −→ Rm el homeomorfismo definido por h(x) = x
1−‖x‖
, con inversa h−1 :
R
m −→ B1(0) ⊆ R
m dada por h−1(x) = x
1+‖x‖
.
Dado a ∈ Rm (fijo y arbitrario), consideremos la traslación
Ta : R
m −→ Rm
x 7−→ Ta(x) = x+ a
Considere el homeomorfismo
ϕ = h−1 ◦ Ta ◦ h : B1(0) −→ B1(0).
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Se cumple ĺımx→ b ϕ(x) = b, ∀b ∈ ∂B1(0) = S
m−1
Demostración:
Sea b ∈ ∂B1(0) = S
m−1 se tiene:
ĺımx→b ϕ(x) = ĺımx−→b
x+ (1− ‖x‖)a




Dados c, d ∈ B1(0) ⊆ R
m, existe un homeomorfismo ϕ : Dm −→ Dm tal que ϕ(c) = d y
ϕ(x) = x, ∀x ∈ Sm−1.
Demostración:
Definamos
ϕ : Dm −→ Dm
x 7−→ ϕ(x) = ĺımy → x ϕ(y)
Donde ϕ(y) = h−1 ◦ Ta ◦ h(y) con a =
d
1−‖d‖
− h(c) ∈ Rm.
Por proposición anterior ϕ es un homeomorfismo con ϕ(c) = d y ϕ(x) = x, ∀x ∈ Sm−1.

Proposición 4.5:
Toda variedad topológica M conexa y Hausdorff de dimensión n (n ≥ 1) es un espacio homogéneo.
Demostración:
El conjunto Homeo(M) = {f : M −→ M |f es homeomorfismo } junto con la composición usual
de aplicaciones, es un grupo.
Definamos
Φ : Homeo(M)×M −→ M
(f, x) 7−→ Φ(f, x) = f(x)
Se cumple:
i) Φ(idM , x) = idM(x) = x, ∀x ∈M con idM ∈ Homeo(M) elemento neutro.
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ii) Φ(f,Φ(g, x)) = Φ(f ◦ g, x), ∀f, g ∈ Homeo(M), ∀x ∈M.
Denotando Ox = {Φ(f, x) : f ∈ Homeo(M)} para cada x ∈M, se tiene que {Ox : x ∈M} es una
partición de M y además cada Ox es abierto y cerrado de M .
Luego de la conexidad de M se sigue Ox = M, ∀x ∈ M . De ahı́, para cualquier par x, y ∈ M
se tiene y ∈ Ox entonces existe h ∈ Homeo(M) tal que y = Φ(h, x) = h(x).

Proposición 4.6:
Si M es una variedad topológica de dimensión n y de Hausdorff entonces Conf(M, k) es una vari-
dead topológica de dimensión nk y de Hausdorff.
Demostración:
Por ser M de Hausdorff se tiene que Conf(M, k) es un abierto de Mk, la cual se sabe que es una
variedad de dimensión nk, luego por ende es inmediato nuestro resultado.

4.2 Homologı́a del Espacio de Configuraciones del Espacio Proyectivo Complejo
Sea Cn el espacio complejo de dimensión n(n ≥ 1)
Proposición 4.7:
Para n ≥ 0,Cn+1 \ {0} es un C⋆−conjunto.
Donde
C
⋆ = C \ {0} (grupo multiplicativo).
C




Φ : C⋆ × Cn+1 \ {0} −→ Cn+1 \ {0}
(λ, z) 7→ Φ(λ, z) = λz
Claramente Φ es una aplicación. Además para z ∈ Cn+1 \ {0},tenemos
Φ(1, z) = 1z = z.
Ası́
Φ(1, z) = z, ∀z ∈ Cn+1 \ {0}.
También para λ1, λ2 ∈ C
⋆ y z ∈ Cn+1,se tiene:
Φ(λ1,Φ(λ2, z)) = Φ(λ1, λ2z) = λ1(λ2z) = (λ1λ2)z = Φ(λ1λ2, z),
Resta probar que
Φλ : C
n+1 \ {0} −→ Cn+1 \ {0}
z 7→ Φλ(z) = λz
es una aplicación continua, ∀λ ∈ C⋆.
En efecto:
Sea λ ∈ C⋆(fijo y arbitrario).
Sea z0 ∈ C
n+1 \ {0} (fijo y arbitrario). Veamos que Φλ es continua en z0. De hecho, sea ǫ > 0.
Tomemos 0 < δ < ǫ
| λ |
(Recuerde que λ 6= 0)
Para z ∈ Cn+1 \ {0} y ‖ z − z0 ‖< δ se tiene:





Φλ es continua en z0, ∀z0 ∈ C
n+1 \ {0}.
De ahı́




n+1 \ {0} es un C⋆−espacio.
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




⋆ = {Oz ⊆ Cn+1 \ {0} : z ∈ Cn+1 \ {0}}
el cuál es un espacio topológico (con la topologı́a cociente) conocido como EL ESPACIO PROYECTIVO







⋆ (n ≥ 0)
Con




Claramente la aplicación proyección al cociente
π : Cn+1 \ {0} −→ CPn
z 7→ π(z) = O(z)









→֒ Cn+1 \ {0} la aplicación inclusión
Luego
π ◦ i : Sn
C
−→ CPn
es una aplicación continua.
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Proposición 4.8:
π ◦ i es sobreyectiva
Demostración:
Sea O(z) ∈ CPn.





π ◦ i(w) = π( z
‖z‖
) = O( z
‖z‖
) = O(z) ( pues 1
‖z‖
z = Φ( 1
‖z‖










2. Sean z, w ∈ Sn
C
. Definamos
z ∼ w ⇐⇒ ∃λ ∈ S1 ⊆ C⋆ tal que z = λw.







∼ = {[z] ⊆ S
n
C




[z] = {w ∈ Sn
C
: w ∼ z} = {λz ∈ Sn
C
: λ ∈ S1 ⊆ C⋆}
Afirmación 1:




Para z ∈ Sn
C
(fijo y arbitrario).
Sea w ∈ [z] entonces ∃λ ∈ S1 ⊆ C⋆ tal que w = λz , de ahı́ w ∈ O(z).
Sea w ∈ O(z) entonces ∃λ ∈ C⋆ tal que w = λz como w, z ∈ Sn
C
, se sigue |λ| = 1 , de
ahı́ λ ∈ S1 ⊆ C⋆ y w = λz, ası́ w ∈ [z].

Afirmación 2:
O(z) = O( z
‖z‖
), ∀z ∈ Cn+1\{0}
Demostración:





z = Φ( 1
‖z‖















Ahora sea O(z) ∈ CPn luego por afirmación 2, se tiene:
O(z) = O( z
‖z‖




















Z , q = 0 o q = n





Conf(CP1, 2) ≈ S2
Demostración:






Z , q = 0 o q = 2





Z , q par con 0 ≤ q ≤ 2n
0 , q otro caso
Lema 4.14:
Hq(CP
n \ {⋆}) = Hq(CP
n−1)
Proposición 1.15
La aplicación proyección en la primera coordenada
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P : Conf(CPn, 2) −→ Conf(CPn, 1)
(x,y) 7−→ P (x, y) = x
es una fibración con fibra F = Conf(CPn \ {⋆}, 1)
Teorema 4.16:
Cualquier fibración
F →֒ E −→ B
no induce una sucesión exacta de la forma
· · · −→ Hq+1 (B) −→ Hq (F ) −→ Hq (E) −→ Hq (B) −→ · · ·
Demostración:
Por reducción al absurdo!!
Esto es, supongamos que cualquier fibración induce una sucesión exacta en homologı́a· · · (H.A)
De ahı́ la siguiente fibración
Conf(CPn \ {⋆}, 1) →֒ Conf(CPn, 2) −→ Conf(CPn, 1)
induce la sucesión exacta
· · · −→ Hq+1 (CP
n) −→ Hq (CP
n \ {⋆}) −→ Hq (Conf(CP
n, 2)) −→ Hq (CP
n) −→ · · ·
Luego , tenemos:







n, 2)) −→ Hq (CP
n) −→ · · ·
Para q = 0, 2, · · · , 2(n− 1) se tiene:
0 −→ Z −→ Hq (Conf(CP
n, 2)) −→ Z −→ 0
de ahı́, resulta:
Hq (Conf(CP
n, 2)) = Z× Z
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Para q = 2n se tiene:
0 −→ H2n (Conf(CP
n, 2)) −→ Z −→ 0
de ahı́,
H2n (Conf(CP
n, 2)) = Z
Para q otro caso se tiene:
0 −→ Hq (Conf(CP
n, 2)) −→ 0
de ahı́,
Hq (Conf(CP







Z , q = 2n
Z× Z , 0 ≤ q ≤ 2(n− 1) con q par
0 , otro caso
En particular para q = 0, n = 1 tenemos:
Z× Z = H0(Conf(CP













n, k) = {(x1, · · · , xk) ∈ Conf(CP
n, k) : dim〈x1, · · · , xk〉 = i}
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para cada i = 1, · · · , n.
Observación:
i) Conf1(CP
1, k) = Conf(CP1, k)
ii) Conf1(CP
n, 2) = Conf(CPn, 2)
Utilizando la fibración localmente trivial(Ver [2])
γ : Confi(CP
n, k) −→ Gri(CPn
(x1, · · · , xk) 7−→ γ(x1, · · · , xk) = 〈x1, · · · , xk〉
con fibra Confi(CP
i, k). Se obtiene la siguiente sucesión exacta en grupos de homotopı́a






n, k)) −→ π1 (Gr
i(CPn) −→ 0
En particular para i = 1 y k = 2 se tiene





n, 2)) −→ π1 (Gr
1(CPn) −→ 0
luego
· · · −→ π1 (S
2)) −→ π1 (Conf(CP
n, 2)) −→ π1 (Gr
2(Cn+1) −→ 0
de ahı́
0 −→ π1 (Conf(CP
n, 2)) −→ 0
entonces π1 (Conf(CP
n, 2)) = 0
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