AbstractÐRecent technological advances in digital signal processing, data compression techniques, and high-speed communication networks have made Video-on-Demand (VOD) servers feasible. A challenging task in such systems is servicing multiple clients simultaneously while satisfying real-time requirements of continuous delivery of objects at specified rates. To accomplish these tasks and realize economies of scale associated with servicing a large user population, a VOD server requires a large disk subsystem. Although a single disk is fairly reliable, a large disk farm can have an unacceptably high probability of disk failure. Furthermore, due to real-time constraints, the reliability requirements of VOD systems are even more stringent than those of traditional information systems. Traditional RAID solutions are inadequate due to poor resource usage. Thus, in this paper, we present alternative schemes which provide a high degree of reliability at low disk storage, bandwidth, and memory costs for on-demand multimedia servers. Moreover, we discuss some of the main issues and trade-offs associated with providing fault tolerance in multidisk VOD systems. We would like to impress upon the reader that one of the main points of this paper is the exposition of trade-offs and issues associated with designing fault-tolerant VOD servers. It is not the case that one fault tolerance scheme is absolutely better than another, but rather that one must understand the trade-offs as well as one's system constraints and then choose a fault tolerance scheme accordingly.
INTRODUCTION
R ECENT technological advances in digital signal processing, data compression techniques, and high-speed communication networks have made Video-on-Demand (VOD) servers feasible. Challenging tasks in designing such large-scale information systems include not only satisfying the real-time constraints of continuous delivery of objects at specified rates, which has been addressed, for example, in the following works [3] , [5] , [9] , [19] , [24] , to name a few, in the form of various data layout, scheduling, and access control algorithms, but also providing a high degree of reliability. We will more precisely define what we mean by reliability of VOD servers later in the paper. (For a detailed survey on VOD servers, please refer to [8] ; for a survey on approaches to fault-tolerant VOD servers, please refer to [10] .)
To exhibit reasonable economies of scale, the VOD server should contain a large number of disks; something on the order of IY HHH drives would not be uncommon. For example, a storage subsystem of IY HHH (I GByte) disks would provide enough storage for % PPP (IHH min) MPEG-2 movies (at % T Mbits/sec) or % VVV MPEG-1 movies [7] (at % IXS Mbits/sec) or some combination of the two. Similarly, assuming a bandwidth of R MBytes/ sec/drive, IY HHH disk drives would provide enough bandwidth to support % SY QQQ concurrent MPEG-2 users or % PIY QQQ concurrent MPEG-1 users. Although a single disk can be fairly reliable, with a mean time to failure (MTTF) on the order of QHHY HHH hours, given such a large disk subsystem, the probability that some disk fails can be fairly high, e.g., in a IY HHH disk system, the MTTF of some disk would be on the order of QHH hours (or IPXS days). A fundamental problem that makes faulttolerant design of VOD servers different from traditional information systems is the existence of real-time constraints in the delivery of video data, that is, the fact that recovery from failure and continuation of service of all (or as many as possible) active requests must occur in real time.
We first outline a possible architecture of a VOD system in order to motivate some of the design choices made in the remainder of the paper. We will limit our scope to large-scale servers that deliver data to clients with relatively small amounts of local resources (e.g., set-top boxes). A largescale VOD server, e.g., as the one depicted in Fig. 1 , employs a multilevel storage hierarchy, 1 where an object's location in the hierarchy can be based on its ªpopularity.º
For instance, given a three level storage hierarchy, the entire database would permanently reside on tertiary storage, from which objects are staged to disk drives (for delivery to users); portions of the disk-resident objects are cached in main memory to be transmitted over the network to satisfy user requests. The long latency times and high bandwidth cost of tertiary devices usually preclude most objects from being transmitted directly from the tertiary store, and the high cost of buffer space usually precludes most objects from permanently residing in main memory. Note that, we are considering large-scale high performance systems here and, hence, the motivation for a large number of disks and subsequent concerns about fault tolerance issues. Also, note that we focus on the storage system here and assume that the communication network can deliver the necessary performance (i.e., networking issues are outside the scope of this paper). Of course, proper system sizing of all system resources (including networking resources, processing resources, and so on) is an important consideration, as there is no point in improving the efficiency of a resource if it is not the bottleneck. However, proper system sizing of complex systems, as the VOD server considered here, is a nontrivial research problem in itself and, thus, is outside the scope of this paper. Therefore, in the remainder of this work, we focus on the storage subsystem resources.
Given an architecture, such as the one depicted in Fig. 1 , a disk failure does not result in data loss since a copy of each object is stored on tertiary storage. However, a disk failure can result in interruption of requests in progress. If some of the data for an object currently being displayed is on a disk that fails, then a discontinuity in delivery, or a hiccup, occurs. Since objects are typically striped over multiple disks, a single disk failure can cause multiple hiccups in the display of many objects. Without some provisions for fault tolerance, these hiccups will occur on each access to the failed disk and will continue until the missing information can be reconstructed and placed on an operational disk (which can then replace the failed disk). Rebuilding a failed disk from tertiary storage can be a slow process. Loading the missing data onto a spare disk requires portions of many objects to be loaded from a tertiary store; many tapes may need to be referenced, which is a significantly time consuming task. Given the size of the disk subsystem, duration of videos, and the real-time constraints, it would be unacceptable for a system not to recover from disk failure in real time. Thus, some mechanism for continuing delivery of video objects under failure is essential, i.e., schemes are needed for real-time reconstruction and timely delivery of data missing due to failure until the failed disk can be rebuilt and the system can return to normal operation.
In addition to fault tolerance schemes, some of the main considerations that can distinguish one VOD architecture from another include approaches to data layout, scheduling of data retrieval, and admission control policies, all of which are influenced by the real-time constraint of continuously displaying a video object at a specified rate, once it has been scheduled for delivery. Hence, a video server must maintain ªjust-in-timeº delivery of data to its clientsÐit must be able to continuously retrieve sufficient data from the disk subsystem in order to keep up with the specified display rates. If insufficient data is retrieved, then jitter will occur in the delivery of video objects, whereas, if excess data is retrieved, then it will have to be buffered until it is time to deliver it. To build a cost-effective VOD server, fault tolerance issues must be considered when designing data layout and retrieval techniques.
The contributions of this work are as follows: In the remainder of this paper, we present a range of fault tolerance schemes, as well as illustrate the tradeoffs associated with designing fault-tolerant VOD servers. We consider the VOD system, both under normal operation and under failed conditions (including reconstruction of failed disks). We present an analytical approach to analyzing the performance and reliability characteristics of these schemes using a range of metrics. This analytic approach is then used to illustrate the design tradeoffs through a quantitative comparison of the fault tolerance schemes. We would like to impress upon the reader that one of the main points of this paper is the exposition of tradeoffs and issues associated with designing fault-tolerant VOD servers. It is not the case that one fault tolerance scheme is absolutely better than another, but rather that one must understand the trade-offs as well as one's system constraints and then choose a fault tolerance scheme accordingly.
The remainder of the paper is organized as follows: Section 2 presents background information on fault tolerance issues in traditional database systems, as well as some general observations about video delivery that are exploited later in the paper in designing fault tolerance schemes for VOD servers. Section 3 presents background information on 1 . In this figure, we depict a multilevel storage hierarchy in order to illustrate a general architecture of a large-scale VOD server and motivate the need for fault tolerance considerations in such systems. However, we do not study issues related to tertiary storage in this work. scheduling in VOD servers as well as a simple disk model used in the analysis in the remainder of the paper. Section 4 discusses the most straightforward use of RAID technology (and an extension to it) which has been described in [24] and which we will show can be improved upon significantly. Sections 5 and 6 present our fault tolerance schemes. Section 7 presents our analysis of the range of schemes described in Sections 4, 5, and 6 and gives a quantitative comparison of these schemes with respect to performance and reliability metrics outlined there. Furthermore, it also discusses these fault tolerance schemes in the context of future technology trends and changes in application requirements. In Section 8, we discuss and analyze approaches to reconstructing a failed disk and returning to normal operation. Finally, Section 9 gives our concluding remarks.
FAULT TOLERANCE BACKGROUND AND VOD-SPECIFIC ISSUES
To improve the reliability of a large information system, we can use some fraction of the disk space to store redundant information, which can be used to reconstruct missing data in the event of a disk failure (for a detailed survey, please refer to [12] ). Typically, parity-based schemes [18] , [20] and replication-based schemes [2], [4] , [6] , [15] have been used for this purpose. For instance, disks can be grouped into fixed size clusters of g disks, each with one parity disk and g À I data disks; the set of data blocks, one per data disk, and a parity block on the parity disk form a parity group where the parity block is the bitwise XOR of the data blocks. 2 For instance, in the example of Fig. 3 , g S; that is, four out of every five disks are used to store ªrealº data and the fifth disk is used to store parity information, e.g., Hp H È I È P È Q. When one of the data disks in a cluster fails, the data on the surviving g À I data disks and the parity disk can be used to reconstruct the missing information.
There are three modes of operation for a disk subsystem [18] , as originally defined in the context of disk arrays:
1. normal mode, where all disks are operational, 2. degraded mode, where one (or more) disks have failed and the data missing due to failure can be reconstructed by reading the data and parity blocks residing on surviving disks, and 3. rebuild mode, where the disks are still down, but the process of rebuilding the failed disk(s) on spare disk(s) is in progress. In this paper, we discuss the system's behavior under all three modes of operation.
One important goal in designing fault-tolerant systems, in general, is decreasing the probability of data unavailability while incurring the least possible cost in disk storage, disk bandwidth, and buffer space resources; this can be accomplished, for example, by adjusting the value of g. For instance, in the example of Fig. 3 , four fifths of the total storage space is occupied by actual objects, while one fifth is reserved for parity information. Similarly, four fifths of the disks' aggregate bandwidth can be used to transmit data, while one fifth of the bandwidth is reserved for fault tolerance. 3 Intuitively, we can control the amount of resources needed to provide some degree of fault tolerance by manipulating the value of g. However, as will become evident later in the paper, in the case of VOD servers, increasing g might reduce requirements for some resources, while at the same time increasing requirements for other resources (refer to Fig. 4 and Section 4). Furthermore, increasing g degrades the reliability characteristics of a disk subsystem. Hence, performance and reliability metrics are needed that will reflect such tradeoffs. We define and quantify such metrics later in the paper.
Note that, at a first glance, one might think that the problem of loosing part of the bandwidth to fault tolerance might be solved by precessing the parity, as in a RAID5 system [20] , and delivering data from all disks during normal operation. However, such a system would not be able to recover from a disk failure in real time. In order to guarantee real-time recovery, we would have to reserve a sufficient amount of bandwidth to read parity information (at the time of failure) for each active stream (we will discuss this in more detail in Section 4). While specific schemes are discussed in detail in later sections, there are some general observations that are useful to keep in mind in order to make these concepts more concrete.
Sequentiality of video delivery. We can exploit the fact that video display can be ªpreplannedº and layout and retrieve data such that the information retrieved for reconstruction of missing data can be utilized for normal display as well; in order to accomplish this, one should not mix data blocks of different objects in the same parity group. This exploitation of sequentiality of video delivery illustrates the trade-off between efficient use of buffer space and efficient use of disk bandwidth, which we now explain in more detail. Specifically, we can utilize the I/O bandwidth better by retrieving each data block only once, and using it for both normal display and reconstruction purposes; however, this efficiency in I/O bandwidth utilization is achieved at the cost of additional buffer space since the blocks retrieved for reconstruction of missing information must be buffered until they are needed for normal display. On the other hand, we can disregard the fact that this information can be utilized for normal display (and not just reconstruction of missing data) and, thus, discard the data blocks retrieved for reconstruction, i.e., the reading of data blocks for normal display can be scheduled independently from the reading of possibly the same data blocks for the purpose of reconstructing (and displaying) the data missing due to failure. Thus, we can discard data as soon as reconstruction of missing information is complete and, hence, there is no need for additional buffer space; however, this efficiency in buffer space utilization is achieved at the cost 2. More ªsophisticatedº approaches to constructing parity groups exist but are outside the scope of this paper.
of inefficient bandwidth usage, since, even under normal operation, we must reserve sufficient I/O bandwidth during scheduling of data retrieval so as to be able to access all the information needed for reconstruction of missing data, in real time, when a failure does occurÐthis includes both parity information and the surviving data blocks in the same parity group. For instance, in a conventional ªread-onlyº RAID5 system [20] , (i.e., assuming the VOD server is a read-only system), this would result in reservation/wasting of SH percent of the system's disk bandwidth under normal operation and independent of the value of g. This is true because in a read-only RAID5 system, a single disk failure in a cluster of g disks results in doubling of the load on the surviving disks [12] . In the remainder of this paper, we will only consider schemes that do take advantage of the sequential nature of video delivery.
Reading sufficient data for recovery. Given that our system will take advantage of the sequential nature of video delivery, to avoid a hiccup in object delivery when a failure does occur, the first fragment in a parity group cannot be scheduled for transmission over the network until the entire parity group has been read from the disk.
If the latter observation is adhered to, then when a data disk fails, the parity data block from the same parity group is used, in conjunction with the other available data blocks in the parity group, to construct the missing data on-the-fly without a hiccup. Note that, the assumption is that the exclusive OR calculations can be carried out in a short enough time that the reconstructed data can be delivered to the viewer with no interruption. If the exclusive OR computation takes ( milliseconds, then the latter observation could be restated as ªDo not schedule the delivery of the first block in a parity group until ( milliseconds after all the blocks in a parity group are scheduled to be in memory.º We now define metrics that will allow us to quantify the reliability characteristics of our system; these will be used in the remainder of the paper. In a disk array organization (such as the one described above), multiple disks can fail (as long as they are not in the same cluster), and the missing data can still be reconstructed on-the-fly. Only in the unlikely event of two disks in the same cluster failing, would data be lost from the disk subsystem. This last type of system failure, involving two disks sharing the same parity disk, will be called a catastrophic failure. In a catastrophic failure, portions of objects have to be loaded from the tertiary storage device to reconstruct the contents of the failed disk(s) on spare disk(s). One of the goals in this paper is to design fault-tolerant systems that decrease the probability of catastrophic failures while incurring the least cost in disk storage, disk bandwidth, and disk buffer space.
In addition to data loss, another serious type of system failure, especially in the context of real-time systems, such as video servers, can occur when there are insufficient resources available, due to failures, to continue servicing all active requests. For instance, a single disk failure in a cluster could result in no loss of data, however, the loss of the disk may result in insufficient bandwidth to continue delivery of data to all requests that were active before the failure occurred. In this case, an active request might have to be terminated and rescheduled for service at a later time. We will call this type of failure degradation of service.
In the remainder of this paper, we present fault tolerance schemes for multimedia servers. For each scheme, we determine quantitatively:
1. How much storage overhead is incurred. 2. How much bandwidth is wasted. 3. How much memory is needed. 4. How system behavior is altered due to a disk failure. 5. What pattern of failures the system can withstand before degradation of service or catastrophic failure occur.
VOD SCHEDULING BACKGROUND
In this section, we 1) discuss a few basic ideas on how to schedule video streams and 2) give a simple disk model that will be useful for discussing performance trade-offs. We start with a brief description of the notion of scheduling disk requests in cycles. We will use the term stream to refer to the delivery of a given object at a given time. So, two deliveries of the same object but offset in time are two different streams.
Cycle-Based Scheduling
To achieve efficient use of available disk bandwidth, it is common to organize the scheduling of streams into cycles or time periods [24] , [25] . In their simplest form, cycle-based schemes deliver in each cycle the data that is read in the previous cycle. During each time period, data for each active stream is read from the disks into main memory while, concurrently, the data read during the previous cycle is transmitted over the network to display stations. Note that, the basic concept of cycle-based scheduling can be applied either to a single physical disk or to a cluster of disks that constitute a single ªlogicalº disk, e.g., such as a disk array, as long as for an active stream there is a ªchunkº of data that is read in one cycle and then delivered in the next cycle (i.e., this ªchunkº can be read either from one physical disk or from multiple physical disks in parallel). The motivation for this organization into cycles is that the blocks read from a disk during a cycle can be read in any order (since they are not transmitted until the next cycle) and, thus, seek times can be minimized. This optimization of seek times is important since, otherwise, a significant portion of disk bandwidth could be lost. The disadvantage of this cycle-based scheduling is the need for memory buffers required to hold the data read during one cycle until it is transmitted in the next cycle.
An important design parameter in cycle-based scheduling is the cycle time y , which is a function of the maximum number of active streams, x, that can be serviced by the system and the degree of QoS that the system can provide. The QoS provisions can be either deterministic (e.g., as in [24] ) or stochastic (e.g., as in [11] ). In this paper, we assume deterministic QoS provisions, e.g., as in [3] , [24] , which is reflected in our disk model as explained below.
Before presenting our disk model, it will be useful to first generalize the idea of a cycle as follows: Define a unit, f, of disk I/O and let H be the bandwidth requirement of an object. Let k H be the number of disk storage units that are transmitted per cycle. If y is the length of a cycle, then y k H Ã fa H . Then, if k disk storage units are read in a cycle for a stream where k is an integer multiple of k H , then the data read in one ªread cycleº is delivered in the next kak H cycles. This is illustrated in Fig. 2 where k R and k H I.
Simple Disk Model
In order to compute the cycle time, which will result in deterministic QoS provisions, as well as to be able to quantify basic performance tradeoffs of our system, we must first introduce an appropriate disk model, which we do next. First, we assume from now on that the unit of disk I/O is a track. This is motivated by the reduction in rotational latency achieved, i.e., we assume that a full track read is started at the next sector boundary and, therefore, there is very little rotational latency. Note that, in general, I/O block sizes should be chosen based on the desired disk efficiency and the particular disks used in building the VOD system. In our case, the block sizes are assumed to be relatively large, i.e., on the order of a full track; as explained above, this is motivated by disk efficiency considerations as well as by the large bandwidth requirements of VOD applications (refer to [3] for details). As already stated, networking considerations are outside the scope of this paper; however, we perform this work under the assumption that the network will provide the necessary throughput for such applications (refer to Section 1) and, thus, attempt to achieve the corresponding necessary efficiency on the disk subsystem.
To begin, we define some necessary notation. Note that, the maximum or worst-case times used in the development of this model are motivated by the deterministic provisions of QoS.
( seek . Maximum seek time between the extreme inner and outer cylinders of a disk.
( trk . Maximum time attributable to reading a track as well as the slowdown and the speedup fraction of the seek time [22] .
f. The number of bytes per track (in megabytes). h H . Number of disks in the system from which data is read; specifically, h H does not include disks which are devoted to parity as are some disks in a RAID3 type architecture.
r. Maximum time to read r tracks. r ( seek r Ã ( trk ; this equation basically defines our simple disk model. Note that ( trk includes seek time associated with speeding up and slowing down of the read/write head, as well the time to actually transfer a track (see [22] for details).
y . The cycle time (sec.).
k. Number of tracks read in a ªread cycleº per stream. k H . Number of tracks transmitted per stream per cycle. It is required for simplicity that k is an integer multiple of k H .
x. Total maximum number of active streams in the system.
x g . Maximum number of active streams per cycle. This refers to the number of active streams in some cycle. For a system where k k H , x x g ; however, for a system where
Object bandwidth in MB/s (megabytes per second). In the text, we will often quote a value for H in megabits per second as is common with objects today but in the equations, H is always in units of megabytes per second to be consistent with the units of y and f.
We now use this model to compute y as well as x.
In terms of the above notation, we have the following expression for y , i.e., the amount of time it takes to playout all the data transmitted per stream in one cycle:
which follows from our definition of a cycle as already explained above. For the purpose of bounding x g , we assume now that the load is evenly spread over the h H disks in the system so that there are xgÃk h H tracks to be read per disk per ªread cycle.º Then, a constraint expressing that there must be time in a cycle to read this number of tracks is:
It is easy to see that as k (or equivalently, in this case, k H ) increases, the performance, in terms of the number of streams that can be handled per disk, increases. However, the amount of buffer space required per cycle also increases linearly with k. Therefore, it is interesting to see how the maximum number of streams varies with k. Assuming ( seek QH msec., ( trk IH msec., f IHH KB, and H IXS Mbs, we obtain
The variation in maximum streams that can be handled is only about S percent. If, however, we increase H to RXS Mbs (corresponding to MPEG-2 compressed video), we obtain
In this case, the variation in maximum number of streams handled is close to IS percent. To keep the efficiency high for the faster bandwidth objects, such as MPEG-2, we might go with the larger values of k and pay the cost of the extra main memory this entails. Evaluation of trade-offs, such as these in conjunction with fault tolerance, is the purpose of this paper.
RAID-BASED SCHEMES
In this section, we discuss a RAID-based design of a VOD server and use it to illustrate the basic trade-offs and issues in providing fault tolerance in VOD servers.
Streaming RAID Scheme
We start with a brief review of the Streaming RAID scheme, which was previously proposed in [24] ; the description here is a generalization of the scheme described in [24] , where only a single cluster is considered (i.e., in [24] h H g À I). For fault tolerance, disks are grouped into fixed sized clusters of g disks each with one parity disk and g À I data disks. The set of data blocks, one per data disk, and a parity block on the parity disk form a parity group, where the parity block is the bitwise exclusive-OR of the data blocks. Each object is striped over all the data disks. The sequence of parity groups associated with an object are allocated in a round-robin fashion over all of the clusters; so, for example, if the first parity group for an object is located on cluster h, then the jth parity group for that object is located on cluster h j À I mod x , where x is the number of clusters in the system. For each active stream, a parity group is read in each cycle and delivered to the network in the subsequent cycle. Since g À I tracks are read for a stream in each cycle, k g À I and, since they are all delivered in the next cycle, k H g À I as well.
With this scheme, in the event of a disk failure, the missing data can be reconstructed by a parity computation. Since an entire parity group is read for each active stream in each cycle, if a disk has failed, then the missing data that would have been read from that disk can be reconstructed on-the-fly from the other data blocks and the partity block from the same party group. (To account for the computation time to perform the exclusive-OR, it may be that the fetch portion of a cycle has to be scheduled to end some number of milliseconds prior to the beginning of transmission of the data. But, this is a minor complication which is not discussed further here.) Fig. 3 illustrates the Streaming RAID scheme, where data blocks are shown with the corresponding parity blocks, e.g., Hp H È I È P È Q. For the simplicity of illustration, we now describe the data retrieval process corresponding to streams X, Y, and Z. (Of course, other streams are being retrieved concurrently, in a similar manner.) During cycle 0, blocks of object X (X0-X3), Y (Y0-Y3), and Z (Z0-Z3) are read from disks 0-3. Recall that each disk reads the data blocks in a scan-type manner and, hence, there is no implication in this figure of the order in which each disks reads the data blocks in a cycle, e.g., disk 0 might read the blocks in the following order HY HY H, disk 1 might read the blocks in the following order IY IY I, and so on. By the beginning of cycle 1, reading of blocks X0-X3, Y0-Y3, and Z0-Z3 is complete, and the delivery of these blocks can begin in cycle 1. Concurrently, in cycle 1, the next set of blocks of objects X (X4-X7), Y (Y4-Y7), and Z (Z4-Z7) can be read from disks 5-8.
The Streaming RAID scheme can withstand up to one disk failure per cluster before a catastrophic failure occurs, i.e., a catastrophic failure (or failure of the system) occurs when some cluster in the system experiences a second failure before the first one is repaired. If we assume that disks fail independently, and with an exponential failure rate, then the mean time to failure (MTTF) of a h disk system with clusters of size g, i.e., g À I data disks and I parity disk is approximately:
where w disk is the mean time to repair and reload a disk, and w p luster is the mean time to failure of a single cluster, which is derived in Appendix A. Simply put, this means that the mean time to failure of the whole system is I hag th of the mean time to failure of each cluster in that system, where hag is the total number of clusters. 4 (This is due to the assumptions of independent and exponential disk failure rates. See Appendix A for a more detailed explanation of the use of these assumptions, in the context of a single cluster; the same argument carries over to a collection of clusters.)
As an example, if we assume that h IY HHH, g IH, w p disk QHHY HHH hours, and w disk I hour, then the mean time until a catastrophic failure is about IY IHH years. In this scheme, there can never be a degradation of service without data loss since enough bandwidth is reserved in a cluster to make up for a single disk failure. Note that, in the Streaming RAID scheme, reliability is gained at the cost of both disk storage and bandwidth. For instance, in the example of Fig. 3 , only VH percent of the available disk storage is used to store ªrealº data, and only about VH percent of the available bandwidth is being utilized under normal operation. (Recall from the discussion in Section 2 that precessing the parity around all the disks in the system, as in a RAID5-type configuration, does not improve the amount of available bandwidth under normal operation due to the real-time failure recovery requirement.) A major disadvantage of the Streaming RAID approach is the large amount of main memory required per disk which grows linearly with the cluster size. The incentive for a large cluster size is the efficiency with respect to disk bandwidth and disk storage but this must be balanced against the cost of additional main memory if Streaming RAID is used. In general, the resource requirements of the system can be controled as a function of cluster size, as is summarized in Fig. 4 , where an increase in cluster size results in increase/ decrease in requirements of the various resources involved.
In the following sections, we investigate different data layouts and scheduling disciplines that have significant improvements over Streaming RAID with respect to disk bandwidth, disk storage, and/or main memory requirements.
Staggered-Group Scheme
A simple extension to the Streaming RAID scheme is a Staggered-group scheme. The main difference here, with respect to the Streaming RAID scheme, is the elimination of the idea that the data read in one cycle must be delivered in the next cycle (as described in Section 3.1). In this scheme, we will read data for an object in one cycle but allow that data to be delivered to the network over the following k cycles. For the purpose of supporting fault tolerance in the face of disk failures during the cycle when data is read for a particular object, an entire parity group is read for that object.
As an example, suppose that we have clusters of size g S. Then, during a cycle that an object X is being read, R tracks of data for X will be read, but only one track deliveredÐthat is, it will take the following R cycles to deliver data read in this cycle, i.e., k R and k H I. Every R cycles, the next parity group is read for X. So, the last ªdelivery cycleº overlaps with the next ªread cycleº for X (refer to Fig. 2) . Similarly, each active stream has the same pattern which repeats every R cycles.
The Staggered-group scheme has the following characteristics, as compared to Streaming RAID:
1. It requires less memory. 2. It uses exactly the same data layout on disks. 3. It exhibits exactly the same fault tolerance characteristics in the face of a disk failure, and 4. It pays a penalty in disk bandwidth overhead as compared to Streaming RAID.
The saving in main-memory requirements derives from the fact that the memory usage is ªout of phaseº for all streams assigned to different read cycles.
When one stream is at the point of maximum memory usage (just read its parity group), then other streams are at the low ebb of their memory usage (refer to Fig. 5b ). This is in contrast to the Streaming RAID schemes where peak memory requirements of all streams ªcoincideº (refer to Fig. 5a ). The improvements in memory requirements are quantified in Section 7. This extension to the Streaming RAID scheme was suggested in [24] 5 as an approach to reducing buffering requirements (which can be relatively large for the Streaming RAID); similar ªgroupingº schemes (although not in the context of the Streaming RAID) have been studied in [5] .
The reason for some loss of disk bandwidth utilization (i.e., fewer concurrent streams can be handled) is that the cycles are now shorter and there are fewer requests per disk per cycle and that in turn means that the maximum seeks are now amortized over fewer streams (i.e., there is a reduction in seek optimization opportunities). 6 This loss is quantified in Section 7 using the disk model developed in Section 3.2.
In the Streaming RAID scheme, as well as in the Staggered group scheme, an entire parity group is read in each cycle for each active stream. Thus, in Fig. 3 , the first 4 blocks of objects Y , and are read together. This requires a relatively large amount of memory to be allocated to store all the blocks read until they are transmitted. In the next section, we introduce a scheme where subobjects are read from one or more disks during a cycle but not necessarily one block from each disk in a cluster. So, in effect, we decouple the cluster size from the value for k, the number of blocks read per object per read cycle. These nonclustered schemes will be shown to provide even larger savings in memory as compared with the Staggered-group approach.
IMPROVING BUFFER SPACE REQUIREMENTS
All the schemes described thus far are designed to adapt immediately to disk failures without missing the scheduled delivery of any data; this is accomplished by reading an entire parity group in a single cycle. Consequently, most of the memory in these schemes is needed to be able to provide this level of fault tolerance rather than being needed for normal (i.e., fault-free) operationÐthat is, regardless of when or where the failure occurs, an entire parity group is in memory before any block of it is transmitted and, hence, any data missing due to failure can be reconstructed in time (as long as no more than one disk per cluster fails).
This observation suggests that much memory could be saved if a lower level of fault tolerance were acceptable. Specifically, improvements in buffer space requirements can be achieved by: 1) under normal operation retrieving data at rates closer to the required display rates, rather than retrieving entire parity groups at once (as was done previously) and, 2) having provisions for modifying the retrieval schedule to access the needed information (i.e., 5. In [24] , it was referred to as ªmemory sharing with subgrouping and subcycling.º 6. The trade-offs between improving bandwidth utilization by amortizing seeks over a greater number of streams and increases in buffer space resulting from reading more streams per cycle are investigated in [5] . entire parity groups) once a failure occurs. We now present a scheme, termed the Nonclustered scheme, which incorporates these ideas in order to improve on buffer space requirements of the previous RAID-based schemes.
Instead of reading an entire parity group at one time as in the previous schemes, in the Nonclustered scheme, we will read only the data that is to be delivered during the next cycle (refer to Fig. 6a which depicts data blocks scheduled for retrieval on a per disk and per cycle basis). For instance, during cycle 1, disk 0 reads A0 and B0, while disks 1, 2, and 3 read Y1 and Z1, W2 and X2, and U3 and V3, respectively. During cycle 2, all the blocks read during cycle 1 are delivered to the network. Also during cycle 2, blocks C0, D0, A1, B1, Y2, Z2, W3, and X3 are read from disk for delivery during cycle 3. Note that block A0 is delivered during cycle 2 before the entire parity group for A (A0-A3 and Ap) has been read. Since blocks can be delivered before an entire parity group is read, much less buffer space is needed (as will be shown in Section 7).
If a disk failure does occur, then the affected disk cluster will switch to a degraded mode of operation, where that cluster reads an entire parity group at a time (i.e., in a single cycle). There will be a short transition phase as the cluster switches to degraded mode, and during this transition phase, some data will not be delivered and, consequently, a small number of hiccups will occur. The data blocks lost correspond to the upper triangular part of the retrieval schedule, as indicated with bold polygons in Fig. 6b (this will be explained in more detail through an example below). The length of the transition phase is determined by the number of disks in a cluster, where in a cluster of g disks, the transition phase will last at most g cycles. However, once the transition to degraded mode is complete, all data will be delivered according to the original schedule and no additional hiccups will occur.
For example, consider the failure of disk P in Fig. 6b , just before the start of cycle I (for the simplicity of illustration, we omit some of the streams depicted in Fig. 6a ). The delivery of object e can continue (i.e., eP can be reconstructed) after the failure if cluster H shifts to degraded mode of operation before cycle I. This can be done by reading eI, on disk I, one cycle earlier, reading eQ, on disk Q, three cycles earlier, and reading the necessary parity information (ep) on the parity disk. All other objects (g, i, q, and s) can be recovered in subsequent cycles (P, Q, R, and S, respectively), in a similar manner. The resulting schedule is illustrated in Fig. 6c . A negative consequence of this shift is the loss of several tracks from streams , , and , as emphasised by the bold polygons in Fig. 6b , some due to the disk failure (i.e., P and P) and some due to the shift to degraded mode (i.e., I, Q, Q, and Q).
The description just given is simplistic (and corresponds to worst-case scenarios) in two ways. First, when the track schedules are moved forward, this does not automatically mean that other tracks scheduled for the same disk in the same cycle must be dropped from the schedule; this will only occur if all the slots in the schedule for that disk in that cycle are occupied. For example, if there are PH slots (for tracks in a cycle for each disk) but only IS are occupied, then when a disk fails, up to S tracks can be moved forward to this disk and cycle without dropping any of the originally scheduled tracks. Any more than S in this case will cause dropping of some tracks from the schedule. The second simplification in the above description is to assume that when a disk fails the schedule is changed to a complete Streaming RAID (or Staggered-group) type schedule for this cluster. For example, in Fig. 6c the e parity group is read entirely in cycle 1. We can do better than this in the sense that we do not need to move all of the e tracks up to cycle 1. Below, we describe a modification that can result in fewer blocks being lost.
The alternate transition scheme is illustrated in Fig. 7 . Instead of shifting into a Streaming RAID (or a Staggeredgroup) like mode (where the entire parity group is read at once), we can delay early reading of tracks (i.e., reading of tracks that are needed for parity computation rather than delivery) until the cycle in which they are needed. For instance, in Fig. 7a , eP is missing but does not need to be reconstructed until cycle Q and, hence, we can delay the reading of eQ until that time; furthermore, we should buffer eH È eI (after delivery of eH and eI) until the reconstruction of eP is complete. Similar reconstruction and schedule alteration can be performed in subsequent cycles (i.e., cycles R and S) on the remainder of the streams (i.e., streams g and i, respectively). The resulting schedule is illustrated in Fig. 7b . Again, several tracks are lost with this more complex switchover as in the previous example, but not quite as many; namely, track Q is lost due to the shift to degraded mode of operation, and track P is lost due to failure of disk P. Furthermore, note that however the shift to degraded mode is performed, it would not be possible to reconstruct P and P since HY I, and P would not have been buffered prior to failure of disk P. Again, the lost data is emphasized in Fig. 7a by the bold polygons.
In general, the number of tracks of data per stream that will be lost depends on which disk fails. If the kth disk of a cluster fails, then the first k À I tracks in the parity groups of some streams have already been discarded by the system (e.g., streams and in Fig. 7a) . Thus, the data blocks on the failed disk corresponding to those streams cannot be reconstructed on-the-fly as not all data from the parity group are in memory. Additional blocks are lost due to switching to reading an entire parity group at a time.
Buffer Memory Requirements
As is clear from the above description, a cluster in the Nonclustered scheme, operating under failure requires more memory than one operating in the normal model. Note also that, if we were to provide sufficient memory for each cluster to be able to operate under failure, then the memory requirements of the Nonclustered scheme will be similar to those of the Streaming RAID and the Staggeredgroup schemes. However, this is not necessary, as explained below.
Rather than each cluster have all the memory, it needs to run in degraded mode (which is a relatively rare event), we propose an architecture in which there are one or more extra processors containing a buffer pool to help handle clusters operating in degraded mode. These ªbuffer serversº are shared by all the clusters in the system. A cluster in degraded mode sends the data read from the disk to the buffer server and the buffer server takes care of creating the missing data by parity computation and delivering the data on time. The savings in memory from this scheme compared to the Streaming RAID scheme are quantified in Section 7. These savings are obtained at the cost of some loss in reliability. We now quantify this loss in order to show that it is very small.
In a typical system, there might be 100 clusters of 10 disks, but buffer servers for five degraded mode clusters would be sufficient as the probability of more than five out of the 100 clusters having a failed disk is extremely low. The mean time to failure of five disks (at the same time) is approximately: With w p disk QHHY HHH hours and w disk I hour, the mean time until a degradation of service (i.e., terminating a stream) would be greater than 250 million years. The mean time to a catastrophic failure (two disks fail in the same cluster) would be approximately 1,100 years as before. Thus, it is much more likely that the inability to transmit data blocks on time will occur due to other reasons, i.e., other than not having sufficient memory to support clusters operating in degraded mode.
IMPROVING BANDWIDTH REQUIREMENTS
One problem with the schemes described thus far is that the parity disks are not needed during normal operation and, therefore, their bandwidth, during normal operation, is available but not utilized; it is held in reserve in case of a failure. Instead of having dedicated parity disks, which are only used for reading in case of failure, we can intermix data and parity information on disks, which suggests the possibility of using the bandwidth of all disks during normal operation. The simplest way of accomplishing this is to distribute the parity information associated with data on disk cluster i over the disks of disk cluster i I. The system design then has to show how to accommodate a failure of a disk in disk cluster i since this will result in an additional load on cluster i I. For simplicity, we discuss our approach which we term the Improved Bandwidth scheme, within the framework of the Streaming RAID scheme; however, this technique is applicable to the other schemes as well.
When a disk failure occurs in cycle t in cluster i, this disk and its right-hand neighbors have to perform a ªshift to the rightº as follows: Disk cluster i delivers data from all its operational disks plus it reconstructs the missing data by reading the appropriate parity blocks residing on disks of disk cluster i I. Those disks of cluster i I that do not have sufficient idle disk bandwidth to serve both the local requests and the parity blocks requests from cluster i drop some of the local requests in favor of reading the parity blocks. 7 The dropped local requests are treated as a partial disk failure of cluster i I which generates parity block requests on disk cluster i P. Note that of these dropped blocks, no more than one can be from each parity group. This shift has to propagate to the right until enough idle capacity is found. If there is not enough bandwidth available in the system, then a degradation of service occurs, and one or more requests must be terminated.
As an example, consider Fig. 8 where the Improved Bandwidth scheme is depicted within the Streaming RAID framework. If disk H fails, then in order to deliver H À Q, H must be reconstructed by reading IY PY Q, and Hp from disks IY PY Q, and R, respectively. Similarly, parity blocks for and have to be read from cluster 1 during cycle 0. When cluster 0 is reading H À R, H À R, and H À R, cluster 1 is busy reading eH À eR, fH À fR, and gH À gR. If cluster I does not have sufficient idle capacity on its component disks to read the required parity blocks, then cluster I must drop some of its scheduled data reads in favor of reading the required parity blocks. The dropped data reads are treated as a partial disk failure and for the associated parity groups, perform a similar shift to the right. Of course, if none of the clusters in the system have sufficient idle disk capacity, a degradation of service occurs, i.e., one or more requests must be dropped.
The major advantage that this scheme has, as compared to the Streaming RAID (and the Staggered-group) schemes, is the additional bandwidth available during normal operation. However, it is not as reliable as the earlier versions of the Streaming RAID (or the Staggered-group) schemes. First, if a failure occurs in the middle of a cycle, then it might not be possible to mask the failure for the objects scheduled on the failed disk during that cycle since parity blocks are not being read concurrently with the data blocks under normal operation. For example, if the failure of disk H occurs while we are reading H, then there is not enough time to mask the failure by reading the appropriate parity fragment; in this case, we are forced to deliver the data that was read successfully and cause a hiccup for the data that was not successfully read (delivery of all other objects can continue). There are no further hiccups due to that one disk failure since the disk with the parity information will be read in place of the failed disk from the time of failure until the failed disk is rebuilt. A sophisticated scheduler might adapt to the system load as follows: Under lightly loaded conditions, the parity blocks can be read during normal operation and the isolated hiccup avoided. As the load increases, reading parity blocks can be dropped in favor of supporting more streams.
In addition, the number of possible scenarios where the second failure turns out to be catastrophic or causes streams to be dropped is greater in this system than with the Streaming RAID scheme. In general, a Streaming RAID system with u clusters can withstand up to u failures, as long as there is no more than one failure per cluster before data is lost. In the improved bandwidth scheme, a failure in each of the two adjacent clusters causes data to be lost. Thus, an improved bandwidth system with u clusters can possibly withstand up to uaP failures before data is lost. 7. This is similar to how ªchained declusteringº [15] handles failures.
The increased sensitivity to a second failure is due to the fact that there are dependencies between parity groups which do not exist in the Streaming RAID scheme, i.e., certain disks belong to two parity groups; for instance, disk R in Fig. 8 belongs to two different parity groups because it acts as the parity disk for cluster H and as a data disk for cluster I. The mean time to catastrophic failure in this scheme is approximately:
where the Pg À I factor in the denominator reflects the additional exposure to disk failures (refer to Appendix A for the derivation of this equation). The mean time to catastrophic failure in this case with w p disk QHHY HHH hours, w disk I hour, h IY HHH disks, and g IH disks per cluster is approximately SRH years rather than IY IRI years as in the other schemes. In addition to catastrophic failure, degradation of service can also occur. If the improved bandwidth system is running at capacity with no idle slots, then a disk failure results in degradation of service. However, some small amount of idle capacity could be reserved in case of a disk failure. In that case, the improved bandwidth system should still result in a high degree of availability since a second failure, before the first failed disk is rebuilt, is still very unlikely. For example, if there is sufficient reserved bandwidth to survive five disk failures, then the mean time to degradation of service is the same as the mean time to degradation of the Nonclustered scheme of Section 5 or about 250 million years. (This is based on an optimistic assumption that the parity blocks that have to be read are evenly spread over a cluster which should be an accurate enough estimate for system sizing.)
ANALYSIS AND COMPARISON OF SCHEMES
In this section, we present an analytical approach to analyzing the performance and reliability characteristics, using a range of metrics, of the following schemes:
1. the Streaming RAID scheme (SR), as presented in Section 4, 2. the Staggered-group scheme (SG), as presented in Section 4, 3. the Nonclustered scheme with a buffer pool 8 (NC), as presented in Section 5, and 4. the Improved-bandwidth scheme (IB), as presented in Section 6. This analytic approach is then used to illustrate the design tradeoffs through a quantitative comparison of these schemes. Specifically, we compare these schemes based on:
. reliability considerations, including their susceptibility to catastrophic failure, with the corresponding metric referred to as MTTF (mean time to failure), and degradation of service, with the corresponding metric referred to as MTTDS (mean time to degradation of service); . number of simultaneous display streams they can support; and . penalties or costs associated with storing and retrieving redundant information. These penalties fall into one of three categories:
. Disk Storage. The amount of disk storage that must be dedicated to redundancy, e.g., parity information, which can not be used to store actual data. . Bandwidth. The amount of bandwidth that must be dedicated to redundancy, e.g., for retrieving parity data, which cannot be used for retrieving actual data. . Buffer Space. The amount of memory needed to provide buffering for support of a redundancy scheme, e.g., for storing some portion of a parity group until it can be delivered to display stations. In general, the penalties are not independent of each other. For instance, in certain parity placement schemes (see Section 3), a penalty in storage is accompanied by a penalty in bandwidth. Or, as will become evident later in this section, it is often possible to tradeoff disk storage cost for buffering cost, and vice versa. Since it is not immediately clear how to compare savings in I/O bandwidth with savings in buffer space, one approach is to assess this tradeoff through cost considerations. Thus, a meaningful performance measure is $/stream, i.e., one can compare alternative fault tolerance schemes by considering:
1. The overall cost of the system based on system requirements, e.g., in terms of the cost of disks plus main memory, which are dictated by I/O bandwidth, buffer space, and storage for fault tolerance needs, and 2. The maximum number of streams that can be simultaneously supported by the corresponding VOD architecture. We will employ the $/stream performance metric in this section in order to compare the various fault tolerance schemes. Note also that, for purposes of simplifying the analysis and the corresponding discussion, below we will assume an even load on all disks in all schemes.
Last, in addition to the quantitative metrics, one should also consider more qualitative factors, such as:
1. complexity of scheduling retrieval and delivery of objects during the normal and degraded modes of operation, 2. complexity of data layout, and 3. complexity of the rebuild process. However, we do not discuss these any further here.
Before proceeding, we would like to remind the reader that one of the main points of this paper is the exposition of tradeoffs and issues associated with designing fault-tolerant VOD servers. It is not the case that one fault tolerance scheme is absolutely better than another, but rather that one must understand the tradeoffs as well as one's system constraints and then choose a fault tolerance scheme accordingly.
Disk Space Overhead
Let p denote the amount of additional disk storage space required by scheme p, where p Y qY xgY or sf. Then,
where is the disk capacity (in megabytes), g is the parity group size, and h is total number of disks in the system. (Remember that h H is the number of disks from which data is read which, for an Improved Bandwidth scheme, is equal to h, but for the other schemes is equal to gÀI g Ã h.)
Disk Bandwidth Overhead
The amount of additional disk bandwidth, f p , required by scheme p is:
where d is the bandwidth of a single disk, g is the parity group size, and u sf Ã d is the disk bandwidth that is reserved in the Improved-bandwidth scheme to insure a reasonable MTTDS (see Section 6).
Reliability
The reliability of the various schemes can be compared using the following equations. (Note that, detailed derivations of all equations in this section are given in Appendix A.) The susceptibility to catastrophic failure, i.e., w p p
hjg (for each scheme p) as a function of the parity group size, g, and the number of disks in the system, h, is:
The mean time to degradation of service for the Streaming RAID and the Staggered-group schemes is the same as their mean time to catastrophic failure. The situation is different for the Nonclustered and the Improved-bandwidth schemes. The degradation of service in the Nonclustered scheme occurs due to lack of buffer space (i.e., when the u xg Ist failure results in a need for more buffer space and the buffer pool is empty where u xg is the number of ªbuffer nodesº in the system); the degradation of service in the Improved-bandwidth scheme occurs when there is a lack of available bandwidth capacity (in the right places) to perform the shift. Hence,
where the assumptions are that in the case of the Nonclustered scheme, there is sufficient buffer space to mask u u xg failures, whereas in the case of the Improved-bandwidth scheme, there is u u sf disks worth of bandwidth capacity reserved in the system. 9 
Number of Simultaneously Supported Streams
The number of simultaneously supported streams, x, was given in Section 3 as:
where (for parity group size of g):
1. for the Steaming RAID scheme k k H g À I, 2. for the Staggered-group scheme k g À I and k H I, 3. for the Nonclustered scheme, k k H I, 4. for the Improved-bandwidth scheme (as applied to Streaming RAID), k k H g À I, 5. except for the Improved-bandwidth scheme (as applied to Streaming RAID) h H gÀI g Ã h, 6. for the Improved-bandwidth scheme
Thus, the maximum number of simultaneously supported streams, x p , for each scheme p is:
which is derived using the values for k and k H given above for each scheme.
Additional Buffer Space
At this point, we can compute the total buffer space requirements, fp p (including parity data), based on the maximum number of streams supported by each scheme, p, as derived in (8), (9), (10) , and (11) .
The number of buffers, each of size f, necessary per stream per cycle in the Streaming RAID scheme is Pg; hence, 9 . There is an additional constraint, in the case of the Improvedbandwidth scheme (which is not considered in this computation); namely, the reserved capacity has to be in the ªrightº places since more than two failures in a single stretch of clusters with no available capacity results in degradation of service.
The number of buffers, each of size f, necessary per each set of g À I streams in each cycle of the Staggered-group scheme is g I g À I g À P Á Á Á Q P ggI P (as illustrated in Fig. 5) ; hence,
IQ
The number of buffers, each of size f, necessary per stream per cycle in a Nonclustered scheme under normal operation is simply P; the number of additional buffers, each of sizes f, necessary per stream per cycle in a Nonclustered scheme under failure, is the same as in the Staggered-group scheme, except that the Nonclustered scheme only provides enough buffer space for u xg (one per cluster) failures; hence,
Finally, the number of buffers, each of size f, necessary per stream per cycle in the Improved-bandwidth scheme is the same as in the case of the Streaming RAID scheme, except that no buffer space needs to be reserved for parity. Therefore, the number of buffers necessary per each steam is Pg À I and, hence,
Using the parameters 10 in Table 1 , we can now compute the reliability and penalty measures (for all four schemes), as defined above. Table 2 illustrates the results for g S, and Table 3 illustrates the results for g U (where we use u xg u sf Q).
Cost Comparison
At this point, we have all the necessary pieces to do some simple system design work. Assuming that cost is a constraint, we know that a need for buffer space significantly affects this cost; as we improve the disk storage efficiency (by increasing the parity group size) and, hence, the cost of the disk subsystem, we increase the buffering cost. In general, more main memory space is required to obtain higher levels of disk storage efficiency. However, additional memory space and larger clusters also allow us to increase the maximum number of streams that we can support simultaneously. As an example use of our results, consider the problem of sizing and selecting data layout and scheduling for a system with a fixed working set size, , i.e., the amount of real data that we would like to store on the disk-subsystem, and a required number of streams to be supported.
We can compute the cost of disk and main memory storage for each of the schemes, using (12), (13), (14), and (15) as a function of g (all other parameters are fixed in the example):
where g is the cost of memory (in $/MB), g d is the cost of disk storage (in $/MB), d is the disk storage capacity (in MB), and (in MB) represents the working set size, i.e., how much real data we would like to have stored on the disk subsystem. The number of disks that a system requires will vary as a function of the working set size as well as the parity group size (which is indicated by hY g in the equations above).
The cost for the minimum number of disks to hold the working set as a function of the parity group size, is illustrated in Fig. 9a , where g gd IHH, u xg u sf S, d IY HHH, IHHY HHH (and the values for other parameters, other than the number of disks, remain as in Table 1 , i.e., f SH KB, H IXS Mb/s, ( trk PH msec, and ( seek PS msec). This cost includes the cost for main memory buffers. It should be noted however, that the requirement to support a certain number of streams could force the purchase of more disks than required just to hold the working set. Fig. 9b shows how the number of streams varies with the cluster size for each scheme where the total number of disks is maintained at the minimum required to hold the working set. It is important to understand exactly what Fig. 9b represents in order to make sense of it. For example, the number of streams that can be handled as a function of the cluster size is decreasing for the Improved-bandwidth scheme. This makes sense because the number of disks required to hold the working set decreases with the increase in cluster size. Fig. 12a depicts the corresponding comparison using the cost/stream metric. Now consider several example requirements for a number of streams that the system must be able to serve concurrently. Suppose that the required number of streams is IY PHH. The cost of supporting % IY PHH streams in the Streaming RAID scheme is % 6IUQY RHH and requires parity groups of size R. The cost of supporting the same number of streams in the Staggered-group scheme is % 6IRTY THH and requires parity groups of size IH. The Nonclustered scheme requires the same size parity groups as the Staggered-group scheme to support % IY PHH streams, but at a cost of only % 6IPVY THH (of course, as discussed earlier, its behavior under failure is not as desirable as that of the Staggeredgroup scheme).
The Improved-bandwidth scheme a has interesting behavior. With the assumed costs for disk and main memory and the other disk characteristics, the cost for a given working set size increases with the cluster size (due to main memory buffer increases) and the number of streams that can be handled decreases (due to the total number of disks decreasing). This implies that, if Improved-bandwidth is being used, the cluster size should be P.
Since the Improved-bandwidth scheme does so well with stream capacity, it will generally be the scheme of choice when bandwidth is scarce (when the disks required to hold the working set do not provide the bandwidth required to handle the requisite number of streams, e.g., if the required number of streams in our example was IY SHH.). However, in another case, for example, if the required number of streams is only IY PHH, then the other schemes can meet the requirements at a lower cost.
Changes in Technology and Application Requirements
We can also consider how these schemes will compare as disk technology and/or requirements (such as object bandwidth requirements) change. For instance, Fig. 10 illustrates a similar comparison of schemes as in Fig. 9 , but for disks with larger track sizes, i.e., f IHH KB in this case. As we might have expected, reading more data per stream per cycle contributes to larger buffer space requirements and, thus, shifts the minimum cost towards smaller cluster sizes. Of course, reading more data per stream per cycle also improves the disk bandwidth efficiency and, hence, results in a greater number of streams that a particular configuration can support. We can also consider how the scheme comparison will change as the object bandwidth requirements change. For instance, Fig. 11a depicts the total storage cost per stream, when the object bandwidth requirement is increased, i.e., H IS Mb/s; in this case, the Streaming RAID scheme becomes more attractive. If, at the same time, we also increase the amount of data read per stream per cycle, for instance, by reading several tracks per each stream per cycle, in order to improve the disk bandwidth efficiency, then the Nonclustered scheme will become more attractive once again; this is depicted in Fig. 11b . TABLE 3 Results with g U Last, we consider how the scheme comparison changes, and specifically the $/stream metric, as a function of the g g d ratio, i.e., as the ratio between disk storage costs and memory costs changes. Fig. 12 illustrates this comparison, using the same parameters as the ones used in Fig. 9 , except for the changes in g gd . As was probably expected, as this ratio is reduced, the schemes that were not as efficient on buffer space usage but perhaps were more efficient on disk bandwidth usage, such as the Improved-bandwidth scheme, become more attractive.
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Summary
It is worth noting that different schemes have their optimum operating points at different architectural configurations; thus, it is not the case that one fault tolerance scheme is absolutely better than another, but rather that one must understand the system requirements and constraints (e.g., minimum number of simultaneously supported streams) and then choose a fault tolerance scheme accordingly. Finally, it must also be noted that the reliability characteristics (such as MTTF) of a particular fault tolerance scheme should not be neglected since that is the initial motivation for this work; however, it is reasonable to compare schemes which are above an ªacceptableº reliability threshold based on the $/stream metric. In the remainder of this paper, we consider the issue of rebuilding a failed disk (as well as the associated performance tradeoffs) and returning the VOD server to normal operation.
REBUILDING A FAILED DISK
The issues associated with rebuilding of a failed disk are not trivial, even for traditional databases. In this section, we explore some of the tradeoffs associated with rebuilding a failed disk in the context of Video-on-Demand servers. In general, it is desirable for the system to spend as little time as possible in the degraded mode of operation since during that period: 1) the system is vulnerable to another failure which can result in data loss and 2) the system's performance is degraded due to the failure. As with disk arrays in general, it is important to consider the rebuild time since a second failure in the same cluster before the rebuild is complete results in having to reconstruct data from tertiary storage. On one hand, we can be very aggressive in the reconstruction process and reduce the amount of time spent in degraded mode, as well as the probability of a second disk failure occurring in the same cluster (or parity group) before the first disk is rebuilt. On the other hand, the reconstruction process results in an additional load on the surviving disks, and this additional load also results in a degradation in system performance, as experienced by the normal workload. The more ªaggressiveº the reconstruction process is, the greater is its interference with the normal workload. Although it is desirable to rebuild the failed disk as fast as possible and return to normal operation, the benefits of a quick recovery should be balanced against the degradation in performance due to the rebuild. In other words, it would be desirable to have a ªjust-in-timeº reconstruction process.
In this section, we assume that one or more hot spare disks are available and when a disk fails, the contents of the failed disk are reconstructed on a hot spare from the data residing on the surviving disks. 12 The preceding sections have described the scheduling required to reconstruct a track froma failed disk on the fly by reading the associated parity track; this was for the purpose of continuing to serve the normal workload after failure had occurred. Now, we want to consider incorporating the rebuild process into the schedule for delivery of active video streams. As was clear from preceding sections, w disk is a major factor in the reliability characteristics of a storage subsystem and one we can affect with a rebuild scheduling strategy. Consider the schedule for the cluster with the failed disk in the first cycle after the disk has failed. There are several approaches here to rebuild the failed disk. The most straightforward approach is to rebuild the failed disk by using the ªidle slotsº in each cycle, i.e., the system's residual capacity, to reconstruct the data which has not been copied to the spare disk yet. We will refer to this approach as a baseline scheme. Intuitively, this approach would result in a relatively slow rebuild process (i.e., long w disk ), especially in highly utilized systems (as we expect the VOD system to be). For instance, suppose there are PHY HHH tracks on a disk, QH tracks read per disk per cycle, and the cycle length is I second. Then, the shortest rebuild time is TTT seconds or about 11 minutes. The longest time depends on the average number of idle slots per cycle. If there is only 12. Note that reconstruction can also be done from tertiary storage if a copy of the entire database is mained there; however, this is a relatively slow process for a real-time system, and it is desirable to do the reconstruction from secondary storage, if possible. IH percent idle slots, then it can take up to IIH minutes to rebuild. 13 The dependence of the rebuild time on the number of idle slots per cycle is explained in more detail below. We can improve on this simple scheme as follows: During the rebuild period, when a track is reconstructed for a current stream, we can also use the reconstructed data for writing onto the hot spare disk. In addition, we can still use idle slots in the same cycle to reconstruct other tracks of our choosing. Thus, another rebuild method would be to ªpiggybackº on the existing streams as much as possible by grabbing tracks that are reconstructed and, furthermore, use idle slots for reconstructing other tracks. These tracks could then be written to the spare disk in the following cycle. We will refer to this approach as a piggybacking scheme.
Yet, another alternative to improving the rebuild time is to ªredirectº some of the workload on the surviving disks to the partially reconstructed spare disk, while the failed disk is being rebuilt. That is, the data that has already been rebuilt can be obtained from the spare disk instead of reconstructing it from the surviving disks and, thus, reduce the load on the surviving disks. We will refer to this approach as a redirection scheme. Clearly, all three techniques stated above can be combined in various ways.
In the remainder of this section, our goal is to analyze 14 the various combinations of these three techniques and, specifically, to estimate their respective mean rebuild times, in order to gain insight into the rebuild characteristics of real-time storage subsystem. Specifically, we will consider the following schemes: ªbaseline,º ªbaseline+piggyback-ing,º and ªbaseline+piggybacking+redirection.º Note that, there exist important differences between the access behavior in VOD systems and traditional database systems, which warrant analysis of rebuild characteristics of VOD systems. The main differences are that 1) the service time of a single request in a VOD system is usually on the order of hours (e.g., for a movies-on-demand application) while the service time of many traditional database systems (at least online transaction processing) is on the order of seconds or a few minutes; and 2) for a similar set of applications significantly more data is retrieved for a single request in the case of a VOD system. We begin by defining some notation which will be useful in the remainder of this section. 13. That is, the rebuild time is governed by the cluster utilizationÐunless, of course, we are willing to drop some streams from the normal workload.
. = the system's utilization . x = the maximum number of tracks that can be read by a disk in a single cycle . g = the parity group size . n t = the total number of tracks in a disk . f = the density function for the interstream time lags while the system utilization is . p the distribution function for the interstream time lags while the system utilization is . t the average amount of ªpiggybackingº per stream while the system utilization is (in units of cycle times, unless otherwise specified) . = the rebuild time of a failed disk (in units of cycle times, unless otherwise specified) . m = the video length (in number of cycles) One aspect of the problem that presents some difficulty is that as the rebuild proceeds, less and less piggybacking is possible. (In the absence of this characteristic, we could say that x tracks are rebuilt per cycle and directly calculate the number of cycles required to complete the rebuild; knowing the cycle time we would be done.) The reason that piggybacking opportunities may decrease with time is that some of the same tracks may have already been reconstructed by using other (leading) streams. For example, if there are two streams for the same video and one lags the other by two minutes, then, for the first two minutes of the rebuild, we can be piggybacking on the tracks reconstructed for both streams. After approximately two minutes, the tracks reconstructed for the lagging stream will be tracks that have already been reconstructed for the leading stream and written to the spare disk.
To solve the problem in general, we need to assume something about the distribution of the distance between streams for the same video. Let be the rebuild time (which we are trying to determine). For a given video, consider two streams in which one lags the other by e seconds. Then, we can piggyback on the lagging stream for minf Y eg seconds. While it is not true that the times between successive streams for the same video are independent, we will assume independence as an approximation. Then, if f is the density function for the interstream time lags when system utilization is , then t, the average amount of ªpiggybackingº per stream, can be written as follows:
and, therefore,
Given that is the utilization, i.e., Â x is the average number of ªactive tracksº in a cycle. 15 Then, we are looking for , for the ªbaseline+piggybackingº scheme, such that:
where n t is the number of tracks on a disk. In (23), the first term corresponds to the number of data tracks that are rebuilt through piggybacking, and the second term corresponds to the number of tracks rebuild through the use of residual capacity.
Remarks. At this point, we should mention that the above equations for determining the average rebuild time, although sufficient for our purposes here, have certain limitations. First, as already mentioned, we have assumed that the time between successive streams for the same video are independent. Furthermore, we have also assumed independence between cluster utilization and lag timeÐthis is also an approximation since presumably shorter lag times should be indicative of higher utilization (and vice versa). Finally, in the above equations, we did not take into account the mix of different movies.
Next, we compute the rebuild time for the ªbase-line+piggybacking+redirectionº scheme. Recall that with this approach, we attempt to redirect as many of the reads as possible to the spare disk, which is partially rebuilt. That is, if the fraction of data tracks that could be redirected to the spare disk is , then we can obtain an increase of gÀI in available capacity on the surviving disks that can be used for reconstruction work. Recall that the spare disk must also conform to the real-time constraints. Thus, we can compute the rebuilding time for the ªbaseline+piggybacking+redir-ectionº scheme as follows:
where the first and second terms in (24) are the same, as in (23) , and the third term corresponds to the redirection process.
In what follows, we study the reliability characteristics of the VOD system via the analytical results derived above as well as via simulation. The simulation parameters are as follows: The arrival process (of requests for video objects) is Poisson with a mean arrival rate of ! Á x p m , where x p is the maximum number of simultaneously supported streams by scheme p (as given in (8), (9), (10) , and (11)) and H I is the relative arrival rate, i.e., relative to the total capacity of the systemÐit is equal to the system utilization in steady state. The number of distinct movies in the simulation is VH, each WH minutes long. Each video stream requires IXS Mbits/sec. Furthermore, f SH KB, ( seek PS msec, and ( trk PH msec. The parity group size, g, is varied in our simulations. These parameters then determine, for each experiment, the working set size, , as well as the corresponding number of disks in the system, hY g (refer to Section 7). Fig. 13 illustrates the improvements that can be obtained through the use of piggybacking and redirection; specifically, there is a significant reduction in the rebuild time as compared to the baseline scheme, especially at high loads. Furthermore, both simulation and analytical results indicate that the greater the system load is, the more of a difference the application of piggybacking and redirection makes. In this figure, there is % IH percent difference between the analytical and the simulation results. We believe that this difference is largely due to the fact that we used the interarrival time to approximate the interstream lag time in deriving the analytic results.
In Fig. 14 , we employ the concept of a distributed spare [17] and modify the striping scheme from an g I scheme to an g P scheme; as can be seen from this figure, the use of a distributed spare allows us to shorten the rebuild time. Note that the difference between the analytical and the simulation results is smaller in this case. This is due to the fact that the per disk workload in the g I case will be greater than the per disk workload in the corresponding g P case. That is, the effect is similar to reducing the workload. And (as can be seen in other figures as well) analytical results are closer to simulation results under light loadsÐthis is due to the fact that under light loads there is a lesser effect from piggybacking and, hence, a lesser effect from the interlag approximation.
Finally, Fig. 15 depicts the affects on rebuild time of parity group size vs. that of a distributed spare under various rebuild schemes. It illustrates that we could achieve greater reduction in rebuild time by using the g P (distributed spare) scheme than by increasing the parity group size.
CONCLUSIONS
Fault tolerance issues in multimedia storage systems are complicated by the necessity to recover from failure in real time. In this paper, we discussed some of the fundamental issues associated with providing fault tolerance in multidisk VOD servers.
We have also presented several schemes for providing reliability in a multimedia on-demand servers, at the cost of storage, bandwidth, and buffer space overheads. We have shown that improvements in reliability, which depend on the amount of redundant information stored and on how this information is placed on disks, must be balanced against degradation in performance, due to storage overhead and loss of bandwidth. In addition, we have shown that the cost of buffer space must also be taken into consideration when designing a redundancy scheme since savings in disk storage, resulting from the use of large parity groups, might be more than offset by the cost of buffer space necessary to support them. Finally, we have presented several schemes for rebuilding a failed disk efficiently and returning to normal operation.
In conclusion, we would like to impress upon the reader that one of the main points of this paper is the exposition of tradeoffs and issues associated with designing fault-tolerant VOD servers. It is not the case that one fault tolerance scheme is absolutely better than another, but rather that one must understand the tradeoffs as well as one's system constraints and then choose a fault tolerance scheme accordingly.
APPENDIX A DERIVATION OF RELIABILITY EQUATIONS
In this appendix, we give the derivation of the mean time to failure of a single disk array. (We also refer to such an array as a cluster of disks; furthermore, we use the terms ªcluster sizeº and ªparity group sizeº interchangeably below.) We will use the following notation in this derivation: w p disk men time to filure of disk w disk men time to repir of disk w p luster men time to filure of luster or rry of disksX
Our goal is to compute the w p luster under the following assumptions: 1) each disk has independent and exponential failure rate equal to I w pdisk and 2) the total number of disks in the cluster is g.
We first compute the mean time to failure of some disk in a cluster of g disks. Let i be the random variable corresponding to the mean time to failure of disk i with an exponential failure rate !, where I i g. Let min I Y P Y F F F Y g , which corresponds to the mean time until some disk in a cluster of g disks fails (or the mean time between failures in a cluster of g disks). Then, given that the disk failures are independent, we have the additional load (on a particular disk cluster) that is due either to failure or to a skew in the workload, which is essential for real-time time systems, such as a video-ondemand server.
Chained declustering has the same storage overhead as compared to the classic mirroring scheme, but (as already mentioned) it offers better performance degradation properties when a single disk failure occurs. Fig. 16b illustrates the chained declustering concept (as it is applied to our video-on-demand storage system). Assume object is declustered into n fragments. At any point in time, two physical copies of this object, termed the primary copy and the backup copy, are maintained. If the primary copy of a fragment resides on cluster i, then the backup copy of that fragment resides on cluster i I mod n. During the normal mode of operation, read requests can be directed to both the primary and the backup copies [15] , [13] . When a disk failure occurs, the chained declustering scheme is able to adjust the additional (read) workload to both copies of the data in such a way as to balance it evenly among all the surviving disks in the system [15] , [13] (as opposed to mirroring, for instance, where the additional load, due to failure, must be absorbed by the mirror of the failed disk). Thus, in the context of multimedia storage servers, systems using chained declustering schemes can use the entire bandwidth of the system under normal operation. However, systems using mirroring schemes would only be able to use half the available bandwidth under normal operation; the use of the entire bandwidth under mirroring could lead to problems when there is a failure since some streams would have to be dropped. Note that, the Improvedbandwidth scheme degenerates to the chained declustering scheme when g P, and recovery from failure is performed like the ªshift to the rightº discussed in Section 6.
In summary, as is evident from the above discussion, replication of data is motivated not only by fault tolerance considerations but by throughput considerations as well, i.e., by the opportunity to serve requests using either copy of the data. 
