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Abstract
Pooling-based recurrent neural architectures
consistently outperform their counterparts
without pooling. However, the reasons for
their enhanced performance are largely un-
examined. In this work, we examine three
commonly used pooling techniques (mean-
pooling, max-pooling, and attention), and pro-
pose max-attention, a novel variation that ef-
fectively captures interactions among predic-
tive tokens in a sentence. We find that pooling-
based architectures substantially differ from
their non-pooling equivalents in their learning
ability and positional biases—which elucidate
their performance benefits. By analyzing the
gradient propagation, we discover that pool-
ing facilitates better gradient flow compared
to BiLSTMs. Further, we expose how BiL-
STMs are positionally biased towards tokens
in the beginning and the end of a sequence.
Pooling alleviates such biases. Consequently,
we identify settings where pooling offers large
benefits: (i) in low resource scenarios, and
(ii) when important words lie towards the mid-
dle of the sentence. Among the pooling tech-
niques studied, max-attention is the most effec-
tive, resulting in significant performance gains
on several text classification tasks.1
1 Introduction
Pooling mechanisms are ubiquitous components
in Recurrent Neural Networks (RNNs) used for
natural language tasks. Pooling operations con-
solidate hidden representations from RNNs into
a single sentence representation. Various pooling
techniques, like mean-pooling, max-pooling, and
attention2, have shown to improve the performance
of RNNs on text classification tasks (Lai et al.,
1The code and datasets used in the paper are available at
https://github.com/dair-iitd/PoolingAnalysis
2Attention aggregates representations via a weighted sum,
thus we consider it under the umbrella of pooling in this paper.
2015; Conneau et al., 2017; Jacovi et al., 2018;
Yang et al., 2016a). Despite widespread adoption,
precisely how and when pooling benefits the mod-
els is largely unexamined. In this work, we perform
an in-depth analysis comparing popular pooling
methods, and our proposed max-attention, with
standard BiLSTMs for several text classification
tasks using novel experimental setups. We iden-
tify two key factors that explain the performance
benefits of pooling techniques: learnability, and
positional invariance.
First, we analyze the flow of gradients for differ-
ent classification tasks to assess the learning ability
of BiLSTMs (§ 5). We observe that during the
initial epochs, the gradients corresponding to hid-
den representations in the middle of the sequence
vanish. Upon training for more examples, these
gradients slowly recover, suggesting that the gates
of standard BiLSTMs require many examples to
learn. In contrast, we find the gradients in pooling-
based architectures to be free from this problem.
Due to pooling, a fraction of the error gradients
can directly reach any hidden state without back-
propagating through a long series of recurrent cells.
Thus we hypothesize, and subsequently confirm,
that pooling is particularly beneficial for tasks with
longer input sequences, and limited training data.
Second, we explore the positional biases of BiL-
STMs, with and without pooling (§ 6). Across
several classification tasks, and various novel ex-
perimental setups, we demonstrate that BiLSTMs
are more responsive to tokens near the beginning
and end of the sequence. However, we find that
this bias is largely absent in pooling-based architec-
tures, indicating their ability to respond to salient
tokens regardless of their position.
Third, we propose max-attention, a novel pool-
ing technique, which combines the advantages of
max-pooling, and attention (§ 3.2). Max-attention
uses the max-pooled representation as its query
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vector to compute the attention weights for each
hidden representation. Max-pooled representa-
tions are extensively used in the literature to cap-
ture prominent tokens (or objects) in a sentence
(or image) (Zhang and Wallace, 2015; Conneau
et al., 2017; Boureau et al., 2010b). Therefore, us-
ing them as a query vector facilitates interactions
among salient tokens in a sequence. Max-attention
is simple to use, and performs significantly bet-
ter than other pooling methods on several classi-
fication tasks. Additionally, unlike other pooling
techniques, max-attention is resilient to unrelated
words attached to the input examples.
2 Related Work
Pooling: A wide body of work compares how
different pooling techniques aggregate low-level
image descriptors, for the task of object recog-
nition (Boureau et al., 2010a,b, 2011).3 These
works demonstrate how max-pooling, in visual
recognition tasks, results in translation-invariance,
and robustness to clutter, lightning, etc. Empiri-
cally, several papers note that max-pooling outper-
forms mean-pooling on object recognition bench-
marks (Boureau et al., 2011). As compared to the
literature in computer vision, pooling operations
in natural language tasks are relatively underex-
plored. For natural language tasks, max-pooled
architectures have been shown to exhibit superior
performance (Lai et al., 2015; Johnson and Zhang,
2016), outperforming CNNs, BiLSTMs and Recur-
sive Neural Networks (Socher et al., 2013). Addi-
tionally, Conneau et al. (2017) find that max-pooled
representations capture salient words in a sentence
and outperform BiLSTMs and Hierarchical Con-
vnets (Zhao et al., 2015) on inference tasks. Our
work extends the analysis and examines several
pooling techniques, including attention, for BiL-
STMs applied to natural language tasks. While past
approaches have analyzed the ability of pooling in
capturing linguistic phenomena, to the best of our
knowledge, we are the first to systematically study
the training advantages of these pooling techniques.
Attention: First proposed as a way to align tar-
get tokens to the source tokens in translation (Bah-
danau et al., 2014), the core idea behind attention—
learning a weighted sum of the hidden states—has
been widely adopted. As attention aggregates hid-
den representations, we include it among the pool-
3Max-pooling and mean-pooling are more widely studied
compared to other pooling techniques.
ing techniques explored in this work. For text clas-
sification, in the most common form, each hid-
den state is attended using a learnable query vec-
tor (Jain and Wallace, 2019). Recently, Pruthi et al.
(2020) conjecture that attention offers benefits dur-
ing training, even if it is not used for inference. This
paper explains, and provides empirical evidence for
the training benefits of attention.
Gradient Propagation: Simple RNNs are
shown to suffer from the problem of vanishing
and exploding gradients (Hochreiter, 1991;
Bengio et al., 1994). To overcome the problem,
Hochreiter and Schmidhuber (1997) invented
LSTMs, which provide a direct connection passage
through all the cells in order to remember new
inputs without forgetting prior history. However,
some recent work suggests that LSTMs (and
similarly BiLSTMs) do not solve this problem
completely (Arjovsky et al., 2015; Chandar et al.,
2019). This work quantitatively investigates this
phenomenon, exposing scenarios where the effect
is pronounced, and demonstrating how pooling
techniques mitigate the problem, leading to better
sample efficiency, and generalization.
3 Pooling Methods
3.1 Background and Notation
Let s = {x1, x2, . . . , xn} be an input sentence,
where xt is a representation of the input word at
position t. A recurrent neural network such as
an LSTM produces a hidden state ht, and a cell
state ct for each input word xt, where ht, ct =
φ(ht−1, ct−1, xt). Standard BiLSTMs concatenate
the first hidden state of the backward LSTM, and
the last hidden state of the forward LSTM for
the final sentence representation: semb = [
−→
h1,
←−
hn].
The sentence embedding (semb) is further fed to a
downstream text classifier. For training BiLSTMs,
multiple works have emphasized the importance
of initializing the bias for forget gates to a high
value (between 1-2) to prevent the model from for-
getting information before it learns what to for-
get (Gers et al., 2000; van der Westhuizen and
Lasenby, 2018). Hence, in our analysis, we ex-
periment with both a high and low value of bias
for the forget gate. For the non-pooled BiLSTM,
we initialize the forget gate bias to 1, unless speci-
fied. For brevity, from hereon we would use ht to
mean [
−→
ht ,
←−
ht ]. Below, we formally discuss popular
pooling techniques:
Figure 1: A pictorial overview of the pooling techniques. Left: element-wise mean and max pooling operations
aggregate hidden representations. Right: attention scores (α) are computed using the similarity between hidden
representations (h) and query vector (q), which are subsequently used to weight hidden representations. Our
proposed max-attention uses the sentence embedding from max-pooling as a query to attend over hidden states.
Max-pooling: For a max-pooled BiLSTM
(MAXPOOL), the sentence embedding semb, is:
siemb = max
t∈(1,n)
(hit)
where hit represents the i
th dimension of the hidden
state at time step t. This implies that while back-
propagating the loss, we find a direct pathway to
the tth hidden state as:
∂siemb
∂hit
=
{
1, if t = argmaxt∈(1,n) hit
∂hik
∂hit
, if k = argmaxt∈(1,n) hit, k 6= t
Similarly, in case of mean-pooling (MEANPOOL),
the sentence embedding is an average over all the
hidden states.4
Attention: Attention (ATT) works by calculating
a non-negative weight for each input word that to-
gether sum to 1. Hidden representations are then
multiplied with these weights and summed, result-
ing in a fixed-length vector (Bahdanau et al., 2014):
αt =
exp(h>t q)∑n
j=1 exp(h
>
j q)
semb =
n∑
t=1
αtht
where q is a learnable query vector. Several varia-
tions like hierarchical attention (Yang et al., 2016b),
self-attention (Madasu and Rao, 2019) have been
proposed for text classification. However, the
above formulation is most widely used in text clas-
sification tasks (Jain and Wallace, 2019; Wiegreffe
and Pinter, 2019; Pruthi et al., 2020).
4Refer to Appendix A.3 for mathematical formulation
3.2 Max-attention
We introduce a novel pooling method called max-
attention (MAXATT) to capture inter-word depen-
dencies. It uses the max-pooled hidden representa-
tion as the query vector for attention. Formally:
qi = max
t∈(1,n)
(hit)
αt =
exp(h>t q)∑n
j=1 exp(h
>
j q)
semb =
n∑
t=1
αtht
Here the query vector (q) is the same as the semb
produced via max-pooling, and αt is the attention
weight for the tth hidden state, obtained via a soft-
max over the dot-product of ht and q. Finally, semb
is the weighted sum (as per the attention scores) of
the hidden states.
It is worth noting that the learnable query vector
in regular attention is the same for the entire cor-
pus, whereas in max-attention each sentence has a
unique locally-informed query. Previous literature
extensively uses max-pooling to capture the promi-
nent tokens (or objects) in a sentence (or image).
Hence, using max-pooled representation as a query
for attention allows for a second round of aggrega-
tion among important hidden representations.
4 Datasets & Experimental Setup
We experiment with four different text classifica-
tion tasks: (1) The IMDB reviews dataset (Maas
et al., 2011) contains movie reviews and their
associated sentiment label; (2) Yahoo! An-
swers (Zhang et al., 2015) dataset comprises 1.4
million question and answer pairs, spread across
10 topics, here the task is to predict the topic of
the answer, using the answer text; (3) Yelp Re-
views (Zhang et al., 2015) is another sentiment
analysis task with five sentiment classes; (4) Gen-
der identification is a synthetic dataset where the
task is to classify the gender of the people dis-
cussed on Wikipedia (Pruthi et al., 2020). The task
is to identify the gender of the subject in a given
Wikipedia paragraph.
Dataset Classes Avg.Length
Max
Length
Train
Size
Test
Size
IMDB 2 240.4 2470 20K 9.8K
Yahoo! Answers 10 206.2 998 25K 4.8K
Yelp 5 202.4 1000 25K 9.5K
Gender Identification 2 143.0 983 25K 10K
Table 1: Corpus statistics for classification tasks.
For these datasets, we use only the text and la-
bels, ignoring any auxiliary information (like title
or location). We select subsets of the datasets with
longer sequences (having greater than 100 words)
to better understand the impact of vanishing gradi-
ents and positional bias in recurrent architectures.
For these long subsets, a summary of statistics is
presented in Table 1.
In all the experiments, we use a single-layered
BiLSTM of hidden dimension 256 and embed-
ding dimension 100, trained using Adam optimizer
(Kingma and Ba, 2014), with a learning rate of
10−3 and batch size of 64. We train for 20 epochs
and select the model with the best validation ac-
curacy. We initialize the word embeddings with
GloVe vectors (Pennington et al., 2014).
We briefly experiment with the more recent
transformer architectures (Vaswani et al., 2017;
Devlin et al., 2018). In our experiments, purely
attention-based architectures (such as transform-
ers), without significant pre-training, perform
poorly on text-classification. Further, the mem-
ory footprint is O(n2) for transformers vs O(n)
for LSTM. Thus, for long examples used in
some of our experiments (about 4000 words), XL-
Net (Yang et al., 2019) runs out of GPU memory
even for a batch size of 1 on a 32GB GPU. Thus,
we believe recurrent architectures are especially rel-
evant when the computational resources are limited,
and training examples are few and long.
5 Gradient Propagation
It is well known that simple RNNs suffer from the
problem of vanishing and exploding gradients, lim-
iting their effectiveness (Hochreiter, 1991; Bengio
et al., 1994). To remedy these issues, gated recur-
rent networks such as LSTMs were proposed. In-
put, output, and forget gates in LSTMs allow infor-
mation to flow unchanged across time steps. How-
ever, for the loss signal to backpropagate across
long-range dependencies, it requires that the gate
parameters are appropriately learned to allow the
gradients to pass through. In contrast, pooling
methods used in conjunction with these architec-
tures provide a direct gradient pathway to inter-
mediate hidden states. Guided with this intuition,
we study the flow of gradients in different archi-
tectures and training regimes as discussed in the
experimental setup.
Experimental Setup: In order to quantify the ex-
tent to which the gradients vanish across different
word positions, we compute the gradient of the loss
function w.r.t the hidden state at every word posi-
tion t, and study their norm. This is represented by
the `2 norm | ∂L∂ht |. To aggregate the gradients across
multiple training examples (of different lengths),
we linearly interpolate the distribution of gradient
values for each example to a fixed length between
1 and 100. The gradient values are then averaged
across the training examples. We plot these values
after training on the first 1000 IMDB reviews (on a
log scale) to study the effect of gradient vanishing
at the beginning of training (Figure 2a).
To understand how the distribution of gradients
(across time-steps) changes with training over more
examples, we compute the ratio of the gradient
norm corresponding to the word at the end and
word in the middle: | ∂L∂hend | / | ∂L∂hmid |. 5 We call this
the vanishing ratio and use it as a measure to quan-
tify the extent of vanishing gradient. Higher values
indicate severe vanishing as the gradients reaching
the middle are lower than the gradients at the end.
Each training step on the x-axis in Figures 2b, 2c
corresponds to 100 training examples.
Results Figure 2a shows the norm of the gradi-
ents of the loss with respect to the hidden state
for every time step. It is evident from Figure 2a
that the gradients vanish significantly for BiLSTM,
5Implementation detail: we choose the left end, as some
sequences in a batch might be padded with zeros on the right.
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Figure 2: (a): The gradient norm (| ∂L∂ht |) across different word positions. BiLSTMLowF suffers from extreme
vanishing gradient, with the gradient norm in the middle nearly 10−10 times that at the ends. In contrast, pooling
methods result in gradients of nearly the same value, irrespective of the word position. (b), (c): The vanishing ratio
(| ∂L∂hend |/| ∂L∂hmid |) over training steps for BiLSTM and MAXATT, using 1K, 20K unique training examples from the
IMDB dataset. The respective training and validation accuracies are also depicted.
with | ∂L∂ht | falling to the order of 10−6 as we ap-
proach the middle positions in the sequence. This
effect is even more pronounced for the case of
BiLSTMLowF, which uses the Xavier initialization
(Glorot and Bengio, 2010) for the bias of the forget-
gate. The plot suggests that specific initialization
of the gates with best practices (such as setting the
bias of forget-gate to a high value) helps to reduce
the extent of the issue, but the problem still persists.
In contrast, none of the pooling techniques face
this issue, resulting in an almost straight line.
From Figure 2b we note that the problem of van-
ishing gradients is more pronounced at the begin-
ning of training, when the gates are still untrained.
The problem continues to persist, albeit to a lesser
degree, until later in the training process. This
specifically limits the performance of BiLSTM in
resource-constrained settings, where only a small
number of training examples are available. For in-
stance, in the 1K training data setting, BiLSTM has
an extremely high value of vanishing ratio (∼ 108)
at the 100th training step (denoted by red vertical
line in the plot), when it achieves nearly 100% ac-
curacy on the training data.
Consequently, the BiLSTM model overfits on
the training data, even before the gates can learn
to allow the gradients to pass through (and miti-
gate the vanishing gradients problem).6 Thus, the
model prematurely memorizes the training data
solely based on the starting and ending few words.
Further reduction in vanishing ratio is unable to
improve validation accuracy, due to training satu-
ration. To examine this more closely, we tabulate
6Refer to Appendix D.2, D.4 for discussion on regulariza-
tion and results with less-parametrized networks.
Vanishing ratio Validation acc.
1K 5K 20K 1K 5K 20K
BiLSTM ∼ 109 381.0 90.5 58.8 82.4 88.1
ATT 45.0 5.2 29.8 70.8 84.2 87.4
MEANPOOL 3.1 6.5 8.0 71.4 84.1 87.8
MAXPOOL 21.4 16.4 40.0 71.2 84.1 89.0
MAXATT 15.6 10.7 8.0 74.8 85.4 89.8
Table 2: The vanishing ratio (| ∂L∂hend |/| ∂L∂hmid |) and val-
idation accuracy, computed at a point when different
models achieve 95% training accuracy.
the vanishing ratios at the point where the model
reaches 95% accuracy on the training data in Ta-
ble 2. A high value at this point indicates that
the gradients are still skewed towards the ends,
even as the model begins to overfit on the train-
ing data. The vanishing ratio is high for BiLSTM,
especially in low-data settings. This results in a 12-
14% lower test accuracy compared to other pooling
techniques, in the 1K setting. We conclude that
the phenomenon of vanishing gradients results in
weaker performance of BiLSTM in low training
data regimes. Pooling architectures have a lower
vanishing ratio from the beginning and perform
better on equivalent data settings, as demonstrated
in the next section.
6 Positional Biases
Analyzing the gradient propagation in BiLSTMs
suggests that standard recurrent networks are bi-
ased towards the end tokens, as the overall contribu-
tion of distant hidden states is extremely low in the
gradient of the loss. This implies that the weights
of various parameters in an LSTM cell (all cells of
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Figure 3: Varying amounts of random Wikipedia sentences are appended to the original input IMDB reviews at
test time. Original input is preserved on the (a) left; (b) middle; and (c) right of the modified input. Performance
degrades significantly for BiLSTM, MEANPOOL and ATT, whereas MAXATT and MAXPOOL are more resilient.
an LSTM have tied weights) are hardly influenced
by the middle words of the sentence. In this light,
we aim to evaluate positional biases of recurrent
architectures with different pooling techniques.
6.1 Evaluating Natural Positional Biases
Can organically trained recurrent models skip over
unimportant words on either ends of the sentence?
Experimental Setup: We append randomly cho-
sen Wikipedia sentences to the input examples of
two sentiment classification tasks, IMDB and Yelp,
only at test time, keeping the training datasets un-
changed. Typically, Wikipedia sentences are declar-
ative statements of fact, and are devoid of any sen-
timent. Therefore, it is not unreasonable to expect
the models to be robust to such random noise, even
though they were not trained for the same. We per-
form this experiment in three configurations, such
that original input is preserved on the (a) left, (b)
middle, and (c) right of the modified input. For
these configurations, we vary the length of added
Wikipedia text in proportion to the length of the
original sentence. Figure 4 illustrates the setup
when 66% of the total words come from Wikipedia.
Results: The effect of adding random words can
be seen in Figure 3. We draw two conclusions:
(1) Adding random sentences on both ends is sig-
nificantly more detrimental to the performance of
BiLSTM as compared to the scenario where the
input is appended only on one end. This corrobo-
rates our previous findings that these models largely
account for information at the ends for their predic-
Wiki Original Wiki
Original Wiki Wiki
Wiki Wiki Original
3*	length	original
Left
Mid
Right
Figure 4: Explaining Wikipedia sentence addition
tions.7 (2) ATT and MEANPOOL are more suscep-
tible to random noise addition than max-pooling
based MAXPOOL and MAXATT in all the settings.
This indicates that max-pooling based architectures
can account for salient words and ignore unrelated
ones, regardless of their position, unlike BiLSTM
and MEANPOOL. Additionally, using a global
learnable query vector in case of ATT might be ill-
suited for low-resource settings, when changes in
test distribution are anticipated. Lastly, we provide
concurring results on the Yelp dataset and discuss
why the performance of BiLSTM is asymmetric in
the left and right settings in Appendix C.
6.2 Training to Skip Unimportant Words
How well can different models be trained to skip
unrelated words?
Experimental setup: The training dataset is cre-
ated by adding random Wikipedia segments to
the original input examples (for the IMDB, Ya-
hoo Answers! and Yelp datasets). The appended
Wikipedia segments are multiple randomly chosen
Wikipedia sentences to avoid any bias towards one
topic. Similar to the previous experiment, we ap-
pend multiple sentences on either ends, as well as
7One practical implication of this finding is that adversaries
can easily attack middle portions of the input text.
IMDB IMDB (left) + Wiki IMDB (mid) + Wiki
1K 5K 20K 1K 5K 20K 1K 5K 20K
BiLSTM 64.8 ± 2.7 82.8 ± 0.6 87.6 ± 0.1 65.7 ± 0.6 79.5 ± 0.6 86.7 ± 0.5 49.9 ± 0.5 50.3 ± 0.4 50.8 ± 0.3
ATT 67.5 ± 4.8 82.7 ± 0.6 87.5 ± 0.6 67.6 ± 4.0 80.3 ± 0.2 85.3 ± 0.6 67.0 ± 5.1 80.5 ± 0.4 85.0 ± 0.3
MEANPOOL 73.3 ± 3.6 84.2 ± 0.4 88.3 ± 0.3 67.5 ± 1.7 80.8 ± 0.6 85.7 ± 0.3 68.6 ± 3.1 80.8 ± 0.5 86.2 ± 0.6
MAXPOOL 72.4 ± 4.0 85.3 ± 0.5 89.5 ± 0.1 66.6 ± 3.4 82.0 ± 0.8 88.4 ± 0.5 63.6 ± 3.2 82.4 ± 0.6 88.2 ± 0.4
MAXATT 71.6 ± 4.3 85.9 ± 0.4 89.9 ± 0.3 74.6 ± 1.2 84.9 ± 0.5 88.9 ± 0.2 72.9 ± 1.6 85.1 ± 0.2 88.5 ± 0.2
Yahoo Yahoo (left) + Wiki Yahoo (mid) + Wiki
1K 5K 25K 1K 5K 25K 1K 5K 25K
BiLSTM 42.9 ± 2.6 58.0 ± 0.7 67.4 ± 0.2 45.1 ± 1.0 56.3 ± 0.7 65.7 ± 0.5 12.1 ± 1.1 13.1 ± 0.9 14.3 ± 3.2
ATT 41.9 ± 3.2 54.5 ± 4.5 67.7 ± 0.7 26.5 ± 4.5 50.5 ± 1.8 65.7 ± 0.9 28.4 ± 5.2 49.6 ± 1.3 64.8 ± 0.8
MEANPOOL 46.1 ± 3.4 60.2 ± 1.3 67.5 ± 0.5 34.4 ± 1.6 48.2 ± 2.3 63.7 ± 0.3 31.5 ± 2.2 50.4 ± 1.0 63.2 ± 0.8
MAXPOOL 50.5 ± 1.0 59.9 ± 0.6 67.5 ± 0.6 33.1 ± 2.1 50.9 ± 2.2 65.1 ± 0.5 32.5 ± 2.9 47.0 ± 1.9 64.3 ± 0.9
MAXATT 51.4 ± 1.8 60.6 ± 1.0 68.1 ± 0.4 39.8 ± 1.3 56.4 ± 0.9 66.5 ± 0.7 39.4 ± 1.6 55.8 ± 1.0 66.2 ± 0.2
Yelp Yelp (left) + Wiki Yelp (mid) + Wiki
1K 5K 25K 1K 5K 25K 1K 5K 25K
BiLSTM 39.6 ± 2.7 55.6 ± 0.7 62.9 ± 0.2 39.0 ± 1.8 53.2 ± 0.6 61.9 ± 0.4 32.3 ± 0.1 32.3 ± 0.2 32.5 ± 0.2
ATT 42.8 ± 3.4 55.8 ± 0.8 63.3 ± 0.3 33.7 ± 1.7 52.0 ± 2.4 62.0 ± 0.7 33.6 ± 1.6 53.7 ± 0.6 62.3 ± 0.9
MEANPOOL 47.5 ± 0.8 56.8 ± 0.7 63.2 ± 0.2 41.0 ± 1.2 52.9 ± 1.0 61.7 ± 0.9 39.7 ± 1.3 54.3 ± 0.6 61.7 ± 0.4
MAXPOOL 45.2 ± 2.6 56.2 ± 0.6 63.5 ± 0.6 39.3 ± 1.3 52.6 ± 0.6 63.3 ± 0.5 38.7 ± 1.5 52.6 ± 0.4 62.6 ± 0.5
MAXATT 46.3 ± 3.4 58.0 ± 0.2 64.8 ± 0.5 43.6 ± 1.1 56.5 ± 0.5 64.5 ± 0.5 41.5 ± 2.0 56.0 ± 0.3 63.8 ± 0.4
Gender Gender (left) + Gender (masked) Gender (mid) + Gender (masked)
1K 2K 5K 1K 2K 5K 1K 2K 5K
BiLSTM 88.5 ± 3.4 96.9 ± 1.8 99.9 ± 0.1 82.6 ± 3.6 96.0 ± 1.0 99.9 ± 0.1 76.7 ± 3.5 90.5 ± 1.0 99.5 ± 0.3
ATT 92.3 ± 5.7 99.0 ± 0.9 99.9 ± 0.1 71.6 ± 3.2 93.4 ± 4.2 99.7 ± 0.2 78.8 ± 8.5 93.1 ± 7.7 99.9 ± 0.0
MEANPOOL 91.2 ± 1.5 97.4 ± 0.4 99.7 ± 0.2 78.2 ± 4.3 90.5 ± 2.9 99.7 ± 0.3 80.6 ± 4.1 94.4 ± 1.9 99.9 ± 0.1
MAXPOOL 98.6 ± 1.4 99.8 ± 0.1 100.0 ± 0.0 99.7 ± 0.1 99.9 ± 0.0 100.0 ± 0.0 99.8 ± 0.1 99.9 ± 0.2 100.0 ± 0.0
MAXATT 99.1 ± 1.1 99.8 ± 0.2 100.0 ± 0.0 98.1 ± 3.4 99.9 ± 0.0 100.0 ± 0.0 99.0 ± 1.1 100.0 ± 0.0 100.0 ± 0.0
Table 3: Mean test accuracy (± variance) (in %) on different manipulated settings across 5 random seeds. In
low-resource settings, MAXATT consistently outpeforms other pooling alternatives. As the size of training set
increases, the performances of different pooling methods converge.
both ends (see Figure 4). For gender identification
dataset, which comprises of Wikipedia sentences
itself, we convert all gender-sensitive pronouns to
their gender-neutral counterparts at all positions
except ones to the i) left, ii) mid, or iii) right, corre-
sponding to the three different settings.8 We exper-
iment with varying number of training examples,
however, the test set remains the same to allow
comparisons across different training data sizes.
Results The results are presented in Table 3.9
First, we note that despite augmenting the train-
ing set with random sentences, BiLSTM severely
suffers when random sentences are appended at
both ends. In fact, the accuracy of BiLSTM drops
to 50%, 12%, 32% on IMDB, Yahoo and Yelp
8All mentions of ‘he’, ‘she’ are converted to ‘they’; simi-
larly ‘him’, ‘her’ become ‘them’, and so on.
9Results on more dataset sizes, and the ‘right’ setting are
in Appendix D.1. Conclusions drawn from the ‘right’ setting
are in line with the observations from the ‘left’.
datasets (in mid settings) respectively, which is
similar to the majority class baselines. However,
the performance drop is not as significant when
sentences are added to only one side of the text.
We speculate that this is because a BiLSTM is com-
prised of a forward LSTM, and a backward LSTM.
For instance, when random sentences appended
to the right, backward LSTM is able to capture
information about the original sentence on the left.
Second, we study the model performance with
varying amounts of training data (Table 3). While
accuracies of all pooling techniques begin to con-
verge given sufficient data, the differences in low
training data regime are substantial. In low re-
source settings, MAXATT consistently outperforms
other pooling alternatives. We believe that ATT per-
forms poorly as it requires more data to learn the
global query weights. Additionally, the poor perfor-
mance of BiLSTM re-validates the findings of § 5,
where we posit that the model’s training saturates,
before the gradients can reach the middle tokens. In
the synthetic task of gender identification, the pres-
ence of a few gender-sensitive pronouns is a strong
signal of the target class. Despite the presence
of a clear signal, we see significant differences in
performance of different models on this task. MAX-
ATT and MAXPOOL perform significantly better,
by a margin of over 20%, when compared with
any other pooling or non-pooling technique in the
1K data setting, when all gender pronouns except
those in the middle are masked. This is a clear
indication of how max-pooled representations (ei-
ther used directly in MAXPOOL, or used as a query
vector in MAXATT) has a unique ability to distil
the important signals effectively. Unsurprisingly,
all models attain nearly 100% accuracy on the task,
given sufficient data.
Additionally, we conduct an ablation study de-
coupling the two factors i) learning good word em-
beddings, and ii) aggregating the hidden represen-
tations thereafter. To do so, we freeze the initial
GloVe vectors and repeat the full suite of experi-
ments (see Appendix D.2 for details). We observe
our findings to be consistent with those drawn from
Table 3.
Datasets with Short Sentences
Yahoo Yelp
1K 25K 1K 25K
BiLSTM 23.4 ± 2.0 45.9 ± 0.3 56.7 ± 0.4 68.9 ± 0.5
ATT 22.2 ± 1.9 46.1 ± 0.3 56.4 ± 2.0 69.6 ± 0.3
MEANPOOL 23.4 ± 1.4 46.0 ± 0.4 57.3 ± 1.5 69.1 ± 0.2
MAXPOOL 26.1 ± 2.7 46.6 ± 0.4 57.3 ± 0.6 69.3 ± 0.3
MAXATT 24.6 ± 1.1 46.7 ± 0.4 56.9 ± 0.6 69.9 ± 0.2
Yahoo (Mid) + Wiki Yelp (Mid) + Wiki
1K 25K 1K 25K
BiLSTM 10.6 ± 0.4 36.2 ± 0.7 52.2 ± 0.0 60.4 ± 1.4
ATT 13.5 ± 1.7 40.3 ± 0.4 51.9 ± 0.4 67.9 ± 0.3
MEANPOOL 16.4 ± 0.8 38.6 ± 0.5 52.5 ± 0.5 67.4 ± 0.4
MAXPOOL 18.4 ± 1.9 39.9 ± 0.5 51.4 ± 1.7 68.0 ± 0.4
MAXATT 20.0 ± 1.9 41.6 ± 0.2 52.8 ± 1.8 68.9 ± 0.1
Table 4: Mean test accuracy (± variance) (in %) on
standard and ‘mid’ settings across 5 random seeds on
the Yahoo, Yelp datasets with short sentences (less
than 100 words).
Evaluation on Short Sentences Finally, we re-
evaluate this experiment on datasets with short
sentences (< 100 words) and find that the learn-
ing issues in shorter sentences (especially in the
‘mid’ setting) are largely absent. Results for
shorter sequences in different settings with ap-
Figure 5: Explaining NWI evaluation
pended Wikipedia words are presented in Table 4.
This result supports our hypothesis that the effect
of vanishing gradients is prominent in longer se-
quences. We refer the interested reader to Ap-
pendix D.3 for further details of this experiment.
6.3 Fine-grained Positional Biases
How does the position of a word affect its contribu-
tion to a model’s prediction?
Experimental Setup: We aim to achieve a fine-
grained understanding of model biases w.r.t. each
word position, as opposed to evaluating the same
at a coarse level to disambiguate between left, mid
and right as in the previous experiment (§ 6.2). To
this end, we define Normalized Word Importance
(NWI), a metric to determine the per-position im-
portance of words as attributed by the model. It
measures the importance of a particular word (or
a set of words) on a model’s prediction by cal-
culating the change in the model’s confidence in
the prediction after replacing it with UNK. (Fig-
ure 5). The evaluation is further extended by re-
moving a sequence of k consecutive words to get a
smoother metric. The metric is adapted from past
efforts to assign word importance, with some dif-
ferences (Khandelwal et al., 2018; Verwimp et al.,
2018; Jain and Wallace, 2019).10 We provide a
complete description of the algorithm to compute
NWI in Appendix E.
Results: The results of this evaluation on the Ya-
hoo dataset are shown in Figure 6. The NWI for
pooled networks indicates no bias w.r.t. word po-
sitions, however for BiLSTM there exists a clear
bias towards the extreme words on either end (c.f.
Figure 6a). The word importance plots in Figure 6b
& 6c demonstrate how pooling is able to learn to
disambiguate between words that are important
10Unlike our metric, Khandelwal et al. (2018) remove all
words beyond a certain context, and thus capture how im-
portant are all the removed words, and not one particular
word. Jain and Wallace (2019), in their leave-one-out ap-
proach, delete a given word rather than replacing it with UNK,
thus shifting positions of words by one.
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Figure 6: Normalized Word Importance w.r.t. word position for k = 5; averaged over examples of length between
400-500 on the Yahoo (25K) dataset in (a,b,c), and k = 3; averaged over examples of length between 50-60 on
the Yahoo Short (25K) dataset in (d). Results shown for ‘standard’, ‘left’ & ‘mid’ training settings described in
§ 6.2. The vertical red line represents an approximate separator between relevant and irrelevant information (by
construction). For instance, the word positions to the ‘left’ of the vertical line in (b) contain data from true input
examples, while those to the right contain Wikipedia sentences.
for sentence classification significantly better as
opposed to BiLSTM. There is a clear peak in the
middle in case of ‘mid’ setting, and on the left
in case of ‘left’ setting for all the pooling archi-
tectures. BiLSTM is unable to respond to middle
words in Figure 6c. However, they show reasonably
higher importance to the left tokens in Figure 6b
which is justified by their good performance in
the ‘left’ experimental setting in Table 3. Results
for NWI evaluation on all datasets in all the mod-
ified settings (left, mid and right) are available in
Appendix E. The results across all datasets are con-
sistent with the representative graphs in Figure 6.
We also perform such an analysis on models that
are trained on datasets with short sentences. In-
terestingly, the NWI analysis for the Yahoo short
dataset in Figure 6d shows that while BiLSTM
can better respond to middle words for shorter sen-
tences, it still remains heavily biased towards the
ends. We detail these findings on short sentences
in Appendix E.1
7 Conclusion
Through detailed analysis we identify why and
when pooling representations are beneficial in
RNNs. We attribute the performance benefits of
pooling techniques to their learning ability (pooling
mitigates the problem of vanishing gradients), and
positional invariance (pooling eliminates positional
biases). Our findings suggest that pooling offers
large gains when the training examples are few and
long, and salient words lie towards the middle of
the sequence. Lastly, we introduce a novel pooling
technique called max-attention, which consistently
outperforms other pooling variants, and is robust to
addition of unimportant tokens in the text. Most of
our insights are derived for sequence classification
tasks using RNNs. While the analysis techniques
and the pooling variant proposed in the paper are
general, it remains a part of the future work to eval-
uate their impact on other tasks and architectures.
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Supplementary Material
A Equations for Recurrent Networks
In this section, we provide a mathematical formula-
tion of the equations governing LSTMs and basic
RNNs.
A.1 Basic RNN
Recurrent Neural Networks use a series of input
sequence xt and pass it sequentially over a network
of hidden states where each each hidden state leads
to the next. Mathematically, this is given by:
ht = σ(Uxt +Wht−1 + b)
yt = softmax(V ht + c)
where xt refers to the input sequence at time step t,
and W , U , V are weights for the RNN cell, and σ
is a non-linearity of choice.
A.2 LSTM
The forward propagation of information in a basic
LSTM are governed by the following equations:
it = σ(Wiixt + bii +Whiht−1 + bhi)
ft = σ(Wifxt + bif +Whfht−1 + bhf )
gt = tanh(Wigxt + big +Whght−1 + bhg)
ot = σ(Wioxt + bio +Whoht−1 + bho)
ct = ft ∗ ct−1 + it ∗ gt
ht = ot ∗ tanh(ct)
where at time t, ht is the hidden state, ct is the cell
state, xt is the input, and it, ft, gt, ot are the input,
forget, cell, and output gates, respectively. σ is the
sigmoid function, and * is the Hadamard product.
A.3 MEANPOOL
For a mean-pooled LSTM, while the forward prop-
agation remains the same as BiLSTM, the output
embedding is given by:
siemb =
∑
t∈(1,n) h
i
t
n
where hit represents the i
th dimension of the hid-
den state at time step = t, and semb represents the
final output embedding returned by the recurrent
structure. This implies that during backpropagation
we find a direct influence of the tth hidden state as:
∂siemb
∂hit
=
∑
k∈(1,n)
∂hik
∂hit
n
B Gradient Propagation
The plots of the change in vanishing ratios for ATT,
MAXPOOL and MEANPOOL are shown in Figure 7.
This completes the representative analysis for BiL-
STM and MAXATT shown in Figure 2. It can be
seen that for all the different pooling types dis-
cussed in this paper, the vanishing ratios are small
right from the beginning of training. This moti-
vates future research to further formally analyze
and discover other learning advantages (apart from
vanishing ratios) that distinguish the performance
of one pooling technique from the other.
C Evaluating Natural Positional Biases
In line with our results in § 6.1, we further evaluate
models trained on the Yelp dataset in the same
setting to re-validate our results. The effect of
appending random Wikipedia sentences to input
examples on models trained on the Yelp dataset
can be found in Figure 8. We use the model trained
on 5K examples to perform this experiment. The
graphs show similar findings as in Figure 3, and
further supports the hypothesis that BiLSTM gives
a strong emphasis on extreme words when trained
on standard datasets, which is why its performance
significantly deteriorates when random Wikipedia
sentences are appended on both ends.
Left versus Right Bias: It is interesting to note
that while in Figure 3, it appears that BiLSTM
is largely insensitive to any random information
added to the right end in case of the IMDB dataset,
in Figure 8, BiLSTM is largely insensitive to any
random information added in the beginning in case
of the Yelp dataset. We note that this is largely
the case of one chain of the bidirectional LSTM
dominating the final prediction. We hypothesize
that such a phenomenon may have resulted due
to an artifact of training dataset itself, that is, the
model is able to find ‘easily identifiable’ important
sentiment at the beginning of the IMDB reviews
during training, while the reverse may be the case
for Yelp reviews. This hypothesis is supported by
repeating the same experiment on models trained
on IMDB, Yelp datasets under the 10K data setting,
where we find the trends to stay consistent with Fig-
ures 3,8. Also note that with an increase in training
data (such as in the 25K IMDB data setting), the
bias towards one end substantially decreases, that
is, BiLSTM is equally insensitive to random sen-
tence addition on either end (as long as random
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Figure 7: The vanishing ratio (| ∂L∂hend |/| ∂L∂hmid |) over training steps for ATT, MAXPOOL, MEANPOOL using 1K, 5K,
20K training examples from the IMDB dataset. The respective training and validation accuracies are also depicted.
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Figure 8: Yelp Dataset (5K setting): Random Wikipedia sentences are appended to the original input paragraphs.
Original input is preserved on the (a) left, (b) middle, and (c) right of the new input. Test accuracies are reported
by varying the percentage of total Wikipedia words in the new input.
sentences aren’t added to both ends together).
Practical Implications We observe that MEAN-
POOL and ATT can be susceptible to changes in
test-time data distribution. We speculate that the
need to learn a global query vector prevents ATT to
adapt to different distributions of data. Secondly,
paying equal importance to all hidden states hand-
icaps MEANPOOL from being able to distil out
important information effectively. We observe that
MAXATT is able to circumvent this issue as it is
only mildly affected by the added Wikipedia sen-
tences.
D Training to Skip Unimportant Words
We demonstrate in § 6.2 that the ability of BiL-
STM, and its different pooling variants, to learn to
skip unrelated words can be greatly diminished in
challenging datasets especially given less amount
of input data. In this section, we aim to (a) pro-
vide a complete evaluation on all positions of data
modification and dataset size settings (including
those which were skipped in the main paper for
brevity); (b) decouple the ability of models to learn
good word embeddings and aggregate hidden rep-
resentations appropriately (this also helps us train
on less-parametrized models) (c) evaluate the same
experiment in a setting where input examples are
shorter in length.
D.1 Full Evaluation
For completeness, we perform the evaluation in
§ 6.2 on each of {1K, 2K, 5K, 10K, 25K} dataset
size settings, and also report the results when
Wikipedia words are appended on the left, preserv-
ing the original input to the right. We report results
for the IMDB dataset in Table 5, Yahoo dataset
in Table 6, Yelp dataset in 7 and the Gender Iden-
tification dataset in Table 8. The results for full
evaluation can be viewed under the column head-
ing ‘Learnable Word Embeddings’. It can be noted
that the advantages of MAXATT over other pooling
and non-pooling techniques significantly increase
in the three modified settings in each of the tables.
Learnable Word Embeddings Frozen Word Embeddings
IMDB
1K 2K 5K 10K 20K 1K 2K 5K 10K 20K
BiLSTM 64.8 ± 2.7 74.5 ± 1.6 82.8 ± 0.6 85.8 ± 0.4 87.6 ± 0.1 62.4 ± 1.7 72.0 ± 2.3 80.7 ± 0.4 84.1 ± 0.2 86.4 ± 0.2
ATT 67.5 ± 4.8 76.1 ± 4.3 82.7 ± 0.6 85.3 ± 1.0 87.5 ± 0.6 65.1 ± 3.8 71.9 ± 6.8 83.3 ± 1.3 84.1 ± 1.9 87.1 ± 0.9
MEANPOOL 73.3 ± 3.6 81.1 ± 0.4 84.2 ± 0.4 86.4 ± 0.2 88.3 ± 0.3 71.4 ± 3.4 79.6 ± 0.7 83.3 ± 0.5 86.1 ± 0.2 87.0 ± 0.2
MAXPOOL 72.4 ± 4.0 80.8 ± 0.8 85.3 ± 0.5 87.6 ± 0.4 89.5 ± 0.1 72.3 ± 3.2 79.6 ± 0.9 84.3 ± 0.4 86.2 ± 0.3 88.2 ± 0.2
MAXATT 71.6 ± 4.3 82.4 ± 0.7 85.9 ± 0.4 88.2 ± 0.6 89.9 ± 0.3 72.7 ± 5.5 80.5 ± 0.6 84.6 ± 0.4 86.7 ± 0.5 88.1 ± 0.4
Learnable Word Embeddings Frozen Word Embeddings
IMDB (left) + Wiki
1K 2K 5K 10K 20K 1K 2K 5K 10K 20K
BiLSTM 65.7 ± 0.6 73.3 ± 0.8 79.5 ± 0.6 83.6 ± 0.6 86.7 ± 0.5 64.2 ± 1.5 69.5 ± 1.6 78.9 ± 0.5 81.7 ± 0.5 84.7 ± 0.4
ATT 67.6 ± 4.0 68.8 ± 7.3 80.3 ± 0.2 83.1 ± 0.6 85.3 ± 0.6 61.8 ± 6.3 62.5 ± 5.7 67.4 ± 9.3 77.0 ± 7.3 85.5 ± 2.3
MEANPOOL 67.5 ± 1.7 74.5 ± 0.4 80.8 ± 0.6 83.4 ± 0.5 85.7 ± 0.3 63.9 ± 2.3 71.2 ± 3.1 78.4 ± 0.7 82.9 ± 0.4 86.5 ± 0.4
MAXPOOL 66.6 ± 3.4 75.3 ± 0.7 82.0 ± 0.8 86.3 ± 0.3 88.4 ± 0.5 59.4 ± 1.0 69.3 ± 2.5 81.9 ± 0.1 84.7 ± 0.4 87.1 ± 0.3
MAXATT 74.6 ± 1.2 79.9 ± 0.8 84.9 ± 0.5 87.4 ± 0.3 88.9 ± 0.2 73.3 ± 2.1 79.0 ± 1.2 82.9 ± 0.2 85.0 ± 0.3 86.8 ± 0.1
Learnable Word Embeddings Frozen Word Embeddings
IMDB (mid) + Wiki
1K 2K 5K 10K 20K 1K 2K 5K 10K 20K
BiLSTM 49.9 ± 0.5 50.0 ± 0.5 50.3 ± 0.4 50.3 ± 0.3 50.8 ± 0.3 49.9 ± 0.2 49.7 ± 0.5 50.2 ± 0.3 50.1 ± 0.6 50.6 ± 0.4
ATT 67.0 ± 5.1 67.7 ± 8.7 80.5 ± 0.4 83.2 ± 0.8 85.0 ± 0.3 59.9 ± 3.3 64.1 ± 6.6 75.1 ± 8.0 80.1 ± 5.3 85.9 ± 1.0
MEANPOOL 68.6 ± 3.1 74.9 ± 0.9 80.8 ± 0.5 83.8 ± 0.5 86.2 ± 0.6 64.5 ± 1.9 68.3 ± 1.1 80.3 ± 1.0 83.8 ± 0.3 86.2 ± 0.4
MAXPOOL 63.6 ± 3.2 76.2 ± 2.3 82.4 ± 0.6 85.7 ± 0.3 88.2 ± 0.4 56.4 ± 1.8 70.3 ± 3.4 81.5 ± 0.4 84.9 ± 0.3 87.3 ± 0.2
MAXATT 72.9 ± 1.6 79.4 ± 2.1 85.1 ± 0.2 87.2 ± 0.4 88.5 ± 0.2 68.4 ± 3.2 77.8 ± 3.1 83.1 ± 0.2 85.1 ± 0.3 86.5 ± 0.5
Learnable Word Embeddings Frozen Word Embeddings
IMDB (right) + Wiki
1K 2K 5K 10K 20K 1K 2K 5K 10K 20K
BiLSTM 50.3 ± 0.4 57.6 ± 5.6 81.1 ± 1.0 85.5 ± 0.3 88.1 ± 0.3 50.1 ± 0.3 56.0 ± 4.1 79.7 ± 0.8 83.0 ± 0.7 85.7 ± 0.5
ATT 67.0 ± 5.1 67.7 ± 8.7 80.5 ± 0.4 83.2 ± 0.8 85.0 ± 0.3 59.9 ± 3.3 64.1 ± 6.6 75.1 ± 8.0 80.1 ± 5.3 85.9 ± 1.0
MEANPOOL 65.6 ± 3.9 74.5 ± 1.6 80.7 ± 1.0 82.6 ± 0.6 85.7 ± 1.3 61.7 ± 2.3 72.2 ± 1.6 80.0 ± 1.9 83.5 ± 0.8 86.5 ± 0.5
MAXPOOL 65.7 ± 2.9 78.1 ± 1.3 83.5 ± 0.8 86.6 ± 0.1 88.8 ± 0.4 60.4 ± 1.5 71.6 ± 2.3 81.6 ± 0.6 85.1 ± 0.1 87.2 ± 0.2
MAXATT 74.9 ± 1.7 81.4 ± 1.0 85.2 ± 0.3 87.2 ± 0.6 89.3 ± 0.2 71.9 ± 3.8 80.2 ± 0.2 83.6 ± 0.5 85.2 ± 0.2 87.2 ± 0.1
Table 5: Mean test accuracy (± variance) (in %) on different manipulated settings across 5 random seeds on the
IMDB dataset. Columns to the right present results when the word-embeddings were not trainable.
Further, as the amount of training data decreases,
the performance advantages of MAXATT start to
increase.
D.2 Freezing the Word Embeddings
In this section, we conduct an ablation study de-
coupling the two factors i) learning good word
embeddings, and ii) aggregating the hidden rep-
resentations thereafter. To do so, we freeze the
initial GloVe vectors and repeat the full suite of
experiments. Note that as a positive side-effect
of non-trainable word-embeddings, the number of
learnable parameters in our model reduces by 4
times. This also helps us verify if the observations
of § 6.2 stay consistent even when the models have
a much smaller number of trainable parameters,
and find it more difficult to overfit on the training
data. We report results for the IMDB dataset in
Table 5, Yahoo dataset in Table 6, Yelp dataset in
7 and the Gender Identification dataset in Table 8.
The results for full evaluation can be viewed under
the column heading ‘Frozen Word Embeddings’.
We find that all our findings are consistent with
those drawn from Table 3. It may be noted that
using non-trainable word embeddings results in a
consistent performance drop of 1-2% on the IMDB
and Yelp datasets. This is unsurprising as the abil-
ity to fine-tune word-embeddings for the specific
task can improve performance. However, we also
note that on the Yahoo dataset, there is a consis-
tent increase in maximum accuracy attained by any
model by about 1-2% across all tasks. This can be
explained by the fact that the GloVe embeddings
are themselves pre-trained on Wikipedia corpus
which is topical in nature, which is also the domain
of the Yahoo! Answers dataset. Unsurprisingly,
Learnable Word Embeddings Frozen Word Embeddings
Yahoo
1K 2K 5K 10K 25K 1K 2K 5K 10K 25K
BiLSTM 42.9 ± 2.6 50.4 ± 1.4 58.0 ± 0.7 62.8 ± 0.6 67.4 ± 0.2 39.4 ± 3.7 51.0 ± 0.9 58.0 ± 0.8 62.4 ± 0.7 66.5 ± 0.5
ATT 41.9 ± 3.2 48.4 ± 6.2 54.5 ± 4.5 62.8 ± 2.4 67.7 ± 0.7 32.8 ± 3.0 40.4 ± 8.9 62.3 ± 0.3 63.9 ± 1.3 67.4 ± 0.5
MEANPOOL 46.1 ± 3.4 55.2 ± 2.1 60.2 ± 1.3 64.4 ± 0.4 67.5 ± 0.5 48.0 ± 1.9 55.9 ± 1.4 61.7 ± 0.3 64.3 ± 0.2 66.8 ± 0.3
MAXPOOL 50.5 ± 1.0 55.4 ± 0.9 59.9 ± 0.6 63.8 ± 0.3 67.5 ± 0.6 50.7 ± 3.9 57.8 ± 0.6 61.9 ± 0.4 64.0 ± 0.2 67.3 ± 0.6
MAXATT 51.4 ± 1.8 57.4 ± 0.3 60.6 ± 1.0 64.5 ± 0.3 68.1 ± 0.4 52.5 ± 1.4 58.0 ± 0.9 61.6 ± 0.8 64.9 ± 0.9 67.8 ± 0.2
Learnable Word Embeddings Frozen Word Embeddings
Yahoo (left) + Wiki
1K 2K 5K 10K 25K 1K 2K 5K 10K 25K
BiLSTM 45.1 ± 1.0 50.4 ± 0.5 56.3 ± 0.7 61.2 ± 0.7 65.7 ± 0.5 43.0 ± 1.9 48.3 ± 6.6 56.7 ± 0.6 60.8 ± 0.7 64.7 ± 0.3
ATT 26.5 ± 4.5 34.5 ± 8.9 50.5 ± 1.8 59.6 ± 1.0 65.7 ± 0.9 26.1 ± 4.4 36.2 ± 5.0 54.1 ± 3.8 61.6 ± 1.1 65.8 ± 0.3
MEANPOOL 34.4 ± 1.6 38.4 ± 1.7 48.2 ± 2.3 56.1 ± 1.3 63.7 ± 0.3 28.5 ± 5.0 41.1 ± 2.4 52.6 ± 1.2 60.6 ± 0.3 64.6 ± 0.2
MAXPOOL 33.1 ± 2.1 42.5 ± 0.7 50.9 ± 2.2 58.7 ± 1.1 65.1 ± 0.5 31.9 ± 3.5 42.0 ± 1.3 54.6 ± 0.3 60.9 ± 0.8 65.2 ± 0.6
MAXATT 39.8 ± 1.3 46.4 ± 1.0 56.4 ± 0.9 62.7 ± 0.8 66.5 ± 0.7 41.5 ± 2.6 52.6 ± 0.8 59.6 ± 0.4 63.1 ± 0.6 66.2 ± 0.4
Learnable Word Embeddings Frozen Word Embeddings
Yahoo (mid) + Wiki
1K 2K 5K 10K 25K 1K 2K 5K 10K 25K
BiLSTM 12.1 ± 1.1 12.4 ± 1.3 13.1 ± 0.9 13.1 ± 0.9 14.3 ± 3.2 12.7 ± 0.7 13.2 ± 0.6 13.4 ± 0.4 13.4 ± 0.5 15.1 ± 3.2
ATT 28.4 ± 5.2 39.3 ± 9.7 49.6 ± 1.3 58.2 ± 1.1 64.8 ± 0.8 26.6 ± 5.3 34.9 ± 10.1 55.0 ± 0.7 61.8 ± 0.7 65.2 ± 0.5
MEANPOOL 31.5 ± 2.2 40.2 ± 1.9 50.4 ± 1.0 55.8 ± 1.2 63.2 ± 0.8 28.2 ± 5.5 40.9 ± 2.4 51.5 ± 1.3 59.3 ± 0.5 64.1 ± 0.1
MAXPOOL 32.5 ± 2.9 41.2 ± 0.9 47.0 ± 1.9 57.8 ± 1.0 64.3 ± 0.9 29.7 ± 3.5 41.7 ± 1.1 52.5 ± 1.7 59.6 ± 0.8 64.2 ± 0.3
MAXATT 39.4 ± 1.6 46.1 ± 1.5 55.8 ± 1.0 61.1 ± 0.9 66.2 ± 0.2 42.3 ± 1.7 51.1 ± 0.7 58.8 ± 1.0 62.4 ± 0.6 64.9 ± 0.6
Learnable Word Embeddings Frozen Word Embeddings
Yahoo (right) + Wiki
1K 2K 5K 10K 25K 1K 2K 5K 10K 25K
BiLSTM 19.3 ± 2.9 30.5 ± 2.6 49.9 ± 1.5 59.3 ± 0.9 65.4 ± 0.5 20.3 ± 2.8 37.4 ± 2.5 50.1 ± 1.0 59.1 ± 1.6 64.4 ± 0.5
ATT 24.6 ± 3.3 34.3 ± 7.5 50.5 ± 1.6 58.3 ± 2.2 65.2 ± 0.3 20.6 ± 3.7 31.3 ± 4.4 54.8 ± 3.1 62.0 ± 0.7 65.2 ± 0.6
MEANPOOL 30.4 ± 1.0 41.3 ± 1.6 48.7 ± 1.4 55.7 ± 0.8 63.5 ± 0.5 29.8 ± 3.5 41.1 ± 0.7 52.8 ± 1.3 59.9 ± 0.8 64.1 ± 0.9
MAXPOOL 31.5 ± 2.5 41.3 ± 0.9 49.6 ± 1.8 58.9 ± 1.0 64.6 ± 1.0 32.6 ± 1.1 42.6 ± 1.8 54.0 ± 2.3 59.5 ± 0.9 64.3 ± 0.7
MAXATT 39.6 ± 0.8 47.3 ± 1.4 56.6 ± 2.2 62.3 ± 0.9 66.6 ± 0.7 42.6 ± 1.3 51.8 ± 1.0 58.7 ± 0.7 62.5 ± 0.7 65.8 ± 0.5
Table 6: Mean test accuracy (± variance) (in %) on different manipulated settings across 5 random seeds on the
Yahoo dataset. Columns to the right present results when the word-embeddings were not trainable.
with more data (in the 25K data setting), the perfor-
mance of models with learnable word-embeddings
begin to outperform frozen embeddings.
D.3 Short Sentences
For shorter sequences, we reuse two of our text
classification tasks: (1) Yahoo! Answers; and (2)
Yelp Reviews. Similar to the setting with long sen-
tences in the main paper, we use only the text and
labels, ignoring any auxiliary information (like ti-
tle or location). We select subsets of the datasets
with sequences having a length (number of space
separated words) less than 100. We exclude IMDB
dataset because of an insufficient number of short
sentences. A summary of statistics with respect
to sentence length and corpus size is given in Ta-
ble 10.
Dataset Classes Avg.Length
Max
Length
Train
Size
Test
Size
Yahoo! Answers 10 30.1 95 25K 25K
Yelp 5 50.5 95 25K 15K
Table 10: Corpus statistics for classification tasks
(short datasets).
The results for the performance of the trained
models can be found in Table 9. In the ‘Mid’ set-
ting, we observe that BiLSTM performs signifi-
cantly better on shorter sequences as opposed to
the long sequences. For instance, in case of Ya-
hoo Dataset (Mid), under the 25K data setting, the
classification accuracy increases from 14.2% in Ta-
ble 6 to 36.2% in Table 9, which is a significant
improvement from only doing as well as majority
guessing in the former. We note that most of the
learning issues of BiLSTM in long sentence setting
Learnable Word Embeddings Frozen Word Embeddings
Yelp
1K 2K 5K 10K 25K 1K 2K 5K 10K 25K
BiLSTM 39.6 ± 2.7 46.3 ± 1.3 55.6 ± 0.7 58.9 ± 1.1 62.9 ± 0.2 38.4 ± 1.4 43.8 ± 1.2 52.8 ± 0.8 56.8 ± 0.3 59.8 ± 0.4
ATT 42.8 ± 3.4 45.7 ± 3.2 55.8 ± 0.8 59.3 ± 0.7 63.3 ± 0.3 38.4 ± 1.4 47.5 ± 1.9 54.6 ± 3.2 58.4 ± 0.9 62.0 ± 0.6
MEANPOOL 47.5 ± 0.8 52.0 ± 1.3 56.8 ± 0.7 60.5 ± 0.3 63.2 ± 0.2 44.7 ± 2.5 50.4 ± 1.1 55.9 ± 0.2 58.8 ± 0.4 62.2 ± 0.3
MAXPOOL 45.2 ± 2.6 49.4 ± 1.4 56.2 ± 0.6 59.8 ± 0.6 63.5 ± 0.6 44.8 ± 2.2 49.9 ± 1.1 55.4 ± 0.4 58.2 ± 0.7 62.5 ± 0.3
MAXATT 46.3 ± 3.4 49.4 ± 2.4 58.0 ± 0.2 61.3 ± 0.3 64.8 ± 0.5 46.0 ± 2.5 49.9 ± 2.6 56.0 ± 0.5 59.2 ± 0.4 62.0 ± 0.3
Learnable Word Embeddings Frozen Word Embeddings
Yelp (left) + Wiki
1K 2K 5K 10K 25K 1K 2K 5K 10K 25K
BiLSTM 39.0 ± 1.8 44.6 ± 0.7 53.2 ± 0.6 57.8 ± 0.6 61.9 ± 0.4 37.0 ± 1.1 43.3 ± 0.4 50.8 ± 0.8 54.6 ± 0.5 57.8 ± 0.3
ATT 33.7 ± 1.7 43.5 ± 6.6 52.0 ± 2.4 57.1 ± 0.3 62.0 ± 0.7 32.7 ± 0.4 34.2 ± 2.2 49.9 ± 3.7 55.7 ± 1.0 60.3 ± 0.7
MEANPOOL 41.0 ± 1.2 43.6 ± 2.2 52.9 ± 1.0 57.6 ± 0.8 61.7 ± 0.9 34.9 ± 2.3 41.8 ± 2.7 53.2 ± 0.7 56.9 ± 1.1 59.9 ± 0.3
MAXPOOL 39.3 ± 1.3 46.5 ± 0.5 52.6 ± 0.6 57.8 ± 0.4 63.3 ± 0.5 36.9 ± 0.7 45.1 ± 0.7 52.5 ± 0.6 57.0 ± 0.4 60.8 ± 0.2
MAXATT 43.6 ± 1.1 50.4 ± 1.2 56.5 ± 0.5 60.6 ± 0.5 64.5 ± 0.5 41.1 ± 1.9 49.2 ± 0.9 54.1 ± 0.6 58.0 ± 0.3 61.3 ± 0.4
Learnable Word Embeddings Frozen Word Embeddings
Yelp (mid) + Wiki
1K 2K 5K 10K 25K 1K 2K 5K 10K 25K
BiLSTM 32.3 ± 0.1 32.3 ± 0.1 32.3 ± 0.2 32.4 ± 0.1 32.5 ± 0.2 32.1 ± 0.4 32.3 ± 0.1 32.2 ± 0.2 32.2 ± 0.1 32.6 ± 0.1
ATT 33.6 ± 1.6 40.0 ± 4.3 53.7 ± 0.6 57.4 ± 0.8 62.3 ± 0.9 32.4 ± 0.0 36.1 ± 4.3 50.4 ± 5.9 56.6 ± 1.2 59.6 ± 0.9
MEANPOOL 39.7 ± 1.3 44.6 ± 2.8 54.3 ± 0.6 57.7 ± 0.7 61.7 ± 0.4 36.0 ± 2.9 42.7 ± 3.8 53.1 ± 0.3 56.5 ± 0.4 60.1 ± 0.4
MAXPOOL 38.7 ± 1.5 46.2 ± 0.5 52.6 ± 0.4 57.6 ± 0.2 62.6 ± 0.5 37.1 ± 0.6 43.8 ± 1.5 52.6 ± 0.4 56.4 ± 0.3 60.7 ± 0.4
MAXATT 41.5 ± 2.0 50.1 ± 1.5 56.0 ± 0.3 60.3 ± 0.3 63.8 ± 0.4 39.1 ± 1.3 48.7 ± 0.8 53.1 ± 0.5 57.7 ± 0.3 61.1 ± 0.2
Learnable Word Embeddings Frozen Word Embeddings
Yelp (right) + Wiki
1K 2K 5K 10K 25K 1K 2K 5K 10K 25K
BiLSTM 31.8 ± 0.6 39.5 ± 0.6 51.8 ± 0.2 57.4 ± 0.4 62.4 ± 0.3 31.9 ± 0.4 37.1 ± 2.5 49.5 ± 0.5 54.8 ± 0.5 59.3 ± 0.4
ATT 36.9 ± 2.7 43.2 ± 3.2 52.2 ± 4.0 57.2 ± 1.2 62.4 ± 0.6 32.8 ± 0.6 37.7 ± 3.1 43.5 ± 6.8 55.5 ± 1.1 60.0 ± 0.6
MEANPOOL 38.9 ± 3.0 46.6 ± 0.7 54.2 ± 0.9 57.4 ± 0.8 62.0 ± 0.7 36.4 ± 1.7 44.2 ± 1.8 53.0 ± 0.9 56.4 ± 0.7 60.4 ± 0.4
MAXPOOL 39.1 ± 1.1 47.1 ± 0.9 53.7 ± 0.5 58.4 ± 0.2 64.0 ± 0.5 38.3 ± 1.4 45.4 ± 1.6 52.6 ± 0.6 56.8 ± 0.3 61.4 ± 0.4
MAXATT 43.0 ± 1.5 51.2 ± 0.8 55.9 ± 0.4 60.8 ± 0.6 64.5 ± 0.4 41.0 ± 1.3 49.5 ± 0.6 53.6 ± 0.3 58.0 ± 0.3 61.3 ± 0.4
Table 7: Mean test accuracy (± variance) (in %) on different manipulated settings across 5 random seeds on the
Yelp dataset. Columns to the right present results when the word-embeddings were not trainable.
are largely absent when sentence lengths are short,
with BiLSTM also emerging as the best-performing
model in a few cases. This corroborates the effect
of gradients vanishing with longer time steps.
D.4 On using regularization
For the experiments in the work, we do not reg-
ularize trained LSTMs. This has two analytical
advantages (1) we can examine the benefits of pool-
ing without having to account for the the effect
of regularization; and (2) training to 100% accu-
racy acts as an indicator of training the models
adequately. However, for validation, we also per-
formed our experiments on the IMDB dataset with
2 different types of regularization schemes, follow-
ing best practices used in previous works (Merity
et al., 2017). We use DropConnect (Wan et al.,
2013) 11 and Weight Decay 12 for regularization
of all the models. We observe that the effect of
regularization consistently improves the final accu-
racies by 1-2% across the board. However, even
after sustained training (up to 50 epochs), BiLSTM
still suffers from the learning issues outlined in
the paper. The goal of this paper is not to study
the effect of various regularization schemes, but to
merely understand the effect pooling in improving
the performance of BiLSTM.
E Fine-grained Positional Biases
We detail the method for calculating the Normal-
ized Word Importance (NWI) score in Algorithm 1.
11grid search over mask rate: {0.1,0.3,0.5}
12grid search over decay value: {10−3, 10−4, 10−6, 10−8}
Learnable Word Embeddings Frozen Word Embeddings
Gender
1K 2K 5K 10K 1K 2K 5K 10K
BiLSTM 88.5 ± 3.4 96.9 ± 1.8 99.9 ± 0.1 99.9 ± 0.0 88.8 ± 4.8 99.1 ± 0.2 99.9 ± 0.0 99.9 ± 0.0
ATT 92.3 ± 5.7 99.0 ± 0.9 99.9 ± 0.1 99.9 ± 0.1 85.2 ± 11.0 93.5 ± 10.7 99.2 ± 1.5 100.0 ± 0.0
MEANPOOL 91.2 ± 1.5 97.4 ± 0.4 99.7 ± 0.2 99.9 ± 0.0 90.7 ± 3.3 96.1 ± 4.5 99.7 ± 0.3 100.0 ± 0.0
MAXPOOL 98.6 ± 1.4 99.8 ± 0.1 100.0 ± 0.0 100.0 ± 0.0 98.8 ± 1.3 99.9 ± 0.0 100.0 ± 0.0 100.0 ± 0.0
MAXATT 99.1 ± 1.1 99.8 ± 0.2 100.0 ± 0.0 100.0 ± 0.0 97.8 ± 3.8 99.8 ± 0.1 100.0 ± 0.0 100.0 ± 0.0
Learnable Word Embeddings Frozen Word Embeddings
Gender(left) + Gender (Masked)
1K 2K 5K 10K 1K 2K 5K 10K
BiLSTM 82.6 ± 3.6 96.0 ± 1.0 99.9 ± 0.1 99.9 ± 0.0 81.7 ± 5.3 99.6 ± 0.1 99.9 ± 0.0 99.9 ± 0.0
ATT 71.6 ± 3.2 93.4 ± 4.2 99.7 ± 0.2 99.9 ± 0.0 72.1 ± 2.8 92.7 ± 9.3 99.9 ± 0.1 99.9 ± 0.1
MEANPOOL 78.2 ± 4.3 90.5 ± 2.9 99.7 ± 0.3 99.4 ± 0.7 73.9 ± 5.6 96.9 ± 1.5 99.7 ± 0.4 99.8 ± 0.2
MAXPOOL 99.7 ± 0.1 99.9 ± 0.0 100.0 ± 0.0 100.0 ± 0.0 99.6 ± 0.2 99.9 ± 0.1 100.0 ± 0.0 100.0 ± 0.0
MAXATT 98.1 ± 3.4 99.9 ± 0.0 100.0 ± 0.0 100.0 ± 0.0 99.6 ± 0.5 99.9 ± 0.0 100.0 ± 0.0 100.0 ± 0.0
Learnable Word Embeddings Frozen Word Embeddings
Gender (mid) + Gender (Masked)
1K 2K 5K 10K 1K 2K 5K 10K
BiLSTM 76.7 ± 3.5 90.5 ± 1.0 99.5 ± 0.3 100.0 ± 0.0 72.9 ± 1.3 97.5 ± 1.4 99.9 ± 0.1 99.9 ± 0.0
ATT 78.8 ± 8.5 93.1 ± 7.7 99.9 ± 0.0 100.0 ± 0.0 76.3 ± 7.9 87.0 ± 15.3 99.9 ± 0.0 99.9 ± 0.1
MEANPOOL 80.6 ± 4.1 94.4 ± 1.9 99.9 ± 0.1 99.9 ± 0.1 80.5 ± 6.9 98.4 ± 0.8 99.6 ± 0.5 100.0 ± 0.0
MAXPOOL 99.8 ± 0.1 99.9 ± 0.2 100.0 ± 0.0 100.0 ± 0.0 99.6 ± 0.2 99.8 ± 0.1 100.0 ± 0.0 100.0 ± 0.0
MAXATT 99.0 ± 1.1 100.0 ± 0.0 100.0 ± 0.0 100.0 ± 0.0 99.7 ± 0.2 99.9 ± 0.0 100.0 ± 0.0 100.0 ± 0.0
Learnable Word Embeddings Frozen Word Embeddings
Gender (right) + Gender (Masked)
1K 2K 5K 10K 1K 2K 5K 10K
BiLSTM 75.2 ± 4.4 91.0 ± 1.4 99.7 ± 0.3 100.0 ± 0.0 74.6 ± 3.2 96.4 ± 3.7 99.9 ± 0.1 99.9 ± 0.0
ATT 85.3 ± 11.9 95.7 ± 4.9 99.9 ± 0.1 99.9 ± 0.1 71.3 ± 3.1 93.1 ± 10.9 97.2 ± 5.0 100.0 ± 0.0
MEANPOOL 75.4 ± 6.1 93.0 ± 2.4 99.0 ± 0.9 99.9 ± 0.1 79.8 ± 7.4 98.4 ± 1.3 99.7 ± 0.3 100.0 ± 0.0
MAXPOOL 99.8 ± 0.1 99.9 ± 0.0 100.0 ± 0.0 100.0 ± 0.0 99.7 ± 0.3 99.9 ± 0.1 100.0 ± 0.0 100.0 ± 0.0
MAXATT 98.3 ± 2.9 100.0 ± 0.0 100.0 ± 0.0 100.0 ± 0.0 99.6 ± 0.3 100.0 ± 0.0 100.0 ± 0.0 100.0 ± 0.0
Table 8: Mean test accuracy (± variance) (in %) on different manipulated settings across 5 random seeds on the
Gender Identification dataset. Columns to the right present results when the word-embeddings were not trainable.
Algorithm 1 NWI evaluation
Input: softmax classifier Pθ, test set D
Parameters: k
for sj = {x1j , . . . , xnj }, yj in D do
pj = log{Pθ(yj |sj)}
for t = 0 . . . nk do
stj = {x1j , . . . , xk.tj ,UNK, . . . ,UNK︸ ︷︷ ︸
k words
, . . . , xnj }
ptj = log{Pθ(yj |stj)}
δtj = |ptj − pj |
end for
nwij =
δj
maxt∈(1, n
k
) δ
t
j
nwij = nwij −mint∈(1,n
k
) δ
t
j
nwij = LinInterp(nwij , nk , 100)
end for
return
∑|D|
j=1 nwij
*LinInterp(x, n, l) linearly interpolates in-
put distribution x of n discrete steps to l steps.
The parameter k can be appropriately adjusted.
For a sentence of length 100, setting an extremely
low value of k (say 1) may have very little impact
of the model’s prediction log{Pθ(yj |stj)} for all
positions t. On the other hand, setting an extremely
high value of k (say 20) may provide only few
data points, and also change the model prediction
drastically at all values of t.
Complete graphs for the positional importance
(as perceived by the model) of words are detailed in
this section. The trends observed for the remaining
datasets are similar to the representative graphs for
IMDB shown in the main paper. We show graphs
for the Yahoo dataset in Figures 9b, 9e, 9h, 9k and
for the Yelp dataset in Figures 9c,9f, 9i, 9l.
Practical Implications Our findings suggest
that adversaries can easily replace the middle por-
tion of texts with racist or abusive sentences, and
Datasets with Short Sentences
Yahoo Dataset Yelp Dataset
1K 2K 5K 10K 25K 1K 2K 5K 10K 25K
BiLSTM 23.4 ± 2.0 27.1 ± 3.2 34.2 ± 1.8 41.0 ± 0.4 45.9 ± 0.3 56.7 ± 0.4 59.1 ± 1.6 62.4 ± 0.7 64.8 ± 1.0 68.9 ± 0.5
ATT 22.2 ± 1.9 29.0 ± 2.5 34.3 ± 1.4 42.0 ± 0.5 46.1 ± 0.3 56.4 ± 2.0 60.2 ± 0.9 62.2 ± 1.0 65.6 ± 0.6 69.6 ± 0.3
MEANPOOL 23.4 ± 1.4 29.7 ± 2.2 34.8 ± 1.3 42.2 ± 0.3 46.0 ± 0.4 57.3 ± 1.5 59.6 ± 1.3 63.1 ± 0.7 64.8 ± 1.3 69.1 ± 0.2
MAXPOOL 26.1 ± 2.7 31.3 ± 1.5 37.0 ± 1.4 43.1 ± 0.3 46.6 ± 0.4 57.3 ± 0.6 60.3 ± 1.5 63.7 ± 1.1 65.6 ± 1.1 69.3 ± 0.3
MAXATT 24.6 ± 1.1 30.1 ± 2.4 37.3 ± 0.5 42.9 ± 0.5 46.7 ± 0.4 56.9 ± 0.6 60.1 ± 1.0 63.9 ± 1.0 66.2 ± 1.5 69.9 ± 0.2
Yahoo (left) + Wiki Yelp (left) + Wiki
1K 2K 5K 10K 25K 1K 2K 5K 10K 25K
BiLSTM 23.3 ± 0.9 28.7 ± 0.5 34.3 ± 0.5 38.4 ± 0.4 43.0 ± 0.3 53.8 ± 1.1 58.4 ± 1.2 62.7 ± 0.3 65.1 ± 0.3 67.8 ± 0.2
ATT 18.3 ± 2.1 23.8 ± 2.4 31.7 ± 1.1 36.7 ± 0.5 42.6 ± 0.3 52.1 ± 0.2 53.6 ± 1.5 58.5 ± 1.0 62.9 ± 2.0 67.2 ± 0.8
MEANPOOL 16.9 ± 1.3 21.2 ± 1.0 27.3 ± 0.7 32.1 ± 1.0 40.5 ± 0.6 52.3 ± 0.1 54.9 ± 0.9 60.1 ± 1.1 63.5 ± 0.5 67.1 ± 0.8
MAXPOOL 19.6 ± 1.1 24.3 ± 1.2 31.4 ± 0.5 37.0 ± 0.6 42.6 ± 0.3 52.0 ± 1.3 57.3 ± 0.5 61.6 ± 0.6 64.7 ± 0.6 68.3 ± 0.3
MAXATT 23.2 ± 1.9 27.6 ± 0.8 35.3 ± 0.5 39.5 ± 0.6 44.0 ± 0.1 53.2 ± 1.1 58.2 ± 0.8 63.8 ± 0.8 66.3 ± 0.6 69.2 ± 0.4
Yahoo (mid) + Wiki Yelp (mid) + Wiki
1K 2K 5K 10K 25K 1K 2K 5K 10K 25K
BiLSTM 10.6 ± 0.4 11.2 ± 1.2 19.6 ± 0.6 26.7 ± 0.6 36.2 ± 0.7 52.2 ± 0.0 52.2 ± 0.0 52.2 ± 0.0 52.2 ± 0.0 60.4 ± 1.4
ATT 13.5 ± 1.7 21.4 ± 2.2 29.0 ± 0.9 31.4 ± 2.9 40.3 ± 0.4 51.9 ± 0.4 54.2 ± 1.3 59.8 ± 1.7 63.5 ± 0.5 67.9 ± 0.3
MEANPOOL 16.4 ± 0.8 20.9 ± 1.5 28.1 ± 1.0 31.9 ± 0.8 38.6 ± 0.5 52.5 ± 0.5 55.9 ± 1.4 60.4 ± 0.6 63.5 ± 0.3 67.4 ± 0.4
MAXPOOL 18.4 ± 1.9 24.5 ± 1.2 29.9 ± 0.8 34.5 ± 0.5 39.9 ± 0.5 51.4 ± 1.7 57.4 ± 0.4 60.6 ± 0.1 64.5 ± 0.3 68.0 ± 0.4
MAXATT 20.0 ± 1.9 27.1 ± 0.8 33.0 ± 0.8 36.5 ± 0.4 41.6 ± 0.2 52.8 ± 1.8 59.0 ± 0.4 63.9 ± 0.3 65.8 ± 0.4 68.9 ± 0.1
Yahoo (right) + Wiki Yelp (right) + Wiki
1K 2K 5K 10K 25K 1K 2K 5K 10K 25K
BiLSTM 15.0 ± 0.9 21.8 ± 0.5 32.2 ± 0.4 37.2 ± 0.2 42.5 ± 0.2 52.2 ± 0.0 54.5 ± 2.2 61.2 ± 0.5 65.0 ± 0.3 68.2 ± 0.3
ATT 15.9 ± 2.5 23.2 ± 2.9 32.5 ± 1.4 36.7 ± 1.1 42.4 ± 0.7 52.4 ± 0.8 53.1 ± 1.2 60.9 ± 1.4 64.3 ± 0.6 67.7 ± 0.1
MEANPOOL 15.3 ± 1.5 21.7 ± 1.1 27.8 ± 0.7 32.6 ± 1.4 40.1 ± 0.6 52.7 ± 0.6 55.3 ± 1.5 60.8 ± 0.4 63.6 ± 0.4 67.5 ± 0.3
MAXPOOL 18.3 ± 1.3 24.0 ± 1.1 32.2 ± 0.3 37.7 ± 0.5 42.8 ± 0.7 52.8 ± 0.7 57.9 ± 0.4 61.1 ± 0.3 65.2 ± 0.4 68.7 ± 0.4
MAXATT 23.0 ± 0.6 28.0 ± 1.0 34.4 ± 0.9 39.9 ± 0.2 43.8 ± 0.5 53.9 ± 0.9 59.3 ± 0.7 64.2 ± 0.3 66.4 ± 0.6 69.5 ± 0.1
Table 9: Mean test accuracy (± variance) (in %) on different manipulated settings across 5 random seeds on the
Yahoo, Yelp datasets with short sentences (less than 100 words).
still stay undetected by BiLSTM based detection
systems. This is because BiLSTM attributes little
or no importance to words in the middle of the in-
put. Pooling based models are able to circumvent
this issue by being able to attribute importance to
words irrespective of their position.
E.1 NWI for Short sentences
We repeat our experiments of NWI evaluation on
the datasets with short sentences (<100 words)
as described in Appendix D.3. It is interesting to
observe the graphs on the Yahoo and Yelp short
datasets in Figure 10, where due to the short sen-
tence length, even BiLSTM is able to show the
desired importance characteristic in case of mid
setting. This supports the fact that the test time ac-
curacies in the mid setting are no longer as bad as
a majority class predictor. Interestingly, in case of
short sentences in the mid setting (Figures 10c,10f),
we observe three peaks in the NWI graph. The one
in the middle is expected given the data distribu-
tion. However, the two peaks in NWI at the extreme
ends help establish that while BiLSTM is able to
propagate gradients to the middle given the short
sentences, it is still not able to forego the extreme
bias towards the end tokens.
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Figure 9: Normalized Word Importance w.r.t. word position for k = 5; averaged over sentences of length between
400-500 on the IMDB, Yahoo, Yelp (25K) Datasets. Results shown for the ‘standard’, ‘left’, ‘mid’ and ‘right’
training settings described in § 6.2. The vertical red line represents an approximate separator between relevant
and irrelevant information (by construction). Eg: The word positions to the ‘left’ of the vertical line in graphs in
the second row of the Figure contain data from true input examples, while those to the right contain Wikipedia
sentences.
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Figure 10: Normalized Word Importance w.r.t. word position for k = 3; averaged over sentences of length between
50-60 on the Yahoo, Yelp (25K) Datasets. Results shown for the ‘standard’, ‘left’ and ‘mid’ training settings de-
scribed in Appendix D.3. The vertical red line represents an approximate separator between relevant and irrelevant
information (by construction). Eg: The word positions to the ‘left’ of the vertical line in (b), (e) contain data from
true input examples, while those to the right contain Wikipedia sentences.
