This paper studies a basket of risk statistics that are widely used to measure investment performance. Those risk statistics were used to rank the performance of the assets. The dependent information was removed from the set of risk measures that were used in the test. The risk statistics were standardized and linearly transformed into a new set of factors where principal component analysis was used. A predicting model for assets returns was introduced by regressing 12 weeks forward rank of returns on the historical ranks of risk statistics. A set of Mutual funds has been the subject of our study. We noted that not all risk statistics should be included in the model when establishing an investment strategy. Lastly, we constructed the investment strategy based on the prediction model using a set of independent active statistics.
Introduction
Many statistical models have been developed to construct an investment strategy based on the prediction of future returns of different asset classes. However, it has been widely argued that most of these models have some assumptions that are not realistic and that the return of an asset can not be predicted from the historical information. Goyal and Welch (2004) claim that not a single regression predicting model would have helped a real-world investor. Bossaerts and Hillion (1999) argue that the prediction models have no out-of-sample forecasting power. Paye and Timmermann (2006) explain that the return forecasting models have a very weak out-of-sample predictability. The purpose of this work is to establish an unbiased assumptionfree prediction model that has high performance for the class of managed funds. In our research we have found clear evidence based on prediction of managed fund returns that an asset allocation strategy can outperform the market. We looked at the historical movement of the assets and analyzed their performance. The risk and the performance statistics associated with a financial asset describe the fluctuations of an asset during a specific time period. Risk statistics measure historical risk but may not reflect the future performance of the assets. We have illustrated this by looking at the performance of an investment strategy based on a set of commonly used risk statistics. The results demonstrated that some risk statistics performed better than the others and that we should limit the number of statistics used in the allocation process.
Many risk functions can be used to compute the performance of an investment. We have used 15 popular risk statistics where the return plays an important role in the calculations. We looked at the relative measure of the statistics by considering the rank of the asset according to each statistic calculated among all other assets used in the test. We determined the order of the ranking (ascending or descending) according to the natural preference of the investor.
When using a basket of statistics all based on returns, it seemed likely that there would be a considerable degree of co-dependence as evidenced by the correlation between the ranks of the statistics. That is why we initially restrict to 15 risk measures among much larger set of available risk measures. The dependent information among the 15 risk statistics was investigated and removed from the set of predictor risk measures. The nine remaining risk statistics were then standardized and linearly transformed into a new set of factors using a variable reduction technique to create uncorrelated factors that explain the variation within the original data. The transformed factors created were ordered by explanatory power. A subset of the factors with the greatest contribution to the overall variation within the dataset was used to establish an investment strategy based on the prediction of the rank of assets returns using a linear regression model. The parameters estimated from the regression were linearly transformed back into coefficients on the original risk statistics. For each prediction period we created a set of ten portfolios each of which containing 10% of the available assets by segmenting the universe into deciles according to predicted rank of asset returns. The return of each established portfolio was analysed and compared with our universe which was an equally weighted portfolio of all available assets at the time.
We collected time series of weekly return data for a set of 1132 Mutual funds and these data were the subject of our test. We used 12 weeks of historical returns to calculate the risk factors used to predict 12 weeks-forward rank of returns. We regressed the forward rank of returns on the historical ranks of risk factors. We examined the profitability of the prediction model using the coefficients obtained from the regression model to predict the rank of fund returns for a further 12 weeks forward.
The article is organized as follows. In section 2, we present the data and calculate the required variables to be used in the model. The dependent information among the risk statistics is investigated and removed from the test in section 3. We introduce and illustrate the prediction model in section 4. Section 5 discusses the prediction power of the model where some real examples are given. In section 6, we briefly compare different models based on the statistics used in each model. Our conclusion is drawn in section 7.
Data and Predictor Variables
A set of 1132 Mutual funds were used in our test. At any given point of time, the number of Mutual funds used is the subset of the 1132 funds that reported for the 24 weeks period under consideration. Therefore, for any 24-weeks period (12-weeks for historical statistic computation and 12-weeks for future return computation) under investigation, we use the subset of funds that reported for the period. We denote the number of Mutual funds under investigation at each time point t by N t (see Appendix for detailed number of available funds at each period). We used 12 weeks historical risk statistics based on weekly returns data to predict 12 weeks forward rank of returns. A set of 756 weekly prices from 19-Aug-1997 until 07-Feb-2012 were used in the calculations. These quotes were used to calculate 755 weekly returns, r t . Initially we had 755 observations to calculate the 15 risk statistics. A rolling window of 12 consecutive weeks was used to compute the risk statistics at each time step. A new time series of 744 periods was generated for each of the 15 risk statistics.
The funds were ranked for each statistic from the best to the worst performance according to the sign of the statistic which represented the natural investor preference 3 as shown in Table   1 . This set of ranked statistics is referred to as the Rank-Statistics RS in the rest of this paper where RS k,t is a N t x 1 vector corresponding to the k risk statistic at time t. The risk statistics were standardized and made comparable by looking at their Rank-Statistics rather than their quantities. The statistics that were used in test are defined in the Table 2 . 
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Testing the Independence of the Dataset
Initially we calculated the rank correlation (see M.G. Kendall 1938 ) matrix between the RankStatistics at each period and then we calculated the average absolute value of the correlation over the whole 744 weeks. In Table 3 we highlight the pairs which are highly correlated with scores of more than 70%. However, we were still concerned that some of the statistics might be linearly dependent upon a combination of other statistics. Therefore, we devised a test of the data across all the time periods that identified highly dependent sets within the data that persisted throughout the time interval. Our method of investigating the dependence present among the Rank-Statistics across all linear combinations using regression analysis is described below.
Table3: Average Correlation Matrix between the Statistics
1. The statistics were computed using the definitions in Table 2 over rolling 12 weeks sub-periods as described in Section 2.
2. The Rank-Statistics were computed using Table 1 to produce 15 vectors of length N t for each rolling sub-period.
3. For each sub-period, we regressed all the possible combinations of the 15 RankStatistics starting with pairs, then triples and so forth.
a. We identified a regression where the coefficient of determination, R 2 , was at least 95%.
b. We removed the regressand from the set of Rank-Statistics being tested for that sub-period.
c. We restarted step 3 of the test using the remaining Rank-Statistics at the subperiod.
d. We continued the regression testing for that sub-period until all the possible combinations had been considered or all the Rank-Statistics eliminated.
e. We scored 1 for each statistic that was involved in a regression for which the R 2 was at least 95% for that sub-period.
4. We then moved to the next sub-period and repeated the same procedure until we completed 744 sub-periods.
5. All the instances of a Rank-Statistic featuring in a regression with an R 2 of at least 95% as a regressor or regressand were counted and plotted as a relative frequency histogram in Figure 1 . The chart shows that there were nine Rank-Statistics which featured in regressions with high R 2 statistics in more than 90% of the cases. This supported our intuition that some of the Rank-Statistics could be eliminated without losing performance information.
We studied the components of each combination that passed the test at each sub-period and summarized the results:
 The most dependent statistics were statistics 9, 10, 11 and 12 which appeared as two pairs of statistics 9 and 11 and statistics 10 and 12 in all periods.
 Statistics 7 and 8 occurred more frequently than the other statistics.
 Statistics 4, 5, 6, 7 and 8 were highly dependent and appeared in most periods as pairs, triples, or a combination.
 Statistics 1 and 2 appeared together very often with a combination of statistics 11 and 12.
 Statistic 2 appeared either with statistic 3 as a pair or with a combination of other statistics.
 Statistic 6 appeared with the pair of statistics 4 and 8 very often.
 Statistic 13 appeared in combination with statistics 11and 12 or with statistics 6 and 8.
Using the above regression test, correlation analysis and by looking at the nature of the definitions of the risk statistics, we considered that the information contained within RankStatistics 2, 5, 6, 8, 11 and 12 could be generated from the remaining Rank-Statistics and therefore we could exclude them. We repeated the dependence test among the remaining nine
Rank-Statistics and Figure 1 clearly shows that the co-linearity risk was very significantly reduced. Remark: We point out the dependence relation discovered is based on the fund returns we were investigating. We are not claiming that included Rank-Statistics are mathematically dependent.
Prediction Model
Our goal was to construct an investment technique based on predicting rank of returns using the information contained in the remaining nine Rank-Statistics. However, the dataset was still correlated and we risked building an over-specified model by using all the RankStatistics directly within a regression framework. We overcame this difficulty by using 
Statistics Index

Before reduction After reduction
Principal Component Analysis (PCA). The prediction test was conducted sequentially for each sub-period of the 744 period time interval so that 732 predictions were calculated.
Principal Component Analysis
We chose to apply Principal Component Analysis (PCA) to our dataset to reduce the dimensionality of the problem whilst producing uncorrelated factors. Initially proposed by Pearson (1901) , it was developed by Hotelling (1933) (see textbooks Dunteman, 1989; Jolliffe I. 2002) . PCA applications vary between signal networks, gene expression (e.g. Yeung and Ruzzo, 2001; Raychaudhuri et al., 2000) , image compression; face recognition and modern Geography (e.g. S. Daultrey, 1976) . The covariance matrix of the original set of statistics expresses the variability and covariability of the dataset. PCA, which is singular value decomposition (SVD) problem, extracts orthogonal factors in descending order of importance as defined by the factor variance. The factors are a rotation of the original data and the complete set of nine principal components explain all the variation observed in the original dataset. Generally, we find that the first two or three factors explain most of the variation whilst the rest of the factors tend to capture noise. Therefore by selecting the first two or three factors and using those in our model building we capture the essence of the original dataset with a few uncorrelated variables.
We represent the Rank-Statistics by RS k where each row of RS corresponds to a RankStatistic, and denote the new factors by F k,t . We centred the Rank-Statistics such that each had a zero mean by subtracting the mean of the sample from each of the observations. In most applications of PCA the data are normalised by scaling the variables according to their standard deviations. However this is not necessary with Rank-Statistics as all our variables have the same standard deviation because each Rank-Statistic consists of the unique ranks between 1 and N t .
Figure 2: The Cumulative Explanatory Power of the Principal Components
The eigenvalue of each factor directly measures the explanatory power of the factor relative to the complete variation of the original dataset. The eigenvalue analysis in Figure 2 shows that the first three components explain the vast majority of the variation in the Rank-Statistics dataset with an average 88% of the variation of the original variables explained. We wanted to select the factors which made the greatest contribution to the variation in the RankStatistics. As a cross-validation we regressed the Ranked Returns against the complete set of Principal Components lagged by 12 periods and noted the frequency of factors that had statistically significant coefficients at the threshold of 1% as shown in Figure 3 . We saw that the first three factors scored the highest frequency. These selected factors were those corresponding to the largest eigenvalues. Therefore, we eliminated the subsequent factors which had less explanatory power from the dataset to reduce its dimensionality and
constructed the model using only the first three factors. Using the factor loadings calculated within the PCA the estimated model could be restated in terms of the original nine variables.
Figure 3: Frequency of Statistically Significant Betas across Time Interval
Linear Regression
Having reduced the number of factors to consider we estimated the prediction model using a multiple linear regression of the ranks of returns against the reduced set of PCA factors lagged by 12 weeks as illustrated in Timeline 2. We then applied the PCA transform weights to the resultant regression to give a set of coefficients for the nine Rank-Statistics underlying the PCA. The prediction model is set out in Table 4 . 
Power of the Model
We tested the power of the model by applying the model obtained at each time step to the next twelve-week forward period and compared the predicted ranks with the actual ones.
Out of Sample Testing Time Dependence of the Model
As described in section 4, betas were obtained by regressing each week's ranked returns against the first three Principal Components lagged by 12 weeks (week 13 returns vs week 1 components, week 14 vs week 2,…, week 221 vs week 209).Timeline 3 shows how the estimated models were tested out of sample by using data from the next week not included in the estimation process to predict following 12 forward weeks ranked returns. This means that the coefficients estimated from the regression of week 13 ranked returns on principal components estimated for week 1 were used with week 13's Rank-Statistics to predict rank of returns of week 25 and so forth. The rank correlation (see M.G. Kendall, 1938) was computed between actual returns (AR) and predicted returns (PR) as a predictive power indicator of the model. The indicator of the model is shown in Figure 4 .The quality of the predictor is illustrated by the rank correlation statistic. The chart shows that the correlation persists for periods of several months in some years like 2010.However, there were periods when the correlation was highly negative and the model underperformed, but as an overall long-term investment strategy, the model outperformed the market using different years as starting points for investment.
Timeline 3 Figure 4: Correlation Predictability Indicator for Mutual Funds
We have further illustrated the quality of the model in Figure 5 by showing an example of the actual ranked returns vs the prediction made 12 weeks previously using coefficients estimated twenty four weeks before the outcome and ranked returns 12 weeks before the outcome. In the example shown in Figure 5 , there was a good prediction of the actual ranked returns, rank correlation of 56%, with a swarm around the line of perfect prediction. 
Performance Test and Investment Strategy
As indicated from the results of testing the predictability of ranked returns, the method seemed likely to yield an effective investment strategy for Mutual Funds. Our next step was to determine an investment strategy to exploit this information. Our approach was to divide the funds into ten groups according to their predicted ranks of returns. We then constructed ten disjoint portfolios that each represented 10% of the funds in our sample. Portfolio "0.1", "first decile portfolio", represented the first decile of predicted funds while portfolio "0.2", "second decile portfolio", represented second decile of funds and so forth. The portfolio asset allocation is determined at each time step to reflect the flexibility of the prediction model. As our prediction period was 12 weeks ahead we constructed an algorithmic trading test where we purchased each portfolio at week t and sold each one at week t + 12 and measured the realised return. The process was repeated for each week from week 13 to week 732 and the In Figure 7 we show the frequency with which each portfolio falls into each decile of observed performance. The charts show that "decile portfolio" strategy with rebalancing each period had a high predictive frequency such that the modal value for each portfolio is the same as its decile predicted. The second most frequent outcome was a reversal of the order of portfolio returns such that the "first decile portfolio" produced the "weakest portfolio returns" and so forth. This suggests that there are times when a contrarian strategy may be beneficial. 8.0%
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Volatility
We have compared the performance of the "first decile portfolio" to that of our universe by creating an equally weighted portfolio of all the available funds at each time period which we refer to as the "ETF Index". Figure 8 shows the distribution of "first decile portfolio" and "last decile portfolio"
performance compared with that of the ETF Index portfolio. The chart and Omega ratios of the distributions (See Appendix for details) show that "1 st decile portfolio" has performed best in respect to producing gains relative to accepting losses and that "last decile portfolio" has performed worse than the "ETF Index" with lower Omega ratio. This chart shows how the prediction model has discriminated between the better and worse performing funds.
Figure 8: Probability Distribution Function of First and Last Decile Portfolios vs ETF Index
In Figure 9 we show that the rolling quarterly performance of the "first decile portfolio" is greater than the "ETF Index" performance in 64% of instances. The average 12 weekly return of the "first decile portfolio" is 1.3% compared with an average 12 weekly return from the "ETF Index" of 0.6%. For those quarterly investment periods when the "ETF Index" was positive, the "first decile portfolio" captured, on average, 117% of the performance of the of the "ETF Index", whilst for those quarterly periods when the "ETF Index was negative" the "first decile portfolio" only captured 78% of the "ETF Index" loss. Thus, the portfolio outperforms on both the upside and the downside. In Figure 10 we show the results obtained when we simulated the performance of a strategy of selecting the "decile portfolios" and rebalancing them according to the model predictions every 12 weeks starting 3 March 1998 and calculating cumulative performance. Our starting point in 1998 coincides with a period of negative rank correlations between actual and predicted ranks for the model and therefore the weakness of performance in the first year is not unexpected. The following two years, 1999 and 2000, we saw a high rank correlation. We can see this in Figure 9 where the points labelled "Rank 1" represent the periods when the "first decile portfolio" was the best performer and those labelled "Rank 10" represent period when the "first decile portfolio" was the worst performing one. We encountered bad investment periods when we faced a bear market and good investment periods when we had a bull market.
Although the weekly performance characteristics of the strategy were strongest for the periods when the predictions of the ranks are strongest, the strategy provided an attractive return over the whole time interval. Figure 10 clearly shows that the model have predictive power over the whole period as the ranking of the performance observed at the end of the time interval matches that of the "decile portfolios". We confirmed these results by applying this strategy to all the 12 possible starting dates (each week from 03 Feb 1998 to 21April
1998 and found the results were consistent across all the starting dates. We have constructed the investment strategy for different starting years and found very similar results for each starting year considered. 
Active Statistics
We have included a set of nine statistics with moderate to low correlation between the pairs and used the first three principal components to predict the rank of returns. We then investigated whether all nine statistics in the set were active statistics and should be included in the prediction model.
We suspected that not all the statistics should be included, so we tested all combinations of the available statistics starting with all nine statistics ( ), 8, 7, 6 … and three statistics ( ) and calculated the principal components. We used the first three factors produced by transforming the chosen statistics using principal components to build our prediction model. We then tested the return performance for each model represented by its statistics. We then looked at the "first decile portfolio" 0.1 which was of our interests. We then took the average of the portfolio's "12-weeks returns" from week 13 to 732 as we did in Figure 6 . The results are shown as gray circles on Figure 11 .
We had repeated the test again for all combinations of statistics but without transforming the available statistics into principal components assuming that the 12-weeks return is a linear model of some Rank-Statistics lagged by 12 weeks. We have taken all statistics in each combination rather than the first three principal component factors. We then looked at the "first decile portfolio" 0.1 and plotted the results as dots on Figure 11 alongside the results of corresponding portfolio's established using the first 3 principal component factors.
Figure 11: Models Performance Based on Statistics Combinations
The above figure shows that using the principal components and removing the noise would improve the performance of the investment strategy when we are uncertain about the factors to include in the prediction model. This is seen by the way the principal component results (the gray circles) register greater returns on average than the portfolios based on regressing the original Rank-Statistics for all models based on at least four statistics. Thus, we believe that we can achieve better portfolio performance by reducing the number of statistics, but we need to choose the right statistics. Looking at the best outcome for the different number of statistics, models with three to six statistics seem to have similar returns.
In Table 5 , we looked at the combinations of statistics by considering the performance of the constructed "first decile portfolio" based on the chosen statistics. We noticed from Table 5 that statistics with orders 1 (Alpha), 3 (Max DrawDown) & 6 (Down Capture) of the nine statistics included in the principal components analysis are inactive and should not be included in the model. This is in accord with our observation that the results for models built with between three and six variables outperformed. By keeping six statistics we allow for some redundancy in our choice of Rank-Statistics to include, whilst the PCA methodology reduces the dimensionality. 
