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Abstract
The term interlacing refers to systematic inequalities between the sequences
of eigenvalues of two operators defined on objects related by a specific oper-
ation. In particular, knowledge of the spectrum of one of the objects then
implies eigenvalue bounds for the other one.
In this paper, we therefore develop topological arguments in order to de-
rive such analytical inequalities. We investigate, in a general and systematic
manner, interlacing of spectra for weighted simplicial complexes with arbi-
trary weights. This enables us to control the spectral effects of operations
like deletion of a subcomplex, collapsing and contraction of a simplex, cover-
ings and simplicial maps, for absolute and relative Laplacians. It turns out
that many well-known results from graph theory become special cases of our
general results and consequently admit improvements and generalizations.
In particular, we derive a number of effective eigenvalue bounds.
1. Introduction
Spectra of Laplace operators typically encode important geometric infor-
mation about the space on which they are defined. This raises the question
of how to control the effect on the spectrum when we perform some standard
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operation on that underlying space, like cutting out, contracting or adding a
part or taking a local covering. A good quantitative answer to such a ques-
tion will be very useful when we can start from some space whose spectrum
is explicitly known or at least tightly controlled, and then pass by such op-
erations to other spaces whose spectrum we would like to know. In fact, as
we shall explore in this paper, there exist some general such relations be-
tween the spectra of spaces related by specific operations. More precisely,
the eigenvalues of such spaces control each other, with inequalities like
λk−κ1 ≤ θk ≤ λk+κ2
for the corresponding eigenvalues λk and θk, resp., with integers κ1, κ2 that
only depend on certain topological characteristics of the spaces and opera-
tions involved, but are independent of the index k. See Theorem 1.1. The
main point of this paper then is a systematic scheme how to derive such ana-
lytical inequalities from topological considerations. In particular, this provides
a unifying perspective on various special results scattered throughout the lit-
erature.
We shall work here within the framework of generalized graphs, i.e., sim-
plicial complexes; let us start with a brief overview of necessary definitions
and theorems. An abstract simplicial complex K on a finite set V is a col-
lection of subsets of V which is closed under inclusion. An n-face or an
n-simplex of K is an element of cardinality n+1, and the set of all n-faces of
complex K is denoted by Sn(K). Two n + 1-simplices sharing an n-face are
called n-down neighbours, and two n-simplices belonging to a boundary of
the same (n+ 1)-face are called (n+ 1)-up neighbours. A simplicial complex
K is (n+1)-path connected, if for every pair of (n+1)-simplices F¯ , F¯ ′ there
exists a sequence of (n+ 1)-simplices F¯ = F¯1, F¯2 . . . , F¯k = F¯
′, such that any
two neighbouring ones are n-down neighbours.
An oriented simplex [F ] is a simplex F together with an ordering of its ver-
tices. Two orderings of the vertices are said to determine the same/opposite
orientation when related by an even/odd permutation.
The n-th chain group with coefficients in R, denoted by Cn(K,R), is a vec-
tor space over R generated by oriented n-faces of K modulo the relation
[F1] + [F2] = 0, when [F1] and [F2] are two different orientations of the same
n-simplex. Elements of Cn(K,R) are formal R-linear sums of oriented n-
dimensional faces [F ] of K. Let Cn(K,R) denote n-th cochain group, i.e.,
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the dual of the vector space Cn(K,R). A basis of C
n(K,R) is given by the
set of elementary cochains {e[F ] | F ∈ Sn(K,R))} with
e[F ]([F
′]) =
{
1 if [F ′] = [F ],
0 otherwise.
The coboundary operator δn : C
n(K,R)→ Cn+1(K,R) is the linear map
(δnf)([v0, . . . , vn+1]) =
n+1∑
i=0
(−1)if([v0, . . . , vˆi . . . vn+1]),
where vˆi denotes that the vertex vi has been omitted.
After introducing scalar products on cochain vector spaces we define ad-
joints δ∗n : C
n+1(K,R) → Cn(K,R) of the coboundary maps δn and the
combinatorial Laplace operator
Ln(K) = δ
∗
nδn + δn−1δ
∗
n−1.
The operators δ∗nδn and δn−1δ
∗
n−1 are called the n-up and n-down Laplace
operators and are denoted by Lupn (K) and L
down
n (K), respectively.
Scalar products are commonly chosen such that elementary cochains form
an orthonormal basis. In other words,
(f, g)Cn =
∑
F∈Sn(K)
f([F ])g([F ]), (1.1)
where ( , )Cn denotes a scalar product defined on the vector space C
n(K,R).
However, it is possible and, as we shall see, advantageous, to consider in-
ner products on cochain spaces, different from (1.1). In particular, we will
consider a scalar product that turns elementary cochains into an orthogonal,
but not necessarily orthonormal, basis. In fact, a positive real valued weight
function w :
⋃
i Si(K)→ R
+ uniquely determines scalar products on cochain
groups, i.e.,
(f, g)Cn =
∑
F∈Sn(K)
w(F )f([F ])g([F ]).
A simplicial complex K together with a weight function w forms an ordered
pair (K,w), called a weighted simplicial complex. Depending on a weight
function w (scalar products on cochain groups), one can consider different
versions of Laplace operators, i.e., Ln(K,w). For example, if the weight
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function is constant and equal to 1 on every simplex, then the underlying
Laplacian is the combinatorial Laplace operator denoted by Ln(K), as anal-
ysed in [4],[6].
If w satisfies the normalizing condition
w(F ) =
∑
F¯∈Sn+1(K):
F∈∂F¯
w(F¯ ), (1.2)
for every F ∈ Sn(K), which is not a facet of K, then w determines the
normalized Laplace operator denoted by ∆n. For more details on this topic
the reader is invited to consult [10].
Let [F¯ ] = [v0, . . . , vn+1] be an oriented (n+ 1)-face of a complex K, such
that v0 < . . . < vn+1. Then the boundary of [F¯ ] is
∂[F¯ ] =
∑
i
(−1)i[v0, . . . , vˆi, . . . , vn+1].
The faces Fi = {v0, . . . , vˆi, . . . , vn+1} are part of the boundary of F¯ , and
sgn([Fi], ∂[F¯ ]) = (−1)
i, where [Fi] = [v0, . . . , vˆi, . . . , vn+1]. By abuse of nota-
tion, we denote the set of all n-dimensional faces in the boundary of F¯ by
∂F¯ .
The up- and down-Laplace operators for an arbitrary weight function w are
(Lupn f)([F ]) =
∑
F¯∈Sn+1(K):
F∈∂F¯
w(F¯ )
w(F )
f([F ])+
∑
F ′∈Sn:F 6=F ′,
F,F ′∈∂F¯
w(F¯ )
w(F )
sgn([F ], ∂[F¯ ]) sgn([F ′], ∂[F¯ ])f([F ′]),
and
(Ldownn f)([F ]) =
∑
E∈∂F
w(F )
w(E)
f([F ])+
∑
F ′∈Sn(K):
F∩F ′=E
w(F ′)
w(E)
sgn([E], ∂[F ]) sgn([E], ∂[F ′])f([F ′]).
The combinatorial Laplace operator for pairs (relative Laplacian) can be
defined in a similar manner, see [5] for its definition on chain complexes.
The relative Laplacian on cochain complexes is dual to this definition. In
particular, let K be a simplicial complex and K0 its subcomplex. Then the
n-th cochain group of a pair (K,K0) is
Cn(K,K0;R) := {f ∈ C
n(K,R) | f([F ]) = 0, for every F ∈ Sn(K0)},
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and the coboundary operator δn : C
n(K,R) → Cn+1(K,R) induces a ho-
momorphism of relative groups δ′n : C
n(K,K0;R) → C
n+1(K,K0;R), i.e.
δ′n(f)([F¯ ]) = f(∂n[F¯ ]), for f ∈ C
n(K,K0;R). Moreover, H
n(K,K0;R) ∼=
H˜n(K/K0;R). For details on relative cohomology the reader can consult [9]
or [12]. The Laplace operators of a pair are Lupn = δ
′∗
n δ
′
n, L
down
n = δ
′
n−1δ
′∗
n−1.
1 2
3
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Figure 1: Simplicial complex K
Example 1.1. Let the weight function w be constant and 1 on every face of
K, as illustrated in Figure 1. The up-Laplacians of the complex K are given
by the following matrices (with respect to lexicographical bases)
Lup0 (K)=


e[1] e[2] e[3] e[4] e[5]
e[1] 2 −1 −1 0 0
e[2] −1 2 −1 0 0
e[3] −1 −1 4 −1 −1
e[4] 0 0 −1 1 0
e[5] 0 0 −1 0 1

, Lup1 (K)=


e[12] e[13] e[23] e[34] e[35]
e[12] 1 −1 1 0 0
e[13] −1 1 −1 0 0
e[23] 1 −1 1 0 0
e[34] 0 0 0 0 0
e[35] 0 0 0 0 0

.
The simplicial complex K0 = {{1, 2}, {3, 4}, {1}, {2}, {3}, {4}} is a subcom-
plex of K, and the up-Laplace matrices of the pair (K,K0) are
Lup0 (K,K0)=
( e[5]
e[5] 1
)
and Lup1 (K,K0)=


e[13] e[23] e[35]]
e[13] 1 −1 0
e[23] −1 1 0
e[35] 0 0 0

.
Note that the matrix Lup1 (K,K0) is equal to the matrix L
up
1 (K) after dele-
tion of the rows and columns indexed by e[12] and e[34]. Analogously for
Lup0 (K,K0).
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We shall not only consider positive valued weight functions, but also
permit values equal to 0, i.e., w :
⋃
i Si(K)→ R
+ ∪ {0}. In this case we say
that (K,w) is a degenerate weighted simplicial complex. The above analysis
carries over to degenerate simplicial complexes, with the difference that δ∗n is
called a formal adjoint in this case, and is defined as the standard adjoint on
its non-degenerate counterpart and extended by zero on simplices of weight
zero, i.e.,
δ∗n e[F¯ ] =
∑
F∈∂F¯ :
w(F )6=0
w(F¯ )
w(F )
sgn([F ], ∂[F¯ ])e[F ], (1.3)
or equivalently, for w(F ) 6= 0
δ∗nf¯([F ]) =
∑
F¯∈Sn+1:
F∈∂F¯ ,w(F )6=0
w(F¯ )
w(F )
sgn([F ], ∂[F¯ ])f([F ]), (1.4)
and for w(F ) = 0, δ∗nf¯([F ]) = 0.
Remark 1.1. Note that, in the case of degenerate simplicial complexes, a
revised version of the discrete Hodge theorem will hold. In particular, the
kernel of the n-Laplace operator will be isomorphic to the direct sum of the
n-th homology group of a complex and the vector space over R generated by
n-simplices of weight zero.
Remark 1.2. Graphs with loops are a special case of weighted graphs. For the
graph Laplace operator, a loop effects only the degree of the corresponding
vertex. The same is true for simplicial complexes. We can define simplicial
complexes with loops in analogy to graphs with loops:
Definition 1.1. Let [K] be an oriented simplicial complex. If we allow ori-
ented faces in which a vertex appears more than once, to be elements of
[K], then we say that [v0, . . . , vi, vi+1 . . . , vi, vj+1, vn+1] is a loop on the face
[v0, . . . , vi, vi+1 . . . , vˆi, vj+1, vn+1]
It is not difficult to see that the boundary of a loop [v0, . . . , vi, vi+1 . . . , vi, vj+1, vn+1]
is zero. Thus, the Laplace operator defined on a simplicial complex [K] with
loops will coincide with the one defined on K. The only place where we could
account for loops is when defining the degree of a face, by adding the weight
of the loop to its total degree. Therefore, simplicial complexes with loops
are already contained in the definition of weighted complexes, and we will
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not treat them separately. We include simplicial complexes with loops here
because they will arise naturally when we consider simplicial maps, which do
not preserve dimensionality, see Section 3.
In this paper we develop a general framework for eigenvalue interlacing
of generalized Laplace operators. This will, of course, include the results
previously obtained on interlacing for combinatorial and normalized graph
Laplacians, and adjacency matrices of graphs. Interlacing of the combinato-
rial Laplacian spectrum under deletion of an edge with non-pending vertices
is a well-known result from algebraic graph theory, see [7], Thm. 13.6.2.
Let λ1 ≤ . . . ≤ λn be the eigenvalues of L
up
0 (G) and θ1 ≤ . . . ≤ θn the
eigenvalues of Lup0 (G− e), then
λk−1 ≤ θk ≤ λk. (1.5)
A removal of a vertex and its incident edges was studied in [11] by Lotker,
who proved the following
λk−1 ≤ θk ≤ λk+1. (1.6)
Similar results were obtained by Chen et al. in [3], for the case of the nor-
malized graph Laplacians. In particular,
λk−1 ≤ θk ≤ λk+1, (1.7)
where λi’s and θi’s are eigenvalues ordered non-decreasingly, of the normal-
ized Laplacian of graph G and of G− e, respectively, and more generally,
λk−t ≤ θk ≤ λk+t, (1.8)
where the λi’s and θi’s are the eigenvalues ordered non-decreasingly, of the
normalized Laplacian of the graph G and G−H , respectively, with H being
a spanning subgraph of G on t edges, and λ−t+1 = . . . = λ−1 = λ0 = 0 and
λn+1 = . . . = λn+t = 2. Butler in [2] treats a general case of interlacing
on weighted graphs. He studies interlacing of ∆up0 (G,wG) and ∆
up
0 (L,wL),
where (L,wL) is a weighted graph, obtained from (G,wG) by deletion of its
weighted subgraph (H,wH), which has no isolated vertices. The following
inequalities are established
λk−t+1 ≤ θk ≤
{
λk+t−1 if H is bipartite,
λk+t otherwise,
(1.9)
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where λ−t+1 = . . . = λ−1 = 0 and λn = . . . = λn+t−1 = 2, and t is the
number of vertices of H . In Section 2 we analyze interlacing of eigenvalues
of the generalised Laplacian Lupn (K,wK) of a weighted simplicial complex
(K,wK) and its weighted subcomplex (L,wL), and we obtain the following
result.
Theorem 1.1. Let (K,wK) and (H,wH) be (n + 1)-dimensional, weighted
simplicial complexes such that their difference (L,wL) := (K −H,wK −wL)
is also a simplicial complex with non-negative weights. Let λ1 ≤ λ2 ≤ . . . ≤
λN and θ1 ≤ θ2 ≤ . . . ≤ θN be the eigenvalues of L
up
n (K) and L
up
n (L),
respectively. Then we have
θk ≤ λk+DH ,
for all k = 1, 2, . . . , N −DH , and for all k = 1, 2, . . . , N
λk−DW ≤ θk,
where DW = dimC
n+1(H,R) − dimHn+1(H,R), DH = dimC
n(H,R), and
0 = λ1−DW = . . . = λ0.
Compared to (1.9) and to (1.8), a special case of the theorem above will
yield a sharper lower interlacing inequality for the graph Laplacian with
normalized weights, see Corollary 2.12, and inequalities on the combinatorial
graph Laplacian are a special case of Theorem 2.15. In the same section we
obtain many well-known eigenvalue bounds as a special case of more general
inequalities, which are consequences of Theorem 1.1 and Theorem 2.15.
In Section 3 we analyze coverings of simplicial complexes, point out the
failure of the definition of combinatorial covering used so far [14], [8], give
the correct discretization of covering spaces and maps from the continious
setting, and state a correct proof (Corollary 3.6), of Theorem 4.4. from [8].
Furthermore, we analyze the general case when ϕ : (K,wK) → (K
′, wK ′)
is a simplicial map, and prove interlacing theorems for two natural choices
of the weight function wK ′ i.e., Theorem 3.7 and Theorem 3.8. In Section
4 we study special cases of simplicial maps, contractions and collapses, and
prove interlacing inequalities for the eigenvalues of the combinatorial and
normalized Laplacians of such complexes. As a special case, we prove the
interlacing inequalities on graphs under the operation of contraction of an
edge. Section 5 treats the case of eigenvalues of the relative Laplacian.
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2. Interlacing theorems: deletion of a subcomplex
As shown in [10], the generalized combinatorial Laplace operator Ln is
self-adjoint positive definite and the set of its non-zero eigenvalues is a disjoint
union of the non-zero eigenvalues of Lupn and L
down
n . Thus, it suffices to
investigate only one of the following families of spectra
{s(Ln(K)) | −1 ≤ n ≤ d}, {s(L
up
n (K)) | −1 ≤ n ≤ d} or {s(L
down
n (K)) | 0 ≤ n ≤ d},
where s denotes the multiset of eigenvalues. The operators Lupn and L
down
n
are self-adjoint and compact, whence we can apply the Spectral theorem, the
Variational characterization theorem, and the Min-max theorem (also known
as Courant-Fischer-Weyl min-max principle) to characterize their eigenval-
ues. We state these theorems below. For proofs, see [1].
Theorem 2.1 (Spectral theorem). Let A be a compact self-adjoint operator
on a Hilbert space V. Then, there is an orthonormal basis of V consisting of
eigenvectors of A.
Theorem 2.2 (Variational characterization theorem). Let f1, . . . , fm denote
orthogonal eigenfunctions corresponding to eigenvalues λ1 ≤ λ1 ≤ . . . ≤
λm of a compact, self-adjoint operator A on a Hilbert space V . Let Fi =
{f1, . . . , fi} be the set of the first i eigenfunctions of A, and F
⊥
i its orthogonal
complement. Then,
λi = min
g∈F⊥i−1
(g, Ag)
(g, g)
= max
g∈F⊥i
(g, Ag)
(g, g)
.
The quantity (g,Ag)
(g,g)
is commonly called the Rayleigh quotient RA(g).
Theorem 2.3 (Min-max theorem). Let Vk denote a k-dimensional subspace
of V . Then,
λk = min
Vk
max
g∈Vk
RA(g) = max
Vm−k+1
min
g∈Vm−k+1
RA(g) (2.1)
and
λk = min
Vn−k
max
g⊥Vn−k
RA(g) = max
Vk−1
min
g⊥Vk−1
RA(g). (2.2)
We shall use the following slight modification of the min-max theorem.
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Lemma 2.4. Let Vk be, as before, a k-dimensional subspace of a Hilbert
space V and let A : V → V be a compact, self-adjoint operator. Then
λk−s = min
Vk
max
x∈Vk−s
A(x) = min
Vk−s
max
x∈Vk−s
A(x) = λk−s.
Furthermore,
λk = min
Vk
max
x∈Vk
A(x) ≥ min
Vk−s
max
x∈Vk−s
A(x) = min
Vk
max
x∈Vk−s
A(x) = λk−s
Remark 2.1. Theorem 2.1, Theorem 2.2, Theorem 2.3, and Lemma 2.4 also
hold when the vector space V is equipped with a degenerate inner product,
with the convention that RA(g) = 0, if (g, g) = 0.
From the previous considerations we deduce the following. Given a weighted
simplicial complex (K,wK), there exists an orthonormal basis of C
n(K,R)
(with the scalar product induced by the weight function as discussed in Sec-
tion 1) that consists of eigenfunctions f1, . . . , fm corresponding to eigenvalues
λ1 ≤ . . . ≤ λm of L
up
n (K). Moreover, for every g ∈ C
n(K,R),
Lupn (g) =
m∑
i=1
λi(g, fi)fi
and
(g,Lupn (g)) =
m∑
i=1
λi(g, fi)
2.
Definition 2.1. A weighted simplicial complex (H,wH) is a subcomplex of
(K,wK) iff H is a subcomplex of K and wH(F ) ≤ wK(F ) for every face F
of H .
Definition 2.2. A proper difference of the weighted simplicial complexes
(K,wK) and (H,wH) is a degenerate weighted simplicial complex (L,wL),
such that L ≡ K, wL := wK − wH , and L
′ = {F ∈ K | wL(F ) > 0} is a
simplicial complex.
Remark 2.2. When analyzing Lupn (K), it suffices to consider the (n + 1)-
skeleton of a simplicial complex K. For details see [10], Section 6.1. There-
fore, without loss of generality, we can assume that K and H are (n + 1)-
dimensional.
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Proposition 2.5. Let (K,wK) be a weighted simplicial complex, (H,wH)
its subcomplex, and (L,wL) their proper difference. Let in : C
n(L,R) →
Cn(K,R) be an inclusion map, such that (ing)[F ] = g([F ]), for every F ∈
Sn(K), g ∈ C
n(L,R) and let pin+1 : C
n+1(K,R)→ Cn+1(L,R) be a projection
map such that (pin+1f¯)[G¯] = f¯([G¯]), for all G¯ ∈ Sn+1(L) and f¯ ∈ C
n+1(K,R).
We consider the following formal1 adjoints i∗n : C
n(K,R) → Cn(L,R) and
pi∗n+1 : C
n+1(L,R) → Cn+1(K,R) of the inclusion and projection maps, re-
spectively,
i∗nf([G]) =
{
wK(G)
wL(G)
f(in[G]) =
wK(G)
wL(G)
f(in[G]) if wL(G) > 0,
0 otherwise,
(2.3)
and
pi∗n+1g¯([F¯ ]) =
wL(F¯ )
wK(F¯ )
g(pin+1[F¯ ]) =
wL(F¯ )
wK(F¯ )
g([F¯ ]). (2.4)
Then for every 0 ≤ n < dimK the following diagrams commute.
Cn+1(K,R)
δK←−−− Cn(K,R)ypin+1 xin
Cn+1(L,R)
δL←−−− Cn(L,R)
Cn+1(K,R)
δ∗K−−−→ Cn(K,R)xpi∗n+1 yi∗n
Cn+1(L,R)
δ∗
L−−−→ Cn(L,R)
(2.5)
Proof. The proof is elementary.
For brevity, in what follows, we omit the index n in in, pin, i
∗
n, and pi
∗
n.
From the definitions of inclusion and projection maps, it is straightforward
to calculate
pi∗pif¯([F¯ ]) =
wL(F¯ )
wK(F¯ )
f¯([F¯ ]), (2.6)
and
i∗ig([G]) =
{
wK(G)
wL(G)
g([G]) for wL(G) > 0,
0 otherwise.
(2.7)
1The epithete ”formal” emphasizes that the scalar product may be degenerate.
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Furthermore, from the commutativity of the diagrams (2.5), we derive
RLupn (L)(g) =
(δ∗LδLg, g)
(g, g)
=
(i∗δ∗Kpi
∗piδKig, g)
(g, g)
=
(δ∗Kpi
∗piδKig, ig)
(g, g)
=
(δ∗Kpi
∗piδKig, ig)
(ig, ig)
(ig, ig)
(g, g)
=
(pi∗piδKig, δKig)
(ig, ig)
(i∗ig, g)
(g, g)
=
(pi∗piδKig, δKig)
(δKig, δKig)
(δKig, δKig)
(ig, ig)
(ig, ig)
(g, g)
= Rpi∗pi(δKig)RLupn (K)(ig)Ri∗i(g). (2.8)
Here we adopt the convention of Remark 2.1 that RA(f) = 0 whenever the
denominator of the Rayleigh quotient is 0. One can easily check that this
convention does not affect the equality above.
Remark 2.3. We point out that with the simplicial complex L′ that avoids
the degeneracy of the scalar product, instead of L, we cannot obtain a good
lower bound on θk because we cannot precisely calculate the dimension of
Cn(L ∩ H,R)/(Cn(L ∩ H,R) ∩ ker δH), which is necessary to establish the
equivalence (2.9).
The following lemmas characterize the operator pi∗pi.
Lemma 2.6. The eigenvalues of the operator pi∗pi : Cn+1(K,R)→ Cn+1(K,R)
are { wL(F¯ )
wK(F¯ )
| F¯ ∈ Sn+1(K)}, hence Rpi∗pi(f) ≤ 1.
Proof. The proof is a direct consequence of (2.6).
Lemma 2.7. The following equivalence holds
Rpi∗pi(δKig) = 1 iff g|Cn(H,R) ∈ ker δH . (2.9)
The set of functions g ∈ Cn(L,R) satisfying (2.9) is a vector space orthogonal
to W := coker δH , and the dimension of W is DW = dimC
n+1(H,R) −
dimHn+1(H,R).
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Proof. Let f¯ := δKig, then according to (2.6) we get
Rpi∗pi(f¯) =
∑
F¯∈Sn+1(L)
wL(F¯ )f¯([F¯ ])
2∑
F¯∈Sn+1(K)
wK(F¯ )f¯([F¯ ])2
. (2.10)
Thus, (2.10) is equal to 1 iff
wK(F¯ )f¯([F¯ ])
2 = (wK(F¯ )− wH(F¯ ))f¯([F¯ ])
2, (2.11)
for every F¯ ∈ Sn+1(K). The relation (2.11) holds if f¯ is identically equal
to zero on the subcomplex H , i.e., if the restriction of g ∈ Cn(L,R) on
Cn(H,R) is in the kernel of δH . Therefore, the function g is orthogonal
to W := coker δH . For the dimension of W, we have the following short
exact sequences that split, 0 → ker δn → C
n → im δn → 0, 0 → im δn−1 →
ker δn → H
n → 0, and deduce
dim coker δn = dim im δn = dimker δn+1 − dimH
n+1. (2.12)
According to Remark 2.2,H andK are (n+1)-dimensional, therefore ker δn+1 =
Cn+1(H,R) and
dim im δH = dimC
n+1(H,R)− dimHn+1(H,R). (2.13)
The other direction in the equivalence (2.9) is trivial.
The eigenvalues of the operator i∗i are characterized by the following
lemmas.
Lemma 2.8. Let g ∈ Cn(L,R). Then, the following implications are true
(i) (g, g) > 0⇒ Ri∗i(g) ≥ 1.
(ii) (g, g) = 0⇒ Rpi∗pi(δKig) = 0.
Proof. From (2.7), it follows that∑
G∈Sn(L)
wK(G)g([G])
2∑
G∈Sn(L)
wL(G)g([G])2
. (2.14)
Since wK(G) ≥ wL(G), then (i) holds. Implication (ii) is a direct consequence
of (2.10).
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Lemma 2.9. Let g ∈ Cn(L,R), then the following equivalence holds.
Ri∗i(g) = 1 iff g ⊥ C
n(H,R) (2.15)
Proof. Due to (2.14), we have Ri∗i(g) = 1 iff g([G]) = 0 for every G ∈
Sn(H).
Proof of Theorem 1.1. Denote the dimension of the n-th cochain groupCn(K,R)
by N and let λ1 ≤ λ2 ≤ . . . ≤ λN and θ1 ≤ θ2 ≤ . . . ≤ θN be the eigenvalues
of the operators Lupn (K) and L
up
n (L), respectively. Then,
θk =min
Vk
max
g∈Vk
RLupn (L)(g)
=min
Vk
max
g∈Vk
Rpi∗pi(δKig)RLupn (K)(ig)Ri∗i(g) (2.16)
≥min
Vk
max
g∈Vk
Rpi∗pi(δKig)RLupn (K)(ig) (2.17)
≥min
Vk
max
g∈Vk,g⊥W
RLupn (K)(ig) (2.18)
≥min
Vk
max
g∈Vk,g⊥VDW
RLupn (K)(ig). (2.19)
(2.16) comes from (2.8). (2.17) is a consequence of Lemma 2.8. (2.18) follows
from Lemma 2.7 and the fact that we are taking the maximum over a smaller
set, whereas (2.19) follows since we are performing a wider minimization than
in (2.18). Due to Lemma 2.4, from (2.19) we obtain
θk ≥ min
Vk
max
g∈Vk−DW
RLupn (K)(ig)
= min
Vk−DW
max
g∈Vk−DW
RLupn (K)(ig) = λk−DW .
Therefore,
θk ≥ λk−DW . (2.20)
We derive an upper interlacing inequality for θk from (2.8) and Theorem 2.3,
as well, i.e.,
θk = max
VN−k+1
min
f∈VN−k+1
RLupn (L)(f)
= max
VN−k+1
min
f∈VN−k+1
Rpi∗pi(δKif)RLupn (K)(if)Ri∗i(f).
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Since Rpi∗pi(δKig) ≤ 1 , we have
θk ≤ max
VN−k+1
min
g∈VN−k+1
R∆K (ig)Ri∗i(g) (2.21)
≤ max
VN−k+1
min
g∈VN−k+1,g⊥Cn(H,R)
R∆K (ig) (2.22)
= max
VN−k+1
min
g∈VN−k+1−DH
R∆K (ig) (2.23)
= max
VN−k+1−DH
min
g∈VN−k+1−DH
R∆K (ig) (2.24)
=λk+DH . (2.25)
(2.22) follows from Lemmas 2.8 (i) and 2.9 and the fact that we are mini-
mizing over a subset of the set VN−k+1 occuring in (2.21), whereas (2.24) is
a consequence of Lemma 2.4.
Together with (2.20) this proves Theorem 1.1.
Remark 2.4. Other than the requirement that the proper difference of the
complexes K and H must exist, no restrictions on weight functions nor on
simplicial complexes are imposed. Thus, the interlacing theorem Theorem 1.1
holds for the generalized Laplace operator. Note that, unlike in [2], we allow
H to contain isolated n-simplices (isolated vertices in the case of graphs).
The spectrum of the combinatorial Laplace operator Lupi (K) is bounded
from above by the number of vertices of the complex K (for details, see
Proposition 4.2. [4]); hence, we have the following version of Theorem 1.1.
Theorem 2.10. Let (K,wK ≡ 1) be an (n+1)-dimensional simplicial com-
plex on a vertex set of cardinality |V |, and let (H,wH ≡ 1) be its (n + 1)-
subcomplex, such that their proper difference (L,wL) := (K − H,wK − wL)
exists. Let λ1 ≤ λ2 ≤ . . . ≤ λN and θ1 ≤ θ2 ≤ . . . ≤ θN be the eigenvalues of
Lupn (K) and L
up
n (L) respectively. Then, for all k = 1, 2, . . . , N , we have
λk−DW ≤ θk ≤ λk+DH ,
where DW = dimC
n+1(H,R)− dimHn+1(H,R), 0 = λ1−DW = . . . = λ0, and
|V |= λN + 1 = . . . = λN +DH .
The eigenvalues of the normalized combinatorial Laplacian ∆upn are bounded
by n + 2 (see [10]). Hence, we have the following theorem.
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Theorem 2.11. Let (K,wK) and (H,wH) be (n+ 1)-dimensional, weighted
simplicial complexes such that their proper difference (L,wL) := (K−H,wK−
wL) exists. Let λ1 ≤ λ2 ≤ . . . ≤ λN and θ1 ≤ θ2 ≤ . . . ≤ θN be the eigenvalues
of ∆upn (K) and ∆
up
n (L), respectively. Then, for all k = 1, 2, . . . , N , we have
λk−DW ≤ θk ≤ λk+DH ,
where DW = dimC
n+1(H,R)− dimHn+1(H,R), 0 = λ1−DW = . . . = λ0, and
n+ 2 = λN + 1 = . . . = λN+DH .
As a special case of Theorem 2.11 we derive the following corollary on
interlacing for the normalized graph Laplacian.
Corollary 2.12. Let (K,wK) and (H,wH) be weighted graphs, and let (L,wL) :=
(K − H,wK − wL) be their proper difference. Let λ1 ≤ λ2 ≤ . . . ≤ λN and
θ1 ≤ θ2 ≤ . . . ≤ θN be the eigenvalues of ∆
up
0 (K) and ∆
up
0 (L) respectively,
then for all k = 1, 2, . . . , N we have
λk−dimC0(H,R)+dimH0(H,R) ≤ θk ≤ λk+dimC0(H,R), (2.26)
where 0 = λ1−dimC0(H,R)+dimH0(H,R) = . . . = λ0, and 2 = λN+1 = . . . =
λN+dimC0(H,R).
Proof. From the formula for the Euler characteristic in terms of Betti num-
bers, χ =
∑
i(−1)
i dimC i(K,R) =
∑
i(−1)
i dimH i(K,R), we get
dimC1(G,R)− dimH1(G,R) = dimC0(G,R)− dimH0(G,R),
for every graph G. Inserting this in the expression for DW , where DW =
dimC1(H,R)− dimH1(H,R), we obtain the desired formula.
Remark 2.5. A similar claim holds for the combinatorial graph Laplacian
with a slight modification. Instead of 2 = λN+1 = . . . = λN+dimC0(H,R), we
take dimC0(K,R) = λN+1 = . . . = λN+dimC0(H,R).
Remark 2.6. The interlacing inequalities of Theorem 1.1 for non-bipartite
graphs H are at least as good as the interlacing inequalities in (1.9). More-
over, for a general disconnected graph H , we obtain a finer lower bound
than Butler [2]. In addition, (2.26) includes even the cases when H con-
tains isolated vertices. When the graph H is bipartite, the upper interlacing
inequality in (1.9) is better than in Theorem 1.1; otherwise, the two inequal-
ities are the same. However, the estimate of Butler for bipartite graphs is
tightly connected to the normalization properties of the normalized graph
Laplacian, thus it cannot be generalized to other graph Laplacians.
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Example 2.1. Let (K,wK) and (L,wL) be the simplicial complexes shown
in Figure 2(a) and Figure 2(b), respectively, such that the weight functions
wK and wL take value 1 on all edges. The eigenvalues of the normalized
graph Laplacian ∆up0 (K) are 0, 0.73, 1, 1, 1.42, and 1.85, and the eigenvalues
of ∆up0 (L) are 0, 0.19, 0.89, 1.5, 1.5, and 1.92. The lower interlacing inequality
from Corollary 2.12 yields λk−3 ≤ θk, while the inequality (1.9) gives λk−5 ≤
θk.
1
2
3
4
5
6
(a) K
1
2
3
4
5
6
(b) L
Figure 2: The graph L on the right is obtained as the difference of K and H,
where H = {{2, 4}, {3, 5}, {1, 6}}
An interesting consequence of the previous corollary is the relation be-
tween the smallest non-zero eigenvalues of the graphs L and K for certain
types of graphs H .
Corollary 2.13. Let (K,wK) be a weighted graph, (H,wH) its subgraph, and
(L,wL) their proper difference. Assume the graph H = (vi, vj) is an edge
with one pending vertex i.e., the only neighbour of the vertex vj is vi, and
let wH(vi, vj) = wK(vi, vj). Then λk−1 ≤ θk for every k ≤ N . In particular,
λ2 ≤ θ3, where λ2 and θ3 are the smallest non-zero eigenvalues of L
up
0 (K)
and Lup0 (L), respectively.
The above result implies that the algebraic connectivity of a graph in-
creases with the removal of pending vertices. A similar claim holds for the
general Laplace operator Lupn .
Corollary 2.14. Let (K,wK) be a weighted simplicial complex, and (H,wH)
its subcomplex such that (L,wL) is their proper difference. Assume the graph
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H is an (n+ 1)-simplex F¯ with one pending vertex v, i.e., the only (n + 1)-
face containing v is H itself, and wH(F¯ ) = wK(F¯ ). Then, λk−1 ≤ θk for
every k ≤ N . In particular, λK−1 ≤ θK , where λK−1 and θK are the smallest
non-zero eigenvalues of Lupn (K) and L
up
n (L), respectively.
Proof. From [10] (Theorem 3.1.), it follows that the number of zero eigenval-
ues in the spectrum of Lupn (K) is dimC
n(K,R)+dimHn+1(K,R)−dimCn+1(K,R).
The number of zeros in the spectrum of the generalized upper Laplacian of
the simplicial complex L′, which is obtained from the simplicial complex L
by deletion of simplices of weight 0 is
dimCn(K,R)−(n+1)+dimHn+1(K,R)−dimCn+1(K,R)+1 = dimCn(K,R)+dimHn+1(K,R)−dimCn+1(K,R)−n.
Hence, the number of zeros in Lupn (L) is
dimCn(K,R) + dimHn+1(K,R)− dimCn+1(K,R)− n + (n+ 1),
since L contains exactly n+ 1 n-faces whose weight is 0. Therefore, there is
an additional zero in the spectrum of Lupn (L) compared to L
up
n (K). Together
with Theorem 1.1 this proves the claim.
In the sequel, we shall further exploit the properties of Rpi∗pi and Ri∗i,
and obtain the following inequalities.
Theorem 2.15.
min
F¯∈Sn+1(L):
wL(F¯ )6=0
wL(F¯ )
wK(F¯ )
λk−DZ ≤ θk ≤ λk max
F∈Sn(L):
wL(F )6=0
wK(F )
wL(F )
, (2.27)
where DZ = dimC
n(L,R)− dimCn+1(L′,R) + dimHn+1(L′,R), and L′ is a
maximal subcomplex of L whose simplices are of non-zero weight, and λ0 =
. . . = λ−DZ+1 = 0.
Proof. From (2.10), it follows that Rpi∗pi(δKig) = 0 iff δKig(F¯ ) = 0 for every
F¯ ∈ Sn+1(L
′), i.e., the restriction of δKig(F¯ ) on C
n+1(L′,R) must be zero.
Let L¯ be a subcomplex of K, such that Sn(K) = Sn(L¯) and Sn+1(L
′) =
Sn+1(L¯), and let Z = ker δL¯, where δL¯ is the n-th coboundary map of the
simplicial complex L¯. Then,
if g ∈ ker δL¯, then Rpi∗pi(δKig) = 0. (2.28)
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The dimension of Z is dimCn(L,R) − dimCn+1(L′,R) + dimHn+1(L′,R).
From (2.17) and (2.28), we obtain
θk ≥ min
Vk
max
g∈Vk
Rpi∗pi(δKig)RLupn (K)(ig)
≥ min
Vk
max
g∈Vk,g⊥Z
Rpi∗pi(δKig)RLupn (K)(ig) (2.29)
≥ min
F¯∈Sn+1(L):
wL(F¯ )6=0
wL(F¯ )
wK(F¯ )
min
Vk
max
g∈Vk,g⊥Z
RLupn (K)(ig) (2.30)
≥ min
F¯∈Sn+1(L):
wL(F¯ )6=0
wL(F¯ )
wK(F¯ )
min
Vk
max
g∈Vk−DZ
RLupn (K)(ig) (2.31)
= min
F¯∈Sn+1(L):
wL(F¯ )6=0
wL(F¯ )
wK(F¯ )
λk−DZ .
The derivation of the inequalities above follows as in Theorem 1.1.
The right inequality in (2.27) is due to (2.21) and the fact that Ri∗i(f) ≤
maxF∈Sn(L)
wK(F )
wL(F )
.
A special case of the previous theorem is the Courant-Weyl inequality for
the combinatorial Laplacian.
Corollary 2.16. Let (K,wK) be a weighted simplicial complex and (L,wL)
its subcomplex, such that Cn(K,R) = Cn(L,R), wK = 1, and wL(F ) ∈
{0, 1}. Then θk ≤ λk, where θi and λi are the eigenvalues of L
up
n (L) and
Lupn (K), respectively, ordered increasingly.
Therefore, inequality (1.5) is a direct consequence of Corollary 2.16 and
Theorem 1.1. In the sequel, we shall derive an upper bound for the maximal
eigenvalue of the generalized Laplacian, using the above interlacing theorems.
Corollary 2.17. Let (L,wL) be a weighted simplicial complex on N vertices,
and let θNL be the maximum eigenvalue of L
up
n (L). Then
θNL ≤
N
minF∈Sn(L) wL(F )
. (2.32)
In particular, if wL ≡ 1 (the combinatorial Laplacian), then
θNL ≤ N. (2.33)
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Proof. Without loss of generality assume that the weight function wL on
every simplex has value ≤ 1. Let KN be an (N − 1)-simplex on N vertices
with the weight function wK ≡ 1. Then it is possible to obtain any (L,wL) as
a difference (KN , wK)− (H,wH) for some subcomplex (H,wH) of (KN , wK).
The maximum eigenvalue of Lupn (KN) is λN = N . By combining this result
with (2.27), we obtain the inequalities (2.32) and (2.33).
Remark 2.7. In [4] Duval and Reiner obtained (2.33) by using a different
method. For the normalized Laplacian, the operator estimate (2.32) is better
than θNL ≤ (n+ 2) if
N
(n+2)
≤ minF∈Sn(L) deg(F ).
3. Interlacing effects of covering and simplicial maps
In this section we analyze the effect of covering maps and more general
simplicial maps on the spectrum of the Laplace operator. Furthermore, we
propose a definition for discrete coverings, different from that in [14], [8],
which agrees with the continuous counterpart of covering maps. In particu-
lar, we give counterexamples to the Universal Lifting Theorem for discrete
covering maps from [14] (Theorem 2.1.), and Theorem 4.4. from [8], and
propose a modified definition of coverings, called strong covering, which fixes
the problem.
Definition 3.1. Let K and L be simplicial complexes. A simplicial map
ϕ : K → L is a function from the vertices of K to the vertices of L, such
that ϕ(v0), ϕ(v1), . . . , ϕ(vn) span a simplex in L whenever v0, v1, . . . , vn span
a simplex in K.
The homomorphism of chain groups ϕn : Cn(K,R)→ Cn(L,R), induced
by a simplicial map ϕ : K → L, is defined R-linearly by extending the fol-
lowing map on basis elements ϕn[v0, v1, . . . , vn] = [ϕ(v0), ϕ(v1), . . . , ϕ(vn)].
If ϕ(vi) = ϕ(vj), for some i 6= j, then ϕn[v0, v1, . . . , vn] = 0. By the du-
ality principle the induced homomorphism ϕn : Cn(L,R) → Cn(K,R) of
the cochain groups is ϕg([v0, v1, . . . , vn]) = g([ϕ(v0), ϕ(v1), . . . , ϕ(vn)]). For
brevity, in what follows we shall omit the index n in ϕn and ϕ
n, and assume
that all faces, which are not written as a set of their vertices, are oriented
positively, unless stated otherwise.
Let [G] and [F ] be positively oriented n-simplices on the vertex sets
v0, v1, . . . , vn and ϕ(v0), ϕ(v1), . . . , ϕ(vn), respectively. We can also represent
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the induced chain map ϕ as ϕ[F ] = sgn([F ], [G])[G], where
sgn([F ], [G]) =
{
1 if [ϕ(v0), ϕ(v1), . . . , ϕ(vn)] is a positively oriented simplex,
−1 otherwise.
Henceforth, ϕe[G] can be written as ϕe[G] =
∑
F∈Sn(K):
ϕ(F )=G
sgn([F ], [G])e[F ]. As-
sume wK and wL are weight functions assigned to K and L. Then, the
adjoint ϕ∗ of a simplicial map ϕ is given by ϕ∗e[F ] = sgn([F ], [G])
wK(F )
wL(G)
e[G].
However, we will not be concerned with the Laplace operators Lupn (L,wL) for
an arbitrary weight function wL, instead we will consider the weight function
wL, induced by the simplicial map ϕ and the weight function wK . There
are two reasonable ways to define wL, given wK and the simplicial map ϕ.
Namely,
wL(G) =
∑
F∈Sn(K):
ϕ(F )=G
wK(F ), for every G ∈ Sn(L), (3.1)
and2,
wL(G) =
∑
F∈Sn(K):
ϕ(F )=G
wK(F )−
∑
F¯∈Sn+1(K):ϕ(F¯ )=G
wK(F¯ ), for G ∈ Sn(L). (3.2)
In the remainder we prove that the following diagram
Cn(K,R)
Lup(K)
←−−−− Cn(K,R)yϕ∗ xϕ
Cn(L,R)
Lup(L)
←−−−− Cn(L,R)
(3.3)
is commutative for a simplicial map ϕ, where wL is determined in accordance
with the rule (3.1). In particular, we will prove that
ϕ∗Lup(K)ϕe[G] =
∑
F∈Sn(K):
ϕ(F )=G
∑
F ′∈Sn(K):
F,F ′∈∂F¯
sgn([F ], [G]) sgn([F ], ∂[F¯ ]) sgn([F ′], [G′]) sgn([F ]′, ∂[F¯ ])
wK(F¯ )
wL(G′)
e[G′],
(3.4)
2Note that it suffices to consider the weights of the n and n+ 1-faces of the simplicial
complexes K,L in order to completely determine the eigenvalues of Lup
n
.
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where G′ denotes ϕ(F ′), and is equal to Lupn (L). For simplicity, we first look
at the case when ϕ is a covering map. According to Rotman (see [14]), a
covering complex is defined as follows.
Definition 3.2. Let K be a simplicial complex. A pair(K,ϕ) is a covering
complex of L if:
(i) K is a connected simplicial complex,
(ii) ϕ : K → L is a simplicial map, and
(iii) for every simplex G ∈ L, ϕ−1(G) is a union of pairwise disjoint simplices
ϕ−1(G) =
⋃
i Fi, with a bijection ϕ|Fi: Fi → G for each i. A simplicial
map ϕ is called a covering map.
The covering complexes are meant to discretize the notion of covering
topological spaces.
Definition 3.3. Let Y be a topological space. A covering space of Y is a
topological space X together with a continuous surjective map p : X → Y ,
such that
(i) for every y ∈ Y , there exists an open neighbourhood U , such that
preimage p−1(U) of U , is a union of pairwise disjoint open sets p−1(U) =⋃
i Vi, such that p|Vi: Vi → U is a homeomorphism for every i.
Example 3.1. All horizontal pairs in Figure ?? represent coverings. In par-
ticular, the union of the simplicial complexes K˜ = {{1, 6}, {2, 6}, {3, 5}, {3, 4}, {1}, {2}, {3}, {4}, {5}, {6}}
in Figure 3(a) is a covering space of their joinK = {{1, 6}, {2, 6}, {3, 5}, {3, 4}, {1}, {2}, {3}, {4}, {5}, {6}}
shown in Figure 3(b). The hexagon {1, 2}, {2, 3}, {3, 4}, {4, 5}, {5, 6}, {6, 1}
is a covering space of the hollow triangle {1′, 2′, 3′}, and the covering map ϕ,
is given by ϕ({1}) = ϕ({4}) = {1′}, ϕ({2}) = ϕ({5}) = {2′}, and ϕ({3}) =
ϕ({6}) = {3′}. The simplicial complex L˜ = {{1, 2}, {2, 3}, {3, 4}, {4, 5}, {1}, {2}, {3}, {4}, {5}}
in Figure 3(e) is a covering of L = {{1′, 2′}, {2′, 3′}, {1′, 3′}, {1′, 5′}, {1′}, {2′}, {3′}, {5′}}.
The covering map is given by ϕ({1}) = ϕ({4}) = {1′}, ϕ({2}) = {2′},
ϕ({3}) = {3′} and ϕ({5}) = {5′}.
Note that in the case of covering maps the weight functions in (3.1) and
(3.2) are identical.
Lemma 3.1. Let ϕ : K → L be a covering map, and let wK and wL be
weight functions satisfying (3.1). Then, diagram (3.3) commutes.
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12
3
4
56
(a)
1’
2’
3’
4’
5’
(b)
2
3
4
1
5
6
(c)
2’1’
3’
(d)
1
2
3
4
5
(e)
1’
2’
3’
4’
(f)
Figure 3: Coverings
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Proof. Let [F¯ ] = [v0, . . . , vn+1] be a positively oriented (n + 1)-simplex in
K, and [F ] = [v0, . . . , vˆi, . . . vn+1], [F
′] = [v0, . . . , vˆj, . . . vn+1] its oriented
facets. Let G¯ = {ϕ(v0), . . . , ϕ(vn+1)}, G = {ϕ(v0), . . . , ˆϕ(vi), . . . , ϕ(vn+1)},
and G′ = {ϕ(v0), . . . , ˆϕ(vj), . . . , ϕ(vn+1)} be the images of F¯ , F , and , F
′ un-
der the covering map ϕ, respectively. Assume [G¯], [G], and [G′] are positively
oriented. Then,
[G¯] = [ϕ(v0), . . . , ϕ(vn+1)] sgn([F¯ ], [G¯]),
[G] = [ϕ(v0), . . . , ˆϕ(vi), . . . , ϕ(vn+1)] sgn([F ], [G])
and
[G′] = [ϕ(v0), . . . , ˆϕ(vj), . . . , ϕ(vn+1)] sgn([F ], [G]).
Therefore,
sgn([G], ∂[G¯]) = sgn
(
[ϕ(v0), . . . , ˆϕ(vi), . . . , ϕ(vn+1)] sgn([F ], [G]), [ϕ(v0), . . . , ϕ(vn+1)] sgn([F¯ ], [G¯])
)
(3.5)
=(−1)i sgn([F ], [G]) sgn([F¯ ], [G¯]) (3.6)
= sgn([F ], ∂[F¯ ]) sgn([F ], [G]) sgn([F¯ ], [G¯]). (3.7)
Hence, (3.4) equals to
ϕ∗Lup(K)ϕe[G] =
∑
F∈Sn(K):
ϕ(F )=G
∑
F ′∈Sn(K):
F,F ′∈∂F¯
sgn([G], ∂[G¯]) sgn([G′], ∂[G¯])
wK(F¯ )
wL(G′)
e[G′]
(3.8)
=
∑
F∈Sn(K):
ϕ(F )=G
∑
F¯∈Sn+1(K):
F∈∂F¯
wK(F¯ )
∑
F ′:F ′∈∂F¯
sgn([G], ∂[G¯]) sgn([G′], ∂[G¯])
1
wL(G′)
e[G′],
(3.9)
where ϕ(F ′) = G′. Since wL(G) =
∑
F∈Sn(K):
ϕ(F )=G
wK(F ), from (3.8) we get
ϕ∗Lup(K)ϕe[G] =
∑
G′∈Sn(L):
G,G′∈∂G¯
sgn([G], ∂[G¯]) sgn([G]′, ∂[G¯])
wL(G¯)
wL(G′)
e[G′] (3.10)
=Lupe[G]. (3.11)
Thus, diagram (3.3) commutes.
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Let Vk be a k-dimensional subspace of C
n(L,R) ∼= RNL , then according
to Theorem 2.3 we have
θk =max
Vk−1
min
g⊥Vk−1
(Lup(L)g, g)
(g, g)
(3.12)
=max
Vk−1
min
g⊥Vk−1
(ϕ∗Lup(K)ϕg, g)
(g, g)
(3.13)
=max
Vk−1
min
g⊥Vk−1
(Lup(K)ϕg, ϕg)
(ϕg, ϕg)
. (3.14)
Equality (3.14) is due to
(ϕg, ϕg) =
∑
G∈Sn(L)
∑
F∈Sn(K):
ϕ(F )=G
(sgn([F ], [G])g(ϕF ))2wK(F )
=
∑
G∈Sn(L)
g(G)2wL(G) = (g, g).
LetW be a vector space generated by {sgn([Fji], [Gi])e[Fji]−sgn([F(i+1)j ], [Gi])e[F(i+1)j ] |⋃
j Fji = ϕ
−1(Gi), and
⋃
iGi = Sn(L)}. The dimension of W is NK − NL,
where NK , NL is the number of n-dimensional simplices in the simplicial
complexes K and L, respectively. Let ϕg = f and let Vk−1 be a subspace of
R
NK . From (3.14) we get
θk =max
Vk−1
min
f⊥Vk−1,f⊥W
(Lup(K)f, f)
(f, f)
(3.15)
≥max
Vk−1
min
f⊥Vk−1
(Lup(K)f, f)
(f, f)
(3.16)
≥λk. (3.17)
Inequality (3.16) holds since we are minimizing over a larger set. As a broader
optimization, from (3.15) we obtain the upper interlacing inequality, i.e.,
θk ≤ max
Vk−1+NK−NL
min
f⊥Vk−1+NK−NL
(Lup(K)f, f)
(f, f)
(3.18)
=λk+NK−NL, (3.19)
and we obtain the following theorem.
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Theorem 3.2. Let ϕ : K → L be a covering map, and let wK and wL
be weight functions of K and L, respectively, such that (3.1) holds. Let
λ1 ≤ λ2 ≤ . . . ≤ λNK and θ1 ≤ θ2 ≤ . . . ≤ θNL be the eigenvalues of L
up
n (K)
and Lupn (L), respectively. Then,
λk ≤ θk ≤ λk+NK−NL, (3.20)
where λNK+1 = . . . = λ2NK−NL = N , where N is the number of vertices of
K.
Note that, however, covering complexes are an inaccurate discretization of
covering spaces (continuous setting), since Definition 3.2 does not contain a
discrete analogue of the homeomorphic neighbourhood requirement (i) from
Definition 3. As an example see Figure 3(e) and Figure 3(f). In what follows,
we provide the definition of a strong covering, which accurately discretizes the
notion of covering from the continuous setting and overcomes this problem.
Definition 3.4. A covering map ϕ : K → L is called a strong covering
if for every G, which is a facet of G¯ and every F ∈ ϕ−1(G), there exists
F¯ ∈ Sn+1(K) such that F ∈ ∂F¯ and ϕ(F¯ ) = G¯.
Remark 3.1. According to the previous definition for any two n-faces of L,
G and G′, which are (n+1)-up neighbours, and for every F ∈ ϕ−1(G), there
must exist F ′ ∈ Sn(K) such that F and F
′ are (n + 1)-up neighbours and
ϕ(F ′) = G′.
Lemma 3.3. Let ϕ : K → L be a strong covering. Then, for every F ∈
Sn(K) and every G ∈ Sn(L), such that ϕ(F ) = G, the following holds
|{F¯ ∈ Sn+1(K) | F ∈ ∂F¯}|= |{G¯ ∈ Sn+1(L) | G ∈ ∂G¯}|.
Proof. Assume F¯1, . . . , F¯k ∈ Sn+1(K), such that F ∈ ∂F¯i, i ∈ {1, . . . , k}.
Then, due to the definition of a covering (Definition 3.2), ϕ(F¯i) ∈ Sn+1(L)
and ϕ(F ) ∈ ∂ϕ(F¯i), and ϕ(F¯i) 6= ϕ(F¯j), for every i 6= j. Assume G¯ ∈
Sn+1(L), such that G ∈ ∂G¯. Since ϕ is a strong covering and satisfies Def-
inition 3.4, then there exists F¯ ∈ Sn+1(K), such that F ∈ ∂F¯ , such that
ϕ(F¯ ) = G¯. In addition, if G ∈ ∂G¯, ∂G¯′ and G¯ 6= G¯′, then F¯ 6= F¯ ′ (simply
because ϕ is a map from K to L).
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Lemma 3.4. Let ϕ : K → L be a strong covering, then there exists a constant
c ∈ N, such that
|{F ∈ Sn(K) | F ∈ ϕ
−1(G), G ∈ Sn(L)}|= c
for every F ∈ K. The quantity c is also called the degree of the covering.
Proof. Let G and G′ be (n+1)-up neighbours, i.e., there exists G¯ ∈ Sn+1(L),
s.t. G,G′ ∈ ∂G¯. Due to Definition 3.4, for every F ∈ ϕ−1(G), there exists
F¯ , s.t. ϕ(F¯ ) = G¯. Thus, there exists F ′ ∈ ∂F¯ which is in the preimage of G′
under the covering map ϕ. Therefore, if G and G′ are (n+1)-up neighbours,
then |{F ∈ Sn(K) | F ∈ ϕ
−1(G)}|= |{F ∈ Sn(K) | F
′ ∈ ϕ−1(G′)}|. Since L
is an (n+1)-path connected simplicial complex, then for arbitrary n-faces G
and G′ of L, there exists a sequence G = G0, G1, . . . , Gm = G
′ of n-faces of
the simplicial complex L, such that any two neighbouring ones are (n+1)-up
neighbours as well. This gives us the same cardinal number of sets ϕ−1(G),
ϕ−1(G′), and ϕ−1(G¯).
Theorem 3.5. Let ϕ : K → L be a strong covering, and let wK(F¯ )
wK(F )
= wL(ϕ(F¯ ))
wL(ϕ(F ))
,
for every pair F¯ , F , such that F ∈ ∂F¯ . Then, ϕLup(L) = Lup(K)ϕ, i.e.,
s(Lup(L)) ⊂ s(Lup(K)ϕ).
Proof. The proof follows directly from the equations below and the definition
of a strong covering.
ϕLup(L)e[G] =
∑
G¯∈Sn+1(L):
G′,G∈∂G¯
∑
F ′∈Sn(K):
ϕ(F ′)=G′
sgn([F ′], [G′]) sgn([G], ∂[G¯]) sgn([G′], ∂[G¯])
wL(G¯)
wL(G′)
e[F ′].
(3.21)
Lup(K)ϕe[G] =
∑
F∈Sn(K):
ϕ(F )=G
∑
F¯∈Sn+1(K):
F,F ′∈∂F¯
sgn([F ], [G]) sgn([F ], ∂[F¯ ]) sgn([F ′], ∂[F¯ ])
wK(F¯ )
wK(F ′)
e[F ′].
(3.22)
First, we will prove
{F ′ ∈ Sn(K) | ∃G¯ ∈ Sn+1(L), s.t. G,ϕ(F
′) ∈ ∂G¯} = {F ′ ∈ Sn(K) | ∃F¯ ∈ Sn+1(K), s.t. F, F
′ ∈ ∂F¯ , where ϕ(F ) = G}.
(3.23)
If a multiple of e[F ′] occurs in the sum in (3.22), then there exists F ∈ Sn(K),
such that ϕ(F ) = G, and F and F ′ are (n + 1)-up neighbours. Therefore,
ϕ(F ′) and G are (n + 1)-up neighbours as well, and e[F ′] is a summand in
(3.21).
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On the other hand, if a multiple of e[F ′] appears in (3.21), then F
′ is an
n-face of the simplicial complex K, such that ϕ(F ′) and G are (n + 1)-up
neighbours. Due to the properties of a strong covering, there must exist
F ∈ Sn(K), such that ϕ(F ) = G, and F , F
′ are (n + 1)-up neighbours;
hence, e[F ′] is a summand in (3.22). Note that this claim will not hold if ϕ is
only a covering map (see Example 3.1 and Figure 3(e), Figure 3(f) ). This
proves (3.23).
Due to (3.5) we have
sgn([F ], [G]) sgn([F ], ∂[F¯ ]) sgn([F ′], ∂[F¯ ]) = sgn([G], ∂[G¯]) sgn([F¯ ], [G¯]) sgn([F ′], ∂[F¯ ])
= sgn([G], ∂[G¯]) sgn([G′], ∂[G¯]) sgn([F ′], [G′]),
which makes (3.21) and (3.22) equal.
As a consequence of Theorem 3.5 and Lemma 3.4 we obtain the following
corollary.
Corollary 3.6. If ϕ : K → L is a strong covering, then
(i) s(Lupn (L)) ⊂ s(L
up
n (K)) and
(ii) s(∆upn (L)) ⊂ s(∆
up
n (K)).
Proof. First we consider the case (i), when wK ≡ 1. Since ϕ is a strong
covering, then according to Theorem 3.5 we have s(Lup(L)) ⊂ s(Lup(K)),
where wL(G) =
∑
F :ϕ(F )=GwK(F ). Due to Lemma 3.4 there exists a constant
m = |{F ∈ Sn(K) | F ∈ ϕ
−1(G)}|, such that wL(G) = m for every G ∈
L. From the definition of the generalized Laplace operator, it follows that
Lupn (L,wL) = L
up
n (L). Case (ii) is a direct consequence of Theorem 3.5,
Lemma 3.3, and previous considerations.
Remark 3.2. A similar theorem for coverings and the spectrum of the combi-
natorial Laplacian was proposed in [8]. In particular Gustavson claims that
for a given covering map ϕ : K → L among simplicial complexes K and L,
the spectrum of the combinatorial Laplacian Lupn (L) is a subset of L
up
n (L).
However, there are counterexamples to this claim. For instance, the simpli-
cial complex L˜ given in Figure 3(e) is a covering (according to Definition
3.2) of the simplicial complex L in Figure 3(f). The eigenvalues of Lup0 (L˜)
are 0, 0.38, 1.38, 2.61, 3.61, whereas the eigenvalues of Lup0 (L) are 0, 1, 3, 4.
The same definition 3.2 of a covering map was used by Rotman in [13], who
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claimed the lifting lemma (Theorem 2.1.), which says that every path in L
with a base point v can be uniquely lifted to a path in K with a base point
v˜, for every v˜ ∈ ϕ−1(v). However, the same pair of covering complexes can
be used as a counterexample to this claim as well. These counterexamples
are eliminated if we consider strong coverings as Definition 3.4 instead of
coverings.
Remark 3.3. A combinatorial k-wedge K1 ∨k K2 has as a cover (not strong)
K1 ∪K2, thus Theorem 3.2 holds, whereas Theorem 3.5 does not.
If a simplicial map ϕ fails to be a covering, then ϕ need not preserve the
dimensionality, i.e., there may exist n-simplices in K, whose image under
map ϕ will be m-dimensional, m < n. Without loss of generality assume
[F¯ ] = [v0, . . . , vn+1], [Fi] = [v0, . . . , vˆi, . . . vn+1], [Fj ] = [v0, . . . , vˆj, . . . vn+1],
and ϕ(F¯ ) = ϕ(Fi) = ϕ(Fj) = G , i.e. ϕ(vi) = ϕ(vj). Then,
∑
F∈{Fi,Fj}
∑
F¯∈Sn+1(K):
F,F ′∈∂F¯
sgn([F ], [G]) sgn([F ], ∂[F¯ ])[F ′, G′] sgn([F ]′, ∂[F¯ ])
wK(F¯ )
wL(G′)
e[G′]
(3.24)
=
wK(F¯ )
wL(G)
sgn([Fi], [G])(−1)
i sgn([Fj ], [G])(−1)
je[G] +
wK(F¯ )
wL(G)
sgn([Fi], [G])(−1)
i sgn([Fi], [G])(−1)
ie[G]
(3.25)
+
wK(F¯ )
wL(G)
sgn([Fi], [G])(−1)
i sgn([Fj ], [G])(−1)
je[G] +
wK(F¯ )
wL(G)
sgn([Fj ], [G])(−1)
j sgn([Fj ], [G])(−1)
je[G]
(3.26)
=
wK(F¯ )
wL(G)
(sgn([Fi], [G])(−1)
i(−1)j sgn([Fi], [G])(−1)
j−i+1e[G] + e[G]) (3.27)
+
wK(F¯ )
wL(G)
(sgn([Fj ], [G])(−1)
j(−1)i sgn([Fj ], [G])(−1)
j−i+1e[G] + e[G]) (3.28)
= 0 (3.29)
where G′ = ϕ(F ′). Therefore, Lup(L)e[G] = ϕ
∗Lup(K)ϕe[G] and the diagram
(3.3) commutes for both choices of the weight function wL, i.e., (3.2) and
(3.1). Furthermore, the following holds.
Theorem 3.7. Let ϕ : K → L be a simplicial map, and wK and wL be weight
functions of the simplicial complexes K and L respectively, such that (3.1) is
satisfied. Let λ1, . . . , λNK and θ1, . . . , θNL be the eigenvalues of L
up
n (K,wK)
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and Lupn (L,wL), respectively, ordered increasingly. Then,
λk ≤ θk ≤ λk+NK−NL, (3.30)
whith λNK+1 = . . . = λ2NK−NL = N , where N is the number of vertices of K.
Proof. Follows directly from (3.29), the fact that (g, g) = (ϕg, ϕg), and The-
orem 3.2.
On the other hand, for the weight function wL as defined in (3.2), we
need certain modifications for the interlacing theorem to hold.
First, we motivate the choice of weight function wL in (3.2). Let (K,wK)
be a simplicial complex whose weights are normalized, i.e. wK(F ) =
∑
F¯ :F∈F¯ wK(F¯ ),
and let ϕ : K → L be a simplicial map. Assume F¯1, . . . , F¯k are (n+ 1)-faces
of K whose ϕ-images are n-dimensional, i.e. ϕ(F¯i) = Gi ∈ Sn(L), and
assume (3.1) holds. Note that we are now dealing with simplicial com-
plexes with loops, i.e., L is such a complex and ϕ(F¯i) are loops; thus,
degG =
∑
G¯∈Sn+1(L):
G∈∂G¯
wL(G¯) +
∑
¯Fi∈Sn+1(K):
G∈∂ϕ(F¯i)
wK(F¯i), and
wL(Gi) =
∑
F∈Sn(K):
ϕ(F )=G
wK(F )
=
∑
F¯∈Sn+1(K),F¯ 6=F¯i:
F∈∂F¯
wK(F¯ ) + 2wK(F¯i)
=
∑
F¯∈Sn+1(K):
F∈∂F¯
wK(F¯ ) + wK(F¯i)
=degGi + wK(F¯i).
Therefore the weight function wL is not normalized. However, if we adopt
definition (3.2) for wL, we get the desired equality wL(G) = degG; hence, if
Lupn (K,wK) is the normalized Laplacian, then L
up
n (L,wL) is the normalized
Laplacian as well.
Let W be, as before, a vector space spanned by {sgn([Fji], [Gi])e[Fji] −
sgn([F(i+1)j ], [Gi])e[F(i+1)j ] |
⋃
j Fji = ϕ
−1(Gi), and
⋃
iGi = Sn(L)}. Let φ :
Cn(L)→ Cn(L) be an operator such that φe[G] =
∑
F¯∈Sn+1:ϕ(F¯ )=G
wK(F¯ )
wL(G)
e[G],
and let Z be a vector space of dimension z spanned by vectors {e[G] | G ∈
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Sn(L), ∃F¯ ∈ Sn+1(K) s.t. ϕ(F¯ ) = G}. Assume that ϕ : K → L is a sim-
plicial map, and wK and wL are weight functions satisfying 3.2. Then, we
have
θk =max
Vk−1
min
g⊥Vk−1
(Lup(L)g, g)
(g, g)
(3.31)
=max
Vk−1
min
g⊥Vk−1
(ϕ∗Lup(K)ϕg, g)
(g, g)
(3.32)
=max
Vk−1
min
g⊥Vk−1
(Lup(K)ϕg, ϕg)
(ϕg, ϕg)− (φg, g)
(3.33)
≥max
Vk−1
min
g⊥Vk−1
(Lup(K)ϕg, ϕg)
(ϕg, ϕg)
(3.34)
=max
Vk−1
min
f⊥Vk−1,f⊥W
(Lup(K)f, f)
(f, f)
(3.35)
≥max
Vk−1
min
g⊥Vk−1
(Lup(K)f, f)
(f, f)
(3.36)
≥λk. (3.37)
On the other hand, the upper interlacing inequality follows from (3.33).
θk ≤max
Vk−1
min
g⊥Vk−1
(Lup(K)ϕg, ϕg)
(ϕg, ϕg)− (φg, g)
(3.38)
≤max
Vk−1
min
g⊥Vk−1,g⊥Z
(Lup(K)ϕg, ϕg)
(ϕg, ϕg)
(3.39)
≤ max
Vk+z−1
min
g⊥Vk+z−1,
(Lup(K)ϕg, ϕg)
(ϕg, ϕg)
(3.40)
= max
Vk+z−1
min
f⊥Vk+z−1,f⊥W
(Lup(K)f, f)
(f, f)
(3.41)
≤ max
Vk+z+NK−NL−1
min
f⊥Vk+z+NK−NL−1
(Lup(K)f, f)
(f, f)
(3.42)
≤λk+NK−NL+z (3.43)
The inequalities here are derived analogously to the ones in Theorem 3.2.
We assemble our results into the following theorem.
Theorem 3.8. Let (K,wK) and (L,wL) be weighted simplicial complexes and
ϕ : K → L a simplicial map, such that (3.2) holds. Let Z be the vector space
31
of dimension z with basis {e[G] | ∃F¯ ∈ Sn+1(K) s.t. ϕ(F¯ ) = G}, and letW be
the vector space spanned by {sgn([Fji], [Gi])e[Fji]− sgn([F(i+1)j ], [Gi])e[F(i+1)j ] |⋃
j Fji = ϕ
−1(Gi), and
⋃
iGi = Sn(L)}. Assume λ1 ≤ λ2 ≤ . . . ≤ λNK and
θ1 ≤ θ2 ≤ . . . ≤ θNK are the eigenvalues of L
up
n (K) and L
up
n (L), respectively.
Then,
λk ≤ θk ≤ λk+z+NK−NL (3.44)
Remark 3.4. In [2] Section 3, Butler obtains interlacing effects of weak cover-
ings. Given weighted graphs (G,wG) with normalized weights and (H,wH),
then pi : G → H is a weak covering map, if it maps vertices to vertices.
The weight functions of H and G satisfy the following. Let (x, y) be an
edge in H , then wH(x, y) =
∑
u∈pi−1(x),
v∈pi−1(y)
wG(u, v), and let x be a vertex in
H , then degH x =
∑
v∈pi−1(x) degG v. In our terminology, a ”weak cover” is
nothing but a simplicial map defined on graphs such that the weights obey
(3.1). However, if L happens to have loops, stemming from an edge collaps-
ing into a vertex, the Laplace operator Lup0 (H,wH) will not be normalized.
For instance, let G be a hollow traingle, with edges (1, 2), (2, 3) and (1, 3)
with weights 1 on the edges, and 2 on vertices; and let H be a graph on one
edge (1′, 2′) and a loop (2′, 2′). Then the map pi : G→ H with pi(1) = 1′ and
pi(2) = pi(3) = 2′ is a weak covering map. Thus, wH(1
′, 2′) = 2, degH(1
′) = 2,
and degH(2
′) = 4 6=
∑
(u,v):pi(u)=2′ wG(u, v) = 3, which is clearly in contradic-
tion with the weights required for the normalized graph Laplacian. However,
the interlacing theorem Butler obtains is accurate, for weights defined as
wH(x) =
∑
u:pi(u)=xwK(v), but the resulting Laplacian L
up
0 (H,wH) will not
be normalized!
4. Collapsing, Contracting and Interlacing
In this section we analyze the effect of collapsing and contraction on the
eigenvalues of the Laplace operator.
Definition 4.1. Let K be a simplicial complex and (F¯ , F ) pair of faces, such
that F ∈ ∂F¯ , and F is not a facet of any other face in K. The face F¯ is
called a free face, and a simplicial complex K ′ obtained from K by deleting
F¯ and F is called an elementary collapse of K. A sequence of elementary
collapses is called a collapse. A simplicial map ϕ : K → K ′, corresponding
to this operation, is also called an elementary collapse.
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Definition 4.2. Let K be a simplicial complex of dimension n + 1, and let
F¯ be an (n + 1)-face, such that only two of its facets F, F ′, are incident to
(n+ 1)-simplices other than F¯ . The simplicial complex K ′ obtained from K
by deleting the face F¯ and identifying F and F ′ is called an elementary con-
traction of K. A sequence of elementary contractions is called a contraction.
A simplicial map ϕ : K → K ′, corresponding to this operation, is also called
an elementary contraction.
Remark 4.1. Assume F and F ′ are n-faces of the (n + 1)-face F¯ , which are
identified under the elementary contraction ϕ : K → K ′. If F ′ has no (n+1)-
up neighbours, other than facets of F¯ , then this elementary contraction can
be treated as a composition of two elementary collapses. Thus, we will not
analyse this case separately.
Let ϕ : K → K ′ be an elementary contraction, which identifies two n-
faces F1 and F
′
1, which are (n+1)-up neighbours. In other words, there exist
vertices v ∈ F1 and v
′ ∈ F ′1, such that ϕ(v) = ϕ(v
′), and ϕ is injective on all
other vertices of K. In what follows we will distinguish among two types of
elementary contractions:
(i) there exist 2m (n + 1)-faces F¯2, F¯
′
2, . . . , F¯m+1, F¯
′
m+1 of K, such that
ϕ(F¯i) = ϕ(F¯
′
i ), for all 2 ≤ i ≤ m+1, and ϕ is injective on the remaining
(n+ 1)-faces of K,
or
(ii) ϕ is injective on Sn+1(K).
Example 4.1. In Figures 5(a) and 5(b), elementary collapses of the simpli-
cial complex K (Figure 4) are presented, in particular the collapse of an edge
and a triangle, respectively. Figures 6(a) and 6(b) represent two main types
of elementary contractions, type (i) and (ii), respectively.
Note that both these operations, collapse and contraction, are simplicial
maps. However, the interlacing theorems proven Section 3 are valid for spe-
cific choices of weights on K ′, see (3.2) and (3.1). For the combinatorial
Laplacian Lupn (K) = L
up
n (K,wK), where wK ≡ 1, one might want to con-
sider the case of interlacing eigenvalues of Lupn (K) (∆
up
n (K)) and L
up
n (K
′)
(∆upn (K
′)), where K ′ is either a collapse or a contraction of K. These cases
are resolved in the following theorems.
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Figure 4: Simplicial complex K
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Figure 5: Elementary collapses of simplicial complex K
2’=3’
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Figure 6: Elementary contractions of simplicial complex K
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Theorem 4.1. Let ϕ : K → K ′ be an elementary contraction, and let λ1 ≤
. . . λNK , θ1 ≤ . . . θNK′ be the eigenvalues of L
up
n (K) and L
up
n (K
′)(∆upn (K) and
∆upn (K
′)), respectively, then
(i)
λk−m(n+2) ≤ θk ≤ λk+NK−NK′+m(n+2), (4.1)
if the contraction ϕ is of type (i), or
(ii)
λk ≤ θk ≤ λk+n+2, (4.2)
if ϕ is of type (ii),
where λNK+1 = . . . = λ2NK−NK′+m(n+1) = N , λ0 = λ−1 = . . . = λ−n−1 = 0,
and N is the number of vertices of K.
Proof. Assume that the weight functions wK and wK ′ are identically equal
to 1, i.e., we are dealing with the combinatorial Laplacian Lupn . Let F¯1,
F1, and F
′
1 be the faces of K, such that the elementary contraction ϕ is
given by identification of F1 and F
′
1. In the proof we will distinguish among
two, already mentioned, cases of elementary collapses ϕ. Denote by F¯2,
F¯ ′2, . . . , F¯m+1, F¯
′
m+1 the (n+ 1)-faces of K that are identified under ϕ, if ϕ is
of type (i). Let ψ : Cn(K ′,R)→ Cn(K ′,R) be a map, such that
ψe[G] =
∑
G′∈∂G¯i
wK(F¯i) sgn([G], ∂[G¯i]) sgn([G
′], ∂[G¯i])
1
wK ′(G′)
e[G′], (4.3)
if ϕ is of type (i), G ∈ ∂ϕ(F¯i), where G¯i = ϕ(F¯i), for all 2 ≤ i ≤ m+ 1, and
ψe[G] = 0, (4.4)
for other choices of G ∈ K ′ and for ϕ of type (ii).
According to (3.9) and the considerations for simplicial maps, we have
ϕ∗Lupn (K)ϕeG =
∑
F¯∈Sn+1(K):
G∈∂ϕ(F¯ )
wK(F¯ )
∑
G′∈∂G¯
sgn([G], ∂[G¯]) sgn([G′], ∂[G¯])
e[G′]
wK ′(G′)
.
(4.5)
Therefore,
ϕ∗Lupn (K)ϕe[G] = L
up
n (K
′)e[G]+wK(F¯i)
∑
G′∈∂G¯i
sgn([G], ∂[G¯i]) sgn([G
′], ∂[G¯i])
e[G′]
wK ′(G′)
,
(4.6)
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if ϕ is of type (i) and G ∈ ∂ϕ(F¯i), 2 ≤ i ≤ m+ 1, and
ϕ∗Lupn (K)ϕe[G] = L
up
n (K
′)e[G], (4.7)
otherwise. Thus, Lupn (K
′) = ϕ∗Lupn (K)ϕ − ψ. As for (ϕg, ϕg) we have the
following equalities
(ϕg, ϕg) =
∑
G∈Sn(K ′)
∑
F∈Sn(K):
ϕ(F )=G
(sgn([F ], [G])g(ϕF ))2wK(F ) (4.8)
=
∑
G∈Sn(K ′)
g([G])2
∑
F∈Sn(K):
ϕ(F )=G
wK(F ) (4.9)
=(g, g) + (φ1g, g) + (φ2g, g), (4.10)
where
φ1e[G] =
{
wK(F )e[G] if ϕ is of type (i), and ϕ(F ) = G ∈ ∂ϕ(F¯i), 2 ≤ i ≤ m+ 1,
0 otherwise,
(4.11)
and
φ2e[G] =
{
wK(F1)e[G] if F1 ∈ ϕ
−1(G), and ϕ is of type (ii),
0 otherwise.
(4.12)
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It is now straightforward to deduce the interlacing inequalities. Namely,
θk = min
VN
K′
−k
max
g⊥VN
K′
−k
(Lup(K ′)g, g)
(g, g)
(4.13)
= min
VN
K′
−k
max
g⊥VN
K′
−k
(ϕ∗Lup(K)ϕg, g)− (ψg, g)
(g, g)
(4.14)
≥ min
VN
K′
−k
max
g⊥VN
K′
−k,g⊥Y
(ϕ∗Lup(K)ϕg, g)
(g, g)
(4.15)
= min
VN
K′
−k
max
g⊥VN
K′
−k,g⊥Y
(Lup(K)ϕg, ϕg)
(ϕg, ϕg)− (φ1g, g)− (φ2g, g)
(4.16)
≥ min
VN
K′
−k
max
g⊥VN
K′
−k,g⊥Y
(Lup(K)ϕg, ϕg)
(ϕg, ϕg)
(4.17)
≥ min
VN
K′
−k+y
max
g⊥VN
K′
−k+y
(Lup(K)ϕg, ϕg)
(ϕg, ϕg)
(4.18)
= min
VN
K′
−k+y
max
f⊥VN
K′
−k+y,f⊥W
(Lup(K)f, f)
(f, f)
(4.19)
≥ min
VN
K′
−k+y
max
f⊥VNK−k+y
(Lup(K)f, f)
(f, f)
(4.20)
≥ min
VNK−k+y
max
f⊥VNK−k+y
(Lup(K)f, f)
(f, f)
(4.21)
≥λk−y. (4.22)
In inequality (4.15), Y denotes the subspace of Cn(K ′,R) on which (ψg, g) =
0 and the dimension of this space (dimY = y) is at most (n + 2)m, if
ϕ is of type (i), and y = 0, if ϕ is an elementary contraction of type
(ii). The vector space W in (4.20) is generated by {sgn([Fji], [Gi])e[Fji] −
sgn([F(i+1)j ], [Gi])e[F(i+1)j ] |
⋃
j Fji = ϕ
−1(Gi), and
⋃
iGi = Sn(K
′)}, and of
dimension dimW = NK − NK ′. Note that the quantity NK − NK ′ equals
n+ 1, if ϕ is an elementary collapse of type (ii).
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Similarly, the upper interlacing inequality follows from (3.33), i.e.,
θk ≤max
Vk−1
min
g⊥Vk−1
(Lup(K)ϕg, ϕg)− (ψg, g)
(ϕg, ϕg)− (φ1g, g)− (φ2g, g)
(4.23)
≤max
Vk−1
min
g⊥Vk−1
(Lup(K)ϕg, ϕg)
(ϕg, ϕg)− (φ1g, g)− (φ2g, g)
(4.24)
≤max
Vk−1
min
g⊥Vk−1,g⊥Z
(Lup(K)ϕg, ϕg)
(ϕg, ϕg)
(4.25)
≤ max
Vk+z−1
min
g⊥Vk+z−1,
(Lup(K)ϕg, ϕg)
(ϕg, ϕg)
(4.26)
= max
Vk+z−1
min
f⊥Vk+z−1,f⊥W
(Lup(K)f, f)
(f, f)
(4.27)
≤ max
Vk+z+NK−NL−1
min
f⊥Vk+z+NK−NL−1
(Lup(K)f, f)
(f, f)
(4.28)
≤λk+NK−NL+z. (4.29)
The vector space Z appearing in inequality (4.25) is Z = {g ∈ Cn(K ′,R) |
(φ1g, g) + (φ2g, g) = 0}, and the dimension z = dimZ, is equal to 1, if ϕ
is of type (ii), and m(n + 2) otherwise. Thus, in the case (i) we have the
following interlacing inequalities:
λk−m(n+2) ≤ θk ≤ λk+NK−NK′+m(n+2). (4.30)
And the case (ii) results in
λk ≤ θk ≤ λk+NK−NK′+1. (4.31)
A very similar method can be used to prove inequalities for the normalized
Laplacian, with the difference in the definition of weight functions and maps
φ1, φ2. In this case, the weight functions wK and wK ′ have value 1 on all
faces of dimension n+ 1, whereas wK(F ) = degF , and wK ′(G) = degG, for
all n-faces F , G, of K and K ′, respectively. The maps φ1, φ2 : C
n(K ′,R)→
Cn(K ′,R) are given by
φ1e[G] =
{
wK(F¯i)e[G] if ϕ is of type (i), and G ∈ ∂G¯i, 2 ≤ i ≤ m+ 1,
0 otherwise,
(4.32)
and
φ2e[G] =
{
2wK(F¯1)e[G] if G = ϕ(F1),
0 otherwise.
(4.33)
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However, the remainder of the proof is exactly the same as in the case of the
combinatorial Laplacian Lupn , and so are the dimensions of vector spaces Z,
Y and W; thus the same interlacing inequalities hold.
We now briefly discuss interlacing inequalities for elementary collapses.
Theorem 4.2. Let ϕ : K → K ′ be an elementary collapse, and let λ1 ≤
. . . λNK and θ1 ≤ . . . θNK′ be the eigenvalues of L
up
n (K) and L
up
n (K
′)(∆upn (K)
and ∆upn (K
′)), respectively, then
λk ≤ θk ≤ λk+n+3, (4.34)
where N = λNK+1 = . . . = λNK+n+3, and N is the number of vertices of K.
Proof. A direct consequence of Theorem 1.1 and Corollary 2.14.
5. Eigenvalue interlacing of relative Laplacians
For a simplicial complex (K,wK) and a subcomplex (L,wL) which is pure
of dimension n, such that wL(F ) = wK(F ) for every F ∈ L, we define the
relative Laplacian Ln(K,L;R) as in Section 1.
Let pin+1 : C
n+1(K,R)→ Cn+1(K,L;R) be a projection map, i.e.,
pi(e[F¯ ]) =
{
e[F¯ ] if F¯ /∈ L,
0 otherwise,
and let pi∗n : C
n(K,L;R) → Cn(K,R) be the adjoint of the projection map
defined on n-cochains, i.e. pi∗(e[F ]) = e[F ]. Hence pi
∗ is an inclusion map.
Since Cn+1(K,L;R) = Cn+1(K,R), then pin+1 = id, and the following dia-
gram commutes
Cn+1(K,R)
δK←−−− Cn(K,R)yid xpi∗
Cn+1(K,L;R)
δK,L
←−−− Cn(K,L;R)
.
From the commutativity of this diagram and (2.8), we have
RLn(K,L)(g) =Rid∗id(δKpi
∗g)RLn(K)(pi
∗g)Rpipi∗(g) (5.1)
=RLn(K)(pi
∗g)Rpipi∗(g). (5.2)
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Let λ1 ≤ . . . λNK be the eigenvalues of L
up
n (K) and θ1 ≤ . . . θNLthe eigenval-
ues of Lupn (K,L). Since Rpipi∗(g) = 1, we have
θk = min
Vk
max
g∈Vk
RLn(K,L)(g) =min
Vk
max
g∈Vk
RLn(K)(pi
∗g)Rpipi∗(g) (5.3)
≥min
Vk
max
g∈Vk
RLn(K)(pi
∗g) (5.4)
≥λk, (5.5)
(5.6)
and this is the lower interlacing inequality among the eigenvalues of Lupn (K)
and Lupn (K,L). The upper interlacing inequality is
θk = min
VNL−k+1
max
g∈VNL−k+1
RLn(K,L)(g) = min
VNL−k+1
max
g∈VNL−k+1
RLn(K)(pi
∗g) (5.7)
= min
VNL−k+1
max
g∈VNL−k+1
RLn(K)(pi
∗g) (5.8)
≤ min
VNL−k+1
max
g∈VNL−k+1
RLn(K)(g) (5.9)
≤ min
VNK−NK+NL−k+1
max
g∈VNK−NK+NL−k+1
RLn(K)(g)
(5.10)
≤λk+NK−NL. (5.11)
We collect our results in the following theorem.
Theorem 5.1. Let (K,wK) be a simplicial complex and (L,wL) a subcom-
plex, which is pure of dimension n, such that wL(F ) = wK(F ) for every
F ∈ L. Let λ1 ≤ λ2 ≤ . . . ≤ λNK and θ1 ≤ θ2 ≤ . . . ≤ θNL be the eigenvalues
of Lupn (K) and L
up
n (K,L), respectively. Then,
λk ≤ θk ≤ λk+NK−NL, (5.12)
where N = λNK+1 = . . . = λ2NK−NL, and N is the number of vertices of K.
Remark 5.1. It is not difficult to see that the matrix of the relative Lapla-
cian Lupn (K,L) is obtained by deleting rows and columns from the matrix
of Lupn (K), thus one can apply the Cauchy interlacing theorem and obtain
the same results. However, the method employed here is general and can
be used to treat a variety of different interlacing problems, and the Cauchy
interlacing theorem is just one of its special cases.
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