Abstract-We consider a network of interconnected dynamical systems. Spectral network identification consists in recovering the eigenvalues of the network Laplacian from the measurements of a very limited number (possibly one) of signals. These eigenvalues allow to deduce some global properties of the network, such as bounds on the node degree. Having recently introduced this approach for autonomous networks of nonlinear systems, we extend it here to treat networked systems with external inputs on the nodes, in the case of linear dynamics. This is more natural in several applications, and removes the need to sometimes use several independent trajectories. We illustrate our framework with several examples, where we estimate the mean, minimum, and maximum node degree in the network. Inferring some information on the leading Laplacian eigenvectors, we also use our framework in the context of network clustering.
signals, whether node trajectories or combinations of these. We then deduce the Laplacian eigenvalues, or approximations of the Laplacian eigenvalues moments, depending on the size of the network. This spectral information provides bounds on various quantities of interest in the network (e.g. mean, minimum, maximum node degree).
We have developed the spectral network identification approach in [8] for interconnected nonlinear systems without external inputs. The non-linearity made it impossible to work on the "system eigenvalues", but we developed an approach similar to that just explained using the eigenvalues of the Koopman operator, which allows to represent a nonlinear system by a linear infinite-dimensional one. However, this did require to assume that the network would eventually synchronize. As a result of the synchronization and absence of external input, only a finite amount of information could be obtained from one experiment (i.e. one trajectory), so that it was necessary to perform several ones (i.e. re-setting the system at an arbitrary initial condition). Our method did for example allow to detect that a new node with lower degree has been added to a network, or to estimate the average node degree, solely by measuring the trajectory of one single node which needs not to be particularly representative of the typical nodes in the network.
Contribution: In this work we focus on networks of identical linear interconnected systems, and extend our approach to take into account external inputs, exploiting a recent variation of the DMD algorithm [12] . First, this allows to treat more general systems where external excitation is present and cannot be removed. More importantly, inputs continuously excite the system, making the experiments more informative, with the amount of obtained information growing over time.
We can obtain fair results with a single trajectory, and we no longer assume the system to converge to a synchronized state. As a side contribution, we also show that we can infer some information on the leading Laplacian eigenvectors, providing a technique that can be used to cluster measured nodes. Our results are illustrated in Section IV, where we (1) compute the average node degree of a large random network, (2) estimate the minimum and maximum node degree in the Polblogs network with opinion dynamics, and (3) detect clusters in a random graph with planted partitions.
Related approaches: Network identification problems have received increasing attention over the past years, and the topic is actively growing in nonlinear systems theory. See e.g. the recent survey [17] . Many methods have been developed, exploiting techniques from various fields: velocities estimation [10] , [18] , adaptive control [24] , steady-state control [23] , optimization [7] , compressed sensing [9] , [22] , stochastic methods [14] , etc. These methods provide the structural (i.e. exact) connectivity of the underlying network and exploit to do so the dynamical nature of the individual units, which is often known, at least partially. As already mentioned, most of those work aim at fully recovering the network structure. A few works have also been proposed to estimate the Laplacian eigenvalues of the network [5] , [15] , [19] . These methods yield decentralized algorithms, but impose a specific consensus dynamics at each node. In contrast, our method is not decentralized (except when only one node is mesured) but does not impose specific dynamics. Finally, we note a difference with an alternative line of works where the structure of the network is known, and the goal is to identify the dynamics taking place at the different nodes or edges, see e.g. [2] , [3] , [6] .
II. RELEVANCE OF LAPLACIAN EIGENVALUES
Consider a weighted network G = (V, W ), where V is a set of n nodes and W ij = [W ] ij > 0 is the weight of the edge (j, i), with in particular W ij = 0 in the absence of edge. In the case of unweighted networks, we consider that W ij = 1 if there is an edge (j, i) and W ij = 0 otherwise. The weighted in-degree (or simply degree) d i of node i is the sum of the weights of edges arriving at i, i.e.
. . , λ n , usually sorted by magnitude, contain significant information about the network structure and its effect on the dynamical processes that could take place on it.
For undirected networks W ij = W ji , the symmetry of L implies that all eigenvalues are real. In this case, the multiplicity of λ 1 = 0 is equal to the number of connected components -separate parts -of the network. The second and last eigenvalues λ 2 and λ n provide bounds on the smallest and largest node degrees [4] :
Finally, the leading eigenvectors of the Laplacian (e.g. Fiedler vector v 2 ) tend to have similar entries for nodes close to each other. They can be used to cluster the nodes. See for example [21] for an introduction to such spectral clustering techniques. For large (directed) networks, it is more convenient to work with the spectral moments of the Laplacian matrix
They are always real and also provide relevant information. The first moment is equal to the average node degree:
The following bounds on the quadratic mean degree were also shown in the Appendix of [8] :
We refer the interested reader to [4] , [8] , [11] for more detail.
III. SPECTRAL NETWORK IDENTIFICATION

A. Problem statement
We consider a network of n identical units interacting through a diffusing coupling and forced by external inputs u : R → R p . Each unit is described by m states x k ∈ R m which evolve according to the LTI dynamical systeṁ
with A ∈ R m×m , B ∈ R m , C ∈ R m , and D k ∈ R m×p . We assume that A, B, C are identical for all units, but make no assumption on D k , which can differ from one unit to another. For instance, the inputs could be applied to a small number of units. We will refer to solutions of (3) as trajectories of the system.
Denoting by X = [x 1 . . . x n ] T ∈ R mn the vector which collects all the states, we obtain the dynamicṡ
with
T ∈ R mn×p . The matrix I n is the n×n identity matrix, L ∈ R n×n is the Laplacian matrix and ⊗ denotes the Kronecker product.
In the context of spectral network identification, our goal is the following: assuming that the local dynamics of the units and the external inputs are known (i.e. A, B, C, and u are known), obtain the Laplacian eigenvalues λ k from q n partial local measurements in the network. These measurements are time series of the form QX(kT ) ∈ R q , where the measurement matrix Q ∈ R q×mn is a sparse matrix and T > 0 is the sampling time. Typically, we will consider direct measurements at a small number of units, i.e. Q T = [e k1 · · · e kq ] for some k 1 , . . . , k q ∈ {1, . . . , mn}, where e k is the kth unit vector. Note that the inputs are known but they are applied to unknown locations in the network (the matrix D is not be known).
Assumption 1 (Zero-order hold assumption):
We make the standing assumption that the sampling time T is small enough so that the input can be considered as constant over every sampling period [kT, (k + 1)T ].
Assumption 2 (Single experiment):
We assume that we can measure only one trajectory of the system. Our method to solve the above spectral identification problem is divided in two steps. (1) Eigenvalues of K are estimated through the Dynamic Mode Decomposition (DMD) method-and in particular its extension to systems with inputs [12] . (2) Laplacian eigenvalues are obtained by exploiting a one-to-one correspondence with the spectrum of K [8] .
B. Estimation of the eigenvalues of K
In this section, we extract the eigenvalues of K from measurement data points. We show how these eigenvalues are related to particular matrices obtained from measured data and we use the DMD method.
a) Spectrum of K:
The method is based on the following idea. For arbitrary trajectories of the system, i.e. solutions of (3), we can define the vectors Z(k) ∈ R qN compiling the measurements and inputs at periodic intervals T , i.e.
. . .
There is a general linear relation between the vectors Z(k), U (k) and the vector Z(k + 1). Moreover, this linear relation is invariant under shift of all measurement times and input times by a constant multiple of T , and its spectrum is related to the spectrum of the system matrix K. This result is summarized in the following proposition. Proposition 1: Suppose that mn = Nq for some integer N and that the square matrix
is full rank (which is generically the case, and implies observability of the pair (K, Q)). Then there exist unique matrices Γ ∈ R Nq×Nq and Υ ∈ R Nq×Np such that
holds for all possible trajectories of the system. Moreover, μ is an eigenvalue of K with the corresponding eigenvector w if and only ifμ = e μT is an eigenvalue of Γ with the corresponding eigenvectorw = M ⊗ (Qw), where M is a diagonal matrix with diagonal entries [1 μ μ 2 · · · μ N −1 ]. The proof can be found in the online version of the paper (www.arxiv.org/abs/1709.04153).
According to Proposition 1, we can thus focus on the eigendecomposition of Γ to obtain the spectrum of K. This is done through the DMD method for control.
b) Data matrices and DMD for control [12] : We now turn our attention to the computation of Γ from our observations of one trajectory. Under the conditions of Proposition 1, Γ and Υ are the unique matrices to satisfy (6) for all trajectories of the system. Hence the idea of the method is to require our estimates of Γ and Υ to satisfy (6) for all available data-points. The obtained system of equations will admit (under the conditions of Proposition 1) Γ, Υ as unique solutions, unless the trajectory lies in a specific proper subspace. In this latter case, the system would be underdetermined (e.g. u ≡ 0, X ≡ 0 for the most trivial example), which is not a generic situation.
From a practical point of view, we define the data matrices
The width of these matrices should be taken as large as the data collected allows. Following the original DMD method for input, we rewrite (6) 
Then the unknown matrices are given by
where † denotes the Moore-Penrose pseudoinverse. The DMD method therefore consists of (1) computing Γ, obtained with the Nq first columns in (7), and (2) computing the eigenvalues and eigenvectors of Γ. We note that the pseudoinverse is generally not used, and is replaced by a singular value decomposition (see [12] for more details).
Remark 1: 1. In practice, we will prefer to define columns of the data matrices with larger time steps Δ than the sampling time T , so that Z(k) would contain QX(kT ), QX(kT + Δ), QX(kT + 2Δ), . . . (where Δ is a multiple of T ). Numerical tests suggest indeed that the spectrum of Γ obtained in this case still coincides with the spectrum of K, and the algorithm actually yields more accurate results. 2. The number N chosen to define the vectors Z(k) could be different from the condition Nq = nm imposed in Proposition 1. If Nq > nm, then the spectrum of Γ will coincide with the spectrum of K, but will contain additional zero eigenvalues. If Nq < nm (which is typically the case for the values N chosen with large networks), then the two spectra are different, but our numerical simulations show that the eigenvalues of Γ lie near clusters of eigenvalues of K (see Section IV).
C. Estimation of Laplacian eigenvalues and eigenvectors
Now we infer the Laplacian eigenvalues from the eigenvalues of the matrix K. We rely on previous works, which show that there exists a bijection between the spectra of L and K [8] . In particular, we use the following result.
Proposition 2 ( [8, Proposition 2]):
If μ is an eigenvalue of K and is not an eigenvalue of A, then
is a Laplacian eigenvalue. The proof can be found in [8] . We note that m distinct eigenvalues of K yield the same Laplacian eigenvalue through (8) , but all Laplacian eigenvalues are obtained when the full spectrum of K is considered. We now show that we can also retrieve some information on the Laplacian eigenvectors, which will prove useful to apply certain clustering methods, see IV-C.
Proposition 3: Assume that Q = Q 1 ⊗Q 2 , for some Q 1 ∈ R q1×n and Q 2 ∈ R q2×m (with q = q 1 q 2 ) and consider the eigenvectorsw and v of Γ and L, associated with the eigenvaluesμ = e μT and λ, respectively, where λ and μ are related through (8) . Then,
where [ ] i denotes the ith component of the vector, with i, j = 1, . . . , q 1 , l 1 = 0, . . . , N − 1, and l 2 = 1, . . . , q 2 .
In particular, when Q T = [e k1 · · · e kq ], that is, we measure distinctly the same state at some nodes, the result can be applied with [Q 1 v] i = v ki . Proof: It follows from [8, Lemma 1] that w = v ⊗v A , where v A is an eigenvector of A. Then, Proposition 1 implies that the eigenvector of Γ is of the formw = Λ ⊗ (Q 1 v ⊗ Q 2 w) and (9) directly follows.
D. Algorithm
Our method for spectral identification of networks with inputs is summarized in the following algorithm.
Algorithm 1 Spectral identification of networks with inputs
Input: Measurements {QX(kT )}; inputs values {u(kT )}; shift sequences parameters N and Δ. Output: Laplacian eigenvalues λ k and ratios
Construct the data matricesZ,Z , andŪ ; 2: DMD for control (1): Compute the matrices Γ and Υ using (7); 3: DMD for control (2) : Compute the eigenvaluesμ k and eigenvectorsw k of Γ; 4: μ k = 1/T logμ k ; 5: Compute the Laplacian eigenvalues λ k using (8); 6: Compute the ratios
E. Example
We consider a directed random Erdős-Rényi network with n = 15 nodes and a probability 0.3 for any two vertices to be connected. The weights of the edges are uniformly randomly distributed between 0 and 5. The dynamics is given by (3) with the (known) matrices
and the two inputs are sinusoidal signals with random amplitude and frequency (between 0 and 1). They are applied on the second state of nodes 3 and 4, i.e. 
IV. APPLICATIONS TO LARGE NETWORKS
In the case of large networks, it is typically impossible to infer the full spectrum of the Laplacian eigenvalues. In this situation, we rather focus on (1) the first spectral moments of the Laplacian matrix (mean node degree), (2) the algebraic connectivity λ 2 and the largest eigenvalue (in real part) λ n (minimum and maximum node degree), and (3) the leading spectral eigenvectors (clustering).
A. Mean node degree
The mean node degree and mean quadratic node degree can be obtained by considering the spectral moments of the Laplacian matrix. In the case of large networks, the Laplacian eigenvalues cannot be obtained exactly. However, we have observed experimentally that they lie inside or near the convex hull S of a few values obtained when applying the method described in the previous section with N nm/q. We therefore estimate the spectral moments by computing the moments of area of this convex hull. In particular, we have
with (x, y) = ( {λ}, {λ}). We note that this result can be generalized to the case where several clusters of eigenvalues require to consider several convex hulls (see [8] for more details).
In the following example, we consider a directed random network of 100 nodes, with a normal distribution of the number of edges at each node (mean: 10, standard deviation: 5). The weights of the edges are uniformly randomly distributed between 0 and 0.1. The dynamics are the same as in Example III-E, but with 5 sinusoidal inputs (with random amplitude and frequency between 0 and 1) applied to 5 different nodes. We measure one state of one node only (sampling time T = 0.02 over the time interval [0, 20] ). Using our method for spectral identification of networks with inputs (with parameters N = 20, Δ = 0.2), we can obtain a convex hull that approximates the location of the Laplacian eigenvalues (Figure 2 ). This provides accurate values of the spectral moments, and therefore a fair estimate of the mean node degrees ( Table II) . Note that the error on the mean node degree (0.02) is very small compared to the standard deviation of the nodes degree distribution D 2 − D 2 1 = 0.26. We can also divide the (estimated) average node degree by the average value of the edge weights (0.05 in our case), and we obtain an estimation of the average number of edges per node. 
B. Minimum and maximum node degrees
In this example, we focus on the Laplacian eigenvalues λ 2 and λ n , which provide bounds on the minimum and maximum node degrees according to (1) , in the case of undirected networks. We consider the undirected and unweighted Polblogs network [1] . This network originally describes links between 1224 US political blogs. We attach one state to each node, representing the node opinion, and consider a consensus dynamics of the form (3) with A = −1, B = 0.1, and C = 1. As an external influence, three sinusoidal inputs with random amplitude between 0 and 0.1, and random frequency between 0 and 1 are applied to the network. Each input directly affects one third of the nodes. We measure the state of node 1, whose degree is 26. (Our sampling time is T = 0.01 over the time interval [0, 10], and we use the parameters N = 50, Δ = 0.1 in our method.)
Using this single measurement, the spectral identification method provides a good estimate of the Laplacian spectrum range (Figure 3 ). The eigenvalue λ 2 is overestimated, but this result still gives the order of magnitude of the minimum node degree. Note that we actually estimate much more accurately the first eigenvalue λ 1 = 0, which is unfortunately less interesting in this context. More importantly, the estimate of λ n is very accurate, a result which allows to obtain a very close bound for the maximum node degree (Table III) . With the measure of one node only, one can therefore deduce the presence of a highly connected node and estimate how influent it is. 353.6 5.6 Fig. 3 . We obtain a good estimate of the range of the Laplacian spectrum, which provides bounds on the minimum and maximum node degrees. The two insets show the eigenvalues near λ 2 and near λn. 
C. Clustering
We will now use the spectral identification framework in the context of clustering. Our approach is very similar to the technique proposed in [13] to partition a power grid using the so-called Koopman mode analysis on measurements of the full network. Proposition 3 implies that we can compute the ratios between components of leading Laplacian eigenvectors if we use measurements at the corresponding nodes, a result which can be used to decide whether nodes are part of the same cluster.
We consider a random graph with planted partitions, consisting of 3 planted clusters of 50 nodes each. Any two nodes of the same cluster are connected with independent probability 0.3, but this probability drops to 0.05 if the two nodes belong to different clusters. The weights of the edges are uniformly randomly distributed between 0 and 0.1. The dynamics are the same as in Example III-E, with 3 sinusoidal inputs with random amplitude and frequency (between 0 and 1), each of which is applied to one node in a distinct cluster. We measure one state for 5 nodes in each cluster (sampling time T = 0.02 over the time interval [0, 20] ) and use our method (with parameters N = 2, Δ = 0.2). The ratios
(where 1 and j are measured nodes) are computed by using (9) and are depicted in Figure  4 . The obtained result correctly retrieve the three clusters.
V. CONCLUSIONS AND PERSPECTIVES
We have extended our spectral network identification framework to allow for external inputs in the linear case. Crucially, this allows to consider networked systems that do not synchronize and removes the need for using multiple trajectories. It is also relevant in applications where external inputs are present and cannot be avoided. In this paper, we have demonstrated the use of our framework to estimate the mean, minimum, and maximum node degrees of the network, from measurements at a small number of nodes. Moreover, we have also shown that we can infer some information on the leading eigenvectors and use this result for network clustering. One main challenge is the possible extension of these results to nonlinear interconnected systems that do not necessarily converge (unlike what was assumed in [8] ), to other sorts of coupling, or to networks with heterogeneous node dynamics. Some additional assumptions will be required in the latter case, since it was shown in [8] that recovering the Laplacian spectrum from that of K is in general impossible.
Another line of potential further research concerns the optimization of the numerical algorithms. There might be more accurate ways of estimating the eigenvalues of the Laplacian based on those of K when the latter are not fully accurate. Moreover, it is not clear that numerical methods are still efficient when (process or measurement) noise is added to the system. How numerical methods (and the underlying theoretical framework) should be adapted to properly handle noise is an open question.
One could also explore the link with classical system identification. The eigenvalues of K defined in (5) that we compute with the DMD algorithm are indeed (generically) also the poles of the transfer functions from the input to the measured nodes. One could thus in principle obtain them by identifying these transfer functions in a "classical" way, which would also naturally allow for noise in the system. However, classical identification techniques were designed for other challenges, and do not necessarily minimize the errors on the poles, so it is not clear that they would give better results, especially since the order of the transfer functions could be very large: treating the example of Section III-E, which involves 15 nodes and 2 states per node, would for instance require identifying a transfer function of order 30.
Finally, we recall that our end-goal is to identify properties of the network from sparse measurements. Reconstructing the Laplacian spectrum is one way of attacking this problem, but not a goal on its own. There could be other relevant quantities containing information about the graph and that could be deduced from the trajectories.
