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摘  要
         
         
社交媒体已成为现代社会舆论交流和信息传递的主要平台。针对社交媒体的情感分
析对于舆论监控、商业产品导向和股市预测等都具有重大应用价值。但社交媒体内
容的多模态性（文本、图片等）让传统的单模态情感分析方法面临许多局限，多模
态情感分析技术对跨媒体内容的理解与分析具有重大的理论价值。
多模态情感分析区别于单模态方法的关键问题在于，如何综合利用形态各异的多模
态情感信息，来获取整体的情感倾向性，同时考虑单个模态本身在情感表达上的性
质。针对该问题，利用社交媒体上的多模态内容在情感表达上所具有的关联性、抽
象层级性的特点，提出了一套面向社交媒体的多模态情感特征学习与融合方法，实
现多模态情感分析，主要内容和创新点如下：
1.针对社交媒体多模态信息在情感表达上具有关联性的问题，提出了一种基于贝叶
斯网络的跨模态情感关联模型（Multi-modal Correlation Model， MCM），来对
社交媒体内容的情感表达进行建模。利用网络中不同模态间的先验和后验概率，综
合考虑了1）各模态自身对情感的贡献；2）不同模态在情感表达上的相关性。实现
了对文本、图片和表情符号等不同模态情感特征的跨模态融合。实验结果验证了模
态关联性对多模态情感分类具有积极效果。
2.针对模态和情感间存在的语义鸿沟问题，结合深度学习算法和人类的先验知识
，提出了一种层级性的情感特征学习策略（Hierarchical Fine-tune Learning
Strategy，HFLS）。从特征学习数据和学习模型的层次结构两方面入手，利用微调
（fine-tune）机制，逐层地学习模态的低层特征、中层情感特征和高层情感特征
。实验结果说明，相比于现有的情感特征学习方法，HFLS能够很好地减小模态与情
感间的语义鸿沟。
3.针对多模态在情感表达上的关联性和层级性问题，结合MCM的分析结论和HFLS学
习策略，提出了一种通用的多模态情感特征学习方法。利用社交媒体中存在的大规
模情感信号，以无监督的方式学习具有强情感关联性，和高度情感抽象层级的多模
态情感特征。实验结果说明了该方法产生的情感特征优于现有情感特征学习方法、
并且具有很好的泛化能力。
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Abstract
         
         
Social media has become a main platform of public communication and
information transmission. Therefore, social media sentiment analysis has great
application values in many fields, such as public opinion monitoring, production
marking, stock forecasting and so on. But the multi-modal characteristic of social
media content (e.g. texts and images) significantly challenges traditional text-
based sentiment analysis approaches, multi-modal sentiment analysis gets great
theoretical value for understanding and analysis of multi-modal contents.
The key challenge of multi-modal sentiment analysis is how to recognize the
integral sentiment with diverse modalities, simultaneously consider the sentiment
presen- tation of each modal. In this paper, we propose a set of novel multi-modal
sentiment analysis methods for scial media content, which synthetically utilize the
correlation and hierarchical characteristics of multi-modal sentiment expressions.
The main contents and innovations are as follows:
1.To solve the problems of sentiment correlations among different modalities, we
propose a Multi-modal Correlation Model (MCM). Compared with other multi-
modal methods, MCM models hierarchical correlations among modalities, as well
as between modalities and sentiments. Specifically, a probabilistic graph ical
model is subsequently built upon the proposed MCM model, which considers the
hierarchical correlations and preserves the classification ability of each modality.
Experimental results demonstrate the importance of mulit-modal hierarchical
correlations to sentiment analysis
2.To solve the problem of the semantic gap between modalities and sentiment,
we propose a Hierarchical Fine-tune Learning Strategy (HFLS), which takes
advantages of deep learning technologies and human experiences to learn
hierarchical sentiment features. HFLS employs layer-wise fine-tunes on deep
network with stacked datasets, and successively learns low-level, mid-level and
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high-level sentiment features for sentiment analysis. Experimental results show
the hierarchical features can improve sentiment classification and bridge the
semantic gap.
3.To solve the problem of the correlations and hierarchy of multi-modal sentiment
expressions, we propose a general multi-modal sentiment feature leraning
method based on the conclusions of MCM and HFLS. The method is
unsupervised, which use the large scale sentiment signals in social media as hint
informations to learn high sentiment-correlated and hierarchical sentiment
features. Experi- mental results show the features outperform the state-of-the-art
methods and have good generalization ability.
         
Keywords: Multi-modal Correlation;Hierarchical Feature Learning;Sentiment Signal
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