Partitioning Application Using Graph Theory for Mobile Devices in Pervasive Computing Environments  by Jungum, Nevin Vunka et al.
 Procedia Computer Science  94 ( 2016 )  105 – 112 
Available online at www.sciencedirect.com
1877-0509 © 2016 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
Peer-review under responsibility of the Conference Program Chairs
doi: 10.1016/j.procs.2016.08.018 
ScienceDirect
The 13th International Conference on Mobile Systems and Pervasive Computing                      
(MobiSPC 2016) 
Partitioning Application using Graph Theory for Mobile Devices in 
Pervasive Computing Environments 
Nevin Vunka Junguma*, Nawaz Mohamudallya and Nimal Nissankeb 
aSchool of Innovative Technologies and Engineering, University of Technology Mauritius, La Tour Koenig, Mauritius 
bSchool of Computing, Information Systems and Mathematics, London South Bank University, London, UK 
Abstract 
The very first phase in software partitioning is to choose an appropriate clustering methodology before moving the clusters to 
multiple computational nodes since this stage can impact on the distribution of clusters and eventually on the performance of the 
overall application. In pervasive computing environments, certain memory and cpu intensive applications would prefer to use the 
computational nodes (anything with at least networking, storage and cpu capabilities) available in the environment. To this end, 
this paper investigates the very specific area of clustering or partitioning an object-oriented application running on mobile devices. 
Graph theory has been used to model an application and a cluster analysis algorithm has been proposed. Details about the 
implementation are covered, followed by a laboratory application partitioning using the proposed approach. Researchers and 
software designers willing to investigate software partitioning can consider this practical and easy implementable approach. 
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1. Introduction  
The idea or concept behind pervasive computing1 is now almost clear within the scientific community due to the 
large interest given by researchers. Software partitioning 2,3,9,10,11 as well is not a new topic; largely discussed at times 
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when they were very essential for partitioning software to run on desktops and servers connected in wired networks. 
However, since the advent of next generation smart environments, existing partitioning falls short since they were 
primarily designed to work in wired networks where the percentage of connectivity loss is very low compared to 
mobile wireless networks. In pervasive environments, mobile devices running applications are most of the time not 
connected to a power source unlike in the old days of the desktops and servers. 
This work deals with the specific aspect of efficient partitioning of object-oriented applications, Java in this case, 
running on limited resource mobile devices. Partitioning an application and moving the generated partitions to different 
computational nodes are two distinct operations. In this paper, the first part is investigated. 
Clustering allows better scalability, easy routing and load balancing. The Java application is modeled as a connected 
undirected weighted graph and a clustering algorithm is applied to create clusters of classes. A Java-based application 
is composed of a set of classes (native and non-native) some or all linked to each other. Native classes describes the 
set of classes that are suitable to be executed on the source device such as components that directly accesses local I/O 
devices, for example in Java, components with native method to access local files, components that directly access 
device-specific information like system.properties contain specific information related to the host system and also 
components that directly handles the user interaction. Here linked refers to any relationship that would force either 
class to interact, for example, method calls. Method from one class/object calling another method from another 
class/object. Hence, using graph theory, an application can be modeled as an undirected graph ܩሺܸǡ ܧሻ conveniently 
where ܸ is the set of vertices of the graph representing the set of classes (class level granularity) and ܧ is the set of 
edges of the graph representing the set of interaction (for example, method calls) between classes. The memory and 
CPU consumptions of each class are represented as attributes of the class. The idea behind using clustering is to group 
neighbored classes that have similar interaction frequencies /edges’ values together. Since high interaction frequency 
classes would exchange messages very often, it is more appropriate to cluster them together and, where ever possible, 
host them on a single node that meet all hardware requirements. This approach has an immediate effect of reducing 
networking cost when compared to randomly partitioning the application in multiple groups of classes and simply 
loading them to random nodes. Considering the popularity of the Java programming language especially in the 
networking domain, the latter has been chosen for all implementations. But the proposed approach can be used without 
any hassle to build applications implemented in any other object oriented programming language. 
The paper is structured as follows: In Section 2, an application is modeled as a graph using Graph Theory. Section 
3 proposed a cluster analysis algorithm to partition the application in clusters. The application of the algorithm is 
explained and the approach is analyzed. Implementation details are covered in Section 4, whereas Section 5 describe 
the algorithm in action by partitioning an application. And finally Section 6 conclude this paper. 
2. Modeling Application as a Graph 
In this section, a formal modeling approach using graph theory is presented to model applications. It is important 
to model the application to permit any clustering algorithm to perform computation on the former. As mentioned 
above, applications whether mobile or desktop-based, are mostly composed of native and non-native classes. A 
connected undirected weighted graph ࡳሺࢂǡ ࡱሻ is used to model an application’s structure. The partitioning process of 
the complete graph classes aim into creating one ࢂ࢔ࢇ࢚࢏࢜ࢋ and ࢖  disjoint non-native partitions 
ࢂ૚࢔࢕࢔ࡺࢇ࢚࢏࢜ࢋǡ ࢂ૛࢔࢕࢔ࡺࢇ࢚࢏࢜ࢋǡ ǥ ǡ ࢂ࢑࢔࢕࢔ࡺࢇ࢚࢏࢜ࢋ, where ࢖is a non-negative integer, to satisfy: 
 
 ܩሺ ௡ܸሻ ൌ ௡ܸ௡௔௧௜௩௘ ׫ ௡ܸ௡௢௡ே௔௧௜௩௘ andܩሺܧ௡ሻ ൌ ܧ௡௡௔௧௜௩௘ ׫ ܧ௡௡௢௡ே௔௧௜௩௘; 
ڂ ௜ܸ௡௢௡ே௔௧௜௩௘ ൌ௣௜ஷ௝ ܸ̳ܸ௡௔௧௜௩௘and ௜ܸ௡௢௡ே௔௧௜௩௘ ת ௝ܸ௡௢௡ே௔௧௜௩௘ ൌ ׎ where ͳ ൑ ݅, ݆ ൌ ݌and ݅ ് ݆   (1) 
Inspecting the anatomy of a Java application permit one to see a relationship/link among classes. For example, a 
sub-class extending a super-class or a method in one class calling a method in another class. Thus, as per the definition 
of connectivity4 in graph theory, an undirected graph ܩ ൌ ሺܸǡ ܧሻ is connected if for each pair of vertices ݒǡ ݓ א ܸ 
there is a path from ݒ toݓ. As mentioned previously, the vertex set ܸ represents application classes whereby each 
vertex ݒ א ܸ is associated with a finite ordered list of ݉ elements, that is, an ݉-tupleሺݎଵǡ ݎଶǡ ǥ ǡ ݎ௠ሻ, where ݉ is a 
non-negative integer, which represent the different resources ݎ a vertex/class consumes. In this case, the following 
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resource costs are considered in this particular order, thus creating a double tuple: CPU and memory. As an example, 
let us assume that a certain class/vertex ܣ uses 2% of the CPU and 5 MB of memory. The above information pertaining 
to the single vertex ܣ is represented asܣሺʹǡ ͷሻ. The set of edges ܧ represents the relationship between classes/vertices. 
An edge ݁௜௝ א ܧ represents the interaction between classes ݒ௜ andݒ௝ . Each edge is assigned a weight that represents 
the frequency of interactions between any two classes. Thus, the reason to model the application as a weighted graph 
is to permit the inclusion of the number of times ݒ௜ and ݒ௝ interact with each other. For example, if an application 
class ݒ௜ invokes three (3) different methods in class ݒ௝ once each and ݒ௝ accesses a data structure in ݒ௜ once (1) and 
invoke one (1) method inݒ௜; then the weight of the edge between these two vertices/classes is five (5). No distinction 
is made from the direction of invocation and data access as it is assumed that the overhead cost from any direction is 
similar. 
 
 
 
 
 
 
 
 
 
Fig. 1. An application modeled as a graph with one native and four non-native vertices 
In Figure 1 an application consisting of four non-native classes is modelled as a graphܩሺܸǡ ܧሻ. The non-native classes 
are represented as vertices ݒଵǡ ݒଶǡ ݒଷ andݒସ; and ܿଵǡ ܿଶǡ ܿଷ and ܿସ represent the CPU percentage consumption of the 
respective vertices whereas ݉ଵǡ݉ଶǡ݉ଷ and ݉ସ represent the memory consumption of the respective vertices. And 
finally, ௩݂భǡ௩మ  represents the interaction frequency between vertices ݒଵ andݒଶ. 
3. An Edge-Oriented Threshold Clustering (EOTC) Algorithm 
3.1. The Clustering Algorithm 
Partitioning an application to ensure a balanced CPU and memory usage while ensuring minimum communication 
among nodes/devices, hence an efficient usage of resources cannot be done in a single step. To reduce the 
computational complexity on the resource constraint device running the application to be partitioned, the algorithm is 
oriented towards minimum network traffic among the different partitions of an application. In a 2010 work on cloud 
computing for mobile users5 conducted at Purdue University in the United States, researchers made it clear that 
offloading of computation is advantageous when large amounts of computation are needed with relatively small 
amounts of communication. Hence, the proposed Edge-Oriented Threshold Clustering (EOTC) algorithm prioritize 
minimum network connection among highly coupled clustered classes. The edge-connectivity ࢑ሺࡳሻ of a graph ࡳ is 
the minimum number ࢑ of edges whose removal results in a disconnected graph. A fundamental definition for the 
proposed approach is as follows: A graph ࡳ composed of a set of non-native vertices ࢂ and edges ࡱ which is a set of 
pairs of vertices, i.e.ǡ ࡱ ൌ ሼሼ࢞ǡ ࢟ሽǣ ࢞ א ࢂǡ ࢟ א ࢂሽ. 
The graph ࡳis called connected if ࢑ሺࡳሻ ൐ ܖ૛. Each edge has a weight (which is a natural number) which can be 
specified using a function, i.e.ǡ ׊ࢋ א ࡱǣ࢝ࢋ࢏ࢍࢎ࢚ሺࢋሻ א Գ. The graph ࡳԢ with removed edges with weight not less than 
a threshold ࢚ where ࢚ א Գ (define in Equation 2 below), is given by: 
 
● ܩᇱ ൌ ሺܸǡ ሼ݁ א ܧǣݓ݄݁݅݃ݐሺ݁ሻ ൒ ݐሽሻ or ܩᇱ ൌ ሺܸǡ ܧԢሻǣ ܧԢ ൌ ሼ݁ א ܧǣݓ݄݁݅݃ݐሺ݁ሻ ൒ ݐሽ 
or to make removal of elements from ܧ more explicit, the above could be long-winded and define as follows: 
● ܩᇱ ൌ ሺܸǡ ܧ̳ሼ݁ א ܧ ׷ ݓ݄݁݅݃ݐሺ݁ሻ ൏ ݐሽሻ or ܩᇱ ൌ ሺܸǡ ܧᇱሻ ׷  ܧᇱ ൌ ܧ̳ሼ݁ א ܧ ׷ ݓ݄݁݅݃ݐሺ݁ሻ ൏ ݐሽ 
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݄ܶݎ݁ݏ݄݋݈݀ݐ ൌ
෌ ݓሺ݁௜ሻ
ȁாȁ
௜ୀଵ
ȁܧȁ ൌ
ሺ୧ሻ ൅ ሺ୧ାଵሻ ൅ ڮ൅ ݓሺ݁ȁாȁሻ
ȁܧȁ  
In Equation 2, ࢝ሺࢋ࢏ሻ represents the weight of the edgeࢋ࢏ and ȁࡱȁ is the number of edges. In normal condition, if 
the EOTC algorithm is run successfully, it should normally result in subgraphsሺࡳ૚ ׫ ǥ׫ ࡳ࢓ሻ ك ࡳ such that࢓ ൒
૛, i.e. at least the creation of two clusters and each ࡳ࢓ is connected. By graph theory definition, a single vertex is 
connected to itself by the trivial path. Hence, it is connected. The algorithm classifies connected subgraphs whose 
edges’ weight are greater or equal to a threshold value as clusters. The EOTC algorithm is shown in Figure 2 below 
and Figures 3 illustrates its application. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2. The proposed Edge-Oriented Threshold Clustering (EOTC) Algorithm 
 
The NativeVerticesFilter function removes native classes from the initial class. This result in a new graph consisting 
of only non-native classes/ vertices from which subgraphs will be generated using the threshold value calculated by 
the Threshold function. To traverse the graph, the Breadth-First Search (BFS) algorithm is used while excluding edges 
that has weight less than the threshold value. Vertices and edges are then added to a newly created subgraph. The 
asymptotic time complexity of the EOTC algorithm is bounded byܱሺܧሻ. There is the need to iterate over each edge 
and test for its weight and then create a new data structure representing the graph. Each step, creating a new graph; 
testing the weight; and adding edges to the new graph – should be ܱሺͳሻ and this step will be repeated for each edge, 
therefore ܱሺܧሻ in total. 
3.2. Application of the Algorithm 
In Figure 3, the graph ܩ represents an application consisting of four non-native classes annotated as verticesܣ,ܤ, 
ܥ and ܦ where the interaction frequencies (method calls, inheritance, and so on) AB, BC and CD are 6, 1 and 4 
(2) 
FUNCTION EdgeOrientedThresholdCluster (݃ݎܽ݌݄,݊ܽݐ݅ݒܸ݁݁ݎݐ݅ܿ݁ݏܮ݅ݏݐ) 
݃ݎܽ݌݄ = NativeVerticesFilter(݃ݎܽ݌݄,݊ܽݐ݅ݒܸ݁݁ݎݐ݅ܿ݁ݏܮ݅ݏݐ) 
ݐ݄ݎ݁ݏ݄݋݈݀ = Threshold(݃ݎܽ݌݄) 
ܩԢ = empty set of graph 
make all vertices of ݃ݎܽ݌݄ unvisited 
FOR EACH vertex in ݃ݎܽ݌݄ DO 
IF (u is visited) THEN 
Continue 
END IF 
perform BFS from u excluding edges with weight less than ݐ݄ݎ݁ݏ݄݋݈݀ 
construct a subgraph ݃ consisting of newly visited vertices and edges 
add ݏ into ܩǯ 
END FOR 
RETURN ܩԢ 
END FUNCTION 
 
FUNCTION Threshold (݃ݎܽ݌݄) 
ܿ݋ݑ݊ݐܧ݀݃݁ݏ = ݐ݄ݎ݁ݏ݄݋݈݀ = 0 
FOR EACH edge e in ݃ݎܽ݌݄ 
add current edge weight value to ݐ݄ݎ݁ݏ݄݋݈݀ 
increment ܿ݋ݑ݊ݐܧ݀݃݁ݏ 
END FOR 
threshold = threshold / countEdges 
RETURN ݐ݄ݎ݁ݏ݄݋݈݀ 
END FUNCTION 
 
FUNCTION NativeVerticesFilter (݃ݎܽ݌݄,݊ܽݐ݅ݒܸ݁݁ݎݐ݅ܿ݁ݏܮ݅ݏݐ) 
FOR EACH vertex in ݊ܽݐ݅ݒܸ݁݁ݎݐ݅ܿ݁ݏܮ݅ݏݐ DO 
remove any edge incident to current vertex from ݃ݎܽ݌݄ 
remove vertex 
RETURN ݃ݎܽ݌݄ 
END FUNCTION 
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respectively. Using the connectivity rule ݇ሺܩሻ ൐ ୬ଶ  confirm that the graph is connected. Applying the EOTC 
algorithms results in a threshold value 3 (based on Equation 2) and in two clusters ܩଵ and ܩଶ as shown in the dotted 
circles. At this stage, the two clusters (hence the classes concerned) could be hosted on two distinct participating nodes 
in the environment. 
 
 
 
 
 
 
 
 
 
 
Fig. 3. An example of applying the EOTC algorithm to a graph ܩ consisting of 4 non-native vertices; threshold value is 3; two clusters ܩଵ and 
ܩଶ are generated as shown in dotted circles 
3.3. Analysis of Proposed Threshold Approach 
The ݐ݄ݎ݁ݏ݄݋݈݀ in Equation 2 reflects the central tendency of the highest classes’ dependencies that need to be 
clustered together to reduce network cost, though it might not be an ideal solution in all cases. However, while 
considering the dependencies calculations are performed on the already resource limited device, the proposed 
clustering approach is relatively faster and easier compared to much more complex, resource-greedy and timely one-
to-one evaluation of all different possible combinations of classes. Consider the example in Figure 4, four classesܩ ൌ
ሺܣǡ ܤܥǡ ܦሻ, thus, the number of operations that have to be performed to find the maximum number of possible clusters 
is the ݊௧௛ Bell number ܤ௡  6,7 minus one since we need to remove the operation that computes a partition where all 
classes are present. In combinatorial mathematics, the Bell numbers6,7 counts the number of different ways to partition 
of a set that has exactly ݊ elements. 
 
(A) (B) (C) (D) (AB) (CD) (AC) (BD) (AD) (BC) (ABC) (D) 
(ABD) (C) (ADC) (B) (BCD) (A) (AB) (C) (D) (AC) (B) (D) 
(AD) (B) (C) (BC) (A) (D) (BD) (A) (C) (CD) (A) (B)  
Table 1. Performing 14 operations to find the 36 clusters 
 
Starting with ܤ଴ ൌ ܤଵ ൌ ͳ, the first few Bell numbers are: 
1, 1, 2, 5, 15, 52, 203, 877, 4140, 21147, 115975, 678570, 4213597, 27644437, … 
The Bell number ܤ௡counts the partitions of a set with ݊ elements. A partition of a set ܵ is defined as a set of nonempty, 
pairwise disjoint subsets of S whose union is ܵ. Considering the example in Figure 3, ܤସ െ ͳ ൌ ͳͶ as shown in Table 
1 above. So 14 operations are required to find the maximum number of clusters. 
To count the number of clusters generated, the Stirling Numbers of the Second Kind8 is considered. A Stirling number 
of the second kind is the number of possibilities to partition a set of ݊ objects into ݇non-empty subsets and is denoted 
by ܵሺ݊ǡ ݇ሻ or ሼ௡௞ሽ. 
Thus the total number of clusters is given by 
෍݇ܵሺ݊ǡ ݇ሻ
௡
௞ୀଵ
െ ͳ 
since we need to remove the partition that is composed of all classes. As per the example in Figure 3, 36 clusters are 
generated, 
෍݇ כ ܵሺͶǡ ݇ሻ െ ͳ
ସ
௞ୀଵ
ൌ ͳ כ ܵሺͶǡͳሻ ൅ ʹ כ ܵሺͶǡʹሻ ൅ ͵ כ ܵሺͶǡ͵ሻ ൅ Ͷ כ ܵሺͶǡͶሻ െ ͳ ൌ ͵͸ 
(3) 
(4) 
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Fig. 4. Threshold and combination approaches computational complexity mapping 
 
Then based on certain constraints and/or specific conditions, the appropriate clusters will be selected depending upon 
the context. This approach is quite computation and resource intensive as when the number of classes݊ grows, the 
number of operations ܤ௡  increases faster than all polynomials and exponentials functions in݊while using the 
threshold approach, the computational complexity increases linearly as shown in Figure 4 above. 
4. Implementation Details 
In this phase, the application bytecodes which are the machine language of the Java virtual machine is decompile 
into Java source code. To help in the generation of the application graph, as a first step, the dependencies of the 
different classes (which represents the graph edges) need to be identified. There might be multiple approaches, 
however, the following was developed. All the java source codes from multiple files, are copied and pasted in a single 
text file and the following procedure is followed as illustrated in Figure 5. 
x The code from the text file is read 
x Preprocess the source code 
o Remove comments and strings from source code 
o Replace some punctuation into other strings. For example, “{“ is replaced by “{\O{“, where O means 
the term “open”. Replaced punctuations are “{}().”. 
This process is needed because we have to split code by these punctuations, but if we call the function 
“split” of String class, these separators are disappeared and we cannot know which separator is 
between two tokens. 
o Remove unnecessary spaces. That is, remove all spaces except that exist between names of variables, 
classes and methods and preserved words. 
x Find all classes implemented in the code. 
Since all class definitions starts with the preserved word “class” or “interface”, the algorithm finds these 
preserved words and regard next tokens as classes defined in the code. 
x Find member variables of classes and function calls.  
To find method call, we have to know the type of variables calling the method. Since class members are defined 
in arbitrary order, we have to find its member variables first. 
Finding member variables and method calls is analyzing nest structure of the code constructed by { and } 
symbols using stack data structure. Method calls are found in the following three types. 
o Standard method call: These methods have form call.method(arguments), and hence found the token 
followed by “(“ and identified the type of variable defined in the previous token. 
o Static method call: These functions have form classname.method(arguments). The program finds the 
method and identifies the type of the class indicated by previous token. 
o Constructor: These functions have form new classname(arguments). 
o The program finds the class name and checks whether previous token is “new”. 
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Fig. 5. Diagrammatic representation of the classes' dependencies algorithm 
5. Experimentation 
In this section, the proposed approach is evaluated by partitioning a sample laboratory application and measuring 
the CPU cost. The machine used is a Samsung Intel Core i5, 2.5 GHz, 6 GB Memory, 64-bit Operating System, x64-
based processor running Windows 10 and Java 8 Update 72. The application consists of four classes, namely, A, B, 
C and D. 
 
 
 
 
 
 
  
 
 
 
 
After running the ClassDependencyWalker program, the application is generated with all dependencies as follows: 
AB, BC and CD having dependencies 4, 1 and 3 respectively as shown in Figure 6 below. The EOTC algorithm is 
next applied to create the clusters based on the computed threshold value. Two clusters are created {A, B} and {C, 
D} and four java source codes files are generated ready to be migrated to any node in the environment. 
 
 
 
 
 
 
 
 
 
Fig. 6. Application graph structure consisting of four classes 
 
class A { 
  void f1(B b) { 
    b.f1(); 
    b.f2(); 
  } 
  static void f2() {} 
  static void f3() {} 
} 
class B { 
  A a; 
  public B() { 
  a = new A(); 
  } 
  public void f2() {} 
  public void f1() {} 
  public void f1(B b, C c){} 
} 
class D extends C { 
  C c; 
  void f4(C other) { 
    other.f3(c); 
  } 
} 
class C { 
  public void f3(C c) {} 
} 
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The size of the text file is 422 bytes. The time taken for generating the application graph is 11.8893 milliseconds, 
the time taken to partition the graph is 7.0023 and finally the time taken to create the different source file for each 
class is 3.1286 milliseconds. Hence, the proposed approach has an overhead cost of 22.05 milliseconds CPU time to 
process the 422 bytes application as shown in Figure 7 below. 
 
 
 
 
 
 
  
 
 
 
Fig. 7. CPU time used for the three different phases to achieve partitioning 
 
6. Conclusion 
In the domain of software partitioning for limited resource mobile devices, this work focused on the design and 
implementation of a partitioning strategy. Applications are modeled as graphs with classes representing vertices and 
communication between classes, for example, method calls represent edges. To this end, a cluster analysis algorithm 
is proposed which is oriented towards minimizing the network traffic, to partition the application graph. Generating 
all possible clusters and evaluating each one-by-one has been shown to be very computational and memory intensive. 
The identification of classes’ dependencies has been explained. This is not final in any way. The different listed phases 
can all be improved in terms of supporting a variety of different applications whose structure differs and improving 
memory and CPU usage. A sample application has then been tested and some important CPU times reported. As an 
immediate future work, it is intended to investigate techniques to migrate/offload/host the application clusters on the 
nodes in the environment and to compare the results with non-offloading scenarios. 
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