This article presents a second-order derivative-based audio steganalysis. First, Mel-cepstrum coefficients and Markov transition features from the second-order derivative of the audio signal are extracted; a support vector machine is then applied to the features for discovering the existence of hidden data in digital audio streams. Also, the relation between audio signal complexity and steganography detection accuracy, which is an issue relevant to audio steganalysis performance evaluation but so far has not been explored, is analyzed experimentally. Results demonstrate that, in comparison with a recently proposed signal stream-based Mel-cepstrum method, the second-order derivative-based audio steganalysis method gains a considerable advantage under all categories of signal complexity-especially for audio streams with high signal complexity, which are generally the most challenging for steganalysis-and thereby significantly improves the state of the art in audio steganalysis.
INTRODUCTION
Steganography is the creation of a media embedded with secret content in such a way that no one apart from the sender and the intended recipients know the existence of the secret. Digital steganography provides an easy means for covert communications on the Internet by hiding data in digital cover files such as images, audios, and videos; it has the advantage that the steganograms or digital media carrying secret content, unlike ciphertexts or cryptograms, do not reveal themselves as containing secrets. Thus, steganography has created a threat for national security and law enforcement due to the variety of unlawful purposes for which it can conceivably be used. Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies show this notice on the first page or initial screen of a display along with the full citation. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, to republish, to post on servers, to redistribute to lists, or to use any component of this work in other works requires prior specific permission and/or a fee. Permissions may be requested from Publications Dept., ACM, Inc., 2 Penn Plaza, Suite 701, New York, NY 10121-0701 USA, fax +1 (212) 869-0481, or permissions@acm.org. c 2011 ACM 1551 -6857/2011 /08-ART18 $10.00 DOI 10.1145 /2000486.2000492 http://doi.acm.org/10.1145 second-order derivative-based Markov approach. Signal complexity as a parameter for performance evaluation of audio steganalysis is introduced in Section 5, followed by experiments in Section 6 and discussion in Section 7. Section 8 concludes.
SECOND-ORDER DERIVATIVE-BASED SPECTRUM ANALYSIS
In image processing, the second-order derivative is widely used to detect isolated points and edges [Gonzalez and Woods 2008] . Exploiting its great usefulness in detecting various objects, we designed a scheme of second-order derivative-based audio steganalysis, the details of which are described as follows.
An audio signal is denoted f (t) (t = 0, 1, 2, . . . , N − 1). The second-order derivative D 2 f (•) is defined as follows:
Similar to the additive noise model proposed in the reference [Harmsen 2003 ], a stego-signal is denoted s(t), which can be modeled by adding a noise or error signal e(t) to the original signal f (t),
Second-order derivatives of e(t) and
The Discrete Fourier Transforms (DFTs) of 
Where k = 0,1,2, . . . , M−1 and M is the number of samples of the derivatives. We have
Assume θ is the angle between the vectors F f k and F e k , then
For most steganographic systems, the hidden message or payload do not depend on the cover, that is, e(t), the signal that approximates the payload signal is irrelative to f (t), the cover signal. Therefore, θ is an arbitrary value in the range [0, π ], the expected value of |F s k | 2 is calculated as follows: We have
The expected value of the variance is obtained by the following equation:
Based on (10), the statistics of the spectrum from the cover signal f (t) and that from the stego-signal s(t) are different: the expected spectrum of the stego-signal is higher than that of the cover.
According to (11), the rate of the power change in different spectrum bands of the stego-audio is also different from the original cover. Generally, the cepstrum may be interpreted as information for the power change, which was first defined by Bogert et al. [1963] . Reynolds and McEachern showed a modified cepstrum called Mel-cepstrum for speech recognition [McEachern 1994; Reynolds 1992] . Recently, a signal-based Mel-cepstrum audio steganalysis was proposed [Kraetzer and Dittmann 2007] .
Digital audio streams, especially speech audio clips, are normally band-limited; in other words, the magnitudes of their high-frequency components are limited. On the other side, regarding the low-and middle-frequency components, the power spectrum of audio signal (second-order derivative) is much stronger than the power spectrum of the error signal or hidden data (second-order derivative); that is, |F
Based on (10), the difference between the spectrum of the cover and the stego-signal at low and middle frequency is negligible; however, the situation is very different at the high-frequency components. As frequency increases, |F e | increases, and |F f | may decrease, the change of the spectrum resulting from embedding hidden data is no longer negligible, hence the statistics extracted from the high-frequency components may be the clue to detecting the information-hiding behavior. Figure 1 shows the spectra of the second-order derivatives of a cover (left) and the correlated stegosignal (right) over the whole frequency range (first row) and over the high-frequency region (second row). It clearly shows that the stego-signal has higher magnitude than the cover-signal in the derivative spectrum for high-frequency components.
We may directly take the derivative-based spectrum statistics in high-frequency regions as features for audio steganalysis. In real-world detection, however, the cover reference shown in Figure 1 is not available for steganalysis. Due to the fact that different audio streams have different spectrum characteristics, the detection derived from Eq. (10) may not be practical without a comparison to the original cover. In such case, Eq. (11) shows that the rate of power change in different spectrum bands of the stego-audio is quite different from the original. Based on Kraetzer and Dittmann's proposed signalbased Mel-cepstrum audio steganalysis, we designed a derivative-based Mel-cepstrum audio steganalysis, described in the following.
SECOND-ORDER DERIVATIVE-BASED MEL-CEPSTRUM
In speech processing, the Mel-frequency cepstrum (MFC) is a representation of the short-term power spectrum of a sound. Mel-frequency cepstral coefficients (MFCCs) are coefficients that collectively make up an MFC. Mel-cepstrum is commonly used for representing the human voice and musical signals. Inspired by success in speech recognition, a signal-based Mel-cepstrum audio steganalysis was proposed [Kraetzer and Dittmann 2007] , including the following two types of Mel-cepstrum coefficients:
(1) Signal-based Mel-frequency cepstral coefficients (MFCCs), s mel 1 , s mel 2 , . . . , s mel M , where M is the number of MFCCs; the value of M is 29 for a signal with a sampling rate of 44.1 kHz. MFCCs 
(2) Signal Filtered Mel-frequency cepstral coefficients (FMFCCs), sf mel 1 , sf mel 2 , . . . , sf mel M . M is the number of FMFCCs. FMFCCs can be calculated by the following equation:
In (13), the role of speech-band filtering is to remove the speech-relevant bands (the spectrum components between 200 and 6819.59Hz) [Kraetzer and Dittmann 2007] .
To improve Mel-cepstrum-based audio steganalysis, we formulate the second-order derivative-based MFCCs and FMFCCs, obtained by replacing the signal f in (12) and (13) with the second-order
and
Second-order derivative-based Mel-cepstrum coefficients, calculated by (14) and (15), form the first type of features in our detection.
SECOND-ORDER DERIVATIVE-BASED MARKOV APPROACH
The Markov approach has been widely used in different areas. In steganalysis, Shi et al. [2007] presented a Markov process to detect the information-hiding behaviors in JPEG images. Liu et al. expanded the Markov approach to the interbands of the DCT domains [Liu et al. 2008c ]. Both of these JPEG steganalysis methods are based on the first-order derivative of the quantized DCT coefficients.
Since second-order derivatives perform better than first-order derivatives in detecting isolated points and edges [Gonzalez and Woods 2008] , we extend our previous work in audio steganalysis [Liu et al. 2008d [Liu et al. , 2009b and design a Markov approach for audio steganalysis based on second-order derivative of audio signals, described as follows: An audio signal is denoted f (t) (t = 0, 1, 2, . . . , N−1), the minimal interval of the magnitude is 1. The second-order derivative D 2 f (t)(t = 1, 2, . . . , N − 2) is defined in (1). The Markov transition probability is calculated as follows:
Where δ = 1, if its arguments are satisfied, otherwise δ = 0. The range of i and j is [−6, 6], so we have a 13 × 13 transition matrix, consisting of 169 features. Figure 2 shows the temporal magnitudes of a cover and the steganogram that was produced by using the Steghide algorithm [Hetzl and Mutzel 2005] , and the Markov transition probabilities, respectively. Although the signals, shown in (a) and (c), are likely identical, the Markov transition probabilities, shown in (b) and (d), are apparently different; the difference is shown in Figure 2 (e).
SIGNAL COMPLEXITY
For audio steganalysis performance, most researchers have conducted evaluation in terms of a information-hiding ratio or embedding strength. Generally speaking, for steganograms created by the same hiding method, a higher information-hiding ratio leads to better detection performance. Our work in image steganalysis [Liu and Sung 2007; Liu et al. 2008a Liu et al. , 2008b Liu et al. , 2009a Liu et al. , 2011 has demonstrated that taking the information-hiding ratio as the sole parameter is not sufficient for a complete and fair performance evaluation; this is because, at the same hiding ratio, different image complexities are associated with different detection accuracies in that higher image complexity leads to lower detection accuracy, and vice versa. We measured the image complexity by using the shape parameter of the generalized Gaussian distribution (GGD) of the discrete wavelet/cosine transform coefficients. We may employ the same metric of the GGD shape parameter to calculate the audio signal complexity. For a more efficient computation, we instead utilized the following formula involving the secondorder derivative to measure the signal complexity:
• Q. Liu et al. C( f ) measures the ratio of the mean absolute value of the second-order derivative to the mean absolute value of the signal. We may of course adopt several different metrics for signal complexity, C( f ) is introduced here as our measure, as it can be computed much faster than, say, GGD, and still captures all essential elements of measures for signal complexity. Figure 3 shows six audio signal samples with different complexity values of C( f ). If we hide the same message into these different audio clips, the expectation of detection performance ought to be different: it should be easier to detect informationhiding in the audios with lower signal complexity. This indeed will be validated by experimental results in Section 6.
EXPERIMENTS

Experimental Setup
We have 19380 mono 44.1 kHz 16-bit quantization in uncompressed, PCM coded WAV audio files, covering digital speeches and songs in several languages e.g., English, Chinese, Japanese, Korean, and several types of music (jazz, rock, blue). Each audio has the duration of 10 seconds. We produced audio steganograms by hiding different messages into these audio files. Additionally, we have 6357 mono 44.1 kHz 16-bit quantization in uncompressed, PCM coded WAV audio files, and most are online broadcast in English. Each audio has the duration of 19 seconds. We produced the same amount of the watermarking audio files by hiding randomly-produced 2 hexadecimal or 8 binary watermarking digits in each audio (maximal hiding) with the use of spread spectrum audio watermarking [Kirovski and Malvar 2003] , which displays solid robustness against traditional signal processing, including arbitrary limited pitch-bending and time-scaling.
Statistics of Mel-Cepstrum and Markov Transition Features
We compared the statistics of signal-based Mel-cepstrum features [Kraetzer and Dittmann 2007] , which contain two types of Mel-cepstrum coefficients, MFCCs and FMFCCs, totaling 58 features, with second-order derivative-based Mel-cepstrum features, described in (14) and (15), and secondorder derivative-based Markov transition features, calculated by (16), in different signal complexities. We roughly divided all cover and steganogram audio files into four categories according to their signal complexity values: low complexity (C < 0.04); middle complexity (0.04 ≤ C< 0.08); middle-high complexity (0.08 ≤ C < 0.12); and high complexity (C ≥ 0.12). Figure 4 lists the F scores of one-way analysis of variances (ANOVA) [Hill and Lewicki 2005] of the features extracted from audio covers and Steghide steganograms with maximal hiding, and LSBmatching audio steganograms with 50% maximal hiding, respectively. The F scores shown in Figure 4 indicate that: signal-based Mel-cepstrum features are not as effective as second-order derivative-based Mel-cepstrum features; and second-order derivative-based Markov transition features are superior to both signal-based and derivative-based Mel-cepstrum features. It is expected that the detection performance by using the Markov transition features would be the best, followed by derivative-based Mel-cepstrum features and signal-based Mel-cepstrum features. Regarding the statistical significance under different categories of signal complexity, for Mel-cepstrum features, the F scores under low signal complexity are much higher than those under middle, middle-high, and high signal complexities; for derivative-based Markov transition features, the F scores under middle to high complexities are significantly noticeable, although the values drop a little on average with respect to those under low complexity. It is expected that the detection in the category of low signal complexity would be much better than that in other categories of signal complexity with the use of Mel-cepstrum features; the detection in all categories of signal complexity would be satisfactory with the use of the Markov transition features.
Comparison of Signal-and Derivative-based Audio Steganalysis
We compare signal-based Mel-cepstrum audio steganalysis (S-Mel) with 58 Mel-cepstrum coefficients [Kraetzer and Dittmann 2007] , with second-order derivative-based Mel-cepstrum steganalysis (2D-Mel) with the 58 features described in (14) and (15), second-order derivative-based Markov approach (2D-Markov) with the 169 features calculated by (16), and combined derivative-based detection containing all features described in (14), (15), and (16), abbreviated as 2D-MM, in the four categories of signal complexity: low complexity (C < 0.04); middle complexity (0.04 ≤ C< 0.08); middle-high complexity (0.08 ≤ C < 0.12); and high complexity (C ≥ 0.12). In Kraetzer and Dittmann's work, signal-based Mel-cepstrum coefficients and several other statistical features form an AMSL Audio Steganalysis Tool Fig. 4 . One-way ANOVA F scores of signal-based Mel-cepstrum features (first column, a and d), second-order derivative-based Mel-cepstrum features (second column, b and e) and Markov transition features (third column, c and f) under each category of signal complexity to separate 3000 Steghide steganograms and 3000 LSB-matching steganograms from 3000 covers, shown in the left and the right, respectively. The Y-label gives the F score and X-label is the number of features. Set (AAST) were also tested in our experiments. To compare the detection performance, 100 experiments were performed on each feature set under each category of signal complexity in each detection. In each experiment, 30% of the audio files are randomly assigned to the training group and 70% are used for testing for steganalysis of Hide4PGP, Invisible Secrets, LSB-matching, and Steghide; 70% training, and 30% testing are randomly grouped in steganalysis of spectrum-spread audio watermarking. Support vector machines (SVM) with RBF kernels are used for classification. The results consist of true positive (TP), false positive (FP), false negative (FN), and true negative (TN). The classification accuracy is calculated as w× TP/(TP + FN) + (1 − w) × TN/(FP + TN), where w ∈ [0, 1] is a weighting factor. Without loss of generality, w is set to 0.5 in our experiments. Mean values for classification accuracy are listed in Table I . For comparing the five feature sets, the highest mean testing values are highlighted in bold.
Regarding the relation of detection performance to signal complexity-as shown in Table I -for signal and derivative-based Mel-cepstrum and AAST feature sets, as signal complexity increases, the detection performances generally decreases. However, there is no obvious performance deterioration of the derivative-based Markov approach in high signal complexity. In a comparison of the five feature sets, second-order derivative-based Mel-cepstrum steganalysis improves the detection performance of signal-based Mel-cepstrum set in each category of signal complexity. Especially noticeable for detection of audio streams with high signal complexity, derivative-based Mel-cepstrum improves testing accuracy by about 15% to 20% for the steganalysis of Hide4PGP, Invisible Secrets, LSB-matching, and Steghide. Compared to signal-based Mel-cepstrum approaches, the second-order derivative-based Markov approach also gains significant advantage: the improvements are about 23% to 34% in detecting audio steganograms produced by Hide4PGP, Invisible Secrets, LSB-matching, and Steghide in high signal complexity. Additionally, the derivative-based Markov approach is better than the derivative-based Mel-cepstrum steganalysis for detecting Hide4PGP, Invisible Secrets, LSB-matching, and Steghide in high signal complexity. Although AAST includes all signal-based Mel-cepstrum features and several other statistical features, the detection performance is not as high as signal-based Mel-cepstrum audio steganalysis. Our study also shows that the standard deviation value of the testing results by using AAST is high; that is, the testing performance is not stable. We surmise that a statistical feature design of AAST is not ideal, which is verified by the statistical analysis of each individual feature in AAST.
We note that in steganalysis of steganographic systems, the derivative-based Markov approach takes the lead in testing accuracy, followed by derivative-based Mel-cepstrum method. However, in the steganalysis of audio watermarking, derivative-based Mel-cepstrum performs the best, except under high signal complexity. By combining, the derivative-based Mel-cepstrum and Markov approaches, the testing results are very close to the best in each category of signal complexity; therefore, an effective detection system can be developed by incorporating both approaches.
In addition to the comparisons shown in Table I , the Receiver Operating Characteristic (ROC) curves using S-Mel, 2D-Mel, and 2D-MM are also given in Figure 5 , for the steganalysis of Invisible (50% maxhiding), LSB-matching (50% max-hiding), Steghide (50% max-hiding), and the spread spectrum audio watermarking (abbreviated SSAW in the figure, max-hiding) . Under the four categories of signal complexity (the ROC curves on Hide4PGP are similar to the curves on Invisible; to save space, the results are not included in Figure 5) . Generally, the derivative-based Mel-cepstrum steganalysis outperforms the signal-based Mel-cepstrum approach, and the integration of derivative-based Mel-cepstrum and Markov approaches delivers the best detection performance, and the superiority is especially remarkable for steganalysis of audio streams with high signal complexity.
DISCUSSION
Second-order derivative-based methods have the advantage over the signal-based Mel-cepstrum audio steganalysis. Our explanation is that audio signals are generally band-limited, while the embedded hidden data is likely broadband, and most information-hiding inclines to randomly modify audio signals and tends to increase the high frequency information. Derivative-based detections first preprocess signals by extracting the derivative information, and it is relatively easy to expose the existence of hidden data. Consequently, derivative-based methods are more accurate in comparison with signal-based Mel-cepstrum audio steganalysis.
The derivative-based Markov approach obtains remarkable detection performance even in high signal complexity. On one hand, the range of i and j of the Markov transition feature, described in (16), is [−6, 6] . In other words, we extract the transition features from the smooth parts of audio streams, not from the audio streams in the temporal neighborhood with dramatic change or high complexity parts. Even when an audio is associated with high signal complexity, there are many smooth parts or subaudio streams with low signal complexity, and the difference between the magnitudes over the temporal neighborhood in these subaudio streams is not that big. Also, the Markov transition features are 6 . Spectrum of the second-order derivative of hidden data in a 44.1 kHz audio steganogram, shown in (a); spectrum of the detail wavelet sub-band of the same hidden data, filtered by using "db8", shown in (b). The frequency shown in the x-axis (b) is reduced due to down-sampling of wavelet decomposition [Liu et al. 2009b ] c 2009 correlated to these sub-audio streams. On the other hand, in most audio steganographic systems, payload embedding is not correlated to the audio signal; that is, these systems do not consider the signal complexity of the audio streams for adaptive hiding. Information-hiding also modifies the magnitude values in the subaudio streams with low and high signal complexity; in such case, Markov transition features extracted from the low complexity substreams obtain impressive detection accuracy in the audio signals with high signal complexity.
The advantage of the derivative-based Markov approach in steganalysis of spread spectrum watermarking is not so noticeable due to a different emphasis on watermarking that focuses on robustness against traditional signal processing. The merged derivative-based Mel-cepstrum and Markov approach still delivers good performance in different categories of signal complexity. Although AAST includes all signal-based Mel-cepstrum features and several additional statistical features, the detection performance is not as good as signal-based Mel-cepstrum audio steganalysis. It indicates that feature selection is also an important issue in steganalysis, which was conducted in our previous steganalysis study on digital images [Liu et al. 2008a [Liu et al. , 2010 .
In this article, the proposed steganalysis method was just tested on WAV uncompressed audio streams. To detect the information-hiding in the compressed domain. For example, for the steganalysis of MP3 audio streams, we utilize the statistics (mean, standard deviation, skewness, kurtosis) on the second-order derivative of the modified discrete cosine transform (MDCT) coefficients, and/or combine the statistics with the interframe MDCT statistics, an MP3-based audio steganographic system was developed successfully [Qiao et al. 2009] .
We can use a high-frequency filter such as wavelet analysis instead of second-order derivative and then obtain the Mel-cepstrum features, which is also better than signal-based Mel-cepstrum audio steganalysis [Liu et al. 2009b] . In general, this alternative approach is not better than the second derivative-based Mel-cepstrum solution, which was verified by our experiments. Our analysis indicates that the application of a high-frequency filter such as "db" wavelet will produce the high-frequency signal that is similar to white noise, and that the spectrum is almost equally distributed over the entire frequency band. However, the second derivative suppresses the energy in low frequency and amplifies the energy in high frequency; the spectrum does not distribute equally over the entire frequency band. Figure 6(a) shows the spectrum of the second derivative of the hidden data, called error signal in the figure, in an audio steganogram. Figure 6 (b) plots the spectrum of the detail wavelet subband of the same hidden data, filtered by using "db8". Based on Eq. (11) in Section 2, as the error spectrum increases, the expected value of the variance of the audio steganogram will prominently increase; that is, the rate of power change in different spectrum bands will change dramatically, since the Melcepstrum coefficients are used to capture the information for power change, in which case the advantage of the derivative-based Mel-cepstrum approach is noticeable.
It should be noted that signal complexity may be measured in different ways. In addition to the signal complexity defined by (17) and the GGD shape parameter that was adopted in image steganalysis [Liu et al. 2008a [Liu et al. , 2008b , entropy-based measurements can be used to measure the signal complexity. An audio signal and the second-order derivative are denoted by f and D 2 f , respectively; the values of information entropy are expressed by H( f ) and H(D 2 f ) accordingly, in terms of a discrete set of Figure 7 compares the testing results of the Matthews Correlation Coefficient (MCC), which is generally used as a balanced measure, even when the classes are of very different sizes regarding the quality of binary classification, in the steganalysis of invisible steganograms with 50% maximal hiding capacity, using S-Mel, 2D-Mel, and 2D-MM feature sets with the complexity measurements C(f), H(f), and H(D 2 f ), respectively. Because C(f), H(f), and H(D 2 f ) have different values and ranges, these three types of measurements have been mapped to the same signal complexity space, shown by Xlabel values with mono-increasing from the left (low complexity) to the right (high complexity). The results also indicate that signal complexity is a significant parameter for the evaluation of steganalysis performance; derivative-based Mel-cepstrum steganalysis outperforms signal-based Mel-cepstrum audio steganalysis; the 2D-MM feature set exhibits the unbeatable superiority, especially in steganalysis of the signals with high complexity. Our study on other steganographic systems arrived at similar results. 
CONCLUSIONS
In this article, we propose novel stream data-mining based on the second-order derivative to discover the existence of covert message in audio streams. We extract the Mel-cepstrum coefficients and Markov transition features of the second-order derivative and apply a support vector machine to the extracted features. Additionally, to allow a complete and fair evaluation of audio steganalysis performance, a metric for signal complexity is introduced, and we experimentally explore the relation of signal complexity to detection performance.
In comparison to a recently proposed audio steganalysis method, which is based on Mel-cepstrum coefficient-mining on signal streams, our method exhibits a prominent advantage in steganalysis of several types of audio steganograms under all categories of signal complexity. Especially remarkable is the fact that, in detecting steganography in audio streams with high signal complexity, while the method above (for comparison) does not perform well at all, our method delivers superior performance by merging second-order derivative-based Mel-cepstrum coefficients and Markov transition probability features. Future work may include finding smaller feature sets; extending the steganalysis performance evaluation framework to include analysis of computational complexity; and building benchmark-testing sets to facilitate cross-validation of new results.
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