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Zusammenfassung
In dieser Arbeit wird eine neuartige Methodik zur Zustands- und Parameterschät-
zung an nicht-analytischen, als Black-Box vorliegenden Multi-Domänen-Modellen
von technischen Systemen vorgestellt sowie alle notwendigen Werkzeuge zur Mo-
delleinbindung, Filtertest und Bewertung der Schätzgüte entwickelt. Herausra-
gendes Merkmal der entwickelten Methodik stellt die vollkommene Unabhängig-
keit von Expertenwissen über das zugrundeliegende Filtermodell und die Fil-
tertechnologie dar. Dies macht die Filterauslegung an Multi-Domänen-Modellen
möglich, die mittels moderner Entwicklungswerkzeuge auf Basis von Bibliotheken
oder sogar teil automatisiert erstellt wurden und über die somit keine Informa-
tionen über Zustände, Struktur und Nichtlinearitäten vorliegen.
In dieser Arbeit wurden echtzeitfähige Varianten von Sigma-Punkte-Kalman-
Filtern erweitert, damit als Black-Box vorliegende Filtermodelle verwendbar wer-
den. Es wurde ein Interface entwickelt, das in der Lage ist, Modelle aus einer
Vielzahl an Modellierungswerkzeugen zu nutzen. Diese Arbeit liefert einen we-
sentlichen Neuerungswert, um einen Filter mit hoher Schätzgüte auch bei stark
nichtlinearen, als Black-Box vorliegenden Systemen ohne Expertenwissen im zu-
grundeliegenden Filtermodell oder der Filtertechnologie auszulegen, da der Fil-
terentwurf vollständig automatisiert auf Basis von Szenarien erfolgt. Alle erarbei-
teten Algorithmen und Methoden wurden in einer unter MATLAB zur Verfügung
stehenden Toolbox zusammengefasst, um so ein Werkzeug für die Zustands- und
Parameterschätzung an unbekannten, stark nichtlinearen Modellen zur Verfügung
zu stellen.
Abstract
The thesis presents a new methodology for state- and parameter estimation with
non-analytical multi-domain models of highly nonlinear technical systems that
exist only in the shape of black-box models and details the development of all
necessary tools. An outstanding characteristic of the methodology is its complete
independence of expert knowledge of the underlying ﬁlter model and ﬁlter tech-
nology. It enables ﬁlter design with multi-domain models that were constructed
either by means of modern development tools on the basis of libraries or even
in a partly automated way so there is no information available on their states,
structure, and nonlinearities.
Variations of Sigma-point Kalman ﬁlters to be used in real time were extended
in such a way as to enable use of ﬁlter models that exist only in the shape of
black-box models. An interface was developed that is able to use models made up
by any one of many diﬀerent modelling tools. All algorithms and procedures thus
developed were gathered in a toolbox available in MATLAB so as to provide a tool
for state- and parameter estimation on unknown and highly nonlinear models.
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Motivation und Zielsetzung 1
1 Motivation und Zielsetzung
Für eine erfolgreiche Wirtschaft ist die Entwicklung von kundenseitig nachgefrag-
ten Produkten genauso wichtig wie die vom Anbieter sicherzustellende Funkti-
onsfähigkeit. Auf Produkte, die im maschinenbaulichen Umfeld oder verwandten
Branchen wie der Automobilindustrie oder Medizintechnik entwickelt werden,
wirken dabei immer mehr Kommunikations- und Informationstechniken ein, was
zu einer immer stärkeren Ausrichtung zu komplexen mechatronischen Produkten
führt. Die VDI-Richtline 2206 Entwicklungsmethodik für mechatronische Systeme
deﬁniert:
Mechatronik bezeichnet das synergetische Zusammenwirken der Fachdisziplinen
Maschinenbau, Elektrotechnik und Informationstechnik beim Entwurf und der
Herstellung industrieller Erzeugnisse sowie bei der Prozessgestaltung
In mechatronischen Systemen wirken Elemente des Maschinenbaus, der Elektro-
technik und Elektronik sowie der Informatik und Informationstechnik zusammen,
was zu einer erhöhten technischen Komplexität des Produktes selbst, aber auch
in dessen Entwicklungsprozess führt. Beispiele reichen vom Sondermaschinenbau
(Werkzeugmaschinen) über Serienprodukte (Automotive) bis hin zu Massenpro-
dukten (Wälzlager).
Diese Komplexität des Produktes und der Entwicklung selbst wird bei neuen Pro-
dukten noch durch die Faktoren einer immer kürzen Entwicklungszeit, hohen Kos-
tendrucks und hoher Qualität verschärft, wobei auf Störungen wie Wettbewerb
oder geänderte Kundenwünsche ﬂexibel reagiert werden muss [Lin09]. In [SEF04]
wird die Entwicklung komplexer mechatronischer Systeme als Kunst und Wis-
senschaft bezeichnet, ein funktionierendes System zu schaﬀen, das bestehenden
Anforderungen gerecht wird. Die Entwicklung stellt dabei einen ganzheitlichen,
unterschiedliche Fachdisziplinen einbeziehenden Prozess dar, wobei die Diszipli-
nen aufeinander abgestimmt werden müssen, um ein kohärentes System zu schaf-
fen, das nicht von einer Fachdisziplin dominiert wird.
Zur Erreichung dieser Ziele gewinnen der Aspekt der Systemdynamik und die
simulationsbasierte Analyse dieser Systeme immer mehr an Bedeutung. Neben
gängigen 3D-CAD-Modellen kommen dabei vermehrt physikalisch motivierte Ver-
haltensmodelle zum Einsatz, wobei besonderer Fokus auf einer durchgängig mo-
dellbasierten Entwicklung liegt. Gleichzeitig vollziehen Unternehmen immer mehr
den Wandel, sich die Entwicklungsarbeit mit spezialisierten Anbietern von Lö-
sungselementen zu teilen, wobei diese Elemente durch realisierte und bewährte
Lösungen zur Erfüllung einer Funktion gegeben sind [GTS14].
Eine frühzeitige fachdisziplinübergreifende Beschreibung des Systemverhaltens ist
dabei zwingend erforderlich, um notwendige Kooperationen zwischen den betei-
ligten Fachdisziplinen sicherzustellen und die Grundlage für eine spätere, paral-
lel verlaufende Entwicklung in den Fachbereichen zu legen. Bei der frühzeitigen
2 Kapitel 1
Beschreibung des Systemverhaltens wird dabei in immer stärkerem Maße das
Internet genutzt, um auf das breite Innovationspotenzial von vielen Anbietern
zurückgreifen zu können. Diese Fülle an Informationen mit einer gleichzeitig im-
mer weiter steigenden Komplexität und der fachdiziplinübergreifenden System-
beschreibung stellt im Besonderen neue Anforderungen an die IT-Unterstützung
des Entwicklungsprozesses und der fachdisziplinspeziﬁschen Auslegung im Form
von Werkzeugen, Vorgehensmodellen und Methoden.
1.1 Entwicklungssystematiken mechatronischer Systeme
Der Entwurf komplexer mechatronischer Produkte unter Einwirkung von vielen
Domänen stellt besondere Herausforderungen an das Vorgehen, für das eine Reihe
unterschiedlicher Systematiken existieren, die oftmals auf einzelne Fachdisziplinen
ausgerichtet sind.
Eine Grundlage für methodisches Konstruieren im Maschinenbau legten Pahl/
Beitz in [PBF+06], wobei den Kern mechanische Systeme bilden und andere Do-
mänen unbeachtet bleiben. Andere domänenspeziﬁsche Methoden sind mit dem
V-Modell der Softwareentwicklung und dem Y-Modell der Schaltungstechnik ge-
geben. Domänenübergreifende Ansätze sind mit der Entwicklungssystematik nach
Isermann [Ise02], dem Münchener Vorgehensmodell nach Lindemann [Lin09], der
integrierten Produktentwicklung nach Ehrlenspiel [Ehr09] und der Entwicklungs-
methodik für mechatronische Systeme nach [VDI04] vorhanden. In der zuletzt
genannten Richtlinie werden fachdisziplinübergreifende Lösungskonzepte erarbei-
tet, die in der weiterführenden fachdisziplinspeziﬁschen Ausarbeitung getrennt
voneinander zur detaillierten Auslegung genutzt werden. Die getrennt vonein-
ander entwickelten Bausteine der unterschiedlichen Fachdisziplinen werden im
Anschluss in der Systemintegration zu einem Gesamtsystem zusammengefügt.
Ein lösungsneutraler und funktionsorientierter Entwurfsprozess ist allerdings oft-
mals gefährdet, da der Entwickler in einer frühen Entwurfsphase dazu verleitet
werden kann, sich auf bekannte Lösungen zu konzentrieren, was dem immensen In-
formationsaufkommen, unternehmensspeziﬁschen Beschreibungsformen, Detail-
lierungsgraden etc. geschuldet ist [GTS14]. Eine Weiterentwicklung der bestehen-
den Entwurfssystematiken ist durch das Verbundprojekt ENTIME gegeben, das
einen domänenübergreifenden Ansatz zur Beseitigung der bestehenden Nachteile
bietet und ein Vorgehensmodell und Speziﬁkationstechniken für den durchgän-
gigen und integrierten Entwurf mechatronischer Systeme darstellt [GTS14]. Die
Struktur des Instrumentariums ist in Bild 1-1 dargestellt.
Im Rahmen der Konzipierung erfolgt frühzeitig eine fachdisziplinübergreifende
Systemdeﬁnition, die auch den Ausgangspunkt für die fachdisziplinspeziﬁsche
Ausarbeitung darstellt. Auf Basis einer Funktionsbeschreibung erfolgt die Suche
nach möglichen Lösungsmustern, die Zulieferer und Domänenexperten einschließt
und eine vom Entwickler losgelöste, lösungsneutrale Möglichkeit zur Realisierung
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Bild 1-1: Struktur der Entwurfsmethode ENTIME [GTS14]
der Funktionsbeschreibung bietet, für die das Semantic Web1 genutzt wird. Der
Schwerpunkt des Projektes lag auf der frühzeitigen und durchgängigen Model-
lierung des Systemverhaltens, wofür den auf Basis der Funktionsbeschreibung
ausgewählten Lösungsmustern bereits idealisierte Simulationsmodelle zugeordnet
sind.
Nach der ganzheitlichen, fachdisziplinübergreifenden Modellierung des System-
verhaltens folgt die parallel verlaufende Entwicklung in den unterschiedlichen
Disziplinen, wie der Elektronik, dem Softwareentwurf und der Regelungstechnik.
Auf die Fachdisziplin der Regelungstechnik wird im folgenden Abschnitt einge-
gangen.
1.2 Fachdisziplinspezifische Auslegung in der
Regelungstechnik
In der fachdisziplinspeziﬁschen Auslegung der Regelungstechnik besteht die Auf-
gabe in der Systemanalyse mit dem Ziel, der Ausgangsgröße eines technischen
Systems durch eine Stellgröße ein Sollverhalten, d. h. ein gewünschtes Verhalten,
aufzuprägen, und zwar gegen den Einﬂuss von Störgrößen, die nur unvollständig
bekannt sind [Föl13]. Hierzu muss das System fortlaufend beobachtet und Ände-
rungen des Systems dahingehend genutzt werden, eine Stellgröße zu generieren,
die das gewünschte Systemverhalten einstellt. Hierfür werden auch eine Auslegung
1Bedeutung (Semantik) von Informationen im Netz muss so deﬁniert sein, dass sie auch von
Maschinen gelesen und verstanden werden kann.
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und eine Optimierung der mechanischen Grundstruktur, Aktorik und Sensorik
durchgeführt. Eine grundlegende Reglerstruktur zur Erzielung eines gewünsch-
ten Streckenverhaltens ist in Bild 1-2 dargestellt. Die beobachtete Systemgröße y
wird zurückgeführt und mit der Führungsgröße w verglichen. Die Diﬀerenz von
Führungsgröße und Rückführgröße wird über den Regler, der Stabilität, Dämp-
fung, stationäre Genauigkeit und Schnelligkeit sicherstellt, an die Stelleinrichtung
übergeben und wirkt auf das dynamische System.
Bild 1-2: Grundlegende Reglerstruktur [Föl13]
Einen wichtigen Erfolgsfaktor für den Entwurf von Regelungen stellt dabei die
Beschreibung der Systemdynamik durch mathematische Modelle dar. Auf Basis
dieser Modelle kann eine systematische Auslegung von Mechanik, Aktorik, Sen-
sorik und Regelung erfolgen. Im Sinne der VDI-Richtlinie 2206 handelt es sich
bei diesen Modellen um Multi-Domänen-Modelle, die wichtige Informationen aus
allen Fachdisziplinen beinhalten und deren Entwicklungsprozess in Bild 1-3 dar-
gestellt ist.
Bild 1-3: Vorgehensmodell zur Ableitung von Dynamikmodellen [Trä12a]
Im ersten Schritt erfolgt die Umweltabgrenzung zur Deﬁnition der auf das System
wirkenden Ein- und Ausgänge. Im zweiten Schritt wird auf Basis von A-priori-
Wissen das technische System in ein physikalisches Ersatzschaltbild überführt.
Dies wird oftmals mehr als Kunst denn als Ingenieurwissenschaft bezeichnet, da
dieser Schritt den Detaillierungsgrad festlegt und ob alle Anforderungen durch
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das Modellverhalten abgedeckt werden. Das physikalische Ersatzsystem kann im
Anschluss durch die Anwendung physikalischer Gesetze in ein qualitatives ma-
thematisches Modell überführt und durch Einbeziehung der physikalischen Para-
meter des realen Systems in ein quantitatives Modell übertragen werden.
Als Beschreibungssprachen können eine Vielzahl von Varianten eingesetzt wer-
den. Für die Regelungstechnik hat sich MATLAB/SIMULINK wegen seiner si-
gnalﬂussorientierten Modellierungsart, die der regelungstechnischen Blockschalt-
darstellung stark ähnelt, etabliert. Hierbei werden Blöcke mit Ein- und Aus-
gängen genutzt, die durch rückwirkungsfreie Leitungen miteinander verbunden
werden. Oftmals vorhandene Rückwirkungen müssen durch Rückkopplungen rea-
lisiert werden. Die Ableitung der mathematischen Beschreibungsform aus dem
physikalischen Ersatzschaltbild und die Implementierung in SIMULINK erfol-
gen fast ausschließlich manuell, was einen schwierigen und fehleranfälligen Pro-
zess darstellt. Im Gegensatz zum Signalﬂuss werden in der topologieorientierten
Modellierung ungerichtete Verbindungen genutzt. Erste Ansätze hierzu wurden
durch Elmqvist [Elm78] mit der Entwicklung des Simulationstools Dymola ge-
zeigt. Das Grundprinzip besteht darin, physikalische Syteme möglichst direkt auf
Modellobjekte abzubilden, die wiederum untereinander verknüpft werden kön-
nen. Diese Verknüpfung ist allerdings akausal2, und es werden nur Beziehungen
zwischen Objekten hergestellt [Ott93]. Simulationstools können die mathemati-
schen Beschreibungen dieser Modellierung automatisiert erstellen und optimie-
ren. Aufgrund des objektorientierten Charakters und einer mittlerweile weiten
Verbreitung kann man auf eine breite Klasse von vorgefertigten Bibliotheken zu-
rückgreifen, die komplexe Einzelelemente oder komplette technische Systeme ent-
halten und nur noch durch Ein-/ Ausgangsverhalten zu bewerten sind [Ott93].
Auch Isermann stellt in [Ise95] die Sprache Modelica, auf der das Simulationstool
Dymola basiert, für einen domänenübergreifenden Entwurf als objektorientier-
te Software unter Verwendung allgemeiner Modellbildungsgesetze als vorteilhaft
dar.
War bei einer fachdisziplinspeziﬁschen Modellbildung der Ingenieur Experte in
seinem Modell, so ist dies bei einer topologieorientierter Modellierung nicht mehr
gewährleistet. Bei einem Vorgehen nach ENTIME erfolgt die Modellableitung
teil- oder vollautomatisiert auf Basis von Lösungselementen, die von Zulieferern
oder Entwicklungspartnern erstellt wurden und deren innere Struktur nicht mehr
vollständig bekannt ist. Aber auch bei der Nutzung von erforderlichen Multi-
domänensprachen wie Modelica greift der Ingenieur auf vorgefertigte Elemente
zurück, deren inneren Aufbau er nicht im Detail kennt oder für den er aufgrund
der domänenübergreifenden Modellierung kein Experte ist. Bevor in Abschnitt
1.3 auf die daraus resultierenden Probleme bei der regelungstechnischen Ausle-
gung eingegangen wird, werden in den nächsten Abschnitten regelungstechnische
2Keine zuweisungsbasierte Modellierung im Sinne von Ursache - Wirkung, wodurch keine
explizite Festlegung von Ein- und Ausgang notwendig ist.
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Grundlagen kurz erläutert, die zu der in dieser Arbeit betrachteten Problemstel-
lung führen.
1.2.1 Steuerungs- und Reglerentwurf
Die Realisierung von Reglern zur Erzielung der gewünschten dynamischen Ei-
genschaften bei Eingrößensystemen bietet eine Fülle möglicher Strukturen wie
Proportionalregler (P-Regler), Integratoranteile (PI-Regler) oder auch diﬀeren-
zierende Strukturen (PD- oder PID-Regler) und Auslegungsverfahren hinsichtlich
Stabilität, Schnelligkeit und Dämpfung wie beispielsweise Nyquist, Hurwitz oder
Kessler. Die Wahl der Strukturen und Auslegungsverfahren ist dabei problem-
speziﬁsch je nach System und Regelungsanforderung. Erweiterungen der oben
genannten Regler zu Kaskadenregelungen, Zwei-Freiheitsgradsstrukturen oder auf
Mehrgrößenregler, beispielsweise mittels Entkopplung, bieten viele Möglichkeiten,
gewünschtes Systemverhalten für komplexe regelungstechnische Aufgabenstellun-
gen einzustellen.
Eine weitere Möglichkeit der Regelung von dynamischen Systemen besteht in der
Nutzung von Zustandsreglern. Die Grundlage stellt ein im Folgenden als zeitkon-
tinuierlich angenommenes System in Zustandsraumdarstellung dar:
x˙ = Ax+Bu+ x0
y = Cx,
(1-1)
mit der auf das System wirkenden Anfangsstörung x(t0) = x0. Die Durchgriﬀsma-
trix D wird vernachlässigt, wie es bei der überwiegenden Mehrzahl realer Systeme
der Fall ist [Föl13]. Zur Beseitigung dieser auf das System wirkenden Anfangs-
störung ist eine Rückführung erforderlich, was der regelungstechnischen Grundsi-
tuation entspricht [Föl13] und durch eine Zustandsrückführung realisiert werden
kann. Bei einem linearen Rückführgesetz der Form
u = R(x∗ − x) +Muw (1-2)
ergibt sich das in Bild 1-4 abgebildete Blockschaltbild mit den Vorsteuermatrizen
Mu und Mx, welche die Erzielung eines gewünschten Sollverhaltens w sicher-
stellen. Die Auslegung der Rückführmatrix R kann dabei auf unterschiedlichen
Wegen erfolgen, allerdings unabhängig von den Vorsteuermatrizen Mu und Mx.
Eine Möglichkeit zur Auslegung stellt die Polvorgabe oder Eigenwertvorgabe dar,
die auf der Erkenntnis basiert, dass die Lage der Eigenwerte eines dynamischen
Systems entscheidend für dessen Verhalten ist. Das Ziel besteht demnach darin,
die Eigenwerte in ein Stabilitätsgebiet zu bringen, das gleichzeitig die gewünschte
Systemdynamik aufweist und die Stellgrößenbeschränkungen des Systems indi-
rekt berücksichtigt [Föl13]. Eine weitere Möglichkeit der Bestimmung der Rück-
führmatrix R besteht in der Minimierung eines quadratischen Gütemaßes, was
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Bild 1-4: Zustandsregler mit Zustandsrückführung und Vorﬁlter [Föl13]
auf den Riccati-Regler führt, bei dem eine Kostenfunktion J über den zeitlichen
Verlauf aller Zustände und Stellgrößen gebildet wird.
Diese und weitere Verfahren zur Realisierung eines Zustandsreglers haben eine Ei-
genschaft gemein: Der Zustandsvektor muss vollständig bekannt sein! Dies wird
allerdings in fast keiner realen Anwendungen möglich sein oder nur mit nicht ver-
tretbarem Aufwand, was auf die Entwicklung von Beobachterstrukturen führte,
um den unbekannten Zustand eines dynamischen Systems auf Basis von Messun-
gen und den bekannten Eingangsgrößen zu rekonstruieren.
1.2.2 Zustandsschätzung
Eine Möglichkeit der Realisierung von Zustandsreglern stellt die Nutzung von
Beobachterstrukturen wie des Kalman-Filters dar, mit dessen Hilfe sich der Zu-
stand eines dynamischen Systems unter Einwirkung von Anfangsstörungen und
fortwährenden stochastischen Störungen rekonstruieren lässt. Hierzu ist ein ma-
thematisches Modell der zu regelnden Strecke notwendig, auf dessen Basis unter
Einwirkung der bekannten Systemeingänge und der realen Messungen am Sys-
tem der interne Zustand geschätzt wird, wie in Bild 1-5 abgebildet. Eine direkte
Nutzung des vorhandenen Modells zur Ermittlung der Systemzustände ist zum
Einen aufgrund der bereits erwähnten Anfangsstörung und der fortwährend auf-
tretenden stochastischen Störungen nicht möglich, zum Zweiten aber auch der
Tatsache geschuldet, dass man nie in der Lage ist, ein Modell zu erstellen, das
vollkommen dem Verhalten eines realen technischen Systems entspricht [May79].
Neben der Nutzung zur Bereitstellung der Istgröße für den Zustandsregler können
und werden Zustandsschätzer in annähernd allen Bereichen des Ingenieurswesens
und der Wissenschaft eingesetzt. Eine Google-Suche zum Zeitpunkt der Entste-
hung dieser Arbeit liefert bei den Schlagworten state estimation und applicati-
on über 20 Millionen Treﬀer. Die Eingabe von Kalman Filter und application
liefert immer noch über 5 Millionen Ergebnisse. Jede Disziplin, in der mathema-
tische Modelle von Systemen genutzt werden, stellt ein mögliches Anwendungsge-
biet der Zustandsschätzung dar: Elektrotechnik und Elektronik, Maschinenbau,
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Bild 1-5: In Zustandsregelung eingebundener Beobachter zur Schätzung des Zu-
standes eines dynamischen Systems [Föl13]
Chemieindustrie, Ökonomie, Biologie, Luft- und Raumfahrt und Robotik, um
nur einige zu nennen [Sim06], und führte auf die Entwicklung von unzähligen
Verfahren, Varianten und Anwendungen.
In [LMW14] wendet man Beobachterstrukturen auf Zustandsraummodelle von
Finanzstrukturen an, um Vorhersagen der Beeinﬂussung von Kursgewinnen und
Inﬂation zu treﬀen. Kaakinen et al. nutzen Kalman-Filter-Techniken in [KHP+14]
zur Beobachtung von Zellbewegungen unter Kontrastmikroskopen. In [SLPP+13]
wird von Sanchez-Lopez et al. ein Extended-Kalman-Filter zur Lokalisierung und
Routenplanung von ﬂugfähigen Roboterschwärmen eingesetzt. Um eine Vielzahl
von verrauschten Sensoren zu einer verwertbaren Größe zu verbinden, werden
von Kim et al. in [KKS14] Beobachter eingesetzt und eine Möglichkeit geschaﬀen,
mechanische Strukturen auf Schäden zu überwachen. Zur Regelung der Zielfüh-
rung von Lenkwaﬀen ist das Kalman-Filter ein oftmals eingesetztes Mittel, wie
von Patra et al. in [KKS14] gezeigt. Neben diesen Spezialanwendungen hat das
Kalman-Filter Einzug in die Standardelektronik gehalten. So wäre beispielsweise
die Nutzung des GPS-Systems zur Fahrzeugnavigation oder die Positionsbestim-
mung mit Smart-Phones ohne das Kalman-Filter nicht möglich.
Die Optimalität, auf die in späteren Abschnitten noch eingegangen wird, die einfa-
che Implementierbarkeit, die rekursive Funktionsweise und die Möglichkeit, dyna-
mische Systeme einzubinden und jedwede Sensorsignale dieses Systems verarbei-
ten zu können, führten in den letzten Jahrzehnten zum Siegeszug des von Rudolf
Kalman 1960 in [Kal60] vorgestellten Filters. Den Durchbruch brachte schließlich
die Weiterentwicklung des Kalman-Filters durch Schmidt zum Kalman-Schmidt-
Filter [SM85] oder dem besser bekannten Extended-Kalman-Filter, das für nicht-
lineare Systeme geeignet ist und seine Bestimmung in der Navigationsregelung
der Apollo-Raumfähre fand, allerdings mit einigen strukturbedingten Nachteilen
einhergeht. Hierzu zählen die Notwendigkeit der Berechnung von Jacobimatrizen
um aktuelle Arbeitspunkte, die schwierig zu berechnen und zu implementieren
sind. Darüber hinaus stellen sie nur eine Approximation der von Kalman be-
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wiesenen Optimalität dar, und eine korrekte Funktionsweise des Filters ist nur
in engen Grenzen möglich, worauf in den folgenden Abschnitten noch eingegan-
gen wird und was beispielsweise von van der Merwe in [VDM04] gezeigt wurde.
Da allerdings fast alle natürlichen Systeme nichtlinearer Natur sind, stellt das
Extended-Kalman-Filter die am stärksten genutzte Variante des Kalman-Filters
dar.
Alle oben genannten Beispiele basieren auf den von Kalman hergeleiteten Glei-
chungen und stellen Weiterentwicklungen für speziﬁsche Problemstellungen dar.
Eines haben allerdings alle genannten Anwendungen gemeinsam: Sie besitzen als
Grundlage für die Nutzung der Beobachterstrukturen ein analytisches Modell in
Zustandsraumdarstellung.
Doch wie ist eine Zustands- und Parameterschätzung an Systemen zu realisieren,
deren Entwicklung mit modernen Entwicklungstools und -systematiken durchge-
führt wurde, wie in den Abschnitten 1.1 und 1.2 beschrieben?
1.3 Problemstellung und Anforderungen
In 1.1 wurde gezeigt, dass die Entwicklung komplexer mechatronischer Syste-
me einen domänenspeziﬁschen Entwurf nicht mehr zulässt und die modellba-
sierte Vorgehensweise in allen etablierten Entwicklungssystematiken den Stand
der Technik darstellt. Die Verbindung der fachdisziplinspeziﬁschen Auslegung in
der Regelungstechnik zur Entwicklung von Zustands- und Parameterschätzern
für etwa Reglerrealisierung, Systemidentiﬁkation und Model-Predictive-Control-
Anwendungen stellt dabei allerdings neue Herausforderungen an den Entwick-
lungsprozess an sich und an notwendige Werkzeuge, deren Anforderungen im
Folgenden hergeleitet werden.
Die notwendige domänenübergreifende Modellierung von komplexen mechatroni-
schen Systemen stellt immer höhere Anforderungen an zu nutzende Entwicklungs-
umgebungen. Eine signalﬂussorientierte Modellierung geht mit der Notwendigkeit
der Herleitung von systembeschreibenden Diﬀerentialgleichungen und deren ma-
nueller Implementierung in Tools wie beispielsweise MATLAB/Simulink© ein-
her. Dieses Vorgehen stellt allerdings einen äußerst fehleranfällige Prozess dar,
der nur das Expertenwissen des Modellbildungsingenieurs berücksichtigt. Dies
hat in den letzten Jahren zur Entwicklung von topologieorientierten Modellie-
rungswerkzeugen wie beispielsweise Dymola, MATLAB/Simscape und MapleSim
geführt, deren Modelle im Weiteren für Echtzeitanwendungen genutzt werden
können. Die Modellierung erfolgt dabei mit Hilfe von Bibliothekselementen, die
von Domänenexperten, wie Zulieferern, Dienstleistern oder Universitäten, entwi-
ckelt und bereitgestellt werden und die in Abschnitt 1.2.1 erläuterten Vorteile mit
sich bringen. Der Nachteil in der Nutzung von vorgefertigten Modellen besteht
allerdings in der Tatsache, dass der damit arbeitende Ingenieur nicht mehr Ex-
perte in seinem Modell ist. Das Verständnis für genutzte physikalische Eﬀekte,
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für deren Modellierung und Detailsystemverhalten geht verloren. Beispielhaft zu
nennen ist die Nutzung einer Gleichstrommaschine aus der Standardbibliothek
des Tools Dymola, wie in Bild 1-6 dargestellt. Die Funktionsweise des genutzten
Elementes ist zwar bekannt, aber den wenigsten Anwendern werden die grund-
legenden Systemgleichungen und deren Nichtlinearitäten in den untergeordneten
Ebenen des Elementes bekannt sein, wie die nichtlinearen Reibungseﬀekte in der
Rotorlagerung einer Gleichstrommaschine.
Bild 1-6: Element aus einer Dymola-Bibliothek, bestehend aus einer Gleich-
strommaschine (links), der unterlagerten Modellierungsebene (Mitte),
der Gleichungsebene eines nichtlinearen Wälzlagers zur Wellenlagerung
(rechts unten) und der Funktionsebene zur Momentenberechnung in Ab-
hängigkeit der Drehzahl (rechts oben)
Verschärft wird diese Eigenschaft durch die Nutzung von Entwicklungsmetho-
diken wie ENTIME, die, wie in Abschnitt 1.1 aufgeführt, zu einer domänen-
übergreifenden, teil- oder vollautomatisierten Modellerstellung auf Basis von Lö-
sungsmustern und Lösungselementen führt. Im ungünstigsten Fall kennt der Re-
gelungstechniker nicht nur einzelne Elemente nicht im Detail, sondern nur die
grundlegende Funktion bzw. das Ein-/ Ausgangsverhalten. Im Allgemeinen sind
weder dessen interne Struktur noch enthaltene Nichtlinearitäten bekannt, was ei-
ne aufwändige Analyse oder eine detaillierte Einarbeitung in das Modell zur Folge
hat und den Vorteil der automatisierten Modellableitung zunichtemacht. Hieraus
resultieren die erste und die zweite Anforderung an die Auslegungsmethodik und
an Werkzeuge einer Zustands- und Parameterschätzung.
Anforderung I
Methoden und Werkzeuge zur Zustands- und Parameterschätzung für Systeme,
deren Entwurf modellbasiert auf Basis von teilautomatisierten Entwurfssystema-
tiken und/oder auf Basis von Komponentenbibliotheken durchgeführt wurde, müs-
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sen in der Lage sein, unbekannte Modellstrukturen in Form von Systemordnung,
Frequenz- und Zeitverhalten zu nutzen.
Anforderung II
Der Filteralgorithmus muss robust sein gegen unbekannte, starke Nichtlinearitäten
des Modells, sodass eine möglichst hohe Genauigkeit und Filterstabilität garantiert
werden kann.
Da die Modelle nicht im Detail bekannt sind, können Entwurfsparameter von
Schätzverfahren nicht auf Basis von Expertenwissen ausgelegt werden, was zur
dritten Anforderung des Entwurfsprozesses führt.
Anforderung III
Die Entwurfsparameter des Schätzalgorithmus müssen auf Basis des Systemmo-
dells und auf Basis von Anwendungsszenarien mit einem maximalen Automati-
sierungsgrad ausgelegt werden.
Der Nutzer muss die Möglichkeit haben, während aller Schritte des Entwurfspro-
zesses Genauigkeit und Funktionsfähigkeit des automatisiert ausgeführten Ent-
wurfsverfahrens zu kontrollieren und das ausgelegte Verfahren modellbasiert zu
testen.
Anforderung IV
Frühestmögliche Kontrolle der Ergebnisse und Oine-Verfahrenstest, um Robust-
heit, Genauigkeit und Schnelligkeit zu bewerten.
Da das Ziel der eingesetzten Verfahren zur Zustands- und Parameterschätzung
beispielsweise in der Regelung von mechatronischen Systemen liegt, müssen alle
genutzten Verfahren zu Zustandsschätzern führen, die im Betrieb nach der Aus-
legungsphase Echtzeitfähigkeit aufweisen.
Anforderung V
Alle eingesetzten Werkzeuge zum Betrieb nach der Auslegungsphase müssen Echt-
zeitfähigkeit aufweisen.
Insbesondere im Bereich der Parameterschätzung darf es nicht zur Identiﬁkation
von nichtphysikalischen Werten kommen, etwa zur Bestimmung von negativen
Massen. Um dies sicherzustellen, muss das Schätzverfahren in der Lage sein, li-
neare und nichtlineare Nebenbedingungen von Parametern und Zuständen verar-
beiten zu können.
Anforderung VI
Das Verfahren zur Zustands- und Parameterschätzung muss in der Lage sein,
Nebenbedingungen in Form linearer oder nichtlinearer Gleichheits- und Ungleich-
heitsnebenbedingungen verarbeiten zu können.
Auf Basis der gestellten Anforderungen wird in den folgenden Abschnitten der
Stand der Technik vorgestellt, der Handlungsbedarf identiﬁziert und das Ziel der
vorliegenden Arbeit deﬁniert.
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1.4 Stand der Wissenschaft und der Technik
In diesem Abschnitt wird auf den derzeitigen Stand der Wissenschaft und der
Technik bezüglich der in den letzten Abschnitten hergeleiteten Anforderungen
eingegangen. Der Fokus liegt dabei auf der Anwendung von Kalman-Filter-Tech-
niken, da diese in ihrer rekursiven Form durch zahlreiche Anwendungen ihre prak-
tische Bedeutung zur numerischen Ermittlung der Momente einer Verteilungs-
dichtefunktion bewiesen haben [BS94], worauf in Kapitel 2 detailliert eingegangen
wird.
Wie bereits in 1.2.2 aufgeführt, zählt das Kalman-Filter mit seiner Erweiterung
für nichtlineare Systeme, dem Extended-Kalman-Filter, zu den am weitesten ver-
breiteten Algorithmen zur Zustands- und Parameterschätzung [JU96]. Der Ein-
satz des Extended-Kalman-Filters geht allerdings mit einer Vielzahl an struktur-
bedingten Nachteilen einher (die in 2.2.1 erläutert werden), wodurch es nicht in
der Lage ist Modelle mit starken Nichtlinearitäten mit gesicherter Stabilität zu
nutzen.
In [LBG+12] werden von Li et al. Luenberger-Beobachter, Extended-Kalman-
Filter und Sigma-Punkte-Filter für die Zustands- und Parameterschätzung von
Lithium-Ionen-Batterien eingesetzt und verglichen. Die Grundlage ist ein analyti-
sches Modell des Systems, mit dem Ergebnis, dass Sigma-Punkte-Filter bei Wei-
tem am Besten mit den starken Systemnichtlinearitäten umgehen können. Xiong
et al. erweitern den Ansatz in [XSC+14], um online unbekannte Systemparameter
eines Black-Box-Modells3 zu identiﬁzieren. Hierfür kombiniert er ein Extended-
Kalman-Filter auf Basis des bekannten Systemmodells mit Neuronalen Netzen zur
Erfassung des unbekannten Black-Box-Modells. Die Kombination dieser beiden
Ansätze kann für stark nichtlineare Systeme eingesetzt werden, bedarf allerdings
eines bekannten Systemmodells als Grundlage für das Extended-Kalman-Filter,
das bei starken Nichtlinearitäten divergieren kann.
Ein Vergleich von KI-Methoden4 in Form von Neuronalen Netzen mit Kalman-
Filtern wird von Psichogios und Ungar in [PU92] durchgeführt. Hierbei wird die
Strecke zur Nutzung von Neuronalen Netzen aufgeteilt in einen gut bekannten,
vorab modellierbaren Teil und ein System, das nicht zu modellieren oder nicht aus-
reichend bekannt ist und online durch das Neuronale Netz erlernt wird. Der zweite
Ansatz besteht in der vollständigen Implementierung aller Eﬀekte in das physika-
lische Modell und der Anwendung eines Extended-Kalman-Filters zur Schätzung
der unbekannten Parameter. Beide Methoden bieten dabei Vor- und Nachteile.
Die Anwendung des Neuronalen Netzes zeigt dessen Stärken, wenn das modellier-
te Teilsystem eine sehr gute Übereinstimmung mit dem realen Teilsystem besitzt,
und übertriﬀt in diesen Fällen die Performance des Kalman-Filters. Treten aller-
dings kleine Abweichungen in diesem Modell auf, ist das Kalman-Filter besser in
3Modell, von dem nur das äußere Verhalten beobachtbar ist
4Künstliche Intelligenz
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der Lage, diesen Eﬀekt durch Schätzung der Parameter zu neutralisieren. Gleich-
zeitig wird auch aufgezeigt, dass bei der Nutzung von Neuronalen Netzen das
Problem der Stabilität und des ausreichenden bzw. übertrainierten Netzes bei
nicht im Detail bekannten Modellen auftritt.
In [KHW12] und [IKS10] werden von Kittilsen et al. Zustandsbeobachter in Form
eines Extended-Kalman-Filters eingesetzt. Das Testsystem stellt eine Unterwas-
serpipeline mit einer Systemordnung von 48 dar. Zur Modelleinbindung in das
Extended-Kalman-Filter ist ein generisches Interface entwickelt worden, und die
Schätzung von Systemzuständen zeigt sehr gute Ergebnisse, wobei Filter- und Si-
mulationsmodell durch das gleiche Modell gegeben sind. Bei der Einbindung von
starken Nichtlinearitäten kann es beim Einsatz eines Extended-Kalman-Filters zu
unvorhersehbaren Ergebnissen kommen, was den Einsatz für automatisch erstellte
oder unbekannte Modelle nicht empfehlenswert macht.
Für die Anwendung in einer nichtlinearen modellprädiktiven Regelung (NMPC)
werden von Gräber et al. in [GKS+12] im Detail bekannte Dymola-Modelle ge-
nutzt, die mittels des Functional-Mockup-Interfaces, auf das in Abschnitt 5.1 noch
detailliert eingegangen wird, in eine Softwareumgebung zur Auslegung des NMPC
eingebunden werden. Für die notwendige Zustandsschätzung werden wiederum
Extended-Kalman-Filter eingesetzt, die nicht mit starken Modellnichtlinearitäten
genutzt werden können. Die Bestimmung der Entwurfsparameter erfolgt manuell,
was mit der Nutzung eines bekannten Modells begründet wird.
Ebenfalls zur Schätzung des Ladezustandes von elektrischen Fahrzeugen wird
von Brembeck et al. in [BOZ11] ein Dymolamodell in Verbindung mit einem
Unscented-Kalman-Filter genutzt. Die Adaption des Modells an den Filteralgo-
rithmus erfolgt, wie von Gräber vorgestellt, mittels des FMI-Standards. Aller-
dings ist eine schwierige manuelle Anpassung von mehreren Entwurfsparametern
durchzuführen, die entweder Expertenwissen über das Modell, wie in der Veröf-
fentlichung vorhanden, oder einen aufwändigen Trial-and-error Prozess nach sich
zieht.
Zhong et al. geben in [ZZH+14] einen guten Überblick über verschiedene Kalman-
Filter-Typen und nutzen ein Particle-Filter für die Schätzung des Ladezustandes
von elektrischen Fahrzeugen. Die Methode ist zwar in der Lage, ein unbekann-
tes Systemmodell aufzunehmen, allerdings wird keine automatisierte Auslegung
genutzt, und gleichzeitig ist die Genauigkeit des Particle-Filters stark von der An-
zahl der genutzten Particle abhängig, was die Nutzung in Echtzeitanwendungen
bei großen Systemen und komplexen Dichtverteilungen fragwürdig macht.
Zur Identiﬁkation unbekannter Parameter in nichtlinearen unbekannten Model-
len werden von Wigren et al. in [WBT05] Kalman-Filter eingesetzt, die für eine
korrekte Initialisierung eines RPEM-Algorithmus5 genutzt werden und bereits die
Möglichkeit der Nutzung von unbekannten Modellen zeigen. Allerdings ist eine
5Recursive Prediction-Error Minimization
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manuelle Auslegung des Filters notwendig und keine Online-Anwendung vorge-
sehen.
Einen sehr guten Überblick über die Einbindung von linearen und nichtlinea-
ren Nebenbedingungen für die Zustandsschätzung via Kalman-Filter-Techniken
gibt Simon in [Sim10]. Er unterscheidet hierbei zwischen dem Standard-Kalman-
Filter, Moving-Horizon-Estimation6, dem Unscented-Kalman-Filter und Particle-
Filtern. Die Analyse von Simon zeigt, dass bereits eine Reihe von Verfahren für
unterschiedliche Problemstellungen existieren, wie die Nutzung von zwei Unscen-
ted-Kalman-Filtern, wobei die Realisierung der Beschränkungsfunktionen über
das zweite Filter erfolgt [TCT+09]. In [JL07] wird von Julier selber eine Mög-
lichkeit vorgestellt, nicht nur die A-posteriori Zustandsschätzung, sondern auch
die berechneten Sigma-Punkte nach deﬁnierten Nebenbedingungen zu begrenzen.
In [XLD+13] werden die oben genannten Verfahren für ein dynamisches System
angewandt und verglichen, wobei das Filtermodell im Detail bekannt ist.
1.5 Handlungsbedarf
Aus dem in 1.4 deﬁnierten Stand von Wissenschaft und Technik wird deutlich,
dass bisher keine geschlossene Methodik für die Erfüllung der in 1.3 deﬁnierten
Anforderungen zur Zustands- und Parameterschätzung an unbekannte Systeme
mit unbekannten, starken Nichtlinearitäten existiert.
Der Handlungsbedarf besteht in der Erstellung einer durchgängigen Methode zur
Einbindung von Modellen in einen echtzeitfähigen Algorithmus zur Zustands-
und Parameterschätzung und der Entwicklung aller notwendigen Werkzeuge zu
Modelleinbindung, Filterauslegung und Systemtest. Hierbei muss sowohl mit un-
bekannten Modellstrukturen als auch mit starken Nichtlinearitäten umgegangen
werden, wofür bereits eine Reihe von Algorithmen genutzt werden können. Die
Auslegung aller notwendigen Entwurfsparameter muss aufgrund des nicht vor-
handenen Expertenwissens über das Modell automatisiert auf Basis des Ein-
/Ausgangsverhaltens erfolgen, was bisher nicht methodisch aufgearbeitet wor-
den ist, da eine Filterauslegung immer an bekannten Systemmodellen durchge-
führt wurde. Die Einbeziehung von Nutzerinformationen muss allerdings weiter-
hin möglich sein, um beispielsweise die Identiﬁkation von zu schätzenden Para-
metern zu ermöglichen.
Die Modelleinbindung, die Filterauslegung und der Systemtest sollen in dem Tool
MATLAB erfolgen, da es das am Weitesten verbreitete Tool in den Ingenieurwis-
senschaften und insbesondere in der Regelungstechnik darstellt und somit die
breiteste Basis der Zugänglichkeit bietet. Hierzu ist eine Schnittstelle zu schaf-
fen, welche die Einbindung von Modellen unterschiedlicher Entwicklungstools wie
Dymola und Adams ermöglicht. Alle notwendigen Informationen zur automati-
sierten Filteradaption und Auslegung müssen bereitgestellt werden. Es ist eine
6Iterativ rechnender Ansatz zur Zustands- und Parameterschätzung
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Methode zur Einbindung von linearen und nichtlinearen Nebenbedingungen zu
entwickeln, wobei zu beachten ist, dass diese ohne Expertenwissen über das Mo-
dell auszulegen und einzubinden sind, sowie Echtzeitbedingungen erfüllen muss,
was bisher noch nicht möglich ist.
Das Ziel ist es, regelungstechnischen Anwendern alle notwendigen Werkzeuge und
Methoden zur Verfügung zu stellen, um ohne Expertenwissen im zugrundeliegen-
den Modell und in den Algorithmen von Filtern zur Zustands- und Parameter-
schätzung eine Filterauslegung durchzuführen. Die Güte der Auslegung muss zu
jeder Zeit bewertbar und die Ergebnisse im weiteren Projektverlauf nutzbar sein.
Das entstandene Vorgehensmodell dieser Arbeit und dessen grundlegende Hand-
lungsschritte sind in Bild 1-7 dargestellt. Gleichzeitig müssen bei unzureichender
Filtergüte Handlungsempfehlungen vorhanden sein, um eine verbesserte Schätz-
güte zu erreichen.
Bild 1-7: Vorgehensmodell zur Filterauslegung an unbekannten Systemmodellen
mit einem maximalen Grad an Automatisierung zur Zustands- und Pa-
rameterschätzung
1.6 Aufbau der Dissertation
Diese Arbeit gliedert sich in fünf Bereiche. In Kapitel 2 wird zu Beginn eine kurze
Einführung in Grundbegriﬀe der Statistik gegeben, die für das Verständnis dieser
Arbeit wichtig sind. Nachfolgend werden einige Techniken zur Zustands- und Pa-
rameterschätzung vorgestellt, die von der Methode der kleinsten Quadrate über
das Kalman-Filter und neue, darauf basierende Techniken der Sigma-Punkte- und
Particle-Filter zu Verfahren des maschinellen Lernens führen. Abschließend wer-
den eine kurze Zusammenfassung gegeben und die Auswahl der in dieser Arbeit
genutzten Sigma-Punkte-Filter begründet.
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In Kapitel 3 wird die Klasse der Sigma-Punkte-Filter ausführlich vorgestellt, so-
wohl mit unterschiedlichen Filtervarianten als auch Sigma-Punkte-Berechnungs-
methoden, die hinsichtlich Echtzeitfähigkeit und Schätzgüte verglichen werden.
Für die Nutzung in Parameterschätzaufgaben werden die jeweiligen Filtererweite-
rungen vorgestellt und ein Verfahren zur Einführung von Nebenbedingungen für
die Begrenzung der Zustands- und Parameterschätzung und berechneten Sigma-
Punkten hergeleitet, bevor eine Zusammenfassung der Sigma-Punkte-Verfahren
folgt.
Methodik und Werkzeuge für eine automatisierte Ermittlung von Entwurfspa-
rametern werden in Kapitel 4 vorgestellt. Hierzu wird ein Optimierungsproblem
deﬁniert, das mittels Kernel-Techniken des maschinellen Lernens gelöst wird. Die
notwendigen Grundbegriﬀe des maschinellen Lernens werden erläutert, die An-
passung an das Optimierungsproblem vorgestellt und eine Methode mit allen
benötigten Algorithmen hergeleitet. Das oftmalig auftretende Problem des over -
und underﬁttings wird durch ein Lernverfahren vermieden, das die Hyperparame-
ter des Kernel-Verfahrens problemspeziﬁsch bestimmt. Abschließend erfolgt die
Anwendung zur Bestimmung der Entwurfsparameter zur Zustands- und Parame-
terschätzung, ohne dass der Benutzer Experte in der Filtertechnik, dem einge-
setzten Modell oder der Optimierungsstrategie sein muss.
Nachdem die genutzten Filteralgorithmen der Sigma-Punkte-Filter vorgestellt
und ein modellbasiertes Lernverfahren auf Basis eines Optimierungsproblems her-
geleitet wurden, wird in Kapitel 5 auf Basis der Anforderungen der unterschiedli-
chen Werkzeuge eine entwickelte Schnittstelle präsentiert. Durch diese ist die Ein-
bindung einer breiten Klasse von Modellen unterschiedlicher Entwicklungstools
möglich, und alle notwendigen Informationen für eine Filterauslegung ohne Exper-
tenkenntnisse in dem Modell werden bereitgestellt. Im Anschluss werden alle ent-
wickelten Algorithmen in eine Gesamtmethodik eingebunden, die dem Anwender
eine Schritt-für-Schritt Anleitung zur Filterauslegung bietet, mit der Möglichkeit
des manuellen Eingreifens, wenn Expertenwissen über bestimmte Teilgebiete vor-
handen ist. Die Methodik gliedert sich dabei in die Unterpunkte der Modelleinbin-
dung, der Bestimmung der Filterentwurfsparameter, des Oinesystemtests und
der Codegenerierung sowie Handlungsempfehlungen bei unzureichender Schätz-
güte. Abschließend wird die entstandene MATLAB-Toolbox vorgestellt, die alle
genannten Werkzeuge enthält und eine automatisierte Auslegung unter MATLAB
ermöglicht.
Auf Basis der vorgestellten Methodik werden in Kapitel 6 unterschiedliche Anwen-
dungsbeispiele sowie die implementierten Filter und deren Varianten hinsichtlich
Schätzgüte und Rechenbelastung vorgestellt. Im ersten Fall handelt es sich um
ein Laborbeispiel, bestehend aus einem Doppelpendel, an dem eine Zustands-
und Parameterschätzung mit unterschiedlichen Implementierungsvarianten vor-
gestellt wird. Den zweiten und dritten Fall stellen Industrieanwendungen dar.
Zum Einen wird die Schätzung einer zeitvarianten Unwucht in einem Waschauto-
maten durchgeführt, anhand derer die Schleuderstrategie ausgelegt werden kann.
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Zum Zweiten wird eine Zustands- und Parameterschätzung an dem leicht gepan-
zerten Mehrzweckschutzfahrzeug DINGO 2 der Bundeswehr vorgenommen, die
auf realen Messungen basiert.
In Kapitel 7 werden die in dieser Dissertation vorgestellten Methoden, Filteral-
gorithmen und entwickelten Verfahren zusammengefasst und ein Ausblick für
weitere Arbeiten in diesem Umfeld gegeben.
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2 Zustands- und Parameterschätzung
Da der Kern der Arbeit in der Entwicklung einer Methode und aller notwendi-
gen Werkzeuge bzw. Algorithmen für die automatische Auslegung von Zustands-
und Parameterschätzern für unbekannte, nicht-analytische Modelle liegt, wird in
diesem Abschnitt eine Einführung in die Zustands- und Parameterschätzung ge-
geben. Es werden zu Beginn kurz einige statistische Grundbegriﬀe erläutert, die
in dieser Arbeit genutzt werden.
Das am Weitesten verbreitete Werkzeug zur Zustands- und Parameterschätzung
ist das Kalman-Filter, das als Grundlage für die in dieser Arbeit angewandten
Techniken zur Bestimmung von Zuständen und Parametern eines dynamischen
Systems dient. Aus diesem Grund wird in diesem Kapitel eine Einführung in
die Funktionsweise der Schätzung mittels Kalman-Filtern gegeben und dessen
Entstehung erläutert, um zu zeigen, dass das Kalman-Filter auf statistischem
Weg hergeleitet werden kann. Dies soll den Grundstein legen für die Herleitung
von Sigma-Punkte-Kalman-Filtern, die das herkömmliche Kalman-Filter erwei-
tern und als Basis zur Realisierung der in Abschnitt 1.5 hergeleiteten Anforde-
rungen dienen. Ihre Herleitung erfolgt in Kapitel 3.
In den darauf folgenden Abschnitten wird ein kurzer Überblick über weitere mög-
liche Techniken zur Zustands- und Parameterschätzung gegeben und erläutert,
warum diese in der vorliegenden Arbeit nicht angewandt wurden.
In Abschnitt 1.1 wurde gezeigt, dass mit Hilfe der Entwurfssystematik ENTIME
die Möglichkeit besteht, mit maximalem Automatisierungsgrad dynamische Mo-
delle von technischen Systemen zu erzeugen. Es gibt eine Vielzahl von Gründen
warum diese Modelle in der Analyse wie auch in der Synthese nicht ausreichend
sind für einen Ingenieur. Als wichtigster Grund ist anzugeben: Kein mathemati-
sches Modell eines Systems ist hinsichtlich Güte, Genauigkeit und Einbeziehung
von Störgrößen perfekt modelliert [May79].
Alle entwickelten Modelle beinhalten nur die Charakteristiken der Realität, die
auf den Interessen des entwickelnden Ingenieurs beruhen. Beispielsweise sind bei
der Modellierung eines Waschautomaten eine Vielzahl an Eﬀekten vorhanden,
die auf die Schwingung des Aggregates einwirken. Der Sinn des Modells besteht
allerdings darin, die essentiellen oder kritischen Eﬀekte des Waschautomaten ab-
zubilden, sodass viele Eﬀekte wissentlich vernachlässigt werden. Modelle, die im
späteren Verlauf für den Einsatz in HiL-Umgebungen oder für eine direkte Imple-
mentierung auf dem Steuergerät vorgesehen sind, müssen dabei auf das Notwen-
digste beschränkt werden, um einen noch in Echtzeit ausführbaren Algorithmus
zu liefern. Die notwendigen, abzubildenden Eﬀekte werden dabei allerdings auch
nur durch mathematische Modelle approximiert. Beispielhaft zu nennen sind die
Newtonschen Gesetze, die zwar eine sehr gute Struktur bieten, um ein beobach-
tetes Verhalten zu approximieren, aber etliche Parameter in diesen Strukturen
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enthalten, die wiederum schwierig auszulegen sind und Unsicherheiten in das zu
nutzende Modell übertragen.
Ein weiterer wichtiger Grund liegt in den auf das System wirkenden Eingängen.
Diese bestehen nicht nur aus den dem Ingenieur bekannten Größen, sondern eben-
falls aus Störungen, die der Ingenieur nicht kennt oder gar kontrollieren könnte.
Ein dritter Grund liegt in den Sensordaten. Messungen eines realen Systems un-
terliegen immer Störungen, die nicht vorherzusehen sind. Zudem können Sensoren
oftmals nicht alle notwendigen Größen eines Systems liefern. Beispielhaft zu nen-
nen ist die Regelung eines Reaktors. Prozesse, die im Inneren dieses Reaktors
ablaufen, sind mit messtechnischen Mitteln nur mit extremem Aufwand oder gar
nicht zu erfassen. In anderen Fällen liegen eine Reihe von Sensoren vor, die red-
undante Informationen liefern. Wie sind solche Sensorgrößen zu einer Größe zu
verarbeiten bzw. welcher Größe sollte vertraut werden?
Das am Weitesten verbreitete Werkzeug zur Bestimmung von nicht messbaren
oder nur schwer messbaren Systemzuständen, der Unterdrückung von Rausch-
prozessen in Messungen, des Ausgleichs von Modellungenauigkeiten im Gegensatz
zum realen System und der Schätzung von unbekannten Systemzuständen sowie
Systemparametern ist das in Online-Anwendungen nutzbare Kalman-Filter.
Im nächsten Abschnitt wird zunächst ein kurzer Überblick über die in dieser Ar-
beit genutzten statistischen Begriﬀe gegeben. Im Anschluss werden das Grund-
prinzip des Kalman-Filters vorgestellt, seine Funktionsweise auf das Verfahren
von Gauss aus dem Jahre 1795 zurückgeführt sowie die Verwandtschaft zum
Bayesschen Schätzproblem hergestellt. Nachfolgend werden die Nachteile des Kal-
man-Filters aufgezeigt und dessen Erweiterung zur Anwendung auf nichtlinea-
re Systeme mittels des Extended-Kalman-Filters erläutert. Abschließend werden
kurz alternative Verfahren zur Bestimmung von Zuständen und Parametern von
dynamischen Systemen aufgeführt und gezeigt, warum in dieser Arbeit auf dem
Kalman-Filter basierende Verfahren eingesetzt werden.
2.1 Statistische Grundlagen
In diesem Abschnitt sollen kurz einige Grundbegriﬀe der Statistik erläutert wer-
den, die in dieser Arbeit genutzt werden. Schwerpunkte stellen die Begriﬀe der
Wahrscheinlichkeit, der Zufallsvariable, der Verteilungsfunktion und der statis-
tischen Momente dar, die zur Herleitung von Schätzalgorithmen auf Basis von
wahrscheinlichkeitstheoretischen Betrachtungen genutzt werden.
2.1.1 Wahrscheinlichkeit
Der Begriﬀ der Wahrscheinlichkeit deﬁniert die Sicherheit einer Vorhersage für
das Eintreten eines bestimmten Ereignisses [WB06] und ist deﬁniert als eine nicht-
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negative Zahl [Frä05]:
P (A) = Mögliche Ereignisse bezüglich des Ereignisses A
Gesamtzahl aller möglichen Ereignisse
≥ 0. (2-1)
Geht man von zwei disjunkten Ereignissen aus, so berechnet sich die Wahrschein-
lichkeit, dass das Experiment mindestens eines der beiden Ereignisse hervorbringt,
als Summe der Einzelwahrscheinlichkeiten:
P (A ∪ B) = P (A) + P (B). (2-2)
Falls die Wahrscheinlichkeiten zweier Ereignisse voneinander unabhängig sind
und die Ereignisse sich nicht gegenseitig beeinﬂussen können, dann ist die Wahr-
scheinlichkeit, dass beide Ereignisse eintreten, wie folgt deﬁniert;
P (A ∩ B) = P (A)P (B). (2-3)
Aus diesen Deﬁnitionen lässt sich direkt der Begriﬀ der bedingten Wahrschein-
lichkeit angeben, der in der stochastischen Beschreibung von Systemprozessen
eine wichtige Rolle spielt und in Abschnitt 2.2.3 genutzt wird. Er beschreibt die
Wahrscheinlichkeit des Auftretens eines Ereignisses A, wenn das Auftreten des
Ereignisses B gesichert ist [Frä05]:
P (A|B) = P (A ∩ B)
P (B) . (2-4)
2.1.2 Zufallsvariable und Dichtefunktion
Eine Zufallsvariable ξ beschreibt den Wert einer Größe, deren Realisierung vom
Zufall abhängig ist [BN06] und der eine Eintrittswahrscheinlichkeit P (A) zuge-
ordnet ist. Einer Zufallsvariablen ist eine Verteilungsfunktion G(x) zugeordnet,
die angibt, mit welcher Wahrscheinlichkeit die Zufallsvariable einen Wert kleiner
oder gleich dem Wert x annimmt:
G(x) = P{ξ ≤ x}. (2-5)
Als Dichtefunktion, oft als Wahrscheinlichkeitsdichtefunktion, Wahrscheinlich-
keitsdichte oder Dichte bezeichnet, wird die Ableitung der Verteilungsfunktion
G(x) angegeben [Frä05], die eine wesentliche Zielgröße in der stochastischen Her-
leitung von Zustandsschätzern ist:
p(x) =
dG(x)
dx
. (2-6)
Die Integration der Dichtefunktion einer Zufallsvariablen ξ über ein gegebenes
Intervall [a, b] gibt die Wahrscheinlichkeit an, dass sich ξ in dem Wertebereich
von [a, b] beﬁndet, d. h. es gilt:∫ b
a
p(x)dx = P (a ≤ ξ ≤ b) (2-7)
22 Kapitel 2
und damit insbesondere∫ ∞
−∞
p(x)dx = 1. (2-8)
2.1.3 Statistische Momente
Im Allgemeinen ist die Angabe der in den letzten Abschnitten gezeigten Wahr-
scheinlichkeitsdichtefunktion nicht möglich, was in Abschnitt 2.2.3 gezeigt wird.
Daher wird sich oft auf die statistischen Momente dieser Verteilung konzentriert,
wie z.B. dem Erwartungswert E [x]. Bei einer endlichen Anzahl N an Stichproben
ergibt sich der Mittelwert zu
x =
x1 + x2 + ...+ xN
N
(2-9)
und strebt für N → ∞ gegen den Erwartungswert E [x]. Ist die Dichtefunktion
der Verteilung bekannt, so lässt sich der Erwartungswert einer diskreten Zufalls-
variablen nach
xˆ = E[x] =
∞∑
i=1
xip(xi) (2-10)
bestimmen. Der Erwartungswert für eine kontinuierliche Zufallsvariable ist durch
xˆ = E[x] =
∫ ∞
−∞
xp(x)dx (2-11)
deﬁniert. Zur Beschreibung der Streuung einer Zufallsvariablen wird die Varianz
var[x] bzw. deren Wurzel, die Standardabweichung, genutzt, die für eine diskrete
Verteilung als
var[x] =
∞∑
i=1
(xi − E [x])2 p(xi) (2-12)
deﬁniert ist und nach
var[x] =
∫ ∞
−∞
(x− E [x])2 p(x)dx (2-13)
für eine kontinuierliche Zufallsvariable. Die Streuung ist ein Maß, wie hoch die
Wahrscheinlichkeit ist, dass die Zufallsvariable Werte in der Nähe des Erwartungs-
wertes annimmt oder weiter entfernte Werte. Im weiteren Verlauf der vorliegenden
Arbeit wird in Ermangelung der Wahrscheinlichkeitsdichte die Kovarianzmatrix
einer Zufallsvariablen in der Form
Pxx = E
[
(x− xˆ) (x− xˆ)T
]
(2-14)
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genutzt. Erwartungswert und Varianz stellen Spezialfälle einer allgemeinen Klasse
von Parametern zur Charakterisierung von Wahrscheinlichkeitsverteilungen (pdf)
dar [EKT08]. Hierbei handelt es sich um die Momente einer Zufallsvariablen,
die unterschieden werden in die Momente um Null und die Momente um den
Erwartungswert, die sogenannten zentralen Momente.
Das zentrale Moment k-ter Ordnung ist durch
E
[
(x− E[x])k
]
=
∞∑
i=1
(xi − E [x])k p(xi) (2-15)
für den diskreten Fall und durch
E
[
(x− E[x])k
]
=
∫ ∞
−∞
(x− E [x])k p(x)dx (2-16)
für den kontinuierlichen Fall deﬁniert. Für k = 3 erhält man nach Normierung das
dritte Moment der Schiefe ν (siehe Bild 2-1) einer Verteilung, die ein Symmetrie-
maß darstellt und rechts- oder linksschief sein kann, wie in Bild 2-1 dargestellt.
Beispielhaft zu nennen ist das Pro-Kopf-Einkommen, bei dem einige wenige Per-
sonen sehr hohe Einkommen erzielen und sehr viele Personen eher geringe Ein-
nahmen aufweisen können.
Bild 2-1: Links: Rechtsschiefe Verteilung, in Rot dargestellt gegenüber Normal-
verteilung in Blau. Rechts: Linksschiefe Verteilung, in Rot dargestellt
gegenüber Normalverteilung in Blau
Die Wölbung, auch Kurtosis genannt, ist ein Maß für die relative Steilheit einer
Verteilung und bildet das vierte, normierte Moment einer Verteilung. Die Angabe
erfolgt häuﬁg mittels des Exzesses γ. Positive Werte γ beschreiben eine leptokur-
tische Verteilung, was einer spitz zulaufenden Kurve entspricht (vgl. Bild 2-2
links). Negative γ entsprechen einer platykurtischen Verteilung und beschreiben
einen eher ﬂachen Verlauf, wie in 2-2 rechts dargestellt.
Die Wölbung einer Normalverteilung kann mit 3 angegeben werden. Um allerdings
eine einfache Unterscheidung der Wölbung anderer Verteilungen nach dem Exzess
γW > 0 bzw. γW < 0 zu ermöglichen, werden diese mittels
γW = Exzess = Wölbung− 3 (2-17)
auf die Wölbung der Normalverteilung bezogen. Bei γW = 0 spricht man demnach
von einer normalgipﬂigen Verteilung, auch mesokurtisch genannt [Ros06].
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Bild 2-2: Links: Verteilung mit einer positiven Wölbung, einem steilen Verlauf,
in Rot gegenüber eine Normalverteilung in Blau. Rechts: Verteilung mit
einer negativen Wölbung, einem ﬂachen Verlauf, in Rot gegenüber einer
Normalverteilung in Blau
2.2 Das Kalman-Filter
Ziel des Kalman-Filters ist die Schätzung von Zuständen xkRn×1 mit n als Syste-
mordnung eines Systems zum diskreten Zeitpunkt1 k auf Basis von verrauschten
Sensorinformationen. Im Vergleich zu anderen Verfahren zur Bestimmung der Zu-
stände eines Systems betrachtete Kalman das Problem von einer stochastischen
Sichtweise, wodurch dynamische Systeme eingebunden werden können und Mo-
dellunsicherheiten sowie fortwährende stochastische Störungen durch Rauschpro-
zessen repräsentiert werden. Die stellte R. Kalman erstmalig in [Kal60] vor und
erlangte damit große Aufmerksamkeit. Das übergeordnete Ziel des Kalman-Filters
ist die Schätzung des Zustandsvektors zum Zeitpunkt k als Erwartungswert der
unbekannten Zufallsvariablen xk mit
xˆk = E[xk] (2-18)
unter Minimierung der Schätzfehlerkovarianz, mit dem Schätzfehler x˜k = xk− xˆk
Pxx,k = E
[
(xk − xˆk) (xk − xˆk)T
]
= E
[
x˜kx˜
T
k
]
. (2-19)
Die eigentliche Schätzung des Kalman-Filters wird in einem zweistuﬁgen Prozess
als Prädiktor- und Korrektor-Schritt durchgeführt, wie in Bild 2-3 dargestellt.
Nach der Initialisierung erfolgen die Vorhersage der Zustände xˆ−k auf Basis eines
vorhandenen Modells sowie die Schätzung der Fehlerkovarianz P−xx,k. Die Prä-
diktion unter gegebenen Startbedingungen oder anhand eines vorherigen Filter-
schrittes wird als A-priori-Schätzung bezeichnet und mit der Superposition −
gekennzeichnet.
Die Korrektur der A-priori-Schätzung xˆ−k und P
−
xx,k nach dem Auftreten von neuen
Messungen yk vom realen System wird als A-posteriori-Schätzung bezeichnet und
ist in Bild 2-3 rechts dargestellt.
Der Kern der Vorhersage von Zuständen im Rahmen der A-priori-Schätzung ist
durch ein Systemmodell der Form
xk = Axk−1 +Buk−1 + vk−1 (2-20)
1Für zeitkontinuierliche Systeme kann das Kalman-Bucy-Filter genutzt werden
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Bild 2-3: Prädiktor-Korrektor-Struktur des Kalman-Filters
gegeben, das hier als lineares Modell im Zustandsraum angegeben ist, mit vk als
Prozessrauschen, für das p(v) ∼ N (0, Rv) gilt. Hierbei umfasst die Matrix A die
Dynamik des Systems und wird als zeitinvariant angesehen, was allerdings kei-
nesfalls eine Notwendigkeit des Kalman-Filters darstellt. Die Matrix B modelliert
die Wirkung des als bekannt vorausgesetzten System- bzw. Kontrolleingangs uk−1
und wird ebenfalls zur Vereinfachung als zeitinvariant angesehen. Das Messmodell
des Systems ist durch
yk = Cxk + nk (2-21)
gegeben. Die Matrix C stellt die Verteilung der Zustände xk auf die Messgrößen
yk dar mit dem Messrauschen nk für das p(n) ∼ N (0, Rn) gilt.
Die beste A-priori-Schätzung des Zustandes zum Zeitpunkt k sei durch xˆ−k ge-
geben und basiert auf der besten A-posteriori-Schätzung zum letzten Zeitschritt
k − 1 bzw. der Initialisierung und dem bekannten Modell der Strecke:
xˆ−k = Axˆk−1 +Buk−1. (2-22)
Der Einﬂuss des Prozessrauschens vk−1 spielt demnach in der Berechnung nach
(2-22) des A-priori-Zustandes keine Rolle, was in der Annahme als Gaußscher,
mittelwertfreier Prozess mit E[vk−1] = 0 begründet ist. Die beste Schätzung der
Messungen ist durch das Messmodell aus (2-21) auf Basis der A-priori-Zustands-
schätzung xˆ−k gegeben, wobei nk durch die Mittelwertfreiheit wieder vernachläs-
sigt werden kann:
yˆk = Cxˆ
−
k . (2-23)
Die Schätzung des A-priori-Schätzfehlers P−xx,k erfolgt bei Vorliegen eines linearen,
zeitdiskreten Systems in Zustandsformdarstellung mittels
P−xx,k = E
[
x˜−k (x˜
−
k )
T
]
= APxx,k−1AT +Rv
(2-24)
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mit x˜−k = xk−xˆ−k als Schätzfehler zwischem realem Zustand xk und der Schätzung
xˆ−k und Rv = E[vk−1v
T
k−1]. Die A-posteriori-Schätzung xˆk, also die Korrektur der
A-priori-Schätzung xˆ−k , auf Basis der geschätzten Messgrößen yˆk beim Auftreten
neuer Messungen yk, realisierte Kalman durch eine lineare, aﬃne Korrektur:
xˆk = xˆ
−
k +Kk(yk − yˆk). (2-25)
Die Verstärkung Kk bestimmte Kalman durch das Orthogonalitätsprinzip. Die
optimale Lösung xˆk, welche die Kovarianz des Schätzfehlers x˜k = xk − xˆk mini-
miert, ist demnach gegeben, wenn der Vektor des Schätzfehlers xk− xˆk statistisch
orthogonal auf dem Raum der Messungen yk aufsetzt. Anschaulich bedeutet dies,
dass, wenn kein Messrauschen vorhanden ist, den Messungen demnach voll ver-
traut werden kann und die Schätzung des A-posteriori-Zustandes xˆk ausschließlich
eine Abbildung zu den aktuellen Messungen ist. Da dies allerdings nie der Fall
ist, liegt der optimale Schätzwert (im minimum-variance bzw. MMSE-Sinn) im
geringsten Abstand zum Raum der Messungen, was einem orthogonalen Vektor
entspricht und durch
E
[
(xk − xˆk)yTk
]
= 0 (2-26)
gegeben ist. Nach Einsetzen von (2-25) für xˆk und der Messgleichung (2-21) für
yk und yˆk in (2-26) gelangt man auf
Kk = P−xx,kCT
(
CP−xx,kC
T +Rn
)−1
, (2-27)
was in [Gib11] nachvollzogen werden kann. Nach der Berechnung der Kalman-
Verstärkung Kk kann die Korrektur der A-priori-Schätzung mittels
xˆk = xˆ
−
k +Kk(yk − Cxˆ−k ) (2-28)
durchgeführt werden. Abschließend kann die Aktualisierung der Schätzfehlerko-
varianz durch
Pxx,k = E
[
x˜kx˜
T
k
]
= (I −KkC)P−xx,k
(2-29)
erfolgen, um eine angepasste Bewertung des Schätzfehlers zu ermöglichen. Durch
(2-22)-(2-29) hat Kalman einen Prädiktor-Korrektor-Algorithmus entwickelt, der
für ein dynamisches System mit zeitvarianten Rauschprozessen eine optimale, re-
kursive Schätzung im Minimum-Mean-Squared-Error (MMSE)-Sinn bietet. Dabei
wird auf die Kenntnisse der Prozess- und Messdynamik sowie auf die statistischen
Eigenschaften der Rauschprozesse zurückgegriﬀen. Es werden Unsicherheiten im
Prozessmodell und jegliche Information über die Anfangsbedingungen der Schät-
zung genutzt [May79].
Die Annahme einer Gaußverteilung für die Rauschprozesse hat nicht nur den
praktischen Aspekt der mathematischen Vereinfachung als Ursache. Ein Ingenieur
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kennt im Allgemeinen oder im besten Fall nur die Statistik erster und zweiter
Ordnung der vorhandenen Rauschprozesse. Wenn keine weiteren Informationen
über die höheren statistischen Momente vorliegen, gibt es allerdings auch keine
bessere Annahme als die Gaußverteilung, da diese die ersten beiden Momente
vollständig erfasst [May79].
Das Kalman-Filter setzte ab seiner Veröﬀentlichung im Jahr 1960 zu seinem Sie-
geszug in der Schätztheorie an und ist das meistgenutzte Filterverfahren. Neben
dem Kalman-Filter existieren noch eine Vielzahl weiterer Typen, von denen nur
einige kurz genannt werden. Bereits 1942 veröﬀentlichten Wiener [Wie64] und
zeitgleich Kolmogorov ein Schätzverfahren im MMSE-Sinn, das allerdings ein
zeitinvariantes Schätzproblem löst [Gib11] und als Ausgangspunkt der modernen
Filtertheorie angesehen werden kann [Kre80]. 1955 baute Follin [CF56] auf dieser
Idee auf, entwarf für einen speziellen Anwendungsfall ein rekursiv arbeitendes
Verfahren und bereitete den Weg für Kalman. Bucy erarbeitete in Zusammenar-
beit mit Kalman den Algorithmus zur Nutzung für zeitkontinuierliche Modelle.
1964 wurde von David Luenberger ein Verfahren entwickelt, das für ein lineares
System den Zustand unter einer Anfangsstörung rekonstruiert, allerdings keine
dauerhaft einwirkenden Störungen berücksichtigt [Föl13]. Eine interessante Her-
leitung des Kalman-Filters aus dem Luenberger-Beobachter abseits der Stochas-
tik kann in [Föl78] nachvollzogen werden und [May79] bietet ein anschauliches
Beispiel der Funktionsweise des Kalman-Filters.
2.2.1 Das Extended-Kalman-Filter
Im letzten Abschnitt wurde gezeigt, dass Kalman sein Schätzverfahren für lineare
Systeme angewendet hatte. Trotzdem war die erste nennenswerte Anwendung
ein nichtlineares Problem: die Navigation der Apollo-Raumfähre. Als direktes
Ergebnis der Zusammenarbeit von Kalman und Schmidt entstand das Kalman-
Schmidt-Filter oder, in seiner weiter verbreiteten Form, das Extended-Kalman-
Filter (EKF) [Gib11].
Die Grundidee besteht in der Linearisierung der nichtlinearen Systemgleichungen
um eine Referenztrajektorie. Wie bei allen Linearisierungen ist dabei die Wahl
des Linearisierungspunktes von entscheidender Bedeutung [Frä05]. Ein minimaler
Linearisierungsfehler ist anzunehmen, wenn als Entwicklungspunkt der aktuelle
Zustand genutzt wird, der aber nicht bekannt ist, da man ihn ja sonst nicht
schätzen müsste. Als beste Wahl der Referenztrajektorie kann daher die Schät-
zung des Kalman-Filters selbst herangezogen werden [Sim06]. Ausgangspunkt
stellt die nichtlineare Systemfunktion F dar, mit
xk = F (xk−1, uk−1, vk−1) (2-30)
sowie der Messfunktion H, die eine nichtlineare Abbildung der Zustände auf die
Messungen durchführt:
yk = H(xk, nk). (2-31)
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Die Terme vk−1 und nk, stellen wie im vorherigen Abschnitt bereits eingeführt,
normalverteilte Rauschprozesse mit p(v) ∼ N (0, Rv) bzw. p(n) ∼ N (0, Rn) dar.
Die beste A-priori-Schätzung basiert dabei auf der bekannten nichtlinearen Sys-
temfunktion und ergibt sich, aufbauend auf der letzten A-posteriori-Zustands-
schätzung xˆk−1, zu (2-32):
xˆ−k = F (xˆk−1, uk−1). (2-32)
Zur Berechnung der A-priori-Kovarianz P−xx,k wird angenommen, dass die System-
funktion F als Taylorreihe mit Abbruch nach dem ersten Glied um den letzten
A-posteriori-Schätzwert xˆk−1 entwickelt werden kann.
F (xˆk−1 +∆x, uk−1, 0) ≈ F (xˆk−1, uk−1) + ∂F
∂xˆ
∣∣∣∣
xˆ=xˆk−1
·∆x (2-33)
Der Term
Alink =
∂F (xˆk−1, uk−1, 0)
∂x
. (2-34)
bezeichne die Jacobimatrix zur Bestimmung der A-priori-Kovarianz P−xx,k.
P−xx,k = A
lin
k P
−
xx,k−1(A
lin
k )
T +Rv. (2-35)
Im Anschluss kann die Schätzung der Messungen auf Basis von
yˆk = H(xˆ
−
k ) (2-36)
durchgeführt und die partielle Ableitung der Messfunktion zur Berechnung der
Kalman-Verstärkung entsprechend (2-37) durchgeführt werden:
H link =
∂H(xˆ−k )
∂x
. (2-37)
Die Berechnung der Kalman-Verstärkung ist danach direkt durch
Kk = P−1xx,k(H link )T
(
H link P
−
xx,k(H
lin
k )
T +Rn
)−1
(2-38)
möglich, woraufhin die Korrektur der A-priori-Schätzung des Zustandes xˆ−k und
der Schätzfehlerkovarianz P−xx,k durchführbar ist:
xˆk = xˆ
−
k +Kk(yk − yˆk)
Pxx,k = P
−
xx,k −KkH link P−xx,k.
(2-39)
Bei dieser sehr einfachen Erweiterung des Kalman-Filter-Algorithmus auf nicht-
lineare Systeme muss allerdings eine gewisse Vorsicht beibehalten werden. Im
Allgemeinen ist das EKF gegenüber dem Kalman-Filter nicht mehr erwartungs-
treu [Frä05]. Da die Transformation von Normalverteilungen durch eine nicht-
lineare Funktion nicht wieder zu einer Normalverteilung führen muss, kann es
in einigen Fällen zur Divergenz des Filters kommen, was anschaulich von Gibbs
gezeigt wurde [Gib11]. Nachfolgend werden die Hauptprobleme bei der Nutzung
des EKF kurz zusammengefasst.
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 Eine wichtige Einschränkung liegt darin, dass die Wahrscheinlichkeitsvertei-
lungen der einzelnen Zustände nicht länger normalverteilt sind, sobald diese
durch eine nichtlineare Funktion propagiert werden. Das EKF ist allerdings
nur ein einfaches Ad-hoc-Berechnungsverfahren, das allein die Optimalität
der Bayesschen Regel über eine Linearisierung approximiert und dabei ei-
ne Normalverteilung der Zufallsgrößen voraussetzt [WB06], worauf in den
nächsten Abschnitten noch eingegangen wird.
 Weisen Systeme stärkere Nichtlinearitäten auf, so gewinnen die Terme hö-
herer Ordnung in einer Taylorreihe immer mehr an Gewicht. Das EKF
bricht die Taylor-Entwicklung aber nach der ersten Ordnung ab, sodass
mit stärkerer Nichtlinearität auch ein größerer Fehler in der Schätzung ent-
steht [WVDM00].
 Die Betrachtung von Diskontinuitäten zeigt eine weitere Schwäche des EKF.
Die Linearisierung entspricht der Berechnung von Jacobi-Matrizen. Liegt
der Schätzwert, um den linearisiert wird, auf einer Unstetigkeit, so exis-
tiert die zugehörige Jacobi-Matrix nicht, und die Kovarianzen können nicht
berechnet werden [VDMW+04].
Eine Möglichkeit die Genauigkeit zu erhöhen und den genannten Gefahren entge-
genzuwirken, besteht in der Nutzung von Termen höherer Ordnung der Taylorrei-
he, was den Fehler, der durch die Linearisierung entsteht, verringert [Sim06]. Die
Berechnung von Hesse-Matrizen ist allerdings ein fehleranfälliger Prozess und ein
schwierig zu implementierendes Vorgehen, dessen Nutzen den Aufwand nicht auf-
wiegt [Frä05]. Ein weiterer Ansatz besteht in der Nutzung des iterierten Kalman-
Filters. Bei diesem werden die A-posteriori-Gleichungen des EKF zum jeweiligen
Zeitpunkt iteriert. Hierbei wird der Linearisierungspunkt auf Basis der Schätz-
fehlerkovarianz solange verbessert und die Systemgleichungen linearisiert, bis ein
vorgegebenes Abbruchkriterium in Form einer Genauigkeit erfüllt oder die maxi-
male Anzahl an Iterationen erreicht ist [Frä05], [Sim06]. Das iterative Vorgehen
besitzt naturbedingt allerdings den Nachteil der fehlenden deterministischen Be-
rechnungszeit bei Vorgabe eines Gütekriteriums bzw. bei Erreichen einer maxi-
malen Iterationsanzahl, weshalb die Verfahren zur Erhöhung der Genauigkeit des
EKF bei stark nichtlinearen Systemen in dieser Arbeit nicht angewandt werden.
2.2.2 Least-Square- und Weighted-Least-Square-Methode
Da im weiteren Verlauf dieser Arbeit statistische Methoden als Erweiterung von
Kalman-Filtern angewendet werden, soll im Folgenden kurz die Herleitbarkeit
des Kalman-Filter-Algorithmus aus rein statistischer Sicht gezeigt werden. Be-
reits im Jahr 1795 nutzte Karl Friedrich Gauß eine ähnliche Methode zur Be-
schreibung von Planetenbewegungen, für die es eine Reihe von Parametern zu
bestimmen galt. Gauß legte durch seine Analysen hinsichtlich der Least-Square-
und Weighted-Least-Square-Methode den Grundstein für heutige Verfahren zur
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Bestimmung von Systemparametern, Optimierungsverfahren und Zustandsschät-
zungen.
Die Anforderungen, die zur Entwicklung der Least-Square-Methode durch Gauß
führte, sind in den astronomischen Studien in Theoria Motus [Gau57] beschrie-
ben. Gauß führt hier auf, dass bei korrekten astronomischen Beobachtungen nur
eine deﬁnierte Anzahl notwendig wären, um eine absolut korrekte Vorhersage der
Planetenbewegungen zu treﬀen. Voraussetzung ist, dass die Planetenbewegung ex-
akt den Gesetzen von Kepler folgt. Jede weitere Messung würde demnach nur die
Schätzung bestätigen, allerdings nicht korrigieren. Da aber alle Beobachtungen
und Messungen nur Approximationen darstellen, stellen auch alle darauf basie-
renden Erkenntnisse nur solche dar. Das Ziel einer Schätzung liegt demnach darin,
sie dem wahren Wert anzunähern, was nur durch die Einbeziehung einer Anzahl
an Messungen erfolgen kann, die größer ist als die Anzahl der Unbekannten. Die-
ses Problem ist nur zufriedenstellend lösbar durch eine approximierte Kenntnis
der Unbekannten und eine spätere Korrektur dieser Schätzung, um die Anforde-
rungen aller Messungen in einer zu deﬁnierenden Weise zu erfüllen [Sor70].
Als Basis, diese Unbekannten zu erlangen, formulierte Gauß, dass die Summe der
quadratischen Abweichungen zwischen Messungen und berechneten Werten, mul-
tipliziert mit einem Faktor, der den Grad der Genauigkeit angibt, zu minimieren
ist.
Zur Fassung in mathematischer Form seien der zu ermittelnde konstante Vektor
xRn gegeben sowie der diskrete, verrauschte Messvektor yi = y(ti), wobei yR
eine Linearkombination der Elemente von x ist und mit additivem, mittelwert-
freiem Rauschen viR überlagert wird:
yi = hix+ vi. (2-40)
Zur Vereinfachung werden die einzelnen Messungen in einem Vektor gesammelt:
y1
y2
:
ym
 =

h1
h2
:
hm
x+

v1
v2
:
vm

y = H x+ v.
(2-41)
Die von Gauß formulierte Kostenfunktion zur Erlangung der optimalen Schätzung
xˆ des unbekannten Vektors x, der ebenso der Zustandsvektor eines technischen
Systems sein kann, ist durch
J =
m∑
i=1
(yi − hixˆ)2 (2-42)
= (y −Hxˆ)T (y −Hxˆ) (2-43)
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gegeben und entspricht der Least-Square-Formulierung. Durch Bildung der par-
tiellen Ableitung nach x und Nullsetzung erlangt man die Lösung der optimalen
Schätzung xˆ als
xˆ = (HTH)−1HTy. (2-44)
Falls HTH den Rang n besitzt, ist (2-44) explizit lösbar, was bedeutet, dass
die Anzahl der Messungen m größer oder gleich der Anzahl der zu ermittelnden
Parameter n ist [Sim06].
Was aber, wenn bestimmten Messungen mehr vertraut werden soll als anderen,
da die einwirkenden Rauschprozesse vi zeitvariant sind? Gauss löste dieses Pro-
blem durch Einführung von Gewichtungen W der unterschiedlichen Messungen
yi, wodurch sich die Kostenfunktion zu
J = (y −Hxˆ)TW (y −Hxˆ) (2-45)
ändert. Die einfachste Form der Besetzung der Gewichtungsmatrix stellt W =
R−1v dar, mit Rv = E[vv
T ]. Dies entspricht dem einfachen Fall, dass die Mes-
sungen invers zu den erwarteten Fehlern gewichtet werden. Die Lösung der Kos-
tenfunktion (2-45) ergibt sich durch Bildung der Ableitung ∂J/∂xˆ und unter der
Annahme W = R−1v zu [Gib11]:
xˆ = (HTR−1v H)
−1HTR−1v y. (2-46)
Die Fehlerkovarianz, welche die Unsicherheit der Schätzung von x mittels xˆ an-
gibt, ergibt sich nach [Gib11] zu:
Pxx = E[x˜x˜
T ]
= E[(x− xˆ)(x− xˆ)T ]
= (HTR−1v H)
−1.
(2-47)
Der Term Pxx wird auch als information-Matrix bezeichnet, da über ihn die Unsi-
cherheiten in der Schätzung von xˆ angegeben werden können. Die Wurzeln aus den
Diagonalelementen
√
Pxx,ii mit i = 1, ..., n, stellen die Varianz der Schätzung des
i-ten Elementes des zu schätzenden Vektors x dar. Die Nebendiagonalelemente
Pxx,ij mit i, j = 1, ..., n und i 6= j beinhalten Informationen über die Korrelatio-
nen der Fehler unter den Zuständen, d. h. es kann angegeben werden, inwieweit
Fehler in einem Zustand solche in weiteren Zuständen verursachen. Diese Zusam-
menhänge verdeutlichen direkt die Wirksamkeit des von Kalman entwickelten
Algorithmus aus Abschnitt 2.2, da in diesem die Diagonalelemente von Pxx mi-
nimiert werden, was einer minimalen Varianz der zu schätzenden Zustände und
somit einer hohen Sicherheit in den geschätzten Zuständen entspricht.
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2.2.3 Bayessche Zustandsschätzung
Die im letzten Abschnitt vorgestellte Schätzung des konstanten, unbekannten
Zustandsvektors x wird in diesem Abschnitt um den Blickwinkel erweitert, dass
es sich bei x um eine zeitabhängige Zufallsvariable xk zum Zeitpunkt k han-
delt. Diese Betrachtungsweise erlaubt es, dem Zustandsvektors xk statistische
Informationen in Form von Erwartungswert und Kovarianz oder sogar einer voll-
ständigen Wahrscheinlichkeitsdichteverteilung (pdf) zuzuordnen. Die nachfolgen-
de, vereinfachte Beschreibung der Bayesschen Schätzung entstammt den Büchern
von Gibbs [Gib11] und Simon [Sim06] und kann in diesen detailliert nachvollzogen
werden.
Die Grundidee der Bayesschen Schätzung bzw. der wahrscheinlichkeitstheoreti-
schen Interpretation, besteht in der bereits erwähnten Betrachtung des zu schät-
zenden Zustandsvektors als Zufallsvariable und der darauf aufbauenden Schät-
zung der gesamten pdf des Zustandsvektors x zum nächsten Zeitschritt auf Basis
aller bereits vorhandenen Messungen y0,...,k = Yk vom Zeitpunkt 0 bis k [Kre80].
Gelingt es, die pdf des Zustandsvektors x zum Zeitpunkt k
p (xk|Yk) (2-48)
zu schätzen, so sind alle statistischen Informationen über den Zustandsvektor x
zum Zeitpunkt k verfügbar und dadurch nicht nur Erwartungswert und Kovarianz
wie beim Kalman-Filter angebbar, sondern auch alle Informationen über höhere
statistische Momente und Multimodalitäten2. Eine Möglichkeit, die pdf von xk
auf Basis von Yk zu bestimmen, ist die Nutzung von Bayes Theorem
p (xk|Yk) = p (yk|xk) p (xk|Yk−1)
p (yk|Yk−1) , (2-49)
mit der zu bestimmenden bedingten pdf des Zustandsvektors xk auf Basis aller
bisherigen Messungen Yk und
p (yk|Yk−1) =
∫
p (xk|Yk−1) p (yk|xk) dxk
p (xk|Yk−1) =
∫
p (xk|xk−1) p (xk−1|Yk−1) dxk−1.
(2-50)
Die pdf p (xk|Yk) wird bei dieser Art der Schätzung als A-posteriori-pdf auf Ba-
sis der A-priori-Informationen p (xk|Yk−1) bezeichnet. Die noch unbekannten pdfs
p (yk|xk) bzw. p (xk|xk−1) können aus dem vorhandenen Messmodell (2-31) bzw.
dem Dynamikmodell (2-30) berechnet werden. Eine geschlossene Lösung der in
(2-50) angegebenen Integrale zur Bestimmung von p (xk|Yk) ist allerdings im All-
gemeinen unmöglich, bzw. eine äußerst schwierige Aufgabe [Kre80].
2Multimodaliät stellt im Gegensatz zur unimodalen Gaußverteilung eine mehrgipﬂige Dichte-
funktion dar.
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Falls es sich bei den Dichtefunktionen jedoch um Gaußverteilungen handelt, lassen
sich in der Notation des Kalman-Filters der A-posteriori bedingte Erwartungswert
xˆk und die Kovarianz Pxx,k vereinfacht durch
xˆk = xˆ
−
k + Pxy,kP
−1
yy,k(yk − yˆk)
Pxx,k = P
−
xx,k − Pxy,kP−1yy,kPyx,k
(2-51)
ausdrücken [Gib11], [Frä05], [WVDM01], wobei xˆ−k die A-priori-Schätzung des
Zustandes xk mit der A-priori-Kovarianz P
−
xx,k und yˆk die Vorhersage der Messun-
gen darstellen. Im Falle eines linearen Messmodells H läßt sich die A-posteriori-
Schätzung des Zustandes xk als xˆk nach [Gib11] und einigen längeren Rechnungen
durch
xˆk = xˆ
−
k + P
−
xx,kH
T (HP−xx,kH
T +Rv)
−1(y − yˆk) (2-52)
darstellen, was mit P−xx,k = 0 der bereits von Gauß postulierten Lösung aus (2-46)
und der von Kalman ermittelten optimalen Anpassung Kk aus (2-27) entspricht.
Diese Herleitungen zeigen, dass das Kalman-Filter im Rahmen seiner Annahmen
von linearen Dynamik- und Messmodellen sowie Gaußverteilten Rauschprozessen
die ideale Lösung der Bayesschen Schätzung darstellt und eine eﬃziente Methode
ist, die statistischen Eigenschaften einer Zufallsvariablen durch lineare System-
dynamik zu transformieren [VDM04]. Daraus geht allerdings auch hervor, dass
das Extended-Kalman-Filter bei nichtlinearer Systemdynamik diese optimale Lö-
sung mittels (2-38) nur noch annähert und es so zu unvorhersehbaren Ergebnissen
führen kann.
Eine wesentlich eﬃzientere Methode zur Beibehaltung der Optimalität des Kal-
man-Filters bei nichtlinearer Systemdynamik ist das im nächsten Abschnitt vor-
gestellte Particle-Filter, das auch nicht Gaußverteilte, multimodale Dichtefunktio-
nen von Zufallsvariablen durch nichtlineare Sytemdynamik transformieren kann.
Eine weitere Möglichkeit bietet die in dieser Arbeit verwendete Klasse der Sigma-
Punkte-Filter, welche die optimale Bayessche Schätzung bei vorliegender nichtli-
nearer Systemdynamik wesentlich eﬃzienter annähert als das Extended-Kalman-
Filter und die in Kapitel 3 detailliert vorgestellt wird.
2.3 Particle Filter
In Abschnitt 2.2.3 wurde gezeigt, dass die A-posteriori-pdf p (xk|Yk) unter der An-
nahme von Gaußverteilungen und linearer Systemdynamik mittels des Kalman-
Filters bestimmbar ist. Ist dies nicht der Fall, stellt das Particle-Filter eine Mög-
lichkeit dar, diese pdf zu anzunähern. Das Particle-Filter zählt zur Klasse der
Sequentiellen Monte-Carlo-Methoden und versucht die Wahrscheinlichkeitsvertei-
lung durch eine endliche Anzahl an Stützstellen mit zugehörigen Gewichtungen
zu beschreiben [RC04]. Allgemein ausgedrückt, wird versucht, durch Simulation
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einer Vielzahl von Systemzuständen und deren Auswertung eine Schätzung des
Zustandes zu erreichen. Durch die nichtparametrische Beschreibung der Wahr-
scheinlichkeitsdichte ist es dabei möglich, einen Bayesschen Schätzer zu realisie-
ren, dem nicht die Annahme von Normalverteilungen zu Grunde liegt. Das System
wird dabei durch die folgenden Gleichungen beschrieben:
xk = F (xk−1, uk−1, vk−1)
yk = H(xk, nk).
(2-53)
Das System- und Messrauschen vk bzw. nk muss dabei nicht mehr einer Normal-
verteilung folgen, wie in den letzten Abschnitten vorausgesetzt. Das Ziel besteht
wiederum in der Berechnung der bedingten Dichte p (xk|Yk) mit Yk := [yi]ki=0, wo-
durch die Messung über den gesamten betrachteten Zeitraum 0 bis k beschrieben
werden. Die Beschreibung der gesuchten und daher unbekannten Dichte erfolgt
auf Basis von Stichproben einer ihr äquivalenten Importance- oder Trägerdichte
pˆ (xk|Yk) mittels [Mac98] [Frä05]
pˆ (xk|Yk) ≈
N∑
i=1
ωikδ
(
xk − xik
)
(2-54)
mit
ωik ∝
pˆ (xik|Yk)
p (xik|Yk)
und
N∑
i=1
ωik = 1. (2-55)
Hierbei entsprechen (xik; i = 1, 2, ..., N) den zufälligen Stichproben der Dichte-
funktion pˆ(xk|Yk) und δ() der Dirac-delta-Funktion [VDMW+04]. Zur Bestim-
mung der Gewichtungen ωik erfolgt die Auswertung der Stichproben anhand der
vorliegenden Sytem- und Messfunktion F bzw. H und eine rekursive Berechnung
nach
ωik ∝
pˆ (yk|xik) pˆ
(
xik|xik−1
)
p
(
xik|xik−1, yk
) ωik−1 und N∑
i=1
ωik = 1. (2-56)
Aus dieser Vielzahl an Stichproben nebst den ihnen zugeordneten Gewichtungen,
können mittels
xˆk =
N∑
i=1
ωikx
i
k und Pxx,k =
N∑
i=1
ωik
(
xik − xˆk
) (
xik − xˆk
)T
(2-57)
die gesuchten Größen des Erwartungswertes und der Kovarianzmatrix äquivalent
zu den vorherigen Abschnitten berechnet werden [Frä05].
Der große Vorteil der sequentiellen Monte-Carlo-Methode ist, dass sie auch auf
nicht-normalverteilte Wahrscheinlichkeiten angewendet werden kann. Darüber
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hinaus können die System- und die Messdynamik nichtlinear und die Wahrschein-
lichkeitsverteilung multimodal sein. Als größter Nachteil ist zu nennen, dass eine
Vielzahl an Stützstellen für die Schätzung notwendig ist, was selbst bei Systemen
geringer Ordnung Probleme der Echtzeitfähigkeit mit sich bringt. Daher ist das
Particle-Filter im Allgemeinen eher für Oine- als für Onlinezwecke einzuset-
zen. In der vorliegenden Arbeit ist die Systemordnung aufgrund des Black-Box-
Charakters der zu nutzenden Modelle im Allgemeinen unbekannt, weshalb die
Nutzung von Particle-Filtern ausgeschlossen ist.
Neben diesem Hauptnachteil gibt es eine Reihe unterschiedlicher Ansätze, wo-
durch inhärente Probleme der hier sehr knapp vorgestellten Monte-Carlo-Methode
umgangen werden, wie z.B. die Sample-Degeneration und Resampling, die Sample-
Verarmung und Regularisierung sowie die Wahl einer geeigneten Importance-
dichte, was einen entscheidenden Entwurfsparameter darstellt [VDM04] [GSS93]
[Frä05].
2.4 Sigma-Punkte-Filter
Der Begriﬀ Sigma-Punkte-Filter fasst eine Klasse von ableitungsfreien Filtern
zusammen, die auf deterministischen Stützstellen, den Sigma-Punkten, basieren.
Dies stellt gleichzeitig eine Verbindung zu dem im vorigen Abschnitt angespro-
chenen Particle-Filter dar, das auf Monte-Carlo-Verfahren basiert. Im Gegensatz
zum Particle-Filter wird in den Sigma-Punkte Filtern allerdings eine geringe,
deterministische Anzahl an Stützstellen zur Transformation der statistischen Ei-
genschaften einer Zufallsvariablen durch eine nichtlineare Funktion genutzt, de-
ren Lage allerdings genau bestimmt wird. Zu den häuﬁgsten Vertreten zählen
das Central-Diﬀerence-Filter [IX00] und das Unscented-Kalman-Filter [JU97b].
Bei beiden Filtern wird die Wahrscheinlichkeitsdichte des Schätzvektors durch
die Sigma-Punkte approximiert, die bestimmte Informationen über die Eigen-
schaften der Verteilung enthalten. Die Sigma-Punkte werden daraufhin durch die
nichtlineare System- und Messfunktion transformiert, auf deren Basis die Erwar-
tungswertschätzung und die Fehlerkovarianzschätzung durchgeführt werden.
Die Stärke beider Filter liegt in der Möglichkeit, nichtlineare System- und Mess-
modelle einzubinden. Weiter wird eine höhere Genauigkeit als beim EKF erzielt,
da die Wahl der Sigma-Punkte einem Abbruch der Taylorreihenentwicklung nach
dem zweiten Moment entspricht und somit jede Wahrscheinlichkeitsverteilung
bis zur zweiten Ordnung erfasst werden kann. Bei Vorliegen einer Gaußverteilung
sogar bis zur dritten Ordnung (in Abhängigkeit des gewählten Sigma-Punkte-
Berechnungsverfahrens, was in Abschnitt 3.2 gezeigt wird). Da keine Jacobi-
Matrizen der System- und Messfunktion benötigt werden, ist der Einsatz der in
dieser Arbeit verwandten Dynamikmodelle als Black-Box geeignet. Im Gegensatz
zum Particle-Filter sind beide Typen für den Onlineeinsatz denkbar, da wesent-
lich weniger Stützstellen notwendig sind. Gleichzeitig lässt dabei die Genauigkeit
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gegenüber dem Particle-Filter nach, da keine multimodalen Verteilungen approxi-
miert werden können und im Allgemeinen nur die statistischen Momente zweiter
Ordnung erfasst werden. Auf die Klasse der Sigma-Punkte-Filter wird in Kapitel
3 noch im Detail eingegangen.
2.5 Machine Learning
Da im Verlauf der letzten Jahre das Gebiet des maschinellen Lernens immer wei-
ter an Bedeutung gewinnt und auch Zustands- und Parameterschätzung mittels
Techniken des maschinellen Lernens, wie Support Vector Machines durchgeführt
werden, soll im Folgenden kurz auf diese Techniken eingegangen und aufgeführt,
warum diese nicht in der vorliegenden Arbeit genutzt werden.
Die Idee des maschinellen Lernens zur Zustands- und Parameterschätzung ba-
siert auf bestimmten Eingangs-/Ausgangsinformationen über ein ansonsten un-
bekanntes System. Falls ein System diese Trainingsdaten erlernt hat, sollte ma-
schinelles Lernen am Besten in der Lage sein, den Ausgang auf Basis eines neuen
Einganges zu approximieren. Wie gut ein System qualitativ mit diesen neuen
Daten umgeht, wird als Generalisierung bezeichnet [BN06]. Ein großes Problem
beim Arbeiten mit maschinellem Lernen stellt das Vorhandensein von Rausch-
prozessen in den Messungen und dem Prozess dar. Da bis auf die Eingangs-
/Ausgangsinformationen keine Systemkenntnisse vorliegen, ist die Unterschei-
dung zwischen systembedingter und messbedingter Dynamik und Rauschen ex-
trem schwierig.
In [YS06], [HE04] und [FP03] werden rekurrente neuronale Netzwerke zur Zu-
standsschätzung von dynamischen Systemen eingesetzt. Falls die Trainingsdaten
allerdings nicht ausreichend waren und somit im Betrieb ein Arbeitspunkt ange-
fahren wird, der nicht ausreichend erlernt wurde, kann es zu ungewolltem System-
verhalten kommen. Ein Nachlernen dieses neuen Systemverhaltens kann allerdings
ebenfalls zu unvorhersehbarem Verhalten führen [BN06]. In [CHZ+13] wurden
neuronale Netze eingesetzt, um das stark nichtlineare Verhalten von mensch-
lichen Muskeln nachzubilden und eine Schätzung des Bewegungszustandes zu
ermöglichen. Aber selbst die hier eingesetzten kleinen Netze zum Erlernen eines
bestimmten Bewegungsproﬁles erfüllen bereits keine Echtzeitanforderungen mehr
und stellen den Gegenstand aktueller Arbeiten dar.
2.6 Zusammenfassung der Schätzverfahren
In diesem Kapitel wurde gezeigt, dass eine Reihe von Methoden zur Bestimmung
des Zustandes eines Systems existieren. Als am Weitesten verbreitetes Werk-
zeug wurde das Kalman-Filter vorgestellt mit seiner Erweiterung zum Extended-
Kalman-Filter für nichtlineare Systeme. Im Anschluss wurde kurz auf die Ur-
sprünge der Schätztheorie von Zuständen und Parametern durch das Least-Square-
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Verfahren von Gauß eingegangen und die Bayessche Zustandsschätzung vorge-
stellt. Diese bildet die Grundlage, um die vollständige Wahrscheinlichkeitsdichte
eines Zustandsvektors auf Basis von A-priori-Informationen zu bestimmen. Die
Lösung dieses Schätzproblems ist allerdings nur für Spezialfälle geschlossen mög-
lich und daher nicht für die in dieser Arbeit verwandten unbekannten Systemmo-
delle denkbar.
Im Anschluss wurde allerdings gezeigt, dass das Kalman-Filter im Falle von li-
nearer Systemdynamik und Gaußverteilten Rauschprozessen und Zustandsvekto-
ren eine optimale Lösung der Bayesschen Schätzung darstellt und das Extended-
Kalman-Filter diese optimale Lösung mittels Linearisierung der Sytemdynamik
nur noch annähert. In Abschnitt 2.3 wurde das Particle-Filter als eine Variante
vorgestellt, mit der auch multimodale Verteilungen bei nichtlinearer Systemdy-
namik transformiert werden können. Allerdings erfolgt dies mittels einer Vielzahl
an Stichproben einer Verteilung, die den Online-Einsatz zur Zustands- und Pa-
rameterschätzung schwierig machen.
Einen Mittelweg zwischen Extended-Kalman-Filter und Particle-Filter stellt die
in 2.4 vorgestellte Klasse der Sigma-Punkte-Filter dar. Diese erfassen die Zu-
standsverteilung wie die Particle-Filter auch durch Stützstellen, die sogenannten
Sigma-Punkte, allerdings werden diese deterministisch berechnet und liegen in
einer sehr viel geringeren Anzahl vor. Durch diese geringe Anzahl sind Sigma-
Punkte-Filter jedoch im Gegensatz zu Particle-Filtern nicht in der Lage, Multi-
modalitäten abzubilden. Die Transformation der Sigma-Punkte erfolgt allerdings
durch die vollständige nichtlineare Funktion und benötigt keine Jacobimatrizen
wie das Extended-Kalman-Filter.
In Abschnitt 2.5 wurden kurz Verfahren des maschinellen Lernens vorgestellt, die
wegen ihrer Unwägbarkeiten in der Vorhersage von Zuständen und Parametern
in Abhängigkeit des vorab erlernten Verhaltens in dieser Arbeit nicht genutzt
werden.
Auf Basis der in 1.3 deﬁnierten Anforderungen dieser Arbeit scheidet das Kalman-
Filter durch seine alleinige Anwendung bei linearen Systemen aus. Das Extended-
Kalman-Filter ist zwar in der Lage, mit nichtlinearer Systemdynamik umzuge-
hen, allerdings müssten in diesem Fall Jacobimatrizen aus den als Black-Box
vorliegenden Systemmodellen erzeugt werden, was nur mit erheblichem Aufwand
möglich ist. Als wichtigerer Grund ist allerdings zu nennen, dass das Extended-
Kalman-Filter aufgrund seiner Linearisierung nur dann brauchbare Ergebnisse
liefert, wenn sich das Modell über den Update-Vorgang des Filters annähernd li-
near verhält. Gleichzeitig muss die A-posteriori-Schätzung des letzten Zeitschrit-
tes, um den die Linearisierung durchgeführt wird, korrekt sein, da ansonsten um
den vollkommen falschen Arbeitspunkt linearisiert wird. Im Hinblick darauf, dass
die in dieser Arbeit vorliegenden Modelle stark nichtlinear sein können, wird ein
Einsatz des Extended-Kalman-Filters nicht in Betracht gezogen.
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Das Particle-Filter ist durch seine hohe Genauigkeit zwar in der Lage, mit den
stark nichtlinearen Modellen umzugehen und gleichzeitig diese als Black-Box ein-
zubinden, allerdings kommt es aufgrund der Anforderung des Online-Einsatzes
und der Vielzahl zu transformierender Stützstellen nicht in Betracht.
Die Klasse der Sigma-Punkte-Filter erfüllt alle in Abschnitt 1.3 gestellten An-
forderungen. Es können Modelle, die als Black-Box vorliegen, in den Filteralgo-
rithmen genutzt werden, und gleichzeitig kann es durch seine höhere Genauigkeit
gegenüber dem Extended-Kalman-Filter auch mit starken Nichtlinearitäten im
Modell umgehen. Durch die reduzierte Anzahl an Sigma-Punkten gegenüber dem
Particle-Filter ist es grundsätzlich bei moderaten Systemordnungen der zu nut-
zenden Modelle auch echtzeitfähig. Liegen zudem explizite oder implizite Infor-
mationen über die statistischen Eigenschaften der Zufallsvariablen vor, so können
diese über in den Sigma-Punkte-Filtern enthaltene Entwurfsparameter implemen-
tiert werden und die Genauigkeit noch weiter gegenüber den Annahmen einer
Gaußverteilung erhöht werden.
Aus diesen Gründen werden in dieser Arbeit zur Zustands- und Parameterschät-
zung an Black-Box-Modellen von dynamischen Systemen Sigma-Punkte-Filter
eingesetzt, die im nächsten Kapitel detailliert erläutert werden.
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3 Sigma-Punkte-Filter
In Abschnitt 2.2 wurde das Kalman-Filter als das am Weitesten verbreitete
Werkzeug zur Online-Zustandsschätzung eingeführt und seine einfache, auf dem
Bayesschen Theorem basierende Struktur vorgestellt. Es wurde gezeigt, dass die
Anwendung auf nichtlineare Systeme durch die Erweiterung zum Extended-Kal-
man-Filter (vgl. 2.2.1) das Standardverfahren zur Zustandsschätzung nichtlinea-
rer Systeme oder zur Parameterschätzung darstellt, allerdings nicht den Anfor-
derungen entspricht, die in Abschnitt 1.3 aufgestellt wurden. Im letzten Ka-
pitel wurden unterschiedliche Wergzeugklassen zur Zustands- und Parameter-
schätzung vorgestellt. Sowohl die Klasse der Neuronalen Netze als auch die der
Particle-Filter und Monte-Carlo-Methoden können nicht als Werkzeuge zur On-
line Zustands- und Parameterschätzung an unbekannten, topologieorientierten
Modellen genutzt werden. Als nutzbare Filteralgorithmen wurde die Klasse der
Sigma-Punkte-Filter identiﬁziert, auf die im Folgenden eingegangen wird. Den
Schwerpunkt bildet dabei das Unscented-Kalman Filter. Die Ansätze sind de-
terministisch und ableitungsfrei, wobei die Schätzgüte die des EKFs übertriﬀt
([WVDM00], [WVDMN99], [VDMW01a], [JU96]) und der Algorithmus zudem
echtzeitfähig ist. In diesem Kapitel sollen zu Beginn ausführlich die Motivation
und das grundsätzliche Vorgehen des Unscented-Kalman-Filters vorgestellt wer-
den. Der Kern des Unscented-Kalman-Filters, die Unscented Transform, und die
beinhalteten Verfahren zur Wahl der notwendigen Filtergrößen werden im An-
schluss vorgestellt.
Aufgrund häuﬁger Fragen zur Namensherkunft wird vorab kurz der Begriﬀ Un-
scented erläutert, da die alleinige Übersetzung unparfümiert nicht selbsterklärend
ist. Hierzu sind nachfolgend Ausschnitte aus einem Interview, das begleitend zur
Veröﬀentlichung von Uhlmann und Julier in Proceedings of the IEEE aus dem
Jahr 2004 mit dem Titel Unscented Filtering and Nonlinear Estimation geführt
wurde [GA10], dargestellt.
Auf die Frage, was es mit dem Begriﬀ Unscented auf sich hat, antwortet Uhlmann,
dass er auf der Suche nach einem Begriﬀ für das neue Filter war, der einfach
ohne Begründung akzeptiert wird. Zu Beginn hätten seine Mitarbeiter das Filter
als Uhlmann-Filter bezeichnet, was er so nicht akzeptieren konnte. Als er eines
Abends allein im Labor war, ﬁel sein Blick auf das zurückgelassene Deo eines
Kollegen mit der Aufschrift Unscented, was nichts mit dem eigentlichen Filter zu
tun hat und somit für Uhlmann den perfekten Begriﬀ darstellte. Zu Beginn sei
seine Idee der Namensgebung als absurd abgetan worden; als aber einige Monate
später ein Gastredner einen Vortrag über das Unscented-Filter hielt, ohne auch
nur einen Gedanken an die Bedeutung des Wortes verschwendet zu haben, war für
Uhlmann die Wahl perfekt: Die Annahme des Begriﬀs unscented als technischer
Begriﬀ, ohne dass auf dessen Ursprung eingegangen werden müsste.
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3.1 Unscented-Kalman-Filter
Das Unscented-Kalman-Filter (UKF) stellt einen rekursiven Minimum-Mean-
Squared-Error Schätzer dar, der die Nachteile des Extended-Kalman-Filters um-
geht bei einer gleichzeitig höheren Genauigkeit hinsichtlich der Approximation
von Nichtlinearitäten des Modells. Das UKF basiert dabei auf folgender Annah-
me, die von Julier und Uhlmann in [JU97b] aufgestellt wurde:
It is easier to approximate a probability distribution than it is to approximate an
arbitrary nonlinear function or transformation
Das Extended-Kalman-Filter versucht gerade, die gesamte nichtlineare System-
funktion mittels einer Linearisierung erster Ordnung zu approximieren. Dies stellt
auch direkt den Unterschied des UKF zum EKF dar. Das UKF versucht nicht,
die gesamte nichtlineare Systemfunktion zu approximieren, sondern die Momente
der Wahrscheinlichkeitsverteilung einer Zufallsvariablen. Im Sinne der Zustands-
schätzung ist diese Zufallsvariable durch den Zustandsvektor und eventuell zu
schätzende Parameter gegeben, wodurch der Zustandsvektor durch eine Wahr-
scheinlichkeitsdichtefunktion bzw. statische Momente beschreibbar wird.
Die grundlegende Funktionsweise wird im Folgenden an einem einfachen Beispiel
erläutert. Hierzu wird das lineare System eines Einmassenschwingers genutzt, der
in Bild 3-1 dargestellt ist und aus seiner Anfangslage von 0,2 Metern und einer
Geschwindigkeit von 0 m/s gestartet wird. Die Masse schwingt sich daraufhin auf
ihre stabile Ruhelage von 0,09 m und 0 m/s ein.
Bild 3-1: Dymola-Modell eines linear gelagerten Einmassenschwingers
Die Zustände des Systems sind Position und Geschwindigkeit der Masse, deren
Zustandsraum in Bild 3-2 abgebildet ist.
Jeder Punkt des durchlaufenden Zustandsraumes von Bild 3-2 entspricht dabei
dem Zustandsvektor zu einem diskreten Zeitschritt, was, vereinfacht zu deﬁnier-
ten Abtastschritten, mit Sternen gekennzeichnet ist. Durch die Annahme von
jedem dieser Zustandsvektoren als Zufallsvariablen, was durch die Herleitung in
Abschnitt 2.2 gültig ist, lassen sich statistische Informationen des Zustandsvek-
tors zu jedem diskreten Zeitschritt angeben, wie in Bild 3-3 beispielhaft für die
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Bild 3-2: Zustandsebene eines Einmassenschwingers über die Zeit
ersten beiden diskreten Zeitpunkte gezeigt, wobei die Verteilungen als Gaußsche
angenommen werden.
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Bild 3-3: Zustandsverlauf des Einmassenschwingers und Gaußsche Dichtevertei-
lungen für die diskreten Zeitpunkte k = 1 und k = 2
Bei einer Zustands- und Parameterschätzung ist die Aufgabe eines Beobachters,
die statistischen Informationen der Verteilung für den Zeitschritt k = 2 auf Basis
der statistischen Informationen bei k = 1 sowie des Streckenmodells zu schätzen.
Bei der Nutzung eines Kalman- oder Extended-Kalman-Filters stellt dies die A-
priori-Vorhersage des Erwartungswertes vom Zustandsvektor E [xk] = xˆ
−
k sowie
der Fehlerkovarianz E
[
x˜kx˜
T
k
]
= P−xx,k zum Zeitschritt k = 2 dar, mit x˜k = xk−xˆk.
Anders ausgedrückt: Der unbekannte blaue Stern und die unbekannte cyanfarbe-
42 Kapitel 3
ne Gaußverteilung für k = 2 sind auf Basis des Sterns und der Verteilung für
k = 1 sowie des Streckenmodells zu bestimmen. Das Extended-Kalman-Filter
würde dies durch Vorhersage des A-priori-Zustandes xˆ−2 mittels des bekannten
Streckenmodells und einer anschließenden Linearisierung erster Ordnung zur Be-
stimmung der Fehlerkovarianz P−xx,2 durchführen. Das Extended-Kalman-Filter
transformiert demnach nur das erste statistische Moment des Erwartungswertes
in Form der A-priori-Zustandsschätzung xˆ−k korrekt und nähert höhere statisti-
sche Informationen nur an.
Das Unscented-Kalman-Filter umgeht diese Linearisierung durch das in den Bil-
dern 3-4 und 3-5 gezeigte Verfahren. Im oberen Bild von 3-4 ist der Zustandsraum
dargestellt mit der Initialisierung des Unscented-Kalman-Filters bestehend aus
dem Erwartungswert des Zustandsvektors E[x1] und dessen Kovarianz Pxx,1. Zur
Erfassung dieser ersten beiden statistischen Momente des Zustandsvektors x zum
Zeitpunkt k = 1 werden im unteren Teil von Bild 3-4 fünf Sigma-Punkte Xi mit
i = 0, ..., 4 berechnet.
Die berechneten Sigma-Punkte Xi werden im Anschluss mittels des vorhandenen
Streckenmodells F zu X ∗i = F (Xi) mit i = 1, ..., 5 transformiert, was im oberen
Teil von Bild 3-5 dargestellt ist. Auf Basis dieser transformierten Sigma-Punkte
X ∗i können der Erwartungswert zum Zeitschritt k = 2 als E[x2] = xˆ−2 und dessen
Kovarianz P−xx,2 berechnet werden, die im unteren Bild als cyanfarbene Gaußver-
teilung dargestellt ist.
Obwohl dieser Ansatz eine starke Ähnlichkeit zur Monte-Carlo-Methode aufweist,
unterscheidet er sich davon doch in einem wichtigen Punkt. Im Gegensatz zur
Monte-Carlo-Methode, bei der eine sehr große Anzahl an Punkten durch die Sys-
temfunktion transformiert werden, kommen beim UKF eine geringe, genau deﬁ-
nierte Anzahl zur Anwendung. Dies bietet die Möglichkeit, Filterverfahren, die
auf einer Unscented-Transformation basieren, auch in Echtzeitanwendungen zu
nutzen, was bei der Monte-Carlo-Methode nicht möglich wäre.
Die hier dargestellten Schritte stellen die A-priori-Schätzung des Unscented-Kal-
man-Filters dar, also die Vorhersage von Erwartungswert und Kovarianz auf Basis
des letzten Zeitschrittes und des bekannten Systemmodells. Beim Auftreten neuer
Messungen wird diese Vorhersage korrigiert und somit die A-posteriori-Schätzung
berechnet.
Der Unterschied zum EKF besteht demnach einzig in der Bestimmung der statis-
tischen Momente des Zustandsvektors, nachdem diese durch die Systemfunktion
transformiert wurden. Bild 3-6 zeigt eine Darstellung des Ablaufs des EKF und
des UKF bei einer Unterteilung in Vorhersage und Korrektur. Im linken Teil des
Bildes ist der Ablauf des EKF mit seinen auf Jacobimatrizen basierenden Berech-
nungen dargestellt. Der rechte Teil zeigt das UKF mit den gut zu erkennenden
Änderungen in der Vorhersage, der A-priori-Schätzung von Erwartungswert und
Kovarianz.
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Bild 3-4: A-priori-Schätzung UKF. Oben: Erwartungswert E[x1] = xˆ1 und Feh-
lerkovarianz E[x˜1x˜T1 ] = Pxx,1 bei k = 1. Unten: Erfassung E [xˆ1] und
Pxx,1 durch fünf Sigma-Punkte.
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Bild 3-5: A-priori-Schätzung UKF. Oben: Transformation Sigma-Punkte Xi, i =
0, ..., 4 von k = 1 zu k = 2. Unten: A-priori-Zustandsschätzung xˆ−2 als
transformierter Erwartungswert E[x2] und Fehlerkovarianz Pxx,2
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Bild 3-6: Ablaufdiagramm von Extended- und Unscented-Kalman-Filter in Auf-
teilung zwischen Vorhersage und Korrektur
Ebenfalls gut zu erkennen ist, dass die Struktur der Kalman-Filterung im UKF
unverändert ist im Vergleich zu der des EKF, alleinig die Transformation der
statistischen Eigenschaften des Systemzustandes erfolgt mittels der Unscented
Transform, die in den Algorithmus des Kalman-Filters eingebettet ist und im
nächsten Abschnitt vorgestellt wird.
Ein wesentlicher Neuerungswert der vorliegenden Arbeit besteht in der Erkennt-
nis, dass für die Transformation der Sigma-Punkte von Xi zu X ∗i keine analyti-
schen Modelle notwendig sind. Die berechneten Sigma-Punkte entsprechen deter-
ministisch berechneten Stichproben der Verteilung des Zustandsvektors und stel-
len somit selbst mögliche Zustandsvektoren im System dar. Die Transformation
der Sigma-Punkte wird durch die Einbringung jedes einzelnen Sigma-Punktes als
Zustandsvektor in das Streckenmodell und die anschließende Integration des Mo-
dells von Zeitschritt k = 1 zu k = 2 realisiert. Hierdurch sind keine analytischen
Modelle in Zustandsform oder die Berechnung von Jacobi- und Hesse-Matrizen
notwendig. Für die Transformation können beliebige Modelle genutzt werden, die
das dynamische Verhalten beschreiben. Einzig die Möglichkeit der Setzung von
Anfangswerten für den Zustandsvektor in das Modell, dessen Simulation und die
anschließende Ermittlung des Zustandsvektors sind notwendig, wofür in dieser
Arbeit eine Schnittstelle zu dem in MATLAB implementierten Filteralgorithmus
entwickelt wurde.
Die in Bild 3-5 dargestellten Sigma-Punkte müssen die Verteilung des Zustands-
vektors möglichst exakt erfassen. Hierzu gibt es in der Literatur verschiedene
Möglichkeiten, die in Rechenaufwand und Erfassungsgüte variieren, wobei alle
Varianten freie Parameter zur Anpassung enthalten. Die unterschiedlichen Vari-
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anten und freien Parameter, die im Folgenden als Entwurfsparameter bezeichnet
werden, haben dabei einen entscheidenden Einﬂuss auf die Gesamtﬁltergüte, wes-
halb auf die in dieser Arbeit genutzten Verfahren zur Sigma-Punkte-Berechnung
eingegangen und der Einﬂuss der Entwurfsparameter verdeutlicht wird.
Hierzu wird im nächsten Abschnitt die allgemeine Form zur Berechnung von
Sigma-Punkten, die Unscented Transform, vorgestellt und auf deren Basis mög-
liche Realisierungen, die in dieser Arbeit genutzt werden, hergeleitet.
3.2 Unscented Transform
Ziel der Unscented Transform ist, abstrakt ausgedrückt, die Bestimmung der ers-
ten beiden statistischen Momente einer Zufallsvariablen 1, nachdem diese durch ei-
ne nichtlineare Funktion transformiert wurde. Zur Herleitung der Sigma-Punkte-
Berechnungen wird im Folgenden die A-priori-Schätzung eines Kalman-Filters
genutzt, dessen Ziel es ist, eine Vorhersage des Zustandsvektors xˆ−k und dessen
Kovarianz P−xx,k zum Zeitpunkt k auf Basis der gegebenen A-posteriori-Schätzung
des letzten Zeitschrittes xˆk−1 und Pxx,k−1 abzugeben. Voraussetzung hierfür ist
die initiale Vorgabe von xˆ0 und Pxx,0, das Vorhandensein des als Black Box vor-
liegenden Systemmodells, das im Folgenden durch die Funktion
xk = F (xk−1, vk, uk) (3-1)
gegeben ist, sowie die Kenntnis der Systemeingänge uk. Der zeitlich unkorrelierte
Rauschprozess vk wird als Gaußprozess angenommen, weshalb er nachfolgend kei-
ne Berücksichtigung mehr ﬁndet. Zu Beginn sind die statistischen Eigenschaften
der gegebenen Schätzung xˆk−1 und Pxx,k−1 durch deterministisch bestimmbare
Sigma-Punkte zu beschreiben. Die genutzten Sigma-Punkte Xi,k−1 seien durch
den Satz Sk, bestehend aus l Vektoren und den zugehörigen Gewichtungen Wi,
deﬁniert, mit i = 0, ..., l − 1:
Sk = {i = 0, 1, ..., l − 1 : Xi,k−1,Wi}. (3-2)
Auf die notwendige Anzahl der Sigma-Punkte Xi wird im weiteren Verlauf ein-
gegangen. Die zeitunabhängigen Gewichtungen Wi sind dabei jeweils den Sigma-
Punkten Xi,k−1 zugeordnet und entsprechen der Wahrscheinlichkeit des Auftre-
tens von Xi,k−1. Daher muss die Summe der Gewichtungen Wi der Normalisie-
rungsfunktion
l−1∑
i=0
Wi = 1 (3-3)
1Im Falle einer vorliegenden Gaußverteilung wird auch das dritte Moment erfasst, da dieses
gleich Null ist.
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entsprechen, um insgesamt eine Wahrscheinlichkeit von 1 zu erhalten. Zur Be-
rechnung des A-priori-Zustandsvektors xˆ−k und dessen Fehlerkovarianz P
−
xx,k, die
im statistischen Sinn dem Erwartungswert des zu schätzenden Zustandsvektors
E[xk] und dessen Kovarianz E[x˜kx˜Tk ] entsprechen, werden die gewählten Sigma-
Punkte Xi,k−1 einzeln durch die bestehende Systemfunktion F transformiert:
Xi,k|k−1 = F (Xi,k−1). (3-4)
Gemäß den transformierten Sigma-Punkten Xi,k|k−1 können der Erwartungswert
als gewichtetes Mittel,
xˆ−k =
l−1∑
i=0
Wi · Xi,k|k−1, (3-5)
sowie die Kovarianz als gewichtetes äußeres Produkt,
P−xx,k =
l−1∑
i=0
Wi(Xi,k|k−1 − xˆ−k )(Xi,k|k−1 − xˆ−k )T (3-6)
berechnet werden. Bei dieser Art der Transformation von statistischen Momenten
stellen sich dabei direkt einige Fragen:
 Wieviele Sigma-Punkte X sollen gewählt werden?
 Wo sollen die gewählten Sigma-Punkte X liegen?
 Wie müssen die zugehörigen Gewichtungen gewählt werden?
Das Ziel der Sigma-Punkte-Berechnung ist die Erfassung von Informationen über
die ersten beiden Momente der pdf p(xk−1) der Zufallsvariablen xk−1. Da kein
praktisches und erst recht kein echtzeitfähiges Filter in der Lage ist, eine willkürli-
che Verteilungsfunktion mit beispielsweise Multimodalitäten in allen statistischen
Momenten abzubilden, müssen immer Annahmen über die zugrundeliegende Ver-
teilung getroﬀen werden. Eine Möglichkeit besteht in der Annahme, dass es sich
bei p (xk−1) um eine Gaußverteilung mit p (xk−1) = N
(
xˆk−1, P−xx,k−1
)
handelt, was
bereits in Abschnitt 2.2 zur Herleitung des Kalman-Filters angenommen wurde.
Aus dieser Annahme folgt eine Wahrscheinlichkeitsdichteverteilung für xk−1 der
Form [Kus67]
p (xk−1) =
1
(2pi)
n
2 |Pxx,k−1| 12
exp
(
−1
2
(xk−1 − xˆk−1)P−1xx,k−1 (xk−1 − xˆk−1)T
)
,
(3-7)
mit |Pxx,k−1| als Determinante von Pxx,k−1Rn×n und n als der Systemordnung
von xk−1Rn×1. Die zu berechnenden Sigma-Punkte müssen gewünschte Informa-
tionen über die Verteilung (3-7) des Zustandsvektors xk−1 erfassen, die in Form
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von Nebenbedingungen vorliegen und beispielsweise die korrekte Erfassung des
Erwartungswertes erzwingen:
c[Sk−1, p(xk−1)] = 0. (3-8)
In Abhängigkeit der verwendeten Anzahl an Sigma-Punkten sind die bis hier auf-
gestellten Bedingungen nicht in allen Fällen ausreichend, um einen Sigma-Punkte
Satz Sk−1 nebst zugehörigen Gewichtungen W zu ermitteln [JU97a]. Hierzu wird
eine Kostenfunktion e[Sk−1, p(xk−1)] eingeführt, die unerwünschte Eﬀekte bestraft
oder die bessere Erfassung von nicht exakt beschreibbaren Eﬀekten der Verteilung
von xk−1 durch Sk−1 belohnt. Allgemein kann daher geschrieben werden:
min
Sk−1
e [Sk−1, p (xk−1)] unter Nebenbedingung (3-8). (3-9)
Welche gewünschten Informationen in der Beschränkungsfunktion c enthalten sein
sollen und welche Eﬀekte es durch e zu vermeiden gilt, hängt vom jeweiligen An-
wendungsfall und der gewünschten Genauigkeit bzw. Rechenbelastung ab. In den
folgenden Abschnitten werden die beiden in dieser Arbeit eingesetzten Verfahren
zur Sigma-Punkte-Berechnung erläutert.
Bei dem ersten Verfahren handelt es sich um die Scaled Unscented Transform
(SUT), die eine Weiterentwicklung der Second-Order Unscented Transform (SOT)
darstellt. Da die Entwurfsparameter sowohl aus der SUT als auch aus der SOT
stammen, werden in den nächsten beiden Abschnitten beide Verfahren aufeinan-
der aufbauend erläutert. Bei der zweiten genutzten Variante handelt es sich um
den Spherical-Simplex-Punkte-Satz (SSPS), der auf den Minimal-Skew-Simplex-
Punkte-Satz (MSSPS) aufbaut und nur in verkürzter Form vorgestellt wird, da
das Vorgehen zur Bestimmung der Sigma-Punkte äquivalent zur SUT- bzw. SOT-
Variante ist.
3.2.1 Second-Order Transformation
Die Anforderung an der Second-Order Transformation (SOT) ist die korrekte Er-
fassung der ersten beiden statistischen Momente einer Gaußverteilung der Zufalls-
variablen xk−1 der Dimension n mit Erwartungswert xˆk−1 und Kovarianz Pxx,k−1
[JU97a], was der A-posteriori-Schätzung des letzten Zeitschrittes in Kalman-
Filter-Notation entspricht. Die Annahme einer Gaußverteilung hat hierbei den
Vorteil, dass es sich um eine symmetrische Verteilung handelt und das dritte
Moment der Schiefe gleich Null ist. Die Approximation von xk−1 mit beliebigem
Erwartungswert und Kovarianz kann reduziert werden auf das Problem der Ap-
proximation einer Standard-Gaußverteilung z mit E[z] = 0 und E
[
zzT
]
= I, da
xk−1 als
xk−1 = x¯k−1 + Ck−1z (3-10)
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dargestellt werden kann mit Ck−1Rn×n als Matrixwurzel der Kovarianz Pxx,k−1
und Ck−1CTk−1 = Pxx,k−1 [JU97a]. Der Term x¯k−1 entspricht dabei dem tatsächli-
chen Erwartungswert des Zustandsvektors xk−1, der im letzten Zeitschritt durch
xˆk−1 geschätzt wurde.
Bei der SOT kommen eine gerade Anzahl von 2n Sigma-Punkten zum Einsatz,
die symmetrisch um den Erwartungswert E [z] = 0 positioniert werden, mit n
als Systemordnung. Durch diese Symmetrie wird direkt die Symmetrie der zu
erfassenden Gaußverteilung korrekt wiedergegeben, da pro Dimension der Zu-
fallsvariablen z zwei Sigma-Punkte im gleichem Abstand zum Erwartungswert
gesetzt werden, wie in Bild 3-7 dargestellt.
Dimension 1
D
im
en
si
o
n
2
[s1, 0]
X4, W4
[0, s2]
X1, W1
E[zzT ] = I
X2, W2
X3, W3X0, W0
[−s1, 0] E[z] = [0, 0]
[0,−s2]
Bild 3-7: Sigma-Punkte-Verteilung der Second-Order Unscented Transformation
einer zweidimensionalen Zufallsvariablen
Durch eine symmetrische Verteilung der Sigma-Punkte Xi um den Erwartungs-
wert E[z] = 0 in den Dimensionen der Zufallsvariablen wird die Symmetrie der
Kovarianz von E
[
zzT
]
= I (siehe auch 3-12) sowie die Schiefe E
[
zzT
]3
= 0
korrekt erfasst.
Bei einer symmetrischen Verteilung von Sigma-Punkten um den Erwartungswert
ist dieser immer korrekt erfasst, allerdings kann kein weiterer Einﬂuss auf die
höheren, geraden Momente der Verteilung, wie die Wölbung, genommen wer-
den. Um diese beeinﬂussen zu können, wird neben den 2n Punkten gleichzeitig
ein Sigma-Punkt in dem Erwartungswert positioniert: X0,k−1 = E[z], mit des-
sen Gewichtung die höheren Momente beeinﬂusst werden können. Eine erhöhte
Gewichtung des Sigma-Punktes im Erwartungswert einer Verteilung entspricht
einer erhöhten Wahrscheinlichkeit des Auftretens des Erwartungswertes und be-
stimmt somit die Wölbung einer Verteilung. Hieraus ergibt sich eine Gesamtzahl
an Sigma-Punkten von 2n+ 1 [JU96].
Zur Erfassung der Standard-Normalverteilung z besitzen alle Punkte um den
Erwartungswert die gleichen Abstände, wodurch s1 = s2 gilt. Zur Erfüllung der
Forderung der korrekten Erfassung des Erwartungswertes bei gleichen Abständen
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müssen alle symmetrisch um den Erwartungswert liegenden Sigma-Punkte die
gleiche Gewichtung aufweisen, sodass W1 = W2 = W3 = W4 gilt.
Die Berechnung des Erwartungswertes E[z] = z¯ = 0 nach (3-5) ergibt sich daher
zu:
E[z] =
2n∑
i=0
WiXi = 0. (3-11)
Die eingangs formulierte Forderung nach Approximation der Kovarianz E[zzT ] =
I (vgl. (3-6)) ergibt sich zu:
E[zzT ] =
2n∑
i=0
Wi(Xi − z¯)(Xi − z¯)T = I
=2W1s
2
1 · I
(3-12)
und die Normalisierungsbedingung nach (3-3) zu:
1 =
2n∑
i=0
Wi = W0 + 2nW1. (3-13)
Die Ergebnisse von (3-12) unter Betrachtung nur einer Dimension2 sowie (3-13)
werden mittels der Zwangsfunktion (3-8) zusammengefasst und ergeben sich somit
zu:
c[S, p(z)] =
[
2W1s
2
1 − 1
W0 + 2nW1 − 1
]
= 0. (3-14)
Zur Bestimmung der GewichtungenWi mit i = 1, ..., 4 und des Abstandes s1 wird
(3-14) zu
s1 =
1√
2W1
W0 = 1− 2nW1
(3-15)
aufgelöst. Die antiproportionale Abhängigkeit der Sigma-Punkt-Abstände s1 von
den Gewichtungen W1, die nachfolgend festgelegt werden, um den Erwartungs-
wert zeigt anschaulich, dass die Vorgabe eines Abstandes zu einer deﬁnierten Ge-
wichtung führt. Je weiter die Sigma-Punkte vom Erwartungswert entfernt liegen,
umso geringer wird ihre Gewichtung, d. h. umso geringer ist die Wahrscheinlich-
keit, dass dieser Punkt im Zustandsraum wirklich auftritt. Umgekehrt: Je näher
2Da es sich um eine symmetrische Verteilung handelt, reicht die Betrachtung einer Dimension
aus.
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die Punkte an den Erwartungswert wandern, umso größer wird die Gewichtung,
da die Wahrscheinlichkeit dieses Zustandsvektors immer größer wird. Zur Lösung
der drei unbekanntenW0, W1 und s1 führen Uhlmann und Julier in [JU97a] einen
Entwurfsparameter κ ein und setzen die Gewichtungen der um den Erwartungs-
wert verteilten Punkte zu W1 = 12(n+κ) , wodurch sich (3-15) zu
s1 =
1√
2 1
2(n+κ)
=
√
n+ κ
W0 = 1− 2n 1
2(n+ κ)
=
κ
n+ κ
(3-16)
ergibt. Der Parameter κ stellt einen Entwurfsparameter dar, der direkt die Ge-
wichtung des nullten Sigma-Punktes W0 beeinﬂusst und mittels dem Einﬂuss auf
die Wölbung einer Verteilung gewonnen werden kann, wie in Bild 3-8 dargestellt.
Der als Stern gekennzeichnete Sigma-Punkt im Erwartungswert der zu erfassen-
den Verteilung geht mit unterschiedlichen Gewichtungen in die Berechnung ein,
was im Bild als unterschiedliche betragsmäßige Höhen dargestellt ist. Die darauf-
hin berechnete Verteilung besitzt mit größerem κ eine immer größere Wölbung,
ﬂacht sich also ab, was bedeutet, dass im rechten Teil von Bild 3-8 Werte dicht am
Erwartungswert mit höherer Wahrscheinlichkeit auftreten als im linken Teil. Zur
Beibehaltung der korrekten Erfassung der Kovarianz werden die übrigen Sigma-
Punkte zum Erwartungswert hin skaliert und verändern ihre Gewichtung.
Bild 3-8: Wölbung zweier Verteilungen bei unterschiedlichen κ Werten
Durch Anwendung von (3-10) kann die Berechnung der Sigma-Punkte zur Er-
fassung von Erwartungswert und Kovarianz der Standard-Normalverteilung auf
eine beliebige Verteilung übertragen werden, die im Sinne der Zustandsschätzung
durch die A-posteriori-Schätzung des letzten Zeitschrittes gegeben ist. Nachfol-
gend ist das Sigma-Punkte-Verfahren der Second-Order Unscented Transform zu-
sammen gefasst dargestellt, mit den als bekannt vorausgesetzten Größen xˆk−1,
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Pxx,k−1, die initial vorzugeben sind.
X0,k−1 = xˆk−1
Xi,k−1 = xˆk−1 + γ
(√
Pxx,k−1
)
i
1 ≤ i ≤ n
Xi,k−1 = xˆk−1 − γ
(√
Pxx,k−1
)
i
n+ 1 ≤ i ≤ 2n
(3-17)
mit
W0 =
κ
n+ κ
Wi =
1
2(n+ κ)
1 ≤ i ≤ 2n.
(3-18)
Der Term
(√
Pxx,k−1
)
i
steht dabei für die i-te Spalte der Wurzel der Kovari-
anzmatrix Pxx,k−1, mit γ =
√
(n+ κ). Die Matrixwurzel sollte mittels eﬀektiver
Verfahren wie der Cholesky-Zerlegung gebildet werden, wobei von [SDS+13] ge-
zeigt wurde, dass die Wahl des Verfahrens zur Matrixwurzelbestimmung Einﬂuss
auf die Schätzgüte haben kann. Der Abstand der Sigma-Punkte vom Erwartungs-
wert sowie die relative Gewichtung der symmetrisch um den Erwartungswert lie-
genden Punkte zu dem auf dem Erwartungswert liegenden Sigma-Punkt werden
dabei von der nicht beeinﬂussbaren Systemordnung n sowie von dem Entwurfspa-
rameter κ bestimmt. Der Einﬂuss der Wahl von κ wird nachfolgend anhand eines
einfachen Beispieles verdeutlicht.
In Bild 3-9 ist das zu Beginn dieses Kapitels eingeführte Beispiel des Einmassen-
schwingers mit den Verteilungen zum Zeitschritt k = 1 und k = 2 dargestellt.
Die Erfassung der beiden statistischen Momente erfolgt nach (3-17), wonach fünf
Sigma-Punkten zu berechnen sind. Die Auswirkungen der Variation des Parame-
ters κ ist durch die unterschiedlichen Sigma-Punkte-Sätze verdeutlicht, wobei die
Lage durch die Punkte in der Zustandsebene und die Gewichtung jedes einzelnen
Sigma-Punktes durch die betragsmäßige Höhe bestimmt sind. Die Auswirkun-
gen der Parametervariation κ auf die Wölbung werden in dieser Darstellung aus
Übersichtlichkeitsgründen nicht aufgeführt.
Gut zu erkennen ist, wie sich bei Änderungen von κ die Lage der Sigma-Punkte
vom Erwartungswert sowie die Gewichtung, verbunden mit dem jeweiligen Sigma-
Punkt, verändern. Bei einer Vergrößerung des Faktors κ entfernen sich die Sigma-
Punkte vom Erwartungswert, und gleichzeitig erhöht sich die Gewichtung des
nullten Sigma-Punktes. Die Verringerung des Faktors κ bewirkt das Gegenteil.
Die Abstandsänderung bei unterschiedlichen Werten des Parameters κ ist durch
den Term
√
(n+ κ) vor der Matrixwurzel
√
Pxx,k−1 und die erhöhte Gewichtung
durch die Gewichtungsabhängigkeit von κ gegeben (siehe auch (3-17)). Durch
die veränderte Gewichtung des Sigma-Punktes im Erwartungswert der Vertei-
lung kann somit Einﬂuss auf das vierte Moment der Wölbung genommen und so
eventuell vorhandene Informationen genutzt werden [JUDW95].
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Bild 3-9: Berechnete und transformierte Sigma-Punkte bei unterschiedlicher Wahl
von κ bei der SUT-Sigma-Punkte-Variante. Blau: κ = 0, Rot: κ = 0.5,
Magenta: κ = 1
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Wenn es sich bei der Zufallsvariablen um eine Gaußverteilung handelt, kann ein
optimaler Wert für κ angegeben werden. Die ersten beiden Momente werden
nach obiger Herleitung durch die Zwangsbedingungen erfasst. Da es sich bei der
vorgestellten Wahl der Sigma-Punkte um einen symmetrischen Ansatz handelt,
sind alle ungeraden Momente gleich Null und somit auch das dritte Moment, die
Schiefe, korrekt wiedergegeben. Die Wahl von κ kann durch eine Minimierung
des Fehlers im vierten Moment vorgenommen werden. Hierzu wird (3-12) erwei-
tert, um das vierte Moment abzubilden. Dies erfolgt wiederum für die Standard-
Gaußverteilung, deren Wölbung gleich 3 ist:
e[S, p(z)] = [2W1s41 − 3] = 0. (3-19)
Durch Umformung und Einsetzen von (3-16) für s1 und W1 aus (3-17) in (3-19)
ergibt sich die optimale Einstellung des Parameters κ bei vorliegender Gaußver-
teilung zu:
W1 =
3
2s41
=
3
2(
√
n+ κ)4
⇒ κ = 3− n.
(3-20)
Nachteilig bei dieser Art der Sigma-Punkte-Bestimmung ist die Unbeschränktheit
des Radius der Sigma-Punkte um den Erwartungswert. Nach (3-17) nimmt der
Radius der Sigma-Punkte um den Erwartungswert mit
√
(n+ κ) zu. Dies kann
schon bei moderaten Systemordnungen zur Berechnung von Sigma-Punkten füh-
ren, die weit vom Ewartungswerte entfernt liegen. Systemtechnisch bedeutet dies
die Auswertung eines Arbeitspunktes im Zustandsraum, der weit entfernt vom be-
trachteten liegt,wodurch Systemeigenschaften wie Nichtlinearitäten erfasst wer-
den, die nichts mit dem eigentlichen Arbeitspunkt zu tun haben. Ein weiterer
Nachteil besteht in der Wahl von κ < 0. Dies kann dazu führen, dass die Ma-
trixwurzel nach (3-17) nicht berechenbar ist, da die positive Semideﬁnitheit nicht
mehr gewährleistet werden kann, womit sich der nächste Abschnitt beschäftigt.
3.2.2 Scaled-Unscented Transformation
In diesem Abschnitt wird die Second-Order Unscented Transform zur Scaled-
Unscented Transform erweitert, um den Nachteil der Unbeschränkheit des Sigma-
Punkte-Radius Xi mit i = 1, ...2n bei steigender Systemordnung zu umgehen
und die Berechnung von nicht positiv semideﬁniten Kovarianzmatrizen Pxx,k−1 zu
verhindern. In [JUDW95] wurde vorgeschlagen, die Unbeschränktheit mit Hilfe
von negativen Gewichtungen zu umgehen, was allerdings zu nicht positiv deﬁniten
Kovarianzmatrizen führen kann, aus denen keine reellwertige Matrixwurzel mehr
berechnet werden kann. Die Verwendung negativer Gewichtungen stellt somit
keine Alternative dar. In [Jul02] schlägt Julier eine Skalierung der Sigma-Punkte
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um den Erwartungswert vor. Die Herleitung erfolgt wiederum an der Standard-
Normalverteilung z, die zum Schluss dieses Abschnitts mittels der Abbildung aus
(3-10) auf einen beliebigen Zustandsvektor übertragen werden kann.
Julier führt hierzu den Parameter α ein, der einen skalaren Wert mit 0 < α ≤ 1
darstellt und einen bestehenden Satz an Sigma-Punkten durch die Transformation
X ′i = X0 + α(Xi −X0) ∀ i = 1, ..., 2n (3-21)
zum Erwartungswert hin bzw. vom Erwartungswert weg skaliert, wodurch der
Satz an Sigma-Punkten aus (3-2) zu
S ′ = {i = 0, 1, ..., l − 1 : X ′i ,W
′
i } (3-22)
überführt wird. Zu ermitteln sind die Gewichtungen W
′
i der skalierten Sigma-
Punkte X ′i mit i = 0, ..., 2n, wobei eine Reihe von Anforderungen eingehalten
werden müssen:
 Der Erwartungswert der Zufallsvariablen z muss weiterhin korrekt erfasst
werden.
 Die Kovarianz der Zufallsvariablen z muss weiterhin korrekt erfasst werden.
 Die positive Semideﬁnitheit der Kovarianz muss sichergestellt sein.
Die Berechnung der Gewichtungsfaktoren W
′
i mit i > 0 erfolgt durch die Erhal-
tung der Kovarianz. Im ursprünglichen Satz an Sigma-Punkten wird die Kova-
rianz Pzz durch die gewichtete Summe des äußeren Produktes dargestellt, mit
E[z] = 0 = X0:
Pzz =
2n∑
i=0
Wi(Xi −X0)(Xi −X0)T . (3-23)
Diese Bedingung muss ebenso für den transformierten Satz an Sigma-Punkten
mit X0 = X ′0 gelten, da dieser auf dem Erwartungswert bleibt und nicht skaliert
wird.
Pzz =
2n∑
i=0
W
′
i (X
′
i −X0)(X
′
i −X0)T (3-24)
Durch Gleichsetzung von (3-23) mit (3-24) sowie Ersetzen von X ′i durch
X0 + α(Xi −X0) aus (3-21) gelangt man zu folgender Darstellung:
2n∑
i=0
Wi(Xi −X0)(Xi −X0)T =
2n∑
i=0
W
′
i (X0 + α(Xi −X0)−X0)(X0 + α(Xi −X0)−X0)T .
(3-25)
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Für i > 0 und unter Ausnutzung der Bedingung, dass W1 = W2 = Wi gilt, mit
i = 3, ..., 2n, lässt sich (3-25) nach
W1
2n∑
i=1
(Xi −X0)(Xi −X0)T = W ′1
2n∑
i=1
(α(Xi −X0))(α(Xi −X0))T (3-26)
umformen. Da α eine Konstante ist, lässt sich (3-26) weiter nach
W1
2n∑
i=1
(Xi −X0)(Xi −X0)T = W ′1α2
2n∑
i=1
(Xi −X0)(Xi −X0)T (3-27)
umstellen, woraus für die Berechnung der skalierten Gewichtungen W
′
1 = W
′
i mit
i = 1, ..., 2n folgt:
W
′
i =
Wi
α2
. (3-28)
Die Berechnung des Gewichtungsfaktors W0 erfolgt über die Gleichsetzung der
Normierungsbedingung (3-29) und Einsetzen der Lösung3 aus (3-28).
1 =
2n∑
i=0
Wi = W0 +
2n∑
i=1
Wi ⇒ 1 = W0 + α2
2n∑
i=1
W
′
i (3-29)
Die Normalisierungsbedingung (3-3) des skalierten Sigma-Punkte-Satzes S ′ lässt
sich in gleicher Form durch
1 =
2n∑
i=0
W
′
i = W
′
0 +
2n∑
i=1
W
′
i ⇒
2n∑
i=1
W
′
i = 1−W
′
0 (3-30)
ausdrücken. Einsetzen von (3-30) in (3-29) führt auf die Lösung der Gewichtung
W
′
0:
1 = W0 + α
2(1−W ′0). (3-31)
Zusammenfassend lassen sich die neuen Gewichtungen W
′
i durch den Parameter
α und die bekannten Gewichtungen Wi mit i = 0, ..., 2n in der Form
W
′
i =
{
W0
α2
+ 1− 1
α2
i = 0
Wi
α2
1 ≤ i ≤ 2n (3-32)
3Dies ist gültig, weil
∑2n
i=1Wi =
∑2n
i=1W
′
i gilt.
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berechnen. Bei einer Wahl von α = 1 entsprechen die in (3-32) gezeigten Ge-
wichtungen denen der SOT, was zeigt, dass es sich um eine reine Erweiterung
des SOT-Verfahrens handelt und bei der Setzung von α = 1 der Sigma-Punkte-
Satz unverändert bleibt. Durch die Abbildungseigenschaft aus (3-10) kann die
für die Standard-Normalverteilung hergeleitete Form auf die Erfassung von Ver-
teilungen mit beliebigem Erwartungswert und Kovarianz erweitert werden. Die
Wirkungsweise des Parameters α ist in Bild 3-10 anhand des bekannten Beispiels
des Massenschwingers dargestellt. Die berechneten bzw. transformierten Sigma-
Punkte sind als Quadrate bzw. Kugeln markiert.
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Bild 3-10: Berechnete und transformierte Sigma-Punkte bei unterschiedlicher
Wahl von α. Rot: α = 0.5, Blau: α = 1; Magenta: α = 0.3
Es ist gut zu erkennen, dass, je kleiner der Wert von α wird, die Sigma-Punkte
näher an den Erwartungswert skaliert werden und die Gewichtung, dargestellt
durch die betragsmäßige Höhe, zunimmt, da die Wahrscheinlichkeit des Auftre-
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tens dieses Zustandsvektors erhöht wird. Erwartungswert und Kovarianz der zu
bestimmenden cyanfarbenen Verteilung bleiben dabei erhalten. Im unteren Teil
von Bild 3-10 ist die Draufsicht der Sigma-Punkte dargestellt, wobei die Punk-
te sich bei zunehmender Wahl von α entlang der Eigenvektoren der Kovarianz
Pxx,k−1 und P−xx,k vom Erwartungswert entfernen.
Bisher wurden alle Berechnungen durchgeführt, um den bestehenden Erwartungs-
wert xˆk−1 und die Kovarianz Pxx,k−1 einer Verteilung mittels eines Satzes an
Sigma-Punkten Xi,k−1 und zugehörigen Gewichtungen Wi mit i = 0, ..., 2n zu er-
fassen, wobei hier zur bekannten Kalman-Filter-Notation gewechselt wurde. Nach
der Transformation der berechneten Sigma-Punkte Xi,k−1 nach (3-4) können der
A-priori-Erwartungswert xˆ−k und Kovarianz P
−
xx,k mittels (3-6) und (3-5) berech-
net werden.
In [Jul02] wird ein weiterer Gewichtungsfaktor β eingeführt, der auf die Gewich-
tung des nullten, transformierten Sigma-Punktes X0,k|k−1 bei der Kovarianzbe-
rechnung wirkt und mittels dem Einﬂuss auf die Wölbung der Verteilung nach
der Transformation genommen werden kann. Der Unterschied zum Parameter κ
besteht demnach darin, dass durch β die Wölbung der Verteilung P−xx,k explizit
verändert werden kann, die auf Basis der transformierten Sigma-Punkte Xi,k−1
berechnet wurde, während mittels κ Informationen über die Wölbung der Vertei-
lung Pxx,k−1 zur Berechnung des Sigma-Punkte-Satzes Xi,k−1 eingebracht werden
können. Für eine genaue Herleitung des Einﬂusses sei auf [Jul02] und [JU04] ver-
wiesen, die auch gezeigt haben, dass bei Vorliegen einer Gaußverteilung der Fehler
im vierten Moment durch die Wahl von β = 2 minimiert wird.
Die Wirkung von β ist in Bild 3-11 dargestellt. Je größer der Wert von β wird,
umso höher wird der nullte, transformierte Sigma-Punkte X0,k|k−1 gewichtet, wo-
durch sich die Wölbung der cyanfarbenen Verteilung verändert, wie bereits in
Bild 3-8 gezeigt. An dieser Stelle wird auf die Darstellung der unterschiedlichen
Wölbungen aus Übersichtlichkeitsgründen verzichtet und nur der Fall von β = 5
dargestellt. Alle übrigen Sigma-Punkte Xi,k, i = 0, ..., 2n und Xi,k|k−1, i = 1, ..., 2n
bleiben unverändert, ebenso wie die Gewichtungen, die in Tabelle 3-1 berechnet
wurden.
Tabelle 3-1: Berechnete Gewichtungen bei unterschiedlichen Werten von β
Parametrierung β = 0 β = 2 β = 5
Gewichtung W (c)i W
(m)
i W
(c)
i W
(m)
i W
(c)
i W
(m)
i
W0 0.6 0.6 2.6 0.6 5.6 0.6
W1,...,4 0.1 0.1 0.1 0.1 0.1 0.1
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Bild 3-11: Berechnete und transformierte Sigma-Punkte bei unterschiedlicher
Wahl von β. Rot: β = 0, Blau: β = 2; Magenta: β = 5
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Zusammenfassend kann die SUT mit Einführung des Parameters λ = α2(n+κ)−n
als
X0,k−1 = xˆk−1 i = 0
Xi,k−1 = xˆk−1 +
(√
(n+ λ)Pxx,k−1
)
i
i = 1, ..., n
Xi,k−1 = xˆk−1 −
(√
(n+ λ)Pxx,k−1
)
i
i = n+ 1, ..., 2n
(3-33)
dargestellt werden. Durch die Einführung des Parameters β wird die Gewichtung
des nullten, transformierten Sigma-Punktes X0,k|k−1 zur Berechnung von Erwar-
tungswert und Kovarianz verändert, wodurch die Gewichtungen aufgeteilt werden
müssen. Die Gewichtungen zur Berechnung des Erwartungswertes werden im Fol-
genden mitW (m)i bezeichnet und die Gewichtungen zur Berechnung der Kovarianz
mit W (c)i , wobei in (3-34) nachrechenbar ist, dass sich die Gewichtungen gegen
(3-32) nur hinsichtlich des additiven Parameters β unterscheiden:
W
(m)
0 =
λ
n+ λ
W
(c)
0 =
λ
n+ λ
+ 1− α2 + β
W
(m)
i = W
(c)
i =
1
2(n+ λ)
i = 1, ..., 2n.
(3-34)
Das in (3-33) bzw. (3-34) hergeleitete Verfahren ist das erste der in dieser Arbeit
genutzten, mit den Entwurfsparametern θ = [α, β, κ].
3.2.3 Spherical-Simplex Transformation
In dieser Arbeit werden die Sigma-Punkte-Filter zur Zustands- und Parameter-
schätzung an Black-Box-Systemen mit der Zielrichtung der Echtzeitfähigkeit ge-
nutzt. Im letzten Abschnitt wurde bereits deutlich, dass jeder der berechneten
2n + 1 Sigma-Punkte, die zur Erfassung von xˆk−1 und Pxx,k−1 genutzt werden,
durch das als Black-Box vorliegende Modell transformiert werden muss. Dies stellt
auch den rechenintensivsten Schritt dar, weshalb es nahe liegt, auch Verfahren an-
zuwenden, die mit weniger als 2n+ 1 Sigma-Punkten auskommen. Hierzu werden
im Folgenden die Eigenschaften der in dieser Arbeit genutzten Spherical-Simplex
Transformation (SST) erläutert, die mit n+2 Sigma-Punkten auskommt und von
Julier und Uhlmann in [Jul03] vorgestellt wurde.
Die grundsätzliche Verteilung der Sigma-Punkte zur Erfassung von Erwartungs-
wert und Kovarianz einer Standard-Normalverteilung ist in Bild 3-12 links ver-
gleichend gegenüber der SUT-Berechnung rechts dargestellt. Neben dem im Er-
wartungswert positionierten Sigma-Punkt X0 werden n + 1 weitere um diesen
verteilt.
Sigma-Punkte-Filter 61
−0.5 −0.25 0 0.25 0.5 −0.5
−0.5
−0.25
0
0.25
0.5
−0.5
Dimension 1
D
im
en
si
o
n
2
E[z] = [0, 0]
X0, W0
X1, W1 X3, W3
X2, W2
E[zzT ] = I
Dimension 1
D
im
en
si
o
n
2
[s1, 0]
X4, W4
[0, s2]
X1, W1
E[zzT ] = I
X2, W2
X3, W3X0, W0
[−s1, 0] E[z] = [0, 0]
[0,−s2]
Bild 3-12: Sigma-Punkte-Verteilung zur Erfassung von Erwartungswert und Ko-
varianz einer Standard-Normalverteilung
Diese Verteilung von Sigma-Punkten bringt allerdings ein Problem mit sich: Die
Verteilung ist nicht mehr symmetrisch, und damit ist der Term der Schiefe nicht
mehr automatisch korrekt erfasst, wie im letzten Kapitel bei der Nutzung von
2n + 1 Sigma-Punkten. Um dies zu verdeutlichen, wird das Verfahren von Mar-
dia [KTO04]
Ψ =
1
l
l∑
r,s
g3r,s (3-35)
angewandt, das eine Maßzahl Ψ der multivariaten Schiefe4 eines Stichprobenum-
fanges liefert, mit
gr,s = (Xr −X0)P−1zz (Xs −X0) r, s = 0, ..., l (3-36)
wobei l die Anzahl der Stichproben einer Verteilung darstellt, was in diesem Fall
der Anzahl der Sigma-Punkte entspricht mit l = n+ 2. Im Falle einer Normalver-
teilung, die in Bild 3-12 vorliegt, müsste Ψ = 0 gelten. Die Stichproben der beiden
in Bild 3-12 dargestellten Sigma-Punkte-Verfahren sind in Tabelle 3-2 dargestellt
mit der Berechnung der Maßzahl der Schiefe nach Mardia.
Hieraus ist erkennbar, dass durch die symmetrische Anordnung von 2 Sigma-
Punkten pro Dimension der SUT keine Schiefe vorhanden ist, die Verteilung der
SST allerdings einen Schiefe-Term aufweist. Hieraus kann allerdings ein Worst-
case-Szenario resultieren, da bei der Nutzung der SST keine Aussage getroﬀen
werden kann, wie sich die Schiefe ausbildet, d. h. ob sie bei einer eindimensio-
nalen Verteilung rechts- oder linksschief ist, was in Bild 3-13 qualitativ als rote
und grüne Verteilung dargestellt ist. Somit kann es passieren, dass durch das
SST-Verfahren eine linksschiefe Verteilung folgt (roter Verlauf), in Realität aller-
dings eine rechtsschiefe Verteilung vorliegt (grüner Verlauf), was zu Fehlern in
der Transformation führt.
4Schiefe einer mehrdimensionalen Zufallsvariablen
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Tabelle 3-2: Schiefe-Anteile einer symmetrischen und einer asymmetrischen Ver-
teilungserfassung
Spherical-Simplex Transformation Scaled-Unscented Transformation
X0 [0; 0] [0; 0]
X1 [−0.6062;−0.3500] [−0.7071; 0]
X2 [0; 0.7000] [0; 0.7071]
X3 [0.6062;−0.3500] [−0.7071; 0]
X4 − [0;−0.7071]
Ψ 0.0417 0
Bild 3-13: Sigma-Punkte-Verteilung zur Erfassung von Erwartungswert und Ko-
varianz einer Standard-Normalverteilung
In der in dieser Arbeit angewandten Kalman-Filter-Technik liegen allerdings kei-
ne Informationen über die Schiefe der Verteilung vor; es werden nur Erwartungs-
wert und Kovarianz geschätzt und transformiert. Da keine Informationen über
die Schiefe der gegebenen Verteilung des Zustandsvektors xk−1 zum Zeitpunkt k
vorliegen, wird der Fehler bei der Nutzung des SST-Verfahrens minimal, wenn die
Schiefe der SST-Verteilung minimal ist. Mit anderen Worten: Durch die Minimie-
rung von Ψ nähert sich die Verteilung, die aus SST-Sigma-Punkten resultiert, der
blauen Gaußverteilung aus Bild 3-13 an, wodurch der begangene Fehler bei realer
rechts- oder linksschiefer Verteilung am kleinsten ist. In [Jul98] wird von Julier
ein Verfahren vorgestellt, das die Schiefe einer Verteilung vollständig erfasst. Da
dies allerdings mit einer erhöhten Anzahl an Sigma-Punkten einhergeht, wird es
in der vorliegenden Arbeit nicht angewandt.
Um eine minimale Schiefe zu erreichen, wurde von Julier und Uhlmann in [JU02]
das Minimal-Skew-Simplex-Verfahren eingeführt. Auf die Herleitung soll an die-
ser Stelle verzichtet werden, da das Vorgehen analog zu dem in den Abschnitten
3.2.1 und 3.2.2 ist. Die Zwangsbedingungen c [S, p(z)] setzen sich ebenfalls aus
der Erfassung von Erwartungswert und Kovarianz sowie der Normalisierungsbe-
dingung zusammen, und die zu minimierende Schiefe wird in der Kostenfunktion
e [S, p(z)] berücksichtigt, woraus analog die Abstände der Sigma-Punkte vom Er-
wartungswert und die zugehörigen Gewichtungen folgen. Bei diesem Verfahren
erhöht sich allerdings der Radius der Sigma-Punkte um den Erwartungswert mit
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dem Faktor 2n/2, was in [Jul03] mittels der Erweiterung auf die SST auf den
Faktor
√
n reduziert wurde. Da der Radius der Sigma-Punkte um den Erwar-
tungswert bei zunehmender Systemordnung immer noch unbeschränkt ist, kann
das bereits in Abschnitt 3.2.2 vorgestellte Verfahren der Skalierung hier ebenfalls
angewandt werden und wird beispielsweise von [LCD+08] genutzt. Das abschlie-
ßende Verfahren zur Berechnung der Sigma-Punkte und deren Gewichtungen mit-
tels des SST-Verfahrens ist nachfolgend dargestellt. Die Matrix ZRn×(n+2) stellt
eine Hilfsmatrix dar, mit der eine Standard-Normalverteilung erfasst wird und
die mittels
Xi,k−1 = xˆk−1 +
(√
Pxx,k−1
)
i
· Z i = 1, ..., n+ 1 (3-37)
den Erwartungswert und die Kovarianz in Kalman-Filter-Notation zum Zeit-
schritt k abbildet. Z wird dabei initial iterativ berechnet, wobei Zji die j-te
Dimension des i-ten Sigma-Punktes darstellt. Das Vorgehen zur Berechnung der
Sigma-Punkte des SST-Verfahrens ist nachfolgend dargestellt.
 Initialisiere Vektorsequenz
Z10 = 0 Z11 = −
1√
2W
(m)
1
Z12 =
1√
2W
(m)
1
(3-38)
 Erweitere Sequenz für die Dimensionen j = 2, ..., n
Zji =

[
Zj0
0
]
i = 0
[ Zj−1i
− 1
j(j+1)W
(m)
1
]
i = 1, ..., j
 0j−1j√
j(j+1)W
(m)
1
 i = j + 1
(3-39)
Die Gewichtungen können mit Vorgabe der Entwurfsparameter 0 < W0 ≤ 1,
0 < α ≤ 1 und β > 0 nach
W
(m)
0 = 1 +
W0 − 1
α2
W
(c)
0 = W
(m)
0 + 1− α2 + β
W
(m)
i = W
(c)
i =
1−W0
α2(n+ 1)
∀i = 1, ..., n+ 1
(3-40)
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berechnet werden. Die Sigma-Punkte-Verteilung am bekannten Beispiel des Ein-
massenschwingers zur Vorhersage von A-priori-Zustandsvektor xˆ−k und Kovarianz
P−xx,k mit k = 2 auf Basis von xˆk−1 und Pxx,k−1 ist in Bild 3-14 dargestellt. Der
Einﬂuss der Entwurfsparameter θ = [W0, α, β] ist äquivalent zu dem im Abschnitt
3.2.1 vorgestellten.
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Bild 3-14: Berechnete Sigma-Punkte beim Einsatz der Spherical-Simplex Trans-
formation am Einmassenschwinger zur Vorhersage von x−k und Pxx,k
3.2.4 Zusammenfassung der Sigma-Punkte-Verfahren
In den Abschnitten 3.2.1 und 3.2.3 wurden die beiden in dieser Arbeit verwende-
ten Sigma-Punkte-Berechnungsverfahren vorgestellt. Hieraus wird deutlich, dass
hinsichtlich Genauigkeit und Echtzeitfähigkeit ein Zielgrößenkonﬂikt besteht. Ne-
ben den vorgestellten Varianten haben Julier in [JU97a] und Lerner in [Ler02] die
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Fourth-Order Transformation vorgestellt, die Momente bis zur vierten Ordnung
einer Verteilung erfasst und den Fehler im sechsten Moment minimiert. Tenne und
Singh zeigten in [TS03], dass die Erfassung der Momente einer Gaußverteilten Zu-
fallsvariablen x mit der Dimension n bis zur 8. Ordnung mit 5n-Sigma-Punkten
möglich ist. Diese recht niedrige Anzahl an Sigma-Punkten erfordert allerdings
eine Aufsplittung der Gewichtungen in zwei Gruppen, was mit einem höheren
Aufwand in der Berechnung einhergeht. Durch eine weitere Aufsplittung in drei
Gruppen ist die Erfassung einer Gaußverteilung bis zur 12. Ordnung möglich
und wurde von Tenne als Higher-Order Transformation bezeichnet. In Bild 3-15
werden die genannten Verfahren hinsichtlich Genauigkeit und Echtzeitfähigkeit
eingeordnet, woraus auch ersichtlich wird, warum in dieser Arbeit die Scaled-
Unscented und die Spherical-Simplex Transformation zum Einsatz kommen.
Bild 3-15: Einteilung der Sigma-Punkte-Verfahren hinsichtlich Echtzeitfähigkeit
und Genauigkeit
3.3 Erweiterung des UKF-Algorithmus
Die Einbettung der beiden hergeleiteten Verfahren zur Sigma-Punkte-Berechnung
in den Algorithmus eines Kalman-Filters führt direkt zum Unscented-Kalman-
Filter, das nachfolgend vorgestellt wird. Die Grundstruktur entspricht dabei der
bereits in Abschnitt 2.2 vorgestellten und besteht aus einer Filterinitialisierung
sowie dem während des Betriebs laufenden Prädiktions- und Korrekturschritt.
Welches der Verfahren zur Sigma-Punkte Berechnung genutzt wird, ist dabei
vom Anwendungsfall abhängig, wobei das SST-Verfahren aufgrund seiner gerin-
geren Anzahl an Sigma-Punkten zu bevorzugen ist. Sollte eine Schätzung mit dem
SST-Verfahren keine zufriedenstellende Schätzgüte liefern, kann auf das SOT-
Verfahren gewechselt werden, das eine höhere Güte aufweist, allerdings auch einen
höheren Rechenaufwand bedeutet. In der Darstellung der folgenden Gleichungen
wird das SOT-Verfahren eingesetzt.
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Im ersten Schritt ist das Filter mit einem Startwert des Zustandsvektors und des-
sen Kovarianz zu initialisieren, wobei im Vorfeld die Gewichtungen W (m)0 ,W
(c)
0
und W (m)i = W
(c)
1 mit i = 1, ..., 2n + 1 auf Basis von θ = [α, β, κ] zu berechnen
sind. Der Startwert xˆ0 wird in dieser Arbeit aus dem bestehenden Modell bezogen,
was in Kapitel 5 erläutert wird. Die Startkovarianz kann aufgrund von mangeln-
dem Wissen über den realen Zustand einfach als Einheitsmatrix angenommen
werden:
xˆ0 = E[x0]
Pxx,0 = E
[
(x0 − xˆ0)(x0 − xˆ0)T
]
.
(3-41)
Nach der Initialisierung kann in die Betriebsphase für k {1, ...,∞} übergegan-
gen werden, wobei im ersten Schritt die in den letzten Abschnitten hergeleiteten
Verfahren zur Berechnung der Sigma-Punkte zum Einsatz kommen. Auf Basis
der A-posteriori-Schätzung xˆk−1 und Pxx,k−1 bzw. der Initialisierung werden die
Sigma-Punkte nach
Xk−1 =
[
xˆk−1 xˆk−1 + γ
(√
Pxx,k−1
)
i
xˆk−1 − γ
(√
Pxx,k−1
)
i
]
(3-42)
berechnet, mit i = 1, ..., n, λ = α2 (n+ κ) − n, n als Systemordnung und γ =√
n+ λ (vgl. (3-33)). Nach der Erfassung von Erwartungswert und Kovarianz
mittels der Sigma-Punkte Xk−1Rn×2n+1 erfolgt die Transformation jedes Sigma-
Punktes durch das Systemmodell, was in diesem Fall durch das als Black-Box
vorliegende Modell gegeben ist. Die Transformation (vgl. (3-4)) wird dabei mit-
tels eines in dieser Arbeit entwickelten Interfaces und unter Einwirkung des be-
kannten Systemeingangs uk−1 durchgeführt, das in Kapitel 5 vorgestellt wird und
eine wesentliche Neuerung dieser Arbeit darstellt, mit dem zeitlich unkorrelierten
Rauschprozess vk.[X ∗i,k|k−1] = F (Xi,k−1, vk, uk−1) i = 1, ..., 2n+ 1 (3-43)
Gleichzeitig bietet dies auch die Grundlage für eine Vielzahl weiterer Modell-
nutzungen wie zum Beispiel Model-Predictive-Control-Anwendungen. Die trans-
formierten Sigma-Punkte X ∗i,k|k−1 sind aus den vorherigen Abschnitten bereits be-
kannt. Im Anschluss kann auf Basis der transformierten Sigma-Punkte X ∗i,k|k−1, i =
0, ..., 2n die A-priori-Vorhersage des Zustandsvektors xˆ−k (vgl. (3-5)) und dessen
Fehlers P−xx,k (vgl. (3-6)) mittels
xˆ−k =
2n∑
i=0
W
(m)
i X ∗i,k|k−1
P−xx,k =
2n∑
i=0
W
(c)
i
[X ∗i,k|k−1 − xˆ−k ] [X ∗i,k|k−1 − xˆ−k ]T +Rv,k
(3-44)
durchgeführt werden, wobei zur berechneten A-priori Fehlerkovarianz P−xx,k die
Kovarianzmatrix des Prozessrauschens Rv,k = E[vkvTk ] als rein additiver Eingang
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berücksichtigt wird, um die Unsicherheit in den vorhergesagten Zuständen zu
verdeutlichen. Zur Einbeziehung dieser Unsicherheit in die Vorhersage der Mes-
sungen wird ein neuer Satz an Sigma-Punkten Xk|k−1 nach
Xk|k−1 =
[
xˆ−k xˆk−1 + γ
(√
P−xx,k
)
i
xˆ−k − γ
(√
P−xx,k
)
i
]
(3-45)
gebildet, mit i = 1, ..., n, λ = α2 (n+ κ) − n, n als Systemordnung und γ =√
n+ λ (vgl. (3-33)), die mittels des entwickelten Interfaces als Anfangszustände
im Modell gesetzt werden. In bisherigen Arbeiten wie [VDMW+04] wird stets von
einem Modell in Zustandsraumdarstellung ausgegangen, mit einer Trennung zwi-
schen Dynamik und Messmodell. Durch die Nutzung von Black-Box-Modellen in
dieser Arbeit existiert allerdings keine Trennung zwischen Mess- und Dynamikmo-
dell. Beide Systeme sind in der Regel in einem Modell integriert. Zur Vorhersage
der Messgrößen yˆ−k muss daher bei der nachfolgenden Transformation der Sigma-
Punkte Xk|k−1 beachtet werden, dass nur die Auswirkung des Prozessrauschens
Rv,k der Systemzustände auf die Messgrößen erfasst werden soll, mit dem zeitlich
unkorrelierten Messrauschen nk.[Yi,k|k−1] = H (Xi,k|k−1, nk, uk−1) i = 1, ..., 2n+ 1 (3-46)
Der Term Yi,k|k−1Rny×2n+1 stellt die Ausgänge des als Black-Box vorliegenden
Systemmodells dar, mit ny als Anzahl der Systemausgänge. Pro transformiertem
Sigma-Punkt Xi,k|k−1 entsteht somit jeweils eine entsprechende Messung des
Modells, die im Folgenden zur Vorhersage der Messwerte yˆ−k genutzt werden.
Auf Basis der durch (3-46) vorhandenen Systemausgänge Yi,k|k−1 können die Vor-
hersage der Messungen yˆ−k und deren Kovarianz Pyy,k erfolgen sowie die Kreuz-
kovarianz aus Zuständen und Messungen berechnet werden:
yˆ−k =
2n∑
i=0
W
(m)
i Yi,k|k−1
Pyy,k =
2n∑
i=0
W
(c)
i
[Yi,k|k−1 − yˆ−k ] [Yi,k|k−1 − yˆ−k ]T +Rn,k
Pxy,k =
2n∑
i=0
W
(c)
i
[Xi,k|k−1 − xˆ−k ] [Yi,k|k−1 − yˆ−k ]T .
(3-47)
Der Term Rn,k = E
[
nkn
′
k
]
Rny×ny stellt die Kovarianzmatrix des Messrauschens
dar, das ebenfalls in Abschnitt 2.2 vorgestellt wurde. Nach diesem Schritt liegen
alle benötigten Größen für die Berechnung der Kalman-Verstärkung vor, über
welche die Vorhersage des Zustandes xˆ−k nach dem Auftreten neuer Messungen yk
korrigiert werden kann und abschließend die vorhergesagte Fehlerkovarianz P−xx,k
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angepasst wird:
Kk = Pxy,kP−1yy,k
xˆk = xˆ
−
k +Kk(yk − yˆ−k )
Pxx,k = P
−
xx,k −KkPyy,kKTk .
(3-48)
Durch die Entwicklung eines Interfaces zur Transformation der Sigma-Punkte
Xi,k|k−1, i = 0, ..., 2n + 1 und die Weiterentwicklung des Filteralgorithmus um
Modelle, die Mess- und Dynamikmodell in sich vereinen, ist in dieser Arbeit die
Einbindung von Black-Box-Modellen in ein Unscented-Kalman-Filter möglich.
Gleichzeitig werden durch die aufgezeigten Vorteile von Sigma-Punkte-Filtern ge-
genüber etablierten Varianten wie dem EKF starke Nichtlinearitäten mit höherer
Güte erfasst und somit die Schätzgüte einer Zustands- und Parameterschätzung
erhöht.
Neben dieser Filtervariante wurden von van der Merwe in [VDMW+04] Varianten
zur Reduzierung der Rechenintensität und Sicherstellung der positiven Deﬁnit-
heit eingeführt, wie das Square-Root-UKF, bei dem der rechenintensive Schritt
der Bildung von Matrixwurzeln mittels Cholesky-Zerlegung durch ein Cholesky-
Update reduziert wurde (siehe A.1).
3.4 Das Central-Difference-Kalman-Filter
Neben dem Unscented-Kalman-Filter kommen noch weitere Filtertypen für die
Nutzung an Black-Box-Systemen mit starken Nichtlinearitäten in Frage, wie das
Central-Diﬀerence-Kalman-Filter (CDKF), das von Ito und Xiong in [IX00] vor-
gestellt wurde. Das CDKF arbeitet sehr ähnlich zu der Funktionsweise des Un-
scented-Kalman-Filters und bettet ebenfalls eine Berechnungsmethode zur Trans-
formation der statistischen Momente zweiter Ordnung eines Zustandsvektors mit-
tels Sigma-Punkten in den Algorithmus eines Kalman-Filters ein. Die Berechnung
der Sigma-Punkte erfolgt allerdings nicht über das in 3.2 vorgestellte Verfahren
mittels Zwangs- und Strafbedingungen, sondern basiert auf Sterlings Polynom
Interpolation [VDMW+04]. Aufgabe ist wiederum die Transformation einer Zu-
fallsvariablen xk−1 mit Erwartungswert xˆk−1 = x¯k−1 und Kovarianz Pxx,k−1 durch
eine nichtlineare Funktion, wobei das in dieser Arbeit genutzte Black-Box-System
durch xk = F (xk−1) gegeben ist. Diese Transformation kann ebenfalls ausgedrückt
werden durch:
xk = F (xk−1)
= F (x¯k−1 + δxk−1), (3-49)
wobei δxk−1 eine Zufallsvariable darstellt mit dem Erwartungswert 0 und der
gleichen Kovarianz wie xk−1. Die Transformation nach (3-49) kann dabei durch
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eine Taylorreihenentwicklung um x¯k−1 durchgeführt werden, was in Gleichung
(3-50) mit einem Abbruch nach dem zweiten Term dargestellt ist:
y = F (x¯k−1) +Dδxk−1F +
1
2!
D2δxk−1
F + ... (3-50)
Der Term Dδxk−1 stellt dabei das totale Diﬀerential von F um x¯k−1 dar. Die Be-
stimmung der notwendigen analytischen Ableitungen kann durch die Nutzung
einer Interpolationsmethode umgangen werden, wobei eine Möglichkeit durch
die Nutzung von Sterlings Polynominterpolation gegeben ist [VDMW+04]. (3-49)
lässt sich dadurch zu
F (xk−1) = F (x¯k−1) + D˜Mxk−1F +
1
2!
D˜2Mxk−1
F (3-51)
umformen, mit
D˜Mxk−1F = (xk−1 − x¯k−1)
F (x¯k−1 + ξ)− F (x¯k−1 − ξ)
2ξ
D˜2Mxk−1
F = (xk−1 − x¯k−1)2F (x¯k−1 + ξ) + F (x¯k−1 − ξ)− 2F (x¯k−1)
ξ2
.
(3-52)
Der Parameter ξ stellt dabei eine Intervalllänge dar. Die Sterling-Interpolation
kann nach (3-50), (3-51) und (3-52) als Taylorreihenentwicklung der nichtlinea-
ren Funktion F um den Arbeitspunkt x¯k−1 mit den zentralen Diﬀerenzenquoti-
enten (3-52) angesehen werden, bei der die analytischen Ableitungen durch die
zentralen Diﬀerenzenquotienten ersetzt werden [VDMW+04]. Die obige Angabe
für den eindimensionalen Fall kann durch eine statistische Entkopplung auf den
mehrdimensionalen Fall einer Zufallsvariablen übertragen und in [Sch97], [Sch11]
nachvollzogen werden.
Van der Merwe zeigt in [VDMW+04], dass sich der Kern des Central Diﬀerence
Filters, die Bildung von Diﬀerenzenquotienten um den Erwartungswert x¯k−1, auf
F (xk−1) = F ( ¯xk−1 ± ξsxi,k−1). (3-53)
abstrahieren lässt. Hierbei stellt sxi,k−1 die i -te Spalte der Matrixwurzel der Ko-
varianz Pxx,k−1 von xk−1 dar, die mittels Choleskyzerlegung gewonnen werden
kann:
sxi,k−1 = Sx,k−1ei = (Sx,k−1)i =
(√
Pxx,k−1
)
i
(3-54)
Der Term x¯k−1 ± ξsxi,k−1 entspricht demnach von der Bedeutung her (3-10) bzw.
(3-17) zur Berechnung des Sigma-Punkte-Satzes des UKF. Der einzige Unter-
schied besteht in dem Faktor ξ, mittels dessen die Gewichtungen der Sigma-
Punkte bzw. der Abstand vom Erwartungswert eingestellt werden können. Die
algorithmische Realisierung des CDKF ist in A.2 dargestellt.
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Liu et al. stellen in [LWM11] das Central-Diﬀerence-Filter als dem UKF überlegen
dar, da es neben einem problemspeziﬁschen Vorteil mit nur einem Entwurfspa-
rameter θCDF = [ξ] auskommt, während das UKF mit θUKF = [α, β, κ] parame-
triert werden muss. Dies stellt allerdings nur einen Vorteil dar, wenn man nicht
in der Lage ist, die Parameter θUKF entsprechend der Verteilung der Zufallsva-
riablen einzustellen. Besitzt man Informationen über die höheren Momente der
Zustandsverteilung x, entweder explizit über Expertenwissen oder implizit mit-
tels Modellen und Anwendungsszenarien, so geht bei der Nutzung des CDKF die
Möglichkeit verloren, diese Informationen gezielt einﬂießen zu lassen.
Neben den vorgestellten und implementierten Varianten des UKF und des CDKF
existieren zahlreiche Implementierungsmöglichkeiten und problemspeziﬁsche Lö-
sungen, die im Folgenden kurz angesprochen werden, deren Herleitung den Um-
fang der Arbeit allerdings bei Weitem übersteigen würde. Bei der Square-Root-
Implementierung wird der Choleskyfaktor direkt durch das Sigma-Punkte-Satzes
propagiert. Somit entfällt der rechenaufwändigste Schritt des UKF-Algorithmus:
das Aktualisieren des Sigma-Punkte-Sets zu jedem Zeitschritt. Gleichzeitig bietet
dieses Verfahren den großen Vorteil, dass die Matrix garantiert positiv semi-deﬁnit
und dadurch numerisch stabil ist [VDMW01b], [ZMC07]. In [HXS+07] stellen Hao
et al. das Rao-Blackwell UKF (RBUKF) vor, das entwickelt wurde, um dynami-
sche Systeme zu behandeln, die neben dem linearen auch einen nichtlinearen An-
teil besitzen. Das RBUKF kombiniert das UKF mit einem linearen KF, um den
rechenintensiven Schritt der Sigma-Punkte-Transformation zu minimieren, was
ebenfalls mit anderen Mitteln durch das Sequence-UKF (S-UKF) in [LXZ+08]
erreicht wird. Li et al. stellen in [LPG+09] ein Strong-Tracking-Filter vor (STF-
UKF), das durch zeitvariante Fading-Matrizen Anpassungen des Kalman-Gains
und der Fehlerkovarianzmatrix vornimmt, um bei abrupten Änderungen des Zu-
standsvektors schneller auf diese reagieren zu können. Um auf plötzliche Änderun-
gen im Messsignal reagieren zu können, wurde in [SH11] ein Verfahren vorgestellt,
das die Sensorgrößen vor der Einbeziehung in den Update-Schritt auf Vertrauens-
würdigkeit und Nutzbarkeit überprüft. Neben den echtzeitfähigen Anwendungen
existieren ebenfalls Varianten, denen Messungen über den gesamten Betriebsraum
zur Verfügung stehen und die in einem Oine-Verfahren arbeiten. Als bekanntes-
ter Vertreter ist das Rauch-Tung-Striebel UKF-Smoother [QXL+10] zu nennen,
das in einem Vorwärts- und einem Rückwärtsﬁlter die Schätzgüte stark erhöhen
kann.
In [AHH10] wird von Arasaratnam und Haykin das Cubature-Kalman-Filter
(CKF) vorgestellt, das im Rahmen dieser Arbeit ebenfalls als eigenständiger Fil-
tertyp zur Klasse der Sigma-Punkte-Filter gezählt wird. Der Ansatz des CKF ist
sehr ähnlich zu dem des UKF und des CDKF. Eine erhöhte Genauigkeit gegen-
über dem Extended-Kalman-Filter wird durch die Approximation eines Gauß-
verteilten Zustandsvektors mittels gewichteter Punkte gewonnen, die im An-
schluss durch die nichtlineare Systemfunktion transformiert werden. Auf Basis
der transformierten Punkte erfolgt die Berechnung der A-priori-Zustands- und
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-Kovarianzschätzung. Die Berechnung der Punkte nebst Gewichtungen zur Ap-
proximation der Wahrscheinlichkeitsdichteverteilung unterscheidet sich von den
Methoden des UKF und des CDKF und wird auf Basis von Cubature-Regeln
durchgeführt, was die numerische Integration von mehrdimensionalen Integralen
meint. Die Grundidee ist die Approximation der multidimensionalen Integrale
über die Dichteverteilungen des Bayesschen Schätzers aus Abschnitt 2.2.3, der
die allgemeine Form eines optimalen, rekursiven Schätzers darstellt. Zur Reali-
sierung eines echtzeitfähigen Algorithmus gelingt dies allerdings nur unter eini-
gen Annahmen, wie Gaußverteilten Zufallsvariablen. Als Resultat entwickelten
Arasaratnam und Haykin ein Sigma-Punkte-Kalman-Filter, das mit 2n Punkten
und einem Entwurfsparameter θCKF = α auskommt, mittels dem der Radius
der symmetrisch um den Erwartungswert liegenden Punkte eingestellt werden
kann. Arasaratnam und Haykin stellen das CKF als dem UKF und dem CDKF
überlegen dar, was in dieser Arbeit nicht bestätigt werden kann, wie anhand des
Filtervergleichs in 6.1.6 vorgestellt wird. Im Endeﬀekt basiert das CKF auf den
gleichen Approximationen wie UKF und CDKF, um ein echtzeitfähiges, rekursi-
ves Filter zu realisieren. In [AHH10] wird das CKF mit dem UKF und der SOT-
Sigma-Punkte-Berechnungsmethode verglichen, wobei der Entwurfsparameter α
als Skalierungsparameter bezeichnet wird, was nicht die Intention von Julier war.
Die Skalierung erfolgt über die Anpassung der Gewichtung, da der Sigma-Punkt
im Erwartungswert höher gewichtet wird, um das vierte Moment exakt zu erfas-
sen. Die übrigen Sigma-Punkte müssen daher niedriger skaliert werden und sich
vom Erwartungswert entfernen. Weiterhin hätte das CKF, wie in dieser Arbeit,
mit der SST-Berechnungsmethode verglichen werden müssen. Abschließend kann
das CKF mit dem CDKF verglichen werden, da es mit nur einem Entwurfspara-
meter auskommt und daher genutzt werden sollte, falls keinerlei Informationen
über das zugrundeliegende System vorliegen. Im Rahmen dieser Arbeit ist eine
vollständig automatisierte Auslegung allerdings möglich, und Informationen für
eine gezielte Auslegung des UKF mit seinen Entwurfsparametern sind auf Basis
von Szenarien ohne Expertenkenntnisse möglich.
3.5 Parameterschätzung mittels Sigma-Punkte-Filter
In den letzten Abschnitten wurde gezeigt, wie das Unscented-Kalman-Filter als
Vertreter der Sigma-Punkte-Filter zur Zustandsschätzung eingesetzt werden kann
und welche Erweiterungen und Anpassungen des Algorithmus für die Zustands-
schätzung an Black-Box-Systemen in dieser Arbeit durchgeführt wurden. Grund-
sätzlich stehen eine Reihe von Verfahren und Implementierungsmöglichkeiten zur
gleichzeitigen Schätzung von Zuständen und Parametern zur Verfügung, die nach-
folgend als wk bezeichnet werden und als zeitvariabel angesehen werden. Für einen
guten Überblick sei an dieser Stelle auf [Nel00] verwiesen. In dieser Arbeit wurden
das Verfahren der Dual -Schätzung und der Joint-Schätzung für die Anwendung
an Black-Box-Systemen aufbereitet und hinsichtlich der Schätzgüte untersucht.
Die Struktur der beiden Varianten ist in Bild 3-16 dargestellt.
72 Kapitel 3
Bild 3-16: Unterschiedliche Varianten zur Realisierung einer Zustands- und Pa-
rameterschätzung mittels Kalman-Filterung. Links: Joint estimation
mittels Augmentierung des Zustandsvektors. Rechts: Dual estimation
mit Repräsentation der Parameterschätzung als eigene Zustandsraum-
darstellung und Anwendung von zwei Filtern. Nach [VDM04]
Im Falle der Joint-Schätzung ist ein Filter für die gleichzeitige Vorhersage der
Zustände und der unbekannten Parameter zuständig, während im Falle der Dual -
Schätzung zwei Filter eingesetzt werden. Das erste Filter übernimmt die Aufgabe
der Zustandsschätzung, während das zweite Filter die Schätzung des Parameters
durchführt. Während jeden Schrittes tauschen die Filter ihre Zustands- bzw. Pa-
rameterschätzung aus, sodass beide Filter ihre jeweilige Aufgabe auf Basis der
besten Schätzung des jeweils anderen Filters durchführen.
Das Dual -Verfahren hat dabei direkt mehrere Nachteile. Es resultiert ein höherer
Implementierungsaufwand durch die Nutzung eines zweiten Filters, und es wird
eine höhere Anzahl an Sigma-Punkten benötigt, die den größten Teil der Rechen-
zeit verursachen. Gleichzeitig hat die Joint-Schätzung für die in dieser Arbeit
untersuchten Systeme durchweg die besseren Ergebnisse erbracht und wird da-
her im Folgenden hinsichtlich Funktionsweise und Anpassung zur Nutzung bei
Black-Box-Systemen erläutert.
In diesem Fall ist neben dem zu bestimmenden unbekannten Zustandsvektor xk
zum Zeitschritt k ebenfalls der Parametervektor wk zu ermitteln, wobei für beide
Schätzvorgänge als Korrektur nur die verrauschten Messungen yk zur Verfügung
stehen.
3.5.1 Das Joint-Unscented-Kalman-Filter
Im Ansatz der Joint-Schätzung werden die zu bestimmenden Parameter wk−1
Rnp×1 zum Zeitpunkt k − 1 als Pseudo-Zustände angesehen und der bisher zu
schätzende Zustandsvektor xk−1 des Systems um diese augmentiert, mit np als
Anzahl zu schätzender Parameter. Hieraus ergibt sich der erweiterte, zu bestim-
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mende Vektor der Zustände und Parameter zu
xw,k−1 =
[
xk−1
wk−1
]
, (3-55)
mit xw,k−1Rn+np×1, wobei die Parameter wk−1 als stückweise konstant in ihrer
Dynamik angesehen werden. Durch diese Erweiterung erhöht sich die Dimension
der Prozessrauschkovarianz RvRn+np×n+np sowie die Dimension und Anzahl der
Sigma-Punkte Xk−1Rn+np×2(n+np)+1. Die neue Fehlerkovarianz setzt sich durch
die Erweiterung zu
Pxwxw,k−1 = E
[
(xw,k−1 − xˆw,k−1) (xw,k−1 − xˆw,k−1)T
]
=
[
Pxx,k−1 Pxw,k−1
Pwx,k−1 Pww,k−1
] (3-56)
zusammen. Der Term Pxx,k−1 stellt in (3-56) die bereits bekannte Fehlerkova-
rianz der Zustände dar und der Term Pww,k−1Rnp×np die Fehlerkovarianz der
Parameter. Die Terme Pwx,k−1 = P Txw,k ergeben die Kreuzkovarianzen aus den
Beziehungen der Zustände zu den Parametern und umgekehrt. Die Matrix der
Sigma-Punkte setzt sich durch die Erweiterung um die Parameter wk−1 zu
Xk−1 =
[Xx,k−1
Xw,k−1
]
(3-57)
zusammen, mit Xx,k−1Rn×2(n+np)+1, Xw,k−1Rnp×2(n+np)+1, und werden mittels
(3-43) transformiert. Hierbei ist zu beachten, dass die Sigma-Punkte Xw,k−1 wei-
terhin einen Parameter darstellen und somit bei der Transformation nach (3-43)
die Sigma-Punkte der Zustände Xx,k−1 unter Einﬂuss der Sigma-Punkte der Para-
meter Xw,k−1 transformiert werden. D. h.: Wie verändern sich die Zustände vom
Zeitschritt k− 1 zu k bei unterschiedlichen eingesetzten Parameterwerten, die in
den Sigma-Punkten Xw,k−1 berechnet wurden.
Wegen dieses Vorgehens führt die A-priori-Schätzung der Parameter nach (3-44)
auf keine veränderten Werte für wk, da Xw,k−1 = Xw,k|k−1 gilt, wodurch die Schät-
zung von Parametern nur durch den A-posteriori-Schritt in (3-48) durchgeführt
werden kann. Die Schätzung von Parametern wird somit stark durch die ange-
setzten Prozess- und Messrauschprozesse beeinﬂusst, da eine Korrektur nur über
die Kalman-Verstärkung möglich ist, in das die Rauschkovarianzen als Vertrau-
ensmaß eingehen.
Ein wichtiger Grund für die in dieser Arbeit aufgetretene bessere Schätzgüte des
Joint-Verfahrens gegenüber der Dual -Schätzung liegt in der Beschaﬀenheit der
Fehlerkovarianzmatrix Pxwxw,k−1. Bei der Nutzung eines Dual -Verfahrens arbei-
tet das Filter der Zustandsschätzung in dem bekannten Verfahren aus Abschnitt
3.3 mit der Fehlerkovarianz Pxx,k−1 aus (3-56), während das Filter der Parameter-
schätzung mit der Fehlerkovarianz Pww,k−1 arbeitet. Durch diese Implementierung
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besitzt das Filter nur 2np + 1 Sigma-Punkte der Schätzparameter, deren Berech-
nung einzig auf Pww,k−1 basiert. Die Erweiterung der Fehlerkovarianz zu Pxwxw,k−1
aus (3-56) bewirkt hingegen die Generierung von 2 (n+ np) + 1 Sigma-Punkten
der Schätzparameter, deren Werte auf den statistischen Zusammenhängen zu den
Zuständen basieren und somit eine wesentlich höhere Schätzgüte bewirken.
3.5.2 Wahl der Kovarianz einer Parameterschätzung
Aufgrund der alleinigen Korrektur der zu schätzenden Parameter wk im A-post-
eriori-Schritt stellt die Wahl des Prozessrauschens Rv,w einen wichtigen Schritt
im Entwurfsprozess dar. Die Prozessrauschmatrix Rv,xw beim Einsatz des Joint-
Verfahrens setzt sich dabei aus dem Prozessrauschen der Zustände Rv,x und dem
der Parameter Rv,w nach
Rv,xw =
[
Rv 0
0 Rv,w
]
(3-58)
zusammen. Die Wahl von Rv,w hat großen Einﬂuss auf das Konvergenzverhal-
ten hinsichtlich Geschwindigkeit und Genauigkeit. Von van der Merwe wurde
in [VDMW+04] gezeigt, dass eine beliebige Wahl von Rv,w zu unerwünschtem
Schätzverhalten führen kann und maßgeblichen Einﬂuss auf die Schätzgüte wie
auch die Konvergenzzeit besitzt, was durch die Anwendungen in dieser Arbeit
bestätigt werden konnte.
Demgemäß kann die Wahl des auf die zu schätzenden Parameter Einﬂuss neh-
menden Prozessrauschens auf unterschiedlichen Wegen erfolgen. Die einfachste
Möglichkeit besteht in einer willkürlichen Wahl, die bei fortschreitendem Zeit-
index der Schätzung gegen Null heruntergefahren wird. In [Nel00] wird von
Nelson eine Fensterung der Daten nach
P−ww,k = λ
−1
RLSPww,k−1 (3-59)
vorgestellt, mit P−1ww,k = Rv,w für k = 0. Der Term λRLS stellt einen Vergessensfak-
tor dar. Für Werte von λRLS < 1 werden Daten, die weiter in der Vergangenheit
liegen, nicht mehr für die Berechnung der Parameterschätzung herangezogen. Die
Begründung ist nach Nelson heuristisch: Die Schätzung der Zustände in einem
Schätzverfahren sind zu Beginn stark fehlerhaft und sollte die Parameterschät-
zung zu späteren Zeitpunkten, bei vorliegenden verbesserten Schätzungen, nicht
beeinﬂussen.
Eine weitere Möglichkeit besteht in der Schätzung der Kovarianz mittels der
Robbins-Monro-Methode [RM51]. Bishop beschreibt in [BN06] den Einsatz der
Robbins-Monro-Methode in der sequentiellen Schätzung, die von Wan und Nel-
son in [WN01] auf das Kalman-Filter erweitert wurde. Die von Wan und Nelson
implementierte Variante ist durch
Rv,w,k =(1− αRM)Rv,w,k−1 + αRM · Kk
(
yk − yˆ−k
) (
yk − yˆ−k
)T KTk (3-60)
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gegeben. Der Parameter αRM ist ein positiver Wert < 1 und wird als Entwurfspa-
rameter angesehen [MHT09]. Im Wesentlichen ist die Robbins-Monro-Methode
ein Werkzeug, um bei unbekannten oder stark gestörten Kovarianz-Matrizen eine
Konvergenz zu einem exakten Wert zu ermöglichen.
Die Wahl der Methode zur Festlegung der Kovarianz zur Parameterschätzung
hängt dabei von der Problemstellung ab. Nach [VDM04] bietet die Robbins-
Monro-Methode die schnellste Konvergenzrate und die kleinsten Fehler, was durch
die Anwendungen in dieser Arbeit bestätigt werden konnte und daher in den spä-
teren Anwendungen eingesetzt wird.
3.6 Sigma-Punkte-Filter unter Nebenbedingungen
Bei der Nutzung von Sigma-Punkte-Filtern zur Schätzung von Zuständen und
Parametern technischer Systeme sind oftmals Nebenbedingungen zu berücksich-
tigen, wodurch beispielsweise Wertebereiche eingeschränkt werden können. Ins-
besondere bei der Schätzung von Parametern kann es zur Berechnung von phy-
sikalisch nicht möglichen Sigma-Punkten kommen, etwa negativen Massen oder
Federsteiﬁgkeiten. Da diese Sigma-Punkte im Filterbetrieb als Parameter in das
Modell gesetzt werden, kann es zu instabilem Modellverhalten kommen und damit
zu Filterinstabilitäten.
Zur Verdeutlichung soll hier das Beispiel einer eindimensionalen Parameterschät-
zung der Masse eines technischen Systems gezeigt werden. Sofort ersichtlich ist,
dass weder in der A-priori- noch in der A-posteriori-Schätzung Werte kleiner Null
geschätzt werden dürfen. Neben der Beschränkung der A-priori- und A-posteriori-
Schätzung sind auch die zu berechnenden Sigma-Punkte in die Betrachtung mit-
einzubeziehen. Einen wichtigen Beitrag dieser Dissertation stellen die Entwick-
lung und Einbeziehung von Nebenbedingungen zur Beschränkung von Parame-
terschätzungen bei unbekannten Systemmodellen unter Echtzeitbedingungen dar.
In Bild 3-17 sind die möglichen Fehlerfälle dargestellt, die im Algorithmus erkannt
und angepasst werden müssen. Das Bild stellt eine eindimensionale Massenschät-
zung für einen symmetrischen Sigma-Punkte-Ansatz bei additivem Rauschen dar
(vgl. (3-33)), wobei die grau hinterlegten Flächen die Schätzung beschränken, um
keine negativen oder zu großen Massen zuzulassen. Zum Zeitpunkt 0 liegt die
A-posteriori-Schätzung der Masse (blauer Kreis) mit zugehöriger Fehlerkovari-
anz (blaue Fehlerbalken) vor. Im darauf folgenden Zeitschritt 1 werden im ersten
Schritt 1a drei Sigma-Punkte zur Erfassung von Erwartungswert und Kovarianz
berechnet (rote Kreuze und roter Kreis), die durch das Modell von 1a zu 1b trans-
formiert werden und die A-priori-Vorhersage der Masse mit Fehlerkovarianz zum
Zeitpunkt 1b ermöglichen. Zur Einbindung des Prozessrauschens wird die berech-
nete A-priori-Fehlerkovarianz P−xx,k additiv mit dem Prozessrauschen überlagert
und neue Sigma-Punkte berechnet, die von 1c zu 1d transformiert werden. Nach
dem Auftreten neuer Messungen zum Zeitschritt k = 1d wird die Vorhersage der
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Masse und deren Fehlerkovarianz angepasst. Diese A-posteriori-Schätzung steht
daraufhin für den nächsten Zeitschritt k = 2 zur Verfügung.
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Bild 3-17: Fehlerfälle bei der Anwendung von Sigma-Punkte-Filtern am Beispiel
einer eindimensionalen Massenschätzung. Fehlerhafter Sigma-Punkt
k = 2a und k = 2c. Fehlerhafte A-priori-Schätzung k = 2b. Fehler-
hafte A-posteriori-Schätzung k = 2d.
Nach Beendigung des Zeitschrittes k = 1 werden die neuen Sigma-Punkte be-
rechnet, transformiert und die A-priori-Schätzung zum Zeitpunkt k = 2b mit
zugehöriger Fehlerkovarianz durchgeführt. Sollte in k = 1d die Fehlerkovarianz
groß geworden sein, kommt es in k = 2a zur Berechnung eines ungültigen Sigma-
Punktes mit einer negativen Masse, die zu korrigieren ist, was einen Fehlerfall
darstellt. Bei der nachfolgenden A-priori-Vorhersage der Masse und auch bei der
späteren A-posteriori-Korrektur kann es vorkommen, dass die eigentliche Schät-
zung die gestellten Nebenbedingungen verletzt und somit zu korrigieren ist. Hier-
bei muss beachtet werden, dass die Massenschätzung nicht auf der Grenze der
Nebenbedingung liegen darf, da ansonsten im nächsten Filterschritt Erwartungs-
wert und Sigma-Punkte zusammenfallen, was zur Filterinstabilität führen kann.
Hieraus folgt, dass zur Laufzeit des Filters sowohl die berechneten Sigma-Punkte
als auch die A-priori- und die A-posteriori-Schätzung hinsichtlich vorhandener
Nebenbedingungen zu kontrollieren und gegebenenfalls zu korrigieren sind. Nach
Abschnitt 3.5 existiert bei einer Parameterschätzung die A-priori Schätzung zu
den Zeitpunkten k = 1b und k = 2b nicht, da keine Transformation der zu schät-
zenden Parameter existiert. In diesem Beispiel wurde allerdings eine A-priori
Schätzung angegeben, da die entwickelten Verfahren äquivalent auf die zu schät-
zenden Zustände angewandt wird, um beispielsweise beim Anschlag einer Masse
bestimmte Wertebereiche auszublenden.
Die beiden entwickelten Verfahren zur Beschränkung der Sigma-Punkte und Kor-
rektur der Parameterschätzung werden nachfolgend für den Fall eines Joint-
Unscented-Kalman-Filters mit symmetrischem Sigma-Punkte Satz vorgestellt und
lassen sich nach dem gleichen Vorgehen auf den asymmetrischen Sigma-Punkte-
Satz und weitere Sigma-Punkte-Filter wie das CDKF erweitern. Hierzu wird die
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MengeM deﬁniert, die durch
M = {Xi,np,k−1,Xi,np,k|k−1, xˆ−np,k, xˆnp,k} (3-61)
gegeben ist, mit np als der Anzahl der zu schätzenden Parameter und
i = 1, ..., 2(n+np)+1 als i-tem Sigma-Punkt. Im nächsten Schritt wird geprüft, ob
Elemente m der KlasseM die obere NBP,oRnp×1 bzw. die untere NBP,uRnp×1
verletzen5.
NBP,o ≥ m ≥ NBP,u ∀ mM (3-62)
Sind in diesem Schritt Überschreitungen der A-priori- oder A-posteriori-Schätz-
ungen erkannt worden, werden diese auf die Grenzen zurückgesetzt, um eine
gültige Schätzung zu erlangen. Sollten ungültige Sigma-Punkte erkannt worden
sein, erfolgt im ersten Schritt eine Neuordnung der Sigma-Punkte-Matrix Xk−1
zu Xk−1,skal in nicht zu korrigierende Xk−1,τ und zu korrigierende Sigma-Punkte
Xk−1,ς . Dieser Schritt ist äquivalent für den Fall einer Nebenbedingungsverletzung
von Xi,np,k|k−1 durchzuführen. Die Neusortierung ist zulässig, da im Folgenden die
Sigma-Punkte einzeln transformiert werden und nur die Zuordnung der Gewich-
tungen zum Erwartungswert erhalten bleiben muss. Aus der Neuordnung ergibt
sich
Xk−1,skal = [X0,k−1 Xi,k−1,τ Xj,k−1,ς ] , (3-63)
wobei gilt: i = 1, ..., 2·(n+nP )+1−2·nz und j = 1, ..., 2·nz mit nz als Anzahl der
zu korrigierenden Sigma-Punkte. Im nächsten Schritt erfolgt die Ermittlung des
Sigma-Punktes, der die stärkste Verletzung der Nebenbedingungen bildet und im
Folgenden als Xˆ bezeichnet wird, mit6
Xˆ = max (|NBP,u,o −Xi,nP ,k−1,ς |) ∀ i = 1, ..., nz. (3-64)
Anhand der ermittelten maximalen Abweichung Xˆ der Sigma-Punkte zeigt Bild
3-18 zwei Abbildungsvarianten von korrigierten Sigma-Punkten für den verein-
fachten Fall eines einzelnen Filterschrittes bei der Sigma-Punkte-Berechnung. Als
rote Verläufe sind die Dichtefunktionen als Gaußverteilungen der Zufallsvariablen
dargestellt.
Der linke Plot stellt eine Variante zur Abbildung der Sigma-Punkte dar, die ähn-
lich zu der Berechnung der Scaled-Unscented Transform arbeitet. Da in diesem
Fall die Sigma-Punkte einer Dimension symmetrisch um den Erwartungswert ver-
teilt sind, bewirkt eine gleichsinnige Verschiebung aller Sigma-Punkte zum Er-
wartungswert die Beibehaltung der korrekten Erfassung von Erwartungswert und
5Da nP auch mehrdimensional sein kann, erfolgt die Überprüfung der Nebenbedingungen
komponentenweise.
6Bei einer Dimension von nP > 1 muss diese Überprüfung pro Dimension von nP durchgeführt
und somit der Sigma-Punkt mit dem Parameter der maximalen Abweichung erfasst werden.
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Bild 3-18: Links: Beibehaltung von symmetrischer Dichtefunktion bei symmetri-
scher Verschiebung von ungültigen Sigma-Punkten. Rechts: Schiefean-
teile bei asymmetrischer Verschiebung von ungültigen Sigma-Punkten
Kovarianz, wie im linken Plot von Bild 3-18 als roter und cyanfarbener Verlauf zu
erkennen. Die Aufgabe liegt in diesem Fall in der Auﬃndung eines Skalierungs-
parameters γ
′
, der die ungültigen Sigma-Punkte in den gültigen Bereich abbildet
und nachfolgend als Skalierung symmetrischer Sigma-Punkte bezeichnet wird.
Die Berechnung des nullten Sigma-Punktes und der nicht zu korrigierenden Sigma-
Punkte erfolgt dabei mit der bereits aus Abschnitt 3.2.1 bekannten Methode:
X0,k−1 = xˆk−1
Xi,k−1,τ = xˆk−1 ± γ
(√
Pxx,k−1
)
i
i = 1, ..., 2 · (n+ nP ) + 1− 2nz
(3-65)
Die zu korrigierenden Sigma-Punkte Xk−1,ς werden durch
Xj,k−1,ς = xˆk−1 ± γ′
(√
Pxx,k−1
)
j
j = 1, ..., 2nz. (3-66)
berechnet. Um eine symmetrische Verteilung beizubehalten, skaliert man aller-
dings nicht nur die Sigma-Punkte, welche die Nebenbedingungen verletzen, son-
dern ebenfalls die auf dem Eigenvektor der Matrixwurzel
√
Pxx,k−1 gegenüber
liegenden Sigma-Punkte, was im linken Teil von Bild 3-18 zu erkennen ist.
Der Skalierungsparameter γ
′
für die zu korrigierenden Sigma-Punkte ist dabei
durch den Sigma-Punkt Xˆ gegeben, der am weitesten von der zu erfüllenden
oberen oder unteren Nebenbedingung entfernt ist und sich mit
γ
′
=
∣∣∣∣NBP,u,oXˆ
∣∣∣∣ (3-67)
berechnen lässt.
Um die Bedingungen, die in Abschnitt 3.2 formuliert wurden, nicht zu verlet-
zen, müssen im Folgenden die Gewichtungen der Sigma-Punkte angepasst wer-
den. Als Annahme wird hierbei festgesetzt, dass sich die Gewichtung des nullten
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Sigma-Punktes nicht ändern soll, da dieser die Erfassung von höheren statisti-
schen Momenten beeinﬂusst und unverändert bleiben soll. Zwingend erforderlich
bleibt allerdings die Forderung nach der Beibehaltung der Kovarianz, wodurch die
Gewichtungen der korrigierten Sigma-Punkte Xj,k−1,ς angepasst werden müssen,
im Folgenden als W (m)
′
j,ς und W
(c)′
j,ς bezeichnet werden und sich zu
W
(m)′
j,ς = W
(c)′
j,ς =
1
2 · (n+ λ′) ∀ j = 1, ..., 2 · nz (3-68)
ergeben, wobei λ
′
=
(
α
′)2 · (n+ κ)− n gilt. Der neue Wert für den Skalierungs-
parameter α
′
ergibt sich zu
γ
′
=
√
n+ λ′ =
√
n+ (α2)′(n+ κ)− n = α′√n+ κ
⇒ α′ = γ
′
√
n+ κ
.
(3-69)
Wegen der Neuberechnung der Gewichtungen der korrigierten Sigma-Punkte müs-
sen die Gewichtungen der unkorrigierten Sigma-Punkte Xi,k−1,τ ebenfalls ange-
passt werden, um der Normalisierungsbedingung (3-3) zu genügen. Diese werden
im Folgenden mit W (m)
′
i,τ = W
(c)′
i,τ für i = 1, ..., 2 (n+ nP ) + 1 − 2nz benannt und
ergeben sich nach
W
(m)
0 +
2(n+nP )+1−2nz∑
i=1
W
(m)′
i,τ +
2nz∑
j=1
W
(m)′
j,ς = 1 (3-70)
und unter Berücksichtigung der Symmetrieeigenschaften, dass die Gewichtun-
gen aller Dimensionen innerhalb der korrigierten bzw. der unkorrigierten Sigma-
Punkte der Verteilung gleich sind, zu
W
(m)
0 + (2 (n+ nP ) + 1− 2nz) ·W (m)
′
i,τ + 2nz ·W (m)
′
j,ς = 1. (3-71)
Hieraus ergeben sich die letztlich noch unbekannten Gewichtungen der nicht kor-
rigierten Sigma-Punkte W (m)
′
i,τ .
Das hergeleitete Verfahren zur Skalierung der Sigma-Punkte geht davon aus, dass
sich der Skalierungsfaktor γ
′
aller zu korrigierenden Sigma-Punkte aus der maxi-
malen Verletzung der Nebenbedingungen ergibt. Die obige Herleitung kann ohne
Weiteres auf die Variante erweitert werden, in der jeder Sigma-Punkt, der eine Ne-
benbedingung verletzt, einen eigenen Skalierungsfaktor und eigene Gewichtungen
erhält. In der vorliegenden Dissertation wurde dieses Verfahren allerdings nicht
angewandt, da es neben der höheren Rechenbelastung keine signiﬁkanten Vorteile
in der Analyse zeigte.
Das vorgestellte Verfahren kann bei einer häuﬁgeren oder andauernden Berech-
nung von Sigma-Punkten in der Nähe von NBP,u,o (was durchaus des öfteren auf-
tritt, wie im weiteren Verlauf der Arbeit gezeigt) allerdings zu einer Beschneidung
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der Filterdynamik führen, da die Sigma-Punkte sehr eng an den Erwartungswert
transformiert werden, was zu einer zu hohen Gewichtung von lokalen Eﬀekten
führt. Um diesen Eﬀekt zu vermeiden, hat man das Verfahren zur Erzeugung
gültiger Sigma-Punkte dahingehend abgewandelt, dass nur der Sigma-Punkt, der
die Nebenbedingungen verletzt, verschoben wird und der ihm gegenüberliegen-
de unverändert bleibt. Dieses Verfahren führt auf den rechten Teil von Bild 3-18.
Bei den hergeleiteten Rechnungen müssen zur Erzeugung dieses Verhaltens nur
die Dimensionen der zu korrigierenden Sigma-Punkte Xj,k−1,ς von 2 · nz auf nz
reduziert werden. Somit können im Falle eines nahe an den Grenzen liegenden
Erwartungswertes zumindest einige Sigma-Punkte nicht lokale Eﬀekte erfassen
und diese in die Transformation einﬂießen lassen. Als Nachteil aus dieser Me-
thode ergibt sich allerdings ein asymmetrischer Satz an Sigma-Punkten, der die
Fehlerkovarianz staucht, wie ebenfalls im rechten Teil von Bild 3-18 ersichtlich.
Etwaige Fehler durch die Schiefeanteile der nicht mehr korrekt erfassten Gaußver-
teilung müssen dabei in Kauf genommen werden, was in der vorliegenden Arbeit
allerdings als zielführender angesehen wird, da es nicht zu einer alleinigen Ab-
bildung von Sigma-Punkten im Erwartungswert auf der Grenze kommen kann.
Das Verfahren könnte hier noch um Aspekte der Minimierung von Schiefeanteilen
erweitert werden, was ähnlich zum Vorgehen von Julier durchzuführen wäre und
in Abschnitt 3.2.3 kurz angesprochen wurde.
Für die Bewertung beider Verfahren kann festgehalten werden, dass bei der Ana-
lyse die symmetrische Skalierung bei Schätzungen nahe an den Grenzen keine
signiﬁkant schlechteren Ergebnisse erzielte als die asymmetrische Sigma-Punkte-
Skalierung und daher in dieser Arbeit weiter angewandt wird. Dies liegt dar-
an, dass für Parameterschätzungen aufgrund der besseren Ergebnisse das Joint-
Kalman-Filter verwendet wurde, bei dem der Parameter in jedem Sigma-Punkt
eingeht und somit bei einer geringen Anzahl an zu korrigierenden Sigma-Punkten
noch genügend weitere für die Aufrechterhaltung einer korrekten Schätzung zur
Verfügung stehen.
3.7 Zusammenfassung der Sigma-Punkte-Filter
In diesem Kapitel wurden die theoretischen Grundlagen des UKF vorgestellt, das
eine Erweiterung des klassischen Kalman-Filters darstellt. Durch die Implemen-
tierung der Unscented Transform in den Algorithmus eines Kalman-Filters ist
das UKF in der Lage, eine höhere Schätzgüte bei nichtlinearen Systemen gegen-
über dem EKF zu erzielen. Durch die Funktionsweise der Unscented Transform,
die statistischen Momente einer Zufallsvariablen mittels einer geringen Anzahl
an deterministisch berechneten Sigma-Punkten zu erfassen und diese durch das
nichtlineare System zu transformieren, besteht ein wesentlicher Neuerungswert
dieser Arbeit in der Anwendung auf Black-Box-Modelle, die nicht in analytischer
Form vorliegen und stark nichtlinear sein können.
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Gemäß dieser Idee wurden in diesem Kapitel Sigma-Punkte-Berechnungsverfahren
hergeleitet, die den Anforderungen hinsichtlich Echtzeitfähigkeit und Schätzgü-
te nachkommen, und ein kurzer Überblick über weitere Verfahren gegeben. Als
weiterer Vertreter der Sigma-Punkte-Filter wurde das CDKF vorgestellt und ge-
zeigt, dass sich die unterschiedliche Berechnungsmethode der Sigma-Punkte auf
das UKF zurückführen lässt. Dabei zeichnet es sich durch seine geringere Anzahl
an Entwurfsparametern aus; eventuell vorhandene höhere statistische Informa-
tionen können allerdings nicht berücksichtigt werden, wodurch es äquivalent zur
Scaled-Unscented Transform unter Vernachlässigung der Parameter β und κ ist.
Als mögliche Variante zur Schätzung von Parametern wurde das Joint-Verfahren
ausgewählt, vorgestellt und die Vorteile hinsichtlich der Dual -Schätzung aufge-
führt sowie eine Möglichkeit zur automatischen Berechnung der Prozessrauschko-
varianz bei der Parameterschätzung ausgewählt.
Nach der Grundidee der Anwendung von Sigma-Punkte-Filter auf nichtanaly-
tisch vorliegende Modelle in Black-Box-Form wurde als weitere Neuerung dieser
Arbeit der Algorithmus von Sigma-Punkte-Filter abgeändert, um mit den verän-
derten Bedingungen beim Einsatz an Black-Box-Systemen umgehen zu können,
was beispielhaft am Algorithmus eines UKF gezeigt wurde.
Insbesondere bei der Schätzung von Parametern kann der Einsatz von Sigma-
Punkte-Filtern zur Berechnung von ungültigen Sigma-Punkten führen. Werden
diese ungültigen Sigma-Punkte in das als Black-Box vorliegende Modell einge-
setzt, kann es zu unvorhersehbarem Filterverhalten kommen, etwa nicht ausführ-
baren Simulationen oder instabilem Modellverhalten. Eine wesentliche Neuerung
dieser Arbeit besteht in der Entwicklung eines echtzeitfähigen Algorithmus zur
Erkennung von ungültigen Sigma-Punkten und deren Abbildung in einen zuläs-
sigen Bereich, was als Filterung unter Nebenbedingungen bezeichnet wird. Eben-
falls werden mögliche falsche Schätzungen von Parametern erkannt und korrigiert,
wodurch der Einsatz von Black-Box-Modellen zur Parameterschätzung möglich
wird.
Im folgenden Kapitel wird eine Möglichkeit vorgestellt, die Entwurfsparameter
des UKF und des CDF modellbasiert in einem Pre-processing-Schritt anhand
von Anwendungsszenarien und Streckenmodellen auszulegen. In Kapitel 6 wird
gezeigt, dass für ein komplexes Problem die Möglichkeit der Einbindung von
statistischen Informationen über eine höhere Anzahl an Entwurfsparametern zu
einer höheren Schätzgüte führt.
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Im letzten Kapitel wurden Sigma-Punkte-Kalman-Filter zur Zustands- und Pa-
rameterschätzung vorgestellt und gezeigt, wie diese für die Nutzung an Black-
Box-Modellen in dieser Arbeit angepasst wurden. Da eine wichtige Anforderung
in der Anwendung unter Echtzeitbedingungen besteht, wurden zwei Verfahren
der Unscented Transform zur Sigma-Punkte-Berechnung vorgestellt, die in dieser
Arbeit genutzt werden. Bei der Scaled-Unscented Transformation ist eine höhe-
re Schätzgüte möglich, bei 2n + 1 zu berechnenden und zu transformierenden
Sigma-Punkten, während das Spherical-Simplex-Verfahren mit nur n+ 2 Sigma-
Punkten auskommt. Bei der Nutzung beider Verfahren sind allerdings jeweils drei
Entwurfsparameter zu bestimmen: θSUT = [α, β, κ] und θSST = [W0, α, β], welche
die Lage der Sigma-Punkte und deren Gewichtungen bestimmen und somit die
Erfassung höherer statistischer Momente beeinﬂussen.
In [TR12b] wurde von Turner der Fall des Sigma-point collapse gezeigt. Hier-
bei wurde ein Sigma-Punkte-Satz in Abhängigkeit der Entwurfsparameter θSUT
gewählt, der die Dichtefunktion der Verteilung so ungünstig erfasst, dass ein Ein-
satz zur Zustands- und Parameterschätzung zu unvorhersehbaren Ergebnissen
führen kann. In den Abschnitten 3.2.2 und 3.2.1 wurden optimale Werte für die
Entwurfsparameter β und κ bei einer vorliegenden Gaußverteilung hergeleitet.
Wirkliche Gaußverteilungen werden allerdings nur auftreten, wenn das System,
an dem die Zustandsschätzung durchzuführen ist, linear ist, was nicht das An-
wendungsgebiet von Sigma-Punkte-Filtern ist und in dieser Arbeit wegen der
Nutzung von Modellbibliotheken während der Modellierungsphase des als Black-
Box vorliegenden Systems fast ausgeschlossen ist. Somit stellt die Annahme ei-
ner Gaußverteilung bei der Auslegung der Entwurfsparameter bestenfalls den im
Mittel geringsten Fehler dar, wenn keine Informationen über höhere statistische
Momente zur Verfügung stehen.
Die Grundlage dieses Kapitels besteht in der Annahme, dass ein optimaler1 Satz
an Entwurfsparametern für das jeweilige System und deren Anwendung existiert.
Diese These wird durch zahlreiche empirische Empfehlungen in der Literatur für
den Parametersatz θSUT,SST gestützt, die durch ihre spezielle Anwendung ein
problemspeziﬁsches Optimum darstellen. Van der Merwe vertritt in [VDMW+04]
ebenfalls diese These und bestätigt die Vermutung durch unterschiedlich gewählte
Parametersätze an seinen aufgeführten Beispielen. Gleichzeitig zeigt er auf, dass
die Wahl der Entwurfsparameter θSUT,SST wohl keinen starken Einﬂuss auf die
Ergebnisse hat, solange diese zu einem Sigma-Punkte-Satz mit entsprechenden
Gewichtungen führt, der sich numerisch gut verhält. Was dies bedeutet, wird
allerdings oﬀen gelassen.
1Optimal im Sinne von: Es kann kein Parametersatz gefunden werden, der im Hinblick auf
Schätzgüte, Konvergenzzeit und Stabilität bessere Ergebnisse liefert.
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Das Problem des Findens eines optimalen Entwurfsparametersatzes könnte durch
die Nutzung des vorgestellten Central-Diﬀerence- oder Cubature-Kalman-Filters
vereinfacht werden, das mit nur einem Entwurfsparameter θCDKF = [ξ] bzw.
θCKF = [α] auskommt. Die Nutzung des CDKF bzw. CKF ist sicher anzuraten,
wenn keine Informationen über die Momente einer Verteilung vorliegen. In dieser
Arbeit liegen allerdings implizit Informationen über die zu erfassenden Momente
in Form von physikalischen Verhaltsmodellen und deren Anregung vor, sodass A-
priori-Informationen für die Filter angebbar sind. Die Aufgabe besteht demnach
in der Angabe optimaler, problemspeziﬁscher Filterentwurfsparameter, wenn der
Ingenieur kein Experte in dem zugrundeliegenden Filtermodell oder in den Algo-
rithmen des zu nutzenden Filters ist.
Das Ziel dieses Kapitels besteht demnach in der Auﬃndung dieses problemspe-
ziﬁschen Entwurfsparametersatzes unter den Randbedingungen, dass das Modell
nur als Black-Box vorliegt. Dadurch sind etwaige Nichtlinearitäten unbekannt,
die maßgeblichen Einﬂuss auf die statistischen Momente besitzen und die es
durch θSUT,SST zu erfassen gilt. Die Annahme zur Auﬃndung eines optimalen
problemspeziﬁschen Satzes an Entwurfsparametern besteht darin, dass Informa-
tionen über die statistischen Momente implizit im als Black-Box vorhandenen
Modell enthalten sind. Eine optimale Erfassung der statistischen Momente mit-
tels θ liegt demnach vor, wenn die Parameter θ eines Sigma-Punkte-Filters so
angepasst wurden, dass bei der Anwendung zur Zustands- und Parameterschät-
zung keine höhere Schätzgüte durch einen anderen Satz an Entwurfsparametern
θ erreicht werden konnte.
4.1 Optimaler Parametersatz zur Filterauslegung
Zur Erlangung eines optimalen Parametersatzes wird im Filterentwurfsverfahren
ein Optimierungsproblem gelöst. Optimierungsparameter stellen die Entwurfspa-
rameter des Filterverfahrens dar. Die Kostenfunktion wird durch die Schätzgüte
bei der Zustands- und Parameterschätzung deﬁniert. Hierzu wird nachfolgend
ein Szenario deﬁniert und die Kostenfunktion hergeleitet. Im Anschluss werden
das genutzte Optimierungsverfahren und die darin enthaltenen Grundlagen und
Parameter vorgestellt. Abschließend wird die Optimierungsmethodik erläutert.
4.1.1 Szenariodefinition
Die Deﬁnition des Szenarios [Mün12] stellt den Kern der Optimierung zur Auf-
ﬁndung eines optimalen Parametersatzes θ dar, wie in Bild 4-1 dargestellt.
Die in das Szenario eingehenden Parameter stellen die Optimierungsparameter
dar, die hier beispielhaft mit θ zur optimalen Vorgabe der Entwurfsparameter
bei Einsatz einer Scaled-Unscented Transformation angegeben sind. Ausgang des
Szenarios ist ein Kostenfunktionswert, der die Güte des aktuellen Szenarios unter
der Parametrierung θ angibt.
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Bild 4-1: Zusammenspiel zwischen Szenario und Optimierungsverfahren
Das Szenario besteht vor dem Hintergrund dieser Arbeit aus dem Einsatz eines
Sigma-Punkte-Filters zur Zustands- und Parameterschätzung an einem vorlie-
genden Modell. Eingangsgrößen des Modells müssen über Anregungsfälle gege-
ben sein und sind ebenfalls im Szenario eingeschlossen. Hierbei ist es wichtig,
das System über die Anregungsfälle ausreichend anzuregen, da sonst etwaige im
Modell vorhandene Nichtlinearitäten nicht angeregt werden. Das Filter würde,
anders ausgedrückt, um den falschen Arbeitspunkt ausgelegt werden. Notwendi-
ge Messdaten müssen ebenfalls im Szenario enthalten sein und können aus realen
Versuchen auf Basis der Anregungsfälle generiert werden, falls es sich beispiels-
weise um eine Weiterentwicklung handelt oder bereits Prototypen zur Verfügung
stehen. Zwingend erforderlich für diesen Schritt ist allerdings eine Validierung
des im Filter eingesetzten Streckenmodells mit einer hinreichenden Genauigkeit.
Erschwerend bei dieser Art der Parameterbestimmung ist, dass das Strecken-
modell immer Abweichungen zu dem realen System aufweist. Falls kein reales
Experiment durchgeführt werden kann, besteht eine zweite Möglichkeit in der
Generierung von Messdaten anhand eines Modells, das gegenüber dem Filtermo-
dell verändert wurde. Die Deﬁnition des in dieser Arbeit eingesetzten Szenarios
zur Ermittlung von optimalen Entwurfsparametern θ ist in Bild 4-2 dargestellt.
4.2 Ermittlung von Prozess- und Messrauschkovarianzen
Zur vollständigen Deﬁnition des Szenarios müssen bis auf die zu optimierenden
Filterentwurfsparameter alle Parameter festgelegt sein. In den Kapiteln 2 und 3
wurden bereits die Prozess- und Messrauschkovarianzmatrizen eingeführt, mittels
derer ein Vertrauensmaß (siehe auch Abschnitt 3.3) hinsichtlich Messung oder Mo-
dell gegeben ist. Da es sich bei den Sigma-Punkte-Filtern um die Einbettung einer
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Bild 4-2: Szenariodeﬁnition des Oine-Filtereinsatzes zur Optimierung der Ent-
wurfsparameter eines UKF
Methode zur Transformation der statistischen Momente des Zustandsvektors in
den Algorithmus eines Kalman-Filters handelt, erfolgt die Nutzung der Prozess-
und Messrauschkovarianzen äquivalent. Bei der Bildung der Sigma-Punkte im
Falle von additiven Rauschprozessen wird die Notwendigkeit einer geschickten
Vorgabe des Prozessrauschens ersichtlich (vgl. (3-44), (3-45)), deren Berechnung
nachfolgend nochmals dargestellt ist:
P−xx,k =
2n∑
i=0
W
(c)
i
[X ∗i,k|k−1 − xˆ−k ] [X ∗i,k|k−1 − xˆ−k ]T +Rv
Xk|k−1 =
[
xˆ−k xˆk−1 + γ
(√
P−xx,k
)
i
xˆ−k − γ
(√
P−xx,k
)
i
]
.
(4-1)
Zur Bestimmung der A-priori Kovarianz wird die Prozessrauschkovarianz addiert,
die geeignet vorzugeben ist. Verdeutlicht man sich allerdings, dass die Wahl der
Prozessrauschkovarianz Rv bei Nutzung eines UKF mit additiven Rauschprozes-
sen direkten Einﬂuss auf die Matrixwurzel
√
Pxx,k−1 hat, mit der die zur Simu-
lation bestimmten Sigma-Punkte berechnet werden, so ist die Wahl von Rv eine
wichtige Aufgabe. Insbesondere der Fall einer zu großen Wahl von Rv bewirkt in
diesem Fall einen vergrößerten Radius der Sigma-Punkte um den Erwartungswert.
Dies kann zur Erfassung von Modellnichtlinearitäten außerhalb des gewünschten
Arbeitsbereiches führen oder zu nicht auswertbaren Sigma-Punkten. Als Beispiel
kann der unterschiedliche Wertebereich zweier Zustände herangezogen werden.
Variiert Zustand x1 während einer gegebenen Anregung im Wertebereich von
[0, 1e − 3] und x2 im Wertebereich von [0, 1e6], so wäre die Annahme der Ein-
heitsmatrix für Rv nicht optimal. Die Hauptdiagonalelemente Rv,ii mit i = 1, ..., n
und n als Systemordnung spiegeln nach (4-1) und Kapitel 2 ein Vertrauensmaß
in das Modell wider und erweitern die berechnete Fehlerkovarianz, also den Be-
reich, in dem sich der wahre Zustand beﬁndet. Nach dieser Erklärung müssen sich
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die Einträge der Prozessrauschmatrix Rv nach den Wertebereichen der Zustände
richten.
Hinsichtlich der in dieser Arbeit genutzten Modelle und Szenarien ist die relative
Änderung des Zustandes im Hinblick auf zu nutzende Anregungsszenarien ent-
scheidend. Im linken Teil von Bild 4-3 ist ein qualitativer Verlauf des Zustandes
xj über einen deﬁnierten Zeitraum gezeigt, mit den diskreten Abtastungen xj als
roten Kreisen und j = 1, ..., l mit l als Anzahl der diskreten Abtastungen. Die in
diesem entwickelten Verfahren getroﬀene Annahme besteht darin, dass es sich bei
jeder Realisierung des Zustandes xj um eine Gaußverteilung mit Erwartungswert
und Varianz handelt. Der Erwartungswert ist direkt durch den als roten Kreis
dargestellten Wert gegeben und die Varianz durch die Änderung des Zustandes
zum nächsten Zeitschritt mittels
var [xj] =
∣∣∣∣xj+1 − xjM t
∣∣∣∣ (4-2)
angebbar, mit M t als Abtastschrittweite des Verlaufs, was im rechten Teil von
Bild 4-3 als roter Vertrauensbereich dargestellt ist.
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Bild 4-3: Automatisierte Ermittlung der Varianzen eines Zustandes als maxima-
ler Diﬀerenzenquotient des zeitlichen Zustandsänderung
Das Prozessrauschen des i-ten Zustandes Rv0,ii mit i = 1, ..., n und n der System-
ordnung wird nach Auswertung aller Stützstellen als
Rv0,ii = max var [xi] i = 1, ..., n (4-3)
angegeben und entspricht im rechten Teil von Bild 4-3 der grün markierten Va-
rianz. Im Sinne der Zustandsschätzung bedeutet dies, dass, wenn die A-priori-
Hauptdiagonalelemente der Fehlerkovarianz P−xx gegen Null gehen, wir demnach
eine sehr gute Schätzung vorliegen haben und die restliche Unsicherheit durch
max var [xi] gegeben ist, was der maximalen zeitlichen Änderung der Zustände
entspricht.
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Dieses Vorgehen stellt eine weitere Neuerung dieser Arbeit dar und verringert in
erheblichem Maße die Berechnung von ungültigen Sigma-Punkten, die ansonsten
durch das in Abschnitt 3.6 entwickelte Verfahren zu korrigieren wären, und ist
vollständig automatisiert durchführbar.
Um den vorgestellten Charakter eines Vertrauensmaßes in das Modell nicht zu
verlieren, gehen wir nachfolgend von einer unkorrelierten Kovarianz aus, die mit-
tels eines Faktors 0 < FRv < 1 variiert wird und ein Maß für das Vertrauen in
das Modell darstellt. Bei geringem Vertrauen in das Modell ermöglicht der Faktor
durch einen großen Wert die Aufweitung der Kovarianz und somit die Erfassung
von Sigma-Punkten, die weiter vom Erwartungswert entfernt liegen:
Rv = FRv ·Rv0. (4-4)
Die Bestimmung der Messrauschkovarianz Rn erfolgt analog zu der vorgestellten
Form anhand der Modellausgänge und führt auf die Basis des Messrauschens Rn0,
das durch Multiplikation mit dem Faktor FRn das Messrauschen Rn ergibt.
4.3 Optimierung der Entwurfsparameter
Der Kern des Optimierungsproblems ist durch das eingangs deﬁnierte Szenario
gegeben, dessen Eingangsgrößen aus den Entwurfsparametern θ des verwendeten
Filter-Typs bestehen und dessen Ausgang eine die Filtergüte bewertende, noch zu
deﬁnierende Kostenfunktion bildet. Um eine ausreichende Anregung des Systems
zu gewährleisten, müssen allgemeingültige Anregungsfälle im Szenario deﬁniert
werden, die, wie in dieser Arbeit aufgetreten, mit teilweise langen Simulationszei-
ten einhergehen. Die Optimierungsparameter unterliegen dabei Beschränkungen,
wie in Abschnitt 3.2.2 erläutert, und müssen in die Optimierungsstrategie aufge-
nommen werden.
Zur Lösung dieser Aufgabe kommen eine Vielzahl an Optimierungsmethoden in
Betracht, etwa die Anwendung von genetischen Algorithmen, die mit einer gerin-
gen Anzahl an Entwurfsparametern auskommen, Nebenbedingungen einbinden
können und an einem als Black-Box vorliegenden System ableitungsfrei arbei-
ten. Allerdings erkauft man sich dieses grundsätzlich für diesen Fall nutzbare
Verhalten mit einer sehr hohen Anzahl an Funktionsaufrufen, was auch für evo-
lutionäre Algorithmen und Particle-Swarm-Optimierungen gilt. Pattern-Search-
Algorithmen sind ebenfalls in der Lage, an einem als Black-Box vorliegenden Sys-
tem ableitungsfrei nach Optima zu suchen, benötigen dafür allerdings auch eine
hohe Anzahl an Funktionsaufrufen. In [TR12b] zeigte Turner, dass die Anwen-
dung von gradientenbasierten Optimierungsverfahren keine zufriedenstellenden
Lösungen liefert.
In Anlehnung an [Tur11] wird in dieser Arbeit die Gaußprozessoptimierung ge-
nutzt. Diese ist in der Lage, eine Optimierung an einem als Black-Box vorliegen-
den System ableitungsfrei durchzuführen und gleichzeitig nur eine geringe Anzahl
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an Funktionsaufrufen zu benötigen, mit einer hohen Chance auf das globale Op-
timum. Hierzu wird nachfolgend der Gaußprozess, seine Funktionsweise und die
enthaltenen Entwurfsparameter erläutert.
Die Gaußprozessregression wurde durch ein von Daniel Krige im Jahr 1951 entwi-
ckeltes Verfahren in der Geologie bekannt, bei dem Krige den Ort mit der höchsten
Wahrscheinlichkeit auf einen Goldfund vorhersagen wollte, wobei nur vereinzel-
te Bohrungen im Umkreis zur Verfügung standen. Im Gegensatz zu bisherigen
Verfahren, in welchen die Messpunkte antiproportional zu ihrer Entfernung vom
Auswertepunkt eingehen, nutzte Krige die Annahme einer Gaußverteilung der
Messungen, wodurch jede Linearkombination dieser normalverteilten Messungen
eine mehrdimensionale Gaußverteilung erzeugt [Kri51]. Somit ist die Vorhersa-
ge von unbekannten Funktionswerten2 auf Basis von Stützstellen im Sinne einer
Miminum-Varianz Schätzung möglich.
Dieses Verfahren der Vorhersage von Funktionswerten auf Basis von bekann-
ten Stützstellen wird im maschinellen Lernen als Gaußprozessregression bezeich-
net [RW96]. Hierdurch wird auch der Begriﬀ Prozess erklärt, da es oftmals das
Ziel ist, auf Basis von Messungen eines Prozesses die nächsten Messungen vor-
herzusagen.
Im Sinne dieser Arbeit wird der Gaußprozess nicht zur Vorhersage eines zeit-
lichen Verlaufes genutzt, sondern zur Vorhersage des maximalen Wertes einer
Kostenfunktion in Abhängigkeit der Filterentwurfsparameter θ bei einer Szena-
rioauswertung. Im Folgenden wird dieser Zusammenhang zur Vereinfachung als
JF = g(θ) bezeichnet, wobei g(θ) das Szenario unter den Eingangsgrößen θ bildet
und JF den Ausgang des Szenarios als Kostenfunktionswert zur Beschreibung der
Filtergüte3 . Der Gaußprozess wirkt dabei als statistisches Modell des Szenarios
und ist in der Lage, das Ein-/ Ausgangsverhalten des realen Szenarios abzu-
bilden. Hierzu werden Stützstellen θ1, ..., θN mit θRnx×1 mit nx als Dimension
der Eingangsdaten am Szenario simuliert und die Ausgänge JF,1, ..., JF,N gebil-
det. Anhand dieser Stützstellen wird der Gaußprozess trainiert, wobei gilt: Je
mehr Stützstellen, desto besser bildet der Gaußprozess die Funktion nach. Im
Folgenden können Vorhersagen über das Szenarioverhalten getroﬀen, also auch
der Wert θ vorhergesagt werden, der zu einem maximalen Ausgang JF führt, was
einer maximalen Filtergüte in Abhängigkeit der Entwurfsparameter entspricht
und die Anzahl der Auswertungen am Szenario reduziert. Bei der Anwendung
des Gaußprozesses in der vorliegenden Arbeit handelt es sich demnach nicht um
eine reine statistische Aufgabenstellung, vielmehr wird zur Lösung des Optimie-
rungsproblems der Gaußprozess als Ersatzmodell verwendet.
Zur Erreichung dieses Ziels wird im folgenden Abschnitt der Gaußprozess formal
eingeführt. Es wird gezeigt, wie anhand von grundlegender Statistik die Vorher-
2Für Krige war die unbekannte Funktion der Zusammenhang zwischen Bodenparametern und
Goldgehalt.
3Die Herleitung der Größen JF und g(θ) im Sinne der Vorgabe optimaler Parameter für ein
UKF erfolgt im späteren Verlauf in Abschnitt 4.4 .
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sage von Funktionswerten möglich ist und wie Unsicherheiten der Messungen in
den Gaußprozess eingebracht werden können. In Abschnitt 4.3.2 und 4.3.3 wird
der Kern des Gaußprozesses, bestehend aus Kernel-Funktionen, sowie der Einﬂuss
der freien Parameter des Kernels auf den Gaußprozess gezeigt und eine Methode
zur Vorgabe der Kernel-Parameter zur optimalen Vorhersage von Funktionswer-
ten vorgestellt. In Abschnitt 4.3.4 wird gezeigt, wie innerhalb des Gaußprozesses
mit einfachen Mitteln ein Maximum gefunden werden kann, und somit die Brücke
zur Gaußprozessoptimierung geschlagen.
In Abschnitt 4.4 wird das Verfahren der Gaußprozessoptimierung auf die Optimie-
rung an Sigma-Punkte-Filtern angewandt. Hierzu wurde in dieser Arbeit ein voll-
ständiges Vorgehensmodell für eine automatisierte Optimierung entwickelt und
an Sigma-Punkte-Filtern angewandt, was eine weitere Neuerung in dieser Arbeit
darstellt.
4.3.1 Gaußprozess
Ziel dieses Abschnittes ist die allgemeingültige Erläuterung der Funktionsweise ei-
nes Gaußprozesses zur Vorhersage von Gütefunktionswerten des Szenarios an der
Funktion JF = g(θ), wenn von dieser nur diskrete Messungen vorliegen und nur
das Ein-/ Ausgangsverhalten bekannt ist. Hierzu ist im ersten Schritt der Gauß-
prozess mittels Stützstellen an die Funktion JF = g(θ) anzupassen. Basis stellt
die nachfolgend dargestellte multivariate Gaußverteilung einer Zufallsvarialben x
dar, mit |Σ| als Determinante der Kovarianzmatrix:
1-Dim.: x ∼ N (µ, σ2), x, µ, σR
p(x) =
1
σ
√
2pi
exp
(
−(x− µ)
2
2σ2
)
(4-5)
p-Dim.:x ∼ Np(µ,Σ) x, µRp,ΣRp×p
p(x) =
1
(2pi)p/2|Σ|1/2 exp
(
−1
2
(x− µ)TΣ−1(x− µ)
)
. (4-6)
Eine wichtige Eigenschaft ist dabei, dass sich die multivariate Verteilung komplett
mittels Erwartungswert und Kovarianz deﬁnieren lässt [BN06]. Der Gaußprozess
GP nutzt diese Eigenschaft einer multivariaten Gaußverteilung, indem er jedes
Stützstellenpaar θi, JF,i einer Funktion JF = g (θ) als Gaußverteilung auﬀasst,
die eine Unterverteilung einer multivariaten Gaußverteilung bildet. Die Annahme
einer Gaußverteilung für die als Zufallsvariable aufgefasste Stichprobe JF,1 =
g (θ1) führt auf die Darstellung
JF,1 ∼ N (E [g (θ1)] , var [g (θ1)]) . (4-7)
Bei Hinzukommen eines weiteren Stützstellenpaares lässt sich (4-7) auf eine mehr-
dimensionale Zufallsvariable mit Gaußverteilung erweitern und mit[
JF,1
JF,2
]
= N
([
E [g (θ1)]
E [g (θ2)]
]
,
[
var [g (θ1)] k (θ1, θ2)
k (θ2, θ1) var [g (θ2)]
])
(4-8)
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darstellen. Die interessanten Terme stellen die Kovarianzelemente k (θ1, θ2) =
k (θ2, θ1)
′
dar, mittels derer die Beziehung zwischen den Funktionsausgängen JF,1
und JF,2 auf Basis der Eingangsdaten θ1 und θ2 dargestellt wird. Anders aus-
gedrückt: Die Kovarianzelemente enthalten Informationen über das Funktions-
verhalten g bei den Eingangsdaten θ1, θ2. Diese Annahmen lassen sich sehr ein-
fach für die Vorhersage von Funktionswerten nutzen. Nimmt man ein bestimmtes
Verhalten für die Kovarianz an (welches Verhalten dies ist, wird im nächsten
Abschnitt detailliert vorgestellt) und interessiert sich für den Funktionswert JF,2
an der Stützstelle θ2, so lassen sich die Kovarianz k (θ1, θ2) berechnen und eine
Vorhersage von JF,2 tätigen, unter der angenommenen Unsicherheit der Varianz.
Dieses Vorgehen stellt den Grundgedanken eines als Zufallsprozess aufgefassten
Gaußprozess GP dar, mit dem die Funktion g(θ) approximiert werden kann und
die durch Erwartungswert und Kovarianz vollständig deﬁniert ist:
g(θ) ∼ GP (m(θ), k(θ, θ′)) . (4-9)
Hierbei entsprechen m(θ) der Erwartungswertfunktion und k(θ, θ′) der Kovari-
anzfunktion. In den meisten Anwendungen liegen a-priori keine Informationen
über den Erwartungswert der Funktion g(θ) vor, wodurch ohne Einschränkung
der Allgemeinheit der Erwartungswert des Gaußprozesses m(θ) zu Null gesetzt
werden kann [BN06]. Die Annahme des Erwartungswertes zu Null ist zwar ein
übliches Vorgehen, allerdings keinesfalls ein zwingendes. Es stellt allerdings kei-
ne drastische Beschränkung des Gaußprozesses dar, da der A-posteriori-Prozess
nicht auf Null beschränkt ist [RW06], was im Folgenden auch noch gezeigt wird.
Der Gaußprozess wird demnach allein durch die Kovarianzfunktion k(θ, θ′) deﬁ-
niert und beschreibt die Kovarianz zwischen einem Datenpaar der Ausgänge als
Funktion der Eingänge [RW06].
Für die Vorhersage von Funktionswerten anhand des Gaußprozesses werden zu
Beginn Trainingsdaten der Funktion J = g(θ) benötigt, die aus einer endlichen
Zahl an Wertepaaren bestehen:
Stützstellen X = [θ1, ..., θN ]
T
Messwerte Y = [JF,1, ..., JF,N ]
T ,
(4-10)
mit XRN×nx und Y RN×1. Das Ziel ist die Vorhersage von Messwerten JF,∗ an
den noch nicht ausgewerteten Stützstellen θ∗.
Stützstellen X∗ = [θ1∗, ..., θM∗]T
Messwerte Y∗ = [JF,1∗, ..., JF,M∗]T
(4-11)
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Hierzu ist im ersten Schritt die Kovarianzfunktion k(θ, θ′) an allen Kombinationen
der Trainingsdaten auszuwerten, mit K = k(θi, θj),∀ (i, j)  [1, .., N ].
K =

k(θ1, θ1) k(θ1, θ2) · · · k(θ1, θN)
k(θ2, θ1) k(θ2, θ2) · · · k(θ2, θN)
: :
. . . :
k(θN , θ1) k(θN , θ2) · · · k(θN , θN)
 KRN×N (4-12)
Im nächsten Schritt kann die Kovarianzfunktion an allen Kombinationen un-
ter Einbeziehung der vorherzusagenden Stützstellen gebildet werden, mit K∗ =
k(θi, θj∗), K∗∗ = k(θi∗, θj∗),∀ (i, j) {[1, ..., N ]× [1, ...,M ]}.
K∗ = [k(θ∗, θ1), ..., k(θ∗, θN)] K∗RM×N
K∗∗ = [k(θ∗, θ∗)] K∗∗RM×M
(4-13)
Zur Vorhersage der Funktionswerte an den interessierenden Stützstellen X∗ wird
die Eigenschaft des Gaußprozesses aufgegriﬀen, dass jede beliebige, endliche Un-
termenge des Gaußprozesses wiederum eine Gaußverteilung darstellt:[
Y
Y∗
]
∼ N
(
0,
[
K KT∗
K∗ K∗∗
])
(4-14)
Das Interesse liegt nun in der bedingten Wahrscheinlichkeit p(Y∗|Y ), wodurch aus-
gesagt werden kann, wie hoch die Wahrscheinlichkeit einer bestimmen Voraussage
von Y∗ unter den bekannten Daten Y ist, die ebenfalls einer Gaußverteilung folgt
und deren Herleitung im Anhang von [RW06] nachvollzogen werden kann.
Y∗|Y ∼ N
(
K∗K−1Y,K∗∗ −K∗K−1KT∗
)
(4-15)
Die beste Vorhersage des Funktionswertes Y∗ an der Stelle X∗ liegt demnach bei:
Y∗ = K∗K−1Y, (4-16)
mit der zugehörigen Unsicherheit in der Schätzung, die durch die Varianz ausge-
drückt wird:
var [Y∗] = K∗∗ −K∗K−1KT∗ . (4-17)
Aus (4-16) ist zu erkennen, dass, trotz der oben erwähnten A-priori-Annahme
der Erwartungswertfunktion des Gaußprozesses als Null (vgl. (4-14)), der A-
posteriori-Erwartungswert durchaus ungleich Null ist.
Das Vorgehen sei im Anschluss kurz an einer eindimensionalen Funktion g(θ) ge-
zeigt, die in Bild 4-4 links dargestellt ist und deren zu ermittelnder Funktionswert
als cyanfarbenes Kreuz an der Stützstelle θ∗ = 2 markiert ist. Die grau hinterlegte
Fläche stellt die Unsicherheit bzw. die Kovarianz als 95 %-Vertrauensbereich dar.
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Bild 4-4: Unbekannte Zielfunktion (rot dargestellt) mit zu ermittelndem Funk-
tionswert (cyanfarbenes Kreus). Bestehende Messungen der Funkti-
on (blaue Kreuze), initialer Gaußprozess deﬁniert durch Erwartungs-
wert (grüner Verlauf) und Unsicherheit (graue Fläche). Links: Initia-
ler Gaußprozess. Rechts: Trainierter Gaußprozess und Vorhersage des
Funktionswertes an θ∗ = 2 (magentafarbenes Kreuz)
Hierzu stehen Messwerte des Systems (blaue Markierungen) zur Verfügung, nach
denen die Kovarianzmatrizen nach (4-12) und (4-13) berechnet werden können.
Mit ihnen können der Erwartungswert und die zugehörige Unsicherheit nach
(4-16) bzw. (4-17) bestimmt werden.
In Bild 4-4 ist der Erwartungswert des Gaußprozesses als grüne Funktion abgebil-
det. Da es sich um rauschfreie Messungen handelt, bildet der Gaußprozess diese
vollständig ab und die Unsicherheit im Gaußprozess ist gleich Null. Der vorher-
gesagte Funktionswert ist in Bild 4-4 rechts als magentafarbenes Kreuz an der
Stützstelle θ∗ = 2 dargestellt und weist dabei einen geringen Fehler zum realen
Signalverlauf auf.
Im Normalfall treten die Messungen allerdings nicht rauschfrei auf, sondern liegen
als verrauschte Sensordaten vor. Unter der Annahme von additivem, unabhängi-
gem, normal verteiltem Rauschen mit der Varianz σ2 ergibt sich
JF = g(θ) +N (0, σ2). (4-18)
Der Aufbau der Kovarianzmatrizen im Vergleich zu rauschfreien Messungen (vgl.
(4-14)) unterscheidet sich dabei nur durch die Addition der Diagonalmatrix der
Rauschvarianzen [RW06]:
[
Y
Y∗
]
∼ N
(
0,
[
K + σ2I KT∗
K∗ K∗∗
])
. (4-19)
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Durch die Hinzunahme des Rauschprozesses als Maß der Unsicherheit verändert
sich (4-17) bzw. (4-16) zu:
Y∗|Y ∼ N (Y∗, var [Y∗])
Y∗ = K∗
[
K + σ2I
]−1
Y
var [Y∗] = K∗∗ −K∗
[
K + σ2I
]−1
KT∗ .
(4-20)
In Bild 4-5 ist die Vorhersage des Funktionswertes an der Stützstelle θ∗ = 2
dargestellt. Die Trainingsdaten des Gaußprozesses sind allerdings mit additivem
Rauschen überlagert worden. Hierbei ist gut zu erkennen, dass die Messungen,
dargestellt als blaue Kreuze, nicht mehr auf dem wahren Funktionsverlauf liegen.
Durch die Hinzunahme der angenommenen Rauschvarianz in den Gaußprozess
ist im Gegensatz zu Bild 4-4 rechts die Varianz an diesen Stützstellen im Gauß-
prozess nicht mehr Null. Es existiert demnach eine Unsicherheit im Gaußprozess
selbst, wenn über die Stützstelle Messinformationen vorliegen. Die Vorhersage des
Funktionswertes an der Stützstelle θ∗ = 2 stimmt hierdurch auch nicht mehr mit
dem wahren Funktionswert überein.
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Bild 4-5: Vorhersage Funktionswert unter verrauschten Messungen. Blaue Kreu-
ze: Stützstellen; Grün: Erwartungswert Gaußprozess; Grau: Varianz
Gaußprozess; Magenta: Vorhersage; Rot: Ein-/ Ausgangsverhalten g(θ)
Nach [RW96] handelt es sich beim Gaußprozess um ein nichtparametrisches Re-
gressionsverfahren, da a priori keine Annahmen über die Natur der zu lernenden
Funktion gemacht werden müssen, wie in anderen Regressionsverfahren. Die Be-
rechnung der Einträge der Kovarianzmatrizen K,K∗ und K∗∗ erfolgt allerdings
mittels Kernel-Funktionen, von denen eine Vielzahl verschiedener Vertreter exis-
tieren, die wiederum durch interne Hyperparameter4 an die jeweilige Problemstel-
lung angepasst werden können. Somit besteht durchaus die Möglichkeit, mittels
Annahmen über das zugrundeliegende Modell die Vorhersagequalität zu erhöhen,
4Hyperparameter meint in diesem Zusammenhang Parameter des statistischen Modells, um
sie nicht mit Parametern der zu erlernenden Funktion g(θ) zu verwechseln.
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da spezialisierte Kernel für beispielsweise die Anpassung an periodische Funk-
tionen existieren. Hierzu wird im nächsten Abschnitt kurz die in dieser Arbeit
genutzte Kernel-Funktion und der Einﬂuss der enthaltenen Hyperparameter vor-
gestellt.
4.3.2 Kernel-Funktionen und Hyperparameter
In Abschnitt 4.3.1 wurde gezeigt, dass der Gaußprozess einzig von der Kova-
rianzfunktion, auch Kernel genannt, abhängt. Die Wahl der Kovarianzfunktion
bietet dabei einen Freiheitsgrad des Verfahrens, um a priori Wissen über das
System einzubringen [RW06]. Die Grundidee der Kovarianzfunktion besteht in
der Annahme, dass Systemeingänge θ, die eng beieinander liegen, zu ähnlichen
Funktionswerten führen bzw. dass der Funktionswert eines Testpunktes, der dicht
an einem Trainingspunkt liegt, ähnlich dem Funktionswert des Trainingspunktes
ist [RW06].
Als häuﬁgster Vertreter der Kovarianzfunktion kann die Squared Exponential
(SE) genutzt werden. Je geringer bei dieser Funktion der euklidische Abstand
zwischen zwei Punkten θ und θ
′
ist, desto größer wird die Abhängigkeit ihrer
Funktionswerte:
k(θ, θ
′
) = σ2fexp
(
−(θ − θ
′
)2
2l2f
)
. (4-21)
Die Parameter σf und lf werden dabei als Hyperparameter bezeichnet und beein-
ﬂussen die Interpretation der zu approximierenden Daten. lf wird als speziﬁsche
Längenskalierung bezeichnet, mit der die Abhängigkeit der Daten in Bezug zu
ihren Entfernungen eingestellt werden kann. Für große Werte von lf ergibt sich
so eine Mittelung der Messwerte, wodurch sich die approximierte Funktion im-
mer weiter einer Geraden annähert. Durch den Faktor σf lässt sich die maximale
Varianz der Funktion einstellen. Die Wirkung der Faktoren wird im Folgenden
anhand des bereits im letzten Abschnitt vorgestellten Beispiels gezeigt.
In Bild 4-6 sind die mittels der SE-Kovarianzfunktion erzeugten Verläufe bei kon-
stantem Kovarianzparameter σ2f und variablem Längenskalierungsfaktor lf darge-
stellt. Der Gaußprozess kann aufgrund des sehr großen Längenskalierungsfaktors
im linken Bild den Messungen nicht folgen und führt zu einer Ausgleichsfunkti-
on. Im rechten Bild ist lf zu klein gewählt, sodass der Gaußprozess zwischen den
Stützstellen auf Null zurückgeht und eine zu große Unsicherheit im Gaußprozess
besteht.
Die SE-Kovarianzfunktion ist dabei unendlich oft diﬀerenzierbar, was für die spä-
tere Suche nach einem Maximum innerhalb des Gaußprozesses noch sehr wichtig
wird, und stellt den am meisten genutzten Kernel [RW06] dar. Die in (4-21)
dargestellte Kovarianzfunktion kann leicht auf höherdimensionale Probleme er-
weitert werden und bildet den squared exponential with automatic relevance de-
termination-Kernel (SE-ARD), was für diese Arbeit auch notwendig ist, da die
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Bild 4-6: Gaußprozess unter verschiedenen Hyperparametern: Links: lf = 5, σ2f =
1 Rechts: lf = 0.1, σ2f = 1; Blaue Kreuze: Stützstellen; Grün: Erwar-
tungswert Gaußprozess; Grau: Varianz Gaußprozess
Eingangsgröße θ aus den Entwurfsparametern der Filter besteht und beim UKF
beispielsweise durch θR1×3 gegeben ist.
k(θ, θ
′
) = σ2exp
(
−1
2
(θ − θ′)TM(θ − θ′)
)
M = diag(l−2f,1, ..., l
−2
f,n)
(4-22)
Der Längenskalierungsfaktor kann dabei unabhängig für jede Dimension einge-
stellt werden [RW96]. Auf eine ausführliche Herleitung weiterer Kernel-Funktionen
soll an dieser Stelle verzichtet und auf [RW06] verwiesen werden, da in dieser Ar-
beit nur der SE-ARD-Kernel verwandt wird.
In 4.3.1 wurde ausgeführt, dass es sich beim Gaußprozess um ein nichtparametri-
sches Verfahren handelt. Durch die vorgestellten Kovarianzfunktionen und deren
Hyperparameter ist die Möglichkeit der Einbringung von A-priori-Wissen aller-
dings nicht nur gegeben, sondern zwingend erforderlich, da eine schlechte Wahl
zu vollkommen falschen Interpretationen der Daten führen kann [RW06], [BN06].
Allerdings wurde von Rasmussen gezeigt, dass insbesondere die SE-Funktion ex-
zellente Ergebnisse liefert, ohne Kenntnisse über die zugrundeliegende Funktion
einﬂießen zu lassen. Von Ebden wird allerdings in [Ebd08] angeführt, dass die
Kovarianzfunktion trotzdem mit Vorsicht zu bestimmen ist und unterschiedliche
Funktionen erprobt werden sollten.
Im hier vorliegenden Fall handelt es sich bei dem zugrundeliegenden Modell um
das in Abschnitt 4.1.1 deﬁnierte Szenario, dessen Hauptbestandteil das topologie-
orientierte Modell mit unbekannten Nichtlinearitäten oder unbekannten Kompo-
nenten darstellt. Das Einbringen von A-priori-Informationen zur Bestimmung der
Kernel-Funktion sowie der beinhaltenden Hyperparameter ist aufgrund des feh-
lenden Expertenwissens demnach nicht möglich. Die Ermittlung eines optimalen
Wahl der Filter- und Entwurfsparameter 97
Parametersatzes bei feststehender Kovarianzfunktion bei einem zugrundeliegen-
den Black-Box-Modell wird nachfolgend erläutert.
4.3.3 Optimale Vorgabe von Hyperparametern des Kernels
Nach Festlegung auf eine deﬁnierte Kernel-Funktion und der Rauschvarianz σ2
müssen die jeweiligen Hyperparameter der Kernel-Funktion festgelegt werden, wo-
durch weiteres A-priori-Wissen über die zu approximierende Funktion eingebracht
werden kann. Ein großer Vorteil der Gaußprozessoptimierung stellt die Möglich-
keit dar, die Hyperparameter direkt aus den Trainingsdaten zu gewinnen [Sne07].
Der Grundgedanke besteht darin, die Hyperparameter so zu bestimmen, dass
der Gaußprozess in der Lage ist, alle zur Verfügung stehenden Stützstellen wie-
derzugeben. Als Gütemaß allein die Abweichungen zwischen den Messungen an
den Stützstellen und den vorhergesagten Funktionswerten heranzuziehen, ist nach
Bild 4-6 nicht möglich, da der Gaußprozess im rechten Bild zwar sehr gut in der
Lage ist, die Funktionswerte abzubilden, dennoch keine plausiblen Zwischenwer-
te generiert werden und die Kovarianz als Unsicherheit im Gaußprozess viel zu
groß ist. Zur Erzeugung von optimalen Hyperparametern5 wird in der Literatur
([Ebd08], [Sne07], [RW06]) eine Maximierung der log-likelihood Funktion
log
(
p
(
Y |X, [σ2f , lf])) = −12Y TKY − 12 log|K| − p2 log2pi (4-23)
vorgenommen, mit |K| als Determinante von K. Die likelihood Funktion stellt
in diesem Fall die Wahrscheinlichkeit dar, dass die Funktionswerte Y bei vorhan-
denen X unter der Parametrierung
[
σ2f , lf
]
auftreten. Eine Maximierung dieser
Funktion entspricht somit dem wahrscheinlichsten Parametersatz
[
σ2f , lf
]
, unter
dem Y als Funktionswerte von X auftreten. Die Logarithmierung der Likelihood-
Funktion erleichtert dabei die Optimierung. Auf die Herleitung von (4-23) wird
an dieser Stelle verzichtet; sie kann in [RW06] nachvollzogen werden.
Die beiden ersten Terme von (4-23) bilden gegenläuﬁge Kostenfunktionen, um die
in Bild 4-7 dargestellten Fälle zu unterbinden. Die Maximierung von −1
2
Y TKY
führt zu minimalen Abweichungen zwischen Gaußprozess und gemessenen Funk-
tionswerten, wie im rechten Bild von 4-6 dargestellt, während eine Maximierung
von −1
2
log|K| zu einer schwach besetzten Kovarianzmatrix führt, wodurch Oc-
cams razor implizit abgebildet ist und zu dem Verlauf führt, der im rechten Teil
von Bild 4-6 dargestellt ist.
Da die partiellen Ableitungen der log marginal likelihood, mit ζ =
[
σ2f , lf
]
∂
∂ζj
log p(Y |X, ζ) = 1
2
Y TK−1
∂K
∂ζj
K−1Y − 1
2
tr
(
K−1
∂K
∂ζj
)
=
1
2
tr
((
K−1Y Y T
(
KT
)−1 −K−1) ∂K
∂ζj
) (4-24)
5Optimalität im Hinblick auf Erfassung der Stützstellen bei minimaler Varianz
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analytisch gegeben sind, kann auf (4-23) und (4-24) direkt ein gradientenbasiertes
Optimierungsverfahren angewandt werden [Ebd08].
Das globale Maximum kann dabei mit hoher Wahrscheinlichkeit durch mehrfaches
Aufrufen eines gradientenbasierten Optimierers mit zufälligen Startwerten gefun-
den werden. Die Anwendung der log-likelihood Funktion und eine gradientenba-
sierte Optimierung auf das in den letzten Abschnitten gezeigte Beispiel der Ab-
bildung der Funktion g(θ) führt auf die Hyperparameter lf = 0.68199, σ2f = 3.8,
die den in Bild 4-7 dargestellten Gaußprozess bilden. Der Gaußprozess (grüner
Verlauf) läuft zwar nicht durch jedes der blauen Kreuze, welche die verrauschten
Messungen an der unbekannten roten Funktion darstellen, erfassen die Messungen
im Mittel aber sehr gut bei einer minimalen Varianz, die den roten, zu bestim-
menden Verlauf einschließt.
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Bild 4-7: Gaußprozess unter optimierten Hyperparametern: lf = 0.68199, σ2f =
3.8; Blaue Kreuze: Stützstellen; Grün: Erwartungswert Gaußprozess;
Grau: Varianz Gaußprozess; Rot: Ein-/ Ausgangsverhalten g(θ)
4.3.4 Gaußprozessoptimierung
In den letzten Abschnitten wurde gezeigt, dass sich ein Gaußprozess mittels vor-
handener Trainingsdaten, die aus Stützstellen X und Funktionsauswertungen Y
bzw. Messungen an diesen Stellen bestehen, an die unbekannte Systemfunktion
anpassen lässt. Im Anschluss können Funktionswerte am Gaußprozess der un-
bekannten Funktion, an noch nicht ausgewerteten Stützstellen X∗, vorhergesagt
werden. Diese Vorhersage von Funktionswerten Y∗ können interessierende Stütz-
stellen sein oder die gezielte Ausgabe von Stützstellen, deren Funktionswerte
gewünschte Merkmale aufweisen.
In der vorliegenden Arbeit wird in der Funktion g(θ), von der nur das Ein-/
Ausgangsverhalten bekannt ist, das Maximum gesucht, das in Bild 4-8 mit ei-
nem cyanfarbenen Kreis bei x = 1, 6 markiert ist. Das Ziel dieses Abschnittes
ist die Suche der Stützstelle θ∗ = 1, 6 bei der das Maximum der unbekannten
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Systemfunktion g(θ) liegt. Durch die im letzten Abschnitt gezeigte analytische
Ableitbarkeit des Gaußprozesses kann man sehr eﬃzient gradientenbasierte Opti-
mierungsverfahren einsetzen, um das Maximum im Gaußprozess zu ﬁnden, ohne
Ableitungen der unbekannten Systemfunktion g(θ) durchführen zu müssen. Als
Neuerung bei dieser Optimierung an einem Gaußprozess können neben den Infor-
mationen des vorhergesagten Funktionswertes J∗ des Gaußprozesses an der Stütz-
stelle θ∗ mit JF,∗ = GP(θ∗) = K∗K−1Y auch Informationen über die Unsicherheit
des ermittelten Funktionswertes in Form der Varianz var (θ∗) = K∗∗−K∗K−1KT∗
einbezogen werden. Die Funktionsweise soll an dem in den letzten Abschnit-
ten bereits genutzten Anwendungsfall gezeigt werden, der in Bild 4-8 dargestellt
ist. Im linken Plot ist die unbekannte Funktion g(θ) abgebildet, deren Maxi-
mum, markiert als cyanfarbener Kreis, zu ermitteln ist. Zu Beginn sind drei
Stützstellen X = [θ1 = −3, θ2 = 0, θ3 = 3] mit den zugehörigen Funktionswerten
Y = [JF,1, JF,2, JF,3] bekannt und der Gaußprozess, dargestellt als grüner, gestri-
chelter Verlauf, an diesen trainiert. Die Unsicherheit des Gaußprozesses (graue
Fläche) geht an den Stützstellen X auf das Rauschen σ2 zurück und steigt auf
das Maximum, je weiter man sich von den Stützstellen entfernt. Auf den Gauß-
prozess wird im Anschluss ein gradientenbasiertes Optimierungsverfahren ange-
wandt, mit einem zufällig gewählten Startwert aus dem zulässigen Wertebereich
der Eingangsgröße θ, wobei als Zielfunktion
J (θ) = JF (θ) + kw
√
var [JF (θ)]
= GP (θ) + kw
√
var [GP (θ)]
(4-25)
genutzt wird, die in Bild 4-8 als magentafarbener Verlauf abgebildet ist.
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Bild 4-8: Optimierung am Gaußprozess: Schritt 1-2. Rot: Ein-Ausgangsverhalten
g(θ); Grün: Erwartungswert Gaußprozess; Grau: Varianz Gaußpro-
zess; Magenta: Kostenfunktion J(θ) (4-25); Blaue Kreuze: Stützstellen;
Schwarzes Kreuz: Kandidat für Optimum
Die Einbeziehung der Varianz des Gaußprozesses in das Gütemaß des Optimie-
rungsverfahrens bewirkt eine erhöhte Auswertung von bisher unbekannten Ge-
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bieten im Gaußprozess. Anschaulich bedeutet dies, dass Stützstellen im Gauß-
prozess als Maximum der Funktion g(θ) in Betracht gezogen werden, wenn der
Gaußprozess an diesen Stützstellen zwar einen sehr geringen Funktionswert vor-
hersagt, durch eine hohe Unsicherheit in der Vorhersage diese Stützstelle aller-
dings trotzdem als mögliches Maximum angegeben wird. Der Parameter kw stellt
einen dimensionslosen skalaren Gewichtungsparameter ein, mit dem das Verhält-
nis zwischen Erwartungswert und Varianz bei der Gütemaßbildung variiert wer-
den kann. Ein großer Wert von kw bewirkt eine explorative Auswertung, d. h.
unbekannte Gebiete werden bekannten Gebieten mit hohem Funktionswert des
Gaußprozesses bevorzugt und umgekehrt. Unbekannte Gebiete im Gaußprozess
sind Wertebereiche, in denen nur wenige Stützstellen zur Verfügung stehen und
somit die Vorhersagequalität des Gaußprozesses schlechter ist als in Gebieten mit
einer Häufung an Stützstellen.
Im linken Plot von Bild 4-8 ist der auf Basis von (4-25) ermittelte Kandidat eines
Maximums θ∗ mit einem schwarzen Kreuz markiert. θ∗ kann im ersten Schritt
genauso links von θ = 0 liegen, da die Kostenfunktion (4-25) um θ = 0 im
ersten Schritt symmetrisch ist. Der ermittelte Kandidat des Optimums θ∗ wird
daraufhin an der Funktion JF,∗ = g(θ∗) ausgewertet und das Wertepaar dem
bisherigen Gaußprozess zugeführt, wodurch sich der Gaußprozess dem erweiterten
Datensatz X = [−3, 0, 3, θ∗], Y = [JF,1, JF,2, JF,3, JF,∗] anpasst und genauer wird,
wie in Bild 4-8 rechts zu sehen ist, das den nächsten Schritt dieser iterativen
Optimierung darstellt. Im rechten Teil von Bild 4-8 ist der neue Kandidat des
Maximums gezeigt, der den maximalen Wert der magentafarbenen Gütefunktion
markiert.
Dieses Vorgehen wird so lange wiederholt, bis ein gewähltes Abbruchkriterium er-
füllt ist. Kriterien sind dabei durch eine maximale Anzahl an Iterationen gegeben
oder durch den Fall, dass die Gaußprozessoptimierung mehrfach nacheinander
einen Kandidaten für ein Maximum ausgibt, der sich in einem annähernd glei-
chen Wertebereich des letzten Kandidaten beﬁndet, wobei annähernd in diesem
Fall 1 % des Gesamtwertebereiches des Optimierungsparameters θ entspricht. Die
Fortführung der Optimierung aus Bild 4-8 ist in Bild 4-9 dargestellt, wobei in den
letzten drei Bildern das Maximum gefunden wurde und der Kandidat des Maxi-
mums θ∗ nur noch leicht variiert wird, was zum Beenden der Optimierung nach
dem letzten Bild führt.
4.4 Anwendung am Unscented-Kalman-Filter
In diesem Abschnitt werden die im Vorfeld vorgestellten Methoden des Gaußpro-
zesses zusammengeführt. Hieraus entstand als eine Neuerung im Rahmen dieser
Arbeit ein Werkzeug, das beim Einsatz von Sigma-Punkte-Filtern zur Zustands-
und Parameterschätzung in der Lage ist, ein in Abschnitt 4.1.1 deﬁniertes Szena-
rio aufzunehmen und einen optimalen Satz an Filterentwurfsparametern θ auf Ba-
sis von deﬁnierten Anregungsfällen zu generieren. Die in den letzten Abschnitten
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Bild 4-9: Optimierung am Gaußprozess: Schritt 5-8. Rot: Ein-/ Ausgangsverhal-
ten g(θ); Grün: Erwartungswert Gaußprozess; Grau: Varianz Gaußpro-
zess; Magenta: Kostenfunktion J(θ) (4-25); Blaue Kreuze: Stützstellen;
Schwarzes Kreuz: Kandidat für Optimum
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genutzte Funktion g(θ) stellt bei der Anwendung zur Ermittlung eines optimalen
Filterentwurfsparametersatzes das vorgestellte Szenario dar, mit den Eingangs-
größen der ﬁlterspeziﬁschen Entwurfsparameter θ und der Kostenfunktion JF (θ)
zur Bewertung der Filtergüte, die zur Anwendung in der Gaußprozessoptimierung
in der Form J (θ) = JF (θ) + kw
√
var [JF (θ)] genutzt wird.
Als Kostenfunktion zur Bewertung der Filtergüte liegt es nahe, direkt den Fehler
aus geschätzten und aus dem Szenario vorliegenden Zuständen zu nutzen und
entsprechend
J(θ) =
T∑
k=0
|xk − xˆk| (4-26)
über den zeitlichen Verlauf aufzusummieren, wobei xk den Zustand des Systems
zum Zeitschritt k darstellt und xˆk die Schätzung des Filters zum Zeitschritt k. Bei
der Nutzung von realen Systemdaten ist allerdings eine Angabe der Zustände fast
unmöglich oder nur mit unvertretbarem Aufwand. Als oftmals genutzte Fehler-
funktion zur Bewertung der Schätzgüte von Kalman-Filtern kann die likelihood
Funktion des Prädiktionsschrittes des Filters angegeben werden, der in Analogie
zu der in Abschnitt 4.3.3 vorgestellten likelihood-Funktion für jeden Zeitschritt
ein Feedback über die Schätzgüte des Filters liefert, ohne auf Zustandsdaten des
Systems zurückgreifen zu müssen, und durch
J(θ) =
kend∑
k=1
(yk − yˆk)TP−yy,k(yk − yˆk) + log|P−yy,k| (4-27)
gegeben ist, mit yk als Messungen zum Zeitschritt k, yˆk als geschätzte Messungen
und Pyy,k als Kovarianzmatrix der geschätzten Messungen. Eine Maximierung der
Gütefunktion J(θ) aus (4-27) bewirkt eine Maximierung der Wahrscheinlichkeit,
dass die vorhergesagten Messwerte yˆk, die auf der A-priori-Zustandsschätzung xˆ
−
k
basieren, mit den gemessenen bzw. aus dem Szenario stammenden Messwerten
yk übereinstimmen.
4.4.1 Trainingsdaten
Zur Initialisierung des Gaußprozesses müssen einige Stützstellen X und Messwer-
te Y des Szenarios vorhanden sein, die im Folgenden als Trainingsdaten bezeichnet
werden und aus Simulationen des Szenarios oder Versuchsdaten stammen.
Hierzu werden im ersten Schritt die Wertebereiche der zu optimierenden Para-
meter gesetzt, bei denen es sich um die Entwurfsparameter des Sigma-Punkte-
Verfahrens handelt, die in Abschnitt 3.1 vorgestellt wurden. Beispielhaft aufge-
führt wird hier das SST-Verfahrens (vgl. Abschnitt 3.2.3). Als Optimierungspa-
rameter müssen dabei θSST = [W0, α, β] bestimmt werden, wodurch sich die Di-
mension d des Optimierungsparametervektors zu d = 3 ergibt. Als zu ermittelnde
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Trainingsdaten sollten eine möglichst geringe Anzahl an Simulationen durchge-
führt werden, die den Optimierungsparameterraum gleichzeitig möglichst weit-
räumig erfassen. Hierzu werden Ränder und Mittelpunkte des (Hyper-)Würfel-
Parameterraumes herangezogen, wie in Bild 4-10 dargestellt. Liegen keine realen
Versuchsdaten vor, werden in dieser Arbeit die Wertebereiche in Abhängigkeit
des gewählten Filters automatisch gesetzt, der daraus resultierende Parameter-
raum aufgebaut und das Szenario mit den Entwurfsparametern θ der Eck- und
Mittelpunkte des Parameterraumes simuliert.
Bild 4-10: Würfelparameterraum bei dreidimensionalem Optimierungsparameter-
raum zur Ermittlung der Trainingsdaten zur Gaußprozessinitialisie-
rung
Bei diesen Fällen kann es zu Parameterkonstellationen θ in Verbindung mit dem
unbekannten Modell der Zustands- und Parameterschätzung kommen, die zu ei-
nem Filterabbruch führen. In diesen Fällen kann das Gütemaß nach (4-27) nicht
gebildet werden, da es keine vergleichbare Basis zu den übrigen Auswertungen
bietet. Als eine Neuerung in dieser Arbeit werden, um eine weitere Auswertung
dieser Punkte im Parameterwürfel der Optimierung zu bestrafen, nach Ab-
schluss der Ausführung aller 3d Trainingsauswertungen die Gütefunktionswerte
der abgebrochenen Szenarioauswertungen JError (θ) auf das Minimum der kor-
rekten Auswertungen JMin (θ) abzüglich 10 % der Spannweite der ermittelten
Gütefunktionswerte gesetzt:
Jerror(θ) = Jmin(θ)− 0.1 · (Jmax(θ)− Jmin(θ)) . (4-28)
Das Gütemaß Jmax(θ) entspricht dabei dem maximalen Gütemaß der Szenarioaus-
wertungen der Trainingsdaten, was deren bisherigem Optimum entspricht. Somit
ist garantiert, dass Parameterkonstellationen, die zu instabilem Filterverhalten
führen, für das Optimierungsverfahren uninteressant sind und gleichzeitig der
Gaußprozess keine unnötig großen Wertebereiche der Trainingsdaten approximie-
ren muss. Das hier beschriebene Vorgehen, das nachfolgend als Initialisierung
benannt wird, ist in Bild 4-11 dargestellt.
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Bild 4-11: Vorgehen zur Initialisierung des Gaußprozesses. a) Festlegung der Op-
timierungsgrößen und ihrer Wertebereiche, b) Bestimmung der Ecken
und Kanten bzw. Flächen- und Volumenmittelpunkte des Optimie-
rungsparameterraumes, c) Simulation des Szenarios aus den vorab er-
mittelten Trainingsstützstellen, d) Initiales Training des Gaußprozesses
mit den ermittelten Stützstellen und Funktionswerten
4.4.2 Optimierung zur Maximafindung und Abbruchbedingung
Nach der Initialisierung des Gaußprozesses kann die in Abschnitt 4.3.4 hergelei-
tete Optimierungsstrategie mittels der in Abschnitt 4.4 gezeigten Kostenfunktion
des Kalman-Filters am Szenario gestartet werden. Ziel ist die Suche nach einem
Kandidaten θ∗ für ein mögliches Optimum des Szenarios, wobei der Benutzer den
voreingestellten Wert der Gütefunktionsgewichtung kw aus (4-8) verändern kann.
Zur Erhöhung der Wahrscheinlichkeit, dass das gradientenbasierte Optimierungs-
verfahren nicht in einem lokalen Optimum hängenbleibt, wird das Verfahren c-
mal mit Zufallsstartwerten aus dem Optimierungsparameterraum gestartet. Als
Kandidat für ein wahrscheinliches Maximum θ∗ wird die Stützstelle mit dem ma-
ximalen Gütefunktionswert der c-Iterationen ausgegeben. Der Kandidat θ∗ wird
daraufhin am Szenario ausgewertet und das daraus resultierende Wertepaar dem
Gaußprozess zur Verfeinerung zugeführt. Dieses Vorgehen wird solange ausge-
führt, bis die maximale Anzahl an Funktionsaufrufen M erreicht wurde, die vom
Nutzer festzulegen ist, oder bis das Maximum durch mehrfaches, aufeinanderfol-
gendes Aufrufen eines ähnlichen6 Kandidaten für das Maximum gefunden wurde.
Ist eine der Abbruchbedingungen erfüllt, wird der Parametersatz mit dem ma-
ximalen Funktionswert als Optimum des gewählten Filters unter den deﬁnierten
Anwendungsszenarien ausgegeben. Das hier beschriebene Vorgehen wird nachfol-
gend mit dem Begriﬀ Optimierung benannt und ist in Bild 4-13 dargestellt.
Die Anwendung der internen Optimierung des Gaußprozesses, um optimale Hy-
perparameter der Kovarianz σ2f und der Längenskalierung l zu generieren, wird
unter zwei Bedingungen gestartet, die beide erfüllt sein müssen. Zum Ersten müs-
sen für eine Optimierung des Gaußprozesses genügend Stützstellen vorliegen, was
in dieser Arbeit erzeugten Trainingsdaten von 3d Stützstellen entspricht, womit
6Ähnlich heißt in diesem Fall: 1 % des Parameterraumes um den letzten Kandidaten.
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nach der Initialisierung eine erste Optimierung der internen Hyperparameter ge-
startet wird.
Die zweite Bedingung zur Anwendung der internen Optimierung besteht in einem
schlecht konditionierten Gaußprozess, was bedeutet, dass der Gaußprozess nicht
in der Lage ist, die Gesamtheit der Stützstellen abzubilden, wie der linke Plot
von Bild 4-12 zeigt.
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Bild 4-12: Gaußprozess unter verschiedenen Hyperparametern: Links: lf =
0.2, σ2f = 1; Rechts: lf = 0.2, σ
2
f = 5; Blaue Kreuze: Stützstellen; Grün:
Erwartungswert Gaußprozess; Grau: Varianz Gaußprozess; Rot: Ein-/
Ausgangsverhalten g(θ)
Erkannt wird ein schlecht konditionierter Gaußprozess, wenn die Abweichung der
Vorhersage von Funktionswerten des Gaußprozesses zu den gemessenen Werten
außerhalb des 95 % Vertrauensbereichs liegt. Anders ausgedrückt: Wenn die ge-
messenen Funktionswerte durch den Gaußprozess nicht erfasst werden und gleich-
zeitig nicht in dem Unsicherheitsbereich liegen, was in Bild 4-12 links durch die
grau hinterlegte Fläche gezeigt ist. Erfasst wird dieser Fall, wenn die Bedingung
|GP (θi)− yi| > ε i = 1, ..., nZ (4-29)
mit nZ als Anzahl der Stützstellen und
ε ≈ 1.96 ·
√
var(GP(θi))
≈ 1.96 ·
√
K (θi)∗∗ −K (θi)∗K (θi)−1K (θi)T∗
(4-30)
erfüllt ist. Notwendig wird dieser Schritt, wenn durch neu hinzukommende Stütz-
stellen ein Verhalten auftritt, das durch die vorher bestehenden noch nicht erfasst
wurde. Die Erfassung des im rechten Plot von Bild 4-12 dargestellten Falls ist
durch (4-29) nicht möglich, aber auch nicht nötig, da dies durch die Optimie-
rungsmethodik der Hyperparameter aus Abschnitt 4.3.3 unterbunden wird.
106 Kapitel 4
Die Einbindung dieses Verfahrens in die Gesamtoptimierung wird als Lernverfah-
ren bezeichnet, da es anhand immer neuer Daten, welche durch die Gaußprozes-
soptimierung geliefert werden, ein immer besseres Approximationsverhalten der
wahren Funktion g(θ) erlernt, wodurch immer eﬃzienter nach einem möglichen
Maximum von g(θ) gesucht werden kann.
Das gesamte Verfahren der M -maligen Optimierung am Gaußprozess, mit der
c-maligen internen Optimierung zur Suche eines Kandidatens θ∗, ist in Bild 4-13
dargestellt, in dessen Zentrum das Lernverfahren zur Optimierung der Hyperpa-
rameter des Gaußprozesses eingebettet ist.
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Bild 4-13: Vorgehen der Gaußprozessoptimierung zur Ermittlung eines optimalen
Parametersatzes zum Filterentwurf
Zusammenfassend wurde in dieser Arbeit erstmalig ein Verfahren für die vollau-
tomatische Auslegung der Entwurfsparameter von Sigma-Punkte-Filtern entwi-
ckelt, das auf einer Gaußprozessoptimierung und der Anwendung von Szenarien
basiert. Der Benutzer muss im ersten Schritt nur das eingangs deﬁnierte Szena-
rio laden, woraufhin Wertebereiche der Optimierungsparameter in Abhängigkeit
des genutzten Sigma-Punkte-Filters gesetzt, Trainingsdaten generiert und ausge-
wertet werden, der Gaußprozess initial trainiert und im Anschluss die eigentli-
che Optimierung am Gaußprozess gestartet wird, unter fortlaufender Kontrolle
der Approximationsgüte des Gaußprozesses und einer, falls erforderlich, Optimie-
rung der Hyperparameter der Kernel-Funktion. Zum Abschluss werden die pro-
blemspeziﬁschen, optimierten Entwurfsparameter ausgegeben und intern für die
Weiterverwendung im Filter abgelegt. Der Benutzer muss zur Ermittlung dieser
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Entwurfsparameter kein Expertenwissen über das Modell, die Filtertechnologie
oder die Optimierungstechnik besitzen. Über veränderbare Wertebereiche oder
Abbruchkriterien der Optimierung kann allerdings A-priori-Wissen eingebracht
werden, ebenso über die Festsetzung der Faktoren FRn und FRv , die das Vertrau-
en in Messung oder Modell widerspiegeln. Sollten auch hierüber keine Kenntnisse
vorliegen, können diese Faktoren neben den Entwurfsparametern ebenfalls der
Optimierung übergeben werden.

Auslegungsmethodik 109
5 Auslegungsmethodik
In diesem Kapitel wird eine Entwurfsmethodik für die Zustands- und Parameter-
schätzung an topologieorientiert erstellten Modellen vorgestellt. Hierzu werden
die in den letzten Kapiteln erläuterten Verfahren in den Gesamtkontext einge-
ordnet und um notwendige Ergänzungen erweitert. Anforderungen stellen die
bereits in Abschnitt 1.3 deﬁnierten Punkte dar. Die entwickelte Methodik lässt
sich dabei in vier Phasen gliedern, die in Bild 5-1 dargestellt sind.
Bild 5-1: Viergeteilte Entwurfsmethodik zur Auslegung von Sigma-Punkte-Filtern
an Black-Box-Modellen
Im linken Abschnitt ist der viergeteilte Filterentwurfsprozess abgebildet, der sich
in die Phasen Modelleinbindung, Filterentwurf, Systemtest und Codegenerierung
unterteilt. Der rechte Teil von Bild 5-1 stellt die Betriebsphase des Filters dar,
die sowohl oine als auch online durchführbar ist. In den folgenden Abschnitten
werden die einzelnen Abschnitte der Methodik erläutert und die vorgestellten
Werkzeuge eingegliedert bzw. um weitere Verfahren erweitert.
Für alle Phasen der Entwurfsmethodik zu Auslegung, Test und Export von Sigma-
Punkte-Filtern muss eine Schnittstelle bereit gestellt werden, die in der Lage ist,
ein topologieorientiert erstelltes Streckenmodell, das in diesem Fall unter Dymola
erzeugt wurde, einzubinden und die notwendigen Funktionen zur Filterfunktio-
nalität bereitzustellen. Hierzu zählen:
 Ermittlung der Systemordnung, der Zustände und ihre modellinterne Be-
zeichnung.
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 Ermittlung der Ein- und Ausgänge des Systems.
 Ermittlung von zu schätzenden Parametern im Modell, nebst zugehörigen
Grenzbereichen.
 Neubesetzung des Zustandsvektors.
 Simulation des Modells um beliebige Zeitspannen.
 Auslesen des Zustandsvektors aus dem Modell.
 Echtzeitfähigkeit der Schnittstelle.
Als geeignete Schnittstelle und Austauschformat wird das Functional-Mockup-
Interface (FMI) genutzt, das nachfolgend kurz vorgestellt wird.
5.1 Das Functional-Mockup-Interface
Bei dem Functional-Mockup-Interface (FMI) handelt es sich um ein Austausch-
format für Modelle, das von der Daimler AG initialisiert und vorangetrieben
wird und im MODELISAR-Projekt ITEA2 entwickelt wird. Der Grundgedanke
besteht in der Schaﬀung eines oﬀenen Standards zur Modellableitung von Zuliefe-
rern, deren Modelle in unterschiedlichen Entwicklungsumgebungen erstellt wur-
den, weshalb ihre Kopplung sich als schwierig erweist [BOA+11], [Cho13]. Für
unterschiedliche Entwicklungsumgebungen existieren dabei bereits eine Vielzahl
an Schnittstellen, wie die s-function für MATLAB/Simulink. Die Kopplung von
Modellen mit solchen Schnittstellen ist allerdings nur mit großem Aufwand mög-
lich. Die Functional-Mockup-Unit (FMU) beinhaltet das FMI und besteht aus ei-
ner modellbeschreibenden xml-Datei und einer die Funktion enthaltenden dll. Die
Kopplung unterschiedlicher FMUs ist auf Basis der standardisierten Funktionen
innerhalb der FMU möglich, die beispielsweise einen zentralen Datenaustausch
unter den FMUs und deren Auswertung ermöglicht, wie in Bild 5-2 dargestellt.
Bild 5-2: Möglichkeit zur Kopplung unterschiedlicher Modelle mittels des FMI-
Standards [Quelle:Daimler AG]
Unterschiedliche Tools zur modellbasierten Entwicklung nutzen bereits den FMI-
Standard wie Adams, CATIA, MapleSim genauso wie eine Reihe namhafter Un-
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ternehmen: Atego, BOSCH, Daimler und Dassault Systèmes [BOA+11]. Der Mo-
dellexport aus dem Entwicklungstool kann dabei auf unterschiedliche Weise er-
folgen: Zum Einen als Model Exchange FMI und zum Anderen als Co-Simulation
FMI. Der Unterschied beider Austauschformate liegt in der Solveranwendung.
Beim Export als Co-Simulation FMI wird ein geeigneter Solver direkt von der
Modellentwicklungsumgebung in die FMU eingebettet. Bei der Einbindung der
FMU durch ein Mastertool wird diese nur noch mit Eingangsdaten beaufschlagt
und die Simulationsergebnisse zu deﬁnierten Zeitpunkten abgefragt (siehe Bild
5-3) [Con10a]. Bei dem Export als Model Exchange FMI wird die FMU ohne Sol-
ver exportiert, stellt allerdings alle notwendigen Schnittstellen zur Lösung mittels
externer Solver bereit, die vom Mastertool genutzt werden. Zum Zeitpunkt dieser
Arbeit steht die FMU-Version 1.0 zur Verfügung, die beim Export als Model Ex-
change das System als ordinary diﬀerential equation (ODE) beinhaltet [Con10b].
Modeling tool
topological
modeling
DLL
FMU
Solver
multi-domain 
modeling
FMI standard
object oriented
modeling
e.g. Dymola
Master tool
DLL
FMU
Master tool
Solver
Bild 5-3: Model Exchange FMI und Co-Simulation FMI als Austausformate der
Modellentwicklungsumgebung
Das Anwendungstool Dymola unterstützt ebenfalls den Export von Model Ex-
change- und Co-Simulation FMI. Zum Zeitpunkt dieser Arbeit stellt das Co-
Simulation Format nur einen Solver zur Verfügung. Bei diesem handelt es sich
allerdings um den Sundials-Solver CVODE, der einen Multistep-Solver darstellt
und somit keine echtzeitfähige Schnittstelle ermöglicht. Aus diesem Grund erfolgt
der Export als Model Exchange FMI, das unter dem Mastertool MATLAB gelöst
wird, was die Entwicklung eines Interfaces zur Einbindung von Model Exchange-
FMUs unter MATLAB voraussetzt und im nächsten Abschnitt beschrieben wird.
5.1.1 MATLAB-Interface zur FMU-Ansteuerung
Die FMU-Einbindung unter MATLAB/Simulink erfolgt auf Basis eines Software
Development Kit (SDK) von Qtronic [PC14]. Das SDK wurde dabei um einige
Funktionen zur Nutzung unter MATLAB und ﬁlterspeziﬁschen Anforderungen
erweitert, wie in [STK13a] und [STK13b] gezeigt. Hierzu zählen die Identiﬁkation
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der Ein- und Ausgänge, der Identiﬁkationsparameter, der Zustände des Systems
sowie die Erweiterung um ein MATLAB-Interface, das die Ansteuerung der FMU
aus MATLAB ermöglicht. Die Gesamtarchitektur der entwickelten Schnittstelle
zur Einbindung von Modellen unter MATLAB, die als FMU vorliegen, ist in Bild
5-4 dargestellt.
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• set simulation time
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• …
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Bild 5-4: Entwickeltes Interface zur Einbindung von FMU-Modellen in MATLAB
zur Nutzung in Filteralgorithmen oder weiteren modellbasierten Techni-
ken
Ausgehend von dem Modellentwicklungstool, das den FMI-Standard beinhaltet
und in diesem Fall durch Dymola gegeben ist, erfolgt die Ableitung derModel Ex-
change FMU, bestehend aus systembeschreibender xml - und modellenthaltender
dll -Datei. Die Einbindung der erstellten FMU in das entwickelte Interface erfolgt
durch den Funktionsaufruf aus MATLAB, woraufhin die xml analysiert und die
dll geladen wird. Daraufhin stehen alle Funktionsaufrufe, die der FMI-Standard
und die Erweiterung bieten, zur Verfügung.
Mittels der Analyse der systembeschreibenden xml-Datei können die benötigten
Größen zur Filteranpassung gewonnen werden. In dieser Arbeit werden mittels
eines entwickelten Interfaces in einem Pre-processing-Schritt die xml-Datei ana-
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lysiert und alle für die Filterinitialisierung, die Filterauslegung und den Filterbe-
trieb notwendigen Größen ermittelt:
[n, nu, ny, np, npbounds, init] = Init FMU(Auswahl FMU). (5-1)
Der Parameter n bezeichnet die Systemordnung und die Bezeichner, nu bzw. ny
die Anzahl Ein- und Ausgänge, np und npbounds die Anzahl und die Bezeichner
der Schätzparameter mit zugehörigen Parametergrenzen und init die im Modell
gewählten Initialisierungswerte des Zustandsvektors. Auf Basis der entwickelten
Initialisierung ist die eingangs in Abschnitt 5 deﬁnierte Anforderung I erfüllt,
sodass unbekannte Modelle eingebunden und alle notwendigen Informationen für
die Filterauslegung und den Filterbetrieb automatisiert ermittelt werden können.
Die Transformation des Zustandsvektors entsprechend (3-43) und (3-46) stellt
die Kernanforderung zur Realisierung der vorgestellten Sigma-Punkte-Filter dar
und kann durch im FMI-Standard implementierte Funktionen realisiert werden.
Zur Transformation der Sigma-Punkte wird innerhalb des Interfaces mittels der
Funktion fmiSetValue der übergebene Sigma-Punkt als Zustandsvektor des Mo-
dells gesetzt und das Modell im Anschluss mit der Funktion fmiDoStep von der
Startzeit tstart bis zur angegebenen Endzeit tend simuliert. Der transformierte
Sigma-Punkt wird im Anschluss mittels der Funktion fmiGetValue ausgelesen
und abgespeichert. Der im Filteralgorithmus implementierte Interface-Aufruf er-
folgt mittels
for i = 1 : 2n+ 1[X ∗i,k|k−1] = Transform (Xi,k−1, uk−1, tstart, tend)
end for;
(5-2)
und übergibt die zu transformierenden Sigma-Punkte Xi,k−1 sowie die Start- und
Endzeit tstart bzw. tend. Den Rückgabewert stellt der transformierte Sigma-Punkt
X ∗i,k|k−1 dar.
Die Anforderung V nach Abschnitt 1.3 zur Nutzung in Echtzeitanwendungen ist
zum Einen durch die Anwendung von Sigma-Punkte-Filtern erfüllt, bei denen
in dieser Arbeit nur Sigma-Punkte-Varianten eingesetzt werden, die mit einer
geringen Anzahl an Sigma-Punkten und damit an zu transformierenden Stütz-
stellen der Verteilungen arbeiten. Zum Zweiten erfolgt die Integration der als
ODE vorliegenden FMU mittels eines Explizit-Euler-Algorithmus mit einstell-
barer Schrittweite, wodurch die Echtzeitfähigkeit seitens der Modellsimulation
gewährleistet ist.
Das entwickelte Interface ist für weitere Anwendungen oﬀen, wie beispielswei-
se eine halbautomatisierte Modellidentiﬁkation und -validierung, die in [KST14]
vorgestellt wurde, oder die Kopplung von als FMU vorliegenden Modellen aus
unterschiedlichen Tools.
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5.2 Modelleinbindung
Mit dem im letzten Abschnitt entwickelten Interface ist es möglich, eine FMU un-
ter MATLAB einzubinden und alle für die Initialisierung des Filters notwendigen
Größen zu ermitteln. Hierzu zählen die Anzahl der Zustände sowie die Anzahl der
Ein- und Ausgänge nebst deren Bezeichnern, die im Modellierungsprozess festge-
legt wurden. Ist das Modell für eine Parameterschätzung vorgesehen, werden die
zu bestimmenden Parameter automatisch erkannt. Dies erfolgt mittels eines im
Modellierungsprozess angegebenen Keywords, das bei der Initialisierung der FMU
erkannt wird, woraufhin der zugehörige Parametername ausgelesen wird. Sollten
Initialisierungswerte in der FMU abgelegt sein, werden diese direkt als Startwer-
te einer Parameterschätzung übergeben. Angegebene Parametergrenzen werden
dabei ebenfalls dem Modell entnommen. Die Wertebereiche der zu schätzenden
Parameter entsprechen dabei den Parametergrenzen und werden dem in 3.6 vor-
gestellten Verfahren zur Beschränkung der Sigma-Punkte mittels Reskalierung
zur Verfügung gestellt. Vom Anwender sind für die Durchführung dieser Schritte
nur die zu nutzende FMU und das in Abschnitt 4.1.1 deﬁnierte Szenario einzula-
den. Anhand der erkannten Schätzparameter muss der Nutzer die Entscheidung
treﬀen, ob diese auf den im Modell festgelegten Initialisierungswerten verbleiben
sollen oder ob eine Parameterschätzung angewandt wird. Im Falle der Parame-
terschätzung werden alle Filtergrößen zur Anwendung des Joint-Kalman-Filters
erweitert und die Nebenbedingungen eingebunden. Der abschließende Ablauf der
Modelleinbindung ist in Bild 5-5 dargestellt.
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Bild 5-5: Einzelphasen in dem Entwurfsschritt der Modelleinbindung zur Filter-
auslegung
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Automatisiert durchführbare Schritte sind grün gekennzeichnet. Abschnitte, in
denen Nutzereingaben notwendig sind, erscheinen in Blau. Aus der Beschreibung
der Modelleinbindung ist ersichtlich, dass beim Nutzer keine Expertenkenntnisse
über das zugrundeliegende Modell vorhanden sein müssen. Alle ﬁlterimmanenten
Größen werden mittels des entwickelten Interfaces automatisiert aus der FMU
ermittelt und stehen für die weiteren Schritte der Auslegung und des Betriebs
zur Verfügung. Die Anpassung des Filters an das in der FMU vorliegende Modell
und an Anwendereingaben wie Parameterschätzungen erfolgt vollautomatisch.
Die Anwendung der Klasse der Sigma-Punkte-Filter erfüllt in diesem Zusam-
menhang auch direkt die unter Abschnitt 1.3 gestellte Anforderung II, dass mit
starken Nichtlinearitäten des Modells umgegangen werden können muss. Durch
das im Rahmen dieser Arbeit entwickelte Verfahren der Erkennung und Korrek-
tur von ungültigen Sigma-Punkten, das in Abschnitt 3.6 vorgestellt wurde, ist
die Anforderung VI ebenfalls erfüllt, dass insbesondere im Rahmen einer Para-
meterschätzung keine ungültigen Sigma-Punkte berechnet werden, die bei der
Simulation des Modells zu Instabilitäten und somit zum Abbruch des Filters füh-
ren.
5.3 Filterentwurf
Nachdem im letzten Abschnitt mittels des entwickelten Interfaces alle notwendi-
gen Informationen automatisiert aus dem als FMU vorliegenden Modell gewonnen
wurden, kann nachfolgend die Auslegung des Filters erfolgen. Im ersten Schritt
erfolgt die Ermittlung der Basiskovarianzen des Prozess- und Messrauschens Rv0
bzw. Rn0 entsprechend Abschnitt 4.2 auf Basis der im Szenario deﬁnierten An-
regungen. Vom Anwender sind im Anschluss die Faktoren FRn bzw. FRv zu deﬁ-
nieren, durch die das Vertrauensmaß auf das Modell oder die Messungen gesetzt
werden kann. Sind vom Anwender keine Eingaben zu den Faktoren möglich, wer-
den diese der im späteren Verlauf des Filterentwurfs genutzten Gaußprozessopti-
mierung als weitere Entwurfsparameter übergeben.
Im nächsten Schritt erfolgt die Auswahl des zu nutzenden Filteralgorithmus
des CDKF, des CKF bzw. des UKF mit seinen Varianten der Sigma-Punkte-
Berechnungsmethoden der SUT oder SST. Wird keine Auswahl vorgenommen,
wird das UKF mit dem SST-Verfahren genutzt, da dieses in den Anwendungen
dieser Arbeit bessere Ergebnisse als CDKF und CKF erzielt hat und eine geringere
Rechenbelastung als das SUT-Verfahren des UKF aufweist. Die jeweiligen Ent-
wurfsparameter des entsprechenden Sigma-Punkte-Verfahrens werden automati-
siert der Gaußprozessoptimierung zur Verfügung gestellt. Im Anschluss erfolgt,
wie in Abschnitt 4.4.1 vorgestellt, die Berechnung der initialen Stützstellen, die im
Anschluss an das Szenario ausgewertet werden und ein initiales Gaußprozesstrai-
ning ermöglichen. Nach dem initialen Training erfolgt die Suche des Maximums
im Gaußprozess mittels einer gradientenbasierten Optimierung. Nach dem Auﬃn-
den eines vermeintlichen Maximums wird die Stützstelle im Szenario ausgewertet
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und dem Gaußprozess zugeführt, wodurch dieser sich weiter dem Szenario annä-
hert (siehe auch Abschnitt 4.4.2). Die Optimierung wird bis zum Erreichen der
maximalen Funktionsaufrufe durchgeführt bzw. bis das Abbruchkriterium zum
gefundenen Optimum im Gaußprozess greift, wie in Bild 4-13 dargestellt. Somit
ist es möglich, ohne Eingriﬀ eines Modellierungs- oder Regelungstechnikexperten
eine optimale, problemspeziﬁsche Einstellung der Filterentwurfsparameter vorzu-
nehmen, wie Bild 5-6 zeigt. Die Ermittlung von problemspeziﬁschen, optimalen
Entwurfsparametern des Filters kann durch den Anwender übersprungen und die
Entwurfsparameter manuell angegeben werden.
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Bild 5-6: Einzelphasen in dem Entwurfsschritt der Filterauslegung mit Ermitt-
lung der Prozess- und Messrauschkovarianzen Rv bzw. Rn; Auswahl
des Sigma-Punkte- bzw. Filterverfahrens und Optimierung der Filter-
entwurfsparameter θ
Während der gesamten Anwendung des in Kapitel 4 entwickelten modellbasier-
ten Optimierungsverfahrens sind keine Eingriﬀe vom Anwender vorzunehmen,
wodurch die Forderung nach einer maximalen Automatisierung des Entwurfspro-
zesses und Anforderung III aus Abschnitt 1.3 erfüllt sind. Durch die optimale
Einstellung der Entwurfsparameter zur Erfassung von Informationen über höhe-
re statistische Momente wird ebenfalls Anforderung II untermauert.
5.4 Systemtest
Nach der automatisierten Einbindung des Modells über das entwickelte Inter-
face in MATLAB und der daraufhin stattﬁndenden Auslegung und Ermittlung
optimaler Parametrierungen muss die ermittelte Parametrierung hinsichtlich der
Filtergüte getestet werden, deren sequentieller Ablauf in Bild 5-7 links dargestellt
ist.
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Hierzu ist im ersten Schritt der Test des ausgelegten Filters gegen die Anregungs-
szenarien durchzuführen, die in dem Optimierungsszenario deﬁniert wurden, was
dem einfachsten Test der Filterfunktionalität entspricht und eine ausreichende
Schätzgüte aufweisen muss. Sollte in diesem Schritt keine zufriedenstellende Fil-
tergüte erreicht worden sein, können verschiedene Gründe vorliegen. Im einfachs-
ten Fall liegen in dem Modell Nichtlinearitäten vor, für die ein Verfahren mit
einer höheren Anzahl an Sigma-Punkten erforderlich ist. Da man die Nichtlinea-
ritäten nicht kennt, zeigt sich dies erst nach dem Durchlaufen der Optimierung
der Entwurfsparameter, wie im letzten Abschnitt beschrieben. Eine weitere Ur-
sache kann in der Gaußprozessoptimierung selbst liegen. Wie in Abschnitt 4.3.2
vorgestellt, werden im Gaußprozess zur Abbildung des Ein-/ Ausgangsverhal-
tens des Optimierungsszenarios Kernel-Funktionen genutzt. Das in dieser An-
wendung genutzte Verfahren stellt das squared-exponential-Kernel dar, das eine
breite Klasse an Modellen abbilden kann. Allerdings kann es passieren, dass trotz
modellbasiertem Lernen der Hyperparameter die Kernel-Funktion nicht in der
Lage ist, das System zu erfassen, weshalb keine zufriedenstellende Optimierung
der Entwurfsparameter des Filters durchgeführt werden kann. Zur Lösung die-
ses unwahrscheinlichen Falls ist eine adaptive Auswahl von Kernel-Funktionen
notwendig, was nicht Gegenstand dieser Arbeit ist. Eine weitere, näherliegende
Erklärung liegt in der Beobachtbarkeit des Systems. Zur Erreichung einer zufrie-
denstellenden Filtergüte müssen die zu schätzenden Zustände des Systems und
die zu schätzenden Parameter auf Basis des Messmodells beobachtbar sein, was
in der vorliegenden Arbeit nicht automatisiert wurde und in einer Weiterentwick-
lung zu berücksichtigen ist.
Bei bestandenem Systemtest gegenüber dem Optimierungsszenario kann zu Ro-
bustheitstests übergegangen werden. Falls Modelle höherer Güte vorhanden sind,
kann dies in Form von Anwendungen des Filters gegen diese Modelle durchgeführt
werden, da das im Filter implementierte Modell gegenüber der Realität reduziert
ist, um den Berechnungsaufwand für Echtzeitanwendungen in einem vertretba-
ren Rahmen zu halten. Weitere Testfälle können veränderte Rauschprozesse sein
oder eine stark veränderte Parametrierung des Streckenmodells gegenüber dem
Filtermodell oder ein Signalausfall bei Messungen. Handlungsempfehlungen bei
nicht bestandenem Test sind in Bild 5-7 dargestellt.
Abschließend ist das Filter bei Vorliegen eines Prototyps gegen reale Messdaten
zu testen. Treten in diesem Abschnitt Fehler auf, ist im ersten Schritt aufgrund
unkorrekt erfasster Nichtlinearitäten im Modell ein höherwertiger Sigma-Punkte-
Satz zu wählen bzw. ein Modell höherer Güte, was in beiden Fällen mit erhöhtem
Rechenaufwand einhergeht. Führen diese Wege nicht zum Erfolg, ein Filter zur
Zustands- und Parameterschätzung mit zufriedenstellender Güte bei gesicher-
ter Beobachtbarkeit mittels des gewählten Messsmodells auszulegen, so muss die
Modellvalidierung hinterfragt und beispielsweise auf ein automatisiertes Model-
lidentiﬁkationsverfahren zurückgegriﬀen werden, wie in [KST14] beschrieben. Im
Anschluss muss der Entwurfsprozess erneut durchlaufen werden.
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Bild 5-7: Einzelphasen in dem Entwurfsschritt des Systemtests mit Handlungs-
empfehlungen bei Nichtbestehen einzelner Schritte
5.5 Zusammenfassung Auslegungsmethodik
In diesem Kapitel wurde eine Entwurfsmethodik für Sigma-Punkte-Filter zur
Zustands- und Parameterschätzung an Black-Box-Modellen vorgestellt, die eine
wesentliche Neuerung dieser Arbeit darstellt. Vom Anwender sind zu Beginn nur
das Filtermodell und das Szenario zu laden. Der nachfolgende Entwurfsprozess
des Filters erfolgt mit einem maximalen Automatisierungsgrad. Alle notwendi-
gen Parameter für die Filterauslegung und den Filterbetrieb werden automatisiert
aus dem Filtermodell gewonnen: Anzahl der Zustände, Eingänge und Ausgänge.
Sollten im Modell Schätzparameter erkannt worden sein, die in der Modellie-
rungsphase markiert wurden, so werden diese nebst Initialwerten und Ober- bzw.
Untergrenze dem Anwender angezeigt und können als zu schätzende Parameter
festgelegt werden. Die Basiskovarianzmatrizen des Prozess- und Messrauschens
werden automatisiert auf Basis von deﬁnierten Szenarien ermittelt und sind vom
Anwender nur noch hinsichtlich Modell- oder Messvertrauen zu skalieren. Soll-
te vom Anwender keine Aussage getroﬀen werden, wird das Vertrauensmaß als
weiterer Entwurfsparameter angesehen. Der zu nutzende Filteralgorithmus kann
im Anschluss vom Anwender ausgewählt werden und verbleibt ansonsten auf
dem UKF-Filter mit der SST-Sigma-Punkte-Berechnungsmethode. Im nächsten
Schritt erfolgt vollautomatisiert die Auslegung der Filterentwurfsparameter an-
hand der deﬁnierten Szenarien mittels einer Gaußprozessoptimierung, die für die
Anwendung an ein Sigma-Punkte-Filter angepasst wurde. Abschließend kann die
Schätzgüte des entworfenen Filters im Rahmen eines Robustheitstests bewertet
werden und bei unzureichender Schätzgüte Handlungsempfehlungen ausgegeben
werden. Die gesamte Kommunikation des Filters mit dem Filtermodell erfolgt
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auf Basis eines entwickelten Interfaces, mit dem Modelle, die als FMU vorlie-
gen, eingelesen werden können [KST14] [STK13a]. Somit stehen die entwickelten
Methoden und Algorithmen nicht nur für die in dieser Arbeit genutzten Dymola-
Modelle zur Verfügung, sondern ebenfalls für Modelle aus zahlreichen Werkzeugen
wie SimulationX, MapleSim, MATLAB/Simulink, Adams und vielen mehr.
Die in dieser Arbeit entstandene Filterentwurfsmethode, die angepassten Filteral-
gorithmen und deren Weiterentwicklungen sowie die entwickelte Gaußprozessop-
timierung zur Entwurfsparameterbestimmung sind in einer MATLAB-Toolbox
zusammengefasst, die in A.3 kurz vorgestellt wird. Diese bietet ein Schritt-für-
Schritt-Vorgehen von der Einladung des Modells und des Szenarios bis zum Test
des entworfenen Filters in Form einer Robustheitsanalyse.
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6 Anwendungsbeispiele
In diesem Kapitel werden die in den letzten Abschnitten gezeigten Filteralgo-
rithmen und Entwurfsverfahren zur Zustands- und Parameterschätzung an drei
Beispielen erprobt. Abschnitt 6.1 behandelt eine Zustands- und Parameterschät-
zung an einem Doppelpendelmodell, das sich durch seine geringe Anzahl von sechs
Zuständen und seiner starken Nichtlinearität sehr gut eignet, um die entwickel-
ten Verfahren zu erproben und die Funktionsweise darzustellen. In 6.2 wird eine
Zustandsschätzung an dem Modell eines Waschautomaten mit unbekannter zu er-
mittelnder Unwucht gezeigt. Das Modell besitzt eine höhere Systemordnung und
ist erheblich komplexer als das Doppelpendel und zeigt so die korrekte Funktions-
weise aller entwickelten Werkzeuge auch bei komplexen Systemen. Abschließend
wird in 6.3 eine Zustandsschätzung an dem leicht gepanzerten Fahrzeug Dingo 2
durchgeführt, wobei die Anregung des Szenarios aus realen Messungen besteht.
Hierdurch wird gezeigt, dass das entwickelte Verfahren und die Anpassung der
Sigma-Punkte-Filter auch bei realen Systemen einsetzbar sind.
Alle in diesem Kapitel genutzten Modelle entstammen dem Modellierungstool
Dymola. Für eine Einbindung in die Filteralgorithmen und die Auslegung werden
allerdings keine Informationen über den inneren Aufbau genutzt und nur auf die
in Kapitel 5 ermittelten Größen, die in der FMU hinterlegt sind, zurückgegriﬀen.
6.1 Doppelpendel
An dem einfachen Beispiel eines Doppelpendels werden in diesem Abschnitt für
den Einsatz eines UKF mit SUT-Sigma-Punkte-Berechnungsverfahren gezeigt,
welche Auswirkungen ein schlecht gewählter Satz von Entwurfsparametern θ auf
die Schätzgüte hat und wie ohne Kenntnisse des Modells, der Filteralgorithmen
oder der Optimierungsstrategie das in Kapitel 4 entwickelte Verfahren zur Ermitt-
lung von optimalen Entwurfsparametern eine sehr hohe Schätzgüte erzielt wer-
den kann. Für die Parameterschätzung wird unter Einsatz eines Joint-UKF mit
SUT-Sigma-Punkte-Verfahren die Auswirkung der in Abschnitt 3.5.2 vorgestell-
ten Verfahren zur adaptiven Anpassung der Prozessrauschkovarianzen erprobt.
In Abschnitt 6.1.5 wird die in Abschnitt 3.6 entwickelte Erkennung und Korrek-
tur von ungültigen Sigma-Punkten bei der Parameterschätzung vorgestellt und
Schätzungen ohne Einbindung von Nebenbedingungen durchgeführt. Abschlie-
ßend werden die unterschiedlichen Sigma-Punkte-Kalman-Filter aus Kapitel 3:
Das UKF mit seinen Varianten der Sigma-Punkte-Berechnung in Form der SUT
und SST sowie das CDKF und CKF hinsichtlich Schätzgüte bewertet.
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6.1.1 Modellbildung Doppelpendel
Das unter Dymola erstellte Modell bildet das stark vereinfachte, dynamische Ver-
halten eines Doppelpendels auf einem Schlitten ab und besitzt eine Systemord-
nung von sechs. Die Struktur ist in Bild 6-1 dargestellt:
Bild 6-1: Struktur Dymolamodell eines vereinfachten Doppelpendels, bestehend
aus ICS, Schlittenmasse und zwei Pendelarmmassen
Das System besteht dabei aus dem Inertialsystem (ICS), an dem das translato-
rische Gelenk, versehen mit einer viskosen Dämpfung und einem Krafteingang,
mit der Schlittenmasse angebracht ist. Die Pendelarme 1 und 2 sind jeweils über
rotatorische Gelenke und eine viskose Dämpfung aneinander bzw. an den Schlit-
ten angebunden. Als Messgrößen werden zwei Beschleunigungssignale, welche die
Relativrotation in den rotatorischen Gelenken erfassen, genutzt sowie eine Weg-
messung des Schlittens.
Zum Zeitpunkt t = 0 beﬁnden sich die Pendelarme in der Horizontalen und star-
ten aus dieser Anfangsposition die Bewegung wie in Bild 6-2 zu den Zeitpunkten
t = 0, t = 0, 9 und t = 1, 8 dargestellt. In Blau abgebildet ist dabei die Trajektorie
des unteren Pendelarmpunktes.
ݐ = 0	ݏ݁ܿ. ݐ = 0.9	ݏ݁ܿ. ݐ = 1.8	ݏ݁ܿ.
Bild 6-2: Links: Doppelpendel, horizontale Ausgangslage; Mitte: Pendel nach 0,9
Sekunden; Rechts: Pendel nach 1,8 Sekunden
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Die translatorische wie auch die rotatorische Dämpfung sind dabei sehr gering,
was ein Überschlagen der Pendelarme ermöglicht und somit starke Nichtlinearitä-
ten und das Durchlaufen großer Winkel erzeugt. Die in den folgenden Abschnitten
gezeigten Ergebnissen basieren auf simulierten Messwerten. Es werden demnach
keine realen Messungen eines Doppelpendels genutzt, sondern Simulationswerte
eines Doppelpendelmodells. Um in nachfolgenden Abschnitten die gleichen Be-
zeichnungen nutzen zu können, werden auch im Falle von simulierten Messwerten
diese in Abbildungen als Messung bezeichnet.
6.1.2 Zustands- und Parameterschätzung unter idealen Bedingungen
Die korrekte Funktionsweise der unter Kapitel 5 gezeigten Schnittstelle zur Ein-
bindung des Filtermodells in den Algorithmus, die Übergabe der im Filter be-
rechneten Sigma-Punkte X als Zustandsvektoren in das als FMU bereitstehen-
de Modell, die Transformation der Sigma-Punkte X zu X ∗ und die Übergabe
der transformierten Sigma-Punkte an das Filter werden anhand einer Zustands-
und Parameterschätzung unter idealen Bedingungen gezeigt. Ideale Bedingungen
heißt, dass sowohl das Streckenmodell vollständig bekannt und somit identisch
ist mit dem Filtermodell als auch die Systemausgänge ideal ohne überlagerte
Störungen zur Verfügung stehen. Die einzige Unbekannte stellt der Parameter
der Dichte des unteren Pendelarmes dar. Bild 6-3 zeigt die korrekte Funktions-
weise der entwickelten Einbindungsmethodik und der Schnittstelle anhand der
Messungsrekonstruktion und der Parameterschätzung.
Das Schätzsignal der Pendelarmdichte ist nach 0,3 Sekunden eingeschwungen,
und somit ist das Filter in der Lage, die zur Verfügung stehenden Systemausgänge
ideal zu reproduzieren, was exemplarisch anhand der Winkelbeschleunigung des
ersten Gelenkes gezeigt ist.
6.1.3 Optimierter Satz von Entwurfsparametern
Nachfolgend wird die Notwendigkeit der Nutzung eines optimalen Entwurfspara-
metersatzes für das Sigma-Punkte-Filter gezeigt. Hierzu wird im Gegensatz zum
letzten Abschnitt das Streckenmodell gegenüber dem Modell, aus dem die Sys-
temausgänge stammen, hinsichtlich Parametrierung und Anfangszustand unter
Dymola abgeändert. Somit stehen zwei Modelle mit unterschiedlichem Verhalten
zur Verfügung, wobei ein Modell in das UKF eingebunden wird und das andere zur
Erzeugung der Messgrößen genutzt wird. Bei realen Anwendungen entsprechen
diese Parameteränderungen immer auftretenden Modellungenauigkeiten, da eine
Modellierung nie in der Lage ist ein technisches System vollständig zu beschrei-
ben. In den Systemausgängen spiegelt sich die unterschiedliche Parametrierung
in den Beschleunigungssignalen nach ca. 2 Sekunden wider, ebenso in der Mes-
sung der Wagenposition, wie in Bild 6-4 ohne Anwendung von Filtertechniken
dargestellt.
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Bild 6-3: Oben: Rekonstruktion eines Systemausganges mittels UKF unter idealen
Bedingungen. Unten: Schätzung des unbekannten Systemparameters als
Dichte des unteren Pendelarms
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Bild 6-4: Systemausgänge von Streckenmodell (blau) und Filtermodell (rot) auf-
grund unterschiedlicher Parametrierung und Startzustandsvektor
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Tabelle 6-1: Empfohlene und optimierte Parametrierung eines UKF mit SUT Me-
thode am Doppelpendel
α β κ
θa 1e-4 0 -3
θb 0.99 2 0
θopt 0.435 2.14 0.311
Zusätzlich werden die Systemausgänge des Streckenmodells mit additivem weißem
Rauschen überlagert. Die Notwendigkeit des Findens eines optimalen Satzes von
Entwurfsparametern wird an drei unterschiedlichen Parametrierungen eines Un-
scented-Kalman-Filters mit einem symmetrischen Sigma-Punkte-Verfahren ge-
zeigt. Hierzu werden zwei in der Literatur oft genutzte und empfohlene Para-
metrierungen θa, θb und ein optimierter Satz θopt verglichen, der nach dem in
Kapitel 4 entwickelten modellbasierten Optimierungsverfahren ausgelegt wurde
und deren Parametrierungen in Tabelle 6-1 dargestellt sind.
Die Unterschiede der Filtergüte zeigt Bild 6-5. In dem oberen Plot ist in Blau
der Systemausgang des Streckenmodells markiert und in Grau der Systemaus-
gang, der mit weißem Rauschen überlagert wurden und dem Filter zur Verfügung
gestellt wurde. Die Rekonstruktionen des Systemausganges unter den Parame-
trierungen θa,b,opt sind Cyan, Lila und Rot. Der untere Plot zeigt die Schätzung
der unbekannten Dichte des unteren Pendelarmes: Blau den zu schätzenden Wert
von 7700kg/m3 und Lila, Cyan und Rot die Schätzungen des UKF unter den
angegebenen Parametrierungen. Die empfohlenen Paramtrierungen θa,b sind hier-
bei nicht in der Lage, eine brauchbare Schätzung zu liefern bzw. führen bei der
Nutzung von θb zu einem instabilen Filterverhalten, was zum Abbruch bei ca.
5 Sekunden führt. Trotz der Stabilität des Parametersatzes θa und einer guten
Parameterschätzung zeigen sich in der Rekonstruktion des verrauschten Syste-
mausganges große Fehler, die sich ebenso in der Schätzung der Systemzustände
niederschlagen, wie in Bild 6-6 dargestellt. Eine vollständige Darstellung der re-
konstruierten Systemausgänge und der Schätzung der Zustände ist im Anhang in
Bild 1-7 bzw. 1-8 zu ﬁnden.
Aus diesen Ergebnissen ist einerseits die in Kapitel 4 aufgezeigte Motivation zur
Ermittlung eines problemspeziﬁschen Satzes von Entwurfsparametern sowie die
korrekte Funktionsweise des entwickelten Optimierungsverfahrens zur Filterent-
wurfsparameterbestimmung ersichtlich. Das Filter ist selbst unter den Bedingun-
gen eines nur ungenügend bekannten Systemmodells und verrauschter Messungen
in der Lage, den unbekannten Systemparameter der Pendelarmdichte in ausrei-
chender Genauigkeit zu bestimmen. Zwar ist im Gegensatz zur Schätzung unter
idealen Bedingungen eine ausreichende Güte erst nach ca 1,5 Sekunden vorhan-
den, aber trotzdem können Systemausgänge und Zustände nachfolgend mit hoher
Güte rekonstruiert bzw. geschätzt werden, im Gegensatz zu den Fällen der Nut-
zung von θa und θb.
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6.1.4 Wahl von Prozess- und Messrauschkovarianz
Bei der Nutzung eines Unscented-Kalman-Filters mit symmetrischem oder sphä-
rischem Sigma-Punkte-Ansatz und der Annahme additiver Rauschprozesse gehen
das Prozess- und das Messrauschen nach
P−xx,k =
2n∑
i=0
W
(c)
i
[X ∗i,k|k−1 − xˆ−k ] [X ∗i,k|k−1 − xˆ−k ]T +Rv
Pyy,k =
2n∑
i=0
W
(c)
i
[Yi,k|k−1 − yˆ−k ] [Yi,k|k−1 − yˆ−k ]T +Rn
(6-1)
in den Algorithmus ein (vgl. (3-44), (3-47)) und haben direkten Einﬂuss auf die
Bestimmung der Sigma-Punkte Xk|k−1 und die Berechnung der Kalman-Verstär-
kung Kk. Verdeutlicht man sich diesen Zusammenhang und schaut sich insbe-
sondere die Systemausgänge in Bild 6-5 an, so erklärt sich das in Abschnitt 4.2
vorgestellte Problem, dass bei einer pauschalen Festlegung der Kovarianzmatrix
keine zufriedenstellende Schätzgüte erreicht werden kann. Eine individuelle Be-
stimmung jeder einzelnen Kovarianz ist allerdings aufgrund der Modellunkenntnis
nicht möglich, weshalb das in der vorliegenden Arbeit vorgestellte systematische
und automatisierte Verfahren notwendig ist.
Die Systemausgänge der Beschleunigungen liegen inWertebereichen von [−400, 400]
rad/s2, wobei die Wagenposition im Wertebereich von [0, 1]m liegt. Die verein-
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fachte Annahme von Einheitsmatrizen für das Prozess- oder das Messrauschen Rv
und Rn hätte demnach bei den Messungen der Wagenposition einen erheblichen
Einﬂuss, jedoch bei der Messung der Beschleunigungen einen vollkommen zu ver-
nachlässigenden. Bei den Zuständen stellt sich das gleiche Problem, da für die
Zustände der Winkelgeschwindigkeiten andere Größenordnungen zu setzen sind
als bei der Position des Wagens, was in Bild 6-6 deutlich wird. Die Anwendung der
Optimierungsstrategie aus Kapitel 4 auf dieses Problem mit der Erweiterung der
UKF-Entwurfsparameter um die Vertrauensfaktoren zur Multiplikation von Rv
und Rn lieferte keine zufriedenstellende Schätzgüte. Eine Aufteilung der einzelnen
Varianzen, also eine problemspeziﬁsche Bestimmung der einzelnen Hauptdiago-
nalelemente von Rv und Rn, ist allerdings bereits bei moderaten Systemgrößen
nicht mehr von Hand durchführbar und stellt für Optimierungsalgorithmen eine
große Herausforderung dar.
Die Anwendung des in Abschnitt 4.2 entwickelten Verfahrens zur Bestimmung
einer Basis Rv0 bzw. Rn0, die auf der Hauptdiagonalen den maximalen Gradienten
der Systemausgänge und Zustände über einen Abtastschritt entspricht, führt auf
folgende Matrizen:
Rn0 ≈
262 0 00 198 0
0 0 0.431
 (6-2)
Rv0 ≈

0.07 0 0 0 0 0
0 1.23 0 0 0 0
0 0 0.14 0 0 0
0 0 0 2.27 0 0
0 0 0 0 0.02 0
0 0 0 0 0 0.53
 . (6-3)
Insbesondere die Matrix Rn0 verdeutlicht nochmals den erläuterten Zusammen-
hang. Die Nutzung dieser sehr einfach automatisiert zu ermittelnden Matrizen
lässt die Nutzung von einfachen Vertrauensfaktoren FRn und FRv in der Form
Rn = Rn0 · FRn (6-4)
Rv = Rv0 · FRv (6-5)
zu, wodurch die Möglichkeit gegeben ist, in einer einfachen Form Vertrauen in
Messung oder Streckenmodell anzugeben. Neben dieser einfachen Form besteht
weiterhin die Möglichkeit, Einﬂuss auf einzelne Einträge der ermittelten Basisma-
trizen zu nehmen, um zusätzlich diﬀerenzierte Gewichtungen bei gleichen Werte-
bereichen, aber unterschiedlichen Störungen vornehmen zu können.
Der Wahl der Kovarianz einer Parameterschätzung ist nach Abschnitt 3.5.2 be-
sondere Aufmerksamkeit zu widmen, da insbesondere im Falle der Annahme eines
stückweise konstanten zu schätzenden Parameter die deﬁnierte Prozessrauschko-
varianz die einzige Möglichkeit für das Filter ist, Einﬂuss auf die Schätzung zu
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nehmen. Aber auch die konstante Annahme einer Prozessrauschkovarianz erzielt
nach der Begründung in 3.5.2 keine optimalen Ergebnisse und führte zur Vorstel-
lung der Fensterfunktion nach Nelson und der Robbins-Monro Methode, deren
Ergebnisse in Bild 6-7 dargestellt sind. Die besten Ergebnisse wurden bei der
Nutzung der Robbins-Monro-Methode mit einem Faktor von αRm = 0, 9 erzielt,
was einer starken Gewichtung der Messresiduen unter Einbeziehung der aktuellen
Kalman-Verstärkung entspricht (siehe (3-60)). Die Nutzung der Fensterfunktion
mit unterschiedlichen Vergessensfaktoren λRLS führte zu keiner Verbesserung der
Schätzgüte, ebenso wenig wie die Nutzung einer konstanten Prozessrauschkovari-
anz für den Schätzparameter oder der Robbins-Monro-Methode mit αRM = 0, 1.
Aus diesem Grund wird für die nachfolgenden Vorstellungen der Anwendungsbei-
spiele die Robbins-Monro-Methode mit einem Vergessensfaktor von αRm = 0, 9
für die Bestimmung der Parameterkovarianz eingesetzt.
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Bild 6-7: Parameterschätzungen der Pendelarmdichte beim Einsatz unterschied-
licher Kovarianzbestimmungsverfahren; Fensterung (λ−1RLS − 1)Pww,k
(grün), Robbins-Monro αRM = 0, 1, Robbins-Monro αRM = 0, 9, Soll-
parameter (blau)
6.1.5 Einbeziehung von Nebenbedingungen
In Abschnitt 3.6 wurde eine Möglichkeit entwickelt, Nebenbedingungen in die
Algorithmen von Sigma-Punkte-Filtern einﬂießen zu lassen. Die Notwendigkeit
und die Funktionalität werden nachfolgend gezeigt.
Insbesondere bei der Schätzung von Systemparametern liegen oftmals Informa-
tionen über den zu bestimmenden Parameter vor. Wenn es sich um die Bestim-
mung von Masse, Federsteiﬁgkeit, Dichte oder ähnlichen Größen handelt, kann
zumindest ausgeschlossen werden, dass der Parameter Werte im negativen Be-
reich annimmt. Weiter kann oftmals eine Beschränkung der Wertebereiche ange-
geben werden. So kann beispielsweise ungefähr abgeschätzt werden, welche Masse
bzw. welche Dichte ein Körper im System besitzt oder was für eine Steiﬁgkeit für
beispielsweise ein Fahrwerk angenommen werden kann. Diese Nebenbedingun-
gen lassen sich für die A-priori- und A-posteriori-Schätzung wie auch für die zu
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transformierenden Sigma-Punkte in der Form
M = {Xi,np,k−1,Xi,np,k|k−1, xˆ−np,k, xˆnp,k}
NBP,o > m > NBP,u ∀ mM
(6-6)
angeben, mit np als der Anzahl der zu schätzenden Parameter und i = 1, ..., 2(n+
np)+1 als i-tem Sigma-Punkt. In den letzten Abschnitten wurde gezeigt, dass ein
optimal gewählter Satz von Entwurfsparametern des Schätzalgorithmus sehr gute
Ergebnisse in der Schätzung des Parameters und der Zustände sowie der Rekon-
struktion der Messungen liefert. Ist dies allerdings nicht gewährleistet, beispiels-
weise durch das Auftreten von veränderten Rauschprozessen oder Anregungs-
szenarien, die im Vorfeld nicht trainiert wurden, kann nicht garantiert werden,
dass der gefundene Entwurfsparametersatz optimal ist. In diesem Anwendungs-
fall wurde das Optimierungsverfahren zur Ermittlung der Entwurfsparameter mit
einem Anregungsszenario durchgeführt, bei dem das Doppelpendel nur kurz vor
seiner stabilen Ruhelage losgelassen wird und somit wesentlich kleinere Winkel
und Beschleunigungen durchläuft. Die Anwendung der Parameter auf das be-
reits bekannte Anwendungsszenario mit Überschlagen der Pendelarme wird hier
in Form einer Robustheitsanalyse zur Verdeutlichung der Parametergrenzen her-
angezogen.
Bild 6-8 zeigt die Rekonstruktion eines verrauschten Systemausganges sowie die
Schätzung des unbekannten Systemparameters der Dichte des unteren Pendel-
armes. Bei einer vollständigen Vernachlässigung der Parametergrenzen sind die
Ergebnisse in Lila abgebildet. Hierbei ist gut zu erkennen, dass nach 2,5 Sekun-
den das Filter divergiert und abbricht, da keine positive Deﬁnitheit der Kovari-
anzmatrix mehr gegeben ist, was auf die Berechnung von negativen Massen der
Sigma-Punkte basiert und zu einer Instabilität des Filtermodells geführt hat. Un-
ter A.4 in Bild 1-9 ist in Cyan die Schätzung bei einer unteren Nebenbedingung
dargestellt, die besagt, dass die Dichte des unteren Pendelarmes nicht kleiner als
0, 5 kg/m3 sein kann. Hierbei bleibt das Filter zwar stabil, allerdings ist es nicht
in der Lage, die Messung in ausreichender Güte zu rekonstruieren, was aus der
im unteren rechten Plot dargestellten Schätzung des Parameters resultiert. Die-
se kann aufgrund der Nebenbedingung zwar keine nichtphysikalischen Werte in
Form von negativen Dichten annehmen, allerdings steigt die Schätzung auf über
30 kg/m3 und ist nicht in der Lage, eine vernünftige Bestimmung der unbekann-
ten Dichte zu ermöglichen. In Rot dargestellt ist die Schätzung bei eingebundenen
unteren und oberen Nebenbedingungen. Im Bereich von ca. 1,8 bis 4 Sekunden
gerät die Schätzung in die obere und untere Parametergrenze und wird in dieser
gehalten, was im Folgenden ab ca. 4 Sekunden zu einer stabilen Schätzung des
Systemparameters führt, wie im unteren rechten Plot von Bild 6-8 ersichtlich ist.
Neben der Begrenzung der Schätzung, die als Erwartungswert zur Berechnung
der Sigma-Punkte dient, ist ebenso eine Begrenzung der Sigma-Punkte selbst
notwendig, da diese als Zustandsvektoren in das Systemmodell eingesetzt werden
und als Startwert der Simulation dienen. Eine Besetzung von nicht-physikalischen
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Bild 6-8: Systemausgänge des Streckenmodells (blau); dem Filter zur Verfügung
gestellte Systemausgänge, mit Rauschen überlagert (grau), Filterrekon-
struktion des Systemausganges durch UKF ohne Parameternebenbedin-
gungen (lila) und vollen Nebenbedingungen (rot).
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Bild 6-9: Schätzung des unbekannten Systemparameters (roter Verlauf) der Pen-
delarmdichte (dunkelblauer Verlauf) bei oberer und unterer Nebenbe-
dingung (oben)und ohne Nebenbedingung (unten) mit Einbeziehung der
berechneten Sigma-Punkte (hellblauer Verlauf)
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Werten wie negativen Dichten kann hier zu unabsehbaren Ergebnissen führen. In
Bild 6-9 sind die Schätzungen mit Nebenbedingungen (oben) und ohne Nebenbe-
dingungen (unten) abgebildet. In Rot ist die Schätzung des Filters abgebildet, in
Dunkelblau die Sollwerte der Schätzung, in Hellblau die Sigma-Punkte-Varianzen
unter Vernachlässigung der Kovarianzen, was im dargestellten Fall
Xk−1,7 = xˆk−1 + γ
(√
Pxw,k
)
7
Xk−1,15 = xˆk−1 − γ
(√
Pxw,k
)
7
(6-7)
entspricht. Unter Einbeziehung der Nebenbedingungen ist im oberen Bild gut zu
erkennen, dass neben der Begrenzung der eigentlichen Schätzung auch die Sigma-
Punkte Xk−1,7 und Xk−1,15, in Hellblau dargestellt, begrenzt werden und es somit
zu keiner Simulation von negativen Dichten kommt. Im unteren Bild ist die Schät-
zung ohne Begrenzung dargestellt. Zum Zeitpunkt von ca. 2,5 Sekunden wird das
Modell aufgrund der berechneten Sigma-Punkte und der negativen Massenschät-
zung instabil, was zum Abbruch des Filters führt. Im Anhang ist in Bild 1-10 nur
eine eingebundene untere Nebenbedingungen dargestellt, sodass eine Schätzung
von ca. 60000 kg/m3 entsteht und Sigma-Punkte bis zu 80000 kg/m3 berechnet
werden.
6.1.6 Vergleich unterschiedlicher Filtervarianten
Im Kapitel 3 wurden unterschiedliche Vertreter von Sigma-Punkte-Filtern vorge-
stellt, wie das Unscented-Kalman-Filter mit dem symmetrischen und dem späri-
schen Satz von Sigma-Punkten, die in dieser Arbeit verwendet wurden. Als wei-
tere Vertreter der Klasse der Sigma-Punkte Filter wurden das Central-Diﬀerence-
sowie das Cubature-Filter implementiert, die neben der Nutzung einer veränder-
ten Berechnungsvorschrift der Sigma-Punkte mit nur einem Entwurfsparameter
auskommen und somit die Suche nach einem optimalen Satz vereinfachen.
Schätzgüte und Rechendauer der in dieser Arbeit genutzten vier Filtervarianten
werden im Folgenden anhand der Parameterschätzung am Doppelpendel vergli-
chen. Als Grundlage dienen unterschiedliche Strecken- und Filtermodelle, die in
Abschnitt 6.1.3 vorgestellt wurden und deren, dem Filter zur Verfügung gestellte
Messungen ebenfalls mit Rauschprozessen überlagert wurden.
Bild 6-10 zeigt die Schätzung der unbekannten Dichte des unteren Pendelarmes.
Anhand der Verläufe der unterschiedlichen Filterimplementierungen ist zu erken-
nen, dass das Unscented-Kalman-Filter mit symmetrischem Sigma-Punkte-Satz
die besten Resultate nach Anwendung des modellbasierten Lernverfahrens liefert.
Die Verläufe zeigen, dass durch die Möglichkeit der Einbringung von Wissen über
die Verteilungen der Zustände ein besseres Ergebnis erzielt werden kann. Dies
ist im Fall des Unscented-Kalman-Filters durch die Entwurfsparameter κ und
β möglich, die im entwickelten Lernverfahren anhand von Anwendungsszenarien
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Tabelle 6-2: Standardabweichung und Rechenzeit beim Einsatz unterschiedlicher
Filtervarianten
Standardabweichung Rechenzeit [s]
UKF symmetrisch 1.268 3.82
UKF asymmetrisch 1.801 2.75
Central-Diﬀerence-KF 3.260 3.91
Cubature-KF 1.727 3.87
trainiert wurden. Bei dem Einsatz des Cubature- als auch des Central-Diﬀerence-
Filters steht nur ein Freiheitsgrad über einen Entwurfsparameter zur Verfügung,
über den die Streuung der Sigma-Punkte um den Erwartungswert beeinﬂusst, al-
lerdings kein Einﬂuss auf höhere Momente der Verteilung gewonnen werden kann.
Aufgrund der ähnlichen Struktur und der daraus resultierenden Ergebnisse wird
im folgenden auf eine explizite Darstellung der Ergebnisse des Cubature-Filters
verzichtet. Die vereinfachte Auslegung dieser Filter ist bei der Anwendungsmög-
lichkeit eines automatisierten Optimierungsverfahrens der Filterentwurfsparame-
ter, wie in Kapitel 4 vorgestellt, nicht mehr gegeben und zeigt zudem schlech-
tere Ergebnisse. Die Schätzung mittels eines Unscented-Kalman-Filters und der
SST Sigma-Punkte-Berechnungsmethode ist in Rot dargestellt und liefert leicht
schlechtere Ergebnisse als das Cubature-Filter, wie auch in Tabelle 6-2 anhand der
Standardabweichung der Parameterschätzung zu sehen ist. Dies resultiert trotz
Anwendung des Optimierungsverfahrens aus der asymmetrischen Verteilung der
Sigma-Punkte und dem damit verbundenen Fehler in der Erfassung des dritten
Momentes einer Verteilung. Allerdings ist die Standardabweichung der Parame-
terschätzung nur geringfügig schlechter als die des Cubature-Filters, wobei jedoch
die Berechnungszeit für das dargestellte Szenario um annähernd 30 % reduziert
werden konnte.
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Bild 6-10: Vergleich der unterschiedlichen Sigma-Punkte-Kalman-Filter bei der
Parameterschätzung am Doppelpendel. Grün: UKF-SUT, Rot: UKF-
SST, Lila: CDKF
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Das Ergebnis der unterschiedlichen Güte in der Parameterschätzung ist auch in
Bild 6-11 ersichtlich. Insbesondere in der Rekonstruktion der Messung der Wa-
genposition zeigt sich eine starke Abweichung des Cubature-Filters, der erst für
eine längere Simulationszeit wieder dem realen Verlauf entspricht. Das Central-
Diﬀerence-Filter sowie das Unscented-Kalman-Filter mit asymmetrischer Sigma-
Punkte-Verteilung zeigen Schwächen in der Rekonstruktion. Das Unscented-Kal-
man-Filter mit symmetrischem Sigma-Punkte-Ansatz zeigt auch hier die besten
Resultate, was sich auch in der Schätzung der Zustände widerspiegelt, wie in Bild
6-12 ersichtlich ist.
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Bild 6-11: Vergleich der unterschiedlichen Sigma-Punkte-Kalman-Filter bei der
Rekonstruktion verrauschter Messungen am Doppelpendel. Grün:
UKF-SUT, Rot: UKF-SST, Lila: CDKF
Als ein Ergebnis dieser Arbeit bleibt festzuhalten, dass die Parameter- und Zu-
standsschätzung mit Hilfe von Sigma-Punkte-Filtern anhand des gezeigten Bei-
spiels die besten Resultate durch den Einsatz eines Unscented-Kalman-Filters mit
symmetrischem Sigma-Punkte-Satz lieferte. Die Möglichkeit, durch eine erhöhte
Anzahl von Entwurfsparametern Einﬂuss auf die Erfassung der Dichtefunktion
zu nehmen, ist durch das entwickelte modellbasierte Lernverfahren gegeben und
zeigt sehr gute Ergebnisse. Der Entwurfsprozess ist hierdurch trotz unbekanntem
Systemmodell und ohne Expertenkenntnisse über das Filter möglich und bringt
somit keine Nachteile gegenüber Filtervarianten mit einer geringeren Anzahl von
Entwurfsparametern. Das Unscented-Kalman-Filter mit asymmetrischem Sigma-
Punkte-Satz zeigt nach Tabelle 6-2 fast gleichwertige Filterergebnisse wie das
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Bild 6-12: Vergleich der unterschiedlichen Sigma-Punkte-Kalman-Filter bei der
Zustandsschätzung am Doppelpendel. Grün: UKF-SUT, Rot: UKF-
SST, Lila: CDKF
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Central-Diﬀerence und das Cubature-Filter bei einer allerdings um 30 % verkürz-
ten Rechendauer.
Im Folgenden werden die Ergebnisse dieses Abschnittes anhand zweier weiterer
Anwendungsfälle validiert, wobei auf die Darstellung der Ergebnisse des CDKF
und des CKF verzichtet wird, da qualitativ die gleichen Resultate wie beim vorge-
stellten Doppelpendel entstehen und das UKF mit SUT Sigma-Punkte-Methode
die höchste Schätzgüte liefert.
6.2 Schätzung zeitvarianter Unwucht in Waschautomaten
Ein komplexeres Anwendungsbeispiel ist durch die Zustands- und Parameter-
schätzung an einem Waschautomaten gegeben. Dieser besteht in seinen Haupt-
komponenten aus einem Gehäuse und einem schwingungsfähig gelagerten Aggre-
gat im Gehäuse. Das Aggregat besteht wiederum aus den einzelnen Elementen
des Laugenbehälters, der die Waschlauge beinhaltet, und der Trommel, in wel-
cher die Wäscheposten eingebracht werden. Die Verbindung zwischen Trommel
und Laugenbehälter erfolgt durch ein Rotationsgelenk im Laugenbehälterboden,
das idealisiert nur die Relativrotation um die Längsachse von Trommel und Lau-
genbehälter zulässt und somit die Waschrhythmen und den Schleuderprozess er-
möglicht. Die Schleuderphase schließt nach dem eigentlichen Waschen an und
dient der Reduktion der Restfeuchte in der Wäsche. Hierbei legt sich bei hohen
Trommeldrehzahlen von bis zu 1600 rpm die Wäsche an die Trommelwand an,
und der Feuchtegrad kann aufgrund der hohen Fliehkräfte reduziert werden.
In der Schleuderphase kann es durch eine ungleichmäßige Verteilung der Wäsche
innerhalb der Trommel, die aus etwa ungünstiger Beladung mit wenigen Ein-
zelstücken oder der Bildung von Wassertaschen resultiert, zur Ausbildung einer
Unwucht kommen. Beim Durchlaufen der Resonanzen, die im unteren Nutzdreh-
zahlbereich der Schleuderphase liegen, kann es durch eine Unwucht zum Anschla-
gen des Aggregates an das Gehäuse kommen, wodurch Bauteile beschädigt wer-
den oder im schlimmsten Fall der Waschautomat versetzt wird. Im hohen Dreh-
zahlbereich treten geringere Schwingungsamplituden des Aggregates auf, dafür
allerdings große, dämpfungsbedingte Kräfte, die zu einem Wandern des Auto-
maten führen können, mit der Gefahr des Abreißens von Wasserleitungen. Aus
diesem Grund muss im Entwurfsprozess der Lagerung des Aggregates innerhalb
des Gehäuses hohe Aufmerksamkeit gewidmet werden. Als Lagerungsmöglich-
keiten existieren eine Vielzahl an Varianten am Markt, wie Zugfedern an der
Oberseite und/oder an den Seiten sowie Dämpfern an der Unterseite des Aggre-
gates. Im vorliegenden Testsystem wird das Aggregat mittels drei Federbeinen an
der Laugenbehälterunterseite im Gehäuse gelagert und die Momentenaufnahme
der Federbeine in den Koppelpunkten durch Elastomere realisiert. Die Ausle-
gung der dynamischen Eigenschaften der Federbeinkomponenten wie Steiﬁgkeit,
Dämpfungskraft, Elastomersteiﬁgkeit und -dämpfung, stellt dabei einen Zielgrö-
ßenkonﬂikt zwischen minimalen Aggregatsauslenkungen innerhalb des Gehäuses,
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um maximalen Bauraum für Zusatzkomponenten zu ermöglichen und minimalen
Bodenkräfte dar, die zu einem Wandern des Gesamtautomaten führen können.
Die Abstimmung der dynamischen Koppelelemente stellt dabei einen sehr wich-
tigen Schritt des Entwurfs dar, da die resultierenden Resonanzen des Aggregates
im Nutzfrequenzbereich der Schleuderphase liegen und somit bei vorliegender
Unwucht vollständig angeregt werden. Erschwert wird die Auslegung der dyna-
mischen Komponenten durch stark variierende Parameter des schwingungsfähi-
gen Systems. Die Masse der Beladung schwankt von einigen wenigen kg bis zu
30 kg mit unterschiedlichsten Verteilungen innerhalb der Trommel, die den Träg-
heitstensor und damit das gesamte Schwingungsbild des Aggregates beeinﬂussen.
Weitere Eﬀekte resultieren aus der Abdichtung des Laugenbehälters gegenüber
der Umgebung an der Vorderseite durch den Türdichtring, der ein Elastomerbau-
teil darstellt und neben seinen frequenz- und amplitudenabhängigen Steiﬁgkeits-
und Dämpfungseigenschaften stark ausgeprägte Formfaktoren aufweist, die das
dynamische Verhalten durch Aufklappvorgänge beeinﬂussen.
Erkennung und Bestimmung einer aufgetretenen Unwucht können in diesem Fall
als Anhaltspunkt genutzt werden, ob ein Schleuderprozess abgebrochen werden
sollte oder als Regelgröße für aktive Verfahren genutzt werden kann. Nachfolgend
wird die Erkennung einer bestehenden Unwucht an einem Modell vorgenommen,
da in diesem die Unwucht beliebig eingestellt werden kann und die Zustände zur
Verfügung stehen, womit die Filtergüte gezeigt werden kann.
6.2.1 Modellbildung Waschautomat
Das unter Dymola erstellte Modell des Waschautomaten besitzt eine System-
ordnung von 18 und besteht im Wesentlichen aus den Starrkörperelementen des
Gehäuses, des Laugenbehälters und der Trommel. Das Gehäuse ist in diesem Fall
fest mit der Umwelt verbunden und stellt das Inertialsystem dar. Der Laugenbe-
hälter ist mittels dreier Federbeine gelagert, wie in Bild 6-13 dargestellt, wobei
die Momentenaufnahme der Federbeinkopplungspunkte zum Gehäuse und Lau-
genbehälter durch Elastomere erfolgt, die stark nichtlineare frequenz- und ampli-
tutenabhängige Steiﬁgkeiten und Verlustwinkel aufweisen und als auf Messungen
basierende Kennfelder im Modell realisiert wurden. Die Federbeine bestehen aus
einer Parallelschaltung von Feder und Dämpfer und beinhalten weitere Nichtli-
nearitäten in Form von Freilauf und Haftung im Dämpferzweig sowie abheben-
den Federn bei starker Anregung des Aggregates. Der Türdichtring besteht aus
einer Kennlinie des verwendeten Elastomers und zeigt ebenfalls stark frequenz-,
amplituden- und bewegungsformabhängiges dynamisches Verhalten. Die in das
System eingebrachte Unwucht stellt durch ihr zeitvariantes Verhalten, das die
Ausprägung und das Entwässern darstellt, ebenfalls eine starke Nichtlinearität
im System dar.
Laugenbehälter und Trommel werden vereinfachend als Starrkörper angesehen,
wobei die Kopplung mittels eines einfachen Rotationsgelenkes realisiert wird. So-
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Bild 6-13: Strukturbild des unter Dymola modellierten Waschautomaten mit an-
gegebenen Nichtlinearitäten und Sensoren
140 Kapitel 6
mit besitzt der Laugenbehälter alle sechs Freiheitsgrade: die der Translation in
x-, y- und z-Richtung und die der Rotation um alle Achsen. Die Trommel be-
sitzt nur noch den Freiheitsgrad der Relativrotation zum Laugenbhälter um ihre
Längsachse. Hieraus resultieren ingesamt 14 Zustände, die der Translation und
der Rotation von Laugenbehälter und Trommel im Schwerpunkt sowie die Rela-
tivrotation der Trommel zum Laugenbehälter. Weitere drei Zustände entstammen
der Modellierung des Freilaufes der Federbeine und ein weiterer der Drehzahlrege-
lung, die als PI-Regler realisiert ist und somit die Gesamtordnung von 18 ergibt.
Die Messung von Systemgrößen erfolgt mittels zwei 3-axialen Beschleunigungs-
aufnehmern, die auf dem Mantel des Laugenbehälters am hinteren Ende auf 12
und 9 Uhr-Position angebracht sind. Zusätzlich wird die Drehzahl der Trommel
gemessen, da diese zur Realisierung der Drehzahlregelung bekannt sein muss.
6.2.2 Unwuchtschätzung im Schleuderprozess
Zur Bestimmung der eingesetzten Unwucht wird diese als stückweise konstan-
ter Parameter angesehen und die Joint-Estimation-Variante eines Unscented-
Kalman-Filters mit symmetrischem Sigma-Punkte-Ansatz genutzt. Das entwi-
ckelte Optimierungsverfahren zur Bestimmung der Filterentwurfsparamameter
α, β, κ wird dabei mit einem Anregungsszenario angewandt, das aus einem linea-
ren Schleuderhochlauf bis 800 1/min in 10 Sekunden besteht. Filtermodell und
Streckenmodell, die zur Generierung der Messungen bzw. der Systemausgänge
genutzt werden, unterscheiden sich dabei nur in geringer Form, um die korrek-
te Filterfunktionalität bei komplexen Modellen zu verdeutlichen. Die aus dem
Streckenmodell resultierenden Messungen werden mit normalverteiltem Rauschen
überlagert.
Die Bestimmung des unbekannten Parameters der Unwuchtmasse nach Anwen-
dung des modellbasierten Lernverfahrens ist in Bild 6-14 als roter Verlauf dar-
gestellt und zeigt eine sehr hohe Schätzgüte im Vergleich zur eingesetzten Un-
wucht (blauer Verlauf). Insbesondere am Anfang, nachdem die Schätzung mit
einem Startwert von 1 kg initialisiert wurde, treten noch größere Abweichungen
im Schätzverlauf auf, die aus den verrauschten Messungen und den leichten Mo-
dellabweichungen stammen. Dies resultiert aus der Tatsache, dass die Unwucht zu
Beginn aufgrund der noch sehr geringen Drehzahl noch schwer beobachtbar ist, da
ihre Auswirkungen quadratisch mit der Drehzahl zunehmen. Im weiteren Verlauf
erhöht sich die Schätzgüte, sodass selbst starken Unwuchtänderungen im Bereich
von 4 bis 5 Sekunden und bei 6 Sekunden ebenso wie Plateaus und langsameren
Unwuchtänderungen sehr gut gefolgt werden kann. Zum Ende des Szenarios kann
die Unwucht annähernd perfekt bestimmt werden, und es tritt kaum noch Rau-
schen in der Schätzung auf, was auf den Einsatz der Robbins-Monro-Methode
zurückzuführen ist. Durch diese wird die Prozessrauschkovarianz in Abhängigkeit
der Abweichungen reduziert und somit im Update-Schritt keine Korrektur des
Schätzparameters mehr durchgeführt.
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Bild 6-14: Schätzung einer zeitvarianten Unwucht in einem Waschautomaten
Bild 6-15 zeigt exemplarisch die Rekonstruktion der verrauschten Messungen an-
hand der x-Richtung des Sensors 1 (siehe auch Bild 6-13) sowie des Drehzahl-
sensors und eine vergrößerte Darstellung ausgewählter Bereiche. Hierbei ist gut
zu erkennen, dass das Filter durch die Schätzung der unbekannten Unwucht sehr
gut in der Lage ist, das Rauschlevel zu unterdrücken und eine Rekonstruktion der
Messungen zu realisieren. Die Darstellung der y-Richtung des Sensors 1 sowie der
x-Richtung des Sensors 2 ist im Anhang A.5 zu ﬁnden.
Exemplarisch für die sehr gute Schätzung der Zustände sind in Bild 6-16 die
Schätzungen von translatorischer Bewegung und Rotationsgeschwindigkeit des
Laugenbehälters im Schwerpunkt in y-Richtung bzw. um die x-Achse dargestellt.
Die Geschwindigkeit des Laugenbehälters im Schwerpunkt in die y-Richtung, die
Rotationsgeschwindigkeit des Laugenbehälters um die x-Achse sowie der Rotati-
onswinkel und die Drehzahl der Trommel sind in Anhang A.5 dargestellt. In Blau
sind die Zustände des Streckenmodells abgebildet und in Rot die Rekonstruk-
tion mittels des Unscented-Kalman-Filters. Bis auf einen Einschwingvorgang zu
Beginn der Schätzung und den Bereich bis ca. 1 Sekunde in dem die Unwucht
aufgrund der mangelnden Beobachtbarkeit noch nicht erkannt wurde, zeigt das
Filter sehr gute Ergebnisse.
6.2.3 Robustheit gegenüber Modellungenauigkeiten
Im Sinne der in Abschnitt 5.3 vorgestellten Entwurfsmethodik erfolgt im nächs-
ten Schritt ein Robustheitscheck des ausgelegten Filters unter Einbeziehung der
durch das Optimierungsverfahren zur Filterentwurfsparameterbestimmung ermit-
telten Parameter. In diesem Fall werden das bereits bekannte Anregungsszenario
des Hochlaufes auf 800 1/min und der aus dem vorigen Abschnitt vorgestellte
Unwuchtverlauf genutzt. Das Modell wird allerdings gegenüber dem Streckenmo-
dell, das die Messungen bzw. Systemausgänge bereitstellt, stark verändert hin-
sichtlich Parametrierung von Massen und Tensoren der Starrkörper, Steiﬁgkeiten
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Bild 6-15: Rekonstruktion verrauschter Messungen eines Waschautomaten bei der
Schätzung einer unbekannten, zeitvarianten Unwucht. Der Filteraus-
gang wird als "Schätzung" bezeichnet und basiert auf dem Filter zur
Verfügung gestellten Signal "Messung verrauscht", welches dem Signal
"Messung" entspricht und mit additivem Rauschen überlagert wurde.
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Bild 6-16: Zustandsschätzung eines Waschautomaten bei der Schätzung einer un-
bekannten, zeitvarianten Unwucht. Mit "Zustand Strecke" ist der zu
schätzende Zustand der Strecke bezeichnet, der aufgrund der Erzeu-
gung an einem Modell bekannt ist. Mit "Schätzung" ist die Zustands-
schätzung des Filters gekennzeichnet.
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und Dämpfungen der Federbeine und des Türdichtringes sowie der Position der
Federbein im Gehäuse.
Die Auswirkungen der Systemparameteränderungen sind aus den Bildern 6-18
und 6-19 ersichtlich. Darin sind die Zustände bzw. Messungen des Streckenmodells
in Blau dargestellt und werden mitMessung, bzw. Zustand Strecke bezeichnet. Sie
stellen die Referenzsignale der zu bestimmenden Messungen und Zustände dar.
Wird das Anregungsszenario, bestehend aus dem Drehzahl- und dem Unwucht-
verlauf, ohne Anwendung von Filtertechniken auf das Filtermodell aufgeprägt,
ergeben sich die cyanfarbenen Verläufe der Zustände und Systemausgänge, die
mit Systemausgang Modell, bzw. Zustand Modell bezeichnet sind. Hierbei wird
deutlich, dass sowohl in den Zuständen als auch in den Messungen starke Ab-
weichungen in der Antwortfrequenz als auch der Verstärkung auftreten, was die
Auswirkungen der unterschiedlichen Parametrierungen zwischen Strecken- und
Filtermodell verdeutlicht und einen Robustheitstest des entworfenen Filters dar-
stellt, da beim realen Einsatz auch niemals das eingesetzte Filtermodell in der
Lage sein wird, die real vorliegende Strecke vollständig zu beschreiben.
Bild 6-17 zeigt die Schätzung der unbekannten Unwucht gegenüber dem realen,
blauen Verlauf, der mit Schätzparameter bezeichnet ist. Das Filter ist trotz der
starken Unterschiede zwischen Filter- und Streckenmodell in der Lage, die un-
bekannte Unwucht in einer absolut zufriedenstellenden Güte zu bestimmen. Die
Rekonstruktion ausgewählter Zustände ist in Bild 6-18 als roter Verlauf darge-
stellt. Im höheren Drehzahlverlauf ab ca. 6 Sekunden treten Fehler in der Schät-
zung auf, die auf die Unterschiede in den Modellen zurückzuführen sind. Eine
Darstellung weiterer Zustände ist in Anhang A.5 zu ﬁnden. In Bild 6-19 ist ins-
besondere in den vergrößerten Darstellungen ausgewählter Bereiche die sehr gute
Rekonstruktion der Messungen ersichtlich. Das Filter ist in der Lage, sowohl das
Rauschen zu reduzieren als auch mittels der Schätzung der unbekannten Unwucht
den Messungen zu folgen. Insbesondere zu Beginn der Schätzung, was in diesem
Fall der Initialisierung des Filters entspricht, sind teilweise starke Schwankungen
der Schätzung zu erkennen, was aus der hohen Startkovarianz resultiert, die in
den ersten Schritten durch das Filter abgebaut wird. Diese können durchaus auch
kleiner gewählt werden, sollten allerdings in diesem Fall wegen der relativ hohen
Unsicherheit in der Kenntnis der Anfangszustände auch groß gewählt werden. Die
Rekonstruktion weiterer Messsignale ist im Anhang unter A.5 dargestellt.
Aus den erzielten Ergebnissen bei diesem komplexen, stark nichtlinearen System
mit einer hohen Systemordnung ist erkennbar, dass sowohl das entwickelte Opti-
mierungsverfahren zur Ermittlung eines optimalen Satzes von Entwurfsparame-
tern als auch das entwickelte Interface und die Methodik zur Modelleinbindung,
Filterauslegung und Filtertest sehr gut funktionieren.
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Bild 6-17: Schätzung einer zeitvarianten Unwucht in einem Waschautomaten mit
starken Abweichungen zwischen dem Filtermodell und den dem Filter
zur Verfügung stehenden Messungen.
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Bild 6-18: Zustandsschätzung eines Waschautomaten bei der Schätzung einer un-
bekannten, zeitvarianten Unwucht mit starken Abweichungen zwischen
dem Filtermodell und den dem Filter zur Verfügung stehenden Mes-
sungen.
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Bild 6-19: Rekonstruktion verrauschter Messungen eines Waschautomaten bei der
Schätzung einer unbekannten, zeitvarianten Unwucht mit starken Ab-
weichungen zwischen dem Filtermodell und den dem Filter zur Verfü-
gung stehenden Messungen
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6.3 Zustandsschätzung Dingo 2
Der Dingo 2 ist ein leicht gepanzertes, minengeschütztes, leicht bewaﬀnetes Rad-
fahrzeug, das von Krauss-Maﬀei-Wegmann entwickelt wurde, und stellt die Ver-
bindung zwischen den leichten ungepanzerten Transportfahrzeugen und den leich-
ten Panzerfahrzeugen her (siehe Bild 6-20 links). Das Fahrzeug kann neben sei-
ner zweiköpﬁgen Besatzung sechs weitere Personen transportieren und wird als
Führungs-, Verbindungs-, Sanitätsfahrzeug etc. eingesetzt. Der Dingo 2 zeichnet
sich durch gute Geländegängigkeit aus. Hauptkomponenten sind das Fahrgestell,
die Schutzzelle/Kabine, der Stauraum/Rahmen und der Motorraum. Die Schutz-
zelle ist dabei über zwei elastische Lager I und II (siehe Bild 6-20 rechts) mit
dem Motorraum und über ein elastisches Lager III mit dem Stauraum verbun-
den. Durch diesen Aufbau ist eine sehr große Verwindung des Fahrzeugs möglich.
Er sorgt allerdings für Schwierigkeiten bei der Realisierung einer Aufbaurege-
lung [Kru09].
Stauraum / 
Rahmen
Schutzzelle / Kabine
Motorraum
Lagerungen 
I, II, III
Bild 6-20: Links: Dingo 2 [Quelle: www.kmweg.de]. Rechts: Modularität Dingo 2
mit Ansicht der eingesetzten Sensoren nach [Kru09]
In früheren Projekten wurden Aufbauregelstrategien über die Realisierung von
Eingrößenreglern vorgenommen. Um eine Strategie mittels Zustandsregelung zu
realisieren, müssen alle Zustände des Systems bekannt sein, was im Folgenden
durch den Einsatz von Sigma-Punkte-Filtern und der entwickelten Entwurfsstra-
tegie geschieht. Ein weiterer Vorteil ist die durch das Filter bestehende Sensor-
datenfusion, durch die Sensoren eingespart werden konnten, die vormals für die
Realisierung der Eingrößenregelungen notwendig waren.
6.3.1 Modellbildung Dingo
In [Kru09] wurde ein detailliertes MKS-Modell des Dingo 2 unter Dymola zur
Aufbaureglerauslegung entwickelt. Die oben bereits vorgestellten Module des Auf-
baus werden als Starrkörper realisiert und mittels Gelenken und Kraftelementen,
wie Elastomere, miteinander verbunden. Die Massen des Motors, des Getriebes,
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der gepanzerten Motorhaube und der vorderen Rahmenhälfte sind in der Masse
Rahmen vorn zusammengefasst. Tank, Kraftstoﬀ, Abschleppstange und Ladung
inklusive Beladung ergeben den Rahmen hinten. Die gepanzerte Fahrgastzelle
sowie die Massen der Insassen und der sonstigen Zuladung werden zur Kabine
zusammengefasst. Eine Verwindung des Rahmens vorn und hinten gegeneinander
wie auch eine geringe Durchbiegung werden durch die Verbindung mittels eines
Gelenkes mit zwei rotatorischen Freiheitsgraden realisiert.
Insgesamt besitzt das Modell eine Systemordnung von 26 mit vier Eingängen,
bestehend aus den Anregungen der vier Reifen, und vier Ausgängen, bestehend
aus Beschleunigungssignalen des Rahmens und der Kabine.
Die Anwendungsszenarien entstammen aus den Teststrecken der Wehrtechnischen
Dienststelle in Trier, die aus Einzelhindernissen, Sinusbahn und einer Schweizer-
bahn bestehen. Nachfolgend wird zur Verdeutlichung der korrekten Funktions-
weise der entwickelten Auslegung die Fahrt über versetzte Einzelhindernisse mit
10 km/h als Anwendungsszenario gewählt, das in 6-21 dargestellt ist.
Bild 6-21: Versetzte Trapezhindernisse der im Szenario enthaltenen Anregun-
gen [Kru09]
6.3.2 Zustandsschätzung bei Hindernisfahrt
Besonders erschwerend bei dieser Zustandsschätzung ist die stark unterschiedliche
Anregung des Systems, da das Szenario aus der Fahrt über ebenen Untergrund
besteht, in der nur eine minimale Reifenanregung stattﬁndet, und das Filter somit
kaum Eingangsgrößen besitzt, um bestehende Unsicherheiten in der Initialisierung
auszugleichen. Als Folge hieraus müssen die Fehlerkovarianzen sehr klein werden,
um ein Driften des Filters zu unterbinden. Beim Erreichen der Hindernisse erfährt
das System plötzlich eine sehr starke Anregung, auf die das Filter reagieren muss.
Weiter erschwerend kommt in diesem Fall hinzu, dass das Modell nur eine stark
vereinfachte Abbildung des realen Systems ist, von dem die Messwerte stammen.
Nachfolgend sind in Bild 6-22 die realen Messungen von zwei Sensoren, die von
der Wehrtechnischen Dienstelle in Trier aufgenommen wurden, in Blau abgebil-
det, die Ausgänge des im Filter verwendeten parallel mitlaufenden Modell aller-
dings ohne Schätzfehlerrückkopplung in Cyan und die rekonstruierten Messun-
gen bei Anwendung eines Unscented-Kalman-Filters mit einem symmetrischen
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Sigma-Punkte-Satzes in Rot, nach der Anwendung des Optimierungsverfahrens
zur Filterparameterbestimmung. In Bild eins und drei ist der Verlauf über die
gesamten 12 Sekunden des Manövers dargestellt, in denen zu erkennen ist, dass
das Filter die verrauschten Messungen rekonstruieren kann. Sowohl in den Be-
reichen vor bzw. nach den Hindernissen von 0 bis ca. 3,5 Sekunden bzw. 7 bis
12 Sekunden als auch während der Hindernisse von 3.5 bis 7 Sekunden ist das
Filter in der Lage, bei nur geringer Anregung stabil zu bleiben und dennoch beim
Auftreten der Hindernisse zu reagieren.
Im zweiten und dritten Bild 6-22 sind vergrößerte Ausschnitte der Messungsre-
konstruktion zu sehen. Beim Sensor 1 ist gut zu erkennen, dass sich das Filter
von einem anfangs falschen Wert schnell auf die Messungen einschwingt und die
Grundfrequenz der Messung annimmt. Der Modellausgang ohne Anwendung von
Filtertechniken in Cyan zeigt ein starkes Überschwingen und kann die Grund-
frequenz nicht nachbilden. Dieses Verhalten resultiert aus der Vernachlässigung
eines nichtlinearen Dämpfungsverhaltens im aktiven Fahrwerk, das in dem ver-
einfachten Filtermodell durch einen linearen Anteil ersetzt wurde. Dieser sorgt
allerdings dafür, dass bei geringer Anregung das System stärker gedämpft ist
als in der Realität, was zu einem schnellen Abklingen der Grundschwingungen
führt. Der gleiche Eﬀekt wird in der vergrößerten Darstellung des zweiten Sen-
sors deutlich, der in 1-15 dargestellt ist und den Bereich nach Überfahren der
Hindernisse darstellt. Wie erwartet, schwingt sich das reine Modellverhalten in
Cyan sehr schnell ein, obwohl die reale Messung noch eine Grundfrequenz von ca.
2 Hz aufweist. Der Filterausgang in Rot ist hier geeignet diese Grundfrequenz zu
rekonstruieren und gleichzeitig das Rauschlevel deutlich zu reduzieren.
In den vergrößerten Bereichen von Sensor 3 und 4 in Bild 6-22 und Bild 1-15
sind Bereiche beim Überfahren der Hindernisse dargestellt. Der reine Ausgang
des Modells zeigt hier insbesondere beim Sensor 3 eine vergrößerte Amplitude,
die durch Anwendung des Filters deutlich reduziert werden kann und dabei das
Sensorrauschen unterdrückt. Dieses Verhalten ist auch im Ausschnitt des Sensors
4 zu erkennen, wobei auch stark fehlerhafte Sensorwerte, etwa der Messpeak bei
ca. 5,8 Sekunden, unterdrückt werden und die Grundfrequenz der Messung sehr
gut rekonstruiert wird.
Bild 6-23 zeigt die Zustandsschätzung beispielhaft für den Zustand 4 der Winkel-
geschwindigkeit um die y-Achse des vorderen Rahmens und den Zustand 1 der
Absolutlage in der Vertikalen des vorderen Rahmens.
Wie schon bei der Rekonstruktion der Messungen zu erkennen war, werden vom
Filter die Grundschwingungen vor und nach der Hindernisfahrt in die Zustände
eingebracht (roter Verlauf), die vom reinen Modellzustand (blau) ohne Anwen-
dung von Filtertechniken nicht erfasst werden können. Die Abweichungen zwi-
schen reinem Modellausgang und Messung sind hier in den Unterschieden zwi-
schen Schätzung und Modellzustand bei Überfahren der Hindernisse zu erkennen.
In der Darstellung der aktuellen vertikalen Lage wird die fehlerhafte Initialisie-
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Bild 6-22: Rekonstruktion der realen Messungen eines Dingo 2 bei Überfahren von
Trapezhindernissen
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Bild 6-23: Zustandsschätzung des Dingo 2 bei Überfahren von Trapezhindernissen
rung der Zustände deutlich, da das Filter zum reinen Modellzustand einen Oﬀset
zeigt.
6.4 Zusammenfassung Anwendungsbeispiele
In diesem Kapitel konnte gezeigt werden, dass die in dieser Dissertation erarbei-
teten Algorithmen und Methoden sehr gute Ergebnisse bei der Zustands- und
Parameterschätzung an nicht-analytischen, unbekannten Systemmodellen liefern.
Hierzu wurden die Modelle als Function-Mockup-Unit mittels des entwickelten
Interfaces in MATLAB importiert und alle notwendigen Modellinformationen für
eine Filterauslegung und den Filterbetrieb automatisch bereitgestellt. Im An-
schluss wurden Anwendungsszenarien importiert, die als beliebig generierte Da-
tenstruktur vorliegen können.
Bei der Anwendung an einem einfachen, nichtlinearen System des Doppelpen-
dels wurde in 6.1 gezeigt, dass die Ermittlung eines optimalen Satzes von Ent-
wurfsparametern sowie die Generierung von Basismatrizen für das Prozess- und
Messrauschen zwingend erforderlich sind und mittels des Verfahrens zur Optimie-
rung der Entwurfsparameter sehr gute Resultate erzielt werden konnten. Im An-
schluss konnte anhand eines stark veränderten Filtermodells die Robustheit des
entworfenen Filters gezeigt werden. Bei der Anwendung der Parameterschätzung
wurde gezeigt, dass die Robbins-Monro-Methode die besten Ergebnisse liefert,
sodass für weitere Anwendungsfälle diese Methode zur Gewinnung einer Parame-
terkovarianz genutzt wurde. Die Notwendigkeit und korrekte Funktionsweise der
Einbindung von Nebenbedingungen in die Schätzung von Parametern wurden in
6.1.5 vorgestellt. Abschließend wurde ein Vergleich hinsichtlich Schätzgüte und
Geschwindigkeit bei unterschiedlichen Sigma-Punkte-Filtern vorgenommen, bei
dem gezeigt werden konnte, dass durch die Anwendung des entwickelten Opti-
mierungsverfahrens zur Filterentwurfsparameterbestimmung die höhere Anzahl
an Entwurfsparameter vollautomatisch ausgelegt werden konnte, ohne Kenntnis-
se über das zugrundeliegende Modell zu erfordern. Die Schätzgüte übertriﬀt dabei
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die Qualität des Cubature- oder des Central-Diﬀerence-Kalman-Filters, die mit
nur einem Entwurfsparameter auskommen. Durch die Anwendung des Unscented-
Kalman-Filters mit einem Spherical Sigma-Punkte-Satz konnte die Rechenzeit um
ein Drittel reduziert werden, bei gleichzeitiger Reduktion der Schätzgüte.
In Abschnitt 6.2 wurde die entwickelte Methodik mit einem Unscented-Kalman-
Filter und einem symmetrischem Sigma-Punkte-Satz amModell eines Waschauto-
maten zur Zustandsschätzung und zur Bestimmung einer zeitvarianten Unwucht
in der Trommel angewandt. Es wurde gezeigt, dass das entworfene Filter bei
dem zur Verfügung stehenden Anwendungsszenario automatisiert ausgelegt wer-
den konnte und nahezu perfekte Ergebnisse bei der Bestimmung der unbekannten
Unwucht zeigt. Bei der nachgeschalteten Robustheitsanalyse durch Nutzung ei-
nes stark veränderten Filtermodell, wurde gezeigt, dass die Unwucht qualitativ
sehr gut geschätzt werden konnte, allerdings Fehler durch das veränderte Modell
entstehen.
Übertragbarkeit und Anwendbarkeit der entwickelten Algorithmen und Methoden
auf real vorliegende Messdaten wurden bei der Zustandsschätzung in Abschnitt
6.3 an dem leicht gepanzerten Fahrzeug Dingo 2 gezeigt. Modellunsicherheiten
konnten durch das Filter ausgeglichen und gleichzeitig die Güte im Gegensatz zum
Modellausgang ohne Anwendung von Filtertechniken bei einer Unterdrückung
des Sensorrauschens erhöht werden. Die Zustände des Systems konnten geschätzt
werden und stehen somit für die Implementierung einer Zustandsregelung zur
Verfügung.
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7 Resümee und Perspektiven
Die Entwicklung von komplexen mechatronischen Systemen steht unter immer
größerem Kosten- und Zeitdruck. Gleichzeitig wird kundenseitig eine immer höhe-
re Funktionalität gefordert, die das Zusammenwirken der unterschiedlichen Dis-
ziplinen Mechanik, Elektronik, Informatik und Regelungstechnik zwingend er-
fordert, was neue Herausforderungen an Entwicklungswerkzeuge und Methoden
stellt. Die Einbindung von physikalisch motivierten Verhaltensmodellen zur Aus-
legung und Eigenschaftsabsicherung gewinnt dabei zunehmend an Bedeutung.
Die Modelle der unterschiedlichen Disziplinen wurden bisher oftmals getrennt
voneinander entwickelt oder im Rahmen der zunehmenden Aufteilung in der Ent-
wicklung komplexer Systeme von unterschiedlichen Abteilungen eines Unterneh-
mens oder sogar von externen Zulieferern bereitgestellt. Gleichzeitig wird der
Modellierungsprozess immer stärker von Toolunterstützung durchdrungen, wie
beispielsweise Dymola, das auf der oﬀenen Sprache Modelica basiert. Die Mo-
dellbildung erfolgt nicht mehr auf ODE-Ebene, wie bei der Modellierung unter
MATLAB/Simulink, sondern direkt auf der physikalischen Ersatzschaltbildebene,
wobei auf zahlreiche vorgefertigte Elemente aus Bibliotheken von Fachdisziplin-
experten, wie Zulieferern, Universitäten und Forschungseinrichtungen, zurückge-
griﬀen wird.
Aus diesen Gründen steht für die modellbasierte Auslegung in der Fachdisziplin
Regelungstechnik im Anschluss an die Modellbildungsphase eine Abbildung des
Systems zur Verfügung, in dem der Regelungstechniker kein Experte mehr sein
muss. Verschärft wird diese Problematik durch neue Entwicklungssystematiken
wie ENTIME, in der das Auslegungsmodell teil- oder vollautomatisiert auf Ba-
sis von Lösungselementen und Anforderungen unter Dymola erstellt wird. Weder
die innere Struktur des Modells noch enthaltene Nichtlinearitäten sind dem Rege-
lungstechniker bekannt. Gleichzeitig liegt das Modell nur noch als Black-Box, mit
bekanntem Ein- und Ausgangsverhalten vor, und nicht, wie in der für Regelungs-
techniker bekannten und gebräuchlicheren Form, als nichtlinearer Zustandsraum,
wodurch die Anwendung von regelungstechnischen Methoden wie Zustands- und
Parameterschätzung erschwert wird.
Der Schwerpunkt dieser Arbeit lag in der Entwicklung einer Methode und aller
notwendigen Werkzeuge zur Auslegung von echtzeitfähigen Zustands- und Para-
meterschätzern an Black-Box-Systemen, die mittels moderner Entwicklungswerk-
zeuge wie Dymola erzeugt wurden. Hierzu wurden in einem ersten Schritt Sigma-
Punkte-Filter als zu nutzende Filteralgorithmen identiﬁziert, da diese eine höhere
Schätzgüte bei starken Nichtlinearitäten bieten, von denen in einem unbekann-
ten Modell ausgegangen werden muss, was eine Neuerung dieser Arbeit darstellt.
Gleichzeitig sind keine Ableitungen in Form von Jacobi- oder Hessematrizen des
als Black-Box vorliegenden Modells notwendig, anders als bei der Nutzung ei-
nes Extended-Kalman-Filters und seinen Erweiterungen. Die höhere Genauigkeit
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der Sigma-Punkte-Filter resultiert aus einer Erfassung der Wahrscheinlichkeites-
dichteverteilung des Zustandsvektors mittels einer geringen Anzahl an determi-
nistisch zu berechnenden Sigma-Punkten, die durch das vollständige nichtlineare
Modell transformiert werde können. Zur Schätzung von unbekannten Systempa-
rametern wurde als weitere Neuerung ein Verfahren zur Erkennung und Korrek-
tur von ungültigen Schätzungen und Sigma-Punkten, die zu Instabilitäten des
Filtermodells führen, entwickelt und implementiert. Zur Realisierung dieser in
der vorliegenden Arbeit entwickelten Methode wurde ein Interface entwickelt,
das die aus Dymola stammenden Modelle als Black-Boxes einbindet, alle not-
wendigen Informationen für den Filterbetrieb bereitstellt und die Möglichkeit
der Sigma-Punkte-Transformation bietet. Zum Austausch der Modelle wurde das
FMI-Format gewählt, das einerseits durch enthaltene Funktionen die Einbindung
und den Filterbetrieb unterstützt und andererseits ein zur Zeit dieser Arbeit in-
tensiv vorangetriebenes Austauschformat von Modellen darstellt, das von einer
Vielzahl an Modellierungswerkzeugen unterstützt wird.
Für die Auslegung der in den Sigma-Punkte-Filtern enthaltenen Entwurfspara-
meter wurde in dieser Arbeit eine Optimierungsstrategie entwickelt, die auf ei-
ner Gaußprozessoptimierung basiert. Hierzu wird das unbekannte Modell, der
zu nutzende Sigma-Punkte-Filteralgorithmus sowie Anregungsfälle als ein Sze-
nario deﬁniert, das dem Optimierungsverfahren übergeben wird. Somit ist es
möglich, ohne Expertenkenntnisse des zugrundeliegenden Filtermodells noch des
Filteralgorithmus oder der Anregungsfälle einen problemspeziﬁschen, optimalen
Satz von Filterentwurfsparametern zu bestimmen, was eine weitere Neuerung die-
ser Arbeit darstellt. Die Bestimmung von Basiskovarianzmatrizen des Prozess-
und Messrauschens wird in einem Pre-Processingschritt vor der Optimierung an-
hand der deﬁnierten Anregungsfälle des Szenarios vollautomatisiert durchgeführt,
um den Eﬀekt unterschiedlicher Wertebereiche von Messgrößen und Zuständen
zu eliminieren. Um die Interpretation der Prozess- und Messrauschkovarianzen
als Vertrauensfaktoren nicht zu verlieren, kann der Anwender einen Faktor der
Rauschprozesse wählen, der das Modell- oder Messvertrauen abbildet und zu einer
höchstgradig automatisierten Filterauslegung beiträgt, was eine weitere Neuerung
darstellt.
Abschließend wurde in dieser Arbeit erstmalig ein Vorgehensmodell für die Aus-
legung, den Test und den Export von Zustands- und Parameterschätzern an
als Black-Boxes vorliegenden Filtermodellen mittels Sigma-Punkte-Filtern ent-
wickelt. Der Fokus des Vorgehensmodells liegt auf einem maximalen Automa-
tisierungsgrad der Filterauslegung, da der Ingenieur kein Experte mehr in dem
zu nutzenden Filtermodell sein muss. Gleichzeitig wird an wichtigen Stellen des
Filterentwurfsprozesses die Möglichkeit zum Eingriﬀ durch den Anwender ermög-
licht, um mögliches Expertenwissen einﬂießen zu lassen. Bei ungenügender Schätz-
güte werden im Anschluss Handlungsempfehlungen deﬁniert, die Veränderungen
im Entwurfsprozess entsprechen, um eine höhere Schätzgüte zu ermöglichen.
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Die korrekte Funktionsweise der entwickelten Methoden und Algorithmen wur-
de anhand von drei Beispielen vorgestellt. Beim ersten Beispiel handelte es sich
um eine Zustands- und Parameterschätzung an einem mathematischen Pendel,
an dem unterschiedliche Sigma-Punkte-Filter, sowie automatisierte Vorgaben des
Parameterprozessrauschens, der entwickelten Sigma-Punkte-Korrektur und der
vollautomatischen Filterentwurfsparameterauslegung erprobt wurden. Die Über-
tragung auf ein komplexes mechatronisches System in Form eines Waschautoma-
ten wurde im zweiten Beispiel gezeigt, wobei auch sehr gute Ergebnisse bei der
Robustheitsanalyse erzielt wurden, indem ein stark abgeändertes Modell in das
Filter eingebunden wurde. Im letzten Anwendungsfall wurde das Filter an dem
Modell eines Dingo 2 ausgelegt, wobei als Anregungsfälle im Szenario reale Mes-
sungen der Bundeswehr zur Verfügung standen. Sowohl die Filterauslegung als
auch der anschließende Betrieb zeigten, dass die Anwendung auf reale Messun-
gen ebenfalls sehr gute Ergebnisse zeigt und sich somit für den Onlineeinsatz an
realen Systemen eignet.
Der nächste Schritt bei der Auslegung und dem Betrieb von Zustands- und Para-
meterschätzern für Black-Box-Systeme stellt die automatisierte Codegenerierung
auf eine Zielplattform dar. Da alle genutzten Filtertechniken und die Weiterent-
wicklungen zur Transformation der Sigma-Punkte und die Erkennung und die
Korrektur von ungültigen Sigma-Punkten echtzeitfähig sind, kann dies ohne Ein-
schränkungen durchgeführt werden.
Im Rahmen der vollautomatisierten Optimierung der Filterentwurfsparameter
wurde bereits angesprochen, dass eine Reihe von Kernel-Funktionen der genutz-
ten Gaußprozesse existieren. In dieser Arbeit wurde das SE-ARD-Kernel genutzt,
das die in dieser Arbeit gezeigten Szenarien darstellen konnte und zu sehr guten
Ergebnissen geführt hat. Trotzdem kann durch die Einbringung einer Kernel-
Bibliothek und mittels einer Vorabanalyse oder im späteren Optimierungsverlauf
beim Erkennen einer schlechten Abbildbarkeit des Szenarios auf einen besser ge-
eigneten Kernel gewechselt werden. Das Optimierungsverfahren wäre somit auch
geeignet, abseits der Anwendung in dieser Arbeit für beliebige Optimierungsver-
fahren eingesetzt zu werden.
Ein weiterer wichtiger Punkt bei der Verbesserung besteht in einer automatisier-
ten Überprüfung der Beobachtbarkeit von Zuständen und zu schätzenden Para-
metern. Zur Zeit wird dies nicht überprüft und in den Handlungsempfehlungen
bei unzureichender Schätzgüte als letzte Möglichkeit der Überprüfung angege-
ben. Durch die Einbringung solch einer automatisierten Überprüfung könnten ein
eventueller Filterentwurfsprozess frühzeitig abgebrochen und neue Anforderungen
an den Entwicklungsprozess des Systems gestellt werden.
Eine Reduktion der Rechenbelastung kann durch die Anwendung eines reduzier-
ten UKF erreicht werden. Hierzu muss das System hinsichtlich linearer Anteile
analysiert werden. Nach der Identiﬁkation eines beispielsweise linearen Ausgangs-
systems könnte dieses aus der Sigma-Punkte-Transformation ausgenommen wer-
den und mittels eines linearen Kalman-Filter-Ansatzes eingebunden werden.
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Das in einer Kooperation entwickelte Interface zur Einbindung von FMUs eig-
net sich für eine Vielzahl weiterer regelungstechnischer Funktionen. Zum Einen
können neben den für einen Onlineeinsatz gedachten Sigma-Punke-Filtern eben-
falls weitere Techniken zur Zustands- und Parameterschätzung realisiert werden,
wie Moving-Horizon oder Particle-Filter, die sich bei eher langsamer Systemdy-
namik und hoher Rechenleistung für den Oineeinsatz eignen. In [KST14] wird
die Schnittstelle für eine teilautomatisierte Modellidentiﬁkation und Validierung
genutzt. Ein weiteres Anwendungsgebiet kann die Hinzunahme von Techniken
des maschinellen Lernens sein, um die physikalische Modellierung der FMUs um
Neuronale Netze zur Abbildung von weiteren Eﬀekten zu erweitern.
Das entwickelte Interface sollte im nächsten Schritt auf die Einbindung von FMUs
2.0 erweitert werden, da diese bei der Generierung aus Dymola schon einen Fixed-
step-Solver enthalten und somit die externe Integration des Modells unter MAT-
LAB entfällt. Die Möglichkeit der Einbindung von Fixed-Step-Solvern besteht
allerdings erst seit der Dymola-Version 2014 FD01, die zum Zeitpunkt der Arbeit
noch nicht zur Verfügung stand.
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A Anhang
A.1 Square-Root Unscented Kalman Filter
Die rekursive Berechnung der Matrixwurzel SkSTk = Pxx,k stellt den neben der
Transformation der Sigma-Punkte den rechenintensivsten Schritt des UKF dar,
und gleichzeitig ist positive Deﬁnitheit nicht garantiert. Die nachfolgend dar-
gestellte Implementierung ersetzt die rekursiv durchzuführende Berechnung der
Matrixwurzel durch ein Cholesky-Update und ist [VDMW01b] entnommen. Diese
hat neben der Reduktion der Berechnungszeit noch den wichtigen Vorteil, dass
positive Deﬁnitheit garantiert wird, solange die durch das Modell transformierten
Sigma-Punkte nicht unzulässig sind, wie beispielsweise wegen einer Modellinsta-
bilität.
Initialisierung Filter
Startmomente:
xˆ0 = E[x0]
S0 = chol
(
E
[
(x0 − xˆ0)(x0 − xˆ0)T
])
Betriebsphase Zeitschritt k {1, ...,∞}:
Berechnung Sigma-Punkte:
Xk−1 = [xˆk−1 xˆk−1 + γSk xˆk−1 − γSk]
Zeit-Update
X ∗k|k−1 = F [Xk−1, uk−1]
xˆ−k =
2L∑
i=0
W
(m)
i X ∗i,k|k−1
S−k = qr
([√
W
(c)
1
(X1:2n,k|k−1 − xˆ−k ) √Rv])
S−k = cholupdate
(
S−k X ∗0,k − xˆ−k W (c)0
)
Xk|k−1 =
[
xˆ−k xˆ
−
k + γS
−
k xˆ
−
k − γS−k
]
Yk|k−1 = h
[Xk|k−1]
yˆ−k =
2n∑
i=0
W
(m)
i Yi,k|k−1
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Mess-Update
Sy˜k = qr
([√
W
(c)
1 (Y1:2n,k − yˆk)
√
Rn,k
])
Sy˜k = cholupdate
(
Sy˜k Y0,k − yˆk W (c)0
)
Pxy,k =
2L∑
i=0
W
(c)
i
[Xi,k|k−1 − xˆ−k ] [Yi,k|k−1 − yˆ−k ]T
Kk = Pxy,kP−1yy,k
xˆk = xˆ
−
k +Kk(yk − yˆ−k )
Pxx,k = P
−
xx,k −KkPyy,kKTk
A.2 Central-Difference-Filter
Nachfolgend ist der Algorithmus des Central-Diﬀerence-Kalman-Filters für den
Fall additiven Rauschens dargestellt. Das Central-Diﬀerence-Filter kann genau
wie das UKF als Square-Root-Variante implementiert werden.
Initialisierung Filter
Startmomente:
xˆ0 = E[x0]
Pxx,0 = E
[
(x0 − xˆ0)(x0 − xˆ0)T
]
Betriebsphase Zeitschritt k {1, ...,∞}:
Berechnung Sigma-Punkte:
Xk−1 =
[
xˆk−1 xˆk−1 + ξ
√
Pxx,k−1 xˆk−1 − ξ
√
Pxx,k−1
]
Zeit-Update
X ∗k|k−1 = g [Xk−1, uk−1]
xˆ−k =
2n∑
i=0
W
(m)
i X ∗i,k|k−1
P−xx,k =
2n∑
i=1
W
(c1)
i
[X ∗i,k|k−1 −X ∗n+i,k|k−1]2
+W
(c2)
i
[X ∗i,k|k−1 + X ∗n+i,k|k−1 + 2X ∗0,k|k−1]2 +Rv
(Erneuern der Sigma-Punkte)
X∗k|k−1 =
[
xˆ−k xˆ
−
k + h
√
P−x,k xˆ
−
k − h
√
P−x,k
]
Yk|k−1 = h
[Xk|k−1]
yˆ−k =
2n∑
i=0
W
(m)
i Yi,k|k−1
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Mess-Update
Pyy,k =
2n∑
i=1
W
(c1)
i
[Yi,k|k−1 − Yn+i,k|k−1]2
+W
(c2)
i
[Yi,k|k−1 + Yn+i,k|k−1 + 2Y0,k|k−1]2 +Rn
Pxy,k =
√
W
(c1)
1 P
−
xx,k
[Y1:n,k|k−1 − Yn+1:2n,k|k−1]T
Kk = Pxy,kP−1yy,k
xˆk = xˆ
−
k +Kk(yk − yˆ−k )
Pxx,k = P
−
xx,k −KkPyy,kKTk
Der Parameter ξ stellt den in 3.4 vorgestellten Parameter zur Gewichtung der
Sigma-Punkte und deren Berechnung dar, mit ξ > 1. Der Term n entspricht
der Ordnung der Zufallsvariablen x und somit der Anzahl der Zustände. Mittels
der Matrizen Rv bzw. Rn werden Prozessrauschkovarianz bzw. die Messrausch-
kovarianz in den Algorithmus eingebracht. Die Notation []2 steht für das Vektor-
produkt [a]2 = aaT . Die Gewichtungsterme entsprechen: W (m)0 =
ξ2−n
ξ2
;W
(m)
i =
1
2ξ2
;W
(c1)
i =
1
4ξ2
;W
(c2)
i =
ξ2−1
4ξ4
mit i = 1, .., 2n+ 1. Die Herleitung der Berechnung
von Erwartungswert und Kovarianz auf Basis von Sigma-Punkten, die mittels
Sterling-Interpolation bestimmt wurden, sowie der entsprechenden Gewichtun-
gen kann in [VDMW+04], [Sch11] nachvollzogen werden.
A.3 MATLAB-Toolbox
Die in dieser Dissertation erarbeiteten Methoden und Algorithmen sind in eine
unter MATLAB erstellte Toolbox eingeﬂossen, die es Anwendern ermöglicht mit
einem maximalen Automatisierungsgrad Sigma-Punkte-Filter für als FMU vor-
liegende Modelle zu erstellen. Die Toolbox ist so angelegt, dass sie dem in Kapitel
5 vorgestellten Vorgehensmodell entspricht. Im ersten Schritt ist vom Anwender
das Modell als FMU einzuladen, woraufhin die in der .xml abgelegten Informatio-
nen in Form von Systemordnung, Zustandsbezeichnern, Ausgängen, Eingängen,
Schätzparametern und deren Parametergrenzen angezeigt werden, wie in Bild 1-1
gezeigt.
Im Anschluss kann das Szenario eingeladen und bestehende Messdaten den Ein-
und Ausgängen der Toolbox zugewiesen werden (vgl. Bild 1-2).
Im Anschluss kann eine Überprüfung des Modells vorgenommen werden, indem
das Filtermodell mit den im Szenario hinterlegten Eingängen simuliert wird, und
ein Vergleich der simulierten Modellausgänge kann mit den im Szenario hinter-
legten, realen Messungen durchgeführt werden. Weichen simulierte Ausgänge und
reale Messungen zu stark voneinander ab, so ist im Vorfeld der Filterauslegung
eine Parameteridentiﬁktion ratsam, wie in [KST14] vorgestellt, oder vielleicht ein
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Bild 1-1: Modellinformationen nach Auslesen der FMU-xml
Bild 1-2: Einlesen von Szenarien und Zuordnung von Ein- und Ausgängen
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Modell höherer Komplexität, wie in [LOT14] gezeigt. Bei zufriedenstellender Mo-
dellgüte können im Anschluss die Prozess- und Messrauschkovarianzen nach Bild
1-3 manuell oder automatisiert gewählt werden. Bei der Wahl einer automatisier-
ten Vorgabe wird das in Abschnitt 4.2 vorgestellte Verfahren ausgeführt, und vom
Nutzer ist nur noch die Angabe der Vertrauensfaktoren FRv und FRn notwendig,
was durch einen Schieberegler in der Toolbox realisiert wurde.
Bild 1-3: Automatisierte oder manuelle Generierung von Kovarianzmatrizen des
Prozess- und Messrauschens
Falls in der FMU Schätzparameter mittels einer Markierung im Modellierungs-
prozess erkannt wurden, kann im nächsten Schritt vom Benutzer gewählt werden,
ob die Parameter zur Schätzung mittels Joint- oder Dual-Verfahren freigegeben
werden oder auf den Initialparametern verbleiben. Im Falle der Schätzung wer-
den die im Dymolamodell hinterlegten Parametergrenzen direkt übernommen,
können vom Anwender aber manuell verändert werden, wie in Bild 1-4 dar-
gestellt. Abschließend erfolgt vom Benutzer noch die Wahl des zu verwenden-
den Filteralgorithmus in Form des UKF mit SUT oder des SST-Sigma-Punkte-
Berechnungsverfahrens, des CDKF oder CKF.
Die Auslegung der im ausgewählten Filteralgorithmus enthaltenen Entwurfspara-
meter wird im nächsten Schritt durch die automatisierte Übergabe des Szenarios
und der vom Nutzer getroﬀenen Einstellungen an das in Kapitel 4 vorgestell-
te Optimierungsverfahren durchgeführt. Der Benutzer hat an dieser Stelle noch
die Möglichkeit, Abbruchbedingungen, den Gewichtungsfaktor kw und Anzeigeei-
genschaften einzustellen, wie in Bild 1-5 dargestellt. Die generierten, optimierten
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Bild 1-4: Auswahl des Parameterschätzverfahrens, Freigabe der zu schätzenden
Parameter und Einstellung der Parametergrenzen
Werte der Entwurfsparameter werden angezeigt und intern für die weitere Verar-
beitung abgelegt.
Nach Durchlaufen der Optimierung kann das entworfene Filter im Rahmen einer
Robustheitsanalyse erprobt und die Schätzgüte beurteilt werden. Die Toolbox
bietet für den gesamten Entwurfsprozess ein Schritt-für-Schritt-Vorgehen an, mit
der abschließenden, noch zu entwickelnden Möglichkeit des Filterexports auf un-
terschiedliche Echtzeitsysteme oder auch Oineumgebungen. Der gesamte Ablauf
der Toolbox ist in Bild 1-6 dargestellt.
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Bild 1-5: Optimierung der Filterentwurfsparameter
Bild 1-6: Optimierung der Filterentwurfsparameter
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A.4 Doppelpendel
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Bild 1-7: Oben, unten links: Systemausgang des Streckenmodells (blau); dem Fil-
ter zur Verfügung gestellte Systemausgänge, mit Rauschen überlagert
(grau), Filterrekonstruktion des Systemausganges durch UKF mit θa,b,opt
(lila, cyan, rot). Unten rechts: Schätzung der unbekannten Dichte des
unteren Pendelarmes durch UKF mit θa,b,opt (lila, cyan, rot)
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Bild 1-8: Schätzung der Zustände des Doppelpendels bei unterschiedlicher Para-
metrierung des eingesetzten Unscented-Kalman-Filter mit SUT-Sigma-
Punkte-Berechnung
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Bild 1-9: Systemausgänge des Streckenmodells (blau); dem Filter zur Verfügung
gestellte Systemausgänge, mit Rauschen überlagert (grau), Filterrekon-
struktion des Systemausganges durch UKF ohne Parameternebenbedin-
gungen (lila), mit unterer Begrenzung (cyan) und vollen Nebenbedingun-
gen (rot).
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Bild 1-10: Schätzung des unbekannten Systemparameters (roter Verlauf) der Pen-
delarmdichte (dunkelblauer Verlauf) bei unterer Nebenbedingung mit
Einbeziehung der berechneten Sigma-Punkte (hellblauer Verlauf)
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A.5 Schätzung zeitvarianter Unwucht im Waschautomaten
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Bild 1-11: Rekonstruktion verrauschter Messungen eines Waschautomaten bei der
Schätzung einer unbekannten, zeitvarianten Unwucht
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Bild 1-12: Zustandsschätzung eines Waschautomaten bei der Schätzung einer un-
bekannten, zeitvarianten Unwucht
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Bild 1-13: Rekonstruktion verrauschter Messungen eines Waschautomaten bei der
Schätzung einer unbekannten, zeitvarianten Unwucht mit starken Ab-
weichungen zwischen dem Filtermodell und den dem Filter zur Verfü-
gung stehenden Messungen
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Bild 1-14: Zustandsschätzung eines Waschautomaten bei der Schätzung einer un-
bekannten, zeitvarianten Unwucht mit starken Abweichungen zwischen
dem Filtermodell und den dem Filter zur Verfügung stehenden Mes-
sungen
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A.6 Zustandsschätzung Dingo 2
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Bild 1-15: Rekonstruktion der realen Messungen eines Dingo 2 bei Überfahren von
Trapezhindernissen
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