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ABSTRACT
A Multi-Resolution Discontinuous Galerkin (MRDG) method for linear elasticity
is developed to understand the mechanisms by which the remotely applied loading is
redistributed within the microstructure of materials. Recent studies supported by in-situ
experiments have shown that the stresses between the microstructural regions called
grains do not directly correlate to lattice orientations and directions of the loading applied
at the bulk. The primary goal of the research targets understanding of grain interactions,
called the Neighborhood Effect (NE). The influence of the NE on local stress
distributions is not fully understood and thus, not incorporated into the existing models
utilizing the Variational Multiscale (VMS) techniques. The traditional multiscale
methods are forced to impose various restricting assumptions on the essential conditions
of continuum mechanics: equilibrium and compatibility. The novelty of the proposed
MRDG method lies in the implementation of ideas from VMS methods into existing
Discontinuous Galerkin (DG) approach. This approach provides a robust mechanism to
treat discontinuities in displacement and traction fields along grain boundaries (GB) with
the ability to distinguish the effects of equilibrium and compatibility in a unified manner.
Rigorous derivation accommodates the decomposition of scales such that fine scale
contributions are imposed onto the coarse scale solution through displacement jumps and
stress fluxes, which leads to fulfillment of the key idea: the ability to identify and
consider the neighborhood effects. In this study we consider a small material region
called a representative volume element from here on referred to as RVE. The RVE is a
set of microstructural, textural, and constitutive properties of a material with a clear
presence of NE. The thesis work mainly focuses on RVEs with two-dimensional square
domain that has submillimeter dimensions and is loaded by the average macro strain ε M .
Various material phases and microstructures are considered, and the numerically obtained
results are compared across various methods. The success of the method will provide the
meaning to the stress and strain fluctuations with a relatively low cost to high fidelity
ratio, which are the key contribution of the research.
iv

TABLE OF CONTENTS
List of Variables ................................................................................................................. ix
Introduction ......................................................................................................................... 1
Chapter 1 Literature Review ............................................................................................. 4
1.1 Discontinuous Galerkin Method ............................................................................... 5
1.2 Variational Multiscale Method ................................................................................. 6
1.3 Classical Methods ..................................................................................................... 8
Chapter 2 Proposed MRDG Method................................................................................. 11
2.1 Problem Statement .................................................................................................. 12
2.2 Mathematical Model for Problems with Dirichlet BCs .......................................... 17
2.3 Mathematical Model for Problems with PBC......................................................... 20
2.4 Analytical Solutions for Taylor and Sachs Posed Problems ................................... 21
Chapter 3 Multiscale Decomposition................................................................................ 27
3.1 Coarse-Scale Problem ............................................................................................. 29
3.2 Fine-Scale Problem ................................................................................................. 33
3.3 Homogenized Tangent Modulus ............................................................................. 34
Chapter 4 Numerical Results and Discussion ................................................................... 37
4.1 Patch Tests .............................................................................................................. 38
4.2 Numerical Verifications of Hypotheses ................................................................. 41
4.3 Heterogeneous Models with Dirichlet and Periodic BCs ....................................... 45
4.4 Study of Jumps and Fluxes ..................................................................................... 55
Conclusions and Future work ........................................................................................... 63
Future Work .................................................................................................................. 64
List of References ............................................................................................................. 66
Appendix ........................................................................................................................... 73
Vita.................................................................................................................................... 77

v

LIST OF TABLES
Table 1. Taylor, Sachs, and Coarse Scale comparison of stress results............................ 42
Table 2. NEPER model. Fine Scale stress values ............................................................. 49
Table 3. NEPER model. Variational stress values ............................................................ 50
Table 4. NEPER model. Euler-Lagrange stress values..................................................... 50
Table 5. NEPER model. Sachs stress values .................................................................... 50
Table 6. NEPER model. Taylor stress values ................................................................... 51
Table 7. Tangent moduli components obtained through various methods ....................... 55

vi

LIST OF FIGURES
Figure 1. Decomposition of Scales (Masud et al., 2012) .................................................... 7
Figure 2. The flow chat displaying various ways of VMS implementation for solving
problems with multiscale phenomena ......................................................................... 7
Figure 3. Material arrangements for Reuss (lower) and Voigt (upper) bounds ................ 10
Figure 4. Typical microstructure of a polycrystalline material (TECS, 2020). ................ 11
Figure 5. RVE Setup: General bounded domain and depiction of boundaries and interiors
................................................................................................................................... 15
Figure 6. Graphical representation of nomenclature: (a) depiction of two elements with
shared boundary γ; (b) notation of displacement jumps across grains ..................... 15
Figure 7. RVE with an imposed Dirichlet BCs................................................................. 18
Figure 8. RVE with an imposed PBC ............................................................................... 21
Figure 9. RVE Setup: definition of the position vectors ................................................... 22
Figure 10. Domain of 5x5 RVE for patch test: (a) grain arrangement; (b) material
distribution ................................................................................................................ 39
Figure 11. Domain of 5x5 RVE for patch test: (a) domain stress field; (b) deformed
configuration ............................................................................................................. 39
Figure 12. Domain of 3x3 RVE for PBC patch test: (a) domain FE stress field; (b)
deformed shear configuration ................................................................................... 40
Figure 13. Inclusion problem on 3x3 RVE: (a) domain FE stress field; (b) average stress
contour ...................................................................................................................... 40
Figure 14. Stress contour plots: (a) Taylor model; (b) Sachs model ................................ 42
Sachs
Figure 15. Sachs-like phase arrangement with corresponding Cijkl
.............................. 44

Figure 16. 8x8 RVE phase arrangement and material properties ..................................... 46
Figure 17. NEPER: (a) Fine Scale stress contour, σ y ; (b) Variational coarse scale stress
contour, σ y ............................................................................................................... 46
Figure 18. 8x8 RVE: (a) Taylor stress contour, σ y ; (b) Sachs stress contour, σ y ........... 47
Figure 19. NEPER: (a) Phase arrangement; (b) Model grain identification numbers ...... 48
vii

Figure 20. NEPER: (a) Fine scale stress contour for σ x ; (b) Fine scale stress contour σ y
................................................................................................................................... 51
Figure 21. NEPER: (a) Variational stress contour for σ x ; (b) Variational stress contour
for σ y ......................................................................................................................... 52
Figure 22. NEPER: (a) Euler-Lagrange stress contour for σ x ; (b) Euler-Lagrange stress
contour for σ y ............................................................................................................ 52
Figure 23. NEPER: (a) Sachs stress contour for σ x ; (b) Sachs stress contour σ y ............ 53
Figure 24. NEPER: (a) Taylor stress contour for σ x ; (b) Taylor stress contour σ y .......... 53
Figure 25. Displacement jumps applied on grain 36 of 8x8 RVE for dispersion test ...... 57
Figure 26. Traction fluxes applied on grain 42 of 8x8 RVE for dispersion test ............... 57
 
Figure 27. Dispersion test: (a) stress field due to  u g  ; (b) stress field due to σ (u g )  ... 58
Figure 28. Domain of 6x6 RVE for dispersion test: (a) phase arrangement; (b) stress field
................................................................................................................................... 59
Figure 29. Domain of 6x6 RVE for dispersion test with FE jumps: (a) disp jumps; (b)
stress flux .................................................................................................................. 60
Figure 30. Domain of rearranged 6x6 RVE for dispersion test: (a) phase arrangement; (b)
stress field ................................................................................................................. 60
Figure 31. Domain of 6x6 rearranged RVE for dispersion test with FE jumps: (a) jumps;
(b) fluxes ................................................................................................................... 61
Figure 32. Domain of 8x8 RVE for dispersion test with FE jumps: (a) phase arrangement;
(b) stress field ............................................................................................................ 61
Figure 33. Domain of 8x8 RVE for dispersion test with FE jumps: (a) disp. jumps; (b)
traction fluxes............................................................................................................ 62

viii

LIST OF VARIABLES
C - Stiffness modulus

S - Compliance

σ - Average stress of the bulk

ε - Average strain of the bulk
V0 - Volume of the bulk
Ω - Bulk domain

Γ I - Domain interface region
Γ M - Domain boundary region
nsd - Number of special dimensions
w - Weighting function space

n - Unit normal vector
x - Material point within the domain

u  - Displacement jump
 w - Weighting function jump

σ (u ) - Traction jump
 x  - Jump in coordinates
uˆu  - Prescribed displacement jump
tˆσ  - Prescribed traction jump

uˆM - Prescribed macro displacement

τ s - Stabilization parameter
δ s + and δ s − - Weighted averages
ε M - Macrostrain of the RVE

u - Displacement fluctuations
xg - Grain centroid

ix

INTRODUCTION
The structural complexity, automation, and mobility are highly prized
achievements of modern civilization. Despite the growth of advanced design and material
manufacturing methods, the fatigue failures and the fracture of structural components
have remained to be the unpleasant drawback of engineering advancements and subject
of continuous research (Chowdhury and Sehitoglu, 2016). Moreover, the invention of
new design approaches and materials requires extensive studies in order to prevent
unexpected and undesirable results. The phenomenon of material fatigue is a matter of
creating and propagating cracks under a load with a considerably lower magnitude than
what is required to yield a material. Throughout the development of the computer,
mathematical, and experimental modeling there are several distinct cases that possess the
ability to successfully predict life of materials and provide a damage-tolerant design
approach.
There are two stages of fatigue crack growth that must be considered. Stage 1
indicates the growth of the cracks once they are nucleated at the stress concentrations
caused by cyclic loading. At the given stage, the crack growth is significantly affected by
slip system characteristics, microstructure and its dimensions, the intensity level of the
stress concentrations, and the effective radius of near tip plasticity. Structures, such as
aircrafts and turbines, designed to purposely handle high cycle fatigue (HSF), spend
majority of their total life in Stage 1. The main feature of Stage 2 growth is the clear
appearance of striations whose size depends on the intensity of the applied load and
which can be identified by an electronic microscope. Prior to 1960s, there have existed
numerous theories regarding the significant measurements of crack propagation kinetics
(Krupp, 2007). The most famous concepts that carried particular significance include the
logarithmic Basquin relationship between the number of cycles, N f , to fracture and the
respective stress amplitude, ∆σ / 2, of load reversals, where σ 'f denotes the coefficient
and b the exponent of fatigue strength (1).
1

∆σ
= σ 'f (2 N f )b
2

(1)

The hypothesis of linear damage accumulation (2) proposed by Palmgreen and
later Miner became an incredibly important tool for understanding a concept of servicelife that is widely used till this day. The summation features the number of cycles at a
certain stress amplitude, N i , and the respective number of cycles till fracture, N fi .

Ni

∑N
i

= 1.0

(2)

fi

Linear-elastic-fracture mechanics (LEFM) proposed by Irwin (3) is another robust tool
capable of effectively treating crack propagation processes. All differences in specimen
structure geometry, Y , crack size, a , loading type expressed through the mechanical
stress, σ , appear only through the proposed scalar stress-intensity factor, K .
K = σ π aY

(3)

In early 1960s, Paul Paris observed that the measured rate of crack growth per cycle,

da / dN , varied linearly with local stress intensity factor, K , when plotted on log-log
scale with additional dependence on material-specific constants, C and m (Anderson,
2017). Physically long cracks characterized by Stage 2 propagation are often described
by the Paris law.

da
= C ∆K m
dN

(4)

Despite the existence of those models, the study of the true fatigue behavior is
more complex and not easily assessed even with advanced experimental equipment and
techniques. The determination of crack nucleation and propagation under cyclic loading
requires more rigorous testing methods as well as more sophisticated measurements of
local crack effects, such as stress flow, crack length, crack propagation pattern, etc.
The development of suitable and durable materials and an accurate analysis of
existing structures has always been a challenge posed before engineers. Such tasks
demand a better understanding of material texture, performance, durability, and forces
driving crack growth alongside with the distribution pattern of stress fluctuations. The
2

ability to control those factors is highly desired in manufacturing. One of the key
components to success is the ability to correctly describe various microstructural changes
that the material undergoes during different stages starting with thermal and mechanical
processing until the failure. Microstructure of the material plays a dominant role in early
stages of crack nucleation and growth, especially, when the crack size is relatively
equivalent to the grain size and grain/phase boundary. However, applicable models for
nucleation and growth of small fatigue cracks are less advanced than long crack models
and, furthermore, are material specific (Pineau et al. 2016). All materials exhibit
anisotropic behavior at the microstructural level due to the imperfections such as voids
and initial defects that are inevitably introduced during the manufacturing process.
Crystalline metals contain regions (grains) of continuous atomic lattice interrupted by
planar defects, termed as grain boundaries. A 1mm² sample can contain millions of
grains, each having specific lattice orientation, leading to the logical conclusion that there
inevitably exist flaws and defects that are potential sites for crack nucleation, which
affect the strength of materials as seen in equations above (McDowell and Olson, 2008).
Therefore, an approach capable to efficiently and effectively predicting the macroscopic
behavior of multiphase materials through the physical effects of microstructure is desired.
Several methods that allow incorporating the microstructure into the description
of the material analysis exist. Some computational tools that utilize molecular and
dislocation dynamics provide the insight on the nanoscale processes, which include
dislocation annihilation, precipitate coarsening, and interactions with point defects
(Amodeo and Ghoniem, 1990). However, the distribution of stresses and strains across
grain boundaries remains unclear. Therefore, a rigorous mathematical model and a robust
numerical analysis that can provide a homogenized continuum mechanical representation
of the microstructure are necessary. The presented multiscale approach is utilized to
enhance the understanding of grain interactions, known as neighborhood effects, and its
influence on the local distribution of stresses and strains that drive fatigue crack
nucleation and growth.
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CHAPTER 1
LITERATURE REVIEW
As mentioned in the previous section, the better understanding of material
behavior, especially when subjected to fatigue loading, entails decomposition of scales.
Multiscale methods are historically categorized into the (i) homogenization method,
which entails sufficient separation of length scales, and (ii) the concurrent method which
involves enforcing strong coupling between the scales. The main focus of the chapter is
directed towards the study of homogenization techniques, however, if the reader desires
to gather more information regarding the concurrent approach, the paper by Saeb and
collaborator on aspects of computational homogenization contains a rich list of references
(Saeb et al., 2016). Various homogenization techniques have been proposed and studied
over decades, creating a vast literature, among which are monographic books: by
Bensoussan, Lions, and Papanicolaou (Bensoussan et al., 1978); and by SanchezPalenciaon (Sanchez-Palenciaon, 1982). Studies more specific to the presented work
include Voigt/Reuss’s methods, fast-Fourier transform method (Lebensohn, 2001),
eigenstrain-based methods (Zhang and Oskay, 2015), grain cluster methods (Xie, 2014),
and VP self-consistent method (VPSC) (Knezevic, 2013). The analysis of recent trends
and developments on the computational homogenization approaches and implementations
can be found in a paper published by Geers and others (Geers et al., 2010). Voigt and
Reuss approaches are part of the key ideas presented in this work and discussed in greater
detail in Section 1.3. Despite developments in the field, most of the methods violate
essential principles of continuum mechanics, namely compatibility and equilibrium, and
impose limiting assumptions in order to accommodate a solution. This gives rise to the
necessity for a more vigorous technique capable of providing an accurate insight on the
constitutive relation (microscale) and grain compatibility (mesoscale).
The Multi-Resolution Discontinuous Galerkin (MRDG) method combines the
advantages of the Discontinuous Galerkin method and the robustness of the Variational
Multiscale approach (VMS). The DG approach converts the jumps of the displacement
field into the equivalent forces through a consistent flux operator, thereby allowing the
4

proper deformation of grains by treating the equilibrium and compatibility imbalances in
a single weak formulation. The multiresolution perspective is motivated by other analysis
methods for RVE problems such as classical Voigt and Reuss, self-consistent
homogenization methods, and full-field finite element methods. All the mentioned
approaches rely on different partitioning of imbalanced continuum mechanics conditions
at the mesoscale along grain boundaries. The decomposition of scales via VMS is
selected due to the convergence properties of the technique as well as rich history and
vast literature available. A more thorough description of the mentioned methods is
provided in the following subsections.
1.1 Discontinuous Galerkin Method

The Discontinuous Galerkin (DG) method is favored when dealing with disjoint
surfaces and non-conforming meshes. The method is developed such that it possesses the
ability of weakly enforcing continuity of a solution filed and explicitly suited for
applications of h and p-adaptivity. There have been numerous publications regarding the
development and implementation of the DG method. Johnson (Johnson, 1974) and Reed
(Reed, 1973) capitalized on the robustness of the technique to efficiently solve problems
of hyperbolic type. Further, DG was applied to elliptic problems by Brezzi at al., Hughes,
Dawson, and Masud. For the summary of current state-of-art and comparison between
majority of the discontinuous Galerkin methods, refer to the paper generated by Arnold
and collaborators (Arnold et al., 2002) on the unified analysis of DG methods for elliptic
problems and a publication by Cockburn and others on theory, computation and
applications of DG (Cockburn, 2000). Hence, the DG method is utilized as a means of
treating the interface problems, briefly discussed below.
As outlined by Dolbow and Harari, majority of the interface problems can be
classified into two categories: (i) jump in a bulk; and (ii) Dirichlet problems. The class of
the interfacial problems accommodates models with known interface jumps at the
primary and/or secondary fields and commonly referred to as ‘jump’ problems. An
alternative class of problems is referred to as ‘Dirichlet’ (Dolbow and Harari, 2005). This
5

work primarily focuses on domains with conforming meshes, for which the jump
problems appear to be more challenging. There is an extensive number of literatures that
discuss various approaches to treat interface problems, among which Schwartz
alternating method (Lions, 1989), method of Lagrange multipliers (LeTallecP, 1995), and
Nitsche’s method (Nitsche, 1970). Hence, the work of these researchers as well as
extensive work of Truster and collaborators motivates the idea of utilizing the DG
approach to convert the jumps of displacement gaps into equivalent configurational
forces through consistent interface flux operators in the proposed MRDG method
(Truster, 2013-2016).
1.2 Variational Multiscale Method

The straightforward application of Galerkin method that employs standard basis is
not robust enough when dealing with problems containing multiple interconnected scales.
The VMS method was first introduced by Hughes as a paradigm for dealing with
multiscale phenomena, which poses inevitable complexity and ambiguity before
physicists and engineers leading to inability of obtaining efficient and vigorous problem
solution. In the proposed method we use VMS as a powerful tool for viewing multiscale
problems from a functional perspective. The total solution of a problem is a sum of its
components, u= u + u ' , where u is a mesoscale (coarse) solution and u' is a microscale
(fine) solution as presented in Figure 1 (Hughes et al., 1998). The detailed derivation of
the multiscale decomposition and derived weak formulation for arbitrary Dirichlet
problems is outlined in the paper presented by Hughes and collaborators in 1998 which
also served as a basis for the flowchart presented in Figure 2. The fine solution is found
analytically, while the coarse solution is numerically solved based on the microscale
results. This approach allows the elimination of explicit presence of fine scale terms from
the coarse scale formulation which leads to the desired decoupling (Saeb et al. 2016).
Thus, the effective separation of scales provided in the novel MRDG approach is
motivated by the VMS method.

6

Figure 1. Decomposition of Scales (Masud et al., 2012)

Figure 2. The flow chat displaying various ways of VMS implementation for solving problems with
multiscale phenomena

7

One of the first methods integrating the VMS method into the DG method was
proposed by Bochev and others (Bochev et al., 2005). However, the extensive work of
Truster and collaborators served as a primary inspiration of the novel approach (Truster,
2013-2016). In majority of the cases, the VMS approach is accompanied by the
instability of the solution field due to the decomposition, thus, requiring a stabilization
parameter in order to ensure positive definiteness of the discrete problem. The primary
drawback of the combination is the complexity of interface geometry and discontinuous
enrichment functions, which renders complications to the determination of such
parameter. Several methods addressing the difficulty have been developed, among those
are: Galerkin least squares (GLS) stabilizing term (Barbosa and Hughes, 1991), Nitsche
methods (Nitsche, 1970), and extended finite element method (XFEM) (Belytschko et al.,
2009). The types of microstructures analyzed in the present work have non-smooth
interfaces and rapid changes in phase properties causing low effectiveness of the
described approaches. Hence, we adopt the stabilization parameter, τ s , and the fine-scale
bubble functions, be , consistently derived my Truster and Masud in (5), where μ is a lame
parameter and, Ω e is an element domain, and is ideally suited for MRDG approach
(Masud and Truster, 2015).




=
τ s be ∫ be d Γ  ∫ μ∇be ⋅ ∇be d Ω  I + ∫ μ∇be ⊗ ∇be d Ω 

 Ωe

Ωe
Ωe


-1

(5)

1.3 Classical Methods

Most materials possess heterogeneous structure, particularly when a highly
refined scale is considered. Understanding of such material media is extremely complex
since its physical properties are entirely controlled by the microstructure of the material
with heavy dependence on volume fraction, orientation and other textural and constitutive
aspects. Thus, the prediction of behavior requires more appropriate and sophisticated
methods. Various homogenization theories have emerged allowing to consider both
levels: (i) macroscale, a small polycrystal with uniform properties and homogeneous
8

stress/strain distributions and (ii) microscale, an extremely refined representation of
grains within a polycrystalline structure possessing heterogeneous properties. Further, a
transitional relationship between local stresses and strains of microscale to average
stresses and strains of macroscale is provided by the approach (Saeb et al., 2016).
The groundwork for today’s homogenization theories was proposed by Voigt
dating back to 19th century. The assumption states that a strain field within the
heterogeneous material is uniform; thus, all crystals/grains would deform in a similar
fashion. The remarkable property of the approach is the satisfaction of compatibility
condition throughout the entire body; however, the equilibrium condition between the
grains is violated (Voigt, 1889). As contrary to Voigt’s assumption, a theory of opposite
manner was later proposed by Reuss. The method suggests that the stress field in all
grains within a polycrystal is the same and is equivalent to the macrostructural stress
value. Consequently, Reuss’s assumption satisfies the equilibrium condition within the
entire domain while violates compatibility allowing the existence of gaps and overlaps
(Reuss., 1929).
In this work, Voight and Reuss’s assumptions are referred to as the Taylor and
Sachs assumptions, respectively, which are the equivalent terms utilized in describing
polycrystalline materials. The union of the two methods contains a property of interest for
the present framework: the two homogenization techniques yield the limits for elastic
strain energy when applied to linear multiphase domain (Hill, 1952). The key idea
extracted from the property lies in defining the bounds on effective stiffness of the RVE
as shown in Figure 3. Thus, providing an essential design conditions as well as means for
comparison of the proposed method against the existing approaches.

9

Figure 3. Material arrangements for Reuss (lower) and Voigt (upper) bounds
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CHAPTER 2
PROPOSED MRDG METHOD
In this paper, the typical geometry of a polycrystalline material represented in
Figure 4 is referred to as a Representative Volume Element (RVE). The RVE has a
characteristic length being significantly small in contrast with the continuum scale and
possesses properties of homogeneous/heterogeneous elastic material, texture, a set of
lattice orientations within a material volume, and overall microstructure. The derivation
of mathematical and numerical models of MRDG method heavily relies on the existence
of the RVE. To reiterate, a bounded region of distinct material type contained within the
RVE is called grain. The grains are bounded by the grain boundaries that hereon are
referred to as interfaces. In the scope of the research, we consider a rectangular domain
loaded by the average strain applied onto the boundary of the RVE. The novelty of the
approach entails decomposition of balance of forces and displacement jumps along the
grain boundaries into the contributions from the uniform macroscale field and the
fluctuation field emerging from the microstructure.

Figure 4. Typical microstructure of a polycrystalline material (TECS, 2020).

11

2.1 Problem Statement

The establishment of the scale separation principle is essential when defining the
problem and proposing mathematical formulation in order to couple the deformation of
the elements at the microscale to the total deformation of grains at the mesoscale. There
is a unique dependence of the average stress and strain tensors in relation to various
phases contained within the RVE. The macro stress and strain tensors are assumed to be
volume averages of the micro stress and strain fields as written in (6). The Hill-Mandel
principle establishing the deformation energy balance is followed in order to fulfill (6).
Further, a more general approach yields directly from combining the relations between
the averages and classical elasticity theories focusing on strain energy. Thus, the average
strain energy of any RVE can be computed based on the average stress, σ, and strain, ε,
fields (7) with the specified surface constraints, i.e. when surface tractions or surface
displacements are prescribed (Hill, 1963).
σ ( y)

1
1
σ (x) dΩ,
ε (x) dΩ
=
ε (y)
∫
VΩ
V ∫Ω

σ (y) : ε (y) =

(6)
(7)

1
σ (x) : ε (x) dΩ
V ∫Ω

To effectively quantify the derivations in the following sections, an extensive
definition of the problem domain must be provided. Consider a bounded domain,

Ω ∈  nsd where nsd ≥ 2 is the number of spatial dimensions, composed of a union of
non-overlapping polynomial regions, Ω=

Ω
g=1

g

, where Ω g is restricted to the polygonal

family with uniform material property condition, such that ∀x ∈ Ω g , Cijkl is constant. The
 tot. # g

closed set can be further decomposed as follows:=
Ω   Ω g  ∪ Γ I ∪ Γ + ∪ Γ − where
 g=1

Ω g is the open set containing information regarding the interior. The neighboring

subdomains are adjacent to a common interface Γ g =Ω g \ Ω g as depicted in Figure 5(b).
The boundary Γ g further subdivided into two subsets Γ g + +g − = Ω g + ∩ Ω g − , where g + , g −
12

is less than the number of grains. Let g + represent the “+” side of the interface and
similarly, g − represent the “-“ side; this assumption is crucial for the definition of jumps.
For simplification and convenience, the representation of the boundaries of all grain are
# GB

Γ

condensed to the final utilizable form: Γ I =

i=1

g + +g −

where “# GB” conveys to the

number of grain boundaries. The boundary of the RVE Γ M can also be decomposed
pairwise satisfying following condition: Γ M = Γ + ∪ Γ − more details can be found in
Aduloju’s and Truster’s paper on a primal formulation for imposing PBC on conforming
and nonconforming meshes (Aduloju and Truster, 2020). The graphical depiction of the
definitions given above is represented in Figure 5.
We further proceed with definitions of the jump and flux quantities, essential to
the proposed MRDG method. Conventionally, n=n+ = − n+ is the outward unit normal to
the boundary of an element, and the superscripts ± designates the element from which
the indicated quantity is derived as shown in Figure 6(a) The definition of the jump
operator

   for scalar, vector, and tensor fields is given by (8), respectively;

additionally, the tensor-valued jump is defined by (9). The definitions of interface –
quantity notations are given by equations (10) through (12) and are anticipated to be
heavily utilized in the mathematical model of the proposed novel method; the schematic
of the notations is shown in Figure 6(b). The weighted averages, δ s + and δ s − , shown in
Figure 6(b) play an important role in the robustness of the novel approach since the
functional spaces utilized in the method are linear. The averages are “informed” of the
neighborhood effect, i.e. the computed values express strong dependence on the material
property and size of an element, making vigorous estimations of the solution fields.
These parameters δ s + and δ s − are obtained based on the complete elemental information
as outlined by Masud and Truster (Masud and Truster, 2015).

a  = a+n+ + a - n- , b = b+ ⋅ n+ + b− ⋅ n− ,
13

C  = C + n + + C − n −

(8)

d  = d + ⊗ n+ + d − ⊗ n−
Displacement Field
u

(α )

= u +δ

(α )
s

(9)

Traction Field

⋅  u ⋅ n

Displacement Average
u = δ s − ⋅ u+ + δ s + ⋅ u−

σ

(α )

⋅n

(α )

(10)

= {σ } ⋅ n

(α )

+δ

(β )
s

⋅ σ 

Stress Average

(11)

{σ } = δ s + ⋅ σ + + δ s − ⋅ σ −

Displacement Jump

Stress Jump

 u = u+ ⊗ n+ + u− ⊗ n−

σ  = σ + ⋅ n+ + σ − ⋅ n−

(12)

In the nomenclature of the paper, u is the displacement field σ is the stress

operator such that Cauchy stress field satisfies σ (u) = C : ε (u) . Physically, displacement
jump operator,  u , is negative when the grains deform such that they create a gap and
positive when they overlap. The stress jump, σ  , is the imbalanced vector directed from
higher stress side to lower stress side.
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Figure 5. RVE Setup: General bounded domain and depiction of boundaries and interiors

Figure 6. Graphical representation of nomenclature: (a) depiction of two elements with shared boundary γ;
(b) notation of displacement jumps across grains
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The interaction of grains is broadly governed by two essential principles of
continuum mechanics: equilibrium and compatibility. Thus, for the posed problem,
Multi-Resolution Discontinuous Galerkin Method inspired by the developments outlined
in Chapter 1 is best suited for capturing discontinuities in displacement and traction fields
occurring at grain boundaries, hence weakly enforcing both, equilibrium and
compatibility. The strong form of the problem is governed by a partial differential
equation and represented by the equation (13). The momentum balance equation of the
RVE is stated in terms of divergence of the stress field. Boundary Conditions (BCs)
posed on the RVE are modified depending on the problem type. In the proposed
formulation two main types of BCs are implemented: Periodic Boundary Conditions
(PBC) (14), (16), (17), & (18) and Dirichlet BCs (14) & (15).

u) ] 0 in Ω
div [C : ε (=

 u

(13)

uˆu and σ (u)  =tˆσ 

(14)

on Γ I

The RVE surface Γ M deforms according to the applied macrostrain via the following
'
relationship uˆ=
ε M ⋅ x in Dirichlet type problems and û=
ε M ⋅  x  in the PBC type
M
M

problems. The additional perturbations at the boundary emerge at the microscale but

directly influence the mesoscale, where uΓ is the fluctuation of the displacement field due
to the microscopic contributions.

=
u uˆ M +uΓ on Γ M

(15)

The periodic boundary conditions are applied with the displacement field satisfying


following condition: u+ ( x + ) = u - ( x - ) . One of the key kinematic assumptions to the

periodicity of the fluctuation field enforces u(x) = 0 , where x is a single point in the
material. Thus, the fluctuations are removed since the rigid body modes (RBM) are no
longer present.

u+ ( x + ) = ε x + + u+ ,


u− ( x − ) = ε x − + u− ,



u+ ( x + ) = u− ( x − )

u − ε M  x  =0 on Γ +

(16)
(17)

16

(18)

∫ σ :  x  d Γ =V σ
0

Γ+

Thereupon, the governing equations (13) and (14) along with the complementary
boundary conditions are multiplied by the weighting function w, integrated over their
corresponding regions with the further application of divergence theorem to arrive to the
appropriate weak forms. Since the method allows two different types of BVPs, the
following section are organized such that each BVP is described in an individual
subsection. Nevertheless, weak formulations for both methods enjoy the same functional
space constraints depicted in (19) and (20) where H 1 is a standard Sobolev space,  is a
functional space of the displacement field, and  is a functional of the weighting
function.

{

 = u u ∈  H 1 ( Ω ) 

nsd

}

(19)
(20)

 =

In the following section, we discuss the weak formulation for the two distinct
boundary value problems discussed previously. First, the Dirichlet type problem is
presented, followed by the description of the PBC problem.
2.2 Mathematical Model for Problems with Dirichlet BCs

The weak form with Dirichlet imposed BCs was obtained from the strong form
posed above with an assumption that the weighting functions exist in the relatively
smooth function field, numerical techniques use piecewise functions with the level of
continuity reduced to the C0 continuity. The displacement field u is decomposed through
VMS into the mesoscale (coarse) component characterized by having a uniform strain
field withing each grain and microscale component containing essential information
concerning intergranular perturbations.
The microscopic displaced configuration for the posed elastic problem is
straightforward and only composed of the linear mapping depicted in Figure 7. The weak
enforcement of the continuity on the DG interfaces is employed through the stabilization
parameter τ s mentioned previously, leading to the Dirichlet weak form (21):
17

∫ ε (w ) : σ (u) dΩ + ∫  w  : (τ ⋅ u) −{σ (w )}: u −  w  :{σ (u)} dΓ +
s

Ω

ΓI

+ ∫ w ⋅ (τ s ⋅ u) − [σ ( w ) ⋅ n] ⋅ u − w ⋅ [σ ( w ) ⋅ n] dΓ =
ΓM

=

∫ w ⋅ (τ

s

(21)

⋅ uˆ M ) −[σ ( w ) ⋅ n] ⋅ uˆ M dΓ +

ΓM




+ ∫  w  : (τ s ⋅  uu  − {σ ( w )}:  uu  dA − ∫ w ⋅ tσ  dΓ
ΓI

ΓI

Figure 7. RVE with an imposed Dirichlet BCs
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Let us introduce bilinear operators, B and F, such that B represents the LHS of the
equation (21) and F represents RHS of the equation (21). The presence of the operators
allows contracting the weak formulation above into a condensed form:



B ( Ω ) (w , u) + B ( I ) (w , u) + B ( M ) (w , u) = F ( M ) (w , uM )+F(uI) w , uu +F(σI) w , tσ 

(

)

(

)

(22)

where:
(w ):σ (u) d Ω
∫ ε



B ( Ω ) (w , u) =

Ω

B ( I ) (w , u) =

B0

w  : (τ ⋅  u) − {σ ( w )}:  u −  w  :{σ (u)} dΓ
∫ 

  
s

ΓI

B ( M ) (w , u) =

B1

B2

B3

⋅ (τ ⋅ u) − [σ ( w ) ⋅ n] ⋅ u − w ⋅ [σ ( w ) ⋅ n] dΓ
∫ w



  
s

ΓM

B2

B2

B3

For further clarity, we elaborate on the specific meanings of each term in the MRDG
weak formulation. The volume integral in B0 weakly reinforces the bulk equilibrium
withing the RVE while the problem is solely driven by the applied macro quantities. The
positive definiteness is enforced by the term B1 , meanwhile B2 weakly enforces the
displacement continuity, thus, imposing the compatibility condition, and B3 term weakly
enforces the interface equilibrium.
In the similar fashion, the right-hand side terms are converted to their bilinear quantities
such that:
F ( M ) (w , uM ) =

∫ w ⋅ (τ

s

⋅ uˆ M ) −[σ ( w ) ⋅ n] ⋅ uˆ M dΓ macroscale driving forces

ΓM

(

)


F(uI) w , uu =

F(σI) w , tσ  =

(

∫  w  : (τ

ΓI

) ∫

ΓI

s



⋅  uu  − {σ ( w )}:  uu  dΓ imposed incompatibility


w ⋅ tσ  dΓ imposed disequilibrium

The Dirichlet type problems represent a simplified deformed configuration. Thus,
we analyze periodic type boundary conditions in order to demonstrate the generality of
the proposed concept.
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2.3 Mathematical Model for Problems with PBC

Boundary value problems with imposed periodic boundary conditions have been
widely used in numerous applications among which the most popular ones are the
homogenization of reinforced composite materials with a periodic like microstructural
arrangement. The novel MRDG approach possesses a capability of enforcing PBC
accommodating both, periodic and non-periodic mesh types. The analogous to MRDG
method was proposed by Truster and Aduloju with the thorough presentation of the
condition on periodic boundaries such that Γ + =  k Γ +k and Γ − =  k Γ k− where subscript k
denotes an RVE boundary pair (Aduloju and Truter, 2020). The deformed configuration
of the model is shown in Figure 8. The weak form of the posed problem is represented in
(23). As can be noted, the only distinction between the Dirichlet and PBC formulation
lies in the RVE boundary terms, the volumetric and interface terms remain unchanged.

∫ ε ( w ) : σ ( u ) d Ω + ∫  w  : ( τ ⋅ u) − {σ ( w )} : u −  w  : {σ ( u )} dΓ
+ ∫  w  : ( τ ⋅  u) − {σ ( w )} : ( ε ⋅  x ) −  w  : {σ ( u )} dΓ



= ∫  w  : ( τ ⋅  u  ) − {σ ( w )} :  u   dA − ∫ w ⋅ tσ  dΓ
Ω

s

ΓI

s

Γ+

ΓI

+∫

Γ+

M

s

u

( τ ⋅ w ) : ( ε
s

M

u

(

)

(23)

ΓI

)

⋅  x  − {σ ( w )} : εM ⋅  x  dΓ

Similar to the procedure performed in the previous section, we introduce a contracted
formulation of the weak for problems with PBC:


B ( Ω ) (w , u) + B ( I ) (w , u) + B ( + ) (w , u) = F ( + ) (w , ε M ⋅  x )+F ( + ) (w , uu )


+ F(uI) w , uu +F(σI) w , tσ 

(

)

(

(24)

)

The order of the bilinear terms corresponds to the order of integral terms represented in
the weak formulation (23). Note, the bulk and the interface terms carry an identical
meaning as outlined previously, meanwhile, the term B ( + ) (w , u) ensures the symmetry of
the methods and weakly imposes the periodicity condition on the boundary of the RVE,
while F ( + ) (w , ε M ⋅  x ) is the driving force of the posed problem.
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Figure 8. RVE with an imposed PBC

2.4 Analytical Solutions for Taylor and Sachs Posed Problems

In previous sections several homogenization methods were introduced: in
particular, Taylor and Sachs models. The Taylor models predominantly compute stiffer
results of the overall response whereas Sachs model provides softer estimates. Both
methods are relatively successful and computationally inexpensive; nonetheless, they do
not accommodate the union of equilibrium and compatibility, rather only one of the two
is satisfied. An initial hypothesis suggests that imposing the designed Taylor jump and
flux quantities onto the system ultimately leads to the identical solution as the one
obtained through the straightforward application of Taylor method; a similar hypothesis
is applied to the Sachs case. Herein, we provide the analytical solutions to PBC BVP with
Taylor and Sachs imposed jumps and fluxes in order to prove the previously stated
hypothesis and gather the insight on the meaning of the injected quantities.
Prior to proceeding with the derivation of analytical solutions, a few properties of
tensors must be outlined. Both, C and S tensors are symmetric, possessing an important
property CS = I , where I is the identity tensor; and ε M  = ε M . The constitutive tensors
21

are constants within each grain, meaning: C, C Sachs , and S = const. The nomenclature of
the position vector is such that there exist six distinct vectors of two types: absolute and
relative coordinate locations. The group of absolute positioning includes following
vectors: xM represents the centroid of the RVE, xg is the grain centroid, x depicts the
arbitrary location, xbc contains the coordinates of the boundary centroid. Consequently,
the group of relative vectors emerge expressing a clear dependence upon the absolute

(

)

coordinates, such that: xˆ g = x - xg , xb = ( x - xbc ) , and xˆ M= x − xM . The quantities are
represented in Figure 9 and are essential during the derivation process as well as the
strong formulation in Section 2.3 which has to be satisfied in order to validate the
solution.

Figure 9. RVE Setup: definition of the position vectors
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Theorem 1 (Taylor Solution): The displacement field is given by (25) depicts the
condition on the Taylor jumps. The solution field obtained though the appropriate
substitution of the quantities into the PBC weak formulation satisfies the governing
equations presented by (13), (14), (16) - (18).
(25)

u (x) = εM xg + εM xˆ g ,
Proof of Theorem 1: Recognize that the displacement within the solution domain is
constant as a condition on the Taylor model stated in Section 1.3, therefore, by the
definition of strain, ε (x)=

1
( ∇u + ∇uT ) , where ∇u =ε M leads to the representation of
2

the domain strain given by (26), also concluding that the displacement jump uˆu = 0
within Ω. Hence, the RVE displacement field can be represented as shown in (27).

ε (=
x ) ε M ∀x

(26)

u(x)=ε M ⋅ xˆ M

(27)

Further, the traction fluxes can be obtained thought the linear stress and strain
relationship, σ=
 tˆ=
σ

 C : ε . We rewrite the flux jumps in a convenient manner
M

and the result is presented by (28), note that the constitutive tensor, C, is constant within
each grain.
tˆσ  =  C : ε M  for x |Γ I

=
tˆσ  (C+ : ε M ) ⋅ n + + (C− : ε M =
) ⋅ n−

(28)

(C+ − C− ) : ε M  ⋅ n
tˆσ  =

The displacement solution field u( x) must satisfy the strong form given by (13), (14),
(17), & (18) in order to be the valid solution; furthermore, according to the uniqueness
theorem, a solution to the BVP problem is the only one fulfilling the given conditions.
The governing PDE in (13), divσ = 0, is satisfied since σ (x)=const ∀x ∈ Ω g .
From the condition on displacement jumps and traction fluxes presented above, (14) is
satisfied. The validation of periodicity requires the derivation of  u and σ  in order to
satisfy (16)-(18). From (29) the displacement jump condition on RVE boundary is
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0 and due to the continuity
follows the strong form restrictions, such that,  u − ε M ⋅  x  =
of the displacement field, (16) holds true.

u=
=
 u
u=

ε M ( x + − x M ) ⊗ n +  + ε M ( x − − x M ) ⊗ n − 

 

ε M ( x + ⊗ n + + x − ⊗ n − )  + ε M ( x M − x M ) ⊗ n +


ε M ⋅ x

(29)

Recall that from (28) Taylor traction jump can be expressed through the relationship:

σ  = tˆσ 

leading to

 dΓ ∫  (C
∫ tˆσ  ⊗  x=

Γ+

Γ+

(+ )

: ε M ) ⋅ n( + )  ⊗  x  d Γ which is

equivalent to (18). Thus, it can be concluded that the imposed Taylor displacement
jumps, and traction fluxes are valid solutions for the BVP with the imposed PBC. □
Theorem 2 (Sachs solution): The displacement filed u( xg ) = εM xg appropriately
substituted into the PBC weak formulation satisfies the governing equations presented by
(13), (14), (16) - (18).
Proof of Theorem 2: The strain field withing the solution domain is given by the
equation ε S g = C g : S : ε M , where S = C−g1 and ε S g is the modified grain strain due to the
imposed Sachs limitations, in order to satisfy the assumptions imposed onto the Sachs
solution outlined in Section 1.3. We prove that the imposed jumps and fluxes provide the
displacement filed that solves the governing equations of the problem.
The conditions on Sachs fields are such that:
u=
( x ) εSg xˆg + εM xg

(30)

ˆ
=
u( xg ) ε=
0
M xg since xg

By the definition of the strain field and taking Sachs conditions into the account, the
following relationships emerge:

(

)

(

)

(31)

∇u x | Ω g =
εS g → ε x | Ω g =
εS g

Utilizing the linear properties of the problem, the stress field of the RVE domain can be
obtained as shown in (32) and (33).
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σ ( x=
| Ω g ) C=
σ Sachs where
=
ε S C-1g : σ Sachs
g :ε S
g

(32)

g

σ Sachs = CSachs : ε M with CSachs

 ∑ Vg C-1g 
 g

=
Vg 
 ∑

g

-1

(33)

We further can conclude that σ Sachs = const within Ω leading to the fulfillment of (18)
and equilibrium condition such that tˆσ  = 0, thus satisfying governing PDE in (13). The
validation of periodicity as well as the conditions on the interface requires a thorough
derivation of  u in order to arrive to (16) and (17).

)

(

(

)

=
u  εSg+ x - xg+ ⊗ n+ + εM xg+ ⊗ n+  +  εSg- x - xg - ⊗ n− + εM xg - ⊗ n− 
u  εS g+ x ⊗ n + + εS g- x ⊗ n +  +  εS g+ xg+ ⊗ n + + εS g- xg - ⊗ n − 
=



(

)

(

(

+

)

(

)

+εM xg+ ⊗ n + xg - ⊗ n

(

−

(34)

)

)

(

)

ε x̂  and ε x ⊗ n + + x ⊗ n − =
Let  εS g+ x ⊗ n + + εS g- x ⊗ n +  =
εM  xg  ,
M
g+
g
  S g g 
hence arriving to the final representation of  u on Γ I in (35).
(35)

=
u ε Sg xˆ g  + εM  xg  on Γ I

We now proceed to the derivation of the displacement jump on the RVE boundary, Γ + .

(

)

(

)

(36)

=
u  εSg+ x - xg+ ⊗ n+ + εM xg+ ⊗ n+  +  εSg- x - xg - ⊗ n− + εM xg - ⊗ n− 
Arriving to the general form as follows:

u =ε S

g

(37)

x  − ε S g x g  + εM  x g  − εM  x 

=
u εM  x  + uu

(38)


=
uu  ε S g xˆ g  + εM  xˆ g  . Utilizing the properties, the equations (16)and (17) are
where
fulfilled. Thus, it can be concluded that the imposed Sachs displacement jumps, and
traction fluxes are valid solutions for the BVP with the imposed PBC.
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□

The derivation performed above shows that the solution identical to Taylor
solution emerges when traction jumps of constant value are imposed onto all grain
interfaces. The model with imposed displacement jumps produces constant stress field,
which replicates Sachs solution, hence providing an insight on how imposed jumps and
fluxes affect the analytical solution of the Boundary Value Problem (BVP).
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CHAPTER 3
MULTISCALE DECOMPOSITION
The weak forms presented in previous sections are decomposed into coarse
(meso) and fine (micro) scales where the solution field is assumed to exist within the
microstructure of the RVE with the condition that the weighting function space w is
valid. The coarse-scale solution field is a discrete functional space while the fine scale
field represents the true solution field not fully captured during the discretization. The
weighting functions wˆ and w are associated with the coarse and fine scales respectively.
Before proceeding further, we must define finite element functional spaces associated
with the triangulation  h =

{Ω } of the domain Ω with the previously stated assumption
g

that Ω g is in the family of polygons (Arnold et al., 2002). We further define the
functional subspaces as outlined by Hughes and Sangalli obtained through the unique
decomposition of a function into a sum of meso and micro components with the
identification of a projector from the space of all scales onto the coarse-scale subspace
(Hughes and Sangalli, 2007).
Thus, we set:

{
{uˆ | uˆ ∈ L ( Ω ) : uˆ |

}

(39)

 = u | u ∈ H 1 ( Ω g ) , ∫ u d =0, ∫ ∇u d =0


ˆ
=

2

g

Ωg



∈ P ( Ω g ) ∀Ω g ∈  h

}

(40)
(41)

= ˆ ⊕ 

where P(Ω g ) = Pp (Ω g ) is a space of polynomial functions of p ≥ 1 on Ω g , with p

p (Ω g )  and any u ∈  can be rewritten as
defined as a polynomial order, ∑ Ω=
g
2

u = uˆ +u , where uˆ ∈ ˆ and u ∈ . For a more detailed derivation and extensive
explanation, the reader is advised to refer to Arnold’s paper and Hughes’s paper
mentioned above which motivated the results presented hereby. Additionally, the authors
choose to represent every member of linear projector,  , such that:
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(

)

(

)

uˆ ( x=
) uˆ g + εˆg ⋅ x − xg + wˆ g x − xg ∀ g ∈ Ω g where uˆ g and εˆg are grain average values.

The idea imposed onto the derivation of mathematical model proposes that the mesoscale
deformation is equal to the grain-average deformation. Several terms presented in the
formulation contain volume average strain, which is equivalented to the macro strain. The
assumption is justified by several research papers, primarily, the work of Messner and
collaborators on micromechanical finite element modeling of creep. The paper presents a
finalized formulation for average strain of microstructural model, valid at small
deformations (Messner et al., 2017). Note, g.b.e stands for grain boundary elements and
V is the total volume of the RVE.

=
εij

1
2V






u
n
+
u
n
dS
∑k  ∫k  i  j  j  i 
 S1


g.b.e

(42)

The essential conclusion emerges that regardless the magnitude of the supplied jumps,
the computed effective average strain will remain the same for the total solution field.
Thus, supporting the key condition that coarse scale and fine scale are self-equilibrated in
each grain. We also recognize that the jumps and fluxes only affect the internal stress
distribution, which is further demonstrated in the Numerical Results section.
The multiscale decomposition procedure is similar to the one utilized in VMS
approach outlined previously. The decomposition is performed utilizing the main idea of
the multiscale and takes advantage of the weighting function’s linearity properties, the
weak formulation is resolved into two distinct problems: fine and coarse scales. Among
the two introduced formulations, Dirichlet and PBC, the periodic boundary type appears
as more sophisticated and requires more extensive derivation process, thus, in the
following section, we present derivations for PBC type problems. Prior to proceeding
with the derivation, the essential remark distinguishing fluctuation field and fine scale

must be made, such that u ≠ u . The coarse scale representation of the weak formulation
(23) is obtained once displacement field u is substituted by û + u and the weighting
function field w is substituted by wˆ + w as shown below:
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Coarse-scale formulation:
grains

∑ ∫

ε ( wˆ m(α ) ) : σ (uˆ m(α ) ) dΩ +

grains

∑ ∫

(α )
α 1 Ω
=
α 1 Ω( α )

ε ( wˆ m(α ) ) : σ (u g(α ) ) dΩ

T1


− ∫ {σ ( wˆ m )} :  uˆ m − (uu − u g )  dΓ − ∫  wˆ m  : σ (uˆ m ) + σ (u g ) dΓ
ΓI


− ∫ wˆ m ⋅ tσ  dΓ +
ΓI

( (

∫  wˆ  ⋅ τ
m

ΓI

s

Γ

))

{

}


⋅  uˆ m − (uu − u g )  dΓ

+ ∫  wˆ m  ⋅ τ s ⋅ ε M ⋅  x  dΓ −
+

{

ΓI

}

(43)

∫ {σ (wˆ )} :( ε ⋅  x ) dΓ
m

M

Γ+

− ∫  wˆ m  : σ (uˆ m ) + σ (u g ) dΓ = 0
Γ+

Fine-scale formulation:
grains

∑ ∫



α=1 Ω( α )

ε ( w g(α ) ) : σ (um(α ) ) dΩ − ∫ {σ ( w g )} :  uˆ m − (uu − u g ) dΓ
ΓI



− ∫  wˆ m  : {σ (u)} dΓ − ∫ w g ⋅ tσ  dΓ + ∫  w g  ⋅ τ s ⋅  uˆ m − (uu − u g )  dΓ
ΓI

( (

ΓI

ΓI

))

+ ∫  w g  ⋅ τ s ⋅ ε M ⋅  x  dΓ −
Γ+

{

}

∫ {σ (w )} :( ε ⋅  x ) dΓ
g

(44)

M

Γ+

− ∫  w g  : σ (uˆ m ) + σ (u g ) dΓ = 0
Γ+

The obtained equations (43) and (44) are elaborated upon and utilized to arrive to
the final MRDG models. The volumetric term T1 in the representation of the coarse scale
is the additional volumetric term that emerges post decomposition and plays the key role
in the proceeding derivation process.
3.1 Coarse-Scale Problem

There exist two types of coarse scale problems: (i) Variational form that is
obtained through the simplification of (43) employing the properties of the mesoscale;
and (ii) Euler-Lagrange obtained with the integration by parts performed onto T1. The
primary emphasis of the section as well as the derivation process is directed towards the
Euler-Lagrange formulation, however, the Variational formulation is represented as well.
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Recall, at the coarse scale, constant grain stresses are self-equilibrated by default. At the
fine scale, every part of the domain is in equilibrium prior and post discretization,
implying that the fine scale is in equilibrium independent of the coarse scale. Note, for
Variational form, T1 vanishes due to the zero average of the stress field, σ (u g(α ) ). We also
utilize this characteristic of the novel MRDG approach in order to arrive to the final form
of the Euler-Lagrange formulation. By performing the integration by parts onto T1 , the
three distinct terms emerge, as represented in (46).
grains

grains

B ( Ω ) (wˆ m , u g ) =
− ∑ ∫ wˆ m(α ) ⋅ divσ (u g(α ) ) dΩ
∑ ∫ ε (wˆ m(α ) ) : σ (u g(α ) ) dΩ =

(α )
=
α 1 Ω
=
α 1 Ω( α )

( )

( )

( )

(45)

+ ∫  wˆ m ⋅ σ u g  dΓ+ ∫  wˆ m ⋅ σ u g  dΓ+ ∫  wˆ m ⋅ σ u g  dΓ
+
ΓI

Γ

Γ

Applying Green’s theorem and product rule of derivatives, the union of Γ I and

( )  wˆ  : {σ ( u )} +

⋅ σ u g 
Γ + yields into  wˆ m =

m

g

( )

wˆ m ⋅ σ u g  on every Γ I . We

substitute (45) and the corresponding properties into the coarse-scale problem and
regroup the RHS and LHS terms in order to arrive to the final Euler-Lagrange form with
the detailed representation in (47). In the following equations, subscript m denotes the
edge of the grain and • g is a quantity describing the gradient between the grain centroid
and the edge, the essential terms that carry the proposed changes are color-coded,
arriving to:
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grains


∑
 ∫
α

Ω(gα )

=1

−∫

ΓI

−∫

Γ+

ε ( wˆ m (α ) ):σ ( uˆ m (α ) ) d Ω 


{σ ( wˆ )} :  uˆ  d Γ − ∫  wˆ  : {σ ( uˆ )} d Γ + ∫  wˆ  :  τ ⋅  uˆ  d Γ
m

m

m

M

m

{σ ( wˆ )} :  u

−∫

m

Γ+

ΓI

m

Γ+

u

+∫

+∫

m

m

{σ ( wˆ )} : u  d Γ + ∫  wˆ  :  τ

ΓI

Γ+

m

m

s

m

{σ ( wˆ )} : ( ε ⋅  x ) d Γ − ∫  wˆ  : {σ ( uˆ )} d Γ + ∫  wˆ  :  τ

= −∫
ΓI

ΓI

m

m

ΓI


⋅ uu   d Γ + ∫ wˆ m

ΓI

m

s


⋅ tσ  d Γ

(

)

⋅ εM ⋅  x   d Γ


(46)

 d Γ −  wˆ  :  τ ⋅  u  d Γ −
g

∫ΓI m  s  g 
∫ΓI wˆ m ⋅ σ ( u g ) d Γ

{σ ( wˆ )} : ( ε ⋅  x ) d Γ + ∫
M

Γ+

(τ

s

{σ ( wˆ )} : ( ε ⋅  x ) d Γ − ∫  wˆ
m

s

Γ+

M

Γ+

)(
 :  τ ⋅ ( ε

)
⋅  x )  d Γ − ∫ wˆ ⋅ ( σ ( u ) ⋅ n ) d Γ


⋅  wˆ m  : εM ⋅  x  d Γ

m

s

M

m

g

Γ+

grains

+ ∑  ∫ (α ) wˆ m(α ) ⋅ div σ ( u g(α ) ) d Ω  − ∫  wˆ m ⋅  σ ( u g ) d Γ
 Ω
 Γ
α =1  g

B ( Ω ) (wˆ m , uˆ m ) + B ( I ) (wˆ m , uˆ m ) + B ( + ) (wˆ m , uˆ m )
= F ( + ) (wˆ m , ε M ⋅  x ) − F ( + ) (wˆ m ,  u g  )

+ F(uI) wˆ m , uu − F(uI) wˆ m ,  u g 

+ F(σI) wˆ m , tσ  − F(σI) wˆ m , σ u g 

(
(

grains

+∑

)
)

(

)

(

( )

( )

ˆ m ⋅ σ u g  d Γ
wˆ m(α ) ⋅ divσ (u g(α ) ) dΩ − ∫  w
Γ
(α )

∫

α=1 Ω

)

Remark. The proposed MRDG method stresses the importance of the interface terms
rather than relying on the contributions of the volumetric term. The stress volumetric
term in coarse scale formulation is integrated by parts. However, the produced EulerLagrange formulation does not contain the last two terms:

∫ wˆ

m

⋅ divσ (u g ) dV and

Ω

∫

Γ

wˆ m ⋅  σ ( u g ) d Γ . These terms are ignored in further derivations as they vanish for the

true continuous and self-equilibrated fine scale solution field within the grains because
the exact FS solution suggests that expression: ∫ wˆ m ⋅ divσ (uˆ g ) dV = 0 by construction,
Ω

leading to the satisfaction of

∫ wˆ

m

⋅ divσ (u g ) dV = 0 due to the linearity of the problem.

Ω
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This implies that the volume integral term and the intergranular stress fluctuation term
vanish for the solution of true microscale which is continuous and self-equilibrated within
individual grain. However, in the finite element analysis those terms only approximately
vanish due to the existence of discretization error, therefore, the terms do not fully
converge to zero upon mesh refinement which is further discussed in Chapter 4. The
shown derivation process leads to the condensed form of the coarse scale problem
represented in (49) emerges.
The mesoscale formulation can be rewritten in a more condensed format as a
1
result of the specific definition of functional space uˆ m ∈ DG
⊂ H1RVE such that

 
1
∀wˆ m ∈ DG
⊂ H1RVE for given uM and interface jumps u g , uu , tσ  . Hence, the interface and

boundary terms are further simplified with the condensed version of the decomposed
weak formulation for PBC type problems is presented below.
Variational Formulation:
B ( Ω ) ( wˆ m , uˆ m ) + B ( I ) ( wˆ m , uˆ m ) + B ( + ) ( wˆ m , uˆ m ) =


F(uI) wˆ m ;  uu  + F(σI) wˆ m ; tσ  + F(uI) wˆ m ;  u g  + ∫  wˆ m  : σ ( u g ) dA
ΓI




(

)

(

)

)

(

{

(47)

Flux average

)

(

}

+ F ( + ) wˆ m ; εM ⋅  x 

Euler-Lagrange Formulation:
B ( Ω ) ( wˆ m , uˆ m ) + B ( I ) ( wˆ m , uˆ m ) + B ( + ) ( wˆ m , uˆ m ) =


F(uI) wˆ m ;  uu  + F(σI) wˆ m ; tσ  + F(uI) wˆ m ;  u g  + ∫ wˆ m ⋅  σ ( u g ) dA
ΓI




(

)

(

)

)

(

(48)

Flux jump

(

)

+ F ( + ) wˆ m ; εM ⋅  x  +

grains





α
 ∫ wˆ ⋅ div σ ( u ) d Ω  − ∫ wˆ
∑
α




m ⋅ σ ( ug ) ⋅ n dA
Γ+
Ωα





 
=1

m

g

PBC boundary term

Volumetric integral

Note, the fine scale contributions to the coarse scale solution are contained within the
jumps/fluxes and interior terms alone. The solution to the problem solely driven by
displacement jumps and traction fluxes must have zero volume average strain due to the
self-equilibrating and linearity conditions. Thus, leading to an essential theoretical
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observation that the magnitude of the jumps driving the problem is inconsequential,
meaning, the computed effective strain will remain identical to the total.
3.2 Fine-Scale Problem

At the current stage of the research, the primary function of the fine scale solution
is to serve as a mean of calculating the jumps and fluxes that are further imposed onto the
coarse scale. This approach is selected since FS solution fields explicitly contain the
information about perturbations. The fine scale weak formulation (50) is obtained
through the multiscale split in DG terms resembling previous stabilized discontinuous
Galerkin method for displacement formulation with VMS approach utilizing edge bubble
functions derived by Truster and collaborators (Truster et al. 2015). There also exists
another similar method derived primarily for nonlinear problems entailing interfacial
debonding that allows embedding of interfacial jump and flux terms into a stabilized DG,
thus arriving to VMDG formulation for weak and strong discontinuities (Aduloju and
Truster, 2020). The main advantage of the extremely refined fine scale problem lies in
near-zero discretization error which ideally suits the conditions of numerically true
solution. Next milestone of the research lies in finding a vigorous technique for
approximating jumps and fluxes that, once injected in the coarse scale formulation, would
produce an accurate solution. The robustness and variational consistency of the estimated
jumps along with the proposed MRDG method applied to arbitrary problems with absent
analytical solution will be evaluated through comparison with FS solution. Thus, making
the derived fine scale formulation an essential tool in reaching the ultimate goal of the
studies.
The setup of the following section portion resembles the pattern utilized in
Section 3.1. we first introduce the condensed formulation of the fine scale omitting the
detailed derivation process. Note, the integration by parts is not performed on the fine
scale formulation.
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Fine-scale formulation:
B ( Ω ) ( w m , u m ) + B ( i ) ( w m , u m ) + B ( M ) ( w m , u m ) =



F(ui) w m ; uu − F(σi) w m ; tσ  + F ( M ) ( w m ; uM ) + F(u+) w m ;  u g  − F(σ+) w m ;  σ ( u g )

(

)

(

(

)

)

(

)

(49)

Chapter 4 presents the numerical results for the fine scale approach and confirms
the variational consistency of the proposed formulation. During the finite element testing,
the primary source of displacement jumps and traction fluxes imposed onto the coarse
scale, are the results obtained from the fine scale solution, presented in this section.
3.3 Homogenized Tangent Modulus

The primary goal of the study in this section is finding the possible complete ways
the applied macrostrain loading affects the computed macro stress. From the
mathematical representation of coarse scale formulation, the influence of ε M can be
introduces trough both, left-hand side and forcing terms of the equation. Taylor and
Sachs bounds outlined in Section 2.4 support the assumption regarding the influences of
forcing terms. The MRDG possesses a unique property: the strong presence of the righthand side. Thus, reconsideration of the forcing components in (48) is required in order to
obtain the form suitable for the analysis, yielding FT and FU , where FT represents forces
containing flux terms and FU represent terms containing jump terms, thus, serving as the
adapted right-hand side. Those terms contain the adjustments for maximum and
minimum allowable modifications to the stiffness of the RVE based on the assumptions
of Taylor (upper) and Sachs (lower) bounds of material tangent moduli, dσ ij / d ε kl , also
represented as Cijkl . Both, FT and FU , implicitly express linear dependence on ε M such
that for Sachs adjustment, FT = H ε M and for Taylor adjustment, FU = U ε M where H and
U are linear functionals. The statement is supported by the observations postulated in (28)
& where ε M is embedded into the definition of tˆσ  and uˆu , and the weak form
representation in (48) where FT and FU are embedded into the definition of forcing
functions. Further, from the outline of the proposed method discussed in Chapter 2, we
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realize that the displacement field implicitly depends upon ε M through u = uˆ M +uΓ
relationship. Hence, the linear operators correlating the relationship between applied
macrostrain and produced macro stress, H & U, exist for all mentioned methods.
The conclusions made above motivate further studies regarding the influences of
macrostrain. Recall, the proposed approach is developed for the family of linear elastic
problems, thus implying the validity of Hooke’s law. Thereon, there must exist effective
stiffness moduli capable of relating ε M to effective stress of the domain. The idea was
inspired by other homogenization techniques mentioned previously and recently
introduced VMDG method proposed by Aduloju and Truster (Aduloju and Truster,
2020). However, distinct properties of MRDG do not allow the direct implementation of
VMDG macroscale material tangent components and necessitate revision. The final
mathematical representation of the tangent constitutive model follows several
manipulations performed on the linearized terms identified in Section 3.2 and the
findings above. In the proposed formulation, notations K κ ;ε M , K κ ;u , K w ;u , and K w ;ε M
denote certain partitions of globally assembled stiffness matrices obtained from the RVE
interior and boundary, while κ is the weighting tensor in penalty and consistent terms
specific to PBC posed problems. Thus, the modified effective macroscale material
tangent terms proceed as:
dσ ij

−1
1 
1
=−
K κ ;ε M K κ ;u ( K w ;u ) K w ;ε M  +

 ijkl V0
d ε kl V0 

K ( K )−1 [ F + F ]
T
U 
 κ ;u w ;u
 ijkl

(50)

Therefore, the newly developed MRDG method is well suited for computing the
effective material tangent moduli as a requirement of the computational homogenization.
Closed-form representation of dσ ij / d ε kl distinctly identifies how the additional terms
for Taylor and Sachs limits impact the macro stiffness. The linear dependence of
FT and FU on ε M clearly represents the effect of the bounds on the local grain strain
tensor and supports the assumptions regarding the existence of linear operators.
Therefore, the postulates presented in this section provide further design conditions for
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jump approximation and serve as an additional support to the hypothesis on the upper and
lower limits of the allowable jump and flux conditions.
The homogenized stiffness is derived by a vast majority of the papers that
describe the behavior of heterogeneous and complex materials. Among those are firstorder computational homogenization schemes described by Guedes & Kikuchi on prepostprocessing for materials based on the homogenization method with adaptive finite
element methods (Guedes and Kikuchi, 1990), and Miehe & Koch on micro-to-macro
transition of discretized microstructures undergoing small strain (Miehe and Koch, 2002).
Further, the effective modulus is utilized at the integration points during the finite
element analysis as a way of introducing the meso- micro- effects to the model without a
need in resolving the RVE, i.e. avoiding scale separation. In the presented work, we are
exposing the effects of FS jumps on the Cijkl of the macroscale problem. Recall, the
primary goal of the research is the understanding of the local effects and stress
distributions within the material sample. The reader can foresee numerical verifications
(50) and other postulates stated in this chapter performed in Section 4.
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CHAPTER 4
NUMERICAL RESULTS AND DISCUSSION
This chapter presents and discusses results obtained based on the mathematical
models outlined previously in order to evaluate the performance of the proposed interface
formulation. A 2-dimentional RVE is subject to small meso strain applied on the
boundary of the domain. Traditional Taylor, Sachs, and Finite Element (FE) methods are
compared against the novel MRDG approach. All simulations are performed in
Discontinuous Element Insertion Program (DEIP) developed by Truster and collaborators
with MATLAB utilized as the major programming language. Majority of input files as
well as meshing procedure, RVE analysis, and plotting routine were created and
performed using the numerical programming environment mentioned above. Meanwhile,
one of the models representing a bulk of grains with various geometrical shapes was
created utilizing NEPER, tool for generating and meshing a polycrystalline. The
developed software incorporating MRDG method possesses a capability to discretize a
model using conventional set of FEM elements. In this research, we primarily utilize
Constant Strain Triangles (CST) and Quadrilateral (Quad) elements; however, quadratic
elements were also tested and demonstrated to work properly.
Selected benchmark problems are sequenced with an increasing complexity of
geometrical, constitutive, and deformational features. Throughout the numerical analysis,
properties such as: (i) stability and robustness; (ii) convergence of stress and strain fields;
(iii) numerical values of jumps and fluxes are assessed. However, the predominant
objective of presented studies cores in gathering fruitful insights on the influence of
neighborhood effect along with imposed displacement jumps and traction fluxes. Hereon,
jumps and fluxes extrapolated from the fine scale solution filed are imposed onto
Variational and Euler-Lagrange formulations in place of  u g  and σ (u g )  accordingly,
unless stated otherwise.
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4.1 Patch Tests

Conventionally, a set of patch tests must be performed in order to demonstrate the
validity of the proposed MRDG method. The first model consists of the square domain
loaded by the macro strain on the rightmost face pulling in the positive x-direction with
two types of BCs tested, Dirichlet and PBC as shown in Figure 10. The domain mesh is
relatively rudimentary with square shaped grains and the RVE centroid located at the
origin; meanwhile, the grains are discretized using CST and QUAD elements. The RVE
material is homogeneous with E = 100 MPa,ν = 0.25 and the applied macrostrain of

ε M = 0.2 Both, traditional FE and MRDG Variational methods are applied to the
x

problem to verify the variational consistency. The computed stress fields are uniform
with the magnitudes of σ x = 48.000 MPa and σ y = 16.000 MPa which precisely agrees
with the analytical solution obtained through Hooke’s Law. The computed deformed
configuration with the maximum displacement magnitude u x = 0.9600 of the block is
exaggerated by the factor of 2 to ensure the reader is able to compare the results visually.
The values for jumps and fluxes are such that:  u = 0 and σ  = 0 since there are no
heterogeneities within the domain. Stress contour σ x and displacement contour ux are
depicted in Figure 11. As was anticipated, the identical results were produced by the
analysis with QUAD element meshing.
Another patch test driven by macro shear strain was performed on 3x3 RVE in
order to visually assess the proper functionality of PBC routine. An inclusion problem
with two material properties such as: Ematrix = 100 MPa, Eembedded = 100 MPa and ν = 0.25
for both, is simulated with the phase arrangement plot and the contour plot of
displacement (exaggerated by the factor of 2) depicted in Figure 12 (a) and (b)
accordingly. The maximum magnitude of the resulting displacement tensor is 0.600 mm
emerging at the top edge. The average stress contour of the posed problem is represented
in Figure 13(b) with σ xymatrix = 8.388 MPa and σ xyembedded = 9.753 MPa. The warped shape of
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the RVE deformed configuration is explained by the contributions from the stiffer
material placed at the center of the domain.

Figure 10. Domain of 5x5 RVE for patch test: (a) grain arrangement; (b) material distribution

Figure 11. Domain of 5x5 RVE for patch test: (a) domain stress field; (b) deformed configuration
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Figure 12. Domain of 3x3 RVE for PBC patch test: (a) domain FE stress field; (b) deformed shear
configuration

Figure 13. Inclusion problem on 3x3 RVE: (a) domain FE stress field; (b) average stress contour
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4.2 Numerical Verifications of Hypotheses

Herein, we provide numerical verifications to the hypotheses stated in the theory
sections. Validation of the theoretical proof of Sachs jump and Taylor flux conditions is
performed on 4x4 RVE with two material Young’s moduli E1 = 200 MPa, E2 = 100 MPa
and Poisson’s ratio set to 0.25 for both. The phases are arranged in a checkerboard
pattern with square grains meshed using CST element type. The specimen is loaded by
the macrostrain ε M = 0.2 although, other types of loads are accommodated as well. As a
x

reminder, Section 2.4 hypothesis validates the utility of jumps and fluxes in the proposed
MRDG weak formulation through the traditional Sachs and Taylor approaches. Thus, in
order to verify the analytical results, the displacement jumps from Sachs calculations and
traction fluxes from Taylor calculations were imposed onto the coarse scale solution. The
linearity of the problem suggests that the number of material phases is equal to the
number of unique stress fields; therefore, results for only two distinct grains are presented
in Table 1. The numerical values of stress fields “CS + Taylor” and “CS + Sachs” from
the table exactly correspond to the stress contours in Figure 14(a) for Taylor method and
Figure 14(b) for Sachs method accordingly. Hence the results show the legitimacy of the
newly derived DG method enhanced by the novel multiscale decomposing.
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Table 1. Taylor, Sachs, and Coarse Scale comparison of stress results

Grain 1x

Taylor
Method
42.6667

CS +
Taylor
42.6667

Stresses
From T
2.91070

CS
Stresses
39.7559

Stresses CS +
from S
Sachs
-11.3115 28.4444

Grain 1y

10.6667

10.6667

1.26108

9.40559

-2.29448

7.1111

7.1111

Grain 1xy

0.0000

0.0000

-0.24684

0.24684

-0.24684

0.0000

0.0000

Grain 2 x

21.3333

21.3333

-1.14391

22.4772

5.96720

28.4444

28.4444

Grain 2 y

5.3333

5.3333

-0.49149

5.82482

1.28628

7.1111

7.1111

Grain 2 xy

0.0000

0.0000

0.09531

-0.0953

0.09531

0.0000

0.0000

3

3
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28.444444444447
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2

2

38

28.444444444446

36

1

1

34
28.444444444445

0

0

32

28.444444444444

30

-1

-1
28

28.444444444443
26

-2

-2

24
28.444444444442

22

-3

-3
-3

-2

-1

0

1

2

3

-3

-2

Figure 14. Stress contour plots: (a) Taylor model; (b) Sachs model
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-1

0

1

2

3

Sachs
Method
28.4444

Further, we numerically prove the hypothesis proposed in Section 3.3 regarding
the coarse-scale tangent moduli. Specific parts of the global stiffness matrix outlined by
(50) were extracted from the MATLAB code and utilized to calculate the effective Cijkl .
Initially, a 4x4 RVE domain with simple one-dimensional phase arrangement and
material properties outlined in a previous problem is illustrated in Figure 15. The model
was analyzed and served as a patch test as well as a first-step validation of the
proposition. A set of computational experiments consisting of separately imposing three
main load types (i) ε M = 0.2 , (ii) ε M y = 0.2 , and (iii) ε M xy = 0.2 onto the coarse scale
x

problem and collecting the corresponding stress values with an appropriate assembly
routine was performed. Further, capitalizing on the linear relationship between the
stresses and strain, the effective material modulus was retrieved. Note, the outlined
specimen loaded in x-direction exhibits Sachs behavior; meanwhile, if loaded in ydirection, Taylor behavior is observed. The phenomenon is validated by the specific
characteristics and assumptions of those methods described previously in Sections 1.3
and 1.4. Thus, we omit representation of Taylor results here. The material tangent
modulus for Sachs problem follows and exactly matches the values obtained operating
the proposed approach outlined in Section 3.3:
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Figure 15. Sachs-like phase arrangement with corresponding

Sachs
Cijkl

However, further testing of RVEs with phase arrangements non-simplistic
material arrangement (e.g. checkerboard problem above) exhibited a minor difference
between the tangent moduli computed using method from Chapter 3 and numerical
analysis. Such behavior of more complicated material phase positioning is rationalized by
the existence of gaps and overlaps between the grains in the coarse scale model as well as
weak imposition of periodic boundary conditions. We believe, the percent error remains
within acceptable and with the successful verification of patch arrangements, the
proposed coarse-scale tangent modulus formulation is substantial.
A remark regarding the effective RVE strain consequential to the study performed
above has been made. Due to the simplicity of material positioning, the effective strain of
the domain calculated using Hill-Mandel condition outlined in (6) and the endmost values
of the numerical solution obtained through fine scale, coarse scale, Taylor, or Sachs
approaches is exactly equal to the applied macro strain: ε (y) = ε M . However, the
statement is only accurate for the cases where (i) the selected polynomial representation
of the weighting function has identical form as the polynomial representation of the true
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solution; or (ii) FEM solution nearly matches the true solution in the limit of mesh
refinement. The imposed conditions are only satisfied by the domains with onedimensional material arrangement, such as the one demonstrated in above, or models
with extremely refined mesh. Taylor and Sachs models naturally enjoy those conditions
follow the proposed postulate. Whereas, RVEs with relatively coarse meshing and more
complicated phase placement experience discretization error that leads to inability to
satisfy ε (y) = ε M condition.
4.3 Heterogeneous Models with Dirichlet and Periodic BCs

Herein, we provide numerical testing for more sophisticated cases of phase and
geometrical arrangements within problem domains. First, we present the stress fields for
larger RVEs i.e. 8x8 resulting from randomized material distribution to validate the
proper functionality of periodic boundary condition enforcement. We do not represent
individual numerical values for grain stresses due to the large size of the problem; rather
contour plots are depicted. The model consists of 64 grain and each of the grains is
meshed with 32 CST elements, generating 2048 solid elements and 512 interface
elements interconnected with 1794 total nodes. The specimen was loaded in the ydirection, εM y = 0.2 in order to endorse a variety in loading type. Figure 16 demonstrates
the phase arrangement of the tested domain with eight various material properties
arbitrarily assigned to the grains. Figure 17 and Figure 18 show stress contours obtained
for the fine scale, Variational, Taylor and Sachs methods respectively. The fine scale
solution field contains explicit information regarding intergranular perturbations,
therefore, causing each grain to experience non-uniform color contour. The contour
generated employing Variational approach represents grain average stress value and
confirms to accurately match the fine scale averages. Taylor and Sachs approaches also
prove to function properly; Taylor stress plots experience distinct quantities for every
material type while Sachs stress plot is uniform. Hereby, due to linear relationship
between stress and strain, Taylor and Sachs models implicitly express upper and lower
effective stiffness properties through the numerical values of stress field.
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Figure 16. 8x8 RVE phase arrangement and material properties

Figure 17. NEPER: (a) Fine Scale stress contour, σ y ; (b) Variational coarse scale stress contour, σ y

46

Figure 18. 8x8 RVE: (a) Taylor stress contour, σ y ; (b) Sachs stress contour, σ y

Further, a square region with non-quadrilateral grain geometry generated by an
open source software package, NEPER, is tested to verify the generality and robustness
of the proposed method. The NEPER model contains 10 grains of various dimensions and
geometry with four distinct material properties; however, the code permits for the number
of unique materials to be equal to the number of individual grains. Thus, the user is
equipped with the opportunity to assign a different property to each grain if desired. The
analyzed domain depicted in Figure 19(a) was loaded biaxially,
=
ε M 0.2
=
and ε M
0.2
x

y

with its material properties represented in (52) as an array of following pattern: material
ID, mα = [Young’s modulus (MPa) Poisson’s ratio thickness (mm)]. Dirichlet BCs were
weakly reinforced on the RVE boundary. The domain was analyzed using all previously
discussed approaches: Finite Element fine scale, Variational and Euler-Lagrange coarse
scales, Sachs and Taylor methods. Table 2 through Table 6 represent numerical quantities
of average stress values per grain, while Figure 20 through Figure 24 demonstrate stress
distributions in both directions of loading, σ x and σ y .
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m1 = [100.00

0.25 1.0]

m 2 = [200.00

0.25 1.0]

m 3 = [300.00

0.30 1.0]

m 4 = [150.00

0.25 1.0]

(51)

Figure 19. NEPER: (a) Phase arrangement; (b) Model grain identification numbers

As can be noted from the tabulated results, Sachs solution is represented by
uniform stress fields, which satisfies the method design conditions outlined in Section
1.3; while Taylor stress values are constant for a corresponding material type, however,
distinct from other phases, which satisfies the limitation from Section 1.4. The results
obtained through Variational coarse scale approach are identical to fine scale, where
 
displacement jumps,  u g  , were extracted from the microscale solution while traction
 
averages were numerically computed based on  u g . Nonetheless, the values across
Euler-Lagrange stress field acquired implementing (43) diverge from the average stress
results produced by Variational approach with a maximum percent error of 1.4% for
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stresses in x-direction, 1.6% in y-direction, 20.1% in the direction of shear. The high
error percentage computed in shear direction is comfortably explained by significantly
small stress magnitudes in comparison to the quantities produced bin the directions of
biaxial loading. The divergence is justified by the differences in Variational and EulerLagrange formulations introduced once the volumetric term experiences integration by
parts, which eliminated the contributions of solid part from Euler-Lagrange weak from.
However, an additional term containing the information regarding intergranular stress
fluctuations emanated after the IBP procedure. The influence of contributions from

∫

Γ

ŵm ⋅  σ ( u g ) dA to the accuracy of solution significantly decreases as the discretization

error vanishes allowing inconsequential term ignorance. The NEPER problem was
relatively coarse-meshed, thus allowing the effects of omitted intergranular stress term
cause noticeable difference in solutions. The mesh was further refined engendering
undetectable difference between the “true” and Euler-Lagrange solutions.

Table 2. NEPER model. Fine Scale stress values

Stress

Grain Number
1

2

3

4

5

6

7

8

9

10

σx

60.325 39.735 31.799 56.204 48.933 35.826 33.439 35.048 46.020 36.672

σy

56.136 54.848 29.957 62.351 49.061 29.633 30.906 29.030 64.235 46.556

σ xy

-0.645

-3.707

-0.197 1.363

3.032
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1.020

-0.315

0.048

0.921

-0.990

Table 3. NEPER model. Variational stress values

Stress

Grain Number
1

2

3

4

5

6

7

8

9

10

σx

60.325 39.735 31.799 56.204 48.933 35.826 33.439 35.048 46.020 36.672

σy

56.136 54.848 29.957 62.351 49.061 29.633 30.906 29.030 64.235 46.556

σ xy

-0.645

-3.707

-0.197 1.363

3.032

1.020

-0.315

0.048

0.921

-0.990

7

8

9

10

Table 4. NEPER model. Euler-Lagrange stress values

Stress

Grain Number
1

2

3

4

5

6

σx

60.179 39.184 32.061 55.486 48.687 35.995 33.714 35.161 46.894 36.815

σy

56.276 54.518 30.150 61.353 48.865 29.748 31.061 29.065 64.294 46.840

σ xy

-0.546

-4.017

-0.228 1.348

3.196

1.078

-0.251

0.052

0.844

-0.994

7

8

9

10

Table 5. NEPER model. Sachs stress values

Stress

Grain Number
1

2

3

4

5

6

σx

40.404 40.404 40.404 40.404 40.404 40.404 40.404 40.404 40.404 40.404

σy

40.404 40.404 40.404 40.404 40.404 40.404 40.404 40.404 40.404 40.404

σ xy

0.000

0.000

0.000

0.000

0.000
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0.000

0.000

0.000

0.000

0.000

Table 6. NEPER model. Taylor stress values

Stress

Grain Number
1

2

3

4

5

6

7

8

9

10

σx

85.714 53.333 26.667 85.714 53.333 26.667 26.667 26.667 85.714 40.000

σy

85.714 53.333 26.667 85.714 53.333 26.667 26.667 26.667 85.714 40.000

σ xy

0.000

0.000

0.000

0.000

0.000

0.000

0.000

0.000

Figure 20. NEPER: (a) Fine scale stress contour for σ x ; (b) Fine scale stress contour σ y
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0.000

0.000

Figure 21. NEPER: (a) Variational stress contour for σ x ; (b) Variational stress contour for σ y

Figure 22. NEPER: (a) Euler-Lagrange stress contour for σ x ; (b) Euler-Lagrange stress contour for σ y
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Figure 23. NEPER: (a) Sachs stress contour for σ x ; (b) Sachs stress contour σ y

Figure 24. NEPER: (a) Taylor stress contour for σ x ; (b) Taylor stress contour σ y
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During model testing, a corollary regarding possible ways of approximating
jumps and fluxes had emerged. Recall from previous theoretical sections, Taylor and
Sachs formulations represent upper and lower bounds of solution stiffness. Hence, the
emanated hypothesis suggested that both limits could be scaled such that the total
percentage is equal to the sum of Taylor and Sachs volume fractions, and therefore, as a
combination produce reasonably accurate solution. The NEPER model discussed above
was analyzed utilizing the suggested methodology; the findings failed to support the
postulate, nonetheless, the gained knowledge was of utility. Obtained results showed that
the scaling of jumps and fluxes leads to a linear combination of stresses, such that:
σ (0.01VSachs )σ Sachs + (0.01VTaylor )σ Taylor which is inapplicable to the majority of
=

targeted problems. The discovery suggested that the approximation of jumps and fluxes
leading to the true solution requires more sophisticated and vigorous approach. However,
the fiasco lead to several successful discoveries. First, as was mentioned in Section 4.2,
both, Sachs and Taylor, solutions exhibit a discretization error of zero; thus, making

ε (y) = ε M , regardless the ratio value; thus, dispensing an important design condition for
imposed jumps and fluxes: the true solution to the problem must possess identical
property. Second, the effective tangent moduli for Taylor, Sachs, coarse scale, EulerLagrange, and the combination of Taylor and Sachs models with weakly imposed PBC
are computed utilizing the numerical approach outlined in Section 4.2 and presented in
Table 7. The aim of the test lies in proving the validity of assumed bounding conditions
and more importantly, in finding an appropriate combination ratio that leads to an
approximate agreement between the Cijkl of Euler-Lagrange and Cijkl of “Taylor+Sachs”.
The fittest ratio for a rudimentary application of volume fraction is determined to contain
95% Taylor and 5% Sachs jump quantities. However, a better approximation can be
found if the volume fraction of the methods is varied according to the loading type. For
instance, the ratio for macrostrain applied in x-direction contains higher fraction of
Taylor quantities whereas the ratio for macrostrain applied in y-direction contains higher
fraction of Sachs quantities.
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Table 7. Tangent moduli components obtained through various methods

Taylor

Sachs

CS
173.1892

EulerLagrange
158.4965

Combo
T+S
195.1300

C11 comp.

187.0974

160.6522

C22 comp.

187.0974

160.6522

183.0308

172.6997

195.1300

C33 comp.

68.4308

59.6421

65.9744

59.0012

71.4129

C12 comp.

50.2359

41.3680

45.4225

40.9792

52.3043

C13 comp.

0.0000

0.0000

0.2562

0.6140

0.0000

C23 comp.

0.0000

0.0000

0.3944

0.8282

0.0000

Cijkl

4.4 Study of Jumps and Fluxes

The following section discusses explicit and implicit effects of displacement
jumps and traction fluxes on solution fields and provides essential insight on the primary
goal of the research: understanding of the neighborhood effect. First, we claim that the
solitary imposed jumps and fluxes whose values are limited by the previously identified
bounds effectively drive the problem and emerge into the zero average strain due to the
self-equilibrating properties. Thus, showing that these jump conditions are the
perturbations about the mean (coarse) response, and further proving that they possess
dispersive properties. A selected 8x8 RVE with 2 distinct phase arrangements is tested
with no external loading applied; instead, the problem is driven by equilibrated
displacement jumps imposed onto grain 36 as shown in Figure 25. Next, 8x8 RVE with 8
unique materials of random distribution and driven by equilibrated traction fluxes
imposed onto grain 42 as depicted in Figure 26 is analyzed. Based on the numerical
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analysis, the volume average strains along with maximum jump and flux square norms,
( L2 ) 2 , for Figure 25 problem are calculated and presented below:
x
εeff
= 5.452585615209025*10−19

εeffy = -1.983198316301082*10−19
xy
εeff
= 1.325135988593394*10−18

(52)

  2
 ug  = 0.052083333333333
2

{σ (u )}
g

2
2

= 0.000000

Same approach was utilized to compute the values shown in (47-48) for the models
represented in Figs. 24 and 27 respectively. Note, the RVE in Fig. 24 is driven by the
imposed artificial fluxes only.
x
εeff
= -1.111533666254387*10−6

εeffy = 3.938030437689191*10−7
xy
εeff
= 1.790792240850731*10−6

(53)

  2
 ug  = 0.00000
2

{σ (u )}
g

2
2

= 20.833333333333336
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Figure 25. Displacement jumps applied on grain 36 of 8x8 RVE for dispersion test

Figure 26. Traction fluxes applied on grain 42 of 8x8 RVE for dispersion test
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 g  ; (b) stress field due to σ (u g ) 
Figure 27. Dispersion test: (a) stress field due to  u

The 6x6 RVE domain in Fig. 26(a) serves as a clear example depicting the
linearity of the method. The macrostrain ε M = 0.2 is applied onto the boundary of the
x

RVE while the phase arrangement for the model purposely has a particular configuration;
stress and jump/flux plots are and shown in Fig. 26(b) and Fig. 27 (a, b) accordingly.
Further, the material arrangement of the problem is shifted by two phases clockwise
remaining the material pattern and loading conditions. Visual comparison of the results
depicted in Figs. 26 – 27 and Figs. 28 – 29, concludes that the only change occurring to
the problem is the shifted positioning of the stress and jump values, whereas the
magnitudes and directions remained identical. The effective macroscale values and
square jump/flux norms of the problem are outlined in (48). Further, the dependence of
the average strength on microstructure arrangement and size of the grains cluster with
identical material properties is tested on 8x8 RVE whose domain is when in Fig. 30(a).
the loading direction is maintained from the previous problem, macrostrain is applied in
x-direction. Resulting stress contour and square norms of jumps/fluxes are plotted in
Figs. 30(b) & 31(a, b) respectively.
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εeffx = 0.199976872417841
εeffy = −1.971811022476957*10−5
εeffxy = −3.368213442602452*10−17

(54)

  2
−3
 ug  = 0.276542143228146*10
2

{σ (u )}
g

2
2

= 2.120191110245782

Figure 28. Domain of 6x6 RVE for dispersion test: (a) phase arrangement; (b) stress field

59

10

-4

3

3

2

2.5

1.8

2

2

1.6

2

1

1

1.4

1.2

1.5

0

0
1

0.8

1

-1

-1

0.6

0.4

0.5

-2

-2

0.2

-3

-3

-3

-2

-1

0

1

2

3

0

-3

4

-2

-1

0

1

2

3

4

Figure 29. Domain of 6x6 RVE for dispersion test with FE jumps: (a) disp jumps; (b) stress flux

Figure 30. Domain of rearranged 6x6 RVE for dispersion test: (a) phase arrangement; (b) stress field
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Figure 31. Domain of 6x6 rearranged RVE for dispersion test with FE jumps: (a) jumps; (b) fluxes

Figure 32. Domain of 8x8 RVE for dispersion test with FE jumps: (a) phase arrangement; (b) stress field
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Figure 33. Domain of 8x8 RVE for dispersion test with FE jumps: (a) disp. jumps; (b) traction fluxes

The numerical values of effective macrostrain of RVEs with user defined material
placement (Figs. 25(a) & 26(a)) or randomized phase arrangement (Figs. 25(b) & 30(a))
driven by different quantities demonstrate the self-equilibrating and dispersive properties
of the coarse scale solution. Meanwhile, the impacts of neighborhood effect are clearly
noticeable in the performed studies as originally intended. Generally, higher stress values
are observed in grains with higher stiffness along the direction of applied load. However,
frequent alternation of phases causes discrepancy in the expected pattern as seen in Fig.
30(a), i.e. in some cases, grains with stiffer material experience stress values lower that
the grains with softer material. Jumps with higher magnitudes appear on the grain faces
perpendicular to the direction of contraction as depicted in Fig. 31(a); while higher fluxes
appear in the direction perpendicular to the applied load. The phenomenon is explained
by a distinct feature of MRDG: satisfaction of primary continuum mechanics conditions,
compatibility and equilibrium. Consequent findings show that the grains in material bulk
express lesser neighboring dependence than the individual phases producing jumps and
fluxes of lower magnitudes. Hence, MRDG demonstrates a reliable ability to capture
interface features of microscale problems thus providing valuable and distinguishable
features of neighborhood effect.
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CONCLUSIONS AND FUTURE WORK
This work provides a newly derived formulation that combines traditional DG
method and VMS approach which aims towards gaining an important insight on the
influences of the neighborhood effects at the microstructural level. To the knowledge of
the authors, the proposed multiscale split had not been explored prior to the MRDG. In
addition, existing multiscale methods applied to the RVE modeling primarily target
volumetric influence functions while the novel approach focuses to the interface forces.
Recall, the volumetric term in the Euler-Lagrange formulation vanishes for CST element
types, while the intragranular fluctuations are ignored due to the insignificant impact,
thus stressing the importance of interface forces and intergranular relationships. The
tradeoff is justified by the desired “low cost – high fidelity” correlation that other
methods were not successful in achieving due to the high computational cost of
Discontinuous Galerkin method. Further, the novel approach is tasked to contribute
toward the understanding of physical meaning of displacement jumps and traction fluxes.
The rigorous derivation and robust mathematical model open new perspectives on
determining, qualifying, and analyzing the interactions of grains, ability to follow the
sequence of homogenization principles within the same framework, and finally supplying
a built-in information on grain interactions and force flow through the coarse scale
network.
The numerical tests performed in Chapter 4 confirm the features and outline the
advantages of MRDG. First a patch test on a homogeneous rectangular RVE is performed
in order to confirm the validity and robustness on the derived method. Next, we
numerically verify the postulates proposed in the theoretical sections such as proving
reasonableness of the jumps and fluxes imposed onto the coarse scale solution field
through. The resulting stress fields and nodal strains are found to match exactly with the
values obtained through the direct application of Sachs and Taylor methods. Further, the
robustness of closed-form mathematical representation for tangent material moduli is
numerically proved to be accurate for simple one-dimensional cases. Meanwhile, since
MRDG method accommodates both, equilibrium and compatibility conditions, the
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solution of more sophisticated phase arrangement produces gaps and overlaps which
cause a minor percent difference in the effective stiffness moduli values of the proposed
formulation and numerical results. The third set of problems is tasked to show the
generality of MRDG by performing multiple tests on RVEs various geometry and
material arrangements. The code demonstrates to work robustly for complicated types of
problems with multiaxial loading types. The method is capable of coupling macro and
micro scales and unlike previous methods provides a systematic transition between the
levels of fidelity of the microscale models by varying jumps from different methods.
Lastly, we arrive to assessing the meaning of jumps and fluxes through evaluating the
magnitudes, directions, and resulting stress fields. Importantly, the extreme bounds on the
microscale jumps and fluxes are established by the traditional Taylor and Sachs. The
acquired insights on how the information regarding stress flow and initiation of hot spots
leads to a preliminary paradigm as a new way of studying RVE problems. As concluded
from the numerical results, boundaries with larger traction fluxes and displacement jumps
indicate locations with larger imbalance in equilibrium and compatibility, which might be
a crucial fatigue indicating parameter.
Future Work

To further unveil the uncertainties regarding the meaning of displacement jumps
and traction fluxes, we scrupulously study internal and the external forces of various
RVE models. To reiterate, due to the complexity of the posed algorithm as well as the
size of analyzed domains, force arrays were collected and compared for relatively
straightforward phase arrangements that only involved two distinct material properties,
thus remaining a part of future work. The main goal of the research remains posed before
the authors: finding a rigorous and low-cost method of approximating jumps and fluxes
that once imposed onto the coarse scale can provide a relatively accurate solution. A
thorough research for the development of localized estimates of fluctuation fields has
been conducted over the decades; among those are a-posteriori error estimation
approaches, techniques for potential energy minimizations, and Hardy Cross method that
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are yet to be studied. The robustness of the jump approximation will further be compared
to the extremely refined finite element models taken as a true solution. Currently, only
mild convergence studies have been performed and are subject to further examination.
Preliminarily, the results for the method of greater interest, Euler-Lagrange approach,
prove to converge to a fine scale solution with a faster rate for more rudimentary
problems and slower for advanced cases. The future research also suggests studying the
influences of stabilization and weighted average parameters. Solution fields with hardcoded values are going to be compared to the solutions obtained with the numerically
computed parameters and further compared to the true solution.
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The following routine is a part of the MATLAB code that was developed and utilized to
assess the values of effective tangent moduli across various methods.
Numerical approach to determining the effective stiffness of a method:

clear
clc
% Effective microstrain loading condition
e = [0.2 0 0
0 0.2 0
0 0 0.2]';
% Volume of individual grains
GrainVol = [0.0800000000000000 0.150000000000000 0.0400000000000000
0.0900000000000000 0.120000000000000 0.150000000000000
0.110000000000000 0.130000000000000 0.0400000000000000
0.0900000000000000];

Euler-Lagrange stresses

% Average granular stresses obtained from the main code
Stress_x = [36.1281875848067
30.1238192476456 28.2360585476296
33.6121910163887 36.9719515897276 30.0199687564747
28.3269932738766 30.0637791011351 37.8339738183723
29.5409056054868
9.30822328942342 8.87073508109333 6.99757015288326 8.69098464114972
9.38015600612217 7.92212295304175 7.09119291236506
7.00300046635329 10.3235264945940 7.12413585672522
0.563798032555500 -0.856689576582966 0.706065317128827 0.596651328816431
1.53209952799779 1.18846452727682 -0.566871801892248 1.68700947994944 1.03474530452953 0.0268523626584196];
Stress_y = [9.05310848682770
7.99036037286029 7.33659348607152
9.19189874726205 9.17007421419186 8.16847556344741
7.16665127332431 7.48113633364755 9.60546164327650
6.85211574052463
46.6122536633443 43.7484536863937 24.7237262506594 50.2958727362218
35.5514861430990 23.4589790327149 25.6183719667551
23.2950979767937 40.5888066456099 38.6460934880280
0.850898860575202 -0.359259007974813 1.36528220665499 0.464027607564030
1.66715085145785 1.15645019302527 -1.38316399443272 1.47593042023782 0.599430927698662 0.0177860583335699];
Stress_xy = [0.673219314065611 -1.29562891970617 0.941231015746639
0.614876851285092 1.57776410514996 1.11471113934246 0.790227746048579 -1.26753524327017 0.942176353817218 0.0510152140942829
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0.696692816459061 -0.909468017410837 1.05639886854305 0.245960328950706
1.46069886099544 1.23642058790656 -0.788521681641983 1.46658234856354 1.08420699846725 0.0248835858274068
12.7922802856026 12.6193805304361 10.5624439292384 12.5818854010273
12.9544519569979 11.6156534103942 10.4280624579820
10.8081324181038 14.1195650279779 10.1697899899471];

Combo stresses

% Average granular stresses obtained from the main code
Stress_x = [67.5405884153406
44.2731891479404 22.9398558146075
67.5405884153406 44.2731891479409 22.9398558146071
22.9398558146075 22.9398558146071 67.5405884153400
33.6065224812740
20.1938993191471 11.0803462055953 5.74701287226176 20.1938993191477
11.0803462055949 5.74701287226138 5.74701287226141
5.74701287226121 20.1938993191480 8.41367953892811
8.60389718201837e-13
-6.00860952428233e-14
-7.19435830807279e-13
-8.26942138766565e-13
-9.67717668750246e-14
2.35201275685735e14
2.00356574276119e-13
8.56462421722941e-15
8.13798103426255e-14
-1.60267748191519e-13];
Stress_y = [20.1938993191479
11.0803462055941 5.74701287226150
20.1938993191481 11.0803462055950 5.74701287226157
5.74701287226151 5.74701287226147 20.1938993191476
8.41367953892779
67.5405884153404 44.2731891479401 22.9398558146081 67.5405884153409
44.2731891479405 22.9398558146072 22.9398558146072
22.9398558146075 67.5405884153400 33.6065224812738
9.17656765554491e-13
-2.29974026630498e-14
6.98864712946524e-14
8.48831680949457e-14
-2.40755586151675e-13
1.05862231710309e-13
5.66392933806763e-14
-1.75822858665714e-14
-3.59367471583281e-13
1.61938367497566e-13];
Stress_xy = [9.51752445692700e-14
7.38197109969908e-14
8.66053383538357e-14
3.94789621135471e-14
1.74120292212805e13
-6.74461001296005e-14
-5.23563681850058e-14
2.83473703916940e-14
1.47127377480704e-13
-7.91570196677324e-14
3.82618175752667e-14
8.70604621169715e-14
5.52675312134436e-13
-1.51633482837186e-13
8.36196502651260e-14
5.81199717631595e-14
-1.13923178294349e-13
4.29573797799201e-14
1.08643935985956e-13
-3.25956278760245e-14
23.6733445480964 16.5964214711731 8.59642147117259 23.6733445480955
16.5964214711729 8.59642147117305 8.59642147117308
8.59642147117292 23.6733445480960 12.5964214711729];

Procedure

% Obtaining effective stresses for individual domain of RVE
for i = 1:10
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Grain(1,i*3-2:i*3) = Stress_x(1:3,i);
Grain(2,i*3-2:i*3) = Stress_y(1:3,i);
Grain(3,i*3-2:i*3) = Stress_xy(1:3,i);

end
Stress_eff = zeros(3,3);
for j = 1:10
StressG(1:3,j*3-2:j*3) = Grain(1:3,j*3-2:j*3).*GrainVol(1,j);
Stress_eff(1:3,1:3) = StressG(1:3,j*3-2:j*3)+Stress_eff(1:3,1:3);
end
%Tangen Moduli
C_eff = Stress_eff/e
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