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Abstract
We investigate random lattices where the connectivities are determined
by the Voronoi construction, while the location of the points are the dynamic
degrees of freedom. The Voronoi random lattices with an associated energy
are immersed in a heat bath and investigated using a Monte Carlo simulation
algorithm. In thermodynamic equilibrium we measure coordination number
distributions and test the Aboav-Weaire and Lewis laws.
PACS numbers: 05.70.Fh, 64.60.Cn, 61.43.-j, 61.72.-y
1
1 Introduction
Random lattices are a convenient way of approximating cellular network structures
[1] and of discretizing space without introducing any kind of anisotropy [2]. The
application of random lattices therefore covers a great variety of physical systems
spanning from membrane and vesicle research, soab bubbles, sphere packings, ki-
netic growth models, large-scale structure of the universe to quantum field theory
and two-dimensional quantum gravity [3, 4, 5, 6, 7, 8, 9]. It is therefore impor-
tant to investigate and characterize the properties of random lattices and cellular
structures. For cellular networks, e.g., grain mosaics, plants and foams relations
such as the Aboav-Weaire and Lewis laws have, empirically, been found to provide
good statistical descriptions. The Aboav-Weaire law states that the total number of
neighbours of cells neighbouring an n sided cell is linear in n, and has, recently, been
derived from maximum entropy arguments [10]. However, in the case of a purely
topological model it has been shown that there are small corrections to the linear
relation [11]. The Lewis law, which states that the average area of n sided cells is
linear in n, has previously been shown to follow from maximal arbitrariness in the
cellular distribution [12].
In the present paper we investigate two-dimensional random lattices where the
location of the points are the dynamic degrees of freedom and the connectivities
are at all times determined by the Voronoi construction. The purpose is twofold:
First we introduce random lattices which will be in thermodynamic equilibrium and,
secondly, this type of random lattices is then investigated in order to test statistical
laws. The Voronoi construction or tessellation is defined as follows: For all points
determine the associated cell consisting of the region of space nearer to the point
than to any other point. Whenever two cells share an edge they are considered as
neighbours and one draws a link between the two points associated to/located in the
cells. In this way one obtains the triangulation of space that is called the Delaunay
lattice. The Delaunay random lattice is dual to the Voronoi tessellation in the sense
that points corresponds to cells, links to edges and triangles to the vertices of the
Voronoi tessellation. The triangulation (tessellation) of space with NP points (cells),
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NL links (edges) and NT triangles (vertices) are constrained by the Euler relation
NP −NL +NT = χ (1)
where χ is the Euler characteristic, which equals 2 for a graph with the topology of
a sphere and 0 for a torus. Since 3NT = 2NL always holds for a triangulation, one
obtains NT = 2N and NL = 3N for NP = N points on a torus. The connections
of the lattice determine the connectivity matrix Cij which is 1 if the points i and j
are connected with a link and 0 otherwise. Voronoi structures have previously been
the subject of interest in computer-simulation studies in two dimensions [13, 14,
15], where the Voronoi cells were used to determine nearest neighbours, and three
dimensions [16]. Recently, the concept of Voronoi tessellations has been generalized
in order to model equilibrated soap froths [4]. In the study in Ref. [15] the Voronoi
tessellation was dynamically maintained during the simulation, and used to describe
structural changes in the hard-disk model but the Voronoi construction was not used
to determine the dynamics.
In the next section we define the dynamic random lattice. In Sec. 3 we present
simulation results, and in Sec. 4 we investigate statistical laws. Finally, in section
5, we summarize and conclude.
2 Dynamic Random Lattices
In our work the Voronoi construction will dictate the dynamics since we are in-
terested in the dynamic properties of random lattices. To the random lattice we
therefore assign a thermodynamic energy functional of the general form
H =
∑
i
E[ni, σi, ℓij , Cij] (2)
where ni is the coordination number of the point i, σi the area of Voronoi cell number
i, and ℓij the distance between the points i and j. The lattice is taken to be in equi-
librium with a heat bath at temperature T = β−1 (we use units where Boltzmann’s
constant equals unity). Depending on the actual energy functional (2) assigned to
the lattice very differently ordered states may appear at low temperatures. The form
of the energy is not neccessarily supposed to represent a description of a physical
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system; of course one can construct physically motivated actions as well but this is
not our interest in this study.
At high temperatures the random lattice will be of Poissonian type [2, 13], i.e.,
the positions of the points are uncorrelated and uniformly distributed over the entire
lattice. On the other hand, the action can be ingeniously chosen so that one obtains,
at low temperatures, lattices with certain useful properties. In, e.g., the numerical
growth of Diffusion-Limited Aggregation (DLA) clusters by solving the Laplace’s
equation on a random lattice, −(∆φ)i =
∑
j Cijσi(φi − φj)/ℓij [6], the convergence
properties can be speeded up when the couplings σi/ℓij are nearly constant. Such a
lattice may be obtained by using an appropriate energy (2) and then equilibrating
the random lattice in a Monte Carlo simulation.
With the standard Monte Carlo simulation techniques we have investigated
Voronoi random lattices. Corresponding to the usual spin-flip for an Ising model
the points defining the lattice are subject to random displacements. The new lattice
is also determined by the Voronoi construction and the move is accepted with the
Metropolis probability
P = min
(
1, e−β∆H
)
(3)
where ∆H is the increase in energy produced by the move. Provided the detailed
balance condition is fulfilled the Monte Carlo dynamics will correctly describe a
Voronoi random lattice in equilibrium with a heat bath at temperature T . By
means of simulations one can measure thermodynamic quantities as well as testing
statistical laws supposed to be valid for an equilibrated graph itself.
In Fig. 1 we show how a typical change of the lattice caused by the move of
one point to a random nearby position looks like. [Another way to determine the
new position is to restrict the point to, e.g., the Voronoi cell around the point—or
to within a fixed distance, r, from the edges of the Voronoi cell; in this latter way
non-overlapping particles of radius r (e.g., granular material [17]) can be simulated
with a hard-disk interaction (similar to the model studied in Ref. [15]).] When the
point P is moved as shown in Fig. 1 a link at the left is “flipped”—a neighbour-
loosing process—and a link at the right is flipped—a neighbour-gaining process—in
order that the Voronoi construction is fulfilled for the random lattice with the point
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in the new position. No matter how small the move of the point is taken to be,
very complicated changes which can influence a large part of the lattice can take
place. Even though it is impossible in advance to predict how profound the changes
will be, it is always possible to view such complicated changes as a combination
of neighbour-gaining and loosing processes and in this way keep track of how the
lattice gradually changes as a point is moved. When the new position is very close
to the old position, simple changes, as shown in Fig. 1, are, however, most likely to
take place.
We have studied a variety of different Hamiltonians, typically of the form
H = J
∑
i F
2
i , with
∑
i Fi = const. (e.g., Fi = ni, σi, . . .), where the sum is over
the N points. A Hamiltonian of this kind with positive coupling constant J (which
for matter of convenience is chosen to be unity) will favour a low-temperature phase
where the quantities Fi are all equal due to the imposed constraint
∑
i Fi = const.
The case of negative J , on the other hand, will have low-temperature states where
the Fi’s are small at some points and large at others. Here we focus on the case
where the energy depends on topological quantities and study the Hamiltonian
H = J
N∑
i=1
(ni − 6)
2 (4)
with positive and negative coupling constants; elsewhere results on other models,
including couplings to Ising spins, will be given. One notices that, since a torus
imposes the constraint
∑
i ni = 6N on the coordination numbers (from Eq. (1)), the
same dynamics is obtained with, e.g., H = J
∑
i n
2
i ; in both cases the Hamiltonian (4)
will favour that all ni equal 6.
3 Simulations
In the Monte Carlo simulations we use a lattice with the topology of a torus, i.e.,
we impose periodic boundary conditions in both directions. The lattices we have
simulated contained from N = 504 to 1254 points. One Monte Carlo step (MCS)
corresponds to one attempted move per particle. For each temperature we carried
out 1000–2000 MCS to reach equilibrium and then measured data for another 10,000
MCS. Since we are interested in the properties of the random lattices themselves
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we use point updates where the new position of a point is chosen within a box
surrounding the old position. The size of this region is chosen so that the acceptance
rate is about 50% in an intermediate temperature interval and not too small for low
temperatures. As previously remarked, it is not possible in advance to know the
amount of change that will take place when a point is moved. This implies that the
updating algorithm is intrinsically non-parallelizable/non-vectorizable. Therefore,
workstations (Sun Sparc 10’s) have been used in our simulations of the dynamic
random lattices. We have implemented different versions of the algorithm using
both index tables in Fortran and dynamic pointer structures in the C programming
language (see, e.g., Ref. [18]). Typically, we obtain an updating time for one point-
moves of the order of 1 msec (the time scales approximately linearly with the size
of the box in which the points are allowed to be moved).
The positive coupling Hamiltonian (4) has as groundstate a lattice with the
topology of a triangular lattice. In the phase space of positions of points one has
in fact many groundstates, namely all distorted triangular lattices, since for the
regular triangular lattice a point can be moved to a certain amount without lead-
ing to a link-flip. These short displacements of the points are not detected by the
Hamiltonian (4) which measures only the coordinations of the random lattice. A
low-temperature lattice (T = 0.1) is shown in Fig. 2(a), and in Fig. 2(b) is shown
the (dual) Voronoi tessellation for the same configuration of the points. One notices
that the points do not seem to order in the low-temperature phase. Nevertheless,
96% of the points have ni = 6 for the lattice shown in Figs. 2(a)-(b). Measure-
ments of the energy as a function of temperature show that the energy is a steadily
increasing function and the specific heat c(T ) = V −2T−2 (〈E2〉 − 〈E〉2) determined
by means of the fluctuation-dissipation theorem as the fluctuations in energy shows
no sign of a peak except at zero temperature with trivial exponent. These findings
are in agreement with the Mermin-Wagner theorem [19] which states that a two-
dimensional continuous system cannot undergo an order-disorder phase transition
at a finite temperature.
Starting from an almost regular triangular lattice at a low temperature and
heating up the system one observes single localized link flippings which create points
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with 5 and 7 neighbours respectively, i.e., pairs of “defects”. Such points typically
merge after a few Monte Carlo steps but as the temperature is increased these
defects start to break up and the lattice becomes more and more random until it,
eventually, will end up as the Poissonian random lattice at infinite temperature. On
the contrary, cooling the high-temperature lattice these defects merge (annihilate)
and eventually the points with 6 neighbours “percolate” from one side of the system
to the other. Due to the periodic boundary conditions some topological defects
can be “frozen in” in the low-temperature “ordered” phase where, e.g., connections
across a line have all been shifted by one or more units. Qualitatively this scenario
ressembles the unbinding of vortices typical of the Kosterlitz-Thouless transition of
two-dimensional melting. One way of describing these low-temperature patterns is
by identifying the characteristic “ABC-sublattice” ordering for a triangular lattice
and to see if this order propagates all over the system (i.e., percolates); results of
such an analysis will be described elsewhere.
The negative J Hamiltonian (4) will have as its groundstate a lattice where one
point has all the other points as neighbours, since the energy (4) favours an uneven
distribution of the number of neighbours. For low temperatures there will be many
metastable disordered states one of which is shown in Figs. 2(c)-(d). Accessing these
states by simulated annealing we find that up to 80–90% of the points have ni = 4
and these points lie along (fluctuating) lines. Specifically, the lines tend to close in
circular patterns with a many-neighbour point (e.g., ni
>
∼
60) lying in the middle,
cf. Figs. 2(c)-(d). From Fig. 2(c) one notices that the circular patterns are roughly
of the same size. Due to the very low energy associated to these central points it
is highly unlikely that once a circular pattern has emerged it will break up again.
The system therefore freezes into a metastable state and high energy barriers must
be overcome to get out (at high temperatures these patterns will not appear but for
low temperatures one has to be aware of the possibility of ending up in a metastable
state and not the true equilibrium state). We have measured the energy as a function
of time. For high temperatures there is a fast relaxation to equilibrium but as the
temperature is lowered to T ≈ 11 the system enters a new phase where the relaxation
to equilibrium is very slow (possibly determined by a power-law behaviour) being
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due to the many low-temperature disordered metastable states in the system. In
fact it is possible that in the low temperature regime the system always evolves
towards the topologically unique groundstate given by all ni = 4 except one which
has n = 2N but that the systems evolution becomes extremely slow like in a glass.
4 Statistical Laws
From the Euler relation (1) follows that the average coordination number of a graph
on a torus is 6, i.e.,
〈n〉 =
∑
n
nPn = 6 (5)
where Pn is the (normalized) probability,
∑
n Pn = 1, of finding a point with n neigh-
bours (this result is true for a graph of arbitrary topology in the limit N →∞, since
the Euler characteristic χ is a number of order unity). This probability density has
been plotted for various temperatures in Fig. 3 for the two models studied. At low
temperatures for the positive coupling model one notices a strongly peaked density
at the value n = 6 reminiscent of the topology of the triangular lattice. Remember,
however, that the lattice does not have the regular structure of a triangular lattice
and even at rather low temperatures already contains defects and irregularities (cf.
Figs. 2(a)-(b)). The variance (the energy per point) µ2 = 〈(n− 6)
2〉 =
∑
n(n− 6)
2Pn
decreases as a function of temperature and approaches zero at low temperatures,
where only points with 5, 6 and 7 neighbours are present.
In the negative coupling constant case Fig. 3(b) shows that owing to the points
with many neighbours (cf. Figs. 2(c)-(d)) the Pn density is broader for low temper-
atures as compared to the case of positive J . As the temperature is lowered the
variance µ2 increases from the Possonian random lattice value µ2 ≈ 1.78 (see, e.g.,
Ref. [13]) to µ2 ≈ 2.7 at the temperature T = 11, where the circular patterns start
to form. The occurence of the very high n values makes µ2 increase even further as
the temperature is decreased. From Fig. 2(b) one notices the change in the overall
form of Pn taking place at the transition temperature T ≈ 11. The transition seems
very sharp and it would be interesting to investigate if it is of first or second order.
We now turn our attention to the correlations present in the equilibrated random
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lattices. Denoting by m(n) the average number of neighbours of the neighbours of
a cell with n neighbours the Aboav-Weaire law states that (see, e.g, Ref. [1])
nm(n) = (6− a)n+ (6a+ µ2) (6)
with a ∼ 1, empirically. Note that by parametrizing the Aboav-Weaire law by
a as done in Eq. (6) the sum rule 〈nm(n)〉 = 〈n2〉 = µ2 + 36 is automatically
fulfilled [1]. This law has recently been predicted from maximum entropy arguments
[10], whereas the analytical solution of a topological model showed that the linear
law is only approximately true [11]. For the Poissonian random lattice it is well
established that the linear Aboav-Weaire law does only approximately hold [13, 20].
This has been explained by arguing that this particular random lattice is not fully
equilibrated—it is young in the terminology of statistical crystallography and is
space-filling by construction rather than through a constraint [20]. One may argue
that the dynamic Voronoi random lattices also are space-filling by construction
rather than by a constraint.
Independent of temperature we find from our Monte Carlo simulation results
for the equilibrated random lattices that when plotting nm(n) against n the points
generally tend to lie on slightly concave curves, as can be seen from Fig. 4(a);
however, for an intermediate n interval a linear law with a slope ≈ 5.3 approximates
the curves well. The positive coupling model at very low temperatures (T = 0.1) is
atypical since only points with 5, 6 and 7 neighbours are found. For such a random
lattice with only a small number of isolated “5”s and “7”s one has that m(n) ≈ 6,
which would be exact for a triangular lattice. This leads to nm(n) ≈ 6n, which is
in accordance with the results in Fig. 4(a) for the temperature T = 0.1. Raising
the temperature, points with lower and higher coordination numbers occur and the
linear law is no longer a good description. Instead the points lie on a slightly bent
curve (cf. Fig. 4(a)) which can be fitted numerically by, e.g., adding a term −bn2 on
the right hand side of Eq. (6) (cf. Ref. [13]).
Also in the negative coupling case a straight line provides a good approximation.
For high n values (ni
>
∼
10) there are large deviations from an approximate linear law
and the nm(n) values drop drastically. Simulations on lattices with a larger number
of points show that this is due to finite-size effects, i.e., by simulating even larger
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systems the curves extend to higher n values before they drop. As the temperature
is lowered the curve is shifted a little upwards but the overall form does not change
(cf. Fig. 4(b)). When the temperature becomes so low that the circular patterns
start to develop we see large deviations from a linear relation with nm(n) values up
to more than 100 (not shown) but, as previously discussed, the random lattices are
then difficult to fully equilibrate.
Another empirical law is Lewis’ law which has been found to hold throughout the
evolution of several two-dimensional cellular structures (see, e.g., Ref. [20]). Lewis’
law states that the average area A¯n of n sided cells is linearily related to n as
A¯n = A¯ [1 + λ(n− 6)] (7)
Here A¯ = Atot/N is the average area of a cell belonging to a cellular network consist-
ing of N cells (points) and with total area Atot, and λ is an adjustable parameter.
The linear relation (7) has been obtained from maximum entropy arguments with the
constraint that the structure at all times is space-filling [12, 20]. The idea underlying
these maximum entropy arguments is to maximize the entropy S = −
∑
n Pn lnPn,
subject to the normalization constraint
∑
n Pn = 1, the topological constraint (5)
and the space-filling constraint
∑
n PnA¯n = A¯. Furthermore, it was obtained that
Pn =
1
3
(
3
4
)n−2
in the N → ∞ limit. Since our probability densities (cf. Fig. 3)
clearly are not of the above exponential form, this means that there are other con-
straints present (according to the entropy based arguments, cf. Refs. [12, 20]). For
our system an additional constraint is
∑
n PnEn = E(T ), where En = (n− 6)
2 and
E(T ) is the thermodynamic energy per point, which is measured in the Monte Carlo
simulation.
In Fig. 5 is shown the dependence of A¯n on n for different temperatures for the
two models (the average area A¯ has been normalized to unity). One notices that
Lewis’ law provides a good description of the equilibrated Voronoi random lattices
and since the random lattices can be regarded as space-filling, this is in accordance
with the results in Refs. [12, 20]. For the negative coupling model one obtains
λ ≈ 0.23 independent of temperature for T >
∼
11, cf. Fig. 5(b), and then, due to the
circular patterns, large deviations (not shown) are seen where A¯n for, e.g., n = 7
and 8 can become as large as 10. The deviations from a linear law for high n values
10
are due to the finite number of points and move to higher n values when larger
systems are simulated. In the positive J case, cf. Fig. 5(a), the λ value gradually
changes from λ ≈ 0.23 for high temperatures to λ ≈ 0.5 for low temperatures with
deviations from a linear law for high n values (and these deviations continue to exist
for larger systems).
5 Conclusions
In the present paper we have investigated equilibrated random lattices with con-
nectivities determined by the Voronoi construction. The random lattices have been
studied using Monte Carlo simulations where an update consisted in moving a point
to a new randomly chosen position and then accept the new configuration with a
probability depending on the equilibrium distribution.
We have investigated the topological Hamiltonian (4) for both positive and nega-
tive couplings J . We found that for negative coupling constants the low temperature
phase ressembles a glass with many metastable states, while for positive couplings
a transition like in two-dimensional melting might be expected.
Statistical laws (Aboav-Weaire’s and Lewis’ laws) known to provide a good de-
scription of natural cellular structures have been tested for the Voronoi random
lattices. We find that the linear Aboav-Weaire law provides a good description of
equilibrated random lattices (but the points tend to lie on slightly concave curves
similar to what happens for the Poissonian random lattice), and the linear Lewis
law is followed with a temperature-dependent slope.
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Figure captions
FIG. 1: Part of a Voronoi random lattice (a) before and (b) after the point P has
been moved. The process appearing to the left of the point P is a neighbour-
loosing process whereas the process to the right is a neighbour-gaining process.
The thick lines represent the links of the random lattice whereas the thin lines
are the edges of the Voronoi cells.
FIG. 2: Random lattices and Voronoi tessellations; (a) and (b) obtained with the
Hamiltonian (4) with positive coupling J and at a temperature T = 0.1, and
(c) and (d) for the corresponding negative coupling model after a quench to
T = 5 (and with energy E = −48,430). All the lattices contain N = 504
points.
FIG. 3: Probability Pn of finding a point with n neighbours for various tempera-
tures obtained with (a) the Hamiltonian (4) with positive coupling J , and (b)
for the corresponding negative coupling model.
FIG. 4: Average total number of neighbours nm(n) (Aboav-Weaire’s law) for vari-
ous temperatures obtained with (a) the Hamiltonian (4) with positive coupling
J , and (b) for the corresponding negative coupling model.
FIG. 5: Average area A¯n (A¯ normalized to unity) of n sided cells (Lewis’ law)
for various temperatures obtained with (a) the Hamiltonian (4) with positive
coupling J , and (b) for the corresponding negative coupling model.
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