In this paper, we propose a novel algorithm for regularizing displacement fields in image registration. The method uses the local structure tensor and gradients of the displacement field to impose a local metric, which is then used optimizing a global cost function. The method allows for linear operators, such as tensors and differential operators modeling the underlying physical anatomy of the human body in medical images. The algorithm is tested using output from the Morphon image registration algorithm on MRI data as well as synthetic test data and the result is compared to the initial displacement field. The results clearly demonstrate the power of the method and the unique features brought forth through the global optimization approach.
INTRODUCTION
Image registration is a well-known concept, frequently applied in a number of different areas, for instance geophysics, robotics and medicine. Its application range within medicine is vast and it has been proven to be a useful tool, both in research and in clinical practice. The basic idea of image registration is to find a displacement field d that geometrically transforms a template image I T in order to align it with a reference image I R . A general classification of different image registration algorithms is to classify them as either parametric or non-parametric [1] . Parametric methods refers to methods, where a parametrization has been performed to reduce the number of degrees of freedom in the transformation space, this includes rigid, affine or spline-based registration. Nonparametric methods on the other hand independently estimate a displacement vector for each data point.
Regularization of the displacement field is an important aspect of image registration. It is needed to smooth the displacement field in order to ensure a plausible transformation/deformation, especially in the case of non-parametric registration. The regularizer is not only used to smooth the displacement field but can also be used to model the displacement field. A common approach is to model the displacement field according to various physical processes. This is for instance the case when applying fluid or elastic regularization, where fluid regularization can be explained as painting the image on honey [2] while elastic regularization refers to when the image is painted on a piece of rubber [3] .
Another approach in regularization is to allow information in the image data itself to drive the registration (datadriven regularization). Examples of this include normalized convolution with the local structure as certainty [4] , adaptive isotropic Gaussian convolution [5] , direction dependent regularization [6] , adaptive regularization based upon local noise level and local structural content [7] or adaptive anisotropic regularization based upon local structure [8] . Most of the described data-driven regularizers rely on the fact that structural content in the image should control the regularization, i.e. high certainty of local structural content ensures high certainty of the local displacement field.
The method presented in this paper is a data-driven regularizer. It allows for defining cost-functions that are representations of a range of models in physics and engineering that can be expressed in terms of linear operations such as differential equations and tensors. This allows the proposed method to be used in a number of different scenarios. The main objective of the cost function defined in this work is to achieve a displacement field that is as smooth as possible without allowing the field to alter the shape of salient local structures.
METHOD

Global regularization
Regularization has the objective of smoothing the displacement field in a way that it does not significantly increase the matching error. The physical properties of the imaged medical volume imposes certain requirements on the displacement fields, e.g. motion of rigid objects and sliding along organ surfaces.
The behavior of the global regularization is defined through the cost function. The first term in the cost function used in the present work contains a gradient forcing the spatial partial derivatives of the updated field to be small. The objective of the second term is to only allow changes to the field in areas with little or insignificant structural content. The local structure tensor [9] of the reference image is used to decide in which directions the update field is allowed to be smoothed. Finally, a parameter α is introduced. This parameter is used to decide the relative importance of displacement field smoothing versus conservation of structures. The optimization problem solved in this paper, is stated as:
The first term consists of a squared Frobenius norm of the gradient of the displacement field. The gradient is a linear operation and can be described by a matrix multiplication corresponding to spatial derivatives. The second term consists of the structure tensor of the images corresponding to the initial displacement field operating on the displacement initial field. The tensor acts as a linear operator and can also be represented by a matrix. The problem stated can now be rewritten using a matrix representation. To this end we will use a vectorization of the displacement field:
Denoting the matrices of the gradient and the tensor as M 1 and M 2 respectively and realizing that the Frobenius norm in practice is a scalar product, there is a matrix representation of objective function,f .
f contains nothing more complicated than a sum of quadratic forms, linear and constant terms. Differentiating f with respect to v and setting equal to 0 results in a linear equation system. Solving yields the solution:
This can be viewed as calculating a matrix, M, to operate on the displacement field, d. M is a linear operator, which yields the update field, v, from the displacement field d. Its rows can then actually be viewed as a vectorization of a linear spatially variant filter that is optimized with respect to the data and the cost function. A couple of such adaptive filters are presented in figure 2 .
Understanding that a spatial differentiation
∂(·j ) will be represented with a square matrix of same side as the number of elements in the dimension, denote these matrices G i,j . The special transpose operator T denotes transpose of the outer structure and does not transpose the individual block matrices. In terms of a block matrix, the M 1 matrix becomes a D 2 × D matrix of blocks if D is the number of dimensions:
The intermediate level block-matrices are:
Let T i,j be matrix representation of component t ij in the structure tensor, then the representation could be written
The total equation system size is polynomial in the number of data elements, N , and exponential in number of dimensions. The number of nonzero entries are, however, linear in data size allowing a computationally efficient solution, i.e we get:
To illustrate an example, in the special case of 2D used in this paper, the two matrices become:
Further, finding the matrix operation is not necessary to find the matrix inverse involved, one merely needs to perform a matrix division where the right hand side turns out to be a vector, greatly reducing the computational load. In terms of speed, an algorithm implemented in Matlab easily executes in roughly one second for the example data used in this paper.
Initial displacement field -The Morphon
In this paper we have combined the proposed regularizer with an image registration algorithm, known as the Morphon, to demonstrate the usefulness of the regularizer. The Morphon is a phase-based algorithm where a template image I T (x) is iteratively deformed, until it fits a reference image I R (x). This process is performed over multiple scales starting on coarse scales to register large global displacements and moving on to finer scales to register smaller local deformations. The algorithm itself consists of the following three steps: local displacement estimation, displacement field accumulation, deformation. For a more detailed review of the different steps the user is referred to [10] .
In each iteration the local displacement estimation is based upon a quadrature phase-difference estimation. The deformed template and reference images are filtered with a set of quadrature filters f k with K different orientationsn k . The filter outputs,
describing how edge-or line-like the local neighborhood is, are used to compute local phase-difference based displacement estimates d k for each filter direction, k.
The displacement estimates and the coupled certainties c k are then used to compute an incremental displacement field d i . This is done by finding the solution to a least square problem defined as:
where d i is the estimated incremental displacement and T R is the local structure tensor of I R .
The incremental displacement field and certainty are then added to the accumulated displacement field d a and certainty c a according to:
To obtain a smoothly varying displacement field the accumulated displacement field is locally regularized in each iteration. The regularization is achieved by normalized averaging [11] using a Gaussian low pass kernel g as filter and c a as certainty.
The last iteration step is to use the accumulated displacement field to deform the template image.
It's the final displacement field, d a , of these iterations that provides the input to the presented global regularization approach.
RESULTS
Quantitative measures
Two values that are used as a measure of the smoothness of the displacement field is the laplacian root-mean-square (L-RMS), and the gradient root-mean-square (G-RMS). Two similarity measures between images that are commonly used are normalized cross-correlation (NCC) and mutual information (MI). In figure 3 . α = 1.00 is the same as no smoothing. The x-component of the regularized displacement field, using three different values of α respectively. Note that the field is gracefully preserved around the circle structure, whereas the parts of the field where the image lacks structure are smoothed considerably.
Qualitative measures
In this section some images are presented to demonstrate the power of the global method when it comes to regularize nonlocal points in the fields. The effects on one synthetic image with corresponding field in figure 1. There is also an example of the Brain images used in the quantitative study: images in figure 3 and displacement fields in figure 4. In Table 1 various metrics are presented before as well as after the regularization of the registration of a 2D MRI slice. 
DISCUSSION
Qualitatively, the Brain MRI and the synthetic example images illustrate that the claimed quality of regularizing nonstructural parts of the field while preserving structures is actually achieved. Quantitatively, the results in table 1 show that the method presented makes it possible to make the displacement fields considerably smoother without significantly decreasing neither the NCC nor MI measures. Further, the optimization framework presented is very general and is possible to extend to any linear transformation including for instance spatially varying linear filters as well as linear operations such as tensor products and higher order differential operators -yielding a large range of opportunities for adding new terms to the cost function and, in this way, designing more advanced, sophisticated and specialized algorithms.
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