Abstract. The optimization of the cloud resources used to power a multi-agent Internet of Things architecture is an important issue which has an important impact on the overall operation cost of the architecture. The resources tenancy is a costly operation, thus their allocation and management should be optimized based on the usage patterns. The infrastructure for the multi-agent system should not be affected by the deployment or maintenance life cycle, operations require parts of the system, or even the entire system to be offline during the execution of scheduled procedures. This paper outlines of the importance of the infrastructure audit, which offers a good insight of how the resources are used, the geographical areas which are heavily used and where the allocation or release of used resources is mandatory. Also, the security audit, in a distributed multi-agent architecture that handles a large number of heterogeneous devices, represents a good mechanism for performance improvement.
1. Introduction. The recent advances in Internet of Things (IoT) technologies and the cloud computing adoption have led to an increased usage of this two paradigms to create solid architectures that are able to handle hundred of thousands of concurrent connections, at the same time offering a good Quality of Service (QoS) and Quality of Experience (QoE) for the end user. The resources renting from public cloud providers for supporting the backbone infrastructure for an IoT architecture is beneficial for small and medium-sized enterprises (SME) or academic institutions which are trying to reach a large number of clients, because there is no need to upgrade or maintain the physical infrastructure. Even though the cloud client is not completely aware of the exact location of the hardware that delivers the required information, there are methods available that can determine the best route (considering both geographical location and bandwidth) for optimal performance [39] .
For handling a big number of connections from a wide range of devices, an Internet of Things architecture should employ a fast, secure, reliable and fail safe infrastructure for the services offered to the end users which rely upon the manner in which the information is collected. Because of different usage patterns that result from the daily routine of different groups of users, the best solution for building an infrastructure for the IoT framework relies on the elasticity provided by the cloud computing paradigm [11, 15, 23, 33] . Also, the operational cost for maintaining the architecture up and running can be significantly reduced by releasing unused resources at daily time intervals when the audit operations report a low usage of the infrastructure.
From the reliability and operational standpoint, the core infrastructure for the multi-agent system needs to bypass any bottlenecks introduced by the on demand created infrastructure. Therefore, any replacement or restart of the virtual machines should be scheduled on isolated groups of virtual machines without affecting the system's response time.
Usually, on a non-complex application, the application access point and the database server are hosted on the same physical server, thus the business logic is very easy to manage. Therefore, the application access point has direct access to the required information without searching and querying any other network nodes that can be scattered in different data centers. In an Internet of Things framework, the business logic is separated on multiple physical servers, because it needs to process and store a large amount of information sent by the clients. Considering the tremendous amount of data that needs to be stored, the database instances are separated on multiple virtual machines, so that the database instances can be grouped in clusters for a better management and distribution of stored data. Given the heterogeneous nature of the information handled by the Internet of Things architecture the data that needs to be stored can be also grouped based on its type, therefore various 346 B. MANAŢ E, T.F. FORTIŞ AND V. NEGRU Fig. 1.1 . The actors that interact with the multi-agent architecture [18] .
types of storage solutions can be used based on the information type. The information which is collected on a regular basis from the sensors can be stored in a time series database, the semantic information about devices can be stored using a triple store database and the information about the system's users (e.g. credentials and preferences) can be stored in a document based database.
The same need for intensive infrastructure management is identified in social networks like Facebook [8] , Twitter [12] , LinkedIn [28] and MySpace [7] and online video streaming providers like Netflix [41] and Hulu [40] , where data integrity and services up time play an important role because the services downtime may generate significant revenue losses.
This papers presents how an on demand infrastructure is created to support a multi-agent architecture which operates in the Internet of Things context and how the resources allocation can be optimized based on the usage patterns inferred from the audit operations. This paper is structured as follows: in Section 2 is presented a literature review of existing infrastructures, in Section 3 is presented the multi-agent architecture designed for Internet of Things governance that needs to manage the underlying cloud infrastructure, in Section 4 is presented a solution for a cloud infrastructure management able to scale an IoT architecture, in Section 5 it is emphasized the importance of infrastructure audit and underline the benefits of a proper infrastructure audit, in Section 6 are presented two methods that enhance the resources utilization and the system scalability and finally, in Section 7 are presented the final conclusions of this paper.
2. Background. By unifying the Internet of Things, Cloud Computing and network edge services a new paradigm emerges called Fog Computing [4] , which offers compute power, support for data storage and provides necessary infrastructure for connecting the sensors and clouds. The researchers from CISCO have proposed the Fog Computing term to exemplify a system that is characterize by low latency, ample geographical distribution, location awareness, mobility and heterogeneity. In the context of Fog Computing the services are closer to the consumer delivering this way the required information in a fast and reliable manner. The support for bidirectional data flow (from devices to the cloud and conversely) allows the system to have a greater control over the data sources and the cloud resources. In case of a data source failure, the system can isolate the affected data sources and any important information is inferred from the neighboring devices based on the localization service. Also, the bi-directional data flow enables the multi-agent system to send commands to devices that are Fig. 2.1 . The types of virtual machines used in the IoT infrastructure [18] . able to execute simple or complex operations (like actuators).
Beside moving some of the logic to the edge of the network it is imperative to take into account the geographical distribution of the resources that need these services [22] . The services distribution depends on the audit performed on that parts of the network characterized by same location and the number of clients that the system should service. The services are distributed based on the number of possible clients in a given geographical area, therefore a big number of resources will be available for urban areas to service the existing clients and a smaller number of resources will be distributed for the users living in the vicinity of the urban areas. In the edge computing (EC) an important role is played by context awareness, so that a resource it is aware of its current location, the surrounding resources and where is the case the resource can be aware of the entire surrounding context. Thus the methods for information aggregation can benefit from the informations exchanged by the edge services about the surrounding context.
Even though the services are brought as close as possible to the end-users, parts of the data requested by the users is sometimes stored on different database servers situated in various data centers. In [16] is proposed a solution based on the data replication mechanism provided by distributed databases. The important data sets stored in the main data center are replicated on cheap commodity hardware situated at the edge of the network closer to the edge services, reducing by this way the network latency and core network utilization. Also, some of the information can be stored for a small amount of time on the client devices, enabling this way a peer-to-peer information exchange between different users.
By utilizing the multi-agent system based on a distributed infrastructure the end-users should benefit from a good quality of service (QoS) enhanced by a pleasant experience which respects high standards of quality of experience (QoE) [24] . The QoE term is usually used to express the overall experience of using a multimedia system. However, considering the multitude of devices that are encompassed by the Internet of Things framework it is worth noting that these devices are used to improve the user's experience in an environment.
In order to scale the multi-agent architecture proposed in [19] , a large number of virtual machine instances are launched in the cloud so that the system load can be evenly distributed on the available resources. The system can be scaled as long as the cloud provider has the necessary resources available, otherwise additional resources may be launched using another public cloud provider or a private cloud. A solution for this problem is offered by the open-source platform mOSAIC [27] , which offers an unified application programming interface and a platform for developing large scale applications that are using resources rented from multiple cloud providers. The resources provisioning mechanism is based on a multi-agent architecture (CloudAgency) [38] , that enables the platform to rent the best cost effective heterogeneous resources from different cloud providers based on a service level agreement (SLA) provided by the user. The best solution is matched by a semantic reasoning module embeded in the multi-agent system that operates on a Cloud Ontology.
Aneka [37] is another a cloud computing platform that uses cloud resources from the Microsoft Azure cloud for creating services oriented applications. The Aneka platform offers a configurable services container, services discovery and load balancing, therefore the developers can focus on the application development and less on the infrastructure management.
Given the fact that it is impossible for a single cloud provider to scatter its data centers around the globe to The multi-agent architecture [19] offer on demand computing power as close as possible to their clients, a viable solution to overcome this problem is represented by a cloud federation [5] . By using a federation of clouds and a location discovery services, the resources are rented from the closest available cloud provider thus enabling the infrastructure to offer fast and localized support.
3. Architecture. The proposed architecture for the multi-agent system [19] presented in Figure 3 .1 uses the agents as independent and mobile entities, which are specialized to solve specific domain oriented issues that are introduced by the Internet of Things paradigm. As seen in Fig. 1.1 , groups of agents are working together to gather, annotate, process and store data in a cloud environment. Other collections of specialized agents are distributed on client devices based on the devices semantic definition. By having the agents distributed both on the client devices and on the cloud infrastructure, the communication and the management of the agents is delegated to the core implementation of the multi-agent platform, thus the resulting system operates as an integrated environment.
The information, which may be sent as partially processed or raw data, flows from the clients to the cloud endpoints that are managed by the instances of the ProxyAgent, which are routing the information based on its type to the available resources. When the information reaches one of the end-points of the cloud, it can be semantically annotated and sent for further processing. Considering the special cases when the context aware component is active, the information related to a particular context can be used for updating the current context if the information received contains relevant values that depict a modification of the actual state. The information that contributes to context modelling is managed by ContexManagerAgent [21] , therefore the ProxyAgent needs to route the information related to the context to a virtual machine where the ContextManagerAgent is instantiated.
The data cache plays an important role in a system that handles massive quantities of information because it has a big impact on the system performance. The most accessed information is stored in the RAM memory, so that all requests trying to read the information from a database are routed directly to the information stored by the cache system. The agents that are handling a large amount of information are developed with an of the shelf local caching system to reduce the time needed for information access.
When data gathered from the devices is older than a specified amount of time it is transferred to the data archive database. The archive database compress and stores the aggregated information in order to facilitate a later information retrieval of the archived data. When the information stored in the archive database becomes obsolete the data archive is subjected to a purge operation that aims to remove the existing information which has not been used in a long time.
The multi-agent system was developed to serve a general purpose when it comes to data collection and processing, but it can be used in various domains like ambient intelligence, smart city management, ambient assisted living and for supervising the industrial processes.
4. Infrastructure management. The proposed multi-agent system employs three types of virtual machines, which have to accomplish a specific task in the architecture:
• Compute VM -compute optimized instances which offer the highest performing processors. These types of instances are used for the data collection end-points. The multi-agent container runs on these instances, where agents specialized for data processing and semantic annotation are instantiated.
• Database VM -storage optimized instances that are able to offer support for memory-intensive and random I/O operations. The instances of this type can be grouped into clusters depending on the technical specifications provided by the company which delivers the database software solution. A virtualization advisor [34] can be used to determine based on the audit data which is the best configuration for the database instances.
• GPU instances -instances that have attached a graphical and general purpose GPU. This type of instance is used for data mining [17] , data-matching [29] , intrusion detection [14, 36] and learning [10] .
Managing compute instances.
In the paper [20] it is presented a suite of benchmark tests performed on a prototypical implementation of the Internet of Things architecture briefly presented in Section 3. The benchmarks results define the maximum number of connections that can be handled by different types of virtual machines rented from Amazon EC2. The maximum threshold for every virtual machine type can be used by the BrokerAgent, as a trigger, to launch a new instance in order to distribute the system load.
The standard virtual machine images, that are built with the purpose of supporting the architecture, are bundled with necessary software packages to start the architecture. When a non standard image is launched from the cloud provider repository, the BrokerAgent handles the deployment phase as well the registering phase after which the image is marked as ready to process the data collected from the devices.
Event though the implementation of the proposed multi-agent architecture targets the Scala programming language and Akka toolkit, to benefit from the highly concurrent and distributed nature of the proposed multiagent system, the out of the box scheduling mechanism [3] implemented by Scala/Akka software stack can be greatly improved with the addition of load balancers [32] , which are offered by default by the majority of the cloud providers. Therefore, the BrokerAgent is designed to handle this scenario by grouping the targeted virtual machines, automatically, requesting a new load balancer for the grouped instances from the cloud provider using the cloud provider's public API.
Another benefit resulted from the usage of a multi-agent system on top of the Akka toolkit is the standard implementation of the communication protocol, which is the default option supported by every agent. This way the agents are able to exchange information regardless of their location, hence, the infrastructure might be exposed to a higher network traffic when the actors are deployed on a virtual machine that has been launched in a different data centers.
The audit operations performed by the AuditAgent on the entire infrastructure are important, because they offer valuable information about the resources utilization, unauthorized access attempts, system loading, the number of newly added/removed devices and the geographical distribution of the end users. In order to offer edge computing services for the clients the system should be aware of the resources' positions which are useful when a local system failure occurs. By knowing the exact location of the resources and the location of the clients, the edge services can be dynamically managed and deployed offering a flexible alternative when a local resource becomes unavailable.
Managing database instances.
The instance type that is hosting the database software solutions represents an important instance type for the architecture, because it assures the data persistence. The database instances need to be configured based on the technical specifications of the database software which is launched on these instances. The special situation that arise when database instances are grouped together in a cluster or ring require additional instructions to join the group after a restart. Also, other tuning operations can be executed to improve the database response time. Therefore, the BrokerAgent has to mitigate the interaction between the cluster and the new database instance and any other operations that require interaction with the database software. For applications targeting the Java platform, the JSch 1 library can be used to send commands over SSH to a virtual machine in a secure manner.
The operations executed via the command line interpreter, like joining a cluster, gathering audit data or a force data replication, are executed by any of the agents running on the local agents container or running on a remote virtual machine, thus allowing the multi-agent system to have total control over the launched instances. Therefore, for security reasons, the interactions with the underlying operating system should be executed only by the agents which have a very well defined role in the infrastructure management like AuditAgent or BrokerAgent.
Some NoSQL databases, like Riak, recommend the usage of a load balancer [1] as a best practice, because every node that is a member of a cluster is able to handle the incoming requests, hence the incoming requests can be routed to any available instance.
Managing GPU instances.
The GPU instances are offered at high rates, because the GPU boards are bundled with expensive hardware. Hence, only a handful of cloud providers offer such instances, some of them are big players in cloud computing domain like Amazon, Nimbix, Peer1, Penguin computing and Softlayer.
The data processing using a high performance GPU is very fast, hence the data traffic between the GPU instances and the data store can simply overcome the infrastructure network capability. To solve this problem, the GPU instances need to be started in the same data center where the data which is subject to processing is available. Also, the network connection between the database instances and the GPU instances should offers support for a higher bandwidth to speed up the data transfer. A better solution for networking is a cluster network where the instances launched in the same cluster group are started on the same physical server rack, so that the cluster network provides high network bandwidth and low latency for data transfer between instances.
The agents of the proposed multi-agent system that are running tasks on the GPU instances are implemented using ScalaCL 2 a library that lets the programmers to run Scala code on the GPUs in a very natural way. The tasks distribution is handled by a router agent, which uses a Round Robing algorithm to distribute the information stored in the local mailbox (an internal queue).
5. Infrastructure audit. The system audit is important in an environment where tens of thousands of virtual machines represent the backbone of a multi-agent architecture (Fig. 5.1 ). The audit is useful for automatic maintenance as well as for human operators, so that the data gathered by the audit operation can be used to maximize the infrastructure performance and to reduce the operational costs. The audit operations offer important data about the network latency, CPU usage, GPU usage, RAM memory loading, and it can also verify if the resources rented from the cloud provider respect the service level agreement (SLA) [25] , which is very important for the infrastructure stability. The multi-agent system relies on the cloud infrastructure to operate at best performance parameters, so that any change in the infrastructure components can affect the system's overall performance. Thus, the audit operations must be scheduled after every start/restart of a virtual machine to validate the changes [6] .
Because the multi-agent architecture proposed in [19] was developed to target a wide-spread geographical area, the audit information is useful to determine which area offers a high QoS/QoE for end-users. Thus, the edge computing services offered for certain geographical areas can be configured for best performance results considering the audit data collected for the specified areas.
The AuditAgent uses a database to store different audit results based on the execution time. Storing audit results for a long period of time is useful to identify the parts of the infrastructure that are extensively used so [18] .
that further actions may be taken to improve performances by moving some of the resources situated in areas with low traffic to the area where the infrastructure is experiencing peaks of traffic.
Considering the vast applications of the Internet of Things in domains like health care, smart city, ambient intelligence and industrial, a lot of private information is transferred between agents which are situated either on the client side or in the cloud. To protect the private information of the end-users it is imperative to execute security audit operations [35] over different components of the system. The heterogeneous character of the devices that interact in the IoT framework offer a wide range of possibilities for a cyber-attack, therefore periodic audit operations are compulsory. The security audit needs to target the client-side applications, edge computing services and the cloud infrastructure periodically, so that any attempt or unauthorized usage of the system has to be immediately identified and reported.
Another important aspect of the infrastructure audit is related to the detection of the intrusion attempts. The detection of intrusion attempts can be automatically handled by the SecurityAgent, which has a set of rules implemented to deal with such situations. Real time intrusion detection for the Internet of Things paradigm has been implemented in SVELTE [31] project with an impressive detection rate of almost 100%, thus the task of detecting potential attackers can be assigned to an agent which has full access to the data exchange inside of the multi-agent system. 6. Resources usage optimization. Even though there are many research papers [2, 9, 13, 26, 30] focused on the optimization of the cloud resources usage, for the particular case regarding the proposed multi-agent architecture the resource usage can be optimized using a two-phase method base on resources pooling and virtual machine pre-warm-up. In order to optimize the resources usage in an Internet of Things architecture there should be a balance between assuring the system stability and resources usage. The first method presented bellow is based on a pool of resources and is employed when no information about the system usage is available. After the audit operations manage to gather a significant amount of data about how and when the system is accessed by the end users the multi-agent architecture will be able to pre-warm the virtual machines just in time for the expected traffic peak.
6.1. Resources pooling. The resource pooling method is used when there is no audit data available about the system's usage so that the virtual machines cannot be prepared for the network traffic peaks. A variable number of compute virtual machines are provisioned with the required software stack and are kept in a resources pool for when the system is under heavy load. As seen in Fig. 6 .1 when the system is under heavy load the available resources are moved from the resources pool and attached to the load balancer that is experiencing heavy network traffic.
Keeping the underutilized resources running is the main drawback of this method but is a fair compromise for keeping the system running in special situations generated by massive network traffic.
6.2. Virtual machines 'warm-up'. The Internet of Things is characterized by highly localized and repetitive events, therefore after collecting enough information about the system usage it is very easy to forecast where and when are required extra cloud resources. The information about the system usage can be extracted by analyzing the audit data collected by the AuditAgent. The number of virtual machines present in the resources pool can be gradually decreased as the information gathered from the audit operations has relevant information about the usage time frame.
In Fig. 6 .2 is presented a general usage sample of the available resources. The point B represents the maximum number of connections that can be handled by the multi-agent system using the existing resources. The point C represents a forecast of the maximum number of connections for the current time interval. In order to avoid an overloading of the system by reaching the critical point B, when no additional virtual machines are started to take over the excess traffic, the point A was selected as the best time when a new virtual machine should be started. The best time is calculated by subtracting the time needed for the virtual machine to start (the time needed for booting and for installing the required software stack) from the time when the critical point B will be reached.
7. Conclusion and future work. This paper presents a method for a cloud infrastructure management and cloud resources allocation based on a multi-agent solution. The proposed solutions aim to overcome the issues encountered when managing an on-demand cloud infrastructure for such a dynamic framework like the Internet of Things. Because the entire logic for infrastructure management is detached to specialized agents, that operate on data collected from the system logs or from user defined constraints, it can be used as a standalone component in other contexts, that have similar requirements like the multi-agent system used for Internet of Things governance and which are required to operate using the infrastructure as a service paradigm.
Another important aspect underlined in this paper is related to infrastructure audit and the positive impact on the system performance when the data collected during the audit operation is used to dynamically reconfigure the system. As presented in Section 6 the audit operation also play an important role for resources usage optimization. The audit information is useful when dealing with location aware services, because it offers valuable information about the current state of the machines which are hosting the edge network services. Hence, the regions which are characterized by heavy network traffic can benefit from a new set of computing resources during traffic peak.
For further research it is planned to develop a feature of the multi-agent system that analyses the instances usage patterns related to users profiles, so that the agents will be able to significantly reduce the number of the instances launched in the resources pool. Therefore the multi-agent system will provide just in time the instances needed for balancing the incoming requests, thus reducing the unnecessary costs generated by the idle instances from the resources pool.
