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Introdution
1. Phénomènes de loalisations, motivations physiques et modélisations
1.1. Motivation physiques. Cette thèse est onsarée à l'étude mathéma-
tique des phénomènes de loalisation et déloalisation pour diérents modèles de
polymères en environnement aléatoire. L'étude des modèles de polymères est un do-
maine de la physique mathématique qui a onnu un développement partiulièrement
important es dernières années (sur le sujet, on peut onsulter l'artile de survol [37℄
et les monographies [23; 62; 80℄). Les modèles étudiés dans ette thèse peuvent être
utilisés pour dérire une grande variété de phénomènes physiques : interation d'un
polymère ave une interfae entre solvants, transition de dénaturation thermique
de l'ADN, arohage et dérohage d'un polymère et d'un substrat solide, om-
portement trajetoriel d'une haîne polymère dans une solution hétérogène... Ces
phénomènes ont en ommun l'existene d'une transition de phase. À haute tempé-
rature, l'agitation thermique est forte ,l'entropie domine, les interations himiques
ou physiques ave l'environnement peuvent être négligées et apparaît un phénomène
de déloalisation, 'est-à -dire que que le polymère se déploie librement, sans subir
de ontrainte de la part de l'environnement. À basse température, l'énergie d'inter-
ation domine l'agitation thermique, et la trajetoire du polymère est très fortement
onditionnée par l'environnement, nous dirons loalisée. Il existe une température
dite ritique qui sépare es deux régions et qui marque une transition de la phase
loalisée vers la phase déloalisée. L'étude approfondie des modèles présentés dans
ette thèse permet d'obtenir des informations :
(1) sur le omportement trajetoriel des polymères dans la phase loalisée, dans
la phase déloalisée, à la transition de phase ;
(2) sur la valeur de la température ritique.
De plus, l'expertise développée dans le domaine des polymères en environnement
aléatoire apporte une meilleure ompréhension générale des systèmes désordonnés,
branhe importante de la méanique statistique et de la physique mathématique.
1.2. Modélisation mathématique. On modélise le déploiement spatial de la
haîne polymère en adoptant un formalisme de Boltzmann-Gibbs.
Dans un adre disret, la haîne polymère est modélisée par un hemin de taille
nie (égale à un entier N) dans un ensemble de hemins donnés (Sn)n∈[0,N ] ∈ ΓN
(par exemple, ΓN peut être l'ensemble des hemins de taille N dans Z
d
). À haque
trajetoire S on assoie une énergie modélisée par l'Hamiltonien HN,ω(S) (où ω dé-
signe l'environnement aléatoire) qui sera donné par la somme des énergies olletées
sur les diérents sites visités. La trajetoire d'une haîne polymère de taille N , pour
9
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une température T , sera donnée par la mesure de probabilité µN,ω,β sur ΓN dénie
par
µN,ω,β(S) =
exp(βHN,ω(S))
|ΓN |ZN,ω,β , (1.1)
où
ZN,ω,β :=
1
|ΓN |
∑
S∈ΓN
exp(βHN,ω(S)), (1.2)
et β est égal à 1/kBT où kB désigne la onstante de Boltzman.
Ce formalisme peut engendrer une grande variété de modèles. Cette thèse se
onsare uniquement aux as où les trajetoires sont dirigées. Cela implique, en par-
tiulier, que les polymères étudiés ne possèdent pas d'autointersetions, e qui sim-
plie l'étude mathématique du modèle. Nous présentons maintenant deux exemples
onrets de modèles de polymères basés sur la marhe aléatoire simple dans Z
d
,
desquels dérivent tous les modèles étudiés dans ette thèse :
 Le modèle d'arohage désordonné (modèle ave désordre sur une ligne).
Le polymère est modélisé par une marhe aux plus prohes voisins dans Z
d
et
reçoit des ontributions énergétiques aléatoires lorsque la marhe passe par
l'origine. Selon le point de vue, on peut soit onsidérer que le polymère se
déploit dans Z
d
, et est onstitué de maillons hétérogènes qui interagissent ave
un potentiel plaé à l'origine, soit que le polymère est une trajetoire dirigée
d+ 1 dimensionnelle interagissant ave une ligne d'arohage hétérogène.
Soient S une marhe aléatoire simple dans Zd issue de l'origine, et (ωn)n∈N
la réalisation typique d'une suite de variables aléatoire entrées indépendantes
de variane unitaire. Étant donné deux paramètres β > 0 et h ∈ R et N un
entier pair, on pose (ave le formalisme préédent)
HN,ω,β,h =
N∑
n=1
[ωn + (h/β)]1{Sn=0}, (1.3)
et on dénit don la mesure de polymère µω,β,N(S) par sa dérivé de Radon-
Niodym par rapport à la loi de la marhe aléatoire simple P (on notera E
l'espérane assoiée)
dµN,ω,β,h
dP
(S) :=
exp
(∑N
n=1 β[ωn + h]1{Sn=0}
)
1{SN=0}
ZN,ω,β,h
, (1.4)
où
ZN,ω,β,h := E
[
exp
(
N∑
n=1
[βωn + h]1{Sn=0}1{SN=0}
)]
. (1.5)
On peut onsidérer, de manière équivalente, que le polymère se déploie en fait
dans Z
1+d
et est modélisé par le graphe de S ((n, Sn)n∈[0,N ]) et que la marhe
reçoit des ontributions énergétiques lorsqu'elle touhe la ligne d'arohage
sur laquelle la première oordonnée s'annule.
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 Le polymère dirigé en milieu aléatoire (modèle ave désordre partout).
Le polymère est modélisé par une marhe dirigée ((n, Sn)n∈N dans Z1+d, où
S est une marhe au plus prohe voisin dans Zd) et reçoit des ontributions
énergétiques aléatoire sur haque site qu'il visite, e qui peut être interprêté
omme l'énergie d'interation ave une solution hétérogène.
Soient S une marhe aléatoire simple dans Zd, et (ωn,z)n∈N,z∈Zd la réalisation
typique d'un hamp de variables aléatoires indépendantes de variane unitaire.
On dénit l'Hamiltonien
HN,ω(S) :=
N∑
n=1
ωn,Sn, (1.6)
et la mesure de polymère µN,ω,β(S) pour β > 0 (la température inverse) par sa
dérivé de Radon-Niodym par rapport à la loi de la marhe aléatoire simple P
dµN,ω,β
dP
:=
exp
(
β
∑N
n=1 ωn,Sn
)
ZN,ω,β
, (1.7)
où
ZN,ω,β := E
[
exp
(
β
N∑
n=1
ωn,Sn
)]
. (1.8)
Dans es deux as, on s'intéresse au omportement asymptotique des mesures de
polymère quand N tend vers l'inni. Pour le modèle d'arohage, on remarque que
le modèle sans désordre ou homogène (i.e. ave β = 0) est nontrivial. Les questions
étudiées sont : pour le modèle d'arohage,
 À quelles onditions sur les paramètres h et β la trajetoire S du polymère
reste-t-elle arohée sur la ligne {0} × Zd (en un sens que l'on dénira préi-
sément par la suite) ?
 Quel rle le désordre joue-t-il dans e phénomène d'arohage ? C'est-à-dire
omment omparer qualitativement et quantitativement le modèle désordonné
et le modèle homogène ?
et pour le polymère dirigé en milieu aléatoire,
 À quelle ondition sur le paramètre β, le omportement trajetoriel du poly-
mère à grande éhelle est-il ou n'est-il pas modié par la présene de désordre ?
 Lorsque le désordre a une inuene sur les trajetoires, quelles aratéristiques
ent sont hangées ?
Les deux prinipales parties de la thèse seront dédiées à l'étude de haque modèle.
Avant d'être l'objet d'une étude mathématique approfondie, les modèles présen-
tés ont été étudiés par les physiiens théoriiens. De nombreux résultats ont don
été prouvés ou onjeturés, la littérature physique onstitue une grande soure d'ins-
piration et de motivation pour l'étude mathématique de es modèles.
Une des méthodes utilisées en méanique statistique pour dériver des heuris-
tiques est la méthode de (semi-)groupe de renormalisation. Cette méthode onsiste
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à rééheloner le système en lui otant des degrés de liberté et en transformant l'Hamil-
tonien : ette proédure est répétée et le rééhelonage doit être alibré pour obtenir,
dans la limite, un modèle eetif, invariant par l'ation de la transformation de renor-
malisation. Cela engendre en général des aluls d'une très grande omplexité. Les
physiiens font ensuite des approximations simpliant l'Hamiltonien obtenu après
transformation pour pouvoir mener les aluls à leur terme. Cela permet souvent de
faire des onjetures très ables, mais qu'il est diile de transformer en preuves
rigoureuses.
Il existe ependant des modèles, introduits par les physiiens, pour lesquels la
méthode donne des simpliations onsidérables : les modèles dits hiérarhiques,
onstruits sur des réseaux en diamants. Grâe à l'invariane d'éhelle des réseaux
en diamants, la méthode de groupe de renormalisation peut être appliquée de ma-
nière rigoureuse, sans avoir à opérer d'approximations dans les aluls. Les modèles
hiérarhiques ont été introduits pour étudier les modèles d'Ising/Potts [45℄, de per-
olation au dernier passage [104℄, de polymère dirigés en milieu aléatoire [41; 48℄, ou
les modèles d'arohage [49℄.
Contrairement aux modèles en hamp moyen (polymères sur les arbres, modèles
sur le graphe omplet . . .), les modèles hiérarhiques onservent l'essene des modèles
dénis sur Z
d
. C'est pourquoi une fration importante de ette thèse sera dédiée à
l'étude des modèles hiérarhiques aussi bien pour les modèles d'arohage, que pour
les polymères dirigés en mileu aléatoire.
2. Modèles d'arohage
2.1. Modèle homogène. Tous les modèles d'arohage que nous allons étu-
dier ont déjà un interêt dans leur version homogène. À de nombreuses reprises, le
modèle d'arohage homogène sera d'ailleurs utilisé omme outil tehnique, aussi
bien pour les modèles d'arohage désordonnés (par exemple pour des arguments de
omparaisons) que pour polymères dirigés en milieu aléatoire (arguments de seond
moment, méthode des répliques). Dans leur version non-hiérarhique, ils possèdent
la propriété remarquable d'être exatement résoluble (voir [55℄). Nous proposons ii
une étude sommaire du modèle homogène (pour plus de détails voir les premiers ha-
pitres de [62℄ dont ette introdution s'inspire). Rappellons la dénition du modèle
en dimension 1 :
Considérons S = (Sn)n∈N la marhe aléatoire sur Z (sous la loi de probabilité
P) dénie par Sn =
∑n
i=1Xi où les Xi sont des variables aléatoires indépendantes
identiquement distribuées (i.i.d.) satisfaisant
P(X1 = ±1) := 1/2. (2.1)
Pour h ∈ R, on modie la mesure P en attribuant un bonus ou un malus d'énergie
à une trajetoire S à haque fois qu'elle passe par zéro. On obtient ainsi la famille
de mesures de polymère PN,h, N ∈ 2N (on note EN,h l'espérane assoiée), dénie
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par
dPN,h
dP
:=
1
ZN,h
exp(hLN )1{SN=0}, (2.2)
où LN :=
∑N
n=1 1{Sn=0} désigne le temps loal en zéro et
ZN,h := E
[
exp(hLN )1{SN=0}
]
. (2.3)
La ontrainte SN = 0 est une simple ondition au bord, qui peut être modiée sans
hanger les propriétés essentielles du système. Pour l'instant, elle oblige à onsidérer
N pair.
On herhe à savoir si la marhe aléatoire (Sn)n∈[0,N ] sous la mesure PN,h reste
arohée à la ligne S = 0 sous l'inuene de la fore d'arohage h. On étudie
don la fration de ontat moyenne fN (h) :=
1
N
EN,h [LN ], ou plus préisement son
omportement lorsque N tend vers l'inni. On dénit à et eet la quantité
f(h) := lim
N→∞
1
N
logZN,h, (2.4)
que nommée énergie libre. En tant que limite de fontions onvexes et roissantes
de h, l'énergie libre est onvexe et roissante. La fration de ontat moyenne est
liée à ette quantité par la relation
d
dh
1
N
logZN,h :=
1
N
EN,h [LN ] . (2.5)
Cette égalité passe à la limite par onvexité. On a don
d
dh
f(h) = lim
N→∞
fN(h), (2.6)
lorsque le membre de gauhe existe. L'existene de la limite f(h) est due au aratère
sur-additif de logZN,h. De plus, l'inégalité
ZN,h ≥ exp(h)P(SN = 0 et Sn 6= 0, ∀n ∈ [1, N − 1]) ∼N→∞ exp(h)√
π/2N3/2
(2.7)
assure la positivité de f(h) pour tout h. On peut vérier aussi que l'énergie libre est
nulle lorsque h est négatif ou nul. Cela donne de nombreux renseignements sur la
ourbe de l'énergie libre (voir gure 1).
Pour une meilleure analyse du modèle il est préférable de l'étudier dans un
adre plus général. La mesure de polymère transforme la marhe aléatoire simple
en hangeant la loi des temps de retour en zéro, mais ne modie pas la loi des
exursions hors de l'origine lorsque leur taille a été xée. Pour ette raison, on se
met à onsidérer seulement les temps de retour sur la ligne d'arohage. Dans le
as de la marhe aléatoire, l'espaement des temps de retour onstitue une suite
de variables aléatoires à valeurs entières, i.i.d., à queue de distribution polynomiale.
C'est pourquoi on modélisera notre proessus général de retours en zéro par une suite
de temps aléatoires (τn)n≥0 dans N ∪ {∞} dont les aroissements sont gouvernés
par une loi P vériant :
 τ0 = 0 presque surement.
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 (τn − τn−1)n≥1 onstitue une suite de variables aléatoires i.i.d. à valeur dans
N ∪ {∞}.
 Il existe un réel α > 0 tel que
K(n) := P(τ1 = n) ∼n→∞ cste.
n1+α
. (2.8)
(dans le développement, on se plaera dans le adre un peu plus large où K(n) est
une fontion à variation régulière (voir [16℄)). Un tel proessus s'appelle un proessus
de renouvellement.
En divisant les temps de retour de la marhe aléatoire simple par deux, on se
retrouve dans le adre i-dessus ave α = 1/2. Le as de la marhe alétoire en
dimension d, d ≥ 3 orrespond à α = d/2 − 1, le as d = 2 orresponds à α = 0
ave une orretion logarithmique. On onsidèrera (de manière impropre) τ omme
un sous ensemble de N ∪ {0}.
Les dénitions de (2.2) and (2.3) s'adaptent parfaitement en posant LN := |τ ∩
[1, N ]| (où | . | représente la ardinalité d'un ensemble), en remplaçant 1{SN=0} par
1{N∈τ} et en onsidérant PN,h omme une modiation de la mesure P qui gouverne
τ .
Ce nouveau formalisme, bien qu'apparament plus omplexe que le préédent,
permet un traitement mathématique simple du modèle et le replae dans un ontexte
plus large. En eet, on peut prouver sans trop d'eorts la formule expliite suivante
pour l'énergie libre.
Proposition 2.1. L'énergie libre est la solution de l'équation (d'inonnue x)
∞∑
n=1
exp(−nx)K(n) = e−h, (2.9)
si elle existe et zéro sinon (si x < 0 le membre de gauhe diverge, la solution de
(2.9) est don toujours positive). En partiulier,
hc = − logP(τ1 <∞), (2.10)
et
f(h) ∼h→h+c cste.(h− hc)max(1,α
−1)
lorsque α 6= 1.
f(h) = h− logK(1) + o(1) quand h tend vers l'inni. (2.11)
Pour le as α = 1, il faut ajouter une orretion logarithmique à la première
ligne de (2.11).
Démonstration. On réérit la fontion de partition omme la somme des
ontributions de toutes les trajetoires arohées en N ,
ZN =
∑
n≤N
∑
l1+l2+···+ln=N
exp(nh)
n∏
i=1
K(li). (2.12)
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Soit x0 la solution de l'équation (2.9), on pose K˜(n) = exp(h) exp(−x0n)K(n). Une
simple réériture donne alors
ZN = exp(Nx0)
∑
n≤N
∑
l1+l2+···+ln=N
n∏
i=1
K˜(li). (2.13)
Soit τ˜ le proessus de renouvellement déni par P(τ˜1 = n) = K˜(n). On a
ZN = exp(Nx0)P(N ∈ τ˜). (2.14)
Ce renouvellement est réurrent, on a même E[τ˜1] < ∞ si x0 > 0, on peut don
appliquer le théorème du renouvellement (pour l'énoné et une preuve, voir [10,
Chapitre I, Théorème 2.2℄). On obtient
ZN ∼N→∞ 1
E[τ1]
exp(Nx0). (2.15)
Dans le as où (2.9) n'a pas de solution, ou dans le as x0 = 0, on peut poser
K˜(n) = exp(h)K(n). Comme
∑
n∈N K˜(n) ≤ 1, on peut dénir le renouvellement τ˜
de la même manière. On a alors
exp(h)K(N) ≤ ZN ≤ P(N ∈ τ˜ ) ≤ 1. (2.16)
Ce qui donne le résultat.
Lorsque h tend vers l'inni, f(h) tend vers l'inni. On a don
K(1)e−f(h)(1 + o(1)) = e−h (2.17)
Cela donne l'approximation au deuxième ordre de l'énergie libre pour h tendant vers
l'inni.
Nous prouvons maintenant le résultat d'équivalene de l'énergie libre au voisinage
du point ritique (on se ontentera du as α ∈ (0, 1)). On se plae dans le as où
hc = 0 (sinon une multipliation par exp(hc) nous ramène à e as). On utilise un
théorème Abélien qui se trouve dans [16, Théorème 1.7.1, et Corrolaire 8.7.1℄ qui
assure que, lorsque K(n) ∼ Cn−(1+α),
1−
∞∑
n=1
exp(−xn)K(n) ∼ CxαΓ(1− α). (2.18)
Il est trivial de voir que f(h) tend vers 0 quand h tend vers hc, on en déduit
f(h)
h→0+∼
(
h
CΓ(1− α)
) 1
α
. (2.19)
Le as α > 1 est plus faile, voir [62, Theorem 2.1℄ pour une preuve.

La valeur ritique hc sépare les phases loalisée et déloalisée du modèle. Au
voisinage de hc, l'énergie libre a un omportement polynomial. On appelle l'exposant
max(1, α−1) exposant ritique, il ontient beauoup d'informations sur le système.
Le résultat montre que quite à remplaer K(n) par exp(hc)K(n), on peut toujours
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onsidérer que hc(0) = 0, i.e. que le renouvellement τ est réurent. C'est e que
nous ferons dans la suite de ette introdution.
PSfrag replaements
f(h)
h
O hc
f(h) ∼ cste.(h − hc) 1α .
f(h) = h− logK(1) + o(1).
phase loalisée
phase déloalisée
Fig. 1. L'allure de la ourbe de l'énergie libre f(h) en fontion h pour α ∈ (0, 1),
tel qu'elle déoule de la Proposition 2.1 et des observations faites sur la roissane
et la onvexité.
2.2. Modèle inhomogène. Le formalisme ave proessus de renouvellement
peut failement être adapté dans le as désordonné. Soient un proessus de renou-
vellement τ vériant les hypothèses de la setion préédente pour un ertain réel
α > 0, de loi P, et (ωn)n∈N la réalisation d'une suite de variables aléatoires i.i.d.
entrées (de loi P) de variane unitaire et vériant
λ(β) := logE [exp(βω1)] <∞, ∀ β > 0. (2.20)
On pose δn := 1n∈τ , pour n ∈ N et on dénit la mesure de polymère PN,ω,β,h omme
modiation de la loi de τ
dPN,ω,β,h
dP
(τ) :=
1
ZN,ω,β,h
exp
(
N∑
n=1
[βωn + h]δn
)
δN . (2.21)
ave
ZN,ω,β,h := E
[
exp(
N∑
n=1
[βωn + h]δn)δN
]
. (2.22)
Si l'on nomme θ l'opération de shift sur l'environnement, i.e. θ((ωn)n∈N) = (ωn+1)n∈N,
alors on a pour tout N,N ′ ∈ N
ZN+N ′,ω,β,h ≥ E
[
exp
(
N+N ′∑
n=1
[βωn + h]δn
)
δN+N ′δN
]
= ZN,ω,β,hZN ′,θNω,β,h, (2.23)
don
logZN+N ′,ω,β,h ≥ logZN,ω,β,h + logZN ′,θNω,β,h. (2.24)
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Cette propriété et le théorème ergodique sur-addiditif de Kingman (voir [89℄)
permettent de dénir, omme pour le as homogène, l'énergie libre :
Proposition 2.2. La limite
f(β, h) := lim
N→∞
1
N
logZN,ω,β,h. (2.25)
existe pour presque toute réalisation de l'environnement ω, et est égale à
limN→∞N−1E [logZN,ω,β,h] . C'est une fontion onvexe roissante de h, elle est
nulle pour h susament petit.
On pose,
hc(β) := inf{h : f(β, h) = 0}. (2.26)
Comparons maintenant l'énergie libre du système désordonné à elle du système
homogène. L'inégalité de Jensen donne
E [logZN,ω,β,h] ≤ logE [ZN,ω,β,h] = logE [exp ((λ(β) + h)LN) δN ] , (2.27)
la dernière égalité déoulant du théorème de Fubini. En divisant par N et en passant
à la limite il apparaît que
f(β, h) ≤ f(0, h+ λ(β)). (2.28)
La quantité E [ZN,ω,β,h] est la fontion de partition du système où le désordre a été
moyenné, On parle de modèle reuit ou annealed. Le fait que le modèle annealed
orrespond au modèle homogène est une partiularité de notre modèle. Le système
vraiment désordonné, où l'on regarde la mesure de polymère pour une réalisation
gée du désordre, est appelé modèle à désordre gelé ou quenhed.
Un autre inégalité de onvexité donne f(β, h) ≥ f(0, h+ λ(β)). Ces deux inéga-
lités impliquent (dans le as ou le renouvellement τ est réurent),
− λ(β) ≤ hc(β) ≤ 0. (2.29)
Il a été montré sous des onditions assez générales (voir [7℄) que l'inégalité de droite
n'est jamais vraie. En revanhe, savoir si l'inégalité de gauhe est satisfaite ou pas
donne une information sur l'inuene du désordre (voir gure 2) :
 Si hc(β) = −λ(β) ela signie (au moins heuristiquement) que le désordre n'a
pas d'inuene sur le omportement du système, i.e. que les modèles quenhed
et annealed oïnident. Dans e as que le désordre est dit non-pertinent.
 Si hc(β) > −λ(β), ela signie que le désordre hange le omportement du
système, il est dit pertinent.
Le ritère de déplaement du point ritique n'est pas le seul pour évaluer la perti-
nene du désordre. Pour les physiiens théoriiens il importe aussi (en fait, surtout)
de savoir si l'exposant ritique du modèle annealed est onservé.
Le ritère de Harris (d'après le physiien A.B. Harris), donne une prédition très
générale onernant la pertinene du désordre à haute température [77℄. La perti-
nene du désordre dans un modèle désordonné ne dépend que de l'exposant ritique
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PSfrag replaements
−λ(β) −λ(β)
h h
f
f
hc(β)
hc(β) = −λ(β)
et f(β, h) ∼ f(0, h+ λ(β))
O O
f(0, h+ λ(β))
f(0, h+ λ(β))
f(0, h)
f(0, h)
désordre non-pertinent
désordre pertinent
Fig. 2. Présentation de deux as typiques de désordre, pertinent et non-pertinent :
les ourbes en trait plein représentent f(β, h), les ourbes en trait pointillé les deux
bornes obtenues par onvexité f(0, h) et f(0, λ(β).
du système annealed. Si et exposant est stritement supérieur à 2 le désordre doit
être non-pertinent à haute température, alors que dans le as où l'exposant est stri-
tement inférieur à 2 le désordre est pertinent à toute température. Dans le adre
du modèle d'arohage, es deux as orrespondent respetivement à α < 1/2 et
α > 1/2 (f. Proposition 2.1). Cette prédition se trouve onrmé dans le as des
modèoles d'arohage désordonnés par les physiiens [49; 57℄. En revanhe le ri-
tère de Harris ne donne pas d'information sur le as marginal où l'exposant ritique
est égal à 2 (i.e. α = 1/2), et dans e as, il est onjeturé que la pertinene du
désordre dépend du modèle onsidéré. Dans le as des modèles d'arohage, il n'y a
pas de onsensus parmis les physiiens quant à la pertinene du désordre, ave deux
armations ontraditoires dans [49℄ (pertinene) et [57℄ (non-pertinene), haune
trouvant ensuite des partisans dans la ommunauté sientique ([108; 109; 15℄ sou-
tenant la première armation, [73; 74; 59℄ la seonde).
On peut donner une expliation heuristique du ritère de Harris dans le adre
des polymères. En fait, savoir si les énergies libres quenhed et annealed ont le
même omportement revient à savoir (très approximativement) si ZN,ω,β,h et son
espérane ont le même omportement lorsque N tend vers l'inni, e qui arrive
typiquement lorsque E
[
Z2N,ω,β,h
]
reste bornée quand N tends vers l'inni. En fait,
dès que h > −λ(β), E [Z2N,ω,β,h] diverge pour tout β > 0 ; mais omme on s'interesse
à e qui se passe au voisinage du point ritique annealed, on se ontente d'étudier le
seond moment de ZN,ω,β,h pour h = −λ(β) (le point ritique annealed). Le théorème
de Fubini donne
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P
[
Z2N
]
= P⊗2P
[
exp
(
N∑
n=0
(βωn − λ(β))(δ(1)n + δ(2)n )
)]
= P⊗2
[
exp
(
N∑
n=0
δ(1)n δ
(2)
n (λ(2β)− 2λ(β))
)]
,
(2.30)
où P
⊗2
est la loi produit qui régit deux renouvellement indépendants τ (1) et τ (2) de
même loi que τ et où δ
(i)
n = 1n∈τ (i). Ce qu'on obtient est la fontion de partition
d'un modèle d'arohage homogène de paramètre λ(β) = λ(2β)−2λ(β), assoié au
proessus de renouvellement τ (1) ∩ τ (2) (on peut vérier que les sauts de τ (1) ∩ τ (2)
sont i.i.d., il s'agit don bien d'un proessus de renouvellement). Savoir si le seond
moment diverge pour β arbitrairement petit, revient don (f. Proposition 2.1) à
savoir si le renouvellement τ (1)∩τ (2) est réurrent. Sahant que P(n ∈ τ) ∼ cste.nα−1
(voir par exemple [51℄), on peut vérier que
∞∑
n=1
P
⊗2(n ∈ τ (1) ∩ τ (2)) =
∞∑
n=1
P(n ∈ τ)2 =∞⇔ α ≥ 1/2. (2.31)
Cet argument de seond moment peut être utilisé pour démontrer rigoureusement
des bornes inférieure sur l'énergie libre (voir [6℄).
Nous présentons maintenant les diérents résultats mathématiques réements
obtenus onernant la pertinene du désordre pour les modèles d'arohage désor-
donnés :
Un résultat de G. Giaomin et F. Toninelli [69℄, montre que sous ertaines ondi-
tions sur la loi de l'environnement (gaussien onvient, mais leur résultat est en fait
plus général), la présene du désordre lisse la ourbe de l'énergie libre.
Théorème 2.3. Lorsque l'environnement est gaussien, pour tout β > 0 il existe une
onstante c(β) telle que pour tout α ∈ [1,∞) et pour tout h ∈ R
f(β, h) ≤ αc(β)(h− hc(β))2+. (2.32)
Ce résultat assure que l'exposant ritique du système désordonné (s'il existe) est
supérieur ou égal à deux, quel que soit la valeur de α. En partiulier, ela prouve
que l'exposant ritique est modié par le désordre si α > 1/2.
Un résultat omplémentaire onernant la non-pertinene a été ensuite démontré
par K. Alexander [6℄ (une preuve alternative a ensuite été proposée par F. Toninelli
[110℄).
Théorème 2.4. Lorsque l'environnement est gaussien, et que α < 1/2, il existe β0
tel que, pour tout β ∈ (0, β0), on a
hc(β) = −λ(β) = −β2/2.
f(β, h− β2/2) ∼h→0+ f(0, h).
(2.33)
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Don pour α < 1/2, lorsque la température est susament élevée (i.e. lorsque
β est susament petit), il n'y a ni déplaement du point ritique ni modiation
de l'exposant ritique. F. Toninelli a démontré que lorsque le désordre est onstitué
de variables nonbornées les points ritiques quenhed et annealed dièrent à basse
température pour toute valeur de α > 0 [111℄.
Plus réemment, il a été démontré que pour α > 1/2 il y a un déplaement du
point ritique à toute température, et que l'on peut estimer quantitativement e
déplaement
Théorème 2.5. Pour α ∈ (1/2, 1) ou α > 1, hc(β) < hc(0)+λ(β) pour toute valeur
de β. De plus, pour tout ε > 0, il existe une onstante c (dépendante de la loi du
renouvellement et de la loi de l'environnement) telle que pour tout β < 1
− cβmin(2, 2α2α−1) ≤ hc(β) + λ(β) ≤ −1
c
βmin(2,
2α
2α−1). (2.34)
La borne inférieure a été prouvée dans [6℄ en utilisant des méthodes identiques à
elles utilisées pour le as α < 1/2. Le déplaement du point ritique a été démontré
par l'auteur, en ollaboration ave B. Derrida, G. Giaomin et F. Toninelli, ave une
borne supérieure sur hc(β) + λ(β) légèrement moins préise (voir Chapitre 3). Le
résultat a donné lieu à un artile publié dans la revue Communiation in Mathema-
tial Physis [46℄. La borne a depuis été améliorée par K. Alexander et N. Zygouras
[8℄ pour oinider (en ordre de grandeur) ave la borne inférieure, en utilisant une
méthode diérente. La méthode utilisée dans [46℄ peut elle aussi être adaptée pour
obtenir la borne supérieure optimale.
Enn, la pertinene du désordre dans le as marginal α = 1/2 a pu être démon-
trée, ave des bornes sur le déplaement du point ritique,
Théorème 2.6. Lorsque α = 1/2, hc(β) > −λ(β) pour toute valeur de β. De
plus pour tout ε > 0 il existe des onstantes c et β0 (dépendantes de la loi du
renouvellement et de la loi de l'environnement de ε) telles que
− exp(−1/cβ2) ≤ hc(β) + λ(β) ≤ − exp(−c/β2+ε). (2.35)
La borne inférieure est prouvée dans l'artile de K. Alexander [6℄. Le déplaement
du point ritique a été démontré par l'auteur, en ollaboration ave G. Giaomin et
F. Toninelli dans le as gaussien ave une borne supérieure sur le déplaement du
point ritique égale à exp(−c/β4). Ce travail a donné lieu à un artile à paraître dans
la revue Communiation on Pure and Applied Mathematis [65℄. Le résultat a ensuite
été généralisé à tout type d'environnement, ave une amélioration de la borne, par
les mêmes auteurs (i.e. le résultat mentionné i-dessus), l'artile orrespondant est
en ours d'examination pour publiation [66℄. Ces travaux onstituent les hapitres
4 et 5 de ette thèse.
Les résultats présentés i-dessus étaient déjà onjeturés dans la littérature phy-
sique en partiulier dans un artile de B. Derrida, V. Hakim et J. Vannimenus [49℄,
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ave des heuristiques de preuves utilisant des tehniques de groupes de renormali-
sation. Cet artile présente également un modèle d'arohage sur des réseaux en
diamants. Pour e modèle, es idées de groupe de renormalisations peuvent être ap-
pliquées diretement de manière rigoureuse. Pour ette raison nous avons d'abord
étudié les questions onsidérées i-dessus dans e modèle hiérarhique.
2.3. Modèle hiérarhique. Le modèle d'arohage hiérarhique orrespond
à l'arohage d'une marhe aléatoire dirigée sur une famille roissante de réseaux
possédant une struture autosimilaire. Plus préisément, ayant xé b, s ≥ 2 deux
entiers, on dénit la suite de réseaux Dn omme suit (voir gure 3) :
 D0 est une arête simple reliant deux points A et B.
 Dn+1 est une réplique de Dn où haque arête est remplaée par s arêtes en
série et b en parallèle.
Sur es réseaux, on xe un hemin reliant A et B pour jouer le rle de la ligne
d'arohage (tous les hemins étant équivalents le hoix n'a pas d'importane) que
l'on nomme σ. On onsidère un environnement aléatoire (ωe)e∈σ xé sur les arêtes de
σ omposées de variables aléatoires i.i.d. entrées, de variane unitaire et satisfaisant
(2.20) (la loi assoiée est P). On onsidère Γn l'ensemble des hemins dirigés de Dn
et Pn la mesure uniforme sur Γn, et on dénit la mesure de polymère sur Γn assoiée
aux paramètres h ∈ R, β > 0 par
dPn,ω,β,h
dPn
(γ) :=
1
Rn,ω,β,h
exp
(∑
e∈γ
(βωe + h)1e∈σ
)
. (2.36)
où
Rn,ω,β,h := Pn
[
exp
(∑
e∈γ
(βωe + h)1e∈σ
)]
= Rn. (2.37)
La propriété remarquable de e modèle est que la fontion de partition Rn vérie la
relation de réurene suivante
R0
(L)
= exp(βω + h),
Rn+1
(L)
=
R
(1)
n . . . R
(s)
n + (b− 1)
b
,
(2.38)
où les égalités sont en loi, et où R
(1)
n , . . . , R
(s)
n sont des variables aléatoires i.i.d. de
même loi que Rn, et ω une variable aléatoire de même loi que les ωe.
Les équations (2.38) peuvent être dénies pour n'importe quelle valeur de b 6= 0.
Pour b > 1, Rn peut toujours être interprêtée omme la fontion de partition d'un
modèle d'arohage, et nous l'utiliserons omme dénition pour Rn.
Un modèle voisin de elui présenté i-dessus est elui où le désordre est situé non-
plus sur les arêtes de σ, mais sur les sites (exeptés A et B, mais on remarque que
ette onvention ne hange pas la mesure de polymère, mais seulement la dénition
de Rn). Dans as là, la réurrene permettant de onstruire la fontion de partition
est légèrement modiée et l'on a
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R0
(L)
= 1,
Rn+1
(L)
=
R
(1)
n . . . R
(s)
n A(1) . . . A(s−1) + (b− 1)
b
,
(2.39)
où les égalités sont en loi, où R
(1)
n , . . . , R
(s)
n sont des variables aléatoires i.i.d. de
même loi que Rn, et A
(1), . . . , A(s−1) des variables aléatoires i.i.d. indépendantes des
R
(i)
n qui ont pour loi la loi de exp(βω+ h). Là enore on peut dénir le modèle pour
toute valeur de b > 1, b ∈ R.
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Fig. 3. Les trois premiers niveaux du réseau hiérarhique pour s = 2, b = 3. Sur
le troisième shéma, on a représenté la ligne d'arohage, omposée des arêtes
(u1, u2, u3, u4). Selon le modèle onsidéré, le désordre peut être situé sur les
arêtes (u1, u2, u3, u4) ou sur les sites d1, d2, d3.
Pour es modèles on dénit l'énergie libre omme préédemment
Proposition 2.7. Dans les deux modèles (désordre par site et par arête), la limite
f(β, h) := lim
n→∞
1
sn
logRn, (2.40)
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existe presque surement et est égale à
lim
n→∞
1
sn
E [logRn] . (2.41)
Les inégalitées de onvexité préédentes sont toujours valables et on a
f(0, h) ≤ f(β, h) ≤ f(0, h+ λ(β)),
hc(0)− λ(β) ≤ hc(β) ≤ hc(0). (2.42)
On se pose la même question que pour le modèle non-hiérarhique : Quand le
désordre est il pertinent ? Pour pouvoir appliquer le ritère de Harris, il faut étudier
tout d'abord le système homogène. Pour simplifer, les aluls faits dans ette partie
onerneront uniquement le modèle ave désordre par arête. Etudions la réurene
déterministe qui dénit la fontion de partition lorsque β = 0 :
r0 = exp(h)
rn =
rsn − (b− 1)
b
.
(2.43)
À un système de rang n (orrespondant au réseau Dn) de paramètre h orrespond un
système de rang (n−1) de paramètre T (h), où T est la transformation orrespondant
au groupe de renormalisation. Cette transformation est expliite :
T : h 7→ log
(
exp(sh) + b− 1
b
)
. (2.44)
Cela signie que l'on peut renormaliser le système en remplaçant haque diamant
élémentaire par une arête, et h par T (h) sans hanger la fontion de partition. La
loalisation ou déloalisation du système peut être déterminée en étudiant vers quel
point xe (de la transformation T ) T n(h) onverge. Si T n(h) tend vers l'inni lorsque
n tend vers l'inni, 'est que la fore d'arohage grandit en renormalisant et qu'on
est don dans la phase loalisée. Sinon si T n(h) tend vers le point xe stable (ni) de
la transformation T , 'est que l'on se trouve dans la phase loalisée. La séparation
des deux phases orrespond au point xe instable de T .
La transformation étant très simple, on peut déterminer expliitement son unique
point xe instable de la transformation T . Dans le as où b < s, on a hc = 0. De
plus, la dénition de l'énergie libre implique
f(h) = f(T (h))/s. (2.45)
Au voisinage de zéro ela donne
f(h) := f((s/b)h+ o(h))/s (2.46)
Don s'il existe un exposant ritique pour l'énergie libre (i.e. α tel que f(h) ≈ h1/α),
alors il doit vérier
1 =
(s/b)1/α
s
. (2.47)
En poussant plus loin e raisonnement, on peut déterminer le omportement ritique
du système homogène :
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Proposition 2.8. Pour b ∈ (1, s) on a hc(0) = 0 pour le modèle homogène et il
existe une onstante c (dépendant de b et s) telle que pour tout h ∈ [0, 1]
1
c
h
1
α ≤ f(0, h) ≤ ch 1α , (2.48)
où
α :=
log s− log b
log s
. (2.49)
Dans le as s = 2, b > 2, hc(0) = log b− 1 (uniquement pour le désordre par arête)
et (2.48) est vérié ave
α :=
log 2(b− 1)− log b
log 2
. (2.50)
Remarque 2.9. Contrairement au as homogène, on ne peut pas prouver f(0, h) ∼
cste.h
1
α
. Il est onjeturé que ette équivalene n'est pas vraie, et que la onstante
doit être remplaée par une fontion log périodique (f telle que f(exp(x)) est pé-
riodique), ave des osillations de très faible amplitude, elles-i étant dues à la
péridiodiité des réseaux (voir [50℄).
Le modèle ave désordre est plus diile à étudier, ar la transformation du
groupe de renormalisation est aléatoire. Cependant l'existene d'un exposant ritique
pour le modèle homogène permet d'utiliser le ritère de Harris pour émettre une
hypothèse quant à la pertinene du désordre. Nous présentons les résultats obtenus
pour les diérents modèles hiérarhiques (désordre par site et désordre par arête),
qui assurent la validité du ritère de Harris. D'abord dans le as où le désordre est
non-pertinent à haute température :
Théorème 2.10. Dans tous les as où α < 1/2 (i.e. b ∈ (√s, s), et s = 2, b ∈
(2, 2 +
√
2)) et le désordre est non pertinent à haute température dans le sens où il
existe β0 tel que pour tout β < β0, hc(β) = hc(0) + λ(β) et
f(β, h) ∼h→hc(β)+ f(0, h+ λ(β)). (2.51)
Et dans le as où le désordre est pertinent pour tout valeur de β.
Théorème 2.11. Dans tous les as où α > 1/2, (i.e. b ∈ (1,√s), et s = 2, b ∈
(2 +
√
2,∞) le désordre est pertinent dans le sens où hc(β) > hc(0) − λ(β). De
plus, on peut estimer la diérene entre les deux quantités. Il existe une onstante c
(dépendante de b et s) telle que
− cβ 2α2α−1 < hc(β)− (hc(0)− λ(β)) < −1
c
β
2α
2α−1 . (2.52)
Ces résultats sont analogues à eux du modèle non-hiérarhique. La borne su-
périeure du Theorème 2.11 a été démontrée avant le résultat orrespondant pour le
adre non-hiérarhique, et 'est l'étude du modèle hiérarhique qui a donné l'intui-
tion de la preuve.
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Ces deux théorèmes ainsi que le omportement de l'énergie libre du système
homogène ont été prouvés (pour le modèle par arête dans le as s = 2, mais les
autres as sont similaires) en ollaboration ave G. Giaomin et F. Toninelli. Ces
résultats ont donné lieu à un artile à paraître dans la revue Probability Theory
Related Fields [64℄, qui onstitue le hapitre 1 de ette thèse.
Nous présentons maintenant les résultats obtenus pour le as α = 1/2 pour lequel
le ritère de Harris ne donne pas de prédition. Pour le modèle ave désordre par
site :
Théorème 2.12. Dans le modèle ave désordre par site, lorsque b =
√
s, on a
hc(β) > hc(0)−λ(β) pour toute valeur de β. De plus on peut trouver des onstantes
c et β0 telles que
− exp
(
− 1
cβ
)
≤ hc(β)− (hc(0)− λ(β)) ≤ − exp
(
− c
β2
)
, ∀β < β0. (2.53)
Ce résultat a été démontré en ranant de la méthode utilisée dans [64℄. La
preuve utilise expliitement le aratère inhomogène de la fontion de Green pour
e modèle et n'est pas adaptable au as du désordre par arête. Il a donné lieu à un
artile à paraître dans la revue Probability Theory Related Fields [90℄, qui onstitue
le hapitre 2 de ette thèse.
Enn, dans l'artile [65℄, nous avons onrmé le aratère pertinent du désordre
pour le as marginal du modèle ave désordre par arête introduit dans [49℄, dans le
as partiulier du désordre gaussien.
Théorème 2.13. Dans le modèle ave désordre par arête, pour les as s = 2, b ∈
{√2, 2+√2}, lorsque le désordre est gaussien, on a hc(β) < hc(0)+λ(β) pour toute
valeur de β. De plus, on peut trouver une onstante c telle que pour tout β ∈ [0, 1]
− exp
(
− 1
cβ2
)
≤ hc(β)− hc(0)− λ(β) ≤ − exp
(
− c
β4
)
. (2.54)
Le resultat présenté se limite au as gaussien ave s = 2, mais des tehniques
ont depuis été développées pour améliorer les bornes et traiter le as général (voir
[66℄). Pour le as marginal, les bornes trouvées pour hc(β) dans les deux modèles
dièrent. Cela appuie l'hypothèse selon laquelle le omportement du système dans e
as dépend du modèle onsidéré, alors qu'il est universel quand α 6= 1/2 (f. ritère
de Harris). Enn un résultat de lissage de la ourbe de l'énergie libre, similaire à la
proposition 2.3 a été démontré en ollaboration ave F. Toninelli [93℄. Les résultats
présent dans ette thèse, ont été obtenus en ombinant des méthodes de hangement
de mesure et d'estimation de moments non-entiers de la fontion de partition.
3. Polymères dirigés en milieu aléatoire.
3.1. Généralités. Ce modèle de polymère dirigé en environnement aléatoire
a été introduit (en dimension 1 + 1) par Henley et Huse pour rendre ompte des
eets de rugosité dans le modèle d'Ising 2-dimensionnel perturbé par des impuretés
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aléatoires. Ce modèle et ses délinaisons (modèles dans un adre ontinu ou semi-
ontinu, perolation dirigée au dernier passage) ont donné lieu à de nombreuses
études mathématiques es vingt dernières années, en partiulier pour les phénomènes
de loalisation. Parmi les travaux sur le sujet on peut iter [22; 81; 101; 97; 28; 36;
40; 39; 38; 113; 14℄ et [37℄ pour un artile de survol. Nous présentons dans ette
introdution le modèle dans sa dénition la plus simple, et les prinipaux résultats
et onjetures.
Rappelons la dénition du modèle en dimension d. Soit (Sn)n∈N la marhe aléa-
toire simple dans Z
d
de loi P, i.e. S0 = 0 et la suite (Sn − Sn−1)n∈N est une suite
i.i.d. de variables aléatoires à valeur dans Z
d
et
P(S1 = x) =
{
1
2d
si |x| = 1.
0 sinon.
(3.1)
Étant donnée la réalisation (ωn,x)n∈N,z∈Zd d'un hamps de variables aléatoires i.i.d.
(de loi P, on notera E l'espérane) entrées de variane unitaire, vériants (2.20),
on dénit la mesure de polymère µN,ω,β omme la loi d'une marhe aléatoire dont la
dérivée de Radon-Niodym par rapport à P est
dµN,ω,β
dP
(S) :=
1
ZN,ω,β
exp
(
β
N∑
n=1
ωn,Sn
)
, (3.2)
où
ZN,ω,β := E
[
exp
(
β
N∑
n=1
ωn,Sn
)]
. (3.3)
Le but est, omme pour les modèles d'arohage, de déterminer ertaines pro-
priétés asymptotiques de la suite de mesure µN,ω,β lorsque N tend vers l'inni. On
peut intuiter que l'inuene du désordre va roître ave β (ou, de manière équiva-
lente, déroître ave la température). En eet, plus β est grand, plus l'éart d'énergie
entre les trajetoires va rendre la mesure µN,ω,β inhomogène. Les prinipales ques-
tions à se poser sont :
 À haute température, existe-t-il un régime où l'inuene du désordre disparait
asymptotiquement et où, après réehelonnage, la marhe sous µN,ω,β onverge
vers un mouvement brownien ?
 Quelles sont les propriétés typiques de la mesure µN,ω,β lorsque le désordre
inue sur les trajetoires (distane typique à l'origine après N pas, existene
de ouloirs préféreniels pour les trajetoires) ?
 À quelle température s'eetue la transition entre les deux régimes, et quelle
sont les propriétés du régime ritique, de la transition de phase ?
Comme dans le as du modèle d'arohage, la résolution de es questions re-
pose sur l'étude du fateur renormalisateur ZN,ω,β (la fontion de partition). Plus
préisément, on va s'intéresser à la quantité
WN :=
ZN,ω,β
E [ZN,ω,β]
= exp(−Nλ(β))ZN,ω,β. (3.4)
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C'est E. Bolthausen qui a observé le premier queWN , munie de la ltration (FN)N∈N =
(σ{ωn,z, n ≤ N}), est une martingale positive, et don onverge vers une limiteW∞.
De plus un argument standard de loi du zéro-un permet de montrer que
P (W∞ = 0) ∈ {0, 1}. (3.5)
Chaun des deux as, W∞ > 0 p.s. et W∞ dégénérée, orrespond à un régime de
désordre diérent que l'on nommera respetivement fort désordre et faible désordre.
Pour expliquer ette terminologie nous itons des résultats illustrant l'inuene du
désordre sur les propriétés trajetorielles.
Une série d'artiles ([81; 22; 5; 106; 40℄) a permis d'arriver à la onlusion sui-
vante : si la limiteW∞ est non-dégénérée, alors le désordre n'a pas d'inuene sur le
omportement asymptotique des trajetoires. Le résultat i-dessous ayant été prouvé
par F. Comets et N. Yoshida [40℄.
Théorème 3.1. Dans le régime de désordre faible, la trajetoire du polymère onverge
vers un mouvement brownien, dans le sens où la loi de
S(N) :=
(
S⌈Nt⌉/
√
N
)
t∈[0,1]
, (3.6)
onverge vers elle d'un mouvement brownien standard (Bt)t∈[0,1].
De plus, il y a onsensus pour dire dans le régime de désordre fort, le polymère est
non-diusif. L'une des manières de aratériser le fort désordre est l'intersetion de
deux répliques (trajetoires indépendantes tirées selon la mesure µ⊗2n−1(S
(1)
n = S
(2)
n )).
Carmona et Hu dans le as Gaussien [28℄, puis Comets, Shiga et Yoshida [36℄ dans
le as d'un désordre arbitraire ont prouvé le résultat suivant :
Théorème 3.2. Dans le régime de fort désordre, il existe une onstante c (qui
dépend de β de d et de la loi de l'environnement) , telle que
− c−1 logWN ≤
N∑
n=1
µ⊗2n−1
(
S(1)n = S
(2)
n
) ≤ −c logWN . (3.7)
Au vu du résultat préédent, il est raisonnable de regarder plus spéiquement le
as où WN tend exponentiellement vers 0. Dans e as, le résultat préédent suggère
que que deux hemins hoisi selon la mesure µN ont une fration de reouvrement
asymptotique positive (la proportion des pas que deux répliques S(1) et S(2) passent
ensemble). Pour ela on s'intéresse, à l'énergie libre du système
Proposition 3.3. La limite
p(β) := lim
N→∞
1
N
logWN , (3.8)
existe et est onstante pour presque toute réalisation de l'environnement ω. Elle est
aussi égale à
lim
N→∞
1
N
E [logWN ] =: lim
N→∞
pN(β). (3.9)
C'est une fontion négative et déroissante de β.
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Dans le as où l'énergie libre est stritement négative, on dit que l'on est dans
le régime de très fort désordre. Une seonde justiation (dans le as gaussien)
pour ette terminologie est la relation suivant liant l'énergie libre à la fration de
reouvrement de deux marhes de loi µN . Elle provient de P. Carmona et Y. Hu
[28℄ et utilise l'intégration par partie Gaussienne, méthode utilisée dans plusieurs
hapitres de ette thèse.
Proposition 3.4. Aux points où p(β) est dérivable on a
d
dβ
p(β) =
1
β
lim
N→∞
1
N
E
[
N∑
n=1
µ⊗2N (S
(1)
n = S
(2)
n )
]
. (3.10)
Démonstration. On laisse au leteur le soin de vérier la propriété suivante :
si f est une fontion dérivable telle que lim|x|→∞ f(x) exp(−x2/2) = 0 et ω une
variable aléatoire Gaussienne, on a :
E [ωf(ω)] = E [f ′(ω)] . (3.11)
On étudie la dérivée de la fontion pN(
√
t)
d
dt
p(
√
t) =
1
2N
√
t
N∑
n=1
∑
z∈Zd
E
[
ωn,z
E
[
1{Sn=z} exp
(√
tHN(ω)
)]
E
[
exp
(√
tHN(ω)
)] ]− 1
= − 1
2N
N∑
n=1
∑
z∈Zd
E
[
E
[
1{Sn=z} exp
(√
tHN(ω)
)]2
E
[
exp
(√
tHN(ω)
)]2
]
=
1
2N
E
[
µ⊗2N
[
N∑
n=1
1{S(1)n =S(2)n }
]]
.
(3.12)
La formule d'intégration par partie gaussienne est utilisée pour haque terme de la
somme, pour le passage de la première à la seonde ligne. La fontion pN(β)+β
2
est
onvexe pour tout N , don p′N(β) onverge vers p
′(β) lorsque la dérivée existe. 
Intuitivement, l'inuene du désordre devrait roître ave la température. Des
résultats allant dans e sens ont été démontrés par F. Comets et N. Yoshida dans
[40℄ et mettent en avant un phénomène de transition de phase. Il avait déja été
démontré qu'en dimension d ≤ 2, il y a toujours fort désordre [28; 36℄, et qu'il
existait un régime de faible désordre en dimension d ≥ 3 [81; 22℄. Nous rassemblons
es informations dans la proposition suivante :
Théorème 3.5. En toute dimension, il existe deux onstantes (dépendant de d) βc
et β¯c (βc ≤ β¯c) dans [0,∞] telles que :
 On est dans le régime de fort désordre pour tout β > βc et de faible désordre
pour tout β < βc.
 On est dans le régime de très fort désordre si et seulement si β > β¯c.
De plus
 βc = 0 si et seulement si d = 1, 2.
 β¯c <∞ si le désordre est non borné.
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Ces informations sur le omportement de l'énergie libre sont illustrées par la
gure 4.
D'un point de vue physique, il semblerait naturel que les deux dénitions du
désordre fort oïnident en dehors du point ritique et que βc = β¯c. Cela a été
onrmé mathématiquement pour d = 1 dans un travail de F. Comets et V. Vargas,
qui ont montré que β¯c = 0 dans e as [38℄.
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Fig. 4. Courbe représentative de p(β) en fontion de β et représentations des
diérentes phases du désordre. Il est onjeturé que β¯c = βc. On ne sait pas dans
quel phase on se trouve pour β = β¯c, et β = βc.
Une autre thématique réurrente pour les polymères dirigés en milieu aléatoire
(surtout en dimension 1) est l'ourrene d'un phénomène de surdiusivité. On a
vu que sous l'hypothèse de faible désordre (Théorème 3.1), la distane typique de
l'extrémité du polymère (SN) à l'origine est d'ordre N
1/2
, omme pour la marhe
aléatoire simple.
Il est onjeturé que, dans la phase de fort désordre, e omportement hange
et qu'il existe un exposant ξ > 1/2 (appelé exposant de volume) tel que, sous la
mesure de polymère, maxn∈[0,N ] SN ≈ N ξ. Il est aussi onjeturé que dans la phase
de désordre fort, l'exposant ξ est universel et ne dépend pas de β mais seulement
de la dimension et est égal à l'exposant de volume du modèle de perolation orienté
au premier passage assoié (voir [102℄). Cet exposant ξ serait relié à l'exposant de
utuation χ, déni par
VarP [logZN ] ≈ N2χ, (3.13)
(VarP désigne la variane sous la loi P). La relation liant les exposants, obtenue par
des méthode de rééhelonnage, est
2ξ − 1 = χ. (3.14)
En dimension 1, il existe en plus une relation d'hyper-rééhelonnage ξ = 2χ qui
permet de onjeturer
ξ = 2/3. (3.15)
(voir Huse et Henley [79℄). En dimension supérieure, il n'y a pas vraiment de onsen-
sus parmi les physiiens pour prédire la valeur de es exposants.
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Mathématiquement, l'existene même de ξ et χ ne peut pas être prouvée en
général, et es onjetures semblent très diiles à onrmer (ou inrmer). Pour un
ertain modèle de perolation dirigée au dernier passage (ela orrespond à notre
modèle de polymère à température zéro), Johansson [82℄ a démontré l'égalité (3.15)
en utilisant des résultats de grandes matries aléatoires. À ause des tehniques
utilisées, il semble très diile d'étendre le résultat au as où β < ∞ et à un type
de désordre plus général. C'est (à notre onnaissane) le seul as non-diusif où
l'existene des exposants ξ et χ et leurs valeurs a pu être démontrée rigoureusement.
Dans la suite, on parlera (abusivement) de borne sur les exposants ξ et χ pour parler
des bornes obtenues sur VarP[logZn] ou maxn∈[0,N ] SN .
L'étude des exposants ξ et χ a été menée d'abord dans d'autres modèles, prohes
des polymères dirigés en mileu aléatoire. C. Newman et M.S.T. Piza ont prouvé
(dans [100℄), sous ertaines hypothèses, que pour le modèle standard (non-dirigé) de
perolation au premier passage on a χ ≥ 1/8 et ξ ≤ 3/4 en toute dimension, puis
en ollaboration ave C. Liea [95℄ que ξ ≥ 3/5 en dimension 1 et que ξ ≥ 1/2 en
toute dimension.
Pour des raisons tehniques essentiellement liées à l'utilisation d'outils de alul
stohastique, les résultats obtenus pour les polymères dirigés l'ont été dans des
modèles partiellement ou totalement ontinus, où la marhe aléatoire simple dans
Z est remplaé par une marhe aléatoire à aroissement gaussien (à valeur dans
R) ou un mouvement Brownien. M. Petermann a prouvé dans sa thèse ([101℄, non
publiée) que, sous ertaines hypothèses, ξ ≥ 3
5
. O. Méjane [97℄ a prouvé ensuite pour
le même modèle un résultat donnant une borne supérieure pour ξ indépendente
de la dimension ξ ≤ 3
4
. Enn, pour un modèle de polymère brownien dans un
environnement brownien, S. Bezerra, S. Tindel et F. Viens [14℄ ont redémontré, sous
des hypothèses plus faibles, le résultat de Petermann.
Les diérentes thématiques abordées dans ette partie de la thèse sont :
 l'étude l'énergie libre à haute-température en dimension 1 et 2 pour le modèle
sur Z
d
.
 l'étude d'un modèle hiérarhique de polymère dirigé en milieu aléatoire, où
l'appliation des méthodes de groupe de renormalisation est plus faile. On s'in-
téresse plus partiulièrement aux onditions sous lesquelles il y a fort désordre,
et aux propriétés de loalisation dans le régime de fort désordre.
 l'étude de polymère brownien dans un environnement brownien ave orréla-
tions spatiales à longue distane. On étudie omment la présene de telles or-
rélations peut impliquer le fort désordre à toute température dans les grandes
dimensions et des propriétés de surdiusivités.
3.2. Fort désordre en dimension 1 et 2. L'objetif de l'étude des polymères
dirigés en dimension 1 et 2 a pour but d'améliorer les résultats existants onernant
le désordre fort sous plusieurs aspets. En eet, on a remarque que :
 En dimension 1, le résultat de Comets et Vargas [38℄, qui prouve le fort désordre
à toute température ne donne pas de renseignements préis sur la valeur de
p(β).
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 En dimension 2, il a été prouvé [29; 36℄ qu'il y avait fort désordre à toute
température, sans pouvoir aller plus loin en prouvant le très fort désordre.
Nous étudions don es questions en essayant d'adapter les méthodes utilisées dans
le adre des modèles d'arohage pour donner des bornes sur l'énergie libre.
Parlons de l'heuristique amenant les résultats : le seond moment de la fontion
de partition renormalisée WN est donné par un alul simple
P[W 2N ] = P
⊗2
P
[
exp
(
N∑
n=1
β[ω
n,S
(1)
n
+ ω
n,S
(2)
n
]− 2Nλ(β)
)]
= P⊗2P
[
exp
(
N∑
n=1
[λ(2β)− 2λ(β)]1{S(1)n =S(2)n }
)]
.
(3.16)
L'ensemble
{
n : S
(1)
n = S
(2)
n
}
étant un proessus de renouvellement, le seond mo-
ment deWN est en fait la fontion de partition d'un modèle d'arohage homogène.
Lorsque d ≥ 3, le proessus de renouvellement est transitoire (il n'y a presque sur-
ement qu'un nombre ni de point) et pour ette raison WN est borné dans L2(P)
pour β faible. Pour d = 1, 2, le seond moment explose ave N , et l'étude du mo-
dèle d'arohage permet de ontroler la vitesse d'explosion. Une utilisation ne des
méthodes lassiques de seond moment ouplée à un argument de perolation nous
permet d'obtenir une borne inférieure pour l'énergie libre.
Les méthodes de hangements de mesure ouplée à l'estimations de moment non-
entier développées dans le adre des modèles d'arohages (voir [64; 46; 65; 66℄ )
permettent d'établir des bornes supérieures préises. Ces résultats ont donné lieu
à un artile à paraître dans la revue Communiation in Mathematial Physis qui
onstitue le hapitre 7 de ette thèse. Le premier résultats omplête le résultat de
Comets et Vargas [38℄.
Théorème 3.6. Lorsque d = 1, il existe une onstante c telle que pour tout β ≤ 1
on ait
− c(1 + | log(β)|2)β4 ≤ p(β) ≤ −c−1β4. (3.17)
Dans le as d'un environnement gaussien, on peut améliorer la borne inférieure pour
obtenir
− cβ4 ≤ p(β) ≤ −c−1β4. (3.18)
Notre seond résultat montre qu'il y a fort désordre à toute température en
dimension 2.
Théorème 3.7. Lorsque d = 2, il existe des onstantes c et β0 telles que pour tout
β ≤ β0,
− exp
(
− 1
cβ2
)
≤ p(β) ≤ − exp
(
− c
β4
)
. (3.19)
En partiulier
β¯c = 0. (3.20)
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Ce résultat était onjeturé par les mathématiiens depuis la démonstration du
fort désordre à toute température [28; 36℄. En physique, on peut, en revanhe, il a été
prédit, en partie sur la base de simulations numériques, qu'il existait une transition
de phase pour β > 0 en dimension 2 (voir [47℄). La diulté à prédire le bon résultat
à partir de simulations peut s'expliquer par la très faible valeur (en valeur absolue)
de p(β) au voisinage de 0.
Ces résultats doivent beauoup à l'intuition developpée par l'étude du modèle de
polymère hiérarhique orrespondant et aux nouvelles tehniques developpées pour
les modèles d'arohage.
3.3. Modèle hiérarhique. Comme pour le modèle d'arohage, il existe un
équivalent hiérahique du modèle polymère. L'étude de e modèle a été menée en
ollaboration ave G. Moreno. Elle a donné lieu à un artile en ours d'examination
pour publiation [92℄.
Dénissons un modèle de polymère dirigé en milieu aléatoire sur la famille de
réseaux (Dn)n∈N dérite au début de la setion 2.3, dépendant de deux entiers b et s
supérieurs à 2. De manière naturelle, on peut voir le réseau Dn omme l'ensemble des
sites le omposant, onsidérer que Dn ⊂ Dn+1 et poser D =
⋃
n∈NDn. On onsidère
le modèle de polymère dirigé Dn suivant : soient Γn l'ensemble des hemins auto-
évitants (pour les sites) reliantA àB dansDn, vu omme une suite de sites (g ∈ Γn =
(g0 = A, g1, . . . , gn = B) et (ωx)x∈D\{A,B} la réalisation d'une famille de variables
aléatoires i.i.d. (sous la loi P), vériant les onditions usuelles (variane unitaire,
espérane nulle, moments exponentiels nis (2.20)). On érit la mesure de polymère
µn,ω,β (assoié à la variable aléatoire γ, pour β > 0) omme une modiation de la
mesure uniforme sur Γn
µn,ω,β(γ = g) :=
1
|Γn|Wn exp
(
sn−1∑
i=1
[βωgi − λ(β)]
)
(3.21)
où Wn est la fontion de partition renormalisée, égale à
Wn :=
1
|Γn|
∑
g∈Γn
exp
(
sn−1∑
i=1
[βωgi − λ(β)]
)
. (3.22)
L'une des lefs de l'étude de e modèle, est de remarquer que, omme pour le
modèle d'arohage hiérarhique, la fontion de partition obéit à une relation de
réurrene en loi. Plus préisément on a :
W0 = 1
Wn+1
(L)
=
∑b
i=1W
(i,1)
n . . .W
(i,s)
n A(i,1) . . . A(i,s−1)
b
.
(3.23)
où la seonde inégalité a lieu en loi, les variables W
(i,j)
n sont des opies inépendantes
de Wn et les variables A
(i,j)
sont des variables i.i.d indépendantes du reste, de même
loi que exp(βωx − λ(β)).
3. POLYMÈRES DIRIGÉS EN MILIEU ALÉATOIRE. 33
Comme pour le modèle non-hiérarhique, on dénit l'énergie libre du système
omme suit, son existene déoule de ertains résultats de onentration pour les
martingales (voir [94℄).
Proposition 3.8. La limite
p(β) := lim
n→∞
1
sn
logWn (3.24)
existe presque surement et est onstante. C'est une fontion déroissante de β.
Notre but a été de trouver les onditions néessaires sur b et s pour qu'il y ait
désordre à toute température. Pour Z
d
, l'existene d'une phase de faible désordre est
équivalente à d ≥ 3, i.e. à la transitivité de la marhe aléatoire. On peut s'attendre à
e qu'il y ait une analogie. On étudie l'espérane du reouvrement de deux hemins
sous la loi uniforme sur Γn (qu'on appelle Pn). Soit
Fn := P
⊗2
n
[|γ(1) ∩ γ(2)|] , (3.25)
où | . | désigne le nombre de sites et où les hemins sont onsidérés omme des
ensembles de sites. On peut onstater que lorsque n tend vers l'inni
Fn

= O(1) si b > s,
∼ cste.n si b = s,
∼ cste.(s/b)n si b < s.
(3.26)
Le premier as est analogue à d > 2, le seond (où Fn roît omme le logarithme de
la longueur du système, qui vaut sn) est similaire au as d = 2, et le troisième (où
Fn roit omme une puissane de la longueur du système) orrespond au as d < 2,
et à plus forte raison à d = 1 dans le as b =
√
s pour lequel Fn roit omme
√
sn.
Les résultats obtenus lors de notre étude montrent que ette analogie n'est pas
vaine. Tout d'abord sur l'existene d'une transition de phase
Proposition 3.9. L'énergie libre possède les propriétés suivantes :
(i) Lorsque b ≤ s, p(β) < 0 pour tout β > 0.
(ii) Lorsque b > s il existe βc ∈ (0,∞] tel que p(β) > 0 est équivalent à β > βc,
βc <∞ si le désordre n'est pas borné.
(iii) On a les bornes suivantes pour βc dans le as gaussien :√
2(b− s) log b
(b− 1)(s− 1) < βc ≤
√
s
s− 1 log
b
s
− log b− 1
s− 1 . (3.27)
Remarque 3.10. La valeur exate de βc ne semble pas orrespondre ave l'une
de es bornes. Pour plusieurs autres modèles de polymère dirigé (voir [26℄ pour les
polymères sur l'arbre, [17; 18; 27℄ pour les polymères dirigés dans Z
d
) il a été montré
que la borne supérieure, obtenue par des méthodes de seond moment, n'était pas
optimale.
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De plus, nous avons obtenu quand il y a fort désordre à toute température, une
approximation préise de l'énergie libre à haute température.
Théorème 3.11. Lorsque b < s, il existe une onstante c telle que pour tout β ≤ 1
on ait
− cβ 2α ≤ p(β) ≤ −c−1β 2α (3.28)
où
α =
log s− log b
log s
. (3.29)
Théorème 3.12. Lorsque b = s, il existe des onstantes c et β0 telles que pour tout
β ≤ β0 on ait
− exp
(
− 1
cβ
)
≤ p(β) ≤ − exp
(
− c
β2
)
. (3.30)
La possibilité de faire varier les paramètres permet de mettre en valeur une
relation entre l'exposant de roissane de Fn, et l'exposant α qui gouverne l'énergie
libre.
Enn, la géométrie partiulière des réseaux en diamant a permis d'obtenir un
résultat fort de loalisation. Ce résultat déoule de l'obtention d'une borne inférieure
sur l'exposant de utuation. Des raisons tehniques ontraignent à se restreindre
au as gaussien.
Théorème 3.13. On se plae dans le as d'un environnement gaussien.
Lorsque b < s, il existe une onstante c (dépendant de s, b et β) telle que pour
tout n
VarP Zn ≥ c(s/b)n. (3.31)
Lorsque s = b, il existe une onstante c (dépendant de s, b et β) telle que pour tout
n
VarP Zn ≥ (s/b)n ≥ c
√
n. (3.32)
Pour un hemin g ∈ Γm, m ≥ n, on dénit g|n ∈ Γn sa restrition à Dm. Le
résultat suivant montre que, si l'on regarde à une éhelle xée, asymptotiquement,
la mesure se onentre sur un seul hemin.
Proposition 3.14. Lorsque b ≤ s et pour tout n ∈ N xé on a
lim
m→∞
sup
g∈Γn
µm(γ|n = g) = 1, (3.33)
où la onvergene a lieu en probabilité.
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3.4. Surdiusivité et fort désordre, un as de polymère ontinu. Un
dernier modèle évoqué dans ette thèse est elui des polymères dirigés en environ-
nement brownien. Son étude onstitue le hapitre 8 de ette thèse. Ce modèle à été
introduit par C. Rovira et S. Tindel [105℄ et ses propriétés de superdiusivité ont été
étudiées ensuite dans un artile de S. Bezzera, S. Tindel et F. Viens [14℄. On peut
iter un autre modèle de polymères brownien (dans un environnement Poissonien),
introduit par F. Comets et N. Yoshida [39℄. Se plaer dans un adre ontinu donne
ertains avantages :
 ela permet d'utiliser les outils du alul stohastique qui se révèlent très utiles
pour étudier la superdiusivité ;
 'est un adre naturel pour introduire des orrélations dans l'environnement
et étudier l'eet de la mémoire spatiale de l'environnement.
Contrairement aux autres modèles étudiés dans ette thèse, on n'étudie pas une
modiation de la mesure de la marhe aléatoire simple, mais une modiation de la
mesure de Wiener P qui dérit la loi d'une trajetoire brownienne. L'environnement
est déterminé par la réalisation d'un hamp brownien entré (ω(t, x))t∈R+,x∈Rd (de
loi P, on note E l'espérane assoiée) sur R+ × Rd déterminée par sa fontion de
ovariane
E [ω(t, x)ω(t′, x′)] := (t ∧ t′)Q(x− x′), (3.34)
où Q est une fontion positive de x ∈ Rd qui tend vers 0 à l'inni et telle que
Q(0) = 1. On suppose de plus qu'il existe un réel θ > 0 tel que
Q(x) ≍x→∞ ‖x‖−θ. (3.35)
L'énergie d'un hemin (B = (Bs)s∈[0,y]) est dénie par l'intégrale des aroissements
du hamp ω le long du hemin
Ht,ω(B) :=
∫ t
0
ω( ds, Bs), (3.36)
intégrale à laquelle on peut donner une signiation rigoureuse (voir [105; 14℄).
On dénit la mesure de polymère µt,ω,β pour le système de taille t et l'énergie
libre p(β) de la même manière que pour le modèle disret :
dµt,ω,β
dP
(B) :=
1
Zt
exp (βHt,ω(B)) ,
Zt := E [exp (βHt,ω(B))] ,
(3.37)
et
p(β) := lim
t→∞
1
t
logZt − β2/2 = lim
t→∞
1
t
logWt. (3.38)
où Wt := Zt/E [Zt]. L'existene de l'énergie libre est prouvé dans [105℄. On peut, de
même, dénir les notions de désordre, faible, fort, très fort que dans le as disret.
Il est raisonnable de penser que : lorsque la orrélation spatiale de l'environnement
(quantiée par la fontionQ) déroît susamment vite à l'inni, e modèle doit avoir
un omportement identique à elui du modèle disret, i.e. p(β) < 0 pour tout β en
dimension 1 et 2, et p(β) = 0 en dimension 3 et supérieure ; lorsque la orrélation
est plus forte, le modèle hange de omportement.
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Nous avons déidé d'étudier e phénomène sous deux aspets :
 l'évaluation de p(β) à haute température ;
 le phénomènes de surdiusivité.
Pour l'étude de l'énergie libre, il a fallu adapter les méthodes développées dans
[91℄ à e nouveau problème, et étudier un modèle d'arohage homogène dans un
potentiel polynomial, qui apparaît naturellement lors de l'utilisation de méthodes
de seond moment. Ce modèle d'arohage brownien possède en lui même un er-
tain intérêt (voir [43℄) mais nous n'en parlerons pas dans ette introdution. Nous
avons obtenu des résultats qui permettent de déterminer s'il y a très fort désordre
à toute température dans quasiment tout les as, ouplés à des résultats préis sur
le omportement de l'énergie libre :
Théorème 3.15. Pour d = 1 et θ < 1 ou d ≥ 2 et θ < 2, il y a fort désordre à
toute température et il existe une onstante c (qui dépend de d et Q) telle que
− cβ 42−θ ≤ p(β) ≤ c−1β 42−θ . (3.39)
Lorsque d = 1, θ > 1, il y a fort désordre à toute température et il existe une
onstante c (qui dépends de Q) telle que
− cβ4 ≤ p(β) ≤ c−1β4. (3.40)
De plus, lorsque d ≥ 3, θ > 2, il y a faible désordre pour β susamment faible.
Conernant la surdiusivité, nous avons signiativement amélioré le résultat de
Bezerra, Tidel et Viens [14℄, ave une preuve beauoup plus ourte et intuitive, qui
peut se généraliser dans des as où le désordre n'est pas gaussien, (as du désordre
poissonnien abordé dans [39℄, par exemple). En partiulier, nous avons pu montrer
que sous ertaines onditions il y a surdiusivité en toute dimension ave la borne
suivante :
Théorème 3.16. Pour d = 1, θ < 1, d ≥ 2, θ < 2, on a
lim
ε→0
lim inf
N→∞
E
[
µt,ωβ
(
sup
s∈[0,t]
|Bs| ≥ εt 34+θ
)]
= 1. (3.41)
Informellement don, e résultat implique une inégalité sur l'exposant de u-
tuation, ξ > 3/(4 + θ). Dans le as d = 1, θ > 1 on retrouve le même résultat que
[14℄ ou [101℄.
Dans ette introdution nous donnons une heurisque de preuve pour la dimen-
sion 1 qui explique omment est obtenue la borne ξ > 3/(4 + θ) :
Étudions sous µt le poids des trajetoires (Bt)t∈[1,N ] qui restent oinées dans
une boite de largeur tα entrée en zéro lors de la seonde partie du parours, et
omparons le au poids des trajetoires qui passent la seonde partie du parours
dans la boîte B2 (voir gure 5, trajetoires A et B). Le oût entropique pour qu'une
trajetoire atteigne la boîte B2 et passe le seonde partie du parours dans ette
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boîte (trajetoire B sur la gure 5) est égal à logP[S reste dans B2] ∼ −N2α−1
(résultat lassique de grande déviation).
Considérons la variable aléatoire somme de tous les aroissements de ω dans la
boite B2,
Ω
∫
B2
ω( ds, x) dx. (3.42)
On peut vérier que dans le as θ > 1 la variable aléatoire Ω à une variane
≈ tα(2−θ)+1. Don la moyenne empirique dans la boîte B2 de l'aroissement par
unité de temps est une gaussienne (Ω/|B2|) dont l'éart-type est approximativement
t
−1−αθ
2
.
Multiplié par le temps passé dans la boîte (t/2), en supposant que les environ-
nements sont à peu près indépendants dans les boites B1 et B2, ela indique que la
diérene énergétique typique entre les deux hemins représentés sur la gure 5 est
d'ordre t
−1−αθ
2
.
Il est favorable sous la mesure µN de sortir de la boite B1 dès que le gain
énergétique surpasse la perte entropique, i.e. dès que
t(1−θα)/2 >> t2α−1, (3.43)
soit dès que α < 3/(4− θ).
La nouveauté par rapport aux travaux de Petermann ou Bezzerra et al. est
hanger l'approhe, en utilisant des tehniques de hangement de mesure au lieu de
regarder un problème d'inversion de matrie de ovariane. Cela raourit onsidé-
rablement la preuve et la rend plus intuitive. Cela permet également de généraliser
le résultat à des modèles où l'environnement n'est pas Gaussien (par exemple au
modèle à environnement poissonien introduit dans [39℄).
Elargissement
Les méthodes utilisées pour prouver les résultats présentés de ette thèse ont pu
être exploitées pour l'étude d'autres modèles de polymères.
 Pour le modèle de opolymère, qui dérit le omportement d'un polymère hé-
térogène ave une interfae de solvant (voir par exemple [25; 107℄, les méthodes
développées pour les modèles présentés dans ette thèse ont été utilisées pour
prouver que l'énergie libre quenhed était bornée par l'énergie libre annealed
à toute température pour e modèle (voir [21℄) le résultat a été ensuite amé-
lioré par Toninelli, pour montrer que la pente de l'énergie libre à l'origine était
stritement inférieure à 1 [112℄.
 Birkner et Sun [18℄ ont proposé un modèle d'arohage homogène alternatif,
où la ligne d'arohage n'est plus la ligne où la première oordonnée s'annule
mais le graphe de la réalisation (xée) d'une marhe aléatoire dans Z
d
. Dans e
as, il a été montré en adaptant les tehniques developpés dans ette thèse, que
les points ritique quenhed et annealed oinident pour d = 1, 2, et dièrent
pour d ≥ 4. Le as d = 3, qui orrespond au as α = 1/2 de notre modèle
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Fig. 5. Cette gure illustre l'heuristique de la preuve pour la superdiusivité. Les
trajetoires A et B sont deux trajetoires typiques des deux événements mention-
nés.
d'arohage désordonné, ne semble pas pouvoir être résolu en adaptant telle
qu'elle les méthodes utilisées ii pour le as marginal.
Part 1
Modèles d'arohage désordonnés

CHAPTER 1
Hierarhial pinning model, quadrati maps and quenhed
disorder
1. Introdution
1.1. The model. Consider the dynamial system dened by the initial ondi-
tion R
(i)
0 > 0, i ∈ N := {1, 2, . . .} and the array of reurrene equations
R
(i)
n+1 =
R
(2i−1)
n R
(2i)
n + (B − 1)
B
, i ∈ N, (1.1)
for n = 0, 1, . . . and a given B > 2. Of ourse if R
(i)
0 = r0 for every i, then the
problem redues to studying the quadrati reurrene equation
rn+1 =
r2n + (B − 1)
B
, (1.2)
a partiular ase of a very lassial problem, the logisti map, as it is lear from the
fat that zn := 1/2− rn/(2(B − 1)) satises the reursion
zn+1 =
2(B − 1)
B
zn(1− zn). (1.3)
We are instead interested in non-onstant initial data and, more preisely, in initial
data that are typial realizations of a sequene of independent identially distributed
(IID) random variables. In its random version, the model was rst onsidered in [49℄
(see  1.2 and  1.6 below for motivations in terms of pinning/wetting models and
for an informal disussion of what the interesting questions are and what is expeted
to be true). We will onsider rather general distributions, but we will assume that
all the moments of R
(i)
0 are nite. As it will be lear later, for our purposes it is
atually useful to write
R
(i)
0 = exp(βωi − logM(β) + h), (1.4)
with β ≥ 0, h ∈ R, {ωi}i∈N a sequene of exponentially integrable IID entered
random variables normalized to Eω21 = 1 and for every β
M(β) := E exp(βω1) < ∞. (1.5)
The law of {ωi}i∈N is denoted by P and we will often alternatively denote the average
E(·) by brakets 〈·〉.
Note that, for every n, {R(i)n }i∈N are IID random variables and therefore this
dynamial system is naturally re-interpreted as the evolution of the probability law
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Ln (the law of R(1)n ): given Ln, the law Ln+1 is obtained by onstruting two IID
variables distributed aording to Ln and applying
Rn+1 =
R
(1)
n R
(2)
n + (B − 1)
B
. (1.6)
Of ourse, the iteration (1.6) is well dened for every B 6= 0. In partiular, as
detailed in Appendix 1.A.3, the ase B ∈ (1, 2) an be mapped exatly into the ase
B > 2 we expliitly onsider here, while for B < 1 one loses the diret statistial
mehanis interpretation of the model disussed in Setion 1.6.
1.2. Quadrati maps and pinning models. The model we are onsidering
may be viewed as a hierarhial version of a lass of statistial mehanis models
that goes under the name of (disordered) pinning or wetting models [55; 62℄, that
are going to be desribed in some detail in  1.6. It has been introdued in [49,
Setion 4.2℄, where the partition funtion Rn = R
(1)
n is dened for B = 2, 3, . . . as
Rn = E
B
n
[
exp
(
2n∑
i=1
(βωi − logM(β) + h) 1{(Si−1,Si)=(di−1,di)}
)]
, (1.7)
with {Si}i=0,...,2n a simple random walk (of law PBn ) on a hierarhial diamond lattie
with growth parameter B and d0, . . . , d2n are the labels for the verties of a partiular
path that has been singled out and dubbed defet line. The onstrution of diamond
latties and a graphial desription of the model are detailed in Figure 1 and its
aption.
The phenomenon that one is trying to apture is the (de)loalization at (or away
from) the defet line, that is one would like to understand whether the rewards (that
ould be negative, hene penalizations) fore the trajetories to stik lose to the
defet line, or the trajetories avoid the defet line. A priori it is not lear that
there is neessarily a sharp distintion between these two qualitative behaviors, but
it turns out that it is the ase and whih of the two senarios prevail may be read
from the asymptoti behavior of Rn. The Laplae asymptotis arries already a
substantial amount of information, so we dene the quenhed free energy
f(β, h) := lim
n→∞
1
2n
logR(1)n , (1.8)
where the limit is in the almost sure sense: the existene of suh a limit and the fat
that it is non-random may be found in Theorem 1.1. Note in fat that ∂hf(β, h)
oinides with the N → ∞ limit of EBn,ω[2−n
∑
i 1{(Si−1,Si)=(di−1,di)}], where P
B
n,ω is
the probability measure assoiated to the partition funtion Rn, when ∂hf(β, h)
exists (that is for all h exept at most a ountable number of points, by onvexity of
f(β, ·), see below). Therefore ∂hf(β, h) measures the density of ontats between the
walk and the defet line and below we will see that ∂hf(β, h) is zero up to a ritial
value hc(β), and positive for h > hc(β): this is a lear signature of a loalization
transition.
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Figure 1. Given B = 2, 3, . . . (B = 3 in the drawing) we build a diamond lattie
by iterative steps (left to right): at eah step one replaes every bond by B
branhes onsisting of two bonds eah. A trajetory of our proess in a diamond
lattie at level n is a path onneting the two poles d0 and d2n : two trajetories,
a and b, are singled out by thik lines. Note that at level n, eah trajetory is
made of 2n bonds and there are Nn trajetories, N0 := 1 and Nn+1 = BN
2
n. A
simple random walk at level n is the uniform measure over the Nn trajetories.
A speial trajetory, with verties labeled d0, d1, . . . , d4, is hosen (and marked by
a triple line: the right-most trajetory in the drawing, but any other trajetory
would lead to an equivalent model), we may all it defet line or wall boundary,
and rewards uj := βωj − logM(β) + h (negative or positive) are assigned to the
bonds of this trajetory. The energy of a trajetory depends on how many and
whih bonds it shares with the defet line: trajetory a arries no energy, while
trajetory b arries energy u1 + u2. The pinning model is then built by rewarding
or penalizing the trajetories aording to their energy in the standard statistial
mehanis fashion and the partition funtion of suh a model is therefore given
by Rn in (1.7). It is rather elementary, and fully detailed in [49℄, to extrat from
(1.7) the reursion (1.6). But the reursion itself is well dened for arbitrary real
value B 6= 0 and one may forget the denition of the hierarhial lattie, as we do
here. The denition of P
B
n an also be easily generalized to B > 1, see Appen-
dix 1.A.3.
1.3. A rst look at the role of disorder. Of ourse if β = 0 the disorder
ω plays no role and the model redues to the one-dimensional map (1.2) (in our
44 1. HIERCARCHICAL PINNING MODEL
language β > 0 orresponds to the model in whih disorder is present). This map
has two xed points: 1, whih is stable, and B−1, whih is unstable. More preisely,
if r0 < B − 1 then rn onverges monotonially (and exponentially fast) to 1. If
r0 > B−1, rn inreases to innity in a super-exponential fashion, namely 2−n log rn
onverges to a positive number whih is of ourse funtion of r0. The question is
whether, and how, introduing disorder in the initial ondition (β > 0) modies this
behavior.
There is also an alternative way to link (1.1) and (1.2). In fat, by taking the
average we obtain
〈Rn+1〉 = 〈Rn〉
2 + (B − 1)
B
, (1.9)
where we have dropped the supersript in 〈R(i)n 〉. Therefore the behavior of the
sequene {〈Rn〉}n is (rather) expliit, in partiular suh a sequene tends (monoton-
ially) to 1 if 〈R0〉 < B−1, while 〈Rn〉 = B−1 for n = 1, 2, . . . if 〈R0〉 = B−1. This
is already a strong piee of information on R
(1)
n (the sequene {Ln}n is tight). Less
informative is instead the fat that 〈Rn〉 diverges if 〈R0〉 > B − 1, even if we know
preisely the speed of divergene: in fat the sequene of random variables an still
be tight! Of ourse suh an issue may be takled by looking at higher moments, but
while 〈Rn〉 satises a losed reursion, the same is not true for higher moments, in
the sense that the reursions they satisfy depend on the behavior of the lower-order
moments. For instane, if we set ∆n := var (Rn), we have
∆n+1 =
∆n (2〈Rn〉2 +∆n)
B2
. (1.10)
In priniple suh an approah an be pushed further, but most important for under-
standing the behavior of the system is apturing the asymptoti behavior of logR
(i)
n ,
i.e. (1.8).
1.4. Quenhed and annealed free energies. Our rst result says, in parti-
ular, that the quenhed free energy (1.8) is well dened:
Theorem 1.1. The limit in (1.8) exists P( dω)-almost surely and in L1( dP), it
is almost-surely onstant and it is non-negative. The funtion (β, h) 7→ f(β, h +
logM(β)) is onvex and f(β, ·) is non-dereasing (and onvex). These properties
are inherited from fN(·, ·), dened by
fN(β, h) =
1
2N
〈logRN〉 . (1.11)
Moreover fN(β, h) onverges to f(β, h) with exponential speed, more preisely for all
N ≥ 1
fN(β, h)− 2−N logB ≤ f(β, h) ≤ fN(β, h) + 2−N log
(
B2 +B − 1
B(B − 1)
)
. (1.12)
Let us also point out that f(β, h) ≥ 0 is immediate in view of the fat that
R
(i)
n ≥ (B − 1)/B for n ≥ 1, f. (1.1). The lower bound f(β, h) ≥ 0 implies
that we an split the parameter spae (or phase diagram) of the system aording
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to f(β, h) = 0 and f(β, h) > 0 and this learly orresponds to sharply dierent
asymptoti behaviors of Rn. In onformity with related literature, see  1.6, we
dene loalized and deloalized phases as L := {(β, h) : f(β, h) > 0} and D :=
{(β, h) : f(β, h) = 0} respetively. It is therefore natural to dene, for given β ≥ 0,
the ritial value hc(β) as
hc(β) = sup{h ∈ R : f(β, h) = 0}, (1.13)
and Theorem 1.1 says in partiular that
hc(β) = inf{h ∈ R : f(β, h) > 0}, (1.14)
and that f(β, ·) is (stritly) inreasing on (hc(β),∞). Note that, thanks to the
properties we just mentioned, the ontat fration, dened in the end of  1.2, is
zero h < hc(β) and it is instead positive if h > hc(β) (dene the ontat fration by
taking the inferior limit for the values of h at whih f(β, ·) is not dierentiable).
Another important observation on Theorem 1.1 is that it yields also the existene
of limn→∞ 2−n log〈Rn〉 and this limit is simply f(0, h), in fat fn(0, h) = 2−n log〈Rn〉
for every n. In statistial mehanis language 〈Rn〉 is an annealed quantity and
limn→∞ 2−n log〈Rn〉 is the annealed free energy: by Jensen inequality it follows that
f(β, h) ≤ f(0, h) and hc(β) ≥ hc(0). It is also a onsequene of Jensen inequality
(see Remark 1.A.1) the fat that f(β, h + logM(β)) ≥ f(0, h), so that hc(β) ≤
hc(0) + logM(β). Summing up:
hc(0) ≤ hc(β) ≤ hc(0) + logM(β). (1.15)
Therefore, by the onvexity properties of f(·, ·) (Theorem 1.1) and by (1.15), we see
that hc(·) − logM(·) is onave and may diverge only at innity, so that hc(·) is a
ontinuous funtion.
The following result on the annealed system, i.e. just the non-disordered system,
is going to play an important role:
Theorem 1.2. (Annealed system estimates). The funtion h 7→ f(0, h) is real
analyti exept at h = hc := hc(0). Moreover hc = log(B − 1) and there exists
c = c(B) > 0 suh that for all h ∈ (hc, hc + 1)
c(B)−1(h− hc)1/α ≤ f(0, h) ≤ c(B)(h− hc)1/α, (1.16)
where
α :=
log(2(B − 1)/B)
log 2
. (1.17)
Bounds on the annealed free energy an be extrated diretly from (1.12), namely
that for every n ≥ 1
B(B − 1)
B2 +B − 1 exp (2
n
f(0, h)) ≤ 〈Rn〉 ≤ B exp (2nf(0, h)) . (1.18)
Moreover let us note from now that α ∈ (0, 1) and that 1/α > 2 if and only if
B < Bc := 2 +
√
2, and 1/α = 2 for B = Bc. It follows that f(0, h) = o((h− hc)2)
for B < Bc (α < 1/2), while this is not true for B > Bc (α > 1/2).
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Remark 1.3. For models dened on hierarhial latties, in general one does not
expet the (singular part of the) free energy to have a pure power-law behavior
lose to the ritial point hc, but rather to behave like H(log(h − hc))(h − hc)ν ,
with ν the ritial exponent and H(·) a periodi funtion, see in partiular [50℄.
Note that, unless H(·) is trivial (i.e. onstant), the osillations it produes beome
more and more rapid for h ց hc. We have observed numerially suh osillations
in our ase and therefore we expet that estimate (1.16) annot be improved at a
qualitative level as h approahes hc (the problem of estimating sharply the size of
the osillations appears to be a non-trivial one, but this is not partiularly important
for our analysis).
1.5. Results for the disordered system. The rst result we present gives
information on the phase diagram: we use the denition
∆ = ∆(β) := (B − 1)2
(
M(2β)
M(β)2
− 1
)
(≥ 0) , (1.19)
so that Var(R0)
h=hc= ∆. The quantity ∆ should be though of as the size of the
disorder at a given β.
Theorem 1.4. Reall that the ritial value for the annealed system is hc = log(B−
1). We have the following estimates on the quenhed ritial line:
(1) Choose B ∈ (2, Bc). If ∆(β) ≤ B2 − 2(B − 1)2 then hc(β) = hc.
(2) Choose B > Bc. Then hc(β) > hc for every β > 0. Moreover for β small
(say, β ≤ 1) one an nd c ∈ (0, 1) suh that
c β2α/(2α−1) ≤ hc(β)− hc ≤ c−1β2α/(2α−1). (1.20)
(3) If B = Bc then one an nd C > 0 suh that, for β ≤ 1,
0 ≤ hc(β)− hc ≤ exp(−C/β2). (1.21)
Moreover if ω1 is suh that P(ω1 > t) > 0 for every t > 0, then for every B > 2 we
have hc(β)− hc > 0 for β suiently large, in fat limβ→∞ hc(β) =∞.
Conerning point (1) of the above theorem, let us mention for ompleteness that
if the disorder variables are not bounded, more preisely if P(ω1 > t) is non-zero for
every t, then for every value of B > 2 we an prove that hc(β) > hc for β suiently
large (see Corollary 4.2 below).
Of ourse (1.21) leaves open an evident question for B = Bc, that will be dis-
ussed in  1.6. We point out that the onstant C is expliit (see Proposition 3.4)
but it does not have any partiular meaning. It is possible to show that C an
be hosen arbitrarly lose to the onstant given in [49℄, but here, for the sake of
simpliity, we have deided to prove a weaker result (i.e., with a smaller onstant).
This is not a ruial issue, sine the upper bound on hc(β) is not omforted by a
suitable lower bound.
The next result is about the free energy.
Theorem 1.5. We have the following
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Figure 2. This is a sketh of the phase diagram and a graphial view of Theo-
rem 1.4 and Theorem 1.6. The thik line in both graphs is hc(·). The dashed line
is instead the lower bound on hc(·) whih we obtain with our methods. Below the
dashed line we an establish the a.s. onvergene of R
(i)
n to 1. We have also used
βc := sup{β : hc(β) = hc} and β̂ := sup{β : ∆(β) < B2 − 2(B − 1)2}. We do not
prove the (strit) inequality βc > β̂.
(1) Choose B ∈ (2, Bc) and β suh that ∆(β) < B2−2(B−1)2. Then for every
η ∈ (0, 1) one an nd ǫ > 0 suh that
f(β, h) ≥ (1− η)f(0, h), (1.22)
for h ∈ (hc, hc + ǫ).
(2) Choose B > Bc. Then for every η ∈ (0, 1) one an nd c > 0 and β0 > 0
suh that (1.22) holds for β < β0 and h− hc ∈ (cβ2α/(2α−1), 1).
While the relevane of the analysis of the free energy will be disussed in depth
in the next subsetion, it is natural to address the following issue: in a sharp sense,
how does the random array R
(1)
n behave as n tends to innity? We reall that the
non-disordered system displays only three possible asymptoti behaviors: rn → 1,
rn = B − 1 for all n and rn ր∞ in a super-exponentially fast fashion.
What an be extrated diretly from the free energy is quite satisfatory if the
free energy is positive: R
(1)
n diverges at a super-exponential speed that is determined
to leading order. However, the information readily available from the fat that
the free energy is zero is rather poor; this an be onsiderably improved, starting
with the fat that, by the lower bound in (1.12), if the free energy is zero then
supn〈logRn〉 ≤ logB, whih implies the tightness of the sequene.
Theorem 1.6. If f(β, h) = 0 then the sequene {Rn}n is tight. Moreover if h <
hc(β) then
lim
n→∞
R(1)n = 1 in probability. (1.23)
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Let us mention that we also establish almost sure onvergene of Rn toward 1
when we are able to nd γ ∈ (0, 1) and n ∈ N suh that E [([Rn − 1]+)γ] is smaller
than an expliit onstant (see Setion 4, in partiular Remark 4.4). It is interesting
to ompare suh results with the estimates on the size of the partition funtion
ZN,ω of non-hierarhial pinning/wetting models, whih are proven in [111, end of
Se. 3.1℄ in the deloalized phase, again via estimation of frational moments of ZN,ω
(whih plays the role of our Rn).
What one should expet at ritiality is rather unlear to us (see however [99℄ for
a number of preditions and numerial results on hierarhial pinning and also [31;
32℄ for some theoretial onsiderations on a dierent lass of hierarhial models).
1.6. Pinning models: the role of disorder. Hierarhial models on dia-
mond latties, homogeneous or disordered [19; 12; 31; 32; 45℄, are a powerful tool
in the study of the ritial behavior of statistial mehanis models, espeially be-
ause real-spae renormalization group transformations à la Migdal-Kadano are
exat in this ase. In most of the ases, hierarhial models are introdued in as-
soiation with a more realisti non-hierarhial one. It should however be pointed
out that hierarhial models on diamond latties are not rough simpliations of
non-hierarhial ones. They are in fat meant to retain the essential features of the
assoiated non-hierarhial models (notably: the ritial properties!). In partiular,
it would be denitely misleading to think of the hierarhial model as a mean eld
approximation of the real one.
Non-hierarhial pinning models have an extended literature (e.g. [55; 62℄). They
may be dened like in (1.7), with S a symmetri random walk with inrement steps
in {−1, 0,+1}, energetially rewarded or penalized when the bond (Sn−1, Sn) lies on
the horizontal axis (that is dj = 0 for every j in (1.7)), but they an be restated
in muh greater generality by onsidering arbitrary homogeneous Markov hains
that visit a given site (say, the origin) with positive probability and that are then
rewarded or penalized when passing by this site. In their non-disordered version [55℄,
this general lass of models has the remarkable property of being exatly solvable,
while displaying a phase transition  a loalization-deloalization transition  and
the order of suh a transition depends on a parameter of the model (the tail deay
exponent of the distribution of the rst return of the Markov hain to the origin:
we all α suh an exponent and it is the analog of the quantity α in our hierarhial
ontext, f. (1.17); one should however note that for non-hierarhial models values
α ≥ 1 an also be onsidered, in ontrast with the model we are studying here).
As a matter of fat, transitions of all order, from rst order to innite order, an
be observed in suh models. They therefore onstitute an ideal set-up in whih to
address the natural question: how does the disorder aet the transition?
Suh an issue has often been onsidered in the physial literature and a riterion,
proposed by A. B. Harris in a somewhat dierent ontext, adapted to pinning models
[57; 49℄, yields that the disorder is irrelevant if β is small and α < 1/2, meaning by
this that quenhed and annealed ritial points oinide and the ritial behavior
of the free energy is the same for annealed and quenhed system (note that the
annealed system is a homogeneous pinning system, and therefore exatly solvable).
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The disorder instead beomes relevant when α > 1/2, with a shift in the ritial
point (quenhed is dierent from annealed) and dierent ritial behaviors (possibly
expeting a smoother transition, but the Harris riterion does not really address suh
an issue). In the marginal ase, α = 1/2, disorder ould be marginally relevant or
marginally irrelevant, but this is an open issue in the physial literature, see [57; 49℄
and [62℄ for further literature.
Muh progress has been made very reently in the mathematial literature on
non-hierarhial pinning models, in partiular:
(1) The irrelevant disorder regime is under ontrol [6; 110℄ and even more de-
tailed results on the loseness between quenhed and annealed models an
be established [71℄.
(2) Conerning the relevant disorder regime, in [69℄ it has been shown that
the quenhed free energy is smoother than the annealed free energy if α >
1/2. The non-oinidene of quenhed and annealed ritial points for large
disorder (and for every α) has been proven in [111℄ via an estimation of
non-integer moments of the partition funtion. The idea of onsidering
non-integer moments (this time, of Rn − 1) plays an important role also in
the present paper.
(3) A number of results on the behavior of the paths of the model have been
proven addressing the question of what an be said about the trajetories of
the system one we know that the free energy is zero (or positive) [67; 68℄.
One an in fat prove that if f(β, h) > 0 then the proess stiks lose to the
origin (in a strong sense) and it is therefore in a loalized (L) regime. When
f(β, h) = 0, and leaving aside the ritial ase, one expets that the proess
essentially never visits the origin, and we say that we are in a deloalized
regime (D). We refer to [62℄ for further disussion and literature on this
point.
In this work we rigorously establish the full Harris riterion piture for the hier-
arhial version of the model. In partiular we wish to emphasize that we do show
that there is a shift in the ritial point of the system for arbitrarily small disorder if
α > 1/2 and we loate suh a point in a window that has a preise saling behavior,
f. (1.20) (a behavior whih oinides with that predited in [49℄).
As a side remark, one an also generalize the smoothing inequality proven in [69℄
to the hierarhial ontext and show that for every B > 2 there exists c(B) < ∞
suh that, if ω1 ∼ N (0, 1), for every β > 0 and δ > 0 one has
f(β, hc(β) + δ) ≤ δ2c(B)/β2, (1.24)
whih implies that annealed and quenhed free energy ritial behaviors are dierent
for α > 1/2, f. (1.16) (as in [69℄, suh inequality an be generalized well beyond
Gaussian ω1, but we are not able to establish it only assuming the niteness of the
exponential moments of ω1). The proof of (1.24) is detailed in [93℄
Various intriguing issues remain open:
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(1) Is there a shift in the ritial point at small disorder if B = Bc (that is α =
1/2)? We stress that in [49℄ is predited that hc(β)−hc(0) ≃ exp(− log 2/β2)
for β small.
(2) Can one go beyond (1.24)? That is, an one nd sharp estimates on the
ritial behavior when the disorder is relevant?
(3) With referene to the aption of Figure 2, an one prove βc > β̂ (for B <
Bc)?
(4) Does the law of Rn onverge to a non-trivial limit for n → ∞, when h =
hc(β)?
Of ourse, all these issues are open also in the non-hierarhial ontext and, even
if not every question beomes easier for the hierarhial model, it may be the right
ontext in whih to attak them rst.
1.7. Some reurrent notation and organization of the subsequent se-
tions. Aside for standard notation like ⌈x⌉ := min{n ∈ Z : n ≥ x} and ⌊x⌋ :=
⌈x⌉ − 1, or [·]+ := max(0, ·), we will repeatedly use ∆n for the variane of R(1)n , see
(1.10), and Qn := ∆n/〈Rn〉2 so that from (1.9) and (1.10), one sees that
Qn+1 = 2
(
B − 1
B
)2( 〈Rn〉4
〈Rn+1〉2(B − 1)2
)(
Qn +
1
2
Q2n
)
(1.25)
and we observe that
Q0 =
(
M(2β)
M(β)2
− 1
)
βց0∼ β2. (1.26)
Note that 2(B − 1)2/B2 is smaller than 1 if and only if B < Bc and( 〈Rn〉4
〈Rn+1〉2(B − 1)2
)
≤
(
B
B − 1
)2
. (1.27)
We will also frequently use Pn := 〈Rn〉 − (B − 1), whih satises
Pn+1 = 2
(B − 1)
B
Pn +
1
B
P 2n , (1.28)
and of ourse P0 = ε in our notations. With some eort, one an expliitly verify
that for every n ( 〈Rn〉4
〈Rn+1〉2(B − 1)2
)
≤ 1 + 4Pn
B(B − 1) . (1.29)
Finally, there is some notational onveniene at times in making the hange of
variables
ε := 〈R0〉 − (B − 1) = eh − (B − 1) ≥ −(B − 1), (1.30)
and
f̂(β, ε) := f(β, h(ε)), (1.31)
and when we write h(ε) we refer to the invertible map dened by (1.30).
The work is organized as follows. Part (1) of Theorem 1.4 and of Theorem 1.5
are proven in Setion 2. In Setion 3 we prove part (2) of Theorem 1.5 and, as a
onsequene, part (2) of Theorem 1.4, exept the lower bound in (1.20). Part (3)
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of Theorem 1.4 is proven in Setion 3.1 and the lower bound of (1.20) in Setion 4
(after a brief sketh of our method). The proof of Theorem 1.6 is given in Setion 5.
Finally, the proofs of Theorems 1.1 and 1.2 are based on more standard tehniques
and an be found in Appendix 1.A.
2. Free energy lower bounds: B < Bc = 2 +
√
2
We want to give a proof of part (1) of Theorem 1.5, whih in partiular implies
part (1) of Theorem 1.4.
The strategy goes roughly as follows: sine h > hc is lose to hc, that is ε(= P0) >
0 is lose to 0, Pn keeps lose to zero for many values of n and Pn+1 ≈ (2(B−1)/B)Pn
(reall that 2(B−1)/B > 1 for B > 2). This is going to be true up to n muh smaller
than log(1/ε)/ log(2(B − 1)/B). At the same time for the normalized variane Qn
we have the approximated reursion Qn+1 ≈ 2((B − 1)/B)2(Qn + (1/2)Q2n), whih
one derives from (1.25) by using Pn ≈ 0. Sine 2((B − 1)/B)2 < 1 is equivalent to
B < Bc, we easily see that (if Q0 is not too large) Qn shrinks at an exponential rate.
This senario atually breaks down when Pn is no longer small, but at that stage
Qn is already extremely small (suh a value of n is preisely dened and alled n0
below). From that point onward Qn starts growing exponentially and eventually it
diverges, but after (1+γ)n0 steps, for some γ > 0, Qn is still small while Pn is large,
so that a seond moment argument, ombined with (1.12) whih yields a ontrol on
f(β, h) via fn(β, h), allows to onlude.
Before starting the proof we give an upper bound on the size of Qn(= ∆n/〈Rn〉2)
in the regime in whih the reursion for 〈Rn〉 an be linearized (for what follows,
reall (1.25), (1.26) and (1.27)).
Lemma 2.1. Let B ∈ (2, Bc) and β suh that ∆(β) < B2 − 2(B − 1)2. There exist
c := c(B,∆) > 0, c1 := c1(B,∆) > 0 and δ0 := δ0(B,∆) > 0 with
2(1 + δ0)
(
B − 1
B
)2
< 1 (2.1)
suh that for every ε satisfying 0 < (B − 1)ε < ((B2 − 2(B − 1)2)/∆)1/2 − 1 (reall
the denition (1.30) of ε) and
n ≤ n0 :=
⌊
log (c δ0/ε) / log
(
2(B − 1)
B
)⌋
, (2.2)
one has
Qn ≤ c1Q0
(
2(1 + δ0)
(
B − 1
B
)2)n
. (2.3)
Note that the ondition on ε simply guarantees ∆0 = (1+ε/(B−1))2∆ is smaller
than B2 − 2(B − 1)2.
Proof of Lemma 2.1. Reall that Pn = 〈Rn〉 − (B − 1) and that it satises the
reursion (1.28) (and that P0 = ε).
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For Gn := (Pn/P0)(2(B − 1)/B)−n we have from (1.28) and (1.30)
Gn+1 = Gn +
ε
B
(
2
(B − 1)
B
)n−1
G2n, (2.4)
and G0 = 1. If Gm ≤ 2 for m ≤ n, then
Gn+1
Gn
≤ 1 + 2 ε
B
(
2
(B − 1)
B
)n−1
, (2.5)
whih entails
Gn+1 ≤ exp
(
2
ε
B
n∑
j=0
(
2
(B − 1)
B
)j−1)
≤ 1 + εC(B)
(
2(B − 1)
B
)n+1
, (2.6)
for a suitable onstant C(B) <∞.
As we have already remarked, our assumption on ε yields ∆0 < B
2− 2(B − 1)2,
so
Q0 <
(
B
B − 1
)2
− 2. (2.7)
Choose δ0 > 0 suiently small so that (2.1) is satised and moreover
2
(
B − 1
B
)2
(1 + δ0)(Q0 +
1
2
Q20) < Q0 (2.8)
(the latter an be satised in view of (2.7)). It is immediate to dedue from (2.6)
that if c in (2.2) is hosen suiently small (in partiular, c ≤ B(B − 1)/8), then
Gn ≤ 2 for n ≤ n0 and, as an immediate onsequene,
0 < Pn ≤ 2ε
(
2(B − 1)
B
)n
≤ 2cδ0 ≤ δ0B(B − 1)
4
, (2.9)
where the rst inequality is immediate from (1.28) and P0 = ε > 0. Now we apply
(1.29)
Qn+1 ≤ 2
(
B − 1
B
)2
(1 + δ0)(Qn +
1
2
Q2n). (2.10)
Notie also that Q1 < Q0 thanks to (2.8). From this it is easy to dedue that, as
long as n ≤ n0, Qn is dereasing and satises (2.3) for a suitable c1. In partiular,
c1(B,∆0) an be hosen suh that lim∆0ց0 c1(B,∆0) = 1. 
Proof of Theorem 1.5, part (1). We use the bound (1.27) to get
Qn+1 ≤ 2
(
Qn +
1
2
Q2n
)
≤ 3Qn, (2.11)
where the last inequality holds as long as Qn ≤ 1. Then we apply Lemma 2.1 (reall
in partiular δ0 and n0 in there). Combining (2.3) and (2.11) we get
Qn ≤ Qn03n−n0 ≤ c1Q0
(
2(1 + δ0)
(
B − 1
B
)2)n0
3n−n0, (2.12)
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for every n ≥ n0 satisfying Qn ≤ 1 (whih implies Q′n ≤ 1 for all n′ ≤ n as Qn is
inreasing). Of ourse this boils down to requiring that the right-most term in (2.12)
does not get larger than 1. Sine n0 diverges as εց 0, if we hoose γ > 0 suh that
3γ 2(1 + δ0)(B − 1)2/B2 < 1, then the right-most term in (2.12) is bounded above
for every n ≤ (1 + γ)n0 by a quantity oε(1) whih vanishes for ε→ 0. Summing all
up:
Q⌊(1+γ)n0⌋ = oε(1). (2.13)
Next, note that
〈logR⌊(1+γ)n0⌋〉 ≥ log
(
1
2
〈
R⌊(1+γ)n0⌋
〉)
P
(
R⌊(1+γ)n0⌋ ≥
1
2
〈
R⌊(1+γ)n0⌋
〉)
+log
(
B − 1
B
)
,
(2.14)
where we have used the fat that Rn ≥ (B−1)/B for n ≥ 1. Applying the Chebyshev
inequality one has
P
(
R⌊(1+γ)n0⌋ ≥ (1/2)
〈
R⌊(1+γ)n0⌋
〉) ≥ 1− 4Q⌊(1+γ)n0⌋ = 1 + oε(1). (2.15)
Therefore, from (1.18), (2.14) and (2.15) one has
f⌊(1+γ)n0⌋(β, h) ≥ (1 + oε(1)) f̂(0, ε)− 2−⌊(1+γ)n0⌋c(B) (2.16)
for some c(B) <∞ and, from (1.12) (or, equivalently, (1.A.4)),
f(β, h) ≥ (1 + oε(1)) f̂(0, ε)− 2−⌊(1+γ)n0⌋c1(B). (2.17)
Sine f̂(0, ε)2⌊(1+γ)n0⌋ diverges for ε → 0 if γ > 0, as one may immediately hek
from (2.2) and (1.16), one diretly extrats that for every η > 0 there exists ε0 > 0
suh that
f̂(∆0, ε) = f(β, h) ≥ (1− η)f̂(0, ε) (2.18)
for ε ≤ ε0, and we are done. 
3. Free energy lower bounds: B ≥ Bc = 2 +
√
2
The arguments in this setion are lose in spirit to the ones of the previous
setion. However, sine B > Bc, the onstant 2((B − 1)/B)2 in the linear term
of the reursion equation (1.25) is larger than one, so the normalized variane Qn
grows from the very beginning. Nonetheless, if Q0 is small, it will keep small for a
while. The point is to show that, if P0 is not too small (this onept is of ourse
related to the size of Q0), when Qn beomes of order one Pn is suiently large.
Therefore, one gain, a seond moment argument and (1.12) yield the result we are
after, that is:
Proposition 3.1. Let B > Bc. For every η ∈ (0, 1) there exist c > 0 and β0 > 0
suh that
f (β, h) ≥ (1− η)f (0, h) , (3.1)
for β ≤ β0 and cβ2α/(2α−1) ≤ h− hc(0) ≤ 1. This implies in partiular that hc(β) <
hc(0) + cβ
2α/(2α−1)
, for every β ≤ β0.
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Of ourse this proves part (2) of Theorem 1.5 and the upper bound in (1.20).
In this setion q := 2(B−1)2/B2 and q¯ := 2(B−1)/B: note that in full generality
q < q¯ < 2 and q¯ > 1, while q > 1 beause we assume B > Bc. One an easily hek
that
α
2α− 1 =
log q¯
log q
. (3.2)
Moreover in what follows some expressions are in the form maxA, A ⊂ N ∪ {0}:
also when we do not state it expliitly, we do assume that A is not empty (in all
ases this boils down to hoosing β suiently small).
We start with an upper bound on the growth of 〈Rn〉 = (B − 1) + Pn (reall
(1.28)) for n not too large.
Lemma 3.2. If P0 = c1β
2α/(2α−1)
, c1 > 0, then
Pn ≤ 2c1β2α/(2α−1) q¯n ≤ 1 (3.3)
for n ≤ N1 := max{n : C1(B)c1β2α/(2α−1)q¯n ≤ 1}, where
C1(B) := 2max
(
1
(q¯ − 1)B log 2 , 1
)
. (3.4)
The next result ontrols the growth of the variane of Rn in the regime when
〈Rn〉 is lose to (B − 1), i.e. Pn is small. Let us set N2 := max{n : (2c1/(q¯ −
1))β2α/(2α−1)q¯n ≤ (log 2)/2}. Observe that N2 ≤ N1 and reall that Q0 βց0∼ β2, f.
(1.26).
Lemma 3.3. Under the same assumptions as in Lemma 3.2, for Q0 ≤ 2β2 and
assuming c1 ≥ 20log q¯/ log q we have
Qn ≤ 2Q0qn, (3.5)
for n ≤ N2.
Proof of Proposition 3.1. Let us hoose c1 as in Lemma 3.3. Let us observe also
that, thanks to (3.2), N2 = ⌊log(1/β2)/ log q − log(Cc1)/ log q¯⌋ for a suitable hoie
of the onstant C = C(B). Therefore Lemma 3.3 ensures that
QN2 ≤ 4(Cc1)− log q/ log q¯. (3.6)
From the denition of Qn we diretly see that Qn+1 ≤ 3Qn if Qn ≤ 1, as in (2.11).
Therefore for any xed δ ∈ (0, 1/16)
QN2+n ≤ 3n4(Cc1)− log q/ log q¯ ≤ 4δ, (3.7)
if
n ≤ N3 :=
⌊
log q log(Cc1)
log q¯ log 3
− log(1/δ)
log 3
⌋
. (3.8)
3. FREE ENERGY LOWER BOUNDS: B ≥ Bc = 2 +
√
2 55
Sine QN2+N3 ≤ 4δ (by denition of N3), we have then
P
(
RN2+N3 ≤
1
2
〈RN2+N3〉
)
≤ 16δ. (3.9)
As a onsequene, applying (1.12) and (1.18) with N = N2 +N3 one nds
f(β, h) ≥ (1− 16δ)f(0, h)− 2−(N2+N3)c3(B), (3.10)
of ourse with h suh that P0 = c1β
2α/(2α−1)
, i.e.,
h = log
(
(B − 1) + c1β2α/(2α−1)
)
. (3.11)
The last step onsists in showing that the last term in the right-hand side of (3.10)
is negligible with respet to the rst one. A look at (3.8) shows that N3 an be made
arbitrarily large by hoosing c1 large; moreover, by denition of N2 we have
2N2c
1/α
1 β
2/(2α−1) ≥ 1
2
C−1/α, (3.12)
for β suiently small. From these two fats and from the ritial behavior of f(0, ·)
(f. (1.16)) one dedues that for any given δ one may take c1 suiently large so
that
2−(N2+N3)/f(0, h) ≤ δ, (3.13)
provided that h ≤ hc(0) + 1. For a given η ∈ (0, 1) this proves (3.1) whenever β is
suiently small and cβ2α/(2α−1) ≤ h − hc(0) ≤ 1, with c suiently large (when η
is small) but independent of β.

Proof of Lemma 3.2. Call N0 the largest value of n for whih Pn ≤ 2c1β2α/(2α−1) q¯n
(for c1 and β suh that P0 ≤ 1). Realling (1.28), for n ≤ N0 we have
Pn+1
Pn
≤ q¯
(
1 +
2c1
Bq¯
β2α/(2α−1)q¯n
)
, (3.14)
so that for N ≤ N0, using the properties of exp(·) and the elementary bound∑N−1
n=0 a
n ≤ aN/(a− 1) (a > 1), we obtain
PN ≤ P0 q¯N exp
(
2c1
(q¯ − 1)Bβ
2α/(2α−1)q¯N
)
. (3.15)
The latter estimate yields a lower bound on N0:
N0 ≥ max
{
n :
2c1
(q¯ − 1)Bβ
2α/(2α−1)q¯n ≤ log 2
}
. (3.16)
N1 is found by hoosing it as the minimum between the right-hand side in (3.16)
and the maximal value of n for whih the seond inequality in (3.3) holds. 
Proof of Lemma 3.3. Let us all N ′0 the largest n suh that Qn ≤ 2Q0qn (N ′0 is intro-
dued to ontrol the nonlinearity in (1.25)) and let us work with n ≤ min(N ′0, N2).
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Sine N2 ≤ N1, (N1 given in Lemma 3.2), the bound (3.3) holds and Pn ≤ 1.
Therefore, by using rst (1.25) and (1.29), and then (3.3), we have
Qn+1
Qn
≤ q(1 + Pn)
(
1 + 2β2qn
) ≤ q (1 + 2c1β2α/(2α−1)q¯n + 4β2qn) , (3.17)
whih implies
Qn ≤ Q0qn exp
(
2c1
q¯ − 1β
2α/(2α−1) q¯n +
4
q − 1β
2qn
)
(3.18)
By denition of N2 the rst term in the exponent is at most (log 2)/2. Moreover
n ≤ N2 implies, via (3.2),
n ≤ log(1/β
2)
log q
− log ((4/ log 2)c1/(q¯ − 1))
log q¯
, (3.19)
and one diretly sees that for suh values of n we have β2qn ≤ (4c1/(q¯ − 1) log 2)− log q/ log q¯.
Therefore also the seond term in the exponent (f. (3.18)) an be made smaller
than (log 2)/2 by hoosing c1 larger than a number that depends only on B, see the
statement for an expliit expression.
Summing all up, for c1 hosen suitably large, Qn ≤ 2Q0qn for n ≤ min(N ′0, N2).
But, by denition of N ′0, this just means n ≤ N2 and the proof is omplete. 
3.1. The B = Bc ase.
Proposition 3.4. Set B = Bc. There exists β0 suh that for all β ≤ β0
hc(β)− hc(0) < exp
(
−(log 2)
2
2β2
)
. (3.20)
Remark 3.5. The onstant (log 2)2/2 that appears in the exponential is ertainly
not the best possible. In fat, one an get arbitrarily lose to the optimal onstant
log 2 given in [49℄, but we made the hoie to keep the proof as simple as possible.
Proof of Proposition 3.4. Choose
h = e−(log 2)
2/(2β2) + log(Bc − 1),
so that
P0 = exp(h)− (Bc − 1) βց0∼ (Bc − 1) exp(−(log 2)2/(2β2)).
Given δ > 0 small (for example, δ = 1/70), we let nδ be the integer uniquely
identied (beause of the strit monotoniity of {Pn}n) by
Pnδ < δ ≤ Pnδ+1 (3.21)
(we assume that P0 < δ, whih just means that we take β small enough). We observe
that (1.28) implies Pn+1/Pn ≥
√
2 for every n, from whih follows immediately that
(say, for β suiently small)
nδ ≤
⌈
log 2
β2
⌉
. (3.22)
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We want to show rst of all that Qnδ is of the same order of magnitude as Q0, and
therefore muh smaller than Pnδ (for β small) in view of Q0
βց0∼ β2.
From (1.25), realling the denition of Pn (f. (1.28)) and the bound (1.29), we
derive
Qn+1 =
( 〈Rn〉4
〈Rn+1〉2(B − 1)2
)(
Qn +
1
2
Q2n
)
≤ Qn (1 + Pn)
(
1 +
Qn
2
)
. (3.23)
If we dene c(δ) through
c(δ) =
∞∏
k=0
(
1 + δ2−k/2
) ≤ exp(δ(2 +√2)) ≤ 21
20
, (3.24)
from (3.23) we diretly obtain that, as long as Qn ≤ 3Q0 and n ≤ nδ,
Qn ≤ Q0 (1 + (3/2)Q0)n
n−1∏
k=0
(1 + Pn) ≤ c(δ)Q0 e(3/2)Q0 n. (3.25)
It is then immediate to hek, using (1.26), that Qnδ ≤ 3Q0 for β small.
But, as already exploited in (2.11), Qn+1/Qn ≤ 3 for every n suh that Qn ≤ 1,
so that Qnδ+n ≤ 4β23n ≤ 1 for n ≤ n1 := log3(1/(4β2))− 1. But for suh values of
n
Pnδ+n ≥ δ2(n−1)/2, (3.26)
so that we diretly see that Pnδ+n1 diverges as β tends to zero, and therefore 〈Rnδ+n1〉,
an be made large for β small, while Qnδ+n1, that is the ratio between the variane of
Rnδ+n1 and 〈Rnδ+n1〉2 is bounded by 1. By exploiting Rn ≥ (B−1)/B for n ≥ 1 and
using Chebyshev inequality it is now straightforward to see that 〈log(Rnδ+n1/B)〉 > 0
and by (1.12) (or, equivalently, (1.A.4)) we have f(β, h) > 0.

4. Free energy upper bounds beyond annealing
In this setion we introdue our main new idea, whih we briey sketh here. In
order to show that the free energy vanishes for h larger but lose to hc(0), we take
the system at the n-th step of the iteration, for some n = n(β) that sales suitably
with β (in partiular, n(β) diverges for β → 0) and we modify (via a tilting) the
distribution P of the disorder. If α > 1/2, it turns out that one an perform suh
tilting so to guarantee on one hand that, under the new law, Rn(β) is onentrated
around 1, and, on the other hand, that the two laws are very lose (they have a
mutual density lose to 1). This in turn implies that Rn(β) is onentrated around
1 also under the original law P, and the onlusion that f(β, h) = 0 follows then
via the fat that if some non-integer moment (of order smaller than 1) of Rn0 − 1
is suiently small for some integer n0, then it remains so for every n ≥ n0 (f.
Proposition 4.1).
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4.1. Frational moment bounds. The following result says that if Rn0 is
suiently onentrated around 1 for some n0 ≥ 0, then it remains onentrated
for every n > n0 and the free energy vanishes. In other words, we establish a
nite-volume ondition for deloalization.
Proposition 4.1. Let B > 2 and (β, h) be given. Assume that there exists n0 ≥ 0
and (log 2/ logB) < γ < 1 suh that 〈([Rn0 − 1]+)γ〉 < Bγ − 2. Then, f(β, h) = 0.
Proof of Proposition 4.1. We rewrite (1.6) as
Rn+1 − 1 = 1
B
[(
R(1)n − 1
) (
R(2)n − 1
)
+
(
R(1)n − 1
)
+
(
R(2)n − 1
)]
, (4.1)
and we use the inequalities [rs + r + s]+ ≤ [r]+[s]+ + [r]+ + [s]+, that holds for
r, s ≥ −1, and (a + b)γ ≤ aγ + bγ , that holds for γ ∈ (0, 1] and a, b ≥ 0. If we set
An := 〈([Rn − 1]+)γ〉 we have
An+1 ≤ 1
Bγ
[
A2n + 2An
]
(4.2)
and therefore An ց 0 for n → ∞ under the assumptions of the Proposition. De-
duing f(β, h) = 0 (and atually more than that) is then immediate:
〈logRn〉 = 1
γ
〈log(Rn)γ〉 ≤ 1
γ
〈log [([Rn − 1]+)γ + 1]〉 ≤ 1
γ
log(An + 1)
n→∞
ց 0. (4.3)

Proposition 4.1 will be essential in Setion 4 to prove that, for B > Bc, an
arbitrarily small amount of disorder shifts the ritial point. Let us also point out
that it implies that, if ω1 is an unbounded random variable, then for any B > 2
and β suiently large quenhed and annealed ritial points dier (the analogous
result for non-hierarhial pinning models was proven in [111, Corollary 3.2℄):
Corollary 4.2. Assume that P(ω1 > t) > 0 for every t > 0. Then, for every h ∈ R
and B > 2 there exists β¯0 <∞ suh that f(β, h) = 0 for β ≥ β¯0.
Proof of Corollary 4.2 Choose some γ ∈ (log 2/ logB, 1). One has limβ→∞R0 = 0
P( dω)-a.s. (see (1.4) and note that logM(β)/β → ∞ for β → +∞ under our as-
sumption on ω1), while 〈(([R0 − 1]+)γ)1/γ〉 ≤ 1+ 〈R0〉 = 1+exp(h), so limβ→∞A0 =
0. 
Remark 4.3. Note moreover that if exp(h) = B − 1 and we set X = exp(βω1 −
logM(β)) we have (without requiring ω1 unbounded) that 〈([(B−1)X−1]+)γ〉 B→∞∼
Bγ〈Xγ〉. The right-hand side is smaller than Bγ − 2 for X non-degenerate and B
large, so that if we hoose δ > 0 suh that exp(δγ)〈Xγ〉 < 1 we have
〈([(B − 1) exp(δ)X − 1]+)γ〉 < Bγ − 2, (4.4)
for B suiently large. Therefore, by applying Proposition 4.1, we see that for every
β > 0 there exists δ > 0 suh that f (β, hc(0) + δ) = 0 for B suiently large. This
observation atually follows also from the muh more rened Proposition 4.5 below,
whih by the way says preisely how large B has to be taken: B > Bc.
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Remark 4.4. It follows from inequality (4.2) that, if the assumptions of Proposition
4.1 are veried, then An atually vanishes exponentially fast for n→∞. Therefore,
for ε > 0 one has
P(Rn ≥ 1 + ε) = P([Rn − 1]+ ≥ ε) ≤ An
εγ
(4.5)
and from the Borel-Cantelli lemma follows the almost sure onvergene of Rn to 1
when we reall that R
(i)
n ≥ rn with r0 = 0 (rn is the solution of the iteration sheme
(1.2) and onverges to 1).
4.2. Upper bounds on the free energy for B > Bc. Here we want to prove
the lower bound in (1.20), plus the fat that εc(∆0) > 0 whenever ∆0 > 0 and
B > Bc. This follows from
Proposition 4.5. Let B > Bc. For every β > 0 one has hc(β) > log(B − 1).
Moreover, there exists a positive onstant c (possibly depending on B) suh that for
every 0 ≤ β ≤ 1
hc(β)− log(B − 1) ≥ cβ2α/(2α−1). (4.6)
Proposition 4.5 is proven in setion 4.4, but rst we need to state a ouple of
tehnial fats.
4.3. Auxiliary denitions and lemmas. For λ ∈ R and N ∈ N let PN,λ be
dened by
dPN,λ
dP
(x1, x2, . . .) =
1
M(−λ)N exp
(
−λ
N∑
i=1
xi
)
. (4.7)
Lemma 4.6. There exists 1 < C < ∞ suh that for a ∈ (0, 1), δ ∈ (0, a/C) and
N ∈ N we have
PN, δ√
N
(
dP
dPN, δ√
N
(ω) < exp(−a)
)
≤ C
(
δ
a
)2
. (4.8)
Proof of Lemma 4.6. We write
PN, δ√
N
(
dP
dPN, δ√
N
(ω) < exp(−a)
)
= PN, δ√
N
(
δ
∑N
i=1 ωi√
N
+N logM
(
− δ√
N
)
< −a
)
.
(4.9)
Sine all exponential moments of ω1 are assumed to be nite, one has
0 ≥ logM(−λ)− λ d
dλ
[logM(−λ)] ≥ −C
2
λ2 (4.10)
for some 1 < C < ∞ and 0 ≤ λ ≤ 1 (the rst inequality is due to onvexity of
λ 7→ logM(−λ)). Note also that
EN,λ(ω1) = − d
dλ
[logM(−λ)] .
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Therefore, the right-hand side of (4.9) is bounded above by
PN,δ/
√
N
(∑N
i=1 ωi√
N
− EN,δ/√N
[∑N
i=1 ωi√
N
]
< − a
2δ
)
≤ 4δ
2
a2
EN,δ/
√
N
(
ω1 − EN,δ/√N(ω1)
)2
(4.11)
where we have used Chebyshev's inequality and the fat that, under the assumptions
we made, (a/δ)−(C/2)δ > a/(2δ). The proof of (4.8) is then onluded by observing
that the variane of ω1 under PN,λ is d
2/ dλ2 logM(−λ), whih is bounded uniformly
for 0 ≤ λ ≤ 1. 
We dene the sequene {an}n=0,1,... by setting a0 = a > 0 and an+1 = f(an) with
f(x) :=
√
Bx+ (B − 1)2 − (B − 1). (4.12)
We dene also the sequene {bn}n=0,1,... by setting b0 = b ∈ (−(B−2), 0) and bn+1 =
f(bn). Note that an = g(an+1) and bn = g(bn+1) for g(x) = (2(B − 1)x+ x2)/B.
Lemma 4.7. There exist two onstants Ga > 0 et Hb > 0 suh that for n→∞
an ∼ Ga
(
B
2(B − 1)
)n
= Ga2
−αn
and bn ∼ −Hb
(
B
2(B − 1)
)n
= −Hb2−αn.
(4.13)
Moreover, Ga
a→0∼ a and Hb b→0∼ |b|.
Proof of Lemma 4.7. In order to lighten the proof we put s := B/(2(B − 1)) and
we observe that 0 < s < 1 sine B > 2. The funtion f(·) is onave and f ′(0) = s,
so we have
an ≤ a sn : (4.14)
an vanishes exponentially fast. Moreover,
an
sn
=
an−1
sn−1
1
1 + an/(2(B − 1)) ≥
an−1
sn−1
1
1 + asn/(2(B − 1)) (4.15)
so that for every n > 0
an
sn
≥ a
∞∏
ℓ=1
1
1 + asℓ/(2(B − 1)) > 0. (4.16)
From (4.15) we see that an s
−n
is monotone inreasing in n, so that the rst statement
in (4.13) holds with Ga ∈ (0, a) from (4.14) and (4.16). The fat that Ga ∼ a for
a→ 0 follows from the fat that the produt in (4.16) onverges to 1 in this limit.
The seond relation is proven in a similar way. Sine bn < 0 for every n, one has
rst of all
bn
sn
=
bn−1
sn−1
1
1 + bn/(2(B − 1)) <
bn−1
sn−1
. (4.17)
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Moreover, sine |bn| dereases to zero and f(x) ≥ c1(b)x for b ≤ x ≤ 0 for some
c1(b) < 1 if b > −(B − 2), one sees that |bn| atually vanishes exponentially fast.
Therefore, from (4.17)
bn
sn
≥ bn−1
sn−1
1
1− c2(b) c1(b)n ≥ b
∞∏
ℓ=1
1
1− c2(b) c1(b)ℓ . (4.18)
One has then the seond statement of (4.13) with Hb ∈ (|b|,∞).

4.4. Proof of Proposition 4.5. In this proof Ci denotes a onstant depending
only on β0 and (possibly) on B. Reall that the exponent α dened in (1.17) satises
1/2 < α < 1 for B > Bc. Fix β0 > 0, let 0 < β < β0 and hoose h = h(β) suh that
〈R0〉 = (B − 1) + ηβ 2α2α−1 , (4.19)
where η > 0 will be hosen suiently small and independent of β later. Call
n0 := n0(η, β) the integer suh that
〈Rn0〉 ≤ B ≤ 〈Rn0+1〉 , (4.20)
i.e., Pn0 ≤ 1 ≤ Pn0+1. Note that n0(η, β) beomes larger and larger as β ց 0: this
an be quantied sine from (1.28) one sees that an := Pn0−n satises for 0 ≤ n < n0
the iteration an+1 = f(an) introdued in  4.3, and therefore it follows from Lemma
4.7 that ∣∣∣n0(η, β)− log (η−1β− 2α2α−1) /(α log 2)∣∣∣ ≤ C1 (4.21)
for every 0 < η < 1/C1 and β ∈ [0, β0]. With the notations of Setion 4.3, let
P˜ := P2n0 ,δ2−n0/2, where δ := δ(η) will be hosen suitably small later. Note that,
with λ := δ2−n0/2, one has from (4.21)
1
C2
δ η1/(2α)β1/(2α−1) ≤ λ ≤ C2δ η1/(2α)β1/(2α−1). (4.22)
In partiular, sine α < 1, if η is small enough then λ ≤ β uniformly for β ≤ β0.
Observe also that
E˜(R0) = 〈R0〉 M(β − λ)
M(β)M(−λ) , (4.23)
and all φ(·) := logM(·). Sine φ(·) is stritly onvex, one has
φ(β − λ)− φ(β)− φ(−λ) = −
∫ 0
−λ
dx
∫ β
0
dy φ′′(x+ y) ∈
(
−λβ
C3
,−C3λβ
)
,(4.24)
for some C3 > 0, uniformly in β ≤ β0 and 0 ≤ λ ≤ β and, thanks to (4.22), if η is
hosen suiently small,
1− βλ
C4
≤ M(β − λ)
M(β)M(−λ) ≤ 1− C4βλ. (4.25)
Therefore, from (4.23) and (4.22) and hoosing
η1−1/(2α) ≪ δ(η)≪ 1, (4.26)
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(whih is possible with η small sine α > 1/2) one has
− C−15 δ(η) η1/(2α)β
2α
2α−1 < E˜(R0)− (B − 1) ≤ −C5δ(η) η1/(2α)β 2α2α−1 , (4.27)
always uniformly in β ≤ β0.
Sine bn := E˜(Rn0−n) − (B − 1) satises the reursion bn+1 = f(bn), from the
seond statement of (4.13) if follows that
E˜Rn1 ≤
B
2
, (4.28)
for some integer n1 := n1(η, β) satisfying
n1 ≤ log
(
δ(η)−1η−1/(2α)β−2α/(2α−1)
)/
(α log 2) + C6. (4.29)
It is immediate to see that n0(η, β)−n1(η, β) gets large (uniformly in β) for η small,
if ondition (4.26) is satised. Therefore, sine the xed point 1 of the iteration for
E˜Rn is attrative, one has that
E˜Rn0 ≤ 1 + r1(η), (4.30)
(here and in the following, ri(η) with i ∈ N denotes a positive quantity whih van-
ishes for η ց 0, uniformly in β ≤ β0.) On the other hand, one has deterministially
lim
n→∞
[1− Rn]+ = 0, (4.31)
as one sees immediately omparing the evolution of Rn with that obtained setting
R
(i)
0 = 0 for every i. In partiular, Rn0 ≥ 1 − r2(η). An appliation of Markov's
inequality gives
P˜(Rn0 ≥ 1 + r3(η)) ≤ r3(η). (4.32)
It is immediate to prove that, given a random variable X and two mutually abso-
lutely ontinuous laws P and P˜, one has for every x, y > 0
P(X ≤ 1 + x) ≥ e−y
[
P˜(X ≤ 1 + x)− P˜
(
dP
dP˜
≤ e−y
)]
. (4.33)
Applying this to the ase X = Rn0 and using Lemma 4.6 with r4(η) > Cδ(η) gives
P(Rn0 ≤ 1 + r3(η)) ≥ e−r4(η)
[
1− r3(η)− C
(
δ(η)
r4(η)
)2]
. (4.34)
In partiular, hoosing
δ(η)≪ r4(η)≪ 1, (4.35)
one has
P(Rn0 ≤ 1 + r3(η)) ≥ 1− r5(η), (4.36)
and we emphasize that this inequality holds uniformly in β ≤ β0.
At this point (4.6) is essentially proven: hoose some γ ∈ (log 2/ logB, 1) and
observe that〈(
[Rn0 − 1]+
)γ〉 ≤ r3(η)γ + (E[Rn0 − 1]+)γ (P(Rn0 ≥ 1 + r3(η)))1−γ
≤ r3(η)γ +Bγr5(η)1−γ,
(4.37)
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where in the rst inequality we have used Hölder inequality and in the seond one
we have used (4.20) and (4.36). Finally, we remark that the quantity in (4.37) an
be made smaller than Bγ − 2 hoosing η small enough. At this point, we an apply
Proposition 4.1 to dedue that f(β, h) = 0 for h = log(B − 1) + ηβ2α/(2α−1) with η
small but nite, whih proves (4.6).
We omplete the proof by observing that hc(β) > log(B − 1) for every β > 0
follows from the arbitrariness of β0. 
5. The deloalized phase
Here we prove Theorem 1.6 using the representation (1.A.10), given in Appendix
1.A, for Rn. With referene to (1.A.10), let us observe that
lim
n→∞
p(n, ∅) = 1, (5.1)
whih is just a way to interpret
lim
n→∞
rn = 1 (5.2)
when r0 = 0, that follows diretly from (1.2).
Le ε be xed and onsider h < hc(β). Let R¯n be the partition funtion whih
orresponds to hc(β) and Rn the one that orresponds to h. We an nd K large
enough suh that
P
(
R¯n ≥ K
) ≤ ε/2 for all n ≥ 1. (5.3)
This follows from the fat that R¯n ≥ (B − 1)/B, and from (1.A.3). We dene
C := (log(2K/ε))/(hc − h) and we write, using (1.A.10),
Rn = p(n, ∅) +
∑
I⊂{1,...,2n}
1≤|I|≤C
p(n, I) exp
(∑
i∈I
(βωi − logM(β) + h)
)
+
∑
I⊂{1,...,2n}
|I|>C
p(n, I) exp
(∑
i∈I
(βωi − logM(β) + h)
)
=: T1 + T2 + T3. (5.4)
T1 is smaller than 1 and
T3 ≤ exp (−C(hc − h)) R¯n, (5.5)
so that T3 ≤ ε/2 with probability greater than (1− ε/2) (f. (5.3)) for all n. As for
T2, its easy to ompute and bound its expetation〈 ∑
I⊂{1,...,2n}
1≤|I|≤C
p(n, I) exp
(∑
i∈I
(βωi − logM(β) + h)
)〉
≤ exp(Ch)[1− p(n, ∅)],
(5.6)
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and (5.1) tells us that the right-hand side tends to zero when n goes to innity. In
partiular we an nd N (depending on C) suh that for all n ≥ N we have〈 ∑
I⊂{1,...,2n}
1≤|I|≤C
p(n, I) exp
(∑
i∈I
(βωi − logM(β) + h)
)〉
≤ ε2/4. (5.7)
Then for n ≥ N we have P(T2 ≥ ε/2) ≤ ε/2. Altogether we have
P(Rn ≥ 1 + ε) ≤ ε, (5.8)
and sine Rn is bounded from below by p(n, ∅) whih tends to 1, the proof is om-
plete. 
1.A. Existene of the free energy and annealed system estimates
1.A.1. Proof of Theorem 1.1. Sine the basi indution (1.6) gives Rn ≥
(B − 1)/B for every n ≥ 1, one has
Rn+1
B
≥ R
(1)
n
B
R
(2)
n
B
(1.A.1)
and
Rn+1 ≤ R
(1)
n R
(2)
n
B
+
B
B − 1R
(1)
n R
(2)
n
so that
(KBRn+1) ≤ (KBR(1)n )(KBR(2)n ) with KB =
B2 +B − 1
B(B − 1) . (1.A.2)
Taking the logarithm of (1.A.1) and (1.A.2), we get that{
2−nE
[
log(Rn/B)
]}
n=1,2,...
is non-dereasing, (1.A.3)
while {
2−nE
[
log(KBRn)
]}
n=1,2,...
is non-inreasing, (1.A.4)
so that both sequenes are onverging to the same limit
f(β, h) = lim
n→∞
2−n 〈logRn〉 (1.A.5)
and (1.12) immediately follows. It remains to be proven that the limit of 2−n logRn
exists P( dω)almost surely and L1( dP) onvergene. Fixing some k ≥ 1 and iter-
ating (1.A.1) one obtains for n > k
2−n log(Rn/B) ≥ 2−k
(
2k−n
2n−k∑
i=1
log(R
(i)
k /B)
)
. (1.A.6)
Using the strong law of large numbers in the right-hand side, we get
lim inf
n→∞
2−n log(Rn/B) ≥ 2−k 〈log(Rk/B)〉 P( dω)− a.s.. (1.A.7)
Hene taking the limit for k →∞ in the right-hand side again we obtain
lim inf
n→∞
2−n logRn = lim inf
n→∞
2−n log(Rn/B) ≥ f(β, h) P( dω)− a.s. (1.A.8)
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Doing the same omputations with (1.A.2) we obtain
lim sup
n→∞
2−n logRn = lim sup
n→∞
2−n log(KBRn) ≤ f(β, h) P( dω)− a.s.. (1.A.9)
This ends the proof for the almost sure onvergene. The proof of the L
1( dP)
onvergene is also fairly standard, and we leave it to the reader.
The fat that f(β, ·) is non-dereasing follows from the fat that the same holds
for Rn(β, ·), and this is easily proved by indution on n. Convexity of (β, h) 7→
f(β, h + logM(β)) is immediate from (1.7) (hene for B = 2, 3, . . .). But (1.7) an
be easily generalized to every B > 1: this follows by observing that from (1.6) and
(1.4) one has that
Rn =
∑
I⊂{1,...,2n}
p(n, I) exp
(∑
i∈I
(βωi − logM(β) + h)
)
. (1.A.10)
for suitable positive values p(n, I), whih depend on B: by setting β = h = 0 we
see that
∑
I p(n, I) = 1 and hene Rn an be ast in the form of the expetation of
a Boltzmann fator, like (1.7). This yields the desired onvexity. 
Remark 1.A.1. Another onsequene of (1.A.10) is that f(β, h + logM(β)) ≥
f(0, h) [62, Ch. 5, Prop. 5.1℄.
1.A.2. Proof of Theorem 1.2. When β = 0 the iteration (1.6) reads
Rn+1 =
R2n + (B − 1)
B
. (1.A.11)
A quik study of the funtion x 7→ [x2 + (B − 1)]/B, gives that Rn n→∞→ ∞ if and
only if R0 > (B− 1). Initial onditions R0 < B− 1 are attrated by the stable xed
point 1, while the xed point (B− 1) is unstable. The inequality (1.A.1) guaranties
that f(0, h) > 0 when RN > B for some N . This immediately shows that that
hc(0) = log(B − 1).
Next we prove (1.16), i.e., that there exists a onstant C suh that
1
C
ε1/α ≤ f̂(0, ε) ≤ Cε1/α (1.A.12)
for all ε ∈ (0, 1). To that purpose take a := a0 suh that f̂(0, a) = 1 (this is
possible beause of the onvexity of f(β, · + logM(β)) we obtain both ontinuity
and lima→∞ f̂(0, a) = ∞) and note that the sequene {an}n≥0 dened just before
Lemma 4.7 is suh that 2 f̂(0, an+1) = f̂(0, an), so that f̂(0, an+1) = 2
−n
. Thanks to
Lemma 4.7 we have that along this sequene
f̂(0, an) ∼ 2G−1/αa a1/αn . (1.A.13)
Let Ka be suh that an ≤ Kaan+1 for all n, and ca suh that c−1a a1/αn ≤ f̂(0, an) ≤
ca a
1/α
n . Then, for all n and all ε ∈ [an+1, an], sine f̂(0, ·) is inreasing we have
f̂(0, ε) ≥ f̂(0, an+1) ≥ c−1a a1/αn+1 ≥ c−1a K−1/αa ε1/α,
f̂(0, ε) ≤ f̂(0, an) ≤ caa1/αn ≤ caK1/αa ε1/α.
(1.A.14)
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Finally, the analytiity of f(0, ·) on (hc,∞) follows for example from [42, Lemma 4.1℄.

1.A.3. About models with B ≤ 2. We have hosen to work with the model
(1.1), with positive initial data and B > 2, beause this is the ase that is diretly
related to pinning models and beause in this framework we had the preise aim
of proving the physial onjetures formulated in [49℄. But of ourse the model
is well dened for all B 6= 0 and in view of the diret link with the logisti map
z 7→ Az(1 − z), f. (1.3), also the ase B ≤ 2 appears to be intriguing. Reall that
A = 2(B−1)/B and note that A ∈ (1, 2) if B ∈ (2,∞). What we want to point out
here is mainly that the ase of (1.1) with positive initial data and B ∈ (1, 2), i.e.
A ∈ (0, 1), is already ontained in our analysis. This is simply the fat that there is
a duality transformation relating this new framework to the one we have onsidered.
Namely, if we let B ∈ (1, 2) and we set R̂n := Rn/(B−1), then R̂n satises (1.1) with
B replaed by B̂ := B/(B−1) > 2. Of ourse the xed points of x 7→ (x2+B̂−1)/B̂
are again 1 (stable) and B̂−1 (unstable). This transformation allows us to generalize
immediately all the theorems we have proven in the obvious way, in partiular the
marginal ase orresponds to B̂ = B̂c := 2 +
√
2, i.e., B =
√
2 and in the irrelevant
ase the ondition ∆0 < B
2 − 2(B − 1)2 now reads ∆0 < B̂2 − 2(B̂ − 1)2.
This disussion leaves open the ases B = 1 and B = 2 to whih we annot apply
diretly our theorems, but:
(1) If B = 1 the model is exatly solvable and Rn is equal to the produt of 2
n
positive IID random variables distributed like R0, so f(β, h) = h−logM(β).
The model in this ase is a bit anomalous, sine the stable xed point is
0 and therefore the free energy an be negative and no phase transition is
present (this appears to be the analogue of the non-hierarhial ase with
inter-arrival probabilities that deay exponentially fast [62, Ch. 1, Se. 9℄).
(2) If B = 2 then, with referene to (1.2), rn ր ∞ if r0 > 1 and rn ր 1 if
r0 < 1. The basi results like Thorem 1.1 are quikly generalized to over
this ase. Only slightly more involved is the generalization of the other
results, notably Theorem 1.4(1). In fat we annot apply diretly our results
beause the iteration for Pn, that is 〈Rn〉−1, reads Pn+1 = Pn+(P 2n/2) (f.
(1.28)) so that the growth of Pn, for P0 > 0, is just due to the nonlinear
term and it is therefore slow as long as Pn is small. However the tehnique
still applies (note in partiular that, by (1.25) and (1.29), the variane of
Rn dereases exponentially if ∆0 < 2 as long as Pn is suiently small) and
along this line one shows that the disorder is irrelevant, at least as long as
∆0 < 2.
If we now let B run from 1 to innity, we simply onlude that the disorder is
irrelevant if B ∈ (√2, 2+√2), and it is instead relevant in B ∈ (1,√2)∪(2+√2,∞).
In the ase B = 1 (and, by duality, B =∞) there is no phase transition.
Finally, a word about the models with B < 1. Various ases should be distin-
guished: going bak to the logisti map, we easily see that playing on the values of
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B one an obtain values of |A| larger than 2 and the very rih behavior of the logis-
ti map sets in [11℄: non monotone onvergene to the xed point, osillations in a
nite set of points, haoti behavior, unbounded trajetories for any initial value. It
appears that it is still possible to generalize our approah to deal with some of these
ases, but this would lead us far from our original aim. Moreover, for B < 1 the
property of positivity of Rn, and therefore its statistial mehanis interpretation as
a partition funtion, is lost.
Note added in proof. After this work was ompleted, a number of results have
been proven by developing further the idea set forth here, solving some of questions
raised at the end of Setion 1.6. First of all we were able (in ollaboration with B.
Derrida [46℄) to extend the main idea of this work to the non hierarhial set-up and
we have shown that the quenhed ritial point (of the non-hierarhial model) is
shifted with respet to the annealed value for arbitrarily small disorder, if α > 1/2
(this result has been sharpened in [8℄, taking a dierent approah). Then one of
us [90℄ has been able to show the shift of the ritial point for arbitrarily small
disorder for α = 1/2 in a hierarhial with site disorder (the ase onsidered here
is bond disorder, f. Figure 2) by using a loation-dependent shift of the disorder
variables in the hange of measure argument (in our ase, the shift is the same
for eah variable). Finally, very reently [65℄ we have also been able to treat the
ase α = 1/2 (B = Bc), both for the hierarhial and non-hierarhial model, by
introduing long range orrelations in the auxiliary measure P˜.

CHAPTER 2
Hierarhial pinning model with site disorder: disorder is
marginally relevant
1. The model and the results
1.1. A quik survey and some motivations. A lot of progress have been
made reently in the understanding of pinning models (see [62℄ for a survey and
partiularly Chapter 1 for a denition of the simplest random walk based model)
in partiular in omparing quenhed and annealed ritial point (see [6; 8; 46; 110;
111℄). But these works do not settle the question of whether the quenhed and
annealed ritial points oinide or not for the simple random walk based model.
Moreover, physiists preditions on suh an issue do not agree (see for example
[49; 57℄). The reason why the question is not settled for the random walk based
model lies in the exponent (3/2) of the law of the rst return to zero: for smaller
(respetively larger) values of the exponent a heuristi argument (Harris riterion,
[49; 57℄), made rigorous in [6; 8; 46; 110℄, tells us that annealed and quenhed ritial
points oinide at high temperature (respetively, they dier at all temperatures).
The rst senario goes under the name of irrelevant disorder regime and the seond
as relevant disorder regime. The irrelevant disorder regime is also haraterized by
the fat that quenhed and annealed ritial exponents oinide [6; 110℄, while for the
relevant disorder they are dierent [69℄. The terminology relevant/irrelevant omes
from the renormalization group arguments [49; 57℄ leading to the Harris riterion
and in suh a ontext the undeided ase is alled marginal and, in general, it poses
a very hallenging problem even at a heuristi level (see e.g. [45℄ and referenes
therein).
Muh work has been done on the statistial mehanis on a partiular lass
of hierarhial latties, the diamond latties, beause of the expliit form of the
renormalization group transformations on suh latties, while often retaining a lear
link with the orresponding non hierarhial latties [45℄. A hierarhial model for
disordered pinning has been expliitly onsidered in [49℄ and a rigorous analysis of
this model has been taken up in [64℄, but suh a rigorous analysis annot onrm
the predition in [49℄ that the disorder is relevant also in the marginal regime (more
preisely, in [49℄ it is laimed that annealed and quenhed ritial points dier at
marginality). It should however be pointed out that the model in [49; 64℄ is a
bond disorder model and there is a natural ompanion to suh a model, that is the
one in whih the disorder is on the sites. A priori there is no partiular reason to
hoose either of the two ases, but, if we take a loser look, the site disorder ase is
somewhat loser to the non hierarhial ase. The reason is that the Green funtion
(see below) of the bond model is onstant through the lattie, while the Green
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funtion of the site model is not (this analogy an be pushed further, see Remark
1.1). In this paper we analyze the hierarhial pinning model with site disorder
and we establish disorder relevane in the marginal regime. It seems unlikely that
our method an be adapted in a straightforward way to settle the question for the
bond model or for the random walk based model, but one an use it to improve the
result in [46℄ (we will ome bak to this point in Remark 1.8 below). This result
is a onrmation (although the setup we onsider here is slightly dierent) to the
laim made in [49℄ that disorder is relevant at any temperature when the spei
heat exponent vanishes.
1.2. The model. Let (Dn)n∈N be the sequene of latties dened as follow
• D0 is made of one single edge linking two points A and B.
• Dn+1 is obtained for Dn by replaing eah edge by b branhes of s edges
(with b and s in {2, 3, 4, . . . , }).
On Dn we x one direted path σ linking A and B (the wall).
Given β > 0, h ∈ R and {ωi}i∈N a sequene of i.i.d. random variables (with law
P and expetation denoted by E) with zero mean, unit variane, and satisfying
M(β) := E [exp(βω1)] <∞ for every β > 0, (1.1)
one denes the partition funtion of the system of rank n by
Rn = Rn(β, h) := En [exp(Hn,ω,β,h(S)] , (1.2)
where Pn is the uniform probability on all direted path S = (Si)0≤i≤sn on Dn
linking A to B, and En the related expetation, and
Hn,ω,β,h(S) =
sn−1∑
i=1
[βωi + h− logM(β)] 1{Si=σi}. (1.3)
Remark 1.1. One an diretly hek that for this model, the site Green funtion of
the direted random walk, that is the probability that a given site is visited by the
path, is inhomogeneous (taking value 1 for the graph extremities A and B and equal
to b−i 1 ≤ i ≤ n on the other sites of Dn, with i orresponding to the level at whih
that site has appeared in the hierarhial onstrution of the lattie, see Figure 1),
and this makes this model similar to the random walk based model where the Green
funtion deays with a power law with the length of the system (in the hierarhial
ontext the length of the system is sn). This is not true for the bond model Green
funtion (every bond is visited with probability b−n). This inhomogeneity will play
a ruial role in the proof, as it will allow us to improve the method introdued in
[64℄. See Remark 1.7 for more on this.
The relatively umbersome hierarhial onstrution atually boils down to a
very simple reursion giving the law of the random variable Rn+1 in terms of the
law of Rn, for every n. For s = 2 the reursion is partiularly ompat: R0 := 1 and
Rn =
R
(1)
n AR
(2)
n + b− 1
b
, (1.4)
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PSfrag replaements
ω1
ω2
ω3
A
A
A
B
B B
D0 D1 D2
S (a direted path on D2)
Figure 1. We present here the reursive onstrution of the rst three levels
of the hierarhial lattie Dn, for b = 3, s = 2. The geometri position of the
disordered environment is speied for D2. The law Pn is the uniform law over all
direted path and the path σ (the wall) is marked by a dashed line. In the bond
disorder ase [49; 64℄ the hierarhy of latties is the same, but, with referene to
D2, there would be four variables of disorder.
where R
(1)
n , R
(2)
n and A are independent random variables with R
(1)
n
L
= R
(2)
n and
A
L
= exp(βω1 − logM(β) + h). (1.5)
For arbitrary s the reursion gets slightly more involved:
Rn+1 =
∏
1≤j≤sR
(j)
n
∏
1≤j≤s−1Aj + b− 1
b
, (1.6)
where, one again, all the variables appearing in the right-hand side are independent,
(R
(i)
n )i=1,...,s are also identially distributed and Aj has the same law as A for every
j.
The expression (1.6) is not only very important on a tehnial level, but it allows
an important generalization of the model: there is no reason of hoosing b integer
valued. We will therefore hoose it real valued (b > 1), while s will always be an
integer larger or equal to 2.
The quenhed disorder ω therefore enters in eah step of the reursion: the
annealed (or pure) model is given by rn = E[Rn] and it solves the reursion
rn+1 =
exp((s− 1)h)rsn + (b− 1)
b
, (1.7)
with r0 = 1. It is important to stress that rn = R
(1)
n if β = 0 so, with our hoie
of the parameters, the annealed ase oinides with the innite temperature ase.
The annealed ritial point hc is the inmum in the set of h suh that rn tends to
innity.
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The lass of systems obtained by hoosing b ∈ (1, s) in (1.6) is of a partiular
interest. With this setup, the pure system undergoes a phase transition in whih
the free energy ritial exponent an take any value in (1,∞). We explain below
that the ase b ∈ [s,∞) an be takled by our methods too, but it is less interesting
for the viewpoint of the question we are addressing (i.e. behavior at marginality).
1.3. Denition and existene of the free energy. We are interested in the
study of the free energy of this pinning model. The following result ensures that it
exists and states some useful tehnial estimates.
Proposition 1.2. The limit
lim
n→∞
s−n logRn = f(β, h), (1.8)
exists almost surely and it is non-random. Moreover the onvergene holds also in
L1( dP). The funtion f(β, ·) is non-negative, non-dereasing. Moreover there exists
a onstant c (depending on β and h, b and s ) suh that
|s−nE logRn − f(β, h)| ≤ cs−n. (1.9)
This result is the exat equivalent of [64, Theorem 1.1℄. Though ertain modi-
ations are needed to take into aount the dierene between the two models, it is
straightforward to adapt the method of proof.
We set
hc(β) = inf{h suh that f(β, h) > 0)} ≥ 0. (1.10)
The value hc(β) is alled the ritial point of the system, basi properties of the free
energy ensure that f(β, h) > 0 if and only if h > hc(β). Of ourse hc(β) is a non
analytiity point of f(β, ·). By ritial behavior of the system we will refer to how
the free energy vanishes as hց hc(β).
It is not hard to hek that with b ∈ (1, s), we have hc(0) = 0. Indeed if h < 0,
rn onverges to r∞ ∈ (0, 1) the stable xed point of the map x 7→ (exp((s−1)h)xs+
(b − 1)r0)/b; if h = 0, rn = 1 for every n; if h > 0, rn diverges to innity in suh a
way that the free energy is positive, therefore hc(0) = 0.
Moreover there is an immediate omparison between annealed and quenhed
systems: by Jensen inequality we have that for any β and h
E logRn ≤ log rn, (1.11)
so that f(β, h) ≤ f(0, h) for any β > 0 and hc(β) ≥ hc(0) = 0.
1.4. Some results on the free energy. We state here all the results on prop-
erties of the ritial system that have been proved for the bond-disorder model in
[64℄ and that are still true in our framework. Our rst result onerns the shape of
the free energy urve around zero in the pure system.
Theorem 1.3. For every b ∈ (1, s) there exists a onstant cb suh that for all
0 ≤ h ≤ 1,
1
cb
h1/α ≤ f(0, h) ≤ cbh1/α, (1.12)
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where α := (log s− log b)/log s.
The seond result desribes the inuene of the disorder for b 6= √s, i.e. whether
or not the quenhed annealed ritial point oinide, and it gives an estimate for
their dierene. Reall that if quenhed and annealed ritial points dier, we say
that the disorder is relevant (and irrelevant if they do not).
Theorem 1.4. When b ∈ (√s, s), for β ≤ β0 (depending on b and s), we have
hc(β) = hc(0) = 0 and moreover, for any ε > 0 the exists hε suh that for any
h ≤ hε
(1− ε)f(0, h) ≤ f(β, h) ≤ f(0, h). (1.13)
When b <
√
s there exists cb,s suh that for every β ≤ 1
1
cb,s
β
2α
2α−1 ≤ hc(β)− hc(0) ≤ cb,sβ 2α2α−1 . (1.14)
As a matter of fat, it an be shown that when b ≥ s, the annealed free energy
grows slower than any power of (h − hc(0)) when h → (hc)+. In a sense, (1.12)
holds with α = 0, and Harris Criterion predits that (1.13) holds in that ase. One
should be able to prove this by using a seond moment method approah. For a
reent work onerning the ase α = 0 in the non-hierarhial setup, see [9℄.
1.5. Main result: the marginal ase b =
√
s. The main novelty of this paper
is the result we present now: disorder is relevant for the marginal ase b =
√
s. To
our knowledge this is the rst example in whih one an establish the harater of
the disorder in the marginal ase. Moreover, we believe that the method of proof is
suiently exible to be adapted to other ontexts.
Theorem 1.5. When b =
√
s there exists positive onstants c1, c2 and β0 (depending
on s) suh that for every β ≤ β0
exp
(
− c1
β2
)
≤ hc(β) ≤ exp
(
−c2
β
)
. (1.15)
The two bounds are obtained by very dierent methods, and they will be proven
in the two setions that follow. The upper bound for hc(β) is proven by ontrolling
the variane for a nite volume, and using a nite volume estimate for the energy.
This is essentially the same method as the one developed in [64℄ and it is analagous
to what is done in [6℄ for the model based on a renewal proess. The lower bound
is obtained using frational moments, and a hange of measure on the environment,
in fat a shift of the values taken by ω (in the Gaussian ase). The argument uses
strongly the spei property of the site disorder model, in fat the value of the shift
is site dependent, in order to take advantage of the fat that some sites are more
likely to be visited than others.
Remark 1.6. Contrary to non marginal ases, the two bounds we obtain for hc(β)
for b =
√
s do not math, showing that the understanding of the marginal regime is
still inomplete. However:
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(1) The fat that the lower bound given in Theorem 1.5 orresponds to the
upper bound found in [64℄ is purely aidental and it should not lead to
misleading onlusions.
(2) In [49℄, it is predited that for the bond model, the seond moment method
gives the right bound for hc(β). In view of this predition, the upper bound
should give the right order for hc(β), although we do not have any mathe-
matis to support this predition.
Remark 1.7. We an now make Remark 1.1 more preise. The ase b =
√
s on
whih we fous is really similar the pinning model dened with the simple random
walk. Indeed, for integer b (reall denition (1.2)) The expeted number of ontats
with the interfae σ is
En
(
sn−1∑
i=1
1{Si=σi}
)
=
n∑
i=1
b−i(s− 1)si−1 = s− 1
s− b (s/b)
n. (1.16)
When b =
√
s, it is proportional to sn/2 whih is the square root of the length
of the system. This is also the ase for the random walk in dimension 1 where
E
(∑n
i=1 1{Si=0}
)
behaves like n1/2 and we have thus a lear analogy between site
hierarhial model and random walk model. On the other hand Remark 1.6(2)
possibly suggests that hc(β) − hc(0) behaves like exp(−c/β2) both in the bond
hierarhial and random walk model (and not like exp(−c/β)).
Remark 1.8. Sine the rst version of the present paper, some substantial pro-
gresses have been made in the understanding of pinning model at marginality. Using
a dierent method, in [65℄, Giaomin and Toninelli together with the author proved
marginal relevane of disorder for both the hierarhial-lattie with bond disorder
model and the random-walk based model. While the method we present here turns
out to be less performing than the method in [65℄ on bond disorder and random
walk based models, it should be pointed out that it does improve on the results in
[46℄ (in the diretion of the statements in [8℄). Moreover our inhomogeneous shifting
proedure, with respet to the more omplex hange of measure in [65℄, has the ad-
vantage of being very exible and easier to adapt to more general ontexts. On the
other hand, it an be shown that adapting the proedure in [65℄ to the site disorder
model would lead to replaing the exponent 2 in the left-most side of (1.15) with
4/3, but the proof is substantially heavier than the one that we present, for a result
that is still omparable on a qualitative level (the upper bound is not mathed).
In the sequel we fous on the proof of the ase b =
√
s, but the arguments an
be adapted (and they get simpler) to prove also the inequalities of Theorem 1.4. We
stress one again that the ase b 6= √s is detailed in [64℄ for the bond model.
2. The upper bound: ontrol of the variane
The main result of this setion is:
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Proposition 2.1. For any xed s, and b =
√
s one an nd onstants cs and β0,
suh that for all β ≤ β0,
hc(β) ≤ exp
(
−cs
β
)
. (2.1)
Suh a result is ahieved by a seond moment omputation and for this we have
to get some bounds on the rst two moments of Rn.
2.1. A lower bound on the growth of rn. We prove a tehnial result on
the growth of rn when h > 0. For onveniene we write pn := (rn − 1). We have
p0 = 0 and (1.7) beomes
pn+1 =
1
b
((1 + pn)
s exp((s− 1)h)− 1) . (2.2)
Note that if h > 0, pn > 0 for all n ≥ 1, so that (2.2) implies
pn+1 ≥ s
b
pn +
h(s− 1)
b
≥ s
b
pn +
h
b
, (2.3)
and therefore
pn ≥ (s/b)n−1(h/b). (2.4)
2.2. An upper bound for the growth the variane. We prove now a teh-
nial result onerning the variane of Rn whih is ruial for the proof of Proposition
2.1. Before stating the result we introdue some notation and write the indution
equation for the variane. The variane ∆n of the random variable Rn is given by
the following reursion
∆n+1 =
1
b2
((
∆n + r
2
n
)s
exp ((s− 1)(γ(β) + 2h))− r2sn exp(2(s− 1)h)
)
, (2.5)
where γ(β) = logM(2β) − 2 logM(β) (reall that M(β) = E[exp(βω1)]). Beause
ω has unit variane, we have γ(β)
βց0∼ β2.
Let vn denote the relative variane ∆n/(rn)
2
. We have
vn+1 =
b2r2sn exp ((s− 1)2h)
(rsn exp ((s− 1)h) + (b− 1))2
exp((s− 1)γ(β))(vn + 1)s − 1
b2
. (2.6)
Let n1 be the smallest integer suh that pn ≥ 1.
Lemma 2.2. We an nd onstants c5 and β0 suh that for all β < β0, for h =
exp(−c5/β),
vn1 ≤ β (2.7)
Proof. We make a Taylor expansion of (2.6) around rn = 1, h = 0, β = 0,
vn = 0,
vn+1 = (1 +O(h+ pn))
(
(s− 1)
b2
β2 +
s
b2
vn +O(v
2
n) + o(β
2)
)
. (2.8)
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From the previous line, we an nd a onstant c4 suh that if 0 < pn ≤ 1, h ≤ 1,
β ≤ 1 and vn ≤ 1 we have (reall that b =
√
s)
vn+1 ≤ c4β2 + vn(1 + c4vn)(1 + c4(h+ pn)). (2.9)
By indution, we get that as long if vn−1 ≤ 1 and pn ≤ 1, we have
vn ≤ nc4β2
n−1∏
i=0
(1 + c4vi)(1 + c4(h+ pi)). (2.10)
By (2.4) we have (h + pi) ≤ (1 + b)pi for all i ≥ 1. Changing the onstant c4 if
neessary we get the nier formula
vn ≤ nc4β2
n−1∏
i=1
(1 + c4vi)(1 + c4pi). (2.11)
Let n0 be the smallest integer suh that vn0 ≥ β. We have to show that we annot
have n0 ≤ n1. If n0 ≤ n1, (2.11) implies
vn0 ≤ n0c4β2
n0−1∏
i=1
(1 + c4vi)(1 + c4pi). (2.12)
As pn+1 ≥ (s/b) pn for all n ≥ 0 (f. (2.3)), and pn1−1 ≤ 1, we have pn1−2 ≤ (b/s),
pn1−3 ≤ (s/b)−2 and by indution for all i ≤ n1 − 1
pi ≤ (s/b)i−(n1−1). (2.13)
Therefore
n0−1∏
i=1
(1 + c4pi) ≤
n1−1∏
i=1
(1 + c4pi) ≤
n1−1∏
i=1
(
1 + c4(s/b)
i−(n1−1)) ≤ ∞∏
k=0
(
1 + c4(s/b)
−k) .
(2.14)
The last term is nite, and is learly not dependent on β or h. Moreover, beause
pn ≥ (s/b)n(h/b), it is neessary that
n1 − 2 ≤ log(b/h)
log(s/b)
. (2.15)
Replaing b and h with
√
s and exp
(
− c5
β
)
, we get
n0 ≤ n1 ≤ 2c5
β log s
+ 1 ≤ 3c5
β log s
(2.16)
for β small enough. Replaing n0 by this upper bound in (2.12) gives us that n0 ≤ n1
implies
β ≤ vn0 ≤ β
[
3c5c4
log s
(1 + c4β)
3c5
β log s
∞∏
k=0
(1 + c4(s/b)
−k)
]
. (2.17)
If c5 is hosen small enough the right-hand side is smaller than the lefthand side. 
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2.3. Proof of Proposition 2.1. Let us hoose c5 as in Lemma 2.2, β small
enough, and h = exp(−c5/β). We x some small ε > 0. From Lemma 2.2, we have
vn1 ≤ β and rn1 ≥ 2. The idea of the proof is to onsider some n a bit larger that
n1 suh that rn is big and vn is small, in order to get a good bound on E logRn.
We use (2.6) to get a rough bound on the growth of vn when n ≥ n1,
vn+1 ≤ (1 + vn)s exp [γ(β)(s− 1)]− 1. (2.18)
Hene, one an nd a onstant c6 suh that as long as vn ≤ 1 and β small enough,
we have
vn+1 ≤ c6(vn + β2). (2.19)
If we hoose c6 > 1, this implies that for any integer k ≥ 0
vn1+k ≤ ck6(β + kβ2), (2.20)
provided the righthand side is less than 1.
We x k large enough, and β0 suh that c
k
6(β + kβ
2) ≤ ε for all β ≤ β0. From
(2.3) and the denition of n1, we have rn1+k ≥ 1 + (s/b)k. Let k be a xed (large)
integer, Chebyhe inequality implies that
P (Rn1+k ≤ (1/2)rn1+k) ≤ 4vn1+k ≤ 4ε. (2.21)
We write n2 = n1 + k. Using the fat that Rn ≥ (b− 1)/b we have
E [logRn2 ] ≥ [log rn2 − log 2]P (Rn2 ≥ (1/2)rn2) + log
b− 1
b
P (Rn2 ≤ (1/2)rn2)
≥ (1− 4ε) [log(1 + (s/b)k)− log 2]− 4ε log b
b− 1 . (2.22)
By hoosing a suitable k, this an be made arbitrarily large. Taking the log in (1.6)
and forgetting the (b− 1) term gives
E logRn+1 ≥ sE [logRn] + (s− 1) (h− logM(β) + E[ω1])− log b. (2.23)
Therefore, the sequene s−n
[
E [logRn]− log bs−1 + h− logM(β)
]
is inreasing (reall
E[ω1] = 0). With our settings we have
E [logRn2 ] >
log b
s− 1 + logM(β)− h, (2.24)
therefore
f(β, h) = lim
n→∞
s−n
[
E [logRn]− log b
s− 1 + h− logM(β)
]
> 0. (2.25)

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3. The lower bound: Frational moment and improved shifting method
In this setion, we prove the lower bound by improving the method of measure-
shifting used in [64℄ and [46℄. Instead of onsidering an homogeneous shift on the
environment, we hose to shift more the sites that are more likely to be visited.
Proposition 3.1. When b =
√
s, there exists a onstant cs suh that for all β ≤ 1
we have
hc ≥ exp(−cs/β2). (3.1)
3.1. Frational moment.
Lemma 3.2. Fix θ ∈ (0, 1) and set
xθ = max
{
x
∣∣∣ xs + (b− 1)θ
bθ
≤ x
}
. (3.2)
(Note that xθ is dened whenever θ is lose enough to 1. When it is dened we have
xθ < 1 as the inequality annot be fullled for x ≥ 1.)
If E [exp (θ(βω1 − logM(β) + h))] ≤ 1, and if there exists n suh that E[Rθn] ≤ xθ,
then f(β, h) = 0.
Proof. Let 0 < θ < 1 be xed, an un = E[R
θ
n] denotes the frational moment
of Rn. We write aθ = E[A
θ
1] = E [exp (θ(βω1 − logM(β) + h))]. Using the basi
inequality (
∑
xi)
θ ≤∑xθi and averaging with respet to P, we get from (1.6)
ui+1 ≤ u
s
ia
s−1
θ + (b− 1)θ
bθ
. (3.3)
With our assumption, aθ ≤ 1, so that
ui+1 ≤ u
s
i + (b− 1)θ
bθ
. (3.4)
The map
gθ : x 7→ x
s + (b− 1)θ
bθ
for x ≥ 0, (3.5)
is non-dereasing so that if un ≤ xθ for some n, then ui ≤ xθ for every i ≥ n. In
this ase the free energy is 0 as
f(β, h) = lim
n→∞
s−nE logRn ≤ lim inf
n→∞
1
θsn
log un = 0, (3.6)
where the last inequality is just Jensen inequality. 
We add a seond result that guaranties that the previous lemma is useful.
Lemma 3.3.
lim
θ→1−
xθ = 1. (3.7)
Proof. One just has to hek that
lim
θ→1−
gθ(1− ε) = (1− ε)
s + (b− 1)
b
< 1− ε, (3.8)
if ε is small enough. 
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3.2. Improved shifting method. In this setion, we prove Proposition 3.1,
by estimating the frational moment of Rn by making a measure hange on the
environnement, making ω lower. We simply use Hölder inequality to estimate the
ost of the hange of measure. For simpliity we rst write the proof for gaussian
environment.
Proof of Proposition 3.1, Gaussian ase. Let ε > 0 be small (we will
x onditions on it later). We hose θ < 1 (lose to 1) suh that xθ ≥ 1 − ε,
and some small η > 0 whose value will depend on ε. We onsider (for β ≤ 1),
the system of size n = 1
η2β2
(without loss of generality, we an suppose it to
be an integer) and h = s−n = exp
(
− ln s
η2β2
)
. One an hek that the ondition
E [exp (θ(βω1 − logM(β) + h))] ≤ 1 is fullled for β small enough.
We dene sets Vi for 0 ≤ i < n by
Vi =
{
j ∈ {1, . . . , sn − 1} suh that si divides j and sj+1does not divide j} (3.9)
Note that |Vi| = (s− 1)sn−1−i.
We slightly modify the measure P of the environment by shifting the value of ωj
for j ∈ Vi, i < n by ηsi/2sn/2√n = δi and we all P˜ the modied measure. Notie that h
is small ompared to any of the δi. The density of this measure is
dP˜
dP
(ω) = exp
(
−
∑
0≤i≤n−1
∑
j∈Vi
(
δiωj +
δ2i
2
))
. (3.10)
In order to estimate un we use Hölder inequality
E[Rθn] = E˜
[
dP
dP˜
Rθn
]
≤
(
E˜
[(
dP
dP˜
)1/(1−θ)])1−θ (
E˜ [Rn]
)θ
. (3.11)
The rst term is omputed expliitly with the expression of the density and it is
equal to(
E˜
[(
dP
dP˜
)1/(1−θ)])1−θ
= exp
(
θ
2(1− θ)
n−1∑
i=0
|Vi|δ2i
)
= exp
(
θ
2(1− θ)
n−1∑
i=0
(s− 1)sn−i−1η
2si
snn
)
= exp
(
η2θ(s− 1)
2(1− θ)s
)
, (3.12)
and we an hoose η to be suh that the right-hand side is less than 1 + ε/2.
Therefore in order to get an upper bound for un we have to estimate E˜[Rn]. To
do this, we write down the reursion giving r˜i = E˜[R
(1)
i ], for i ≤ n − 1. We have
r˜0 = 1 and
r˜i+1 =
r˜si exp [(s− 1)(−βδi + h)] + (b− 1)
b
. (3.13)
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Let us look at the evolution of gi = 1− r˜i ≥ 0 for i ≤ n. We have
gi+1 =
1
b
[1− (1− gi)s exp ((s− 1)(−βδi + h))]
=
1
b
[1− (1− gi)s + (1− gi)s (1− exp ((s− 1)(−βδi + h)))] .
(3.14)
We an nd c1 suh that 1 − (1− g)s ≥ s(g − c1g2) for all 0 ≤ g ≤ 1. By hoosing
β suiently small, the term in the exponential is small enough and h is negligible
ompared to βδi so that when gi ≤ 2ε
(1− gi)s (1− exp ((s− 1)(−βδi + h))) ≥ βδi
2
. (3.15)
Therefore, as long as gi ≤ 2ε, we have
gi+1 ≥ s
b
(gi − c1g2i ) +
βδi
2b
. (3.16)
Lemma 3.4. If ε is hosen small enough (not depending on β), gn ≥ 2ε.
Proof. Suppose that gn ≤ 2ε. Equation (3.14) implies that
gi ≥ 1
b
[1− (1− gi−1)s], ∀i ≤ n. (3.17)
This is equivalent to
gi−1 ≤ 1− (1− bgi)1/s, (3.18)
so that if gi ≤ 2ε and ε is small enough,
gi−1 ≤ s−1/4gi. (3.19)
Using the above equation indutively from i = n to k + 1, one gets
gk ≤ 2εs(k−n)/4, ∀k ≤ n. (3.20)
We write qi = s
(n−i)/2gi = s
n−i
bn−i gi, note that q0 = 0. When gi ≤ 2ε, from (3.16)
and the denition of qi, we have
qi+1 ≥ qi(1− c1gi) + βη
2b
√
n
. (3.21)
Using the fat that gk ≤ 2ε for all k ≤ n, and the above inequality for 1 ≤ k ≤ n−1
we get that
qn ≥ nβη
2b
√
n
n−1∏
k=0
(1− c1gk). (3.22)
Now to we use (3.20) to get that
n−1∏
k=0
(1− c1gk) ≥
n−1∏
k=0
(
1− c12εs(k−n)/4
) ≥ ∞∏
i=1
(
1− c12εs−i/4
) ≥ 1/2, (3.23)
where the last inequality holds if ε is hosen small enough. Hene
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gn = qn ≥ nβη
2b
√
n
n−1∏
k=0
(1− c1gk) ≥ βη
√
n
4b
=
1
4b
, (3.24)
and from that we infer that gn ≥ 2ε if ε < 1/(8b). 
We just proved that r˜n ≤ 1− 2ε. Using (3.11), and the bound we have on (3.12)
we get
un ≤ (1− 2ε)θ(1 + ε/2) ≤ 1− ε ≤ xθ. (3.25)
The last inequality is just omes from our hoie for θ, the seond inequality is true
if ε is small, and θ suiently lose to one. The result follows from Lemma 3.2 
Proof of Proposition 3.1, general non-gaussian ase. When the en-
vironment is
nongaussian, one an generalize the preeding proof by making a tilt on the measure
instead of a shift. This means that the hange of measure beomes
dP˜
dP
(ω) = exp
(
−
∑
0≤i≤n−1
∑
j∈Vi
(δiωj + logM(−δi))
)
. (3.26)
Therefore the term giving the ost of the hange of measure (f. (3.11)) is
(
E˜
[(
dP
dP˜
)1/(1−θ)])1−θ
= exp
(
(1− θ)
n−1∑
i=0
|Vi|
[
logM
(
θ
1− θδi
)
+
θ
1− θ logM(−δi)
])
≤ exp
(
θ
(1− θ)
n−1∑
i=0
(s− 1)sn−i−1η
2si
snn
)
= exp
(
η2θ(s− 1)
(1− θ)s
)
.
(3.27)
Where the inequality is obtained by using that logM(β) ∼ β2/2, so that for x
small enough, logM(x) ≤ x2.
The seond point where we have to look is the estimate of r˜n. In fat, the term
exp((s− 1)(−βδi + h)) should be replaed by
exp [(s− 1) (logM(β − δi)− logM(β)− logM(−δi) + h)] . (3.28)
Knowing the behavior of the onvex funtion logM(·) near zero, it is not diult
to see that this is less than exp(−c6βδi + (s − 1)h) for some onstant c6, whih is
enough for the rest of the omputations. 

CHAPTER 3
Frational moment bounds and disorder relevane for pinning
models
1. Introdution
Pinning/wetting models with quenhed disorder desribe the random interation
between a direted polymer and a one-dimensional defet line. In absene of inter-
ation, a typial polymer onguration is given by {(n, Sn)}n≥0, where {Sn}n≥0 is a
Markov Chain on some state spae Σ (for instane, Σ = Zd for (1 + d)-dimensional
direted polymers), and the initial ondition S0 is some xed element of Σ whih
by onvention we all 0. The defet line, on the other hand, is just {(n, 0)}n≥0.
The polymer-line interation is introdued as follows: eah time Sn = 0 (i.e., the
polymer touhes the line at step n) the polymer gets an energy reward/penalty ǫn,
whih an be either positive or negative. In the situation we onsider here, the ǫn's
are independent and identially distributed (IID) random variables, with positive or
negative mean h and variane β2 ≥ 0.
Up to now, we have made no assumption on the Markov Chain. The physially
most interesting ase is the one where the distribution K(·) of the rst return time,
all it τ1, of Sn to 0 has a power-law tail: K(n) := P(τ1 = n) ≈ n−α−1, with α ≥ 0.
This framework allows to over various situations motivated by (bio)-physis: for
instane, (1 + 1)-dimensional wetting models [57; 49℄ (α = 1/2; in this ase Sn ≥ 0,
and the line represents an impenetrable wall), pinning of (1+d)-dimensional direted
polymers on a olumnar defet (α = 1/2 if d = 1 and α = d/2 − 1 if d ≥ 2), and
the Poland-Sheraga model of DNA denaturation (here, α ≃ 1.15 [84℄). This is a
very ative eld of researh, and not only from the point of view of mathematial
physis, see . e.g. [33℄ and referenes therein. We refer to [62, Ch. 1℄ and referenes
therein for further disussion.
The model undergoes a loalization/deloalization phase transition: for any
given value β of the disorder strength, if the average pinning intensity h exeeds
some ritial value hc(β) then the polymer typially stays tightly lose to the defet
line and the free energy is positive. On the ontrary, for h < hc(β) the free energy
vanishes and the polymer has only few ontats with the defet: entropi eets
prevail. The annealed model, obtained by averaging the Boltzmann weight with
respet to disorder, is exatly solvable, and near its ritial point hannc (β) one nds
that the annealed free energy vanishes like (h−hannc (β))max(1,1/α) [55℄. In partiular,
the annealed phase transition is rst order for α > 1 and seond order for α < 1,
and it gets smoother and smoother as α approahes 0.
A very natural and intriguing question is whether and how randomness aets
ritial properties. The senario suggested by the so-alled Harris riterion [77℄ is
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the following: disorder should be irrelevant for α < 1/2, meaning that quenhed
ritial point and ritial exponents should oinide with the annealed ones if β is
small enough, and relevant for α > 1/2: they should dier for every β > 0. In
the marginal ase α = 1/2, the Harris riterion gives no predition and there is
no general onsensus on what to expet: renormalization-group onsiderations led
Forgas et al. [57℄ to predit that disorder is irrelevant (see also the reent [59℄),
while Derrida et al. [49℄ onluded for marginal relevane: quenhed and annealed
ritial points should dier for every β > 0, even if the dierene is zero at every
perturbative order in β.
The mathematial understanding of these questions witnessed remarkable progress
reently, and we summarize here the state of the art (prior to the the present on-
tribution).
(1) A lot is now known on the irrelevant-disorder regime. In partiular, it was
proven in [6℄ (see [110℄ for an alternative proof) that quenhed and annealed
ritial points and ritial exponents oinide for β small enough. Moreover,
in [71℄ a small-disorder expansion of the free energy, worked out in [57℄, was
rigorously justied.
(2) In the strong-disorder regime, for whih the Harris riterion makes no pre-
dition, a few results were obtained reently. In partiular, in [111℄ it
was proven that for any given α > 0 and, say, for Gaussian randomness,
hc(β) 6= hannc (β) for β large enough, and the asymptoti behavior of hc(β)
for β → ∞ was omputed. These results were obtained through upper
bounds on frational moments of the partition funtion. Let us mention
by the way that the frational moment method allowed also to ompute
exatly [111℄ the quenhed ritial point of a redued wetting model (whih
somehow has a built-in strong-disorder limit); the same result was obtained
in [24℄ via a rigorous implementation of renormalization-group ideas. Fra-
tional moment methods have proven to be useful also for other lasses of
disordered models [2; 3; 4; 26; 53℄.
(3) The relevant-disorder regime is only partly understood. In [69℄ it was proven
that the free-energy ritial exponent diers from the quenhed one when-
ever β > 0 and α > 1/2. However, the arguments in [69℄ do not imply
the ritial point shift. Nonetheless, the ritial point shift issue has been
reently solved for a hierarhial version of the model, introdued in [49℄.
The hierarhial model also depends on the parameter α, and in [64℄ it
was shown that hc(β)− hannc (β) ≈ β2α/(2α−1) for β small (upper and lower
bounds of the same order are proven).
(4) In the marginal ase α = 1/2 it was proven in [6; 110℄ that the dierene
hc(β) − hannc (β) vanishes faster than any power of β, for β → 0. Before
disussing lower bounds on this dierene, one has to be more preise on
the tail behavior of K(n), the probability that the rst return to zero of the
Markov Chain {Sn}n ours at n: if K(n) = n−(1+1/2)L(n) with L(·) slowly
varying (say, a logarithm raised to a positive or negative power), then the
two ritial points oinide for β small if L(·) diverges suiently fast at
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innity so that
∞∑
n=1
1
nL(n)2
< ∞. (1.1)
The ase of the (1+1)-dimensional wetting model [49℄ orresponds however
to the ase where L(·) behaves like a onstant at innity, and the result
just mentioned does not apply.
The ase α = 1/2 is open also for the hierarhial model mentioned
above.
In the present work we prove that if α ∈ (1/2, 1) or α > 1 then quenhed and
annealed ritial points dier for every β > 0, and hc(β)− hannc (β) ≈ β2α/(2α−1) for
β ց 0 (f. Theorem 2.3 for a more preise statement). For the ase α = 1, see the
note added in proof at the end of this paper. In the ase α = 1/2, while we do not
prove that hc(β) 6= hannc (β) in all ases in whih ondition (1.1) fails, we do prove
suh a result if the funtion L(·) vanishes suiently fast at innity. Of ourse,
hc(β)− hannc (β) turns out to be exponentially small for β ց 0.
Starting from next setion, we will forget the full Markov struture of the poly-
mer, and retain only the fat that the set of points of ontat with the defet line,
τ := {n ≥ 0 : Sn = 0}, is a renewal proess under the law P of the Markov Chain.
2. Model and main results
Let τ := {τ0, τ1, . . .} be a renewal sequene started from τ0 = 0 and with inter-
arrival law K(·), i.e., {τi − τi−1}i∈N:={1,2,...} are IID integer-valued random variables
with law P(τ1 = n) = K(n) for every n ∈ N. We assume that
∑
n∈NK(n) = 1 (the
renewal is reurrent) and that there exists α > 0 suh that
K(n) =
L(n)
n1+α
(2.1)
with L(·) a funtion that varies slowly at innity, i.e., L : (0,∞) → (0,∞) is
measurable and suh that L(rx)/L(x)→ 1 when x→∞, for every r > 0. We refer
to [16℄ for an extended treatment of slowly varying funtions, realling just that
examples of L(x) inlude (log(1 + x))b, any b ∈ R, and any (positive, measurable)
funtion admitting a positive limit at innity (in this ase we say that L(·) is trivial).
Dwelling a bit more on nomenlature, x 7→ xρL(x) is a regularly varying funtion
of exponent ρ, so K(·) is just the restrition to the natural numbers of a regularly
varying funtion of exponent −(1 + α).
We let β ≥ 0, h ∈ R and ω := {ωn}n≥1 be a sequene of IID entered random
variables with unit variane and nite exponential moments. The law of ω is denoted
by P and the orresponding expetation by E.
For a, b ∈ {0, 1, . . .} with a ≤ b we let Za,b,ω be the partition funtion for the
system on the interval {a, a + 1, . . . , b}, with zero boundary onditions at both
endpoints:
Za,b,ω = E
(
e
Pb
n=a+1(βωn+h)1{n∈τ}1{b∈τ}
∣∣∣ a ∈ τ) , (2.2)
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where E denotes expetation with respet to the law P of the renewal. One may
rewrite Za,b,ω more expliitly as
Za,b,ω =
b−a∑
ℓ=1
∑
i0=a<i1<...<iℓ=b
ℓ∏
j=1
K(ij − ij−1)ehℓ+β
Pℓ
j=1 ωij , (2.3)
with the onvention that Za,a,ω = 1. Notie that, when writing n ∈ τ , we are
interpreting τ as a subset of N∪{0} rather than as a sequene of random variables.
We will write for simpliity ZN,ω for Z0,N,ω (and in that ase the onditioning on
0 ∈ τ in (2.2) is superuous sine τ0 = 0). In absene of disorder (β = 0), it is
onvenient to use the notation
ZN(h) := E
(
eh
PN
n=1 1{n∈τ}1{N∈τ}
)
= E
(
eh|τ∩{1,...,N}|1{N∈τ}
)
, (2.4)
for the partition funtion.
We mention that the reurrene assumption
∑
n∈NK(n) = 1 entails no loss of
generality, sine one an always redue to this situation via a redenition of h (f.
[62, Ch. 1℄).
As usual the quenhed free energy is dened as
f(β, h) = lim
N→∞
1
N
logZN,ω. (2.5)
It is well known (f. for instane [62, Ch. 4℄) that the limit (2.5) exists P( dω)-
almost surely and in L
1(P), and that it is almost-surely independent of ω. Another
well-established fat is that f(β, h) ≥ 0, whih immediately follows from ZN,ω ≥
K(N) exp(βωN + h). This allows to dene, for a given β ≥ 0, the ritial point
hc(β) as
hc(β) := sup{h ∈ R : f(β, h) = 0}. (2.6)
It is well known that h > hc(β) orresponds to the loalized phase where typially
τ oupies a non-zero fration of {1, . . . , N} while, for h < hc(β), τ ∩ {1, . . . , N}
ontains with large probability at most O(logN) points [67℄. We refer to [62, Ch.s
7 and 8℄ for further literature and disussion on this point.
In analogy with the quenhed free energy, the annealed free energy is dened by
f
ann(β, h) := lim
N→∞
1
N
logEZN,ω = f(0, h+ logM(β)), (2.7)
with
M(β) := E(eβω1). (2.8)
We see therefore that the annealed free energy is just the free energy of the pure
model (β = 0) with a dierent value of h. The pure model is exatly solvable [55℄,
and we ollet here a few fats we will need in the ourse of the paper.
Theorem 2.1. [62, Th. 2.1℄ For the pure model hc(0) = 0. Moreover, there exists
a slowly varying funtion L̂(·) suh that for h > 0 one has
f(0, h) = h1/min(1,α)L̂(1/h). (2.9)
In partiular,
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(1) if E(τ1) =
∑
n∈N nK(n) < ∞ (for instane, if α > 1) then L̂(1/h)
hց0∼
1/E(τ1).
(2) if α ∈ (0, 1), then L̂(1/h) = Cαh−1/αRα(h) where Cα is an expliit onstant
and Rα(·) is the funtion, unique up to asymptoti equivalene, that satises
Rα(b
αL(1/b))
bց0∼ b.
As a onsequene of Theorem 2.1 and (2.7), the annealed ritial point is simply
given by
hannc (β) := sup{h : fann(β, h) = 0} = − logM(β). (2.10)
Via Jensen's inequality one has immediately that f(β, h) ≤ fann(β, h) and as a
onsequene hc(β) ≥ hannc (β), and the point of the present paper is to understand
when this last inequality is strit. In this respet, let us reall that the following is
known: if α ∈ (0, 1/2), then hc(β) = hannc (β) for β small enough [6; 110℄. Also for
α = 1/2 it has been shown that hc(β) = h
ann
c (β) if L(·) diverges suiently fast (see
below). Moreover, assuming that P(ω1 > t) > 0 for every t > 0, one has that for
every α > 0 and L(·) there exists β0 <∞ suh that hc(β) 6= hannc (β) for β > β0 [111℄:
quenhed and annealed ritial points dier for strong disorder. The strategy we
develop here addresses the omplementary situations: α > 1/2 and small disorder
(and also the ase α = 1/2 as we shall see below).
Our rst result onerns the ase α > 1:
Theorem 2.2. Let α > 1. There exists a > 0 suh that for every β ≤ 1
hc(β)− hannc (β) ≥ aβ2. (2.11)
Moreover, hc(β) > h
ann
c (β) for every β > 0.
Sine hc(β) ≤ hc(0) and hannc (β) βց0∼ −β2/2, we onlude that the inequality
(2.11) is, in a sense, of the optimal order in β. Note that hc(β) ≤ hc(0) is just a
onsequene of Jensen's inequality:
ZN,ω = ZN(h)
E
(
e
PN
n=1(βωn+h)1{n∈τ}1{N∈τ}
)
E
(
eh
PN
n=1 1{n∈τ}1{N∈τ}
)
(2.12)
≥ ZN(h) exp
[
β
N∑
n=1
ωn
E
(
1{n∈τ}eh|τ∩{1,...,N}|1{N∈τ}
)
E
(
eh|τ∩{1,...,N}|1{N∈τ}
) ] ,
from whih f(β, h) ≥ f(0, h) and therefore hc(β) ≤ hc(0) immediately follows from
E(ωn) = 0. This an be made sharper in the sense that from the expliit bound in
[62, Th. 5.2(1)℄ one diretly extrat also that hc(β) ≤ −bβ2 for a suitable b ∈ (0, 1/2)
and every β ≤ 1, so that −hc(β)/β2 ∈ (b, 1/2− a). We reall also that the (strit)
inequality hc(β) < hc(0) has been established in great generality in [7℄.
In the ase α ∈ (1/2, 1) we have the following:
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Theorem 2.3. Let α ∈ (1/2, 1). For every ε > 0 there exists a(ε) > 0 suh that
hc(β)− hannc (β) ≥ a(ε) β(2α/(2α−1))+ε, (2.13)
for β ≤ 1. Moreover, hc(β) > hannc (β) for every β > 0.
To appreiate this result, reall that in [6; 110℄ it was proven that
hc(β)− hannc (β) ≤ L˜(1/β)β2α/(2α−1), (2.14)
for some (rather expliit, f. in partiular [6℄) slowly varying funtion L˜(·). Notably,
L˜(·) is trivial if L(·) is. The onlusion of Theorem 2.3 an atually be strengthened
and we are able to replae the right-hand side of (2.13) with L¯(1/β)β2α/(2α−1) with
L¯(·) another slowly varying funtion, but on one hand L¯(·) does not math the
bound in (2.14) and on the other hand it is rather lear that it reets more a limit
of our tehnique than the atual behavior of the model; therefore, we deided to
present the simpler argument leading to the slightly weaker result (2.13).
The ase α = 1/2 is the most deliate, and whether quenhed and annealed
ritial points oinide or not ruially depends on the slowly varying funtion L(·).
In [6; 110℄ it was proven that, whenever∑
n≥1
1
nL(n)2
<∞, (2.15)
there exists β0 > 0 suh that hc(β) = h
ann
c (β) for β ≤ β0, and that when the same
sum diverges then hc(β) − hannc (β) is bounded above by some funtion of β whih
vanishes faster than any power for β ց 0. For instane, if L(·) is asymptotially
onstant then
hc(β)− hannc (β) ≤ c1 e−c2/β
2
, (2.16)
for β ≤ 1. While we are not able to prove that quenhed and annealed ritial points
dier as soon as ondition (2.15) fails (in partiular not when L(·) is asymptotially
onstant), our method an be pushed further to prove this if L(·) vanishes suiently
fast at innity:
Theorem 2.4. Assume that for every n ∈ N
K(n) ≤ c n
−3/2
(log n)η
, (2.17)
for some c > 0 and η > 1/2. Then for every 0 < ε < η − 1/2 there exists a(ε) > 0
suh that
hc(β)− hannc (β) ≥ a(ε) exp
(
− 1
β
1
η−1/2−ε
)
. (2.18)
Moreover, hc(β) > h
ann
c (β) for every β > 0.
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2.1. Frational moment method. In order to introdue our basi idea and,
eetively, start the proof, we need some additional notation. We x some k ∈ N
and we set for n ∈ N
zn := e
h+βωn . (2.19)
Then, the following identity holds for N ≥ k:
ZN,ω =
N∑
n=k
ZN−n,ω
k−1∑
j=0
K(n− j) zN−jZN−j,N,ω. (2.20)
This is simply obtained by deomposing the partition funtion (2.2) aording to
the value N − n of the last point of τ whih does not exeed N − k (whene the
ondition 0 ≤ N − n ≤ N − k in the sum), and to the value N − j of the rst point
of τ to the right of N − k (so that N − k < N − j ≤ N). It is important to notie
that ZN−j,N,ω has the same law as Zj,ω and that the three random variables ZN−n,ω,
zN−j and ZN−j,N,ω are independent, provided that n ≥ k and j < k.
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PSfrag replaements
0 N
N − k N − jN − n
ZN−n,ω K(n− j)zN−j ZN−j,N,ω
Figure 1. The deomposition of the partition funtion is simply obtained by
xing a value of k and summing over the values of the last ontat (or renewal
epoh) before N − k and the rst after N − k. In the drawing the two ontats
are respetivelyN−n andN−j and ars of ourse identify steps between suessive
ontats.
Let 0 < γ < 1 and AN := E[(ZN,ω)
γ], with A0 := 1. Then, from (2.20) and using
the elementary inequality
(a1 + . . .+ an)
γ ≤ aγ1 + . . .+ aγn, (2.21)
whih holds for ai ≥ 0, one dedues
AN ≤ E[zγ1 ]
N∑
n=k
AN−n
k−1∑
j=0
K(n− j)γAj. (2.22)
The basi priniple is the following:
Proposition 2.5. Fix β and h. If there exists k ∈ N and γ < 1 suh that
ρ := E[zγ1 ]
∞∑
n=k
k−1∑
j=0
K(n− j)γAj ≤ 1, (2.23)
then f(β, h) = 0. Moreover if ρ < 1 there exists C = C(ρ, γ, k,K(·)) > 0 suh that
AN ≤ C (K(N))γ , (2.24)
for every N .
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Of ourse, in view of the results we want to prove, the main result of Propo-
sition 2.5 is the rst. The seond one, namely (2.24), is however of independent
interest and may be used to obtain path estimates on the proess (using for exam-
ple the tehniques in [67℄ and [62, Ch. 8℄).
Proof of Proposition 2.5. Let A¯ := max{A0, A1, . . . , Ak−1}. From (2.22) it follows
that for every N ≥ k
AN ≤ ρmax{A0, . . . , AN−k}, (2.25)
from whih one sees by indution that, sine ρ ≤ 1, for every n one has An ≤ A¯.
The statement f(β, h) = 0 follows then from Jensen's inequality:
f(β, h) = lim
N→∞
1
Nγ
E log(ZN,ω)
γ ≤ lim
N→∞
1
Nγ
logAN = 0. (2.26)
In order to prove (2.24) we introdue
Qk(n) :=
{
E[zγ1 ]
∑k−1
j=0 K(n− j)γAj , if n ≥ k,
0 if n = 1, . . . k − 1. (2.27)
Sine ρ =
∑
nQk(n), the assumption ρ < 1 tells us that Qk(·) is a sub-probability
distribution and it beomes a probability distribution if we set, as we do, Qk(∞) :=
1 − ρ. Therefore the renewal proess τ˜ with inter-arrival law Qk(·) is terminating,
that is τ˜ ontains, almost surely, only a nite number of points. A partiularity of
terminating renewals with regularly varying inter-arrival distribution is the asymp-
toti equivalene, up to a multipliative fator, of inter-arrival distribution and mass
renewal funtion ([62, Th. A.4℄), namely
uN
N→∞∼ 1
(1− ρ)2Qk(N), (2.28)
where uN := P(N ∈ τ˜) and it satises the renewal equation uN =
∑N
n=1 uN−nQk(n)
for N ≥ 1 (and u0 = 1). Sine Qk(n) = 0 for n = 1, . . . , k−1, for the same values of
n we have un = 0 too. Therefore the renewal equation may be rewritten, for N ≥ k,
as
uN =
N−(k−1)∑
n=1
uN−nQk(n) + u0Qk(N). (2.29)
Let us observe now that if we set A˜N := AN1N≥k then (2.22) implies that for
N ≥ k
A˜N ≤
N−(k−1)∑
n=1
A˜N−nQk(n) + Pk(N), with Pk(N) :=
k−1∑
n=0
A(n)Qk(N−n), (2.30)
and observe that Pk(N) ≤ cQk(N), with c that depends on ρ, γ, k and K(·) (and
on h and β, but these variables are kept xed). Therefore
A˜N ≤
N−(k−1)∑
n=1
A˜N−nQk(n) + cQk(N), (2.31)
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for N ≥ k. By omparing (2.29) and (2.31), and by using (2.28) and Qk(N) N→∞∼
K(N)γE[zγ1 ]
∑k−1
j=0 Aj , one diretly obtains (2.24). 
2.2. Disorder relevane: sketh of the proof. Let us onsider for instane
the ase α > 1, whih is tehnially less involved than the others, but still fully
representative of our strategy. Take (β, h) suh that β is small and h = hannc (β)+∆,
with ∆ = aβ2. We are therefore onsidering the system inside the annealed loalized
phase, but lose to the annealed ritial point (at a distane ∆ from it), and we want
to show that f(β, h) = 0. In view of Proposition 2.5, it is suient to show that
ρ in (2.23) is suiently small, and we have the freedom to hoose a suitable k.
Speially, we hoose k to be of the order of the orrelation length of the annealed
system: k = 1/fann(β, h) = 1/f(0,∆) ≈ onst./(aβ2), where the last estimate holds
sine the phase transition of the annealed system is rst order for α > 1. Note that
k diverges for β small.
For the purpose of this informal disussion, assume that K(n) = c n−(1+α), i.e.,
the slowly varying funtion L(·) is onstant. The sum over n is then immediately
performed and (up to a multipliative onstant) one is left with estimating
k−1∑
j=0
Aj
(k − j)(1+α)γ−1 . (2.32)
One an hoose γ < 1 suh (1 + α)γ − 1 > 1 and it is atually not diult to
show that supj<kAj is bounded by a onstant uniformly in k. On one hand in fat
Aj ≤ [EZj,ω]γ = [Zj(∆)]γ, where the rst step follows from Jensen's inequality and
the seond one from the denition of the model (reall (2.4)). On the other hand
for j < k, i.e., for j smaller than the orrelation length of the annealed model, one
has that the annealed partition funtion Zj(∆) is bounded above by a onstant,
independently of how small ∆ is, i.e., of how large the orrelation length is. This
just establishes that the quantity in (2.32) is bounded, so we need to go beyond
and show that Aj is small: this of ourse is not true unless j is large, but if we
restrit the sum in (2.32) to j ≪ k what we obtain is small, sine the denominator
is approximately k(1+α)γ−1, that is k to a power larger than 1.
In order to ontrol the terms for whih k − j is of order 1 a new ingredient is
learly needed, and we really have to estimate the frational moment of the partition
funtion without resorting to Jensen's inequality. To this purpose, we apply an idea
whih was introdued in [64℄. Speially, we hange the law P of the disorder in
suh a way that under the new law, P˜, the system is deloalized and E˜(Zj,ω)
γ
is
small. The hange of measure orresponds to tilting negatively the law of ωi, i ≤ j,
f. (3.A.1), so that the system is more deloalized than under P. The non-trivial
fat is that with our hoie ∆ = aβ2 and j ≤ 1/f(0,∆), one an guarantee on one
hand that Zj,ω is typially small under P˜, and on the other that P and P˜ are lose
(their mutual density is bounded, in a suitable sense), so that the same statement
about Zj,ω holds also under the original measure P. At this point, we have that all
terms in (2.32) are small: atually, as we will see, the whole sum is as small as we
92 3. DISORDER RELEVANCE FOR PINNING MODELS
wish if we hoose a small. The fat that f(β, h) = 0 then follows from Proposition
2.5.
As we have mentioned above, the ase α ∈ [1/2, 1) is not muh harder, at least
on a oneptual level, but this time it is not suient to establish bounds on Aj that
do not depend on j: the exponent in the denominator of the summand in (2.32) is
in any ase smaller than 1 and one has to exploit the deay in j of Aj : with respet
to the α > 1 ase, here one an exploit the deay of P(j ∈ τ) as j grows, while suh
a quantity onverges to a positive onstant if α > 1. One again the ase of j ≪ k
an be dealt with by diret annealed estimates, while when one gets lose to k a
ner argument, diret generalization of the one used for the α > 1 ase, is needed.
3. The ase α > 1
In order to avoid repetitions let us establish that, in this and next setions,
Ri, i = 1, 2, . . . denote (large) onstants, Li(·) are slowly varying funtions and Ci
positive onstants (not neessarily large).
Proof of Theorem 2.2. Fix β0 > 0 and let β ≤ β0, h = hannc (β) + aβ2 and γ < 1
suiently lose to 1 so that
(1 + α)γ > 2. (3.1)
It is suient to show that the sum in (2.23) an be made arbitrarily small (for
some suitable hoie of k) by hoosing a small, sine E[zγ1 ] an be bounded above
by a onstant independent of a (for a small).
We hoose k = k(β) = 1/(aβ2), so that β = 1/
√
ak(β). In order to avoid a
plethora of ⌊·⌋, we will assume that k(β) is integer. Note that k(β) is large if β or
a are small.
First of all note that, thanks to Eqs. (3.A.21) and (3.A.24), the sum in the r.h.s.
of (2.23) is bounded above by
k(β)−1∑
j=0
L1(k(β)− j)Aj
(k(β)− j)(1+α)γ−1 . (3.2)
We split this sum as
S1 + S2 :=
k(β)−1−R1∑
j=0
L1(k(β)− j)Aj
(k(β)− j)(1+α)γ−1 +
k(β)−1∑
j=k(β)−R1
L1(k(β)− j)Aj
(k(β)− j)(1+α)γ−1 . (3.3)
To estimate S1, note that by Jensen's inequality Aj ≤ (EZj,ω)γ ≤ C1 with C1 a
onstant independent of j as long as j < k(β). Indeed, from (2.2) and the denition
of the annealed ritial point one sees that (reall (2.4))
EZj,ω = Zj(aβ
2) = E
(
eaβ
2|τ∩{1,...,j}|
1{j∈τ}
)
, (3.4)
and the last term is learly smaller than e. Therefore, using again (3.A.21)
S1 ≤ L2(R1)
R
(1+α)γ−2
1
, (3.5)
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whih an be made small with R1 large in view of the hoie (3.1). As for S2, one
has
S2 ≤ C2 max
k(β)−R1≤j<k(β)
Aj . (3.6)
We apply now Lemma 3.A.1 (note also the denition in (3.A.1)) with N = j and
λ = 1/
√
j so that we have
Aj ≤
[
Ej,1/
√
j (Zj,ω)
]γ
exp (cγ/(1− γ)) , (3.7)
for 1/
√
j ≤ min(1, (1 − γ)/γ), that is for a suiently small, sine we are in any
ase assuming j ≥ k(β)−R1.
We are therefore left with showing that Ej,1/
√
j [Zj,ω] is small for the range of
j's we are onsidering. For suh an estimate it is onvenient to reall (2.10) and to
observe that for any given values of β, h and λ and for any j
Ej,λ[Zj,ω] = E
[(
exp (h− hannc (β))
M(β − λ)
M(β)M(−λ)
)|τ∩{1,...,j}|
1{j∈τ}
]
. (3.8)
In order to exploit suh a formula let us observe that
M(β − λ)
M(β)M(−λ) = exp
[
−
∫ β
0
dx
∫ 0
−λ
dy
d
2
dt2
logM(t)
∣∣∣∣
t=x+y
]
≤ e−C3βλ, (3.9)
whih holds for 0 < λ ≤ β ≤ β0 and C3 := mint∈[−β0,β0] d2(logM(t))/ dt2 > 0. If a
is suiently small, for j ≤ k(β) = 1/(aβ2) we have
aβ2 − C3β√
j
≤ 1
k(β)
[
1− C3√
a
]
≤ − C3
2k(β)
√
a
. (3.10)
As a onsequene,
max
k(β)−R1≤j<k(β)
Ej,1/
√
j(Zj,ω) ≤ eC3
√
aβ2R1/2E
[
exp
(
− C3
2
√
ak(β)
|τ ∩ {1, . . . , k(β)}|
)]
.
(3.11)
The right-hand side in (3.11) an be made small by hoosing a small (and this is
uniform on β ≤ β0) beause of
lim
c→+∞
lim sup
N→∞
E
(
e−(c/N)|τ∩{1,...,N}|
)
= 0, (3.12)
that we are going to prove just below. Putting everything together, we have shown
that both S1 and S2 an be made small via a suitable hoie of R1 and a, and the
theorem is proven.
To prove (3.12), sine the funtion under expetation is bounded by 1 it is
suient to observe that
1
N
N∑
n=1
1{n∈τ}
N→∞−→ 1∑
n∈N nK(n)
=
1
E(τ1)
> 0, (3.13)
almost surely (with respet to P) by the lassial Renewal Theorem (or by the strong
law of large numbers).
The laim hc(β) > h
ann
c (β) for every β follows from the arbitrariness of β0. 
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4. The ase 1/2 < α < 1
Proof of Theorem 2.3. To make things lear, we x now ε > 0 small and
0 < γ < 1 suh that
γ
{
(1 + α) + (1− ε2) [1− α + (ε/2)(α− 1/2)]} > 2, (4.1)
and
γ
[
(1 + α) + (1− ε2)(1− α)] > 2− ε2. (4.2)
Moreover we take β ≤ β0 and
h = hannc (β) + ∆ := h
ann
c (β) + aβ
2α
2α−1 (1+ε). (4.3)
We notie that it is ruial that (α− 1/2) > 0 for (4.1) to be satised. We will take
ε suiently small (so that (4.1) and (4.2) an our) and then, one ε and γ are
xed, a also small. We set moreover
k(β) :=
1
f(0,∆)
(4.4)
and we notie that k(β) an be made large by hoosing a small, uniformly for β ≤ β0.
As in the previous setion, we assume for ease of notation that k(β) ∈ N (and we
write just k for k(β)).
Our aim is to show that f(β, h) = 0 if a is hosen suiently small in (4.3).
We reall that, thanks to Proposition 2.5, the result is proven if we show that (3.2)
is o(1) for k large. In order to estimate this sum, we need a ouple of tehnial
estimates whih are proven at the end of this setion (Lemma 4.2) and in Appendix
3.A.2 (Lemma 4.1).
Lemma 4.1. Let α ∈ (0, 1). There exists a onstant C4 suh that for every 0 < h <
1 and every j ≤ 1/f(0, h)
Zj(h) ≤ C4
j1−αL(j)
. (4.5)
In view of Zj(hc(0)) = Zj(0) = P(j ∈ τ) and (3.A.8), this means that as long as
j ≤ 1/f(0, h) the partition funtion of the homogeneous model behaves essentially
like in the (homogeneous) ritial ase.
Lemma 4.2. There exists ε0 > 0 suh that, if ε ≤ ε0 (ε being the same one whih
appears in (4.3)),
Ej,1/
√
j[Zj,ω] ≤
C5
j1−α+(ε/2)(α−1/2)
(4.6)
for some onstant C5 (depending on ε but not on β or a), uniformly in 0 ≤ β ≤ β0
and in k(1−ε
2) ≤ j < k.
In order to bound above (3.2), we split it as
S3 + S4 :=
⌊k(1−ε2)⌋∑
j=0
L1(k − j)Aj
(k − j)(1+α)γ−1 +
k−1∑
j=⌊k(1−ε2)⌋+1
L1(k − j)Aj
(k − j)(1+α)γ−1 . (4.7)
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For S3 we use simply Aj ≤ (EZj,ω)γ = [Zj(∆)]γ and Lemma 4.1, together with
(3.A.21) and (3.A.24):
S3 ≤ L3(k)
k[(1+α)γ−1]
1
k(1−ε2)((1−α)γ−1)
, (4.8)
where L3(·) an depend on ε but not on a. The seond ondition (4.2) imposed on
γ guarantees that S3 is arbitrarily small for k large, i.e., for a small.
As for S4, we use Lemma 3.A.1 with N = j and λ = 1/
√
j to estimate Aj (reall
the denition in (3.A.1)). We get
Aj ≤
[
Ej,1/
√
j(Zj,ω)
]γ
exp(cγ/(1− γ)), (4.9)
provided that 1/
√
j ≤ min(1, (1− γ)/γ), whih is true for all j ≥ k1−ε2 if a is small.
Then, provided we have hosen ε ≤ ε0, Lemma 4.2 gives for every k(1−ε2) < j < k,
Aj ≤ C6
j[1−α+(ε/2)(α−1/2)]γ
. (4.10)
Note that C6 is large for ε small (sine from (4.1)-(4.2) it is lear that γ must be
lose to 1 for ε small) but it is independent of a. As a onsequene, using (3.A.22),
S4 ≤ max
k(1−ε2)≤j<k
Aj ×
k∑
r=1
L1(r)
r(1+α)γ−1
≤ max
k(1−ε2)≤j<k
Aj × L4(k)
k(1+α)γ−2
≤ C6 L4(k) k2−(1+α)γ−(1−ε2)[1−α+(ε/2)(α−1/2)]γ .
(4.11)
Then, the rst ondition (4.1) imposed on γ guarantees that S4 tends to zero when
k tends to innity. 
Proof of Lemma 4.2. Using (3.8) together with the observation (3.9), the de-
nition of ∆ and of k = k(β) in terms of f(0,∆) (plus the behavior of f(0,∆) for ∆
small desribed in Theorem 2.1 (2)) one sees that for j ≤ k(β)
Ej,1/
√
j[Zj,ω] ≤ E
(
e
−C7 β√j |τ∩{1,...,j}| 1{j∈τ}
)
, (4.12)
uniformly for 0 ≤ β ≤ β0. If moreover j ≥ k(1−ε2) one has
β√
j
≥ C8
j1/2+(α−1/2)(1+2ε2)/(1+ε)
≥ C8
jα−(ε/2)(α−1/2)
, (4.13)
with C8 independent of a for a small. The ondition that ε is small has been used,
say, to neglet ε2 with respet to ε. Going bak to (4.12) and using Proposition
3.A.2 one has then
Ej,1/
√
j [Zj,ω] ≤
C9
j1−α+(ε/2)(α−1/2)
. (4.14)
with C9 depending on ε but not on a. 
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5. The ase α = 1/2
Proof of Theorem 2.4. The proof is not oneptually dierent from that of
Theorem 2.3, but here we have to arefully keep trak of the slowly varying funtions,
and we have to hoose γ(< 1) as a funtion of k. Under our assumption (2.17) on
L(·), it is easy to dedue from Theorem 2.1 (2) that (say, for 0 < ∆ < 1)
f(0,∆) = ∆2L̂(1/∆) ≥ C(c, η)∆2 | log∆|2η. (5.1)
We take β ≤ β0 and
h = hannc (β) + ∆ := h
ann
c (β) + a exp
(−β−1/(η−1/2−ε)) , (5.2)
and, as in last setion, k = 1/f(0,∆) = ∆−2/L̂(1/∆). We note also that (for a < 1)
β ≥ | log∆|−η+1/2+ε. (5.3)
We set γ = γ(k) = 1 − 1/(log k). As γ is kdependent one annot use (3.A.21)
and (3.A.24) without are to pass from (2.23) to (3.2), sine one ould in priniple
have γ-dependent (and therefore k-dependent) onstants in front. Therefore, our
rst aim will be to (partly) get rid of γ in (2.23). We notie that for any j ≤ k − 1,
for k suh that γ(k) ≥ 5/6,
∞∑
n=k
K(n− j)γ ≤
k6∑
n=k−j
K(n) exp [(3/2 logn− logL(n))/ log k] +
∞∑
n=k6+1
[K(n)]5/6.
(5.4)
Now, properties of slowly varying funtions guarantee that the quantity in the ex-
ponential in the rst sum is bounded (uniformly in j and k). As for the seond sum,
(3.A.21) guarantees it is smaller than k−6/5 for k large. Sine by Lemma 4.1 the Aj
are bounded by a onstant in the regime we are onsidering, when we reinsert this
term in (2.23) and we sum over j < k we obtain a ontribution whih vanishes at
least like k−1/5 for k → ∞ . We will therefore forget from now on the seond sum
in (5.4).
Therefore one has
ρ ≤ C10
∞∑
n=k
k−1∑
j=0
K(n− j)Aj ≤ C11
k−1∑
j=0
L(k − j)Aj
(k − j)1/2 , (5.5)
where we have safely used (3.A.21) to get the seond expression and now γ appears
only (impliitly) in the frational moment Aj but not in the onstants Ci.
One again, it is onvenient to split this sum into
S5 + S6 :=
k/R2∑
j=0
Aj L(k − j)
(k − j)1/2 +
k−1∑
j=(k/R2)+1
Aj L(k − j)
(k − j)1/2 , (5.6)
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with R2 a large onstant. To bound S5 we simply use Jensen inequality to estimate
Aj . Lemma 4.1 gives that for all j ≤ k,
Aj ≤ C12
jγ/2L(j)γ
≤ C13√
jL(j)
, (5.7)
where the seond inequality omes from our hoie γ = 1−1/(log k). Knowing this,
we an use (3.A.21) to ompute S5 and get
S5 ≤ C14√
R2
L(k(1− 1/R2))
L(k/R2)
. (5.8)
We see that S5 an be made small hoosing R2 large. It is important for the following
to note that it is suient to hoose R2 large but independent of k; in partiular,
for k large at R2 xed the last fator in (5.8) approahes 1 by the property of slow
variation of L(·). As for S6,
S6 ≤ C15 max
k/R2<j<k
Aj ×
√
k L(k). (5.9)
In order to estimate this maximum, we need to rene Lemma 4.2:
Lemma 5.1. There exists a onstant C16 := C16(R2) suh that for γ = 1−1/(log k)
and k/R2 < j < k
Aj ≤ C16
(
L(j)
√
j (log j)2ε
)−1
. (5.10)
Given this, we obtain immediately
S6 ≤ C17(R2)
[
log
(
k
R2
)]−2ε
. (5.11)
It is then lear that S6 an be made arbitrarily small with k large, i.e., with a
small. 
Proof of Lemma 5.1. One again, we use Lemma 3.A.1 with N = j but this time
λ = (j log j)−1/2. Realling that γ = 1− 1/(log k) we obtain
Aj ≤
[
Ej,(j log j)−1/2(Zj,ω)
]γ
exp
(
c
log k
log j
)
, (5.12)
for all j suh that (j log j)1/2 ≥ log k. The latter ondition is satised for all k/R2 <
j < k if k is large enough. Note that, sine j > k/R2, the exponential fator in
(5.12), is bounded by a onstant C18 := C18(R2).
Furthermore, for j ≤ k, Eqs. (3.8), (3.9) ombined give
Ej,(j log j)−1/2 [Zj,ω] ≤ Zj
(−C19β(j log j)−1/2) , (5.13)
for some positive onstant C19, provided a is small (here we have used (5.1) and the
denition k = 1/f(0,∆)).
In view of j ≥ k/R2, the denition of k in terms of β and assumption (2.17), we
see that
β ≥ C20(log j)(−η+1/2+ε) ≥ C21
c
L(j)(log j)1/2+ε, (5.14)
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so that the r.h.s. of (5.13) is bounded above by
Zj
(
−C21L(j)
c
√
j
(log j)ε
)
≤ C22 (log j)
−2ε
L(j)
√
j
, (5.15)
where in the last inequality we used Lemma 3.A.2. The result is obtained by re-
injeting this in (5.12), and using the value of γ(k).

3.A. Frequently used bounds
3.A.1. Bounding the partition funtion via tilting. For λ ∈ R and N ∈ N
onsider the probability measure PN,λ dened by
dPN,λ
dP
(ω) =
1
M(−λ)N exp
(
−λ
N∑
i=1
ωi
)
, (3.A.1)
where M(·) was dened in (2.8). Note that under PN,λ the random variables ωi are
still independent but no more identially distributed: the law of ωi, i ≤ N is tilted
while ωi, i > N are distributed exatly like under P.
Lemma 3.A.1. There exists c > 0 suh that, for every N ∈ N and γ ∈ (0, 1),
E [(ZN,ω)
γ] ≤ [EN,λ (ZN,ω)]γ exp
(
c
(
γ
1− γ
)
λ2N
)
, (3.A.2)
for |λ| ≤ min(1, (1− γ)/γ).
Proof. We have
E [(ZN,ω)
γ ] = EN,λ
[
(ZN,ω)
γ dP
dPN,λ
(ω)
]
≤ [EN,λ (ZN,ω)]γ
(
EN,λ
[(
dP
dPN,λ
(ω)
)1/(1−γ)])1−γ
= [EN,λ (ZN,ω)]
γ (
M(−λ)γM (λγ/(1− γ))1−γ)N ,
(3.A.3)
where in the seond step we have used Hölder inequality and the last step is a diret
omputation. The proof is omplete one we observe that 0 ≤ logM(x) ≤ cx2 for
|x| ≤ 1 if c is the maximum of the seond derivative of (1/2) logM(·) over [−1, 1].

3.A.2. Estimates on the renewal proess. With the notation (2.4) one has
Proposition 3.A.2. Let α ∈ (0, 1) and r(·) be a funtion diverging at innity and
suh that
lim
N→∞
r(N)L(N)
Nα
= 0. (3.A.4)
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For the homogeneous pinning model,
ZN(−N−αL(N)r(N)) N→∞∼ N
α−1
L(N) r(N)2
. (3.A.5)
To prove this result we use:
Proposition 3.A.3. ([51, Theorems A & B℄) Let α ∈ (0, 1). There exists a funtion
σ(·) satisfying
lim
x→+∞
σ(x) = 0, (3.A.6)
and suh that for all n,N ∈ N∣∣∣∣P(τn = N)nK(N) − 1
∣∣∣∣ ≤ σ( Na(n)
)
, (3.A.7)
where a(·) is an asymptoti inverse of x 7→ xα/L(x).
Moreover,
P(N ∈ τ) N→∞∼
(
α sin(πα)
π
)
Nα−1
L(N)
. (3.A.8)
We observe that by [16, Th. 1.5.12℄ we have that a(·) is regularly varying of
exponent 1/α, in partiular limn→∞ a(n)/nb = 0 if b > 1/α. We point out also that
(3.A.8) has been rst established for α ∈ (1/2, 1) in [61℄.
Proof of Proposition 3.A.2. We put for simpliity of notation v(N) :=
Nα/L(N). Deomposing ZN with respet to the ardinality of τ ∩ {1, . . . , N},
ZN(−r(N)/v(N)) =
N∑
n=1
P (|τ ∩ {1, . . . , N}| = n,N ∈ τ) e−n r(N)/v(N)
=
N∑
n=1
P(τn = N)e
−n r(N)/v(N)
=
v(N)√
r(N)∑
n=1
P(τn = N)e
−n r(N)
v(N) +
N∑
n= v(N)√
r(N)
+1
P(τn = N)e
−n r(N)
v(N) .
(3.A.9)
Observe now that one an rewrite the rst term in the last line of (3.A.9) as
(1 + o(1))K(N)
v(N)/
√
r(N)∑
n=1
n e−n r(N)/v(N), (3.A.10)
and o(1) is a quantity whih vanishes for N → ∞ (this follows from Proposition
3.A.3, whih applies uniformly over all terms of the sum in view of limN r(N) =∞).
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Thanks to ondition (3.A.4), one an estimate this sum by an integral:
v(N)/
√
r(N)∑
n=1
n e−n r(N)/v(N) =
v(N)2
r(N)2
(1 + o(1))
∫ ∞
0
dxx e−x =
v(N)2
r(N)2
(1 + o(1)).
As for the seond sum in (3.A.9), observing that
∑
n∈NP(τn = N) = P(N ∈ τ), we
an bound it above by
P(N ∈ τ)e−
√
r(N). (3.A.11)
In view of (3.A.8), the last term is negligible with respet to Nα−1/(L(N) r(N)2)
and our result is proved. 
Proof of Lemma 4.1. Realling the notation (2.4), point (2) of Theorem 2.1 (see in
partiular the denition of L̂(·)) and (3.A.8), we see that the result we are looking
for follows if we an show that for every c > 0 there exists C23 = C23(c) > 0 suh
that
E
[
ec|τ∩{1,...,N}|L(N)/N
α
∣∣∣N ∈ τ] ≤ C23, (3.A.12)
uniformly in N . Let us assume that N/4 ∈ N; by Cauhy-Shwarz inequality the
result follows if we an show that
E
[
e2c|τ∩{1,...,N/2}|L(N)/N
α
∣∣∣N ∈ τ] ≤ C24. (3.A.13)
Let us dene XN := max{n = 0, 1, . . . , N/2 : n ∈ τ} (last renewal epoh up to
N/2). By the renewal property we have
E
[
e2c|τ∩{1,...,N/2}|L(N)/N
α
∣∣∣N ∈ τ]
=
N/2∑
n=0
E
[
e2c|τ∩{1,...,N/2}|L(N)/N
α
∣∣∣XN = n]P (XN = n∣∣N ∈ τ) . (3.A.14)
If we an show that for every n = 0, 1, . . . , N/2
P
(
XN = n
∣∣N ∈ τ) ≤ C25P (XN = n) , (3.A.15)
then we are redued to proving (3.A.13) with E[·|N ∈ τ ] replaed by E[·].
Let us then observe that
P (XN = n, N ∈ τ) = P(n ∈ τ)P (τ1 > (N/2)− n, N − n ∈ τ)
= P(n ∈ τ)
N−n∑
j=(N/2)−n+1
P(τ1 = j)P (N − n− j ∈ τ) .
(3.A.16)
We are done if we an show that
N−n∑
j=(N/2)−n+1
P(τ1 = j)P (N − n− j ∈ τ) ≤ C26P (N ∈ τ)
∞∑
j=(N/2)−n+1
P(τ1 = j),
(3.A.17)
3.A. FREQUENTLY USED BOUNDS 101
beause the mass renewal funtion P(N ∈ τ) anels when we onsider the ondi-
tioned probability and, reovering P(n ∈ τ) from (3.A.16) we rebuild P(XN = n).
We split the sum in the left-hand side of (3.A.17) in two terms. By using (3.A.8)
(but just as upper bound) and the fat that the inter-arrival distribution is regularly
varying we obtain
N−n∑
j=(3N/4)−n+1
P(τ1 = j)P (N − n− j ∈ τ)
≤ C27L(N)
N1+α
N−n∑
j=(3N/4)−n+1
1
(N − n− j + 1)1−αL(N − n− j + 1)
= C27
L(N)
N1+α
N/4∑
j=1
1
j1−αL(j)
≤ C28
N
. (3.A.18)
Sine the right-hand side of (3.A.17) is bounded below by 1/N times a suitable
onstant (of ourse if n is lose to N/2 this quantity is sensibly larger) this rst term
of the splitting is under ontrol. Now the other term: sine the renewal funtion is
regularly varying
(3N/4)−n∑
j=(N/2)−n+1
P(τ1 = j)P (N − n− j ∈ τ) ≤ C29P (N ∈ τ)
(3N/4)−n∑
j=(N/2)−n+1
P(τ1 = j),
(3.A.19)
that gives what we wanted.
It remains to show that (3.A.13) holds without onditioning. For this we use the
asymptoti estimate − logE[exp(−λτ1)] λց0∼ cαλαL(1/λ), with cα =
∫∞
0
r−1−α(1 −
exp(−r)) dr = Γ(1− α)/α, and the Markov inequality to get that if x > 0
P (|τ ∩ {1, . . . , N}|L(N)/Nα > x) = P (τn < N) ≤ exp
(
−1
2
cαλ
αL(1/λ)n + λN
)
,
(3.A.20)
with n the integer part of xNα/L(N) and λ ∈ (0, λ0) for some λ0 > 0. If one hooses
λ = y/N , y a positive number, then for x ≥ 1 and N suiently large (depending
on λ0 and y) we have that the quantity at the exponent in the right-most term in
(3.A.20) is bounded above by −(cα/3)yαx + y. The proof is then omplete if we
selet y suh that (cα/3)y
α > 2c (c appears in (3.A.13)) sine if X is a non-negative
random variable and q is a real number E[exp(qX)] = 1 + q
∫∞
0
eqxP(X > x) dx.
3.A.3. Some basi fats about slowly varying funtions. We reall here
some of the elementary properties of slowly varying funtions whih we repeatedly
use, and we refer to [16℄ for a omplete treatment of slow variation.
The rst two well-known fats are that, if U(·) is slowly varying at innity,∑
n≥N
U(n)
nm
N→∞∼ U(N)N
1−m
m− 1 , (3.A.21)
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if m > 1 and
N∑
n=1
U(n)
nm
N→∞∼ U(N)N
1−m
1 −m, (3.A.22)
if m < 1 (f. for instane [62, Se. A.4℄). The seond two fats are that (f. [16,
Th. 1.5.3℄)
inf
n≥N
U(n)nm
N→∞∼ U(N)Nm, (3.A.23)
if m > 0, and
sup
n≥N
U(n)nm
N→∞∼ U(N)Nm, (3.A.24)
if m < 0.

Note added in proof. After this work has appeared in preprint form (arXiv:0712.2515
[math.PR℄), the results have been improved [8℄. It has been shown in partiular that
when L(·) is trivial, then ε in Thereom 2.3 an be hosen equal to zero, with a(0) > 0.
The ase α = 1 is also treated in [8℄. The method we have developed here may be
adapted to deal with the α = 1 ase too: this has been done in [18℄, where a related
model is treated.
CHAPTER 4
Marginal relevane of disorder for pinning models
1. Introdution
1.1. Wetting and pinning on a defet line in (1 + 1)-dimensions. The
intense ativity aiming at understanding phenomena like wetting in two dimensions
[1℄ and pinning of polymers by a defet line [56℄ has led several people to fous on a
lass of simplied models based on random walks. In order to desribe more realisti,
spatially inhomogeneous situations, these models inlude disordered interations.
While a very substantial amount of work has been done, it is quite remarkable that
some ruial issues are not only mathematially open (whih is not surprising given
the presene of disorder), but also ontroversial in the physis literature.
Let us start by introduing the most basi, and most studied, model in the lass
we onsider (it is the ase onsidered in [57; 49℄, but also in [15; 59; 73; 74; 108; 109℄,
up to some inessential details, although the notations used by the various authors
are quite dierent). Let S = {S0, S1, . . .} be a simple symmetri random walk on Z,
i.e., S0 = 0 and {Sn−Sn−1}n∈N is an IID sequene (with law P) of random variables
taking values ±1 with probability 1/2. It is better to take a direted walk viewpoint,
that is to onsider the proess {(n, Sn)}n=0,1,.... This random walk is the free model
and we want to understand the situation where the walk interats with a substrate
or with a defet line that provides disordered (e.g. random) rewards/penalties eah
time the walk hits it (see Fig. 1). The walk may or may not be allowed to take
negative values: we all pinning on a defet line the rst ase and wetting of a
substrate the seond one. It is by now well understood that these two ases are
equivalent and we briey disuss the wetting ase only in the aption of Figure 1:
the general model we will onsider overs both wetting and pinning ases. The
interation is introdued via the Hamiltonian
HN,ω(S) := −
N∑
n=1
(βωn + h− logE(exp(βω1)))1{Sn=0}, (1.1)
where N ∈ 2N is the system size, h (homogeneous pinning potential) is a real
number, ω := {ω1, ω2, . . .} is a sequene of IID entered random variables with nite
exponential moments (in this work, we will restrit to the Gaussian ase), β ≥ 0
is the disorder strength and E denotes the average with respet to ω. It will be
soon lear what is the notational onveniene in introduing the non-random term
logE(exp(βω1)) (whih ould be absorbed into h anyway).
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PSfrag replaements
0 N
Sn
n
τ0(= 0) τ1 τ2 τ3 τ4 τ5(= N/2)
ω˜2 ω˜8 ω˜12 ω˜14 ω˜16
ω˜n := βωn + h− logE exp(βω1)
trajetory of the pinning model
trajetory of the wetting model
Figure 1. In the top a random walk trajetory, pinned at N , whih is not allowed
to enter the lower half-plane (the shadowed region should be regarded as a wall).
The trajetory ollets the harges ω˜n when it hits the wall. The question is
whether the rewards/penalties olleted pin the walk to the wall or not. The
preise denition of the wetting model is obtained by multiplying the numerator
in the right-hand side of (1.2) by the indiator funtion of the event {Sj ≥ 0, j =
1, . . . , N} (and onsequently modifying the partition funtion ZN,ω). This model
is atually equivalent to the model (1.2) without a wall, whose trajetories (dashed
line) an visit the lower half plane, provided that h is replaed by h − log 2 (see
[62, Ch. 1℄). The bottom part of the gure illustrates the simple but ruial point
that the energy of the model depends only on the loation of the points of ontat
between walk and wall (or defet line); suh points form a renewal proess, giving
thus a natural generalized framework in whih to takle the problem. In order
to irumvent the annoying periodiity two of the simple random walk we set
τ0 = 0 and τj+1 := inf{n/2 ≥ τj : Sn = 0}. From the renewal proess standpoint,
introduing a wall just leads to a terminating renewal (see text).
The Gibbs measure PN,ω for the pinning model is then dened as
dPN,ω
dP
(S) =
e−HN,ω(S)1{SN=0}
ZN,ω
(1.2)
and of ourse ZN,ω := E[exp(−HN,ω(S))1{SN=0}], where E denotes expetation with
respet to the simple random walk measure P. Note that we imposed the boundary
ondition SN = 0 = S0 (just to be onsistent with the rest of the paper). It is well
known that the model undergoes a loalization/deloalization transition as h varies:
if h is larger than a ertain threshold value hc(β) (quenhed ritial point) then,
under the Gibbs measure, the system is loalized: the ontat fration, dened as
1
N
EN,ω
[
N∑
n=1
1{Sn=0}
]
, (1.3)
tends to a positive limit for N →∞. On the other hand, for h < hc(β) the system
is deloalized, i.e., the limit is zero.
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The result we just stated is true also in absene of disorder (β = 0) and a
remarkable fat for the homogeneous (i.e. non-disordered) model is that it is exatly
solvable ([55; 62℄ and referenes therein). In partiular, we know that hc(0) = 0,
i.e., an arbitrarily small reward is neessary and suient for pinning, and that
the free energy behaves quadratially lose to ritiality. If now we onsider the
annealed measure orresponding to (1.2), that is the model in whih one replaes
both exp(−HN,ω(S)) and ZN,ω by their averages with respet to ω, one readily
realizes that the annealed model is a homogeneous model, and preisely the one we
obtain by setting β = 0 in (1.2). Therefore one nds that the annealed ritial point
hac (β) equals 0 for every β, and that the annealed free energy f
a(β, h) behaves, for
hց 0, like fa(β, h) ∼ const× h2, while it is zero for h ≤ 0.
Very natural questions are: does hc(β) dier from h
a
c(β)? Are quenhed and
annealed ritial exponents dierent? As we are going to explain, the rst question
nds ontraditory answers in the literature, while no lear-ut statement an really
be found about the seond. Below we are going to argue that these two questions are
intimately related, but rst we make a short detour in order to dene a more general
lass of models. It is in this more general ontext that the role of the disorder and
the speiity of the simple random walk ase an be best appreiated.
1.2. Redution to renewal-based models. As argued in the aption of Fig-
ure 1, the basi underlying proess is the point proess τ := {τ0, τ1, . . .}, whih is a
renewal proess (that is {τn− τn−1}n∈N is an IID sequene of integer-valued random
variables). We set K(n) := P(τ1 = n). It is well known that, for the simple ran-
dom walk ase,
∑
n∈NK(n) = 1 (the walk is reurrent) and K(n)
n→∞∼ 1/(√4πn3/2).
This suggests the natural generalized framework of models based on disrete renewal
proesses suh that ∑
n∈N
K(n) ≤ 1 and K(n) n→∞∼ CK
n1+α
, (1.4)
with CK > 0 and α > 0. We are of ourse employing the standard notation an ∼ bn
for lim an/bn = 1. The ase
∑
n∈NK(n) < 1 refers to transient (or terminating)
renewals (of whih the wetting ase is an example), see also Remark 3.2 below.
This framework inludes for example the simple random walk in d ≥ 3, for whih∑
n∈NK(n) < 1 and α = (d/2) − 1, but it is of ourse muh more general. We
will ome bak with more details on this model, but let us just say now that the
denition of the Gibbs measure is given in this ase by (1.1)-(1.2), with S replaed
by τ in the left-hand side and with the event {Sn = 0} replaed by the event
{there is j suh that τj = n}.
1.3. Harris riterion and disorder relevane: the state of the art. The
questions mentioned at the end of Setion 1.1 are typial questions of disorder rel-
evane, i.e., of stability of ritial properties with respet to (weak) disorder. In
renormalization group language, one is asking whether or not disorder drives the
system towards a new xed point. A heuristi tool whih was devised to give an
answer to suh questions is the Harris riterion [77℄, originally proposed for random
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ferromagneti Ising models. The Harris riterion states that disorder is relevant
if the spei heat exponent of the pure system is positive, and irrelevant if it is
negative. In ase suh ritial exponent is zero (this is alled a marginal ase), the
Harris riterion gives no predition and a ase-by-ase deliate analysis is needed.
Now, it turns out that the random pinning model desribed above is a marginal
ase, and from this point of view it is not surprising that the question of disorder
relevane is not solved yet, even on heuristi grounds: in partiular, the authors of
[57℄ (and then also [73; 74℄ and, very reently, [59℄) laimed that for small β the
quenhed ritial point oinides with the annealed one (with our onventions, this
means that both are zero), while in [49℄ it was onluded that they dier for every
β > 0, and that their dierene is of order exp(−const/β2) for β small (we mention
[15; 108; 109℄ whih support this seond possibility). Note that suh a quantity is
smaller than any power of β, and therefore vanishes at all orders in weak-disorder
perturbation theory (this is also typial of marginal ases).
In an eort to redue the problem to its ore, beyond the diulties onneted
to the random walk or renewal struture, a hierarhial pinning model, dened on
a diamond lattie, was introdued in [49℄. In this ase, the laws of the partition
funtions for the systems of size N and 2N are linked by a simple reursion. The
role of α is played here by a real parameter B ∈ (1, 2), whih is related to the
geometry of the hierarhial lattie. Also in this ase, the Harris riterion predits
that disorder is relevant in a ertain regime (here, B < Bc :=
√
2) and irrelevant
in another (B > Bc), while B = Bc is the marginal ase where the spei heat
ritial exponent of the pure model vanishes. Again, the authors of [49℄ predited
that disorder is marginally relevant for B = Bc, and that the dierene between
annealed and quenhed ritial point behaves like exp(−const/β2) for β small (they
gave also numerial evidene that the ritial exponent is modied by disorder).
Let us mention that hierarhial models based on diamond latties have played
an important role in eluidating the eet of disorder on various statistial mehanis
models: we mention for instane [45℄.
The mathematial omprehension of the question of disorder relevane in pinning
models has witnessed remarkable progress lately. First of all, it was proven in [69℄
that an arbitrarily weak (but extensive) disorder hanges the ritial exponent if
α > 1/2 (the analogous result for the hierarhial model was proven in [93℄). Results
onerning the ritial points ame later: in [6; 110℄ it was proven that if α < 1/2
then hc(β) = 0 (and the quenhed ritial exponent oinides with the annealed
one) for β suiently small (the analogous result for the hierarhial model was
given in [64℄). Finally, the fat that hc(β) > 0 for every β > 0 (together with the
orret small-β behavior) in the regime where the Harris riterion predits disorder
relevane was proven in [64℄ in the hierarhial set-up, and then in [46; 8℄ in the
non-hierarhial one. One an therefore safely say that the omprehension of the
relevane question is by now rather solid, exept in the marginal ase (of ourse some
problems remain open, for instane the determination of the value of the quenhed
ritial exponent in the relevant disorder regime, beyond the bounds proved in [69℄).
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1.4. Marginal relevane of disorder. In this work, we solve the question of
disorder relevane for the marginal ase α = 1/2 (or B = Bc in the hierarhial situ-
ation), showing that quenhed and annealed ritial points dier for every disorder
strength β > 0. We also give a quantitative bound, hc(β) ≥ exp(−const/β4) for β
small, whih is however presumably not optimal. The method we use is a non-trivial
extension of the frational moment  hange of measure method whih already al-
lowed to prove disorder relevane for B < Bc in [64℄ or for α > 1/2 in [46℄. A few
words about the evolution of this method may be useful to the reader. The idea of
estimating non-integer moments of the partition funtion of disordered systems is
not new: onsider for instane [26℄ in the ontext of direted polymers in random
environment, or [3℄ in the ontext of Anderson loalization (in the latter ase one
deals with non-integer moments of the propagator). However, the power of non-
integer moments in pinning/wetting models was not appreiated until [111℄, where
it was employed to prove, among other fats, that quenhed and annealed ritial
points dier for large β, irrespetive of the value of α ∈ (0,∞). The new idea whih
was needed to treat the ase of weak disorder (small β) was instead introdued in
[64; 46℄, and it is a hange-of-measure idea, oupled with an iteration proedure:
one hanges the law of the disorder ω in suh a way that the new and the old laws
are very lose in a ertain sense, but under the new one it is easier to prove that
the frational moments of the partition funtion are small. In the relevant disorder
regime, α > 1/2 or B < Bc, it turns out that it is possible to hoose the new law so
that the ωn's are still IID random variables, whose law is simply tilted with respet
to the original one. This tilting proedure is bound to fail if applied for arbitrarily
large volumes, but having suh bounds for suiently large, but nite, system sizes
is atually suient beause of an iteration argument (whih appears very leanly
in the hierarhial set-up).
In order to deal with the marginal ase we will instead introdue a long-range
anti-orrelation struture for the ω-variables. Suh orrelations are arefully hosen
in order to reet the struture of the two-point funtion of the annealed model
and, in the non-hierarhial ase, they are restrited, via a oarse-graining proedure
inspired by [112℄, only to suitable disorder pokets.
We mention also that one of us [90℄ proved reently that disorder is marginally
relevant in a dierent version of the hierarhial pinning model. What simplies the
task in that ase is that the Green funtion of the model is spatially inhomogeneous
and one an take advantage of that by tilting the ω-distributions in a inhomoge-
neous way (keeping the ω's independent). The Green funtion of the hierarhial
model proposed in [49℄ is instead onstant throughout the system and inhomoge-
neous tilting does not seem to be of help (as it does not seem to be of help in the
non-hierarhial ase, sine it does not math with the oarse graining proedure).
The paper is organized as follows: the hierarhial (resp. non-hierarhial) pin-
ning model is preisely dened in Setion 2 (resp. in Setion 3), where we also state
our result onerning marginal relevane of disorder. Suh result is proven in Setion
4 in the hierarhial ase, and in Setion 5 in the non-hierarhial one.
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In order not to hide the novelty of the idea with tehnialities, we restrit our-
selves to Gaussian disorder and, in the ase of the non-hierarhial model, we do not
treat the natural generalization where K(·) is of the form K(n) = L(n)/n3/2 with
L(·) a slowly varying funtion [54, VIII.8℄. We plan to ome bak to both issues in
a forthoming paper [66℄.
2. The hierarhial model
Let 1 < B < 2. We study the following iteration whih transforms a vetor
{R(i)n }i∈N ∈ (R+)N into a new vetor {R(i)n+1}i∈N ∈ (R+)N:
R
(i)
n+1 =
R
(2i−1)
n R
(2i)
n + (B − 1)
B
, (2.1)
for n ∈ N ∪ {0} and i ∈ N.
In partiular, we are interested in the ase in whih the initial ondition is random
and given by R
(i)
0 = e
βωi−β2/2+h
, with ω := {ωi}i∈N a sequene of IID standard
Gaussian random variables and h ∈ R, β ≥ 0. We denote by P the law of ω and by
E the orresponding average. In this ase, it is immediate to realize that for every
given n the random variables {R(i)n }i∈N are IID. We will study the behavior for large
n of Xn := R
(1)
n .
It is easy to see that the average of Xn satises the iteration
E(Xn+1) =
(EXn)
2 + (B − 1)
B
, (2.2)
with initial ondition E(X0) = e
h
. The map (2.2) has two xed points: a stable one,
EXn = (B − 1), and an unstable one, EXn = 1. This means that if 0 ≤ EX0 < 1
then EXn tends to (B− 1) when n→∞, while if EX0 > 1 then EXn tends to +∞.
Remark 2.1. In [49℄ and [64℄, the model with B > 2 was onsidered. However,
the ases B ∈ (1, 2) and B ∈ (2,∞) are equivalent. Indeed, if R(i)n satises (2.1)
with B > 2, it is immediate to see that R̂
(i)
n := R
(i)
n /(B − 1) satises the same
iteration but with B replaed by B̂ := B/(B − 1) ∈ (1, 2). In this work, we prefer
to work with B ∈ (1, 2) beause things turn out to be notationally simpler (e.g., the
annealed ritial point (dened in the next setion) turns out to be 0 rather than
log(B − 1)). In the following, whenever we refer to results from [64℄ we give them
for B ∈ (1, 2).
2.1. Quenhed and annealed free energy and ritial point. The ran-
dom variable Xn is interpreted as the partition funtion of the hierarhial random
pinning model on a diamond lattie of generation n (we refer to [49℄ for a lear
disussion of this onnetion). The quenhed free energy is then dened as
f(β, h) := lim
n→∞
1
2n
E logXn. (2.3)
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In [64, Th. 1.1℄ it was proven, among other fats, that for every β ≥ 0, h ∈ R
the limit (2.3) exists and it is non-negative. Moreover, f(β, ·) is onvex and non-
dereasing. On the other hand, the annealed free energy is by denition
f
a(β, h) := lim
n→∞
1
2n
logEXn. (2.4)
Sine the initial ondition of (2.1) was normalized so that EX0 = e
h
, it is easy to see
that the annealed free energy is nothing but the free energy of the non-disordered
model:
f
a(β, h) = f(0, h). (2.5)
Non-negativity of the free energy allows to dene the quenhed ritial point in a
natural way, as
hc(β) := inf{h ∈ R : f(β, h) > 0}, (2.6)
and analogously one denes the annealed ritial point hac (β). In view of observation
(2.5), one sees that hac(β) = hc(0). Monotoniity and onvexity of f(β, ·) imply that
f(β, h) = 0 for h ≤ hc(β).
For the annealed system, the ritial point and the ritial behavior of the free
energy around it are known (see [49℄ or [64, Th. 1.2℄). What one nds is that for
every B ∈ (1, 2) one has hc(0) = 0, and there exists c := c(B) > 0 suh that for all
0 ≤ h ≤ 1
c(B)−1h1/α ≤ f(0, h) ≤ c(B)h1/α, (2.7)
where
α :=
log(2/B)
log 2
∈ (0, 1). (2.8)
Observe that α is dereasing as a funtion of B, and equals 1/2 for B = Bc :=
√
2.
2.2. Disorder relevane or irrelevane. The main question we are interested
in is whether quenhed and annealed ritial points dier, and if yes how does their
dierene behave for small disorder. Jensen's inequality, E logXn ≤ logEXn, implies
in partiular that f(β, h) ≤ f(0, h) so that hc(β) ≥ hc(0) = 0. Is this inequality
strit?
In [64℄ a quite omplete piture was given, exept in the marginal ase B = Bc
whih was left open:
Theorem 2.2. [64, Th. 1.4℄ If 1 < B < Bc, hc(β) > 0 for every β > 0 and there
exists c1 > 0 suh that for 0 ≤ β ≤ 1
c1β
2α/(2α−1) ≤ hc(β) ≤ c−11 β2α/(2α−1). (2.9)
If B = Bc there exists c2 > 0 suh that for 0 ≤ β ≤ 1
hc(β) ≤ exp(−c2/β2). (2.10)
If Bc < B < 2 there exists β0 > 0 suh that hc(β) = 0 for every 0 < β ≤ β0.
The main result of the present work is that in the marginal ase, the two ritial
points do dier for every disorder strength:
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Theorem 2.3. Let B = Bc. For every 0 < β0 < ∞ there exists a onstant 0 <
c3 := c3(β0) <∞ suh that for every 0 < β ≤ β0
hc(β) ≥ exp(−c3/β4). (2.11)
3. The non-hierarhial model
We let τ := {τ0, τ1, . . .} be a renewal proess of law P, with inter-arrival law
K(·), i.e., τ0 = 0 and {τi − τi−1}i∈N is a sequene of IID integer-valued random
variables suh that
P(τ1 = n) =: K(n)
n→∞∼ CK
n1+α
, (3.1)
with CK > 0 and α > 0. We require that K(·) is a probability on N, whih amounts
to assuming that the renewal proess is reurrent. We require also that K(n) > 0
for every n ∈ N, but this is inessential and it is just meant to avoid making a ertain
number of remarks and small detours in the proofs to take are of this point.
As in Setion 2, ω := {ω1, ω2, . . .} denotes a sequene of IID standard Gaussian
random variables. For a given system size N ∈ N, oupling parameters h ∈ R, β ≥ 0
and a given disorder realization ω the partition funtion of the model is dened by
ZN,ω := E
[
e
PN
n=1(βωn+h−β2/2)δnδN
]
, (3.2)
where δn := 1{n∈τ}, while the quenhed free energy is
f(β, h) := lim
N→∞
1
N
E logZN,ω, (3.3)
(we use the same notation as for the hierarhial model, sine there is no risk of
onfusion). Like for the hierarhial model, the limit exists and is non-negative [62,
Ch. 4℄, and one denes the ritial point hc(β) for a given β ≥ 0 exatly as in (2.6).
Again, one noties that the annealed free energy, i.e., the limit of (1/N) logEZN,ω,
is nothing but f(0, h), so that the annealed ritial point is just hc(0).
Remark 3.1. With respet to most of the literature, our denition of the model is
dierent (but of ourse ompletely equivalent) in that usually the partition funtion
is dened as in (3.2) with h− β2/2 replaed simply by h.
The annealed (or pure) model an be exatly solved and in partiular it is well
known [62, Th. 2.1℄ that, if α 6= 1, there exists a positive onstant cK (whih
depends on K(·)) suh that
f(0, h)
hց0∼ cKhmax(1,1/α). (3.4)
In the ase α = 1, (3.4) has to be modied in that the right-hand side beomes
φ(1/h)h for some slowly-varying funtion φ(·) whih vanishes at innity [62, Th.
2.1℄. In partiular, note that hc(0) = 0 so that hc(β) ≥ 0 by Jensen's inequality,
exatly like for the hierarhial model.
Remark 3.2. The assumption of reurrene for τ , i.e.,
∑
n∈NK(n) = 1, is by no
means a restrition. In fat, as it has been observed several times in the literature, if
ΣK :=
∑
n∈NK(n) < 1 one an dene K˜(n) := K(n)/ΣK , and of ourse the renewal
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τ with law P˜(τ1 = n) = K˜(n) is reurrent. Then, it is immediate to realize from
denition (3.3) that
f(β, h) = f˜(β, h+ log ΣK), (3.5)
f˜ being the free energy of the model dened as in (3.2)-(3.3) but with P replaed
by P˜. In partiular, hac (β) = − log ΣK . This observation allows to apply Theorem
3.5 below, for instane, to the ase where τ is the set of returns to the origin of
a symmetri, nite-variane random walk on Z
3
(pinning of a direted polymer in
dimension (3 + 1)): indeed, in this ase (3.1) holds with α = 1/2. For more details
on this issue we refer to [62, Ch. 1℄.
3.1. Relevane or irrelevane of disorder. Like for the hierarhial model,
the question whether hc(β) oinides or not with hc(0) for β small has been reently
solved, exept in the marginal ase α = 1/2:
Theorem 3.3. If 0 < α < 1/2, there exists β0 > 0 suh that hc(β) = 0 for every
0 ≤ β ≤ β0. If α = 1/2, there exists a onstant c4 > 0 suh that for β ≤ 1
hc(β) ≤ exp(−c4/β2). (3.6)
If α > 1/2, hc(β) > 0 for every β > 0 and, if in addition α 6= 1, there exists a
onstant c5 > 0 suh that if β ≤ 1
c5β
max(2α/(2α−1),2) ≤ hc(β) ≤ c−15 βmax(2α/(2α−1),2). (3.7)
If α = 1 there exist a onstant c6 > 0 and a slowly varying funtion ψ(·) vanishing
at innity suh that for β ≤ 1
c6β
2ψ(1/β) ≤ hc(β) ≤ c−16 β2ψ(1/β). (3.8)
The results for α ≤ 1/2, together with the ritial point upper bounds for α >
1/2, have been proven in [6℄, and then in [110℄; the lower bounds on the ritial
point for α > 1/2 have been proven in [46℄ (the result in [46℄ is slightly weaker than
what we state here and the ase α = 1 was not treated) and then in [8℄ (with the
full result ited here).
The ase α = 0 has also been onsidered, but in that ase (3.1) has to be replaed
by K(n) = L(n)/n, with L(·) a funtion varying slowly at innity and suh that∑
n∈NK(n) = 1. For instane, this orresponds to the ase where τ is the set of
returns to the origin of a symmetri random walk on Z
2
. In this ase, it has been
shown in [9℄ that quenhed and annealed ritial points oinide for every value of
β ≥ 0.
Remark 3.4. Let us reall also that it is proven in [69℄ that, for every α > 0, we
have
f(β, h) ≤ 1 + α
2β2
(h− hc(β))2, (3.9)
for all β > 0, h > hc(β): this means that when α > 1/2 disorder is relevant also in
the sense that it hanges the free-energy ritial exponent (f. (3.4)). The analogous
result for the hierarhial model, with (1 + α) replaed by some onstant c(B) in
(3.9), is proven in [93℄.
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In the present work we prove the following:
Theorem 3.5. Assume that (3.1) holds with α = 1/2. For every β0 > 0 there exists
a onstant 0 < c7 := c7(β0) <∞ suh that for β ≤ β0
hc(β) ≥ e−c7/β4 . (3.10)
4. Marginal relevane of disorder: the hierarhial ase
4.1. Preliminaries: a Galton-Watson representation for Xn. One an
give an expression for Xn whih is analogous to that of the partition funtion (3.2)
of the non-hierarhial model, and whih is more pratial for our purposes. This
involves a Galton-Watson tree [78℄ desribing the suessive osprings of one indi-
vidual. The ospring distribution onentrates on 0 (with probability (B − 1)/B)
and on 2 (with probability 1/B). So, at a given generation, eah individual that
is present has either no desendant or two desendants, and this independently of
any other individual of the generation. This branhing proedure diretly maps to
a random tree (see Figure 2): the law of suh a branhing proess up to generation
n (the rst individual is at generation 0) or, analogously, the law of the random tree
from the root (level n) up to the leaves (level 0), is denoted by Pn. The individ-
uals that are present at the nth generation are a random subset Rn of {1, . . . , 2n}.
We set δj := 1j∈Rn . Note that the mean ospring size is 2/B > 1, so that the
Galton-Watson proess is superritial.
The following proedure on the standard binary graph T (n) of depth n+1 (again,
the root is at level n and the leaves, numbered from 1 to 2n, at level 0) is going to
be of help too. Given I ⊂ {1, . . . , 2n}, let T (n)I be the subtree obtained from T (n) by
deleting all edges exept those whih lead from leaves j ∈ I to the root. Note that,
with the ospring distribution we onsider, in general T (n)I is not a realization of the
n-generation Galton-Watson tree (some individuals may have just one desendant
in T (n)I , see Figure 2).
Let v(n, I) be the number of nodes in T (n)I , with the onvention that leaves are
not ounted as nodes, while the root is.
Proposition 4.1. For every n ≥ 0 we have
Xn = En
[
e
P2n
i=1(βωi+h−β2/2)δi
]
. (4.1)
For every n ≥ 0 and I ⊂ {1, . . . , 2n}, one has
En
[∏
i∈I
δi
]
= B−v(n,I). (4.2)
In partiular, En[δi] = B
−n
for every i = 1, . . . , 2n, i.e., the Green funtion is
onstant throughout the system.
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PSfrag replaements
4 6 13
level 0
(the leaves)
( the root)
level 1
level 2
level 4
. . .
Figure 2. The thik solid lines in the gure form the tree T (4){4,6,13}, whih is
a subtree of the binary tree T (n) (n = 4). Note that T (4){4,6,13} is not a possible
realization of the Galton-Watson tree, while it beomes so if we omplete it by
adding the thin solid lines. At level 0 there are the leaves; the nodes of T (4){4,6,13} are
marked by dots. T (4){4,6,13} ontains v(4, {4, 6, 13}) = 9 nodes. In terms of Galton-
Watson osprings, for the (ompleted) trajetory above R4 = {3, 4, 5, 6, 13, 14}.
Moreover, omputing the average in (4.2) means omputing the probability that
the realization of the Galton-Watson tree ontains T (n)I as a subset: but this simply
means requiring that the individuals at the nodes of T (n)I have two hildren and
the expression (4.2) beomes lear.
Proof of Proposition 4.1. The right-hand side in (4.1) for n = 0 is equal to
exp(h − β2/2 + βω1). Moreover, at the (n + 1)th generation the branhing proess
either ontains only the initial individual (with probability (B−1)/B) or the initial
individual has two hildren, whih we may look at as initial individuals of two
independent Galton-Watson trees ontaining n new generations. We therefore have
that the basi reursion (2.1) is satised.
The seond fat, (4.2), is a diret onsequene of the denitions (see also the
aption of Figure 2). 
Remark 4.2. The representation we have introdued in this setion shows in par-
tiular that EXn is just the generating funtion of |Rn| and the free energy f(0, h)
is therefore a natural quantity for the Galton-Watson proess: and in fat 1/α (α
given in (2.8)) appears in the original works on branhing proesses by T. E. Harris
(of ourse not to be onfused with A. B. Harris, who proposed the disorder relevane
riterion on whih we are fousing in this work).
4.2. The proof of Theorem 2.3. While the disussion of the previous setion
is valid for every B ∈ (1, 2), now we have to assume B = Bc =
√
2. However some of
the steps are still valid in general and we are going to replae B with Bc only when
it is really needed. The proof is split into three subsetions: the rst introdues the
frational moment method and redues the statement we want to prove, whih is a
statement on the limit n→∞ behavior of Xn, to nite-n estimates. The estimates
are provided in the seond and third subsetion.
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4.2.1. The frational moment method. Let U
(i)
n denote the quantity [R
(i)
n − (B−
1)]+ where [x]+ = max(x, 0). Using the inequality
[rs+ r + s]+ ≤ [r]+[s]+ + [r]+ + [s]+, (4.3)
whih holds whenever r, s ≥ −1, it is easy to hek that (2.1) implies
U
(i)
n+1 ≤
U
(2i−1)
n U
(2i)
n + (U
(2i−1)
n + U
(2i)
n )(B − 1)
B
. (4.4)
Given 0 < γ < 1, we dene An := E([Xn − (B − 1)]γ+). From (4.4) above and by
using the frational inequality (∑
ai
)γ
≤
∑
aγi , (4.5)
whih holds whenever ai ≥ 0, we derive
An+1 ≤ A
2
n + 2(B − 1)γAn
Bγ
. (4.6)
One readily sees now that, if there exists some integer k suh that
Ak < B
γ − 2(B − 1)γ, (4.7)
then An tends to zero as n tends to innity (this statement is easily obtain by
studying the xed points of the funtion x 7→ (x2 + 2(B − 1)γx)/Bγ). On the other
hand,
E [Xγn ] ≤ E ([Xn − (B − 1)]+ + (B − 1))γ ≤ (B − 1)γ + An, (4.8)
and therefore (4.7) implies that f(β, h) = 0 sine, by Jensen inequality, we have
1
2n
E logXn ≤ 1
2nγ
logE [Xγn ] . (4.9)
Note that, to establish f(β, h) = 0, it sues to prove that lim supn 2
−n logAn ≤ 0,
hene our approah yields a substantially stronger piee of information, i.e. that the
frational moment An does go to zero.
In order to nd a k suh that (4.7) holds we introdue a new probability measure
P˜ (whih is going to depend on k) suh that P˜ and P are equivalent, that is mutually
absolutely ontinuous. By Hölder's inequality applied for p = 1/γ and q = 1/(1−γ)
we have
Ak = E˜
[
dP
dP˜
[Xk − (B − 1)]γ+
]
≤
(
E
[(
dP
dP˜
) γ
1−γ
])1−γ (
E˜ [[Xk − (B − 1)]+]
)γ
,
(4.10)
and a suient ondition for (4.7) is therefore that
E˜ [[Xk − (B − 1)]+] ≤
(
E
[(
dP
dP˜
) γ
1−γ
])1− 1
γ
(Bγ − 2(B − 1)γ) 1γ . (4.11)
Let x
(0)
n be obtained applying n times the annealed iteration x 7→ (x2+(B−1))/B
to the initial ondition x
(0)
0 = 0. One has that x
(0)
n approahes monotonially the
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stable xed point (B − 1). Sine the oeients in the iteration (2.1) are positive,
one has for every h, β, ω that Xn ≥ x(0)n
n→∞
ր B − 1 (this is a deterministi bound)
and therefore, for any given ζ > 0, one an nd an integer nζ suh that if n ≥ nζ
we have
E˜ [[Xn − (B − 1)]+] ≤ E˜ [Xn − (B − 1)] + ζ
4
. (4.12)
Moreover, sine (Bγ − 2(B − 1)γ) 1γ − (2− B) γր1∼ −cB(1− γ) for some cB > 0, one
an nd γ = γζ suh that (B
γ − 2(B − 1)γ) 1γ ≥ 2−B−ζ/4. At this point, if γ = γζ,
k ≥ nζ and if P˜ is suh that(
E
[(
dP
dP˜
) γ
1−γ
])1− 1
γ
≥ 1− ζ
4
. (4.13)
(reall that P˜ depends on k) and E˜[Xk] ≤ 1−ζ then (4.11) is satised and f(β, h) = 0.
We sum up what we have obtained:
Lemma 4.3. Let ζ > 0 and hoose γ(= γζ) and nζ as above. If there exists k ≥ nζ
and a probability measure P˜ (suh that P and P˜ are equivalent probabilities) suh
that (
E
[(
dP
dP˜
) γ
1−γ
])1− 1
γ
≥ 1− ζ
4
, (4.14)
and
E˜[Xk] ≤ 1− ζ, (4.15)
then the free energy is equal to zero.
4.2.2. The hange of measure. In order to use wisely the result of the previous
setion, we have to nd a measure E˜ := E˜n on the environment whih is, in a sense,
lose to E (f. (4.14)), and that lowers signiantly the expetation of Xn. In [64℄
we introdued the idea of hanging the mean of the ω-variables, while keeping their
IID harater. This strategy was enough to prove disorder relevane for B < Bc,
but it is not eetive in the marginal ase B = Bc we are onsidering here. Here,
instead, we hoose to introdue weak, long range negative orrelations between the
dierent ωi without hanging the laws of the 1-dimensional marginals. As it will be
lear, the ovariane struture we hoose reets the hierarhial struture of the
model we are onsidering.
In the sequel we take h ≥ hc(0) = 0.
We dene P˜n by stipulating that the variables ωi, i > 2
n, are still IID standard
Gaussian independent of ω1, . . . , ω2n , while ω1, . . . , ω2n are Gaussian, entered, and
with ovariane matrix
C := I − εV, (4.16)
where I is the 2n×2n identity matrix, ε > 0 and V is a symmetri 2n×2n matrix with
zero diagonal terms and with positive o-diagonal terms (ε and V will be speied
in a moment).
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The hoie Vii = 0 implies of ourse Trae(V ) = 0, and we are also going to
impose that the Hilbert-Shmidt norm of V veries ‖V ‖2 :=∑i,j V 2i,j = Trae(V 2) =
1. This in partiular implies that C is positive denite (so that P˜n exists!) as soon
as ε < 1: this is beause ‖V ‖, being a matrix norm, dominates the spetral radius
of V .
Now, still without hoosing V expliitly, we ompute a lower bound for the
lefthand side of (4.14). The mutual density of P˜n and P is
dP˜n
dP
(ω) =
e−1/2((C
−1−I)ω,ω)
√
detC
, (4.17)
with the notation (Av, v) :=
∑
1≤i,j≤2n Aijvivj , and therefore a straightforward
Gaussian omputation gives(
E
[(
dP
dP˜n
)γ/(1−γ)])1−1/γ
=
(det[I − (ε/(1− γ))V ])(1−γ)/(2γ)
(detC)1/(2γ)
. (4.18)
If we want to prove a lower bound of the type (4.14), a neessary ondition is of
ourse that the numerator in (4.18) is positive: this is ensured by requiring ε < 1−γ.
For the next omputation we are going to require also that ε/(1− γ) ≤ 1/2: we are
going in fat to use that log(1 + x) ≥ x − x2 if x ≥ −1/2, and Trae(V ) = 0 to
obtain that
det [I − (ε/(1− γ))V ] = exp (Trae(log(I − (ε/(1− γ))V )))
≥ exp
(
− ε
2
(1 − γ)2‖V ‖
2
)
, (4.19)
while log(1 + x) ≤ x and the traeless harater of V diretly imply detC ≤ 1 so
that nally (
E
[(
dP
dP˜n
)γ/(1−γ)])1−1/γ
≥ exp
(
− ε
2
2γ(1− γ)
)
. (4.20)
Next, we estimate the expeted value of Xn under the modied measure: from
(4.1) we see that
E˜nXn = En
[
e(h−(β
2/2))
P2n
i=1 δi E˜ne
P2n
i=1 βωiδi
]
= En
[
e−ε(β
2/2)(V δ,δ)+
P2n
i=1 hδi
]
≤ e2nhEn
[
e−ε(β
2/2)(V δ,δ)
]
.
(4.21)
Finally we hoose V . From (4.21), it is not hard to guess that the most onvenient
hoie, subjet to the onstraint ‖V ‖2 = 1, is
Vij = En[δiδj]
/√ ∑
1≤i 6=j≤2n
(En[δiδj ])2, (4.22)
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for i 6= j, while we reall that Vii = 0. The normalization in (4.22) an be omputed
with the help of Proposition 4.1:∑
1≤i 6=j≤2n
(En[δiδj ])
2 = 2n
∑
1<j≤2n
(En[δ1δj ])
2 = 2n
∑
1≤a≤n
2a−1
B
2(n+(a−1))
c
= n. (4.23)
In the seond equality, we used the fat that there are 2a−1 values of 1 < j ≤ 2n suh
that the two branhes of the tree T (n){1,j} join at level a (f. the notations of Setion
4.1), and suh tree ontains n + a− 1 nodes.
As a side remark, note that if Bc < B < 2 (irrelevant disorder regime) the left-
hand side of (4.23) instead goes to zero with n, while for 1 < B < Bc (relevant
disorder regime) it diverges exponentially with n.
So, in the end, our hoie for V is:
Vij =
{
En[δiδj ]/
√
n if i 6= j
0 if i = j.
(4.24)
4.2.3. Cheking the onditions of Lemma 4.3. To onlude the proof of Theorem
2.3 we have to show that if β ≤ β0 and h ≤ exp(−c3/β4) (and provided that
c3 = c3(β0) is hosen large enough) the onditions of Lemma 4.3 are satised. The
main point is therefore to estimate the expetation of Xn under P˜n.
Realling that (f. (4.21))
E˜nXn ≤ En
[
e
−(β2/2)εP1≤i6=j≤2n δiδj En[δiδj ]√n
]
e2
nh, (4.25)
we dene
Yn :=
∑
1≤i 6=j≤2n
δiδj
En[δiδj ]
n
. (4.26)
Thanks to (4.23), we know that En(Yn) = 1, so that the Paley-Zygmund inequality
gives
Pn (Yn ≥ 1/2) = Pn (Yn ≥ (1/2)En(Yn)) ≥ (En(Yn))
2
4En(Y 2n )
=
1
4En(Y 2n )
. (4.27)
We need therefore the following estimate, whih will be proved at the end of the
setion:
Lemma 4.4. We have:
(1 ≤) K := sup
n
En[Y
2
n ] <∞. (4.28)
Together with (4.27) this implies
Pn[Yn ≥ 1/2] ≥ 1
4K , (4.29)
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so that, for all n ≥ 0,
En
[
e
−(β2/2)εP1≤i6=j≤2n δiδj En[δiδj ]√n
]
= En
[
e−
√
nβ2ε
2
Yn
]
≤ 1− 1
4K
(
1− 4K exp
(
−
√
nβ2ε
4
))
.
(4.30)
We x ζ := 1/(40K) and we hoose γ = γζ (f. Lemma 4.3) and ε in (4.16) small
enough so that (f. (4.20))[
E
(
dP
dP˜n
)γ/(1−γ)]1−1/γ
≥ exp
(
− ε
2
2γ(1− γ)
)
≥ 1− ζ
4
. (4.31)
Then one an hek with the help of (4.30) that for n ≥ 50K/(β4ε2),
En
[
e
−(β2/2)εP1≤i6=j≤2n δiδj En[δiδj ]√n
]
≤ 1− 3ζ. (4.32)
We hoose n = nβ in
[
50K
β4ε2
, 50K
β4ε2
+ 1
)
and h = ζ2−n. If ε has been hosen small
enough above (how small, depending only on β0), this guarantees that n ≥ nζ ,
where nζ was dened just before Lemma 4.3. Injeting (4.32) in (4.25) nally gives
E˜[Xn] ≤ (1− 3ζ)eζ ≤ 1− ζ. (4.33)
The two onditions of Lemma 4.3 are therefore veried, whih ensures that the
free energy is zero for this value of h. In onlusion, for every β ≤ β0 we have proven
that
hc(β) ≥ ζ 2−nβ ≥ 1
80K exp
(
−50K log 2
β4ε2
)
, (4.34)
for some ε = ε(β0) suiently small but independent of β. 
Proof of Lemma 4.4. We have
En(Y
2
n ) =
1
n2
∑
1≤i 6=j≤2n
∑
1≤k 6=l≤2n
En[δiδj ]En[δkδl]En[δiδjδkδl]. (4.35)
We will onsider only the ontribution oming from the terms suh that i 6= k, l and
j 6= k, l. The remaining terms an be treated similarly and their global ontribution
is easily seen to be exponentially small in n. (For instane, when i = k and j = l
one gets
1
n2
∑
1≤i 6=j≤2n
En[δiδj ]
3 ≤ 1
n
En(Yn) max
1≤i<j≤2n
En[δiδj ], (4.36)
whih is exponentially small in n, in view of Theorem 4.1.)
From now on, therefore, we assume that i, j, k, l are all distint. Two ases an
our:
(1) the tree T (n){i,j,k,l} (it is better to view it here has the bakbone tree, not as
the Galton-Watson tree, see Figure 2) has two branhes, whih themselves
bifurate into two sub-branhes, f. Fig. 3(a) for an example. We all
c the level at whih the rst bifuration ours (c = n in the example of
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(a) (b)
k
level 0: the leaves
v
level 2
level n = 4: the root
. . .
level N : the root
Figure 3. The two dierent possible topologies of the tree T (n){i,j,k,l}. Case (b) is
understood to inlude also the trees where the branh whih does not bifurate
is the one on the left, or where the sub-branh whih bifurates is the right de-
sendent of the node v. We onsider only trees where the four leaves are distint,
sine the remaining ones give a ontribution to En(Y
2
n ) whih vanishes for n→∞.
Fig. 3(a)), and a, b the levels at whih the two branhes bifurate. One has
learly 1 ≤ a < c ≤ n and 1 ≤ b < c ≤ n. All trees of this form an be
obtained as follows: rst hoose a leaf f1, between 1 and 2
n
. Then hoose
f2 among the 2
a−1
possible ones whih join with f1 at level a, f3 among the
2c−1 whih join with f1 at level c and nally f4 among the 2b−1 whih join
with f3 at level b. Clearly we are over-ounting the trees (note for example
that already in the hoie of f1 and f2 we are over-ounting by a fator 2),
but we are only after an upper bound for En(Y
2
n ) (the same remark applies
to ase (2) below). We still have to speify how to identify (f1, f2, f3, f4)
with a permutation of (i, j, k, l). When (f1, f2, f3, f4) = (i, j, k, l) we get the
following ontribution to (4.35):
1
n2
∑
1≤a<c≤n
∑
1≤b<c≤n
2n+a+b+c−3
Bn+a+b+c−3c Bn+a−1c Bn+b−1c
, (4.37)
where we used Theorem 4.1 to write, e.g., En[δiδj ] = B
−n−a+1
c . Sine Bc =√
2 we an rewrite (4.37) as
1√
2n2
∑
1<c≤n
(c− 1)22−(n−c)/2, (4.38)
whih is learly bounded as n grows.
If instead (f1, f2, f3, f4) = (i, k, j, l) or (f1, f2, f3, f4) = (i, k, l, j), one
gets
1
n2
∑
1≤a<c≤n
∑
1≤b<c≤n
2n+a+b+c−3
Bn+a+b+c−3c Bn+c−1c Bn+c−1c
, (4.39)
whih is easily seen to be O(1/n2).
All the other permutations of (i, j, k, l) give a ontribution whih equals,
by symmetry, one of the three we just onsidered.
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(2) the tree T (n){i,j,k,l} has two branhes: one of them does not bifurate, the other
one bifurates into two sub-branhes, one of whih bifurates into two sub-
sub-branhes, f. Figure 3(b). Let a1, a2, a3 be the levels where the three
bifurations our, ordered so that 1 ≤ a1 < a2 < a3 ≤ n. This time, we
hoose f1 between 1 and 2
n
and then, for i = 1, 2, 3, fi+1 among the 2
ai−1
leaves whih join with f1 at level ai. If (f1, f2, f3, f4) = (i, j, k, l) one has in
this ase
1
n2
∑
1≤a1<a2<a3≤n
2n+a1+a2+a3−3
Bn+a1+a2+a3−3c Bn+a1−1c Bn+a3−1c
=
1√
2n2
∑
1≤a1<a2<a3≤n
2−(n−a2)/2, (4.40)
whih is O(1/n). Finally, when (f1, f2, f3, f4) is equal to (i, k, j, l) or to
(i, k, l, j) one gets
1
n2
∑
1≤a1<a2<a3≤n
2n+a1+a2+a3−3
Bn+a1+a2+a3−3c Bn+a2−1c Bn+a3−1c
=
1√
2n2
∑
1≤a1<a2<a3≤n
2−(n−a1)/2, (4.41)
whih is O(1/n2).

5. Marginal relevane of disorder: the non-hierarhial ase
Here we prove Theorem 3.5 and therefore we assume that (3.1) holds with α =
1/2.
We hoose and x one and for all a γ ∈ (2/3, 1) and set for h > 0
k := k(h) :=
⌊
1
h
⌋
. (5.1)
Remark 5.1. In [46℄ the hoie k(h) = ⌊1/f(0, h)⌋ was made and it orresponds to
hoosing k(h) equal to the orrelation length of the annealed system. In our ase
1/f(0, h)
hց0∼ 1/(cKh2) (f. (3.4)) and therefore (5.1) may look surprising. However,
there is nothing partiularly deep behind: for α = 1/2, due to the fat that we have
to prove deloalization for h ≤ exp(−c7/β4), hoosing k(h) that diverges for small
h like 1/h instead of 1/h2 just leads to hoosing c7 dierent by a fator 2 (and we
do not trak the preise value of onstants). We take this oasion to stress that
it is pratial to work always with suiently large values of k(h), and this an be
ahieved by hoosing c7 suiently large.
We divide N into bloks
Bi := {(i− 1)k + 1, (i− 1)k + 2, . . . , ik} with i = 1, 2, . . . . (5.2)
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From now on we assume that (N/k) is integer, and of ourse it is also the number
of bloks ontained in the interval {1, . . . , N}.
We dene, in analogy with the hierarhial ase,
AN := E
(
ZγN,ω
)
, (5.3)
and we note that, as in (4.9), Jensen's inequality implies that a suient ondition
for f(β, h) = 0 is that AN does not diverge when N → ∞. Therefore, our task is
to show that for every β0 > 0 we an nd c7 > 0 suh that for every β ≤ β0 and h
suh that
0 < h ≤ exp(−c7/β4), (5.4)
one has that supN AN <∞.
5.1. Deomposition of ZN,ω and hange of measure. The rst step is a
deomposition of the partition funtion similar to that used in [112℄, whih is a
renement of the strategy employed in [46℄. For 0 < i ≤ j we let Zi,j := Z(j−i),θiω,
with (θiω)a := ωi+a, a ∈ N, i.e., θiω is the result of the appliation to ω of a shift by
i units to the left. We deompose ZN,ω aording to the value of the rst point (n1)
of τ after 0, the last point (j1) of τ not exeeding n1 + k − 1, then the rst point
(n2) of τ after j1, and so on. We all ir the index of the blok in whih nr falls, and
ℓ := max{r : nr ≤ N}, see Figure 4. Due to the onstraint N ∈ τ , one has always
iℓ = (N/k).
In formulas:
ZN,ω =
N/k∑
ℓ=1
∑
i0:=0<i1<...<iℓ=N/k
Ẑ(i1,...,iℓ)ω , (5.5)
where
Ẑ(i1,...,iℓ)ω :=
∑
n1∈Bi1
n1+k−1∑
j1=n1
∑
n2∈Bi2 :
n2≥n1+k
n2+k−1∑
j2=n2
. . .
∑
nℓ−1∈Biℓ−1 :
nℓ−1≥nℓ−2+k
nℓ−1+k−1∑
jℓ−1=nℓ−1
∑
nℓ∈BN/k:
nℓ≥nℓ−1+k
zn1K(n1)Zn1,j1zn2K(n2 − j1)Zn2,j2 . . . znℓK(nℓ − jℓ−1)Znℓ,N , (5.6)
and zn := e
βωn+h−β2/2
.
Then, from inequality (4.5), we have
AN ≤
N/k∑
ℓ=1
∑
i0:=0<i1<...<iℓ=N/k
E
[
(Ẑ(i1,...,iℓ)ω )
γ
]
, (5.7)
and, as in (4.10), we apply Hölder's inequality to get
E
[(
Ẑ(i1,...,iℓ)ω
)γ]
=
E˜
[(
Ẑ(i1,...,iℓ)ω
)γ
dP
dP˜
(ω)
]
≤
(
E˜Ẑ(i1,...,iℓ)ω
)γ (
E
[(
dP
dP˜
)γ/(1−γ)])1−γ
. (5.8)
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PSfrag replaements
0
i0 = j0 = 0
N
N
B1 B3
B3
B4 B9
B9
B10 B11 B14
B14
Zn1,j1 Zn2,j2 Zn3,j3 Zn4,N
n1
j1
n2 j2 n3 j3 n4j1
k
2k
n1 + k n2 + k n3 + k
Figure 4. A typial onguration whih ontributes to Ẑ
(i1,...,iℓ)
ω . In this exam-
ple we have N/k = 14, ℓ = 4, i1 = 3, i2 = 9, i3 = 10 and i4 = N/k = 14 (by
denition iℓ = N/k, f. (5.5)). Contat points are only in blak and grey bloks:
the bloks Bij , j = 1, . . . , ℓ are blak and they ontain one (and only one) point
ni. To the right of a blak blok there is either another blak blok or a grey blok
(exept for the last blak blok, Biℓ , that ontains the end-point N of the system).
The bottom part of the gure zooms on blak and grey bloks. We see that to the
right of ni (big blak dots) there are renewal points before ni + k; for i < ℓ, ji is
the rightmost one and it is marked by a big empty dot (even if it is not the ase
in the gure, it may happen that there is none: in that ase ji = ni). Therefore,
between empty dots and blak dots there is no ontat point (the origin should
be onsidered an empty dot too). Note that ji an be in Bi, as it is the ase for
j2, or in Bi+1, as it is the ase for j1 and j3. Going bak to the gure on top, we
observe that the set M of (1.5) is {3, 4, 9, 10, 11, 14}, that is the olletion of blak
and grey bloks. We point out that it may happen that a grey blok ontains no
point, but it is onvenient for us to treat grey bloks as if they always ontained
ontat points. It is only to the harges ω in blak and grey bloks that we apply
the hange-of-measure argument that is ruial for our proof.
The new law P˜ := P˜(i1,...,iℓ) will be taken to depend on the set (i1, . . . , iℓ). In order
to dene it, let rst of all
M := M(i1, . . . , iℓ) := {i1, i2, . . . , iℓ} ∪ {i1 + 1, i2 + 1, . . . , iℓ−1 + 1}. (5.9)
Then, we say that under P˜ the random vetor ω is Gaussian, entered and with
ovariane matrix
E˜(ωiωj) = 1i=j − Cij :=
{
1i=j −Hij if there exists u ∈M suh that i, j ∈ Bu,
1i=j otherwise,
(5.10)
and
Hij :=
{
(1− γ)/√9 k(log k) |i− j| if i 6= j,
0 if i = j.
(5.11)
Note that all the Cij 's are non-negative. It is immediate to hek that the k × k
symmetri matrix Ĥ := {Hij}ki,j=1 satises
‖Ĥ‖ :=
√√√√ k∑
i,j=1
H2ij ≤
1− γ
2
, (5.12)
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for k suiently large. In words: ωn's in dierent bloks are independent; in bloks
Bu with u /∈ M they are just IID standard Gaussian random variables, while if
u ∈ M then the random vetor {ωn}n∈Bu has ovariane matrix I − Ĥ, where I is
the k × k identity matrix. Note that, sine ‖Ĥ‖ dominates the spetral radius of
Ĥ , (5.12) guarantees that I − Ĥ is positive denite (and also that I − (1 − γ)−1Ĥ
is positive denite, that will be needed just below).
The last fator in the right-hand side of (5.8) is easily obtained realling (4.18)
and independene of the ωn's in dierent bloks, and one gets(
E˜
[(
dP
dP˜
)γ/(1−γ)])1−γ
=
(
det(I − Ĥ)
(det(I − 1/(1− γ)Ĥ))1−γ
)|M |/2
. (5.13)
Sine Ĥ has trae zero and its (Hilbert-Shmidt) norm satises (5.12), one an apply
det(I − Ĥ) ≤ exp(−Trae(Ĥ)) = 1 and (4.19) (with V replaed by Ĥ and ε by 1)
to get that the right-hand side of (5.13) is bounded above by exp(|M |/2), whih in
turn is bounded by exp(ℓ). Together with (5.8) and (5.7), we onlude that
AN ≤
N/k∑
ℓ=1
∑
i0:=0<i1<...<iℓ=N/k
eℓ
[
E˜Ẑ(i1,...,iℓ)ω
]γ
. (5.14)
5.2. Redution to a non-disordered model. We wish to bound the right-
hand side of (5.14) with the partition funtion of a non-disordered pinning model
in the deloalized phase, whih goes to zero for large N . We start by laiming that
E˜Ẑ(i1,...,iℓ)ω ≤
∑
n1∈Bi1
. . .
∑
nℓ∈BN/k:
nℓ≥nℓ−1+k
K(n1)K(n2 − j1) . . .K(nℓ − jℓ−1)
× U(j1 − n1)U(j2 − n2) . . . U(N − nℓ), (5.15)
where
U(n) = c8P(n ∈ τ)E
[
e−β
2
P
1≤i<j≤n/2 Hijδiδj
]
, (5.16)
and c8 is a positive onstant depending only on K(·). This is proven in Appendix
4.A.2. We are also going to make use of:
Lemma 5.2. There exists C2 = C2(K(·)) <∞ suh that if, for some η > 0,
k−1∑
j=0
U(j) ≤ η
√
k (5.17)
and
k−1∑
j=0
∑
n≥k
U(j)K(n− j) ≤ η, (5.18)
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then there exists C1 = C1(η, k,K(·)) suh that the right-hand side of (5.15) is
bounded above by
C1η
ℓCℓ2
ℓ∏
r=1
1
(ir − ir−1)3/2 . (5.19)
It is important to note that C2 does not depend on η.
Lemma 5.2 is a small variation on [112, Lemma 3.1℄, but, both beause the model
we are onsidering is somewhat dierent and for sake of ompleteness, we give the
details of the proof in Appendix 4.A.2.
Now assume that onditions (5.17)-(5.18) are veried for some η. Colleting
(5.14), (5.15) and Lemma 5.2, we have then
AN ≤ Cγ1
N/k∑
ℓ=1
∑
i0:=0<i1<...<iℓ=N/k
(ηγ Cγ2 e)
ℓ
ℓ∏
r=1
1
(ir − ir−1)(3/2)γ . (5.20)
In the right-hand side we reognize, apart from the irrelevant multipliative onstant
Cγ1 , the partition funtion of a non-random (β = 0) pinning model with N replaed
by N/k, K(·) replaed by
K̂(n) =
1
n(3/2)γ
1∑
i≥1 i
−(3/2)γ , (5.21)
and h replaed by
ĥ := log
(
ηγ Cγ2 e
∑
n∈N
1
n(3/2)γ
)
. (5.22)
Note that K̂(·) is normalized to be a probability measure on N, whih is possible
sine (by assumption) γ > 2/3, and that it has a power-law tail with exponent
(3/2)γ > 1. Thanks to Lemma 4.A.1 below, one has that the right-hand side of
(5.20) tends to zero for N →∞ whenever
ĥ < 0. (5.23)
Therefore, if η is so small that (5.23) holds, we an onlude that AN tends to zero
for N →∞ and therefore f(β, h) = 0.
The proof of Theorem 3.5 is therefore onluded one we prove
Proposition 5.3. Fix η > 0 suh that (5.23) holds. For every β0 > 0 there exists
0 < c7 <∞ suh that if β ≤ β0 and 0 < h ≤ exp(−c7/β4), onditions (5.17)-(5.18)
are veried.
Proof of Proposition 5.3. We need to show that the two hypotheses of
Lemma 5.2 hold and for this we are going to use the following result:
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Lemma 5.4. Under the law P, the random variable
WL := (
√
L logL)−1
∑
1≤i<j≤L
δiδj/
√
j − i, (5.24)
onverges in distribution, as L tends to ∞, to c|Z| (Z ∼ N(0, 1) and c a positive
onstant).
This lemma, the proof of whih may be found just below (together with the
expliit value of c), diretly implies that, if we set S(a, L) := E [exp (−aWL)], we
have lima→∞ limL→∞ S(a, L) = 0 and, by the monotoniity of S(·, L), we get
lim
a,L→∞
S(a, L) = 0. (5.25)
Let us verify (5.17). Note rst of all that (f. (5.16) and (5.11))
U(n) = c8P(n ∈ τ)S
(
β2(1− γ)
√
log k
√
n/2
9 k
log(n/2)
log k
,
n
2
)
=: c8P(n ∈ τ)sβ(k, n). (5.26)
We reall also that ([51, Th. B℄)
P(n ∈ τ) n→∞∼ 1
2πCK
√
n
, (5.27)
and therefore there exists c9 > 0 suh that for every n ∈ N
P(n ∈ τ) ≤ c9√
n
. (5.28)
Split the sum in (5.17) aording to whether j ≤ δk or not (δ = δ(η) ∈ (0, 1) is
going to be hosen below). By using S(a, L) ≤ 1 (in the ase j ≤ δk) and (5.28) we
obtain
k−1∑
j=0
U(j) ≤ c8 + c8c9
δk∑
j=1
1√
j
+ c8c9
k−1∑
j=δk+1
1√
j
sβ(k, j). (5.29)
Sine if c7 is hosen suiently large
β2
√
log k ≥
√
c7 − β4 log 2 ≥ √c7/2, (5.30)
and sine k may be made large by inreasing c7, we diretly see that (5.25) implies
that sβ(k, j) may be made smaller than (say) δ for every δk < j < k by hoosing c7
suiently large. Therefore (5.29) implies
k−1∑
j=0
U(j) ≤ 4c8c9(
√
δ + δ)
√
k. (5.31)
By hoosing δ = δ(η) suh that 4c8c9(
√
δ + δ) ≤ η, we have (5.17). The proof of
(5.18) is absolutely analogous to the proof of (5.17) and it is therefore omitted. 
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5.3. Proof of Lemma 5.4. We introdue the notation
Y
(i)
L :=
L∑
j=i+1
δj√
j − i , so that WL =
1√
L logL
L−1∑
i=1
δiY
(i)
L . (5.32)
Let us observe that, thanks to the renewal property of τ , under P(·|δi = 1), Y (i)L
is distributed like YL−i := Y
(0)
L−i (under P). The rst step in the proof is observing
that, in view of (5.28),
E
 1√
L logL
L−1∑
i=(1−ε)L
δiY
(i)
L
 =
1
logL
√
L
L−1∑
i=(1−ε)L
L∑
j=i+1
P(i ∈ τ)P(j − i ∈ τ)√
j − i = O(ε), (5.33)
uniformly in L, so we an fous on studying WL,ε, dened as WL, but stopping the
sum over i at (1− ε)L. At this point we use that
lim
L→∞
YL
logL
=
1
2πCK
=: ĉK , (5.34)
in L2(P) (and hene in L1(P)). We postpone the proof of (5.34) and observe that,
thanks to the properties of the logarithm, it implies that for every ε > 0
lim
L→∞
sup
q∈[ε,1]
E
[∣∣∣∣∣ 1logL
qL∑
j=1
δj√
j
− ĉK
∣∣∣∣∣
]
= 0. (5.35)
Let us write
RL := WL,ε − ĉK√
L
(1−ε)L∑
i=1
δi (5.36)
and note that L−1/2
∑(1−ε)L
i=1 δi onverges in law toward
√
(1− ε)/(2πC2K) |Z|. This
follows diretly by using that the event
∑L
i=1 δi ≥ m is the event τm ≤ L (τm is of
ourse the m-th point in τ after 0) and by using the fat that τ1 is in the domain
of attration of the positive stable law of index 1/2 [54, VI.2 and XI.5℄. It sues
therefore to show that E[|RL|] tends to zero. We have
E [|RL|] ≤ 1√
L
(1−ε)L∑
i=1
E[δi]E
[∣∣∣∣ Y (i)LlogL − ĉK
∣∣∣∣
∣∣∣∣∣ δi = 1
]
=
1√
L
(1−ε)L∑
i=1
E[δi]E
[∣∣∣∣ YL−ilogL − ĉK
∣∣∣∣] = o(1), (5.37)
where in the last step we have used (5.35) and (5.28).
Note that we have also proven that c = (2π)−3/2C−2K in the statement of Lemma
5.4.
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We are therefore left with the task of proving (5.34). This result has been
already proven [30, Th. 6℄ when τ is given by the suessive returns to zero of a
entered, aperiodi and irreduible random walk on Z with bounded variane of the
inrement variable. Note that, by well established loal limit theorems, for suh
a lass of random walks we have (5.27). Atually in [30℄ it is proven that (5.34)
holds almost surely as a onsequene of varP(YL) = O(logL). What we are going
to do is simply to re-obtain suh a bound, by repeating the steps in [30℄ and using
(5.27)-(5.28), for the general renewal proesses that we onsider (as a side remark:
also in our generalized set-up, almost sure onvergene holds).
The proof goes as follows: by using (5.27) it is straightforward to see that
limL→∞E[YL/ logL] = ĉK , so that we are done if we show that varP(YL/ logL)
vanishes as L→∞. So we start by observing that
varP(YL) =
∑
i,j
E[δiδj ]−E[δi]E[δj ]√
ij
= 2
L−1∑
i=1
L∑
j=i+1
E[δiδj ]− E[δi]E[δj]√
ij
+O(1),
(5.38)
by (5.28). Now we ompute
L−1∑
i=1
L∑
j=i+1
E[δiδj ]− E[δi]E[δj]√
ij
=
L−1∑
i=1
E[δi]√
i
[
L−i∑
j=1
E[δj ]√
j + i
−
L∑
j=i+1
E[δj]√
j
]
≤
L−1∑
i=1
E[δi]√
i
[
L−i∑
j=1
E[δj]√
j + i
−
L∑
j=i+1
E[δj]√
j + i
]
≤
L−1∑
i=1
E[δi]√
i
i∑
j=1
E[δj]√
j + i
≤
L−1∑
i=1
E[δi]
i
i∑
j=1
E[δj ] ≤ c29
L−1∑
i=1
1
i3/2
i∑
j=1
1
j1/2
= O(logL),
(5.39)
where, in the last line, we have used (5.28). In view of (5.38), we have obtained
varP(YL) = O(logL) and the proof (5.34), and therefore of Lemma 5.4 is omplete.

4.A. Some tehnial results and useful estimates
4.A.1. Two results on renewal proesses. The rst result onerns the non-
disordered pinning model and is well known:
Lemma 4.A.1. Let K(·) be a probability on N whih satises (3.1) for some α > 0.
If h < 0, we have that
N∑
ℓ=1
∑
i0:=0<i1<...<iℓ=N
ehℓ
ℓ∏
r=1
K(ir − ir−1) N→∞−→ 0. (4.A.1)
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This is implied by [62, Th. 2.2℄, sine the left-hand side of (4.A.1) is nothing
but the partition funtion of the homogeneous pinning model of length N , whose
ritial point is hc = 0 (f. also (3.4)).
The seond fat we need is
Lemma 4.A.2. There exists a positive onstant c, whih depends only on K(·),
suh that for every positive funtion fN(τ) whih depends only on τ ∩ {1, . . . , N}
one has
sup
N>0
E[fN(τ)|2N ∈ τ ]
E[fN(τ)]
≤ c. (4.A.2)
Proof. The statement follows by writing fN(τ) as fN(τ)
∑N
n=0 1{XN=n}, where
XN is the last renewal epoh up to (and inluding) N , and using the bound
sup
N
max
n=0,...,N
P(XN = n|2N ∈ τ)
P(XN = n)
=: c <∞,
whih is equation (A.15) in [46℄ (this has been proven also in [112℄, where the proof
is repeated to show that c an be hosen as a funtion of α only). 
4.A.2. Proof of (5.15). Dening the event
Ωn,j := {N ∈ τ and {jr−1, . . . , nr} ∩ τ = {jr−1, nr} for all r = 1, . . . , ℓ}, (4.A.3)
with the onvention that j0 := 0, we have
Ẑ(i1,...,iℓ)ω =
∑
n1∈Bi1
. . .
∑
nℓ∈BN/k:
nℓ≥nℓ−1+k
E
[
e
PN
n=1(βωn+h−β2/2)δn ; Ωn,j
]
. (4.A.4)
Sine P˜ is a Gaussian measure and δ2i = δi for every i, the omputation of E˜Ẑ
(i1,...,iℓ)
ω
is immediate:
E˜Ẑ(i1,...,iℓ)ω =
∑
n1∈Bi1
. . .
∑
nℓ∈BN/k:
nℓ≥nℓ−1+k
E
[
eh
PN
n=1 δn−β2/2
PN
i,j=1 Cijδiδj ; Ωn,j
]
. (4.A.5)
In view of Cij ≥ 0, we obtain an upper bound by negleting in the exponent the
terms suh that nr ≤ i ≤ jr and nr′ ≤ j ≤ jr′ with r 6= r′. At that point, the E
average may be fatorized, by using the renewal property, and we obtain (reall that
Cii = 0)
E˜Ẑ(i1,...,iℓ)ω ≤
∑
n1∈Bi1
. . .
∑
nℓ∈BN/k:
nℓ≥nℓ−1+k
K(n1) . . .K(nℓ − jℓ−1)
×
ℓ∏
r=1
E
[
eh
Pjr
i=nr
δi−β2
P
nr≤i<j≤jr Cijδiδj1{jr∈τ}
∣∣∣nr ∈ τ] ,
(4.A.6)
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with the onvention that jℓ := N . We are left with the task of proving that
E
[
eh
Pjr
i=nr
δi−β2
P
nr≤i<j≤jr Cijδiδj1{jr∈τ}
∣∣∣nr ∈ τ] ≤ U(jr − nr), (4.A.7)
with U(·) satisfying (5.16). We remark rst of all that the left-hand side of (4.A.7)
equals
P(jr − nr ∈ τ)E
[
eh
Pjr
i=nr
δi−β2
P
nr≤i<j≤jr Cijδiδj
∣∣∣nr ∈ τ, jr ∈ τ] . (4.A.8)
Sine by onstrution jr − nr < k(h) = ⌊1/h⌋, one has
eh
Pjr
i=nr
δi ≤ e. (4.A.9)
As for the remaining average, assume without loss of generality that |{nr, nr +
1, . . . , jr} ∩ Bir | ≥ (jr − nr)/2 (if this is not the ase, the inequality learly holds
with Bir replaed by Bir+1 and the arguments whih follow are trivially modied).
Then,
E
[
e−β
2
P
nr≤i<j≤jr Cijδiδj
∣∣∣nr ∈ τ, jr ∈ τ] ≤
E
exp
−β2 ∑
0<i<j≤(jr−nr)/2
δiδjHij
∣∣∣∣∣∣ jr − nr ∈ τ
 . (4.A.10)
Finally, the onditioning in (4.A.10) an be eliminated using Lemma 4.A.2, and
(5.15) is proved. 
4.A.3. Proof of Lemma 5.2. In this proof (and in the statement) two positive
numbers C1 and C2 appear. C1 is going to hange along with the steps of the proof:
it depends on η, k and on K(·). C2 instead is hosen one and for all below and it
depends only on K(·). We start by giving a name to the right-hand side of (5.15):
Q :=
∑
n1∈Bi1
n1+k−1∑
j1=n1
∑
n2∈Bi2 :
n2≥n1+k
n2+k−1∑
j2=n2
. . .
∑
nℓ−1∈Biℓ−1 :
nℓ−1≥nℓ−2+k
nℓ−1+k−1∑
jℓ−1=nℓ−1
∑
nℓ∈BN/k:
nℓ≥nℓ−1+k
K(n1) . . .K(nℓ − jℓ−1)U(j1 − n1) . . . U(jℓ−1 − nℓ−1)U(N − nℓ). (4.A.11)
Sine N − nℓ < k, we an get rid of U(N − nℓ) (≤ c8P(N − nℓ ∈ τ)) and of the
right-most sum (on nℓ), replaing nℓ by N , by paying a prie that depends on k and
K(·) (this prie goes into C1). Therefore we have
Q ≤ C1
∑
n1∈Bi1
. . .
nℓ−1+k−1∑
jℓ−1=nℓ−1
K(n1) . . .K(nℓ − jℓ−1)U(j1 − n1) . . . U(jℓ−1 − nℓ−1),
(4.A.12)
where by onvention from now on nℓ := N . Now we single out the long jumps. The
set of long jump arrival points is dened as
J = J(i1, i2, . . . , iℓ) := {r : 1 ≤ r ≤ ℓ, ir > ir−1 + 2} , (4.A.13)
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and the denition guarantees that a long jump {jr−1, . . . , nr} ontains at least one
whole blok with no renewal point inside. For r ∈ J we use the bound
K(nr − jr−1) ≤ C2
(ir − ir−1)3/2k3/2 , (4.A.14)
and we stress that we may and do hoose C2 depending only on K(·). For later use,
we hoose C2 ≥ 23/2. This leads to
Q ≤ C1 k−3|J |/2
∏
r∈J
C2
(ir − ir−1)3/2
×
∑
n1∈Bi1
. . .
nℓ−1+k−1∑
jℓ−1=nℓ−1
 ∏
r∈{1,...,ℓ}\J
K(nr − jr−1)
 U(j1 − n1) . . . U(jℓ−1 − nℓ−1).
(4.A.15)
Now we perform the sums in (4.A.15) and bound the outome by using the assump-
tions (5.17) and (5.18).
We rst sum over jr−1, r ∈ J , keeping of ourse into aount the onstraint
0 ≤ jr−1 − nr−1 < k. By using (5.17) suh sum yields at most (η
√
k)|J | if 1 /∈ J . If
1 ∈ J , for r = 1 then j0 = 0 and there is no summation: we an still bound the sum
by (η
√
k)|J |, provided that we hange the onstant C1.
Seond, we sum over jr−1, nr for r ∈ {1, . . . , ℓ} \ J and use (5.18). One again
we have to treat separately the ase r = 1, as above. But if 1 /∈ {1, . . . , ℓ} \ J we
diretly see that the summation is bounded by ηℓ−|J |.
Finally, we have to sum over nr, for r ∈ J . The summand does not depend on
these variables anymore, so this gives at most k|J |.
Putting these estimates together we obtain
Q ≤ C1 (η
√
k)|J |ηℓ−|J |k|J |
k3|J |/2
∏
r∈J
C2
(ir − ir−1)3/2 ≤ C1η
ℓCℓ2
ℓ∏
r=1
1
(ir − ir−1)3/2 , (4.A.16)
where, in the last step, we have used C2 ≥ 23/2. The proof of Lemma 5.2 is therefore
omplete. 
CHAPTER 5
Disorder relevane at marginality and ritial point shift
1. introdution
1.1. Relevant, irrelevant and marginal disorder. The renormalization group
approah to disordered statistial mehanis systems introdues a very interesting
viewpoint on the role of disorder and on whether or not the ritial behavior of
a quenhed system oinides with the ritial behavior of the orresponding pure
system. The Harris riterion [77℄ is based on suh an approah and it may be sum-
marized in the following way: if the spei heat exponent of the pure system is
negative, then a small amount of disorder does not modify the ritial properties
of the pure system (irrelevant disorder regime), but if the spei heat exponent of
the pure system is positive then even an arbitrarily small amount of disorder may
lead to a quenhed ritial behavior dierent from the ritial behavior of the pure
system.
A lass of disordered models on whih suh ideas have been applied by several
authors is the one of pinning models (see e.g. [57; 49℄ and the extensive bibliography
in [62; 65℄). The reason is in part due to the remarkable fat that pure pinning models
are exatly solvable models for whih, by tuning a parameter, one an explore all
possible values of the spei heat exponent [55℄. As a matter of fat, the validity of
Harris riterion for pinning models in the physial literature nds a rather general
agreement. Moreover, for the pinning models the renormalization group approah
goes beyond the ritial properties and yields a predition also on the loation of
the ritial point.
Reently, the Harris riterion preditions for pinning models have been put on
rm grounds in a series of papers [6; 110; 46; 9℄ and some of these rigorous results
go even beyond the preditions. Notably in [69℄ it has been shown that disorder
has a smoothing eet in this lass of models (a fat that is not a onsequene of
the Harris riterion and that does not nd unanimous agreement in the physial
literature).
However, a substantial amount of the literature on disordered pinning and Harris
riterion revolves around a spei issue: what happens if the spei heat exponent
is zero (i.e. at marginality)? This is really a ontroversial issue in the physial liter-
ature, started by the disagreement in the onlusions of [57℄ and [49℄. In a nutshell,
the disagreement lies on the fat that the authors of [57℄ predit that disorder is
irrelevant at marginality and, notably, that quenhed and annealed ritial points
oinide at small disorder, while the authors of [49℄ laim that disorder is relevant for
arbitrarily small disorder, leading to a ritial point shift of the order of exp(−cβ−2)
(c > 0) for β ց 0 (β2 is the disorder variane).
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Reently we have been able to prove that, at marginality, there is a shift of the
ritial point indued by the presene of disorder [65℄, at least for Gaussian disorder.
We have atually proven that the shift is at least exp(−cβ−4). The purpose of the
present work is to go beyond [65℄ in three aspets:
(1) We want to deal with rather general disorder variables: we are going to
assume only that the exponential moments are nite.
(2) We are going to improve the bound exp(−cβ−b), b = 4, on the ritial point
shift, to b = 2 + ǫ (ǫ > 0 arbitrarily small, and c = c(b)).
(3) We will prove our results for a generalized lass of pinning models. Pinning
models are based on disrete renewal proesses, haraterized by an inter-
arrival distribution whih has power-law deay (the exponent in the power
law parametrizes the model and varying suh parameter one explores the
dierent types of ritial behaviors we mentioned before). The generalized
pinning model is obtained by relaxing the power law deay to regularly
varying deay, that is (in partiular) we allow logarithmi orretion to
power-law deay. This, in a sense, allows zooming into the marginal ase
and makes learer the interplay between the underlying renewal and the
disorder variables.
1.2. The framework and some basi fats. In mathematial terms, disor-
dered pinning models are one-dimensional Gibbs measures with random one-body
potentials and referene measure given by the law of a renewal proess. Namely,
pinning models are built starting from a (non-delayed, disrete) renewal proess
τ = {τn}n=0,1,..., that is a sequene of random variables suh that τ0 = 0 and
{τj+1 − τj}j=0,1,... are independent and identially distributed with ommon law
(alled inter-arrival distribution) onentrated on N := {1, 2, . . .} (the law of τ is
denoted by P): we will atually assume that suh a distribution is regularly varying
of exponent 1 + α, i.e.
K(n) := P(τ1 = n) =
L(n)
n1+α
, for n = 1, 2, . . . , (1.1)
where α ≥ 0 and L(·) is a slowly varying funtion, that is L : (0,∞) → (0,∞) is
measurable and it satises limx→∞L(cx)/L(x) = 1 for every c > 0. There is atually
no loss of generality in assuming L(·) smooth and we will do so (we refer to [16℄ for
properties of slowly varying funtions).
Remark 1.1. Examples of slowly varying funtions inlude logarithmi slowly vary-
ing funtions (this is probably not a standard terminology, but it will ome handy),
that is the positive measurable funtions that behave like a(log(x))b as x → ∞,
with a > 0 and b ∈ R. These funtions are just a partiular lass of slowly varying
funtions, but it is already rih enough to appreiate the results we are going to
present. Moreover we will say that L(·) is trivial if limx→∞ L(x) = c ∈ (0,∞). The
general statements about slowly varying funtion that we are going to use an be
veried in an elementary way for logarithmi slowly varying funtions; readers who
feel uneasy with the general theory may safely fous on this restrited lass.
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Without loss of generality we assume that
∑
n∈NK(n) = 1 (atually, we have
impliitly done so when we have introdued τ). This does not look at all like an
innouous assumption at rst, beause it means that τ is persistent, namely τj <∞
for every j, while if
∑
nK(n) < 1 then τ is terminating, that is |{j : τj <∞}| <∞
a.s.. It is however really a harmless assumption, as explained in detail in [62, Ch. 1℄
and realled in the aption of Figure 1.
The disordered potentials are introdued by means of the IID sequene {ωn}n=1,2,...
of random variables (the harges) suh that M(t) := E[exp(tω1)] < ∞ for every t.
Without loss of generality we may and do assume that E[ω1] = 0 and varP(ω1) = 1.
The model we are going to fous on is dened by the sequene of probability
measures PN,ω,β,h = PN,ω, indexed by N ∈ N, dened by
dPN,ω
dP
(τ) :=
1
ZN,ω
exp
(
N∑
n=1
(βωn + h− logM(β)) δn
)
δN , (1.2)
where β ≥ 0, h ∈ R, δn is the indiator funtion that n = τj for some j and ZN,ω is
the partition funtion, that is the normalization onstant. It is pratial to look at
τ as a random subset of {0} ∪ N, so that, for example, δn = 1n∈τ .
Remark 1.2. We have hosen M(t) < ∞ for every t only for ease of exposition.
The results we present diretly generalize to the ase in whih M(t0)+M(−t0) <∞
for a t0 > 0. In this ase it sues to look at the system only for β ∈ [0, t0).
Three omments on (1.2) are in order:
(1) we have introdued the model in a very general set-up whih is, possibly,
not too intuitive, but it allows a unied approah to a large lass of models
[55; 62℄. It may be useful at this stage to look at Figure 1 that illustrates
the random walk pinning model;
(2) the presene of − logM(β) in the exponent is just a parametrization of the
problem that omes partiularly handy and it an be absorbed by redening
h;
(3) the presene of δN in the right-hand side means that we are looking only
at trajetories that are pinned at the endpoint of the system. This is just
a boundary ondition and we may as well remove δN for the purpose of the
results that we are going to state, sine it is well known for example that
the free energy of this system is independent of the boundary ondition
(e.g. [62, Ch. 4℄). Nonetheless, at a tehnial level it is more pratial to
work with the system pinned at the endpoint.
The (Laplae) asymptoti behavior of ZN,ω shows a phase transition. In fat, if
we dene the free energy as
f(β, h) := lim
N→∞
1
N
E logZN,ω, (1.3)
where the limit exists sine the sequene {E logZN,ω}N is super-additive (see e.g.
[62, Ch. 4℄, where it is also proven that f(β, h) oinides with the P( dω)-almost sure
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Figure 1. A symmetri random walk trajetory with inrements taking values
in {−1, 0,+1} is represented as a direted random walk. On the x-axis, the defet
line, there are quenhed harges ω that are olleted by the walk when it hits
the harge loation. The energy of a trajetory just depends on the underlying
renewal proess τ . For the ase in the gure, K(n) := P(τ1 = n) ∼ const.n−3/2
for n→∞ (e.g. [62, App. A.6℄). Moreover the walk is reurrent, so∑nK(n) = 1.
There is however another interpretation of the model: the harges may be thought
of as stiking to S, not viewed this time as a direted walk. If the walk hits
the origin at time n, the energy is inremented by (βωn + h − logM(β)). This
interpretation is partiularly interesting for a three-dimensional symmetri walk
in Z
3
: the walk may be interpreted as a polymer in d = 3, arrying harges on
eah monomer, and the monomers interat with a point in spae (the origin) via
a harge-dependent potential. Also in this ase K(n) ∼ const.n−3/2, but the
walk is transient so that
∑
nK(n) < 1 (e.g. [62, App. A.6℄). It is rather easy to
see that any model based on a terminating renewal with inter-arrival distribution
K(·) an be mapped to a model based on the persistent renewal with inter-arrival
distribution K(·)/∑nK(n) at the expense of hanging h to h+log∑nK(n). For
muh more detailed aounts on the (very many!) models that an be diretly
mapped to pinning models we refer to [55; 62℄.
limit of (1/N) logZN,ω, so that f(β, h) is eetively the quenhed free energy), then
it is easy to see that f(β, h) ≥ 0: in fat,
f(β, h) ≥ lim sup
N→∞
1
N
E logE
[
exp
(
N∑
n=1
(βωn + h− logM(β)) δn
)
1τ1=N
]
= lim
N→∞
1
N
((h− logM(β)) + logP(τ1 = N)) = 0. (1.4)
The transition we are after is aptured by setting
hc(β) := sup{h : f(β, h) = 0} = inf{h : f(β, h) > 0}, (1.5)
where the equality is a diret onsequene of the fat that f(β, ·) is non-dereasing
(let us point out also that the free energy is a ontinuous funtion of both arguments,
as it follows from standard onvexity arguments). We have the bounds (see point
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(2) just below for the proof)
f(0, h− logM(β)) ≤ f(β, h) ≤ f(0, h) , (1.6)
whih diretly imply
hc(0) ≤ hc(β) ≤ hc(0) + logM(β) . (1.7)
Two important observations are:
(1) the bounds in (1.6) are given in terms of f(0, ·), that is the free energy of
the non-disordered system, whih an be solved analytially (e.g. [55; 62℄).
In partiular hc(0) = 0 for every α and every hoie of L(·) (in fat hc(0) =
− log∑nK(n) and we are assuming that τ is persistent). We will keep in
our formulae hc(0) both beause we think that it makes them more readable
and beause they happen to be true also if τ were a terminating renewal).
(2) The upper bound in (1.6), that entails the lower bound in (1.7), follows
diretly from the standard annealed bound, that is E logZN,ω ≤ logEZN,ω,
and by observing that the annealed partition funtion EZN,ω oinides with
the partition funtion of the quenhed model with β = 0, that is simply the
non-disordered ase (of ourse, the presene of the term − logM(β) in (1.2)
nds here its motivation). The lower bound in (1.6), entailing the upper
bound in (1.7), follows by a onvexity argument too (see [62, Ch. 5℄).
Remark 1.3. It is rather easy (just take the derivative of the free energy with
respet to h) to realize that the phase transition we have outlined in this model is
a loalization transition: when h < hc(β), for N large, the random set τ is almost
empty, while when h > hc(β) it is of size const.N (in fat const. = ∂hf(β, h)). Very
sharp results have been obtained on this issue: we refer to [62, Ch.s 7 and 8℄ and
referenes therein.
1.3. The Harris riterion. We an now make preise the Harris riterion
preditions mentioned in  1.1. As we have seen, in our ase the pure (or annealed)
model is just the non-disordered model, and the latter is exatly solvable, so that
the ritial behavior is fully understood, notably [62, Ch. 2℄
lim
aց0
log f(0, hc(0) + a)
log a
= max
(
1,
1
α
)
=: ν
pure
. (1.8)
The spei heat exponent of the pure model (that is the ritial exponent assoiated
to 1/∂2hf(0, h)) is omputed analogously and it is equal to 2 − νpure. Therefore the
Harris riterion predits disorder relevane for α > 1/2 (2− ν
pure
> 0) and disorder
irrelevane for α < 1/2 (2−ν
pure
< 0) at least for β below a threshold, with α = 1/2
as marginal ase. So, what one expets is that ν
pure
= ν
quenhed
(with obvious
denition of the latter) if α < 1/2 for β not too large and ν
pure
6= ν
quenhed
if α > 1/2
(for every β > 0).
While a priori the Harris riterion attaks the issue of ritial behavior, it turns
out that a Harris-like approah in the pinning ontext [57; 49℄ yields information
also on hc(β), namely that hc(β) = hc(0) if α < 1/2 and β again not too large, while
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hc(β) > hc(0) as soon as β > 0. For the sequel it is important to reall some aspets
of the approahes in [57; 49℄.
The main fous of [57; 49℄, is on the ase α = 1/2 and trivial L(·). In fat they
fous on the interfae wetting problem in two dimensions, that boils down to direted
random walk pinning in (1 + 1)-dimensions. In this framework the onlusions of
the two papers dier: [57℄ stands for hc(β) = hc(0) for β small, while in [49℄ one
nds an argument in favor of
hc(β)− hc(0) ≈ exp(−cβ−2), (1.9)
as β ց 0 (with c > 0 an expliit onstant).
We will not go into the details of these arguments, but we wish to point out why,
in these arguments, α = 1/2 plays suh a singular role.
(1) In the approah of [57℄ an expansion of the free energy to all orders in the
variane of exp(βω1 − logM(β)), that is (M(2β)/M2(β)) − 1 βց0∼ β2, is
performed. In partiular (in the Gaussian ase)
f(β, hc(0)+a) = f(0, hc(0)+a)− 1
2
(
exp(β2)− 1) (∂af(0, hc(0) + a))2+ . . . (1.10)
and, when L(·) is trivial, ∂af(0, hc(0) + a) behaves like (a onstant times)
a(1−α)/α for α ∈ (0, 1) (this is detailed for example in [63℄) and like a onstant
for α ≥ 1. This suggests that the expansion (1.10) annot work for α > 1/2,
beause the seond-order term, for a ց 0, beomes larger than the rst
order term (amax(1/α,1)). The borderline ase is α = 1/2, and trust in suh
an expansion for α = 1/2 may follow from the fat that β an be hosen
small. In onlusion, an argument along the lines of [57℄ predits disorder
relevane if and only if α > 1/2 (if L(·) is trivial).
(2) The approah of [49℄ instead is based on the analysis of varP(ZN,ω) at the
pure ritial point hc(0). This diretly leads to studying the random set
τ˜ := τ ∩ τ ′ (it appears in the omputation in a very natural way, we all
it intersetion renewal), with τ ′ an independent opy of τ (note that τ˜ is
still a renewal proess): in physial terms, one is looking at the two-replia
system. It turns out that, even if we have assumed τ persistent, τ˜ may not
be: in fat, if L(·) is trivial, then τ˜ is persistent if and only if α ≥ 1/2 (see
just below for a proof of this fat). And [49℄ predits disorder relevane if
and only if α ≥ 1/2.
Some aspets of these two approahes were made rigorous mathematially: The
expansion of the free energy (1.10) was proved to hold for α < 1/2 in [71℄, and the
seond moment analysis of [49℄ was used to prove disorder irrelevane in [6; 110℄,
making it diult to hoose between the preditions.
We an atually nd in the physial literature a number of authors standing for
one or the other of the two preditions in the marginal ase α = 1/2 (the reader
an nd a detailed review of the literature in [65℄). But we would like to go a step
farther and we point out that, by generalizing naively the approah in [49℄, one is
tempted to onjeture disorder relevane (at arbitrarily small β) if and only if the
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intersetion renewal is reurrent. Let us make this ondition expliit: while one does
not have diret aess to the inter-arrival distribution of τ˜ , it is straightforward, by
independene, to write the renewal funtion of τ˜ :
P(n ∈ τ˜) = P(n ∈ τ)2. (1.11)
It is then suient to use the basi (and general) renewal proess formula
∑
nP(n ∈
τ˜ ) = (1 −∑nP(τ˜1 = n))−1 to realize that τ˜ is persistent if and only if ∑nP(n ∈
τ˜ ) =∞. Sine under our assumptions for α ∈ (0, 1) [51, Th. B℄
P(n ∈ τ) n→∞∼ α sin(πα)
π
1
n1−αL(n)
, (1.12)
we easily see that the intersetion renewal τ˜ is persistent for α > 1/2 and terminating
if α < 1/2 (the ase α = 0 an be treated too [16℄, and τ˜ is terminating). In the
α = 1/2 ase the argument we have just outlined yields
τ ∩ τ ′ is persistent ⇐⇒
∑
n
1
nL(n)2
= ∞. (1.13)
Roughly, this is telling us that the intersetion renewal τ˜ is persistent up to a slowly
varying funtion L(x) diverging slightly less than (log x)1/2. In partiular, as we
have already pointed out, if L(·) is trivial, τ˜ is persistent.
Let us remark that the expansion (1.10) has been atually made rigorous in [71℄,
but only under the assumption that the intersetion renewal τ˜ is terminating (that
is, b > 1/2 for logarithmi slowly varying funtions).
Remark 1.4. In view of the argument we have just outlined, we introdue the
inreasing funtion L˜ : (0,∞)→ (0,∞) dened as
L˜(x) :=
∫ x
0
1
(1 + y)L(y)2
dy, (1.14)
that is going to play a entral role from now on. Let us point out that, by [16,
Th. 1.5.9a℄, L˜(·) is a slowly varying funtion whih has the property
lim
x→∞
L˜(x)L(x)2 = +∞, (1.15)
whih is a non-trivial statement when L(·) does not diverge at innity. Of ourse
we are most interested in the fat that, when α = 1/2, L˜(x) diverges as x → ∞ if
and only if the intersetion renewal τ˜ is reurrent (f. (1.13)). For ompleteness we
point out that L˜(·) is a speial type of slowly varying funtion (a den Haan funtion
[16, Ch. 3℄), but we will not exploit the further regularity properties stemming out
of this observation.
1.4. Review of the rigorous results. Muh mathematial work has been
done on disordered pinning models reently. Let us start with a quik review of the
α 6= 1/2 ase:
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• If α > 1/2 disorder relevane is established. The positivity of hc(β)− hc(0)
(with preise asymptoti estimates as β ց 0) is proven [46; 8℄. It has been
also shown that disorder has a smoothing eet on the transition and the
quenhed free energy ritial exponent diers from the annealed one [69℄.
• If α < 1/2 disorder irrelevane is established, along with a number of sharp
results saying in partiular that, if β is not too large, hc(β) = hc(0) and
that the free energy ritial behavior oinides in the quenhed and annealed
framework [6; 110; 71; 9℄.
In the ase α = 1/2 results are less omplete. Partiularly relevant for the sequel
are the next two results that we state as theorems. The rst one is taken from [6℄
(see also [69℄) and uses the auxiliary funtion a0(·) dened by
a0(β) := C1L
(
L˜−1
(
C2/β
2
))/(
L˜−1
(
C2/β
2
))1/2
with C1 > 0 and C2 > 0,
(1.16)
if limx→∞ L˜(x) =∞, and a0(·) ≡ 0 otherwise.
Theorem 1.5. Fix ω1 ∼ N (0, 1), α = 1/2 and hoose a slowly varying funtion
L(·). Then there exists β0 > 0 and a1 > 0 suh that for every ǫ > 0 there exist C1
and C2 > 0 suh that
1− ǫ ≤ f(β, a)
f(0, a)
≤ 1 for a > a0(β), a ≤ a1 and β ≤ β0. (1.17)
This implies for β ≤ β0
hc(β)− hc(0) ≤ a0(β). (1.18)
It is worth pointing out that Theorem 1.5 yields an upper bound mathing (1.9)
when L(·) is trivial.
The next result addresses instead the lower bound on hc(β) − hc(0) and it is
taken from [65℄:
Theorem 1.6. Fix ω1 ∼ N (0, 1) and α = 1/2. If L(·) is trivial, then hc(β)−hc(0) >
0 for every β > 0 and there exists C > 0 suh that
hc(β)− hc(0) ≥ exp
(−C/β4) , (1.19)
for β ≤ 1.
It should be pointed out that [65℄ has been worked out for trivial L(·), address-
ing thus preisely the ontroversial issue in the physial literature. The ase of
limx→∞L(x) = 0 has been treated [8℄ (see [46℄ for a weaker result) where hc(β) −
hc(0) > 0 has been established with an expliit but not optimal bound. We point
out also that a result analogous to Theorem 1.6 has been proven for a hierarhial
version of the pinning model (see [65℄ for the ase of the hierarhial model proposed
in [49℄).
The understanding of the marginal ase is therefore still partial and the following
problems are learly open:
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(1) What is really the behavior of hc(β) − hc(0) in the marginal ase? In
partiular, for L(·) trivial, is (1.9) orret?
(2) Going beyond the ase of L(·) trivial: is the two-replia ondition (1.13)
equivalent to disorder relevane for small β?
(3) What about non-Gaussian disorder? It should be pointed out that a part
of the literature fouses on Gaussian disorder, notably Theorem 1.5, but
this hoie appears to have been made in order to have more onise proofs
(for example, the results in [46℄ are given for very general disorder distri-
bution). Theorem 1.6 instead exploits a tehnique that is more inherently
Gaussian and generalizing the approah in [65℄ to non-Gaussian disorder is
not straightforward.
As we explain in the next subsetion, in this paper we will give almost omplete
answers to questions (1), (2) and (3). In addition we will prove a monotoniity result
for the phase diagram of pinning model whih holds in great generality.
1.5. The main result. Our main result requires the existene of ǫ ∈ (0, 1/2]
suh that
L(x) = o
(
(log(x))(1/2)−ǫ
)
as x→∞, (1.20)
that is limx→∞L(x)(log(x))−(1/2)+ǫ = 0. Of ourse, if L(·) vanishes at innity, (1.20)
holds with ǫ = 1/2. Going bak to the slowly varying funtion L˜(·), f. Remark 1.4,
we note that, under assumption (1.20), we have
L˜(x)
x→∞≫
∫ x
2
1
y(log y)1−2ǫ
dy =
1
2ǫ
(log x)2ǫ − 1
2ǫ
(log 2)2ǫ. (1.21)
Therefore, under assumption (1.20), we have that if q > (2ǫ)−1 then
lim
x→∞
L˜(x)
L(x)2/(q−1)
= ∞, (1.22)
whih guarantees that given q > (2ǫ)−1 (atually, in the sequel q ∈ N) and A > 0,
∆(β; q, A) :=
(
inf
{
n ∈ N : L˜(n)/L(n)2/(q−1) ≥ Aβ−2q/(q−1)
})−1
(1.23)
is greater than 0 for every β > 0.
Our main result is
Theorem 1.7. Let us assume that α = 1/2 and that (1.20) holds for some ǫ ∈
(0, 1/2]. For every β0 and every integer q > (2ǫ)
−1
there exists A > 0 suh that
hc(β)− hc(0) ≥ ∆(β; q, A) > 0, (1.24)
for every β ≤ β0.
The result may be more diretly appreiated in the partiular ase of L(·) of loga-
rithmi type, f. Remark 1.1, with b < 1/2, so that (1.20) holds with ǫ < min((1/2)−
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b, 1/2). By expliit integration we see that L˜(x) ∼ (a2(1−2b))−1(log(x))1−2b so that
L˜(x)
L(x)2/(q−1)
∼ a
−2q/(q−1)
(1− 2b) (log(x))
1−2bq(q−1)−1
(1.25)
and in this ase
∆(β; q, A)
βց0∼ exp (−c(b, A, q)β−b) , (1.26)
where c(b, A, q) := ((1 − 2b)a2q/(q−1)A)1/C and b := 2q/((q − 1)C) with C := 1 −
2bq(q − 1)−1. In short, by hoosing q large the exponent b > 2/(1 − 2b) beomes
arbitrarily lose to 2/(1−2b), at the expense of ourse of a large onstant c(b, A, q),
sine A will have to be hosen suiently large.
We sum up these steps into the following simplied version of Theorem 1.7
Corollary 1.8. If α = 1/2 and L(·) is of logarithmi type with b ∈ (−∞, 1/2) (f.
Remark 1.1) then hc(β) > hc(0) for every β > 0 and for every b > 2/(1− 2b) there
exists c > 0 suh that, for β suiently small
hc(β)− hc(0) ≥ exp
(−cβ−b) . (1.27)
This result of ourse has to be ompared with the upper bound in Theorem 1.5
that for L(·) of logarithmi type yields for b < 1/2
hc(β)− hc(0) ≤ C˜1β−2b/(1−2b) exp
(
−C˜2β−2/(1−2b)
)
, (1.28)
where C˜1 and C˜2 are positive onstants that depend (expliitly) on a, b and on the
two onstants C1 and C2 of Theorem 1.5 (we stress that C˜1 > 0 and C˜2 > 0 for
every a > 0 and b < 1/2).
The main body of the proof of Theorem 1.7 is given in the next setion. In the
subsequent setions a number of tehnial results are proven. In the last setion
(Setion 6) we prove a general result (Proposition 6.1) for the models we are on-
sidering: the monotoniity of the free energy with respet to β. This result, proven
for other disordered models, appears not to have been pointed out up to now for the
pinning model. We stress that Proposition 6.1 is not used in the rest of the paper,
but, as disussed in Setion 6, one an nd a link of some interest with our main
results.
2. Coarse graining, frational moment and measure hange arguments
The purpose of this setion is to redue the proof to a number of tehnial
statements, that are going to be proven in the next setions. In doing so, we are
going to introdue the quantities and notations used in the tehnial statements
and, at the same time, we will stress the main ideas and the novelties with respet
to earlier approahes (notably, with respet to [65℄).
We antiipate that the main ingredients of the proof are (like in [65℄) a oarse
graining proedure and a frational moment estimate on the partition funtion om-
bined with a hange of measure. However:
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(1) In [65℄ we have exploited the Gaussian harater of the disorder to intro-
due weak, long-range orrelations while keeping the Gaussian harater of
the random variables. In fat, the hange of measure is given by a density
that is just the exponential of a quadrati funtional of ω, that is a measure
hange via a 2-body potential. In order to lower the exponent 4 in the right-
hand side of (1.19) we will use q-body potentials q = 3, 4, . . . (this is the q
appearing in Theorem 1.7). Suh potentials arry with themselves a num-
ber of diulties: for example, when the law of the disorder is Gaussian,
the modied measure is not. As a matter of fat, there are even problems in
dening the modied disorder variables if one modies in a straightforward
way the proedure in [65℄ to use q-body potentials, due to integrability is-
sues: suh problems may look absent if one deals with bounded ω variables,
but they atually reappear when taking limits. The hange-of-measure pro-
edure is therefore performed by introduing q-body potentials and suitable
ut-os. Estimating the eet of suh q-body potential with ut-o hange
of measure is at the heart of our tehnial estimates.
(2) The oarse-graining proedure is dierent from the one used in [112; 65℄,
sine we have to adapt it to the new hange of measure proedure. However,
unlike point (1), the dierene between the previous oarse graining proe-
dure and the one we are employing now is more tehnial than oneptual.
2.1. The oarse graining length. Reall the denition (1.14) of L˜(·). We are
assuming (1.20), therefore limx→∞ L˜(x) = +∞. Chosen a value of q ∈ {2, 3, . . .} (q
is kept xed throughout the proof) and a positive onstant A (that is going to be
hosen large) we dene
k = k(β; q, A) := inf
{
n ∈ N : L˜(n)/L(n)2/(q−1) ≥ Aβ−2q/(q−1)
}
. (2.1)
Sine we are interested also in ases in whih L(·) diverges (and possibly faster than
L˜(·)) it is in general false that k < ∞. However, the assumption (1.20) guarantees
that, for q > (2ǫ)−1, L(x)/L(x)2/(q−1) →∞ for x→∞ and therefore k <∞.
Moreover, if L(·) is of logarithmi type (Remark 1.1) with b < 1/2, then for
q > 1/(1− 2b) the funtion L˜(·)/L(·)2/(q−1) is (eventually) inreasing.
Of ourse k(β; q, A) is just 1/∆(β; q, A), f. (1.23), and the reason for suh a
link is explained in Remark 2.5. Note by now that k is monotoni in both β and A.
Sine β is hosen smaller than an arbitrary xed quantity β0, in order to guarantee
that k is large we will rather play on hoosing A large.
Remark 2.1. For the proof ertain monotoniity properties will be important. No-
tably, we know [16,  1.5.2℄ that 1/(
√
xL(x)) is asymptoti to a monotoni (dereas-
ing) funtion and this diretly implies that we an nd a slowly varying funtion
L(·) and a onstant cL ∈ (0, 1] suh that
x 7→ 1√
xL(x)
is dereasing and cLL(x) ≤ L(x) ≤ L(x) for every x ∈ (0,∞).
(2.2)
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Given the asymptoti behavior of the renewal funtion of τ (a speial ase of (1.12))
P (n ∈ τ) n→∞∼ 1
2π
√
nL(n)
, (2.3)
and the fat that P (n ∈ τ) > 0 for every n ∈ N, we an hoose L(·) and cL suh
that we have also
1√
n + 1L(n + 1)
≤ P(n ∈ τ) ≤ c
−1
L√
n + 1L(n + 1)
, n = 0, 1, 2, . . . . (2.4)
It is natural to hoose L(·) suh that limx→∞ L(x)/L(x) ∈ [1, 1/cL) exists, and we
will do so. For later onveniene we set
R 1
2
(x) :=
1√
x+ 1L(x+ 1)
. (2.5)
2.2. The oarse graining proedure and the frational moment bound.
Let us start by introduing for 0 ≤M < N the notation(s)
ZM,N = ZM,N,ω := E
[
e
PN
n=M+1(βωn+h−logM(β))δnδN
∣∣δM = 1] , (2.6)
and ZM,M := 1 (of ourse ZN,ω = Z0,N). We onsider without loss of generality a
system of size proportional to k, that is N = km with m ∈ N. For I ⊂ {1, . . . , m}
we dene
ẐIω := E
[
e
PN
n=1(βωn+h−logM(β))δnδN1EI(τ)
]
, (2.7)
where EI := {τ ∩ (∪i∈IBi) = τ \ {0}}, and
Bi := {(i− 1)k + 1, . . . , ik} , (2.8)
that is EI is the event that the renewal τ intersets the bloks (Bi)i∈I and only
these bloks over {1, . . . , N}. It follows from this denition that
ZN,ω =
∑
I⊂{1,...,m}
ẐIω . (2.9)
Note that ẐIω = 0 ifm /∈ I. Therefore in the following we will always assume m ∈ I.
For I = {i1, . . . , il}, (i1 < · · · < il, il = m), one an express ẐIω in the following way:
ẐIω =
∑
d1,f1∈Bi1
d1≤f1
∑
d2,f2∈Bi2
d2≤f2
. . .
∑
dl∈Bil
K(d1)zd1Zd1,f1K(d2 − f1)Zd2,f2 . . .K(dl − fl−1)zdlZdl,N , (2.10)
with zn := exp(βωn + h − logM(β)). Let us x a value of γ ∈ (0, 1) (we atually
hoose γ = 6/7, but we will keep writing it as γ). Using the inequality (
∑
ai)
γ ≤∑
aγi (whih is valid for ai ≥ 0 and an arbitrary olletion of indexes) we get
E
[
ZγN,ω
] ≤ ∑
I⊂{1,...,m}
E
[(
ẐIω
)γ]
. (2.11)
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An elementary, but ruial, observation is that
f(β, h) = lim
N→∞
1
γN
E logZγN,ω ≤ lim inf
N→∞
1
γN
logEZγN,ω, (2.12)
so that if we an prove that lim supN EZ
γ
N,ω <∞ for h = hc(0) + ∆(β; q, A) we are
done.
0
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Figure 2. The gure above explains our oarse graining proedure. Here N =
8k, I = {2, 5, 6, 8}. The drawn trajetory is a typial trajetory ontributing to
ẐIN,ω; di and fi, 1 ≤ i ≤ 4, orrespond to the indexes of (2.10). The shadowed
regions represent the sites on whih the hange of measure proedure (presented
in  2.3) ats.
2.3. The hange of measure. We introdue
Xj :=
∑
i∈Bqj
Vk(i)ωi, (2.13)
where Bqj is the Cartesian produt of Bj with itself q times and ωi =
∏q
a=1 ωia . The
potential Vk(·) plays a ruial role for the sequel: we dene it and disuss some of
its properties in the next remark.
Remark 2.2. The potential V is best introdued if we dene the sorting operator
s(·): if i ∈ Rq (q = 2, 3, . . .), s(i) ∈ Rq is the non-dereasing rearrangement of the
entries of i. We introdue then
U(i) :=
q∏
a=2
R 1
2
(s(i)a − s(i)a−1) , (2.14)
The potential V is dened by renormalizing U and by setting to zero the diagonal
terms:
Vk(i) :=
1
(q!)1/2k1/2L˜(k)(q−1)/2
U(i)1{ia 6=ib for every a,b}, (2.15)
where L˜(·) is dened as in (1.14), with L(·) replaed by L(·). By exploiting the fat
that for every c > 0 we have
∑
i≤cN R1/2(i)
2 N→∞∼ L˜(N) one sees that∑
i∈Bq1
Vk(i)
2 =
1
k (L˜(k))q−1
∑
0<i1<...<iq≤k
q∏
a=2
(
R1/2(ia − ia−1)
)2 k→∞∼ 1. (2.16)
Therefore ∑
i∈Bq1
Vk(i)
2 ≤ 2, (2.17)
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for k suiently large.
Let us introdue, for K > 0, also
fK(x) := −K1{x≥exp(K2)},
gI(ω) := exp
(∑
j∈I
fK(Xj)
)
,
g¯(ω) := exp(fK(X1)).
(2.18)
We are now going to replae, for xed I, the measure P( dω) with gI(ω)P( dω). The
latter is not a probability measure: we ould normalize it, but this is inessential
beause we are diretly exploiting Hölder inequality to get
E
[(
ẐIω
)γ]
≤
(
E
[
gI(ω)
− γ
1−γ
])1−γ (
E
[
gI(ω)Ẑ
I
ω
])γ
. (2.19)
The rst fator in the right-hand side is easily ontrolled, in fat
E
[
gI(ω)
− γ
1−γ
]
= E
[
g¯(ω)−
γ
1−γ
]|I|
=
[(
exp
(
Kγ
1− γ
)
− 1
)
P
(
X1 ≥ exp
(
K2
))
+ 1
]|I|
,
(2.20)
and sine X1 is entered and its variane oinides with the left-hand side of (2.17),
by Chebyshev inequality the term exp (Kγ/(1− γ))P (X1 ≥ exp (K2)) an be made
arbitrarily small by hoosing K large. Therefore for K suiently large (depending
only on γ(= 6/7))
E
[(
ẐIω
)γ]
≤ 2γ|I|
(
E
[
gI(ω)ẐIω
])γ
. (2.21)
Estimating the remaining fator is a more involved matter. We will atually
use the following two statements, that we prove in the next setion. Set PI :=
P (EI ; δN = 1).
Proposition 2.3. Assume that α = 1/2 and that (1.20) holds for some ǫ ∈ (0, 1/2].
For every η > 0 and every q > (2ǫ)−1 we an hoose A > 0 suh that if β ≤ β0 and
h ≤ ∆(β; q, A), for every I ⊂ {1, . . . , m} with m ∈ I we have
E
[
gI(ω)ẐIω
]
≤ η|I|PI . (2.22)
The following tehnial estimate ontrols PI (reall that I = {i1, . . . , i|I|}).
Lemma 2.4. Assume α = 1/2. There exist C1 = C1(L(·), k), C2 = C2(L(·)) and
k0 = k0(L(·)) suh that (with i0 := 0)
PI ≤ C1C |I|2
|I|∏
j=1
1
(ij − ij−1)7/5 , (2.23)
for k ≥ k0.
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Note that in this statement k is just a natural number, but we will apply it with
k as in (2.1) so that k ≥ k0 is just a requirement on A. Note also that the hoie of
7/5 is arbitrary (any number in (1, 3/2) would do: the onstants C1 and C2 depend
on suh a number).
Let us now go bak to (2.21) and let us plug it into (2.11) and use Proposition 2.3
and Lemma 2.4 to get:
E
[
ZγN,ω
] ≤ Cγ1 ∑
I⊂{1,...,m}
m∈I
|I|∏
j=1
(
(2C2η)
γ
(ij − ij−1)7γ/5
)
. (2.24)
But 7γ/5 = 6/5 > 1, so we an hoose
η :=
1
3C2 (
∑∞
i=1 i
−6/5)7/6
, (2.25)
and this implies that n 7→ (2C2η)γn−7γ/5 is a sub-probability, whih diretly entails
that
E
[
ZγN,ω
] ≤ Cγ1 , (γ = 6/7) (2.26)
for every N , whih implies, via (2.12), that f(β, h) = 0 and we are done.
It is important to stress that C1 may depend on k (we need (2.26) uniform in
N , not in k), but C2 does not (C2 is just a funtion of L(·), that is a funtion of the
hosen renewal), so that η may atually be hosen a priori as in (2.25): it is a small
but xed onstant that depends only on the underlying renewal τ .
Remark 2.5. In this setion we have atually hidden the role of ∆(β; q, A) in the
hypotheses of Proposition 2.3, whih are the hypotheses of Theorem 1.7. Let us
therefore explain informally why we an prove a ritial point shift of ∆ = 1/k.
The oarse graining proedure redues proving deloalization to Proposition 2.3.
As it is quite intuitive from (2.9)(2.21) and Figure 2, one has to estimate the expe-
tation, with respet to the g¯(ω)-modied measure, of the partition funtion Zdj ,fj
(or, equivalently, Zdj ,fj/P(fj − dj ∈ τ)) in eah visited blok (let us assume that
fj − dj is of the order of k, beause if it is muh smaller than k one an bound this
ontribution in a muh more elementary way). The Boltzmann fator in Zdj ,fj is
exp(
∑fj
n=dj+1
(βωn− logM(β) + h)δn) whih an be bounded (in an apparently very
rough way) by exp(
∑fj
n=dj+1
(βωn − logM(β))δn) exp(hk), sine fj − dj ≤ k. There-
fore, if h ≤ ∆(β; q, A) ∼ 1/k we an drop the dependene on h at the expense of the
multipliative fator e that is innouous beause we an show that the expetation
(with respet to the g¯(ω)-modied measure) of Zdj ,fj/P(fj − dj ∈ τ) when h = 0
an be made arbitrarily small by hoosing A suiently large.
Remark 2.6. A last observation on the proof is about β0. It an be hosen ar-
bitrarily, but for the sake of simplifying the onstants appearing in the proofs we
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hoose β0 ∈ (0,∞) suh that
1
2
≤ d
2
dβ2
logM(β) ≤ 2 , (2.27)
for β ∈ [0, β0]. Choosing β0 arbitrarily just boils down to hanging the onstants in
the right-most and left-most terms in (2.27).
3. Coarse graining estimates
We start by proving Lemma 2.4, namely (2.23). The proof is however more lear
if instead of working with the exponent 7/5 we work with 3/2 − ξ (ξ ∈ (0, 1/2), in
the end, plug in ξ = 1/10).
Proof of Lemma 2.4. First of all, in the produt on the righthand side of (2.23)
one an learly ignore the terms suh that ij − ij−1 = 1. We then express I in
a more pratial way by observing that we an dene, in a unique way, an integer
p ≤ l := |I| and inreasing sequenes of integers {aj}j=1,...,p, {bj}j=1,...,p with bp = m,
aj ≥ bj−1 + 2 (for j > 1) and bj ≥ aj suh that
I =
p⋃
j=1
[aj , bj] ∩ N. (3.1)
With this denition, it is suient to show
PI ≤ C1C l2
1
a
3/2−ξ
1
p−1∏
j=1
1
(aj+1 − bj)3/2−ξ . (3.2)
We start then by writing
PI ≤
∑
d1∈Ba1
f1∈Bb1
. . .
∑
dp−1∈Bap−1
fp∈Bbp−1
∑
dp∈Bap
K(d1)P(f1−d1 ∈ τ) . . .K(dp−fp−1)P(N−dp ∈ τ),
(3.3)
where the inequality omes from negleting the onstraint that τ has to interset
Baj+1, . . . Bbj−1. Note that the meaning of the d and f indexes is somewhat dierent
with respet to (2.10) and that in the above sum we always have
d1 ∈ Ba1 ,
(aj − bj−1 − 1)k ≤ dj − fj−1 ≤ (aj − bj−1 + 1)k,
(bj − aj − 1)k ∨ 0 ≤ fj − dj ≤ (bj − aj + 1)k.
(3.4)
In partiular, fj ≥ dj is guaranteed by the fat that P(fj − dj ∈ τ) = 0 otherwise.
Observe now that for k suiently large∑
x∈Ba1
K(x) ≤
{
1 if a1 = 1,
3 L((a1−1)k)
k1/2(a1−1)3/2 if a1 = 2, 3, . . . ,
≤ c1(k) L(a1k)
k1/2a
3/2
1
, (3.5)
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where c1(k) := max(10, k
1/2/L(k)). Moreover there exists a onstant c2 depending
on L(·) suh that for j > 1
(aj−bj−1+1)k∑
x=(aj−bj−1−1)k
K(x) ≤ c2 L(k(aj − bj−1))
k1/2(aj − bj−1)3/2 ,
(bj−aj+1)k∑
x=(bj−aj−1)k∨0
P(x ∈ τ) ≤ c2 k
1/2
(bj − aj + 1)1/2L (k(bj − aj + 1)) .
(3.6)
The rst inequality is obtained by making use of aj ≥ bj−1 + 2. Negleting the last
term whih is smaller than one, we an bound the righthand side of (3.3) and get
PI ≤ c1(k)c2p2
L(a1k)
k1/2a
3/2
1
p−1∏
j=1
(
L(k(aj+1 − bj))
(aj+1 − bj)3/2
)(
1
(bj − aj + 1)1/2L (k(bj − aj + 1))
)
.
(3.7)
Notie now that sine L(·) grows slower than any power, supa1 L(a1k)/(k1/2aξ1) is
o(1) for k large. To ontrol the other terms we use the Potter bound [16, Th. 1.5.6℄:
given a slowly varying funtion L(·) whih is loally bounded away from zero and
innity (whih we may assume in our set up without loss of generality), for every
a > 0 there exists ca > 0 suh that for every x, y > 0
L(x)
L(y)
≤ camax
(
x
y
,
y
x
)a
. (3.8)
This bound implies that for large enough k
sup
x≥1
L(k)√
xL(kx)
≤ 2 and sup
x≥1
L(kx)
L(k)xξ
≤ 2. (3.9)
In fat onsider the seond bound (the argument for the rst one is idential): by
hoosing a = ξ/2 we have L(kx)/(L(k)xξ) ≤ cξ/2x−ξ/2 ≤ 2 and the seond inequality
holds for x larger than a suitable onstant Cξ. For x(≥ 1) smaller than Cξ instead
it sues to hoose k suiently large so that L(kx)/L(k) ≤ 2 for every x ∈ [1, Cξ].
Using the two bounds (3.9) in (3.7) we omplete the proof. 
The proof of Proposition 2.3 depends on the following lemma that will be proven
in the next setion.
Lemma 3.1. Set h = 0, x q ∈ N, q > (2ǫ)−1 as in Theorem 1.7, and reall the
denition of k = k(β; q, A) (2.1). For every ε and δ > 0 there exists A0 > 0 suh
that for A ≥ A0
E [g¯(ω)zdZd,f ] ≤ δP(f − d ∈ τ), (3.10)
for every d and f suh that 0 ≤ d ≤ d+ εk ≤ f ≤ k and β ≤ β0.
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Proof of Proposition 2.3. Realling (2.10) and the notations for the set I
in there, we have
E
[
gI(ω)ẐIω
]
=∑
d1,f1∈Bi1
d1≤f1
∑
d2,f2∈Bi2
d2≤f2
. . .
∑
dl∈Bil
K(d1)E
[
g¯(ω)zd1−k(i1−1)Zd1−k(i1−1),f1−k(i1−1)
]
K(d2 − f1) . . .
K(dl − fl−1)E
[
g¯(ω)zdl−k(m−1)Zdl−k(m−1),k
]
≤ el
∑
d1,f1∈Bi1
d1≤f1
∑
d2,f2∈Bi2
d2≤f2
. . .
∑
dl∈Bil
K(d1)(δ + 1{f1−d1≤εk})P(f1 − d1 ∈ τ)K(d2 − f1) . . .
K(dl − fl−1)(δ + 1{N−dl≤εk})P(N − dl ∈ τ), (3.11)
where the fator el in the last expression omes from bounding the ontribution due
to h (reall that hk ≤ 1). We now onsider Bij as the union of two sub-bloks
B
(1)
ij
:= {(ij − 1)k, . . . , (ij − 1)k + ⌊k/2⌋} ,
B
(2)
ij
:= {(ij − 1)k + ⌈k/2⌉, . . . , ijk} .
(3.12)
If dj ∈ B(1)ij then if ε is suiently small (ε ≤ 1/10 sues) we have that for k
suiently large (i.e. k ≥ k0(L(·), ε))
dj+εk∑
f=dj
P(f − dj ∈ τ)K(dj+1 − f) ≤ 4
(
kε∑
x=1
P(x ∈ τ)
)
K(k(ij+1 − ij)). (3.13)
This an be ompared to
kij∑
f=dj
P(f − dj ∈ τ)K(dj+1 − f) ≥ 1
3
⌊k/4⌋∑
x=1
P(x ∈ τ)
K(k(ij+1 − ij)), (3.14)
that holds one again for k large. By using that
∑n
x=1P(x ∈ τ) behaves for n large
like
√
n times a slowly varying funtion (f. (2.3)) we therefore see that given δ > 0
we an nd ε suh that for any dj ∈ B(1)ij we have
dj+εk∑
f=dj
P(f − dj ∈ τ)K(dj+1 − f) ≤ δ
kij∑
f=dj
P(f − dj ∈ τ)K(dj+1 − f). (3.15)
Using the same argument in the opposite way one nds that if fj ∈ B(2)ij
fj∑
d=fj−εk
K(d− fj−1)P(fj − d ∈ τ) ≤ δ
fj∑
d=k(ij−1)
K(d− fj−1)P(fj − d ∈ τ). (3.16)
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Sine either dj ∈ B(1)ij or fj ∈ B
(2)
ij
, we onlude that∑
dj ,fj∈Bij
dj≤fj
1{fj−dj≤kε}K(dj − fj−1)P(fj − dj ∈ τ)K(dj+1 − fj)
≤ δ
∑
dj ,fj∈Bik
dj≤fj
K(dj − fj−1)P(fj − dj ∈ τ)K(dj+1 − fj). (3.17)
The analog estimate an be obtained for the sum over dl in (3.11) (rather, it is
easier). Using this inequality j = 1 . . . l we get our result for η = 2eδ.

4. The q-body potential estimates (proof of Lemma 3.1)
In what follows X = X1 and we x δ ∈ (0, 1). The positive (small) number ε is
xed too, as well as q > (2ǫ)−1, where ǫ is the same whih appears in the statement
of Theorem 1.7.
Proof of Lemma 3.1. We start by observing that, sine h = 0,
E [g¯(ω)zdZd,f ] = Ed,f
[
E
[
g¯(ω) exp
(
f∑
n=d
(βωn − logM(β))δn
)]]
P(f − d ∈ τ),
(4.1)
where Pd,f is the law of τ ∩ [d, f ], onditioned to f, d ∈ τ . Given the random set (or
renewal trajetory) τ we introdue the probability measure
P̂τ ( dω) := exp
(
f∑
n=d
(βωn − logM(β))δn
)
P( dω). (4.2)
Note that ω, under P̂τ , is still a sequene of independent random variables, but they
are no longer identially distributed. We will use that, for d ≤ n ≤ f ,
Êτωn = mβδn
βց0∼ βδn (so that β/2 ≤ mβ ≤ 2β ) and varbPτ (ωn) ≤ 2, (4.3)
where the inequalities hold for β ≤ β0 (reall (2.27)) and all relations hold uniformly
in the renewal trajetory τ . On the other hand, for n /∈ {d, . . . , f} the ωn's are IID
exatly as under P. We have:
E [g¯(ω)zdZd,f ]
P(f − d ∈ τ) = Ed,f Êτ [g¯(ω)] =
exp(−K)Ed,f P̂τ
[
X ≥ exp(K2)]+ Ed,f P̂τ [X < exp(K2)] ≤
exp(−K) + Ed,f P̂τ
[
X < exp(K2)
] ≤ δ
3
+ Ed,f P̂τ
[
X < exp(K2)
]
, (4.4)
where in the last step we have hosen K suh that exp(−K) ≤ δ/3. We are now
going to use the following lemma:
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Lemma 4.1. If d and f are hosen suh that f − d ≥ εk and X(= X1) is dened
as in (2.13), that is X =
∑
i∈Bq1 Vk(i)ωi, we have that for every ζ > 0 we an nd
a > 0 and A0 suh that
Pd,f
(
ÊτX > aA
(q−1)/2
)
≥ 1− ζ, (4.5)
for β ≤ β0 and A ≥ A0.
We apply this lemma by setting ζ = δ/3 (so a is xed one δ is hosen) so that,
if we hoose K suh that 2 exp(K2) = aA(q−1)/2 (note that, by hoosing A large we
make K large and we automatially satisfy the previous requirements on K), we
have Pd,f
(
ÊτX < 2 exp(K
2)
)
≤ δ/3, so that, in view of (4.4), we obtain
E [g¯(ω)zdZd,f ]
P(f − d ∈ τ) ≤
2δ
3
+ Ed,f P̂τ
[
X − ÊτX ≤ − exp(K2)
]
≤ 2δ
3
+
4
a2Aq−1
Ed,f Êτ
[(
X − ÊτX
)2]
.
(4.6)
The onlusion now follows as soon as we an show that the seond moment
appearing in the last term of (4.6) is o(Aq−1) for A large. But this is preisely what
is granted by the next lemma:
Lemma 4.2. There exist A0 > 0 suh that
Ed,f Êτ
[(
X − ÊτX
)2]
≤ A(q−1)2/q, (4.7)
for every β ≤ β0 and every A ≥ A0.
Proof of Lemma 4.2. We start by introduing the notation ω̂n := ωn− mβδn1{d≤n≤f}
and by observing that
Êτ
[(
X − ÊτX
)2]
= Êτ
∑
i∈Bq1
Vk(i)
q∏
a=1
(
ω̂ia + mβδia1{d≤ia≤f}
)− mqβ ∑
i∈{d,...,f}q
Vk(i)δi
2
≤ C(q) Êτ
 q−1∑
ℓ=0
m
ℓ
β
∑
i∈Bq−ℓ1
∑
j∈{d,...,f}ℓ
Vk(i j)ω̂iδj
2
≤ C(q)
q−1∑
ℓ=0
m
2ℓ
β
∑
i∈Bq−ℓ1
∑
j,m∈{d,...,f}ℓ
Vk(i j)Vk(im)δjδm ,
(4.8)
where i j ∈ Bq1 is the onatenation of i and j and in the last step we have rst used
the Cauhy-Shwarz inequality, the fat that the ω̂ variables are independent and
entered and (4.3).
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Remark 4.3. Here and in the following, we adopt the onvention that C(a, b, . . .)
is a positive onstant (whih depends on the parameters a, b, . . .), whose numerial
value may hange from line to line.
Therefore
Ed,f Êτ
[(
X − ÊτX
)2]
≤ C(q)
q−1∑
ℓ=0
m
2ℓ
β
∑
i∈Bq−ℓ1
∑
j,m∈{d,...,f}ℓ
Vk(i j)Vk(im)Ed,f
[
δjδm
]
.
(4.9)
Let us point out immediately that we know how to deal with the ℓ = 0 ase: it
is simply C(q)
∑
i∈Bq1 Vk(i)
2
and it is therefore bounded by 2C(q) (f. (2.17)). By
using the notation and the bounds in Remarks 2.1 and 2.2, together with the renewal
property, we readily see that
Ed,f
[
δjδm
]
≤ c
−(2ℓ+1)
L
P(f − d ∈ τ)
2ℓ+1∏
a=1
R 1
2
(ra − ra−1) ≤ c
−(2ℓ+1)
L
R 1
2
(f − d)
2ℓ+1∏
a=1
R 1
2
(ra − ra−1) ,
(4.10)
for j,m ∈ {d, . . . , f}ℓ, r = s(j m), r0 := d and r2ℓ+1 := f . A notational simplia-
tion may be therefore ahieved by exploiting further Remark 2.2, namely by using
(2.14), so that (4.10) beomes
Ed,f
[
δjδm
]
≤ c−(2ℓ+1)L R 12 (f − d)
−1R 1
2
(min(j m)− d)U(j m)R 1
2
(f −max(j m))
= c
−(2ℓ+1)
L R 12
(f − d)−1 U(d j mf) .
(4.11)
By inserting (4.11) and (2.15) into (4.9) we get to
Ed,f Êτ
[(
X − ÊτX
)2]
≤ C
1 + 1
kL˜(k)q−1R 1
2
(f − d)
q−1∑
ℓ=1
m
2ℓ
β
∑
i∈Bq−ℓ1
∑
j,m∈{d,...,f}ℓ
U(i j)U(im)U(d j mf)

≤ C
1 + 1
kL˜(k)q−1R 1
2
(f − d)
q−1∑
ℓ=1
m
2ℓ
β
∑
i∈s(Bq−ℓ1 )
∑
j,m∈s({d,...,f}ℓ)
U(i j)U(im)U(d j mf)
 ,
(4.12)
where of ourse s({1, . . . , a}n) = {i ∈ {1, . . . , a}n : i1 ≤ i2 ≤ . . . ≤ in} and
C = C(q, L(·)), with the onvention of Remark 4.3.
The rest of the proof is devoted to bounding
Tq,ℓ :=
∑
i∈s(Bq−ℓ1 )
∑
j,m∈s({d,...,f}ℓ)
U(i j)U(im)U(d j mf). (4.13)
This is relatively heavy, beause, while i, j and m are ordered, i j, im and j m
are not. We have therefore to estimate the ontributions given by every mutual
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arrangement of i, j and m. This will be done in a systemati way with the help of
a diagram representation (the diagrams will orrespond to groups of ongurations
i, j and m that have the same mutual order).
Fix q and ℓ and hoose i ∈ s({1, . . . , k}q−ℓ) and j,m ∈ s(∈ {d, . . . , f}ℓ). The
onstrution of the diagram of i, j and m is done in steps:
(1) Mark with ✷'s on the horizontal axis (the dotted line in Figure 3) the
positions i1 ≤ i2 ≤ · · · ≤ iq−ℓ. Do the same for j (using ◦) and m (using •).
As explained in Remark 4.4 below, we may and do assume that symbols
do not sit on the same position (this amounts to assuming strit inequality
between all indexes).
(2) Consider the set of ✷'s and ◦'s, and onnet all nearest neighbors with a
line (the line may be straight or urved for the sake of visual larity).
(3) Do the same for the set of ✷'s and •'s.
(4) Do the same for the set of ◦'s and •'s.
(5) Consider the set of ◦'s and •'s and onnet the element that is losest to
d with d. Do the analogous ation with the element whih is losest to f .
The point d is always to the left of ◦'s and •'s and the point f is always to
the right.
We have now a graph with vertex set {d, f, i, j,m}. Verties have a type (✷, ◦
and •): d and f have their own type too, graphially this type is |. We atually
onsider the riher graph with vertex set given by the points and the type of the
point. The edges are the ones built with the above proedure; note that there may
be double edges: we keep them and all them twin edges. Two indexes ongurations
are equivalent if they an be transformed into eah other by translating the indexes
without allowing them ross (and, of ourse, keeping their type; the verties d and
f are xed). This leads to equivalene lasses and a lass is denoted by G: we split
the sum in (4.13) aording to these lasses, that is Tq,ℓ =
∑
G Tq,ℓ,G. The bound we
are going to nd is rather rough: we are going in fat to bound maxG Tq,ℓ,G.
Remark 4.4. We have built equivalent lasses of non-superposing points only. How-
ever in estimating Tq,ℓ,G we will allow the index summations to inlude oiniding
indexes so in the end we inlude (and over-estimate) the ontributions of all the
ongurations of indexes.
In order to estimate Tq,ℓ,G we proeed to a graph trimming proedure that will
be then mathed to suessive estimates on Tq,ℓ,G.
The trimming proedure is the following:
(1) If there are ✷ verties that are left of leftmost element of the set of ◦ and
• verties (we may all these ✷ verties external verties), we erase them
and we trim the edges linking them. Note that if we do this proedure left
to right, we erase one vertex and two edges at a time: at eah step we trim
a ouple of twin edges, exept at the last step in whih the edges are not
twin. We do the same with the ✷ verties that are right of the rightmost
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PSfrag replaements
0
k
d
f
Start
Trim step 1
Trim step 2
Trim step 3
Trim step 4
i1 i2 i3
i4
i4 i5
j1
j1 m1 j2
m2
Figure 3. A diagram arising for q = 7 and ℓ = 2 and the suessive trimming
proedure explained in the text
element of the set of ◦ and • verties (if any, of ourse). The trimming
proedure goes this time right to left. We all internal the verties that are
left.
(2) Now we start (say) right and we erase the rightmost internal vertex (in this
rst step is neessarily a ◦ or a •, later it may be a ✷; we do not touh
d and f). Note that it has two edges (linking to verties on the left) and
one edge linking it with f : we trim these three edges and we add an edge
linking the rightmost vertex (it an have any type among ✷, ◦ and •) that
is still present to f with an edge.
(3) We repeat step (2) till one is left with only four verties (among them, only
one may be a ✷) and three edges. Trim step 4 in Figure 3 is a possible fully
trimmed onguration.
Let us now explain the link between the trimming proedure and quantitative
estimates on Tq,ℓ,G. Also this is done by steps orresponding preisely to the three
steps of the trimming proedure:
(1) Consider the external ✷ verties onneted to the rest of the graph by twin
edges, if any. We start by the leftmost (if there is at least one on the left:
the proedure from the right is absolutely analogous) and notie that we
an sum over the index, that is i1, and use that, thanks to (2.2) (reall
(1.14) and (2.5)), there exists CL suh that for 0 < n ≤ k
n∑
i=0
(R 1
2
(n− i))2 ≤ CLL˜(k). (4.14)
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We are of ourse over-estimating the real sums that are, in most ases,
restrited to small portions of B1. This estimate allows trimming Tq,ℓ,G in
the sense that it gives the bound Tq,ℓ,G ≤ CrLL˜(k)rTq−r,ℓ,G′, where r is the
number of twin edges and G ′ is the graph, with q− r+ ℓ verties that is left
after this proedure. This step an be repeated also for the last external
✷'s (there are at most two, one on the left and one on the right). In these
ases we simply use that R 1
2
(·) is dereasing so that if 0 ≤ n ≤ n′
n∑
i=0
R 1
2
(n− i)R 1
2
(n′ − i) ≤
n∑
i=0
(R 1
2
(n− i))2, (4.15)
and then (4.14) applies. So this extra trimming yields again CLL˜(k) to the
power of half the number of edges trimmed, that is, to the power of the
number of the external verties.
(2) We are left with the internal verties and we start erasing the vertex (it
is neessarily ◦ or • at this stage) whih is most on the right. So we sum
over its index and use the bound: there exists a onstant CL suh that for
(0 ≤)d ≤ n′ ≤ n ≤ f(≤ k) we have
f∑
j=n
R 1
2
(j − n)R 1
2
(j − n′)R 1
2
(f − j) ≤
f−n∑
j=0
R 1
2
(j)2R 1
2
((f − n)− j)
≤ CLL˜(f − n)R 1
2
(f − n) ≤ CLL˜(k)R 1
2
(f − n), (4.16)
where in the rst inequality we have used the monotoniity of R 1
2
(·), in
the seond we have expliitly estimated the sum by using standard results
on regularly varying funtion and (1.15). The last inequality is just the
monotoniity of L˜(·). This means that this trimming step brings one again
a multipliative fator CLL˜(k): of ourse this time we have trimmed three
edges, but we have also the extra fator R 1
2
(f − n) whih is preisely the
ontribution of a longer edge that we rebuild (see Figure 4).
(3) Keep repeating the previous step (the type of the verties is not really
important), trimming eah time three edges, but rebuilding one too (so, in
total, minus two edges), till the graph with four verties and three edges.
In order to evaluate the ontribution of all the trimming proedure we just need
to ount the number of verties that we have erased: q + ℓ − 2. We are now left
with the ontribution given by the last diagram (four points, three edges: see for
example trim step 4 in Figure 3), times of ourse (CLL˜(k))
q+ℓ−2
: we bound the last
diagram using
f∑
i=d
f∑
j=i
R 1
2
(i− d)R 1
2
(j − i)R 1
2
(f − j) ≤ CL
√
f − d
L(f − d)3 ≤ CL,ε
k R 1
2
(f − d)
L(k)2
. (4.17)
where CL is one again a onstant that depends only on L(·), while in the last step
we have used k ≥ f − d ≥ εk and (2.4). Going bak to (4.12) we see that there
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Figure 4. The seond step of the trimming proedure orresponding to the
estimate (4.16). The symbol ⋄ may represent ✷, ◦ and •: the hoie is not fully
arbitrary, in the sense that for example before starting the trimming proedure
there is no edge between f (or d) and a ✷. However the estimate is independent
of the type of symbols.
exists C = C(ε, q, L(·)) suh that (with the onvention of Remark 4.3)
Ed,f Êτ
[(
X − ÊτX
)2]
≤
C
(
1 + max
ℓ=1,2,...,q−1
1
kL˜(k)q−1R 1
2
(f − d)
L˜(k)q+ℓ−2k R 1
2
(f − d)
L(k)2
m
2ℓ
β
)
= C
(
1 + max
ℓ=1,2,...,q−1
L˜(k)ℓ−1
L(k)2
m
2ℓ
β
)
≤ C
(
1 + max
ℓ=1,2,...,q−1
L˜(k)ℓ−1
L(k)2
β2ℓ
)
, (4.18)
where in the last line we have used mβ ≤ 2β, for β ≤ β0 (f. (4.3)). We now reall
(2.1) that guarantees that
L˜(k − 1)
L(k − 1)2/(q−1)β
2q/(q−1) < A so that
L˜(k)
L(k)2/(q−1)
β2q/(q−1) ≤ 2A, (4.19)
where the seond inequality is a onsequene of the slowly varying harater of L(·)
and L˜(·) and it holds for k suiently large. But this implies
L˜(k)ℓ−1
L(k)2
β2ℓ ≤ (2A)(q−1)ℓ/q
(
L˜(k)L(k)2
)−1+(ℓ/q)
, (4.20)
so that, by (1.15), by hoosing A large we an make the quantity in (4.20) arbitrarily
small (reall that ℓ = 1, . . . , q − 1), so that going bak to (4.18), we see that
Ed,f Êτ
[(
X − ÊτX
)2]
≤
C(ε, q, L(·))
(
1 + A(q−1)
2/q max
ℓ=1,...,q−1
(
L˜(k)L(k)2
)−1+(ℓ/q))
≤ A(q−1)2/q , (4.21)
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where in the last step we have used that, by (1.15), the maximum in the intermediate
term an be made arbitrarily small, by hoosing k large (that is, A larger than a
onstant depending on ε, q and L(·)). This ompletes the proof of Lemma 4.2. 
5. Some probability estimates (Proof of Lemma 4.1)
The proof is done in four steps.
Step 1: redution to an asymptoti estimate on a onstrained renewal. In this step
we show that it is suient to establish that for every ζ > 0 there exists ̺ > 0 and
Nζ ∈ N suh that
P
 L(N)
L˜(N)(q−1)/2
∑
i∈{0,...,N}q
VN(i)δi ≥ ̺
∣∣∣∣N ∈ τ
 ≥ 1− ζ, (5.1)
for N ≥ Nζ .
Notie in fat that ÊτX = m
q
β
∑
i Vk(i)δi, where i ∈ {d, . . . , f}q. Sine Vk(i)
is invariant under the transformation i = (i1, . . . , iq) 7→ (i1 + n, . . . , iq + n) (any
n ∈ Z), we may very well work on {0, . . . , f − d}, that is on an interval {0, . . . , N}
(εk ≤ N ≤ k) and τ is a renewal with τ0 = 0 and onditioned to N ∈ τ . With this
hange of variables, (4.5) reads
P
mqβ ∑
i∈{0,...,N}q
Vk(i)δi ≥ aA(q−1)/2
∣∣∣∣N ∈ τ
 ≥ 1− ζ. (5.2)
Now two observations are in order:
• Vk(i)/VN(i) = (N/k)1/2[L˜(N)/L˜(k)](q−1)/2 so that for k suiently large
(that is for A larger than a onstant depending on ε and L(·)) we have
Vk(i)
VN(i)
≥ ε
1/2
2
. (5.3)
• By (4.3), (2.1) and (2.2) we see that
m
q
β ≥ 2−qA(q−1)/2
L(k − 1)
L˜(k − 1)(q−1)/2 ≥ 2
−q
cLA
(q−1)/2 L(N)
L˜(N)(q−1)/2
. (5.4)
These two observations show that for A suiently large (5.2) is implied by
P
 L(N)
L˜(N)(q−1)/2
∑
i∈{0,...,N}q
VN(i)δi ≥ 2
q
cLε1/2
a
∣∣∣∣N ∈ τ
 ≥ 1− ζ . (5.5)
Therefore, at least if A is larger than a suitable onstant depending on ε and L(·),
it is suient to prove (5.1).
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Step 2: removing the onstraint. In this step we laim that there exists a positive
onstant c, that depends only on L(·), suh that if
P
 L(N)
L˜(N)(q−1)/2
∑
i∈{1,...,⌊N/2⌋}q
VN(i)δi ≥ ̺
 ≥ 1− cζ, (5.6)
then (5.1) holds. Note rst of all that the random variable that we are estimating
is smaller (sine VN(·) ≥ 0) than the random variable in (5.1), for every given τ -
trajetory. It is therefore suient to bound the Radon-Nykodym derivative of the
law of τ ∩ [0, ⌊N/2⌋] without onstraint N ∈ τ with respet to the law of the same
random set with the onstraint. Suh an estimate an be found for example in [65,
Lemma A.2℄.
Step 3: redution to a onvergene in law statement. For ρ := 1/(2(q−1)) we dene
the subset Sρ(N) of s({0, 1, . . . , N}q) (reall that the latter is the set of inreasingly
rearranged i vetors) suh that ij ≤ N((j − 1)ρ+ (1/2)) for j = 1, 2, . . . , q.
The laim of this step is that (5.6) follows if
ηN :=
L(N)
L˜(N)(q−1)/2
∑
i∈Sρ(N)
VN(i)δi
N→∞
=⇒ η∞ with η∞ > 0 a.s. , (5.7)
where =⇒ denotes onvergene in law.
In order to see why (5.7) implies (5.6) it sues to observe that replaing N
with ⌊N/2⌋ in (5.6) (exept when it already appears as ⌊N/2⌋) introdues an error
that an be bounded by a multipliative onstant (say, 2) for N suiently large,
so that it sues to show that P(ηN ≥ 2̺) ≥ 1− cζ . But (5.7) yields limN P(ηN ≥
2̺) ≥ P(η∞ ≥ 3̺). At this point if we hoose ̺ := ̺(ζ) suh that P(η∞ ≥ 3̺) =
1 − (cζ/2), we are assured that for N suiently large (how large depends on ζ)
P(ηN ≥ 2̺) ≥ 1− cζ and we are redued to proving (5.7).
Step 4: proof of the onvergene in law statement (5.7). This step depends on the
following lemma, that we prove just below:
Lemma 5.1. For every θ0 ∈ (0, 1) we have
lim
N→∞
sup
θ∈[θ0,1]
E
 1
L˜(N)
⌊θN⌋∑
j=1
R1/2(j)δj − c
2π
2 = 0 , (5.8)
with c := limx→∞L(x)/L(x)(∈ [1, c−1L ]).
For p = 1, 2, . . . , q we introdue the random variables
ηN,p :=(
2π
c
)p−q
L(N)
N1/2L˜(N)p−1
[N/2]∑
i1=0
[(ρ+(1/2))N ]∑
i2=i1+1
. . .
[((p−1)ρ+(1/2))N ]∑
ip=ip−1+1
δi1
p∏
r=2
R1/2 (ir − ir−1) δir ,
(5.9)
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where the produt in the right-hand side has to be read as 1 if p = 1 and, in this ase,
there is only the sum over i1. First of all remark that ηN,q =
√
q!ηN (reall (2.15))
and that ηN,p−1 is obtained from ηN,p by removing the last term in the produt, the
orresponding sum and by multiplying by 2πL˜(N)/c. We now laim that Lemma 5.1
implies that for p = 2, 3, . . . , q
lim
N→∞
E [|ηN,p − ηN,p−1|] = 0 , (5.10)
whih learly redues the problem of proving ηN =⇒ η∞ to proving ηN,1 =⇒ η∞,
and η∞ has to be a positive random variable. But in fat we have
(2π/c)q−1
L(N)
L(N)
ηN,1 =
L(N)√
N
⌊N/2⌋∑
i=0
δi
N→∞
=⇒ 1
2
√
π
|Z| (Z ∼ N (0, 1)). (5.11)
The onvergene in (5.11) is a standard result that we outline briey. First of all
for every hoie of n,m ∈ N we have{
n∑
i=1
δi < m
}
= {τm > n} , (5.12)
so that the asymptoti law of the normalized loal time of τ up to n, i.e. L(n)n−1/2
∑n
i=1 δi,
is diretly linked to the domain of attration of the random variable τ1. Expliitly,
one diretly veries that for λ > 0
E [(1− exp(−λτ1))] λց0∼ 2
√
πL(1/λ)
√
λ, (5.13)
so that, if a(·) is the asymptoti inverse of the regularly varying funtion r(·), dened
by r(x) :=
√
x/L(x) for x > 0, that is a(r(x)) ∼ r(a(x)) ∼ x for x→∞, we have
lim
N→∞
E [exp (−λτN/a(N))] = exp
(
−2
√
πλ
)
= E [exp(−λY )] , (5.14)
where Y is a positive random variable with density fY (y) equal to y
−3/2 exp(−π/y)
(for y > 0). On the other hand for t > 0 by (5.12) we have
P
(
L(n)√
n
n∑
j=1
δj < t
)
n→∞∼ P (τ⌊t√n/L(n)⌋ > n) . (5.15)
Therefore if we observe that a(t
√
n/L(n)) ∼ t2a(√n/L(n)) ∼ t2n, for n → ∞, we
diretly obtain that
lim
n→∞
P
(
L(n)√
n
n∑
j=1
δj < t
)
n→∞∼ P
(
Y >
1
t2
)
. (5.16)
By using the (expliit) density of Y , one diretly veries that P(Y > 1/t2) oinides
with P(|Z|/√2π < t) for every t > 0, that is (5.11) is established (reall that in
(5.11) the summation is up to N/2).
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We are therefore left with proving (5.10). This follows by observing that for
p = 3, 4, . . . , q
E [|ηN,p − ηN,p−1|] ≤
(
2π
c
)p−q
L(N)
N1/2L˜(N)p−2
×
⌊N/2⌋∑
i1=0
⌊(ρ+(1/2))N⌋∑
i2=i1+1
. . .
⌊((p−2)ρ+(1/2))N⌋∑
ip−1=ip−2+1
E
[
δi1
p−1∏
r=2
R1/2 (ir − ir−1) δir
]
×
E
∣∣∣∣∣∣ 1L˜(N)
⌊((p−1)ρ+(1/2))N⌋∑
ip=ip−1+1
R1/2 (ip − ip−1) δip −
c
2π
∣∣∣∣∣∣
∣∣∣∣δip−1 = 1
 , (5.17)
and the same expression holds if p = 2 but in this ase the external summation is
only over i1 and
∏p−1
r=2 R1/2 (ir − ir−1) δir is replaed by 1. The bound (5.17) follows
from the triangular inequality and from the renewal property of τ . Next, note that
E
∣∣∣∣∣∣ 1L˜(N)
⌊((p−1)ρ+(1/2))N⌋∑
ip=ip−1+1
R1/2 (ip − ip−1) δip −
c
2π
∣∣∣∣∣∣
∣∣∣∣δip−1 = 1
 =
E
∣∣∣∣∣∣ 1L˜(N)
⌊((p−1)ρ+(1/2))N⌋−ip−1∑
i=1
R1/2 (i) δi − c
2π
∣∣∣∣∣∣
 N→∞−→ 0 , (5.18)
uniformly in the hoie of ip−1 ∈ {ip−2+1, . . . , ⌊((p−1)ρ+(1/2)N⌋}. This is beause
the summation in (5.18) ontains at least [ρN ] terms (and no more than N) so that
we an apply Lemma 5.1. The fat that E [|ηN,p − ηN,p−1|] = o(1) as N → ∞ is
therefore a onsequene of the following expliit estimate:
L(N)
N1/2L˜(N)p−2
⌊N/2⌋∑
i1=0
⌊(ρ+(1/2))N⌋∑
i2=i1+1
. . .
⌊((p−2)ρ+(1/2))N⌋∑
ip−1=ip−2+1
E
[
δi1
p−1∏
r=2
R1/2 (ir − ir−1) δir
]
≤
L(N)c
−(p−1)
L
N1/2L˜(N)p−2
⌊N/2⌋∑
i1=0
⌊(ρ+(1/2))N⌋∑
i2=i1+1
. . .
⌊((p−2)ρ+(1/2))N⌋∑
ip−1=ip−2+1
R1/2(i1)
p−1∏
r=2
(
R1/2 (ir − ir−1)
)2
N→∞∼
√
2c
−(p−1)
L , (5.19)
where we have used the denition (1.14) of the slowly varying funtion L˜(·) and
the fat that
∫ x
0
(y1/2L(y))−1 dy x→∞∼ 2x1/2/L(x). This ompletes the proof of
Lemma 4.1. 
Proof of Lemma 5.1. This is very similar to the proof of Lemma 5.4 in [65℄ (that,
in turn generalizes a result of K. L. Chung and P. Erdös [30℄). We give it in detail
in order to larify the role of the slowly varying funtion.
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First of all let us remark that
1
L˜(N)
[θN ]∑
j=1
R1/2(j)E [δj]
N→∞∼ cL˜(θN)
2πL˜(N)
N→∞∼ c
2π
, (5.20)
where the last asymptoti relation holds uniformly in θ, when θ lies in a ompat
subinterval of (0,∞). The statement is therefore redued to showing that the vari-
ane of
Yn :=
n∑
j=1
R1/2(j)δj , (5.21)
is o(L˜(n)2).
Let us ompute and start by observing that
varP (Yn) =
n∑
i,j=1
R1/2(i)R1/2(j) [E [δiδj ]− E [δi]E [δj]]
= 2
n−1∑
i=1
n∑
j=i+1
R1/2(i)R1/2(j) [E [δiδj]−E [δi]E [δj ]] + O(L˜(n))
=: 2Tn +O(L˜(n)),
(5.22)
and
Tn =
n−1∑
i=1
R1/2(i)E [δi]
[
n−i∑
j=1
R1/2(i+ j)E [δj ]−
n∑
j=i+1
R1/2(j)E [δj ]
]
≤
n−1∑
i=1
R1/2(i)E [δi]
[
n−i∑
j=1
R1/2(i+ j)E [δj ]−
n∑
j=i+1
R1/2(i+ j)E [δj ]
]
≤
n−1∑
i=1
R1/2(i)E [δi]
i∑
j=1
R1/2(i+ j)E [δj ] ≤
n−1∑
i=1
(
R1/2(i)
)2
E [δi]
i∑
j=1
E [δj ]
≤ c−2L
n−1∑
i=1
(
R1/2(i)
)3 i∑
j=1
R1/2(j)
n→∞∼ 2c−2L
∫ n
0
1
(1 + x)(L(x))4
dx ,
(5.23)
where the rst three inequalities follow sine R1/2(·) is non inreasing and the fourth
follows from (2.4). The onlusion of the proof follows now from Remark 5.2. 
Remark 5.2. For x→∞∫ x
0
1
(1 + y)(L(y))4
dy ≪
(
L˜(x)
)2
, (5.24)
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with L˜(x) dened as in (1.14) with L(·) replaed by L(·). This is a onsequene of
(1.15) (whih of ourse holds also for L(·)):∫ x
0
1
(1 + y)(L(y))4
dy ≪
∫ x
0
1
(1 + y)(L(y))2
L˜(y) dy ≤ L˜(x)
∫ x
0
1
(1 + y)(L(y))2
dy ,
(5.25)
and the rightmost term is
(
L˜(x)
)2
.
6. A general monotoniity result
We present now a very general result: we give it in our ontext but a look at the
proof sues to see that it holds also under substantially milder assumptions on the
proess τ .
Proposition 6.1. The free energy f(β, h) is a non-inreasing funtion of β on
[0,∞). Therefore
(i) β 7→ hc(β) is a non-dereasing funtion of β.
(ii) There exists a ritial value βc ∈ [0,∞] suh that hc(0) = hc(β) if and only
if β ≤ βc.
This result is of partiular relevane when
∑
n 1/(nL(n)
2) <∞, that is when for
small β we have hc(β) = hc(0) (f.  1.4): in this ase βc is the transition point from
the irrelevant disorder regime to the relevant one. But also in our set-up, in whih∑
n 1/(nL(n)
2) = ∞, it is of some use sine it implies that it is suient to prove
Theorem 1.7 for one value of β0 > 0 and the statement holds also for any other value
of β0 (by aepting, of ourse, a worse estimate on the shift of the ritial point if
one follows the estimates quantitatively, see Remark 2.6).
Proof. We just need to prove that β 7→ f(β, h) is a non-inreasing funtion on
[0,∞) as the other points are trivial onsequene of this result. To do so, we prove
that β 7→ E[logZN,ω] is a non-inreasing funtion of β, and pass to the limit. The
proof is the adaptation of an argument used in [40℄ for direted polymers with bulk
disorder to prove a similar result.
What we will show is
∂
∂β
E [logZN,ω] = E
[
∂
∂β
logZN,ω
]
≤ 0. (6.1)
The proof of the equality in (6.1) is standard and an be easily adapted from [40,
Lemma 3.3℄. Reall now that mβ := M
′(β)/M(β). We have
E
[
∂
∂β
logZN,ω
]
= E
[
E
[
1
ZN,ω
N∑
n=1
(ωn − mβ)δn exp
(
N∑
n=1
[βωn + h− logM(β)]δn
)
δN
]]
= E
[
exp
(
N∑
n=1
hδn
)
δN Êτ
[
Z−1N,ω
N∑
n=1
(ωn − mβ)δn
]]
.
(6.2)
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For a xed trajetory of the renewal, the probability measure P̂τ (reall denition
(4.2)), is a produt measure, so that, sine Z−1N,ω is a dereasing funtion of ω and∑N
n=1(ωn − mβ)δn is a non-dereasing funtion of ω, by the HarrisFKG inequality
we have
Êτ
[
Z−1N,ω
N∑
n=1
(ωn − mβ)δn
]
≤ Êτ
[
Z−1N,ω
]
Êτ
[
N∑
n=1
(ωn − mβ)δn
]
= 0. (6.3)

Part 2
Polymères dirigés en milieu aléatoire

CHAPTER 6
Direted polymer on hierarhial latties with site disorder
1. Introdution and presentation of the model
The model of direted polymers in random environment appeared rst in the
physis literature as an attempt to modelize roughening in domain wall in the 2D-
Ising model due to impurities [79℄. It then reahed the mathematial ommunity in
[81℄, and in [22℄, where the author applied martingale tehniques that have beame
the major tehnial tools in the study of this model sine then. A lot of progress has
been made reently in the mathematial understanding of direted polymer model
(see for example [82; 40; 36; 39; 29; 28; 38℄ and [37℄ for a reent review). It is known
that there is a phase transition from a deloalized phase at high temperature, where
the behavior of the polymer is diusive, to a loalized phase, where it is expeted that
the inuene of the media is relevant in order to produe nontrivial phenomenons,
suh as super-diusivity. These two dierent situations are usually referred to as
weak and strong disorder, respetively. A simple haraterization of this dihotomy
is given in terms of the limit of a ertain positive martingale related to the partition
funtion of this model.
It is known that in low dimensions (d = 1 or 2), the polymer is essentially in
the strong disorder phase (see [91℄, for more preise results), but for d > 3, there
is a nontrivial region of temperatures where weak disorder holds. A weak form of
invariane priniple is proved in [40℄.
However, the exat value of the ritial temperature whih separates the two
regions (when it is nite) remains an open question. It is known exatly in the
ase of direted polymers on the tree, where a omplete analysis is available (see
[26; 58; 86℄). In the ase of Z
d
, for d ≥ 3, an L2 omputation yields an upper bound
on the ritial temperature, whih is however known not to oinide with this bound
(see [18; 17℄ and [27℄).
We hoose to study the same model of direted polymers on diamond hierar-
hial latties. These latties present a very simple struture allowing to perform
a lot of omputations together with a riher geometry than the tree (see Remark
2.3 for more details). They have been introdued in physis in order to perform
exat renormalization group omputations for spin systems ([98; 83℄). A detailed
treatment of more general hierarhial latties an be found in [87℄ and [88℄. For
an overview of the extensive literature on Ising and Potts models on hierarhial
latties, we refer the reader to [20; 44℄ and referenes therein. Whereas statistial
mehanis model on trees have to be onsidered as mean-eld versions of the original
models, the hierarhial lattie models are in many sense very lose to the models
on Z
d
; they are a very powerful tool to get an intuition for results and proofs on the
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more omplex Z
d
models (for instane, the work on hierarhial pinning model in
[64℄ lead to a solution of the original model in [46℄. In the same manner, the present
work has been a great soure of inspiration for [91℄).
Direted polymers on hierarhial latties (with bond disorder) appeared in [41;
45; 48; 49℄ (see also [104℄ for direted rst-passage perolation). More reently,
these lattie models raised the interest of mathematiians in the study of random
resistor networks ([114℄), pinning/wetting transitions ([64; 90℄) and diusion on a
perolation luster ([76℄).
We an also mention [75℄ where the authors onsider a random analogue of the
hierarhial lattie, where at eah step, eah bond transforms either into a series of
two bonds or into two bonds in parallel, with probability p and p− 1 respetively.
Our aim in this paper is to desribe the properties of the quenhed free energy
of direted polymers on hierarhial latties with site disorder at high temperature:
• First, to be able to deide, in all ases, if the quenhed and annealed free
energy dier at low temperature.
• If they do, we want to be able to desribe the phase transition and to
ompute the ritial exponent.
We hoose to fous on the model with site disorder, whereas [99; 41℄ fous on
the model with bond disorder where omputations are simpler. We do so beause
we believe that this model is loser to the model of direted polymer in Z
d
(in
partiular, beause of the inhomogeneity of the Green Funtion), and beause there
exists a nie reursive onstrution of the partition funtions in our ase, that leads
to a martingale property. Apart from that, both models are very similar, and we
will shortly talk about the bound disorder model in setion 8.
The diamond hierarhial lattie Dn an be onstruted reursively:
• D0 is one single edge linking two verties A and B.
• Dn+1 is obtained from Dn by replaing eah edges by b branhes of s − 1
edges.
We an, improperly, onsider Dn as a set of verties, and, with the above onstru-
tion, we have Dn ⊂ Dn+1. We set D =
⋃
n≥0Dn. The verties introdued at the
n-th iteration are said to belong to the n-th generation Vn = Dn \Dn−1. We easily
see that |Vn| = (bs)n−1b(s− 1).
We restrit to b > 2 and s > 2. The ase b = 1 (resp. s = 1) is not interesting as it
just orresponds to a familly of edges in serie (resp. in parallel)
We introdue disorder in the system as a set of real numbers assoiated to verties
ω = (ωz)z∈D\{A,B}. Consider Γn the spae of direted paths in Dn linking A to B.
For eah g ∈ Γn (to be understood as a sequene of onneted verties in Dn,
(g0 = A, g1, . . . , gsn = B)), we dene the Hamiltonian
Hωn (g) :=
sn−1∑
t=1
ω(gt). (1.1)
1. INTRODUCTION AND PRESENTATION OF THE MODEL 167
PSfrag replaements
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A
B
B
B
D0 D1 D2
(a direted path on D2)
Figure 1. We present here the reursive onstrution of the rst three levels of
the hierarhial lattie Dn, for b = 3, s = 2.
For β > 0, n > 1, we dene the (quenhed) polymer measure on Γn whih hooses
a path γ at random with law
µωβ,n(γ = g) :=
1
Zn(β)
exp(βHωn (g)), (1.2)
where
Zn(β) = Zn(β, ω) :=
∑
g∈Γn
exp(βHωn (g)), (1.3)
is the partition funtion, and β is the inverse temperature parameter.
In the sequel, we will fous on the ase where ω = (ωz, z ∈ D \ {A,B}) is a
olletion of i.i.d. random variables and denote the produt measure by Q. Let ω0
denote a one dimensional marginal of Q, we assume that ω0 has expetation zero,
unit variane, and that
λ(β) := logQeβω0 <∞ ∀β > 0. (1.4)
As usual, we dene the quenhed free energy (see Theorem 2.1) by
p(β) := lim
n→+∞
1
sn
Q logZn(β), (1.5)
and its annealed ounterpart by
f(β) := lim
n→+∞
1
sn
logQZn(β). (1.6)
This annealed free energy an be exatly omputed. We will prove
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f(β) := λ(β) +
log b
s− 1 . (1.7)
This model an also be stated as a random dynamial system: given two integer
parameters b and s larger than 2, β > 0, onsider the following reursion:
W0
L
= 1
Wn+1
L
=
1
b
b∑
i=1
s∏
j=1
W (i,j)n
s−1∏
i=1
A(i,j)n , (1.8)
where equalities hold in distribution, W
(i,j)
n are independent opies of Wn, and A
(i,j)
n
are i.i.d. random variables, independent of the W
(i,j)
n with law
A
L
= exp(βω − λ(β)).
In the direted polymer setting,Wn an be interpretative as the normalized partition
funtion
Wn(β) = Wn(β, ω) =
Zn(β, ω)
QZn(β, ω)
. (1.9)
Then, (1.8) turns out to be an almost sure equality if we interpret W
(i,j)
n as the
partition funtion of the j-th edge of the i-th branh of D1.
The sequene (Wn)n≥0 is a martingale with respet to Fn = σ(ωz : z ∈ ∪ni=1Vi) and
as Wn > 0 for all n, we an dene the almost sure limitW∞ = limn→+∞Wn. Taking
limits in both sides of (1.8), we obtain a funtional equation for W∞.
2. Results
Our rst result is about the existene of the free energy.
Theorem 2.1. For all β, the limit
lim
n→+∞
1
sn
logZn(β), (2.1)
exists a.s. and is a.s. equal to the quenhed free energy p(β). In fat for any ε > 0,
one an nd n0(ε, β) suh that
Q (|Zn −Q logZn| > snε) ≤ exp
(
−ε
2/3sn/3
4
)
, for all n ≥ n0 (2.2)
Moreover, p(·) is a stritly onvex funtion of β.
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Remark 2.2. The inequality (2.2) is the exat equivalent of [36, Proposition 2.5℄,
and the proof given there an easily be adapted to our ase. It applies onentration
results for martingales from [94℄. It an be improved in order to obtain the same
bound as for Gaussian environments stated in [28℄ (see [34℄ for details). However, it
is believed that it is not of the optimal order, similar to the ase of direted polymers
on Z
d
.
Remark 2.3. The strit onvexity of the free energy is an interesting property. It
is known that it holds also for the direted polymer on Z
d
but not on the tree. In
the later ase, the free energy is stritly onvex only for values of β smaller than
the ritial value βc (to be dened latter) and it is linear on [βc,+∞). This fat
is related to the partiular struture of the tree that leads to major simpliations
in the 'orrelation' struture of the model (see [26℄). The strit onvexity, in our
setting, arises essentially from the property that two path on the hierarhial lattie
an re-intereset after being separated at some step. This underlines one more,
that Z
d
and the hierarhial lattie have a lot of features in ommon, whih they do
not share with the tree.
We next establish the martingale property for Wn and the zero-one law for its
limit.
Lemma 2.4. (Wn)n is a positive Fn-martingale. It onverges Q-almost surely to a
non-negative limit W∞ that satises the following zero-one law:
Q (W∞ > 0) ∈ {0, 1}. (2.3)
Reall that martingales appear when the disorder is displayed on sites, in ontrast
with disorder on bonds as in [41; 45℄.
Observe that
p(β)− f(β) = lim
n→+∞
1
sn
logWn(β),
so, if we are in the situation Q(W∞ > 0) = 1, we have that p(β) = f(β). This
motivates the following denition:
Denition 2.5. If Q(W∞ > 0) = 1, we say that weak disorder holds. In the opposite
situation, we say that strong disorder holds.
Remark 2.6. Later, we will give a statement(Proposition 5.1) that guarantees that
strong disorder is equivalent to p(β) 6= f(β), a situation that is sometimes alled
very strong disorder. This is believed to be true for polymer models on Z
d
or R
d
but
it remains an unproved and hallenging onjeture in dimension d ≥ 3 (see [29℄).
The next proposition lists a series of partial results that in some sense larify the
phase diagram of our model.
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Proposition 2.7. (i) There exists β0 ∈ [0,+∞] suh that strong disorder holds for
β > β0 and weak disorder holds for β ≤ β0.
(ii) If b > s, β0 > 0. Indeed, there exists β2 ∈ (0,∞] suh that for all β < β2,
supnQ(W
2
n(β)) < +∞, and therefore weak disorder holds.
(iii) If βλ′(β)− λ(β) > 2 log b
s−1 , then strong disorder holds.
(iv) In the ase where ωz are gaussian random variables, (iii) an be improved
for b > s: strong disorder holds as soon as β >
√
2(b−s) log b
(b−1)(s−1) .
(v) If b 6 s, then strong disorder holds for all β.
Remark 2.8. On an hek that the formula in (iii) ensures that β0 <∞ whenever
the distribution of ωz is unbounded.
Remark 2.9. An impliit formula is given for β2 in the proof and this gives a lower
bound for β0. However, when β2 <∞, it never oinides with the upper bound given
by (iii) and (iv), and therefore knowing the exat value of the ritial temperature
when b > s remains an open problem.
We now provide more quantitative information for the regime onsidered in (v):
Theorem 2.10. When s > b, there exists a onstant cs,b = c suh that for any
β ≤ 1 we have
1
c
β
2
α ≤ λ(β)− p(β) ≤ cβ 2α
where α = log s−log b
log s
.
Theorem 2.11. When s = b, there exists a onstant cs = c suh that for any β ≤ 1
we have
exp
(
− c
β2
)
≤ λ(β)− p(β) ≤ c exp
(
− 1
cβ
)
In the theory of direted polymer in random environment, it is believed that, in
low dimension, the quantity logZn undergoes large utuations around its average
(as opposed to what happens in the weak disorder regime where the utuation are
of order 1). More preisely: it is believed that there exists exponents ξ > 0 and
χ ≥ 0 suh that
logZn −Q logZn ≍ N ξ and VarQ logZn ≍ N2χ, (2.4)
where N is the length of the system (= n on Zd and sn one our hierarhial lattie).
In the non-hierarhial model this exponent is of major importane as it is losely
related to the volume exponent ξ that gives the spatial utuation of the polymer
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hain (see e.g. [82℄ for a disussion on utuation exponents). Indeed it is onjetured
for the Z
d
models that
χ = 2ξ − 1. (2.5)
This implies that the polymer trajetories are superdiusive as soon as χ > 0. In
our hierarhial setup, there is no suh geometri interpretation but having a lower
bound on the utuation allows to get a signiant loalization result.
Proposition 2.12. When b < s, there exists a onstant c suh that for all n ≥ 0
we have
VarQ (logZn) ≥ c(s/b)
n
β2
. (2.6)
Moreover, for any ε > 0, n ≥ 0, and a ∈ R,
Q
{
logZn ∈ [a, a+ ε(s/b)n/2]
} ≤ 8ε
β
. (2.7)
This implies that if the utuation exponent χ exists, χ ≥ log s−log b
2 log s
. We also have
the orresponding result for the ase b = s
Proposition 2.13. When b = s, there exists a onstant c suh that for all n ≥ 0
we have
VarQ (logZn) ≥ cn
β2
. (2.8)
Moreover for any ε > 0, n ≥ 0, and a ∈ R,
Q
{
logZn ∈ [a, a+ ε
√
n]
} ≤ 8ε
β
. (2.9)
From the utuations of the free energy we an prove the following: For g ∈ Γn
and m < n, we dene g|m to be the restrition of g to Dm.
Corollary 2.14. If b ≤ s, and n is xed we have
lim
n→∞
sup
g∈Γm
µn(γ|m = g) = 1, (2.10)
where the onvergene holds in probability.
Intuitively this result means that if one look on a large sale, the law of µn is
onentrated in the neighborhood of a single path. Equipping Γn with a natural
metri (two path g and g′ in Γn are at distane 2−m if and only if g|m 6= g′|m and
g|m−1 = g|m−1) makes this statement rigorous.
Remark 2.15. Proposition 2.7(v) brings the idea that b ≤ s for this hierarhial
model is equivalent to the d ≤ 2 ase for the model in Zd (and that b > s is
equivalent to d > 2). Let us push further the analogy: let γ(1) , γ(2) be two paths
hosen uniformly at random in Γn (denote the uniform-produt law by P
⊗2
), their
expeted site overlap is of order (s/b)n if b < s, of order n if b = s, and of order 1 if
b > s. If one denotes by N = sn the length of the system, one has
P⊗2
[
N∑
t=0
1{γ(1)t =γ(2)t }
]
≍

Nα if b < s,
logN if b = s,
1 if b > s,
(2.11)
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(where α = (log s− log b)/ log s). Comparing this to the ase of random walk on Zd,
we an infer that the ase b = s is just like d = 2 and that the ase d = 1 is similar
to b =
√
s (α = 1/2). One an hek in omparing [91, Theorem 1.4, 1.5, 1.6℄ with
Theorem 2.10 and 2.11, that this analogy is relevant.
The paper is organised as follow
• In setion 3 we prove some basi statements about the free energy, Lemma
2.4 and the rst part of Proposition 2.7.
• Item (ii) from Proposition 2.7 is proved in Setion 5.1. Item (v) is a onse-
quene of Theorems 2.10 and 2.11.
• Items (iii) and (iv) are proved in Setion 6.3. Theorems 2.10 and 2.11 are
proved in Setion 6.1 and 6.3 respetively.
• In setion 6 we prove Propositions 2.12 and 2.13 and Corrolary 2.14.
• In setion 7 we dene and investigate the properties of the innite volume
polymer measure in the weak disorder phase.
• In setion 8 we shortly disuss about the bond disorder model.
3. Martingale triks and free energy
We rst look at to the existene of the quenhed free energy
p(β) = lim
n→+∞
1
n
Q (logZn(β)) ,
and its relation with the annealed free energy. The ase β = 0 is somehow instru-
tive. It gives the number of paths in Γn and is handled by the simple reursion:
Zn(0) = b (Zn−1(0)) .
This easily yields
|Γn| = Zn(β = 0) = b
sn−1
s−1 . (3.1)
Muh in the same spirit than (1.8), we an nd a reursion for Zn:
Zn+1 =
b∑
i=1
Z(i,1)n · · ·Z(i,s)n × eβωi,1 · · · eβωi,s−1 . (3.2)
The existene of the quenhed free energy follows by monotoniity: we have
Zn+1 > Z
(1,1)
n Z
(1,2)
n · · ·Z(1,s)n × eβω1,1 · · · eβω1,s−1 ,
so that (reall the ω's are entered random variables)
1
sn+1
Q logZn+1 >
1
sn
Q logZn.
The annealed free energy provides an upper bound:
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1
sn
Q logZn 6
1
sn
logQZn
=
1
sn
log eλ(β)(s
n−1)Zn(β = 0)
=
(
1− 1
sn
)(
λ(β) +
log b
s− 1
)
=
(
1− 1
sn
)
f(β).
We now prove the strit onvexity of the free energy. The proof is essentially
borrowed from [35℄, but it is remarkably simpler in our ase.
Proof of the strit onvexity of the free energy. We will onsider
a Bernoulli environment (ωz = ±1 with probability p, 1− p; note that our assump-
tions on the variane and expetation for ω are violated but entering and resaling
ω does not hange the argument). We refer to [35℄ for generalization to more general
environment.
An easy omputation yields
d2
dβ2
Q logZn = QVarµnHn(γ).
We will prove that for eah K > 0, there exists a onstant C suh that, for all
β ∈ [0, K] and n > 1,
VarµnHn(γ) > Cs
n
(3.3)
For g ∈ Γn and m < n, we dene g|m to be the restrition of g to Dm. By the
onditional variane formula,
VarµnHn = µn
(
Varµn(Hn(γ) | γ|n−1)
)
+Varµn
(
µn(Hn(γ) | γ|n−1)
)
> µn
(
Varµn(Hn(γ) | γ|n−1)
)
(3.4)
Now, for l = 0, ..., sn−1 − 1, g ∈ Γn, dene
H(l)n (g) =
(l+1)s−1∑
t=ls+1
ω(gt),
so (3.4) is equal to
µnVarµn
(
sn−1−1∑
l=0
H(l)n (γ)|γ|n−1
)
=
sn−1−1∑
l=0
µnVarµn
(
H(l)n (γ)|γ|n−1
)
,
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by independene. Summarizing,
VarµnHn >
sn−1∑
l=1
µnVarµn
(
H(l)n (γ)|γ|n−1
)
. (3.5)
The rest of the proof onsists in showing that eah term of the sum is bounded from
below by a positive onstant, uniformly in l and n. For any x ∈ Dn−1 suh that the
graph distane between x and A is ls in Dn (i.e. x ∈ Dn−1), we dene the set of
environment
M(n, l, x) =
{
ω :
∣∣{H(l)n (g, ω) : g ∈ Γn, gls = x}∣∣ > 2} .
These environments provide the utuations in the energy needed for the uniform
lower bound we are searhing for. One seond sues to onvine oneself that
Q(M(n, l, x) > 0, and does not depend on the parameters n, l or x. Let Q(M)
denote improperly the ommon value of Q(M(n, l, x)). Now, it is easy to see (from
(3.5)) that there exists a onstant C suh that for all β < K,
Q [VarµnHn] ≥ CQ
sn−1−1∑
l=1
∑
x∈Dn−1
1M(n,l,x)µn(γls = x)
 .
Dene now µ
(l)
n as the polymer measure in the environment obtained from ω by
setting ω(y) = 0 for all sites y whih distane to 0 is between ls and (l + 1)s. One
an hek that for all n, and all path g,
exp(−2β(s− 1))µ(l)n (γ = g) 6 µn(γ = g) 6 exp(2β(s− 1))µ(l)n (γ).
We note that under Q, µ
(l)
n (γls = x) and 1M(n,l,x) are random variables, so that
Q [VarµnHn] > C exp(−2β(s− 1))Q
[
sn−1−1∑
l=0
∑
x
1M(n,l,x)µ
(l)
n (γls = x)
]
= C exp(−2β(s− 1))
sn−1∑
l=1
∑
x∈Dn−1
Q(M(n, l, x))Q
[
µ(l)n (γl = x)
]
= C exp(−2β(s− 1))Q(M)sn−1.

We now establish the martingale property for the normalized free energy.
Proof of Lemma 2.4. Set zn = Zn(β = 0). We have already remarked that
this is just the number of (direted) paths in Dn, and its value is given by (3.1).
Observe that g ∈ Γn visits sn(s− 1) sites of n+ 1-th generation. The restrition of
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paths in Dn+1 to Dn is obviously not one-to-one as for eah path g
′ ∈ Γn, there are
bs
n
paths in Γn+1 suh that g|n = g′. Now,
Q (Zn+1(β)|Fn) =
∑
g∈Dn+1
Q
(
eβHn+1(g)|Fn
)
=
∑
g′∈Dn
∑
g∈Dn+1
Q
(
eβHn+1(g)|Fn
)
1g|n=g′
=
∑
g′∈Dn
∑
g∈Dn+1
eβHn(g
′)es
n(s−1)λ(β)
1g|n=g′
=
∑
g′∈Dn
eβHn(g
′)es
n(s−1)λ(β) ∑
g∈Dn+1
1g|n=g′
= es
n(s−1)λ(β)bs
n
∑
g′∈Dn
eβHn(g
′)
= Zn(β)
zn+1e
sn+1λ(β)
znes
nλ(β)
.
This proves the martingale property. For (2.3), let's generalize a little the preeding
restrition proedure. As before, for a path g ∈ Dn+k, denote by g|n its restrition
to Dn. Denote by In,n+k the set of time indexes that have been removed in order to
perform this restrition and by Nn,n+k its ardinality. Then
Zn+k =
∑
g∈Dn
eβHn(g)
∑
g′∈Dn+k,g′|n=g
exp
β ∑
t∈In,n+k
ω(g′t)
 .
Consider the following notation, for g ∈ Γn,
W˜n,n+k(g) = c
−1
n,n+k
∑
g′∈Dn+k,g′|n=g
exp
β ∑
t∈In,n+k
ω(g′t)−Nn,n+kλ(β)
 ,
where cn,n+k stands for the number paths in the sum. With this notations, we have,
Wn+k =
1
zn
∑
g∈Dn
eβHn(g)−(s
n−1)λ(β)W˜n,n+k(g), (3.6)
and, for all n,
{W∞ = 0} =
{
W˜n,n+k(g)→ 0, as k → +∞, ∀ g ∈ Dn
}
. (3.7)
The event in the right hand side is measurable with respet to the disorder of
generation not earlier than n. As n is arbitrary, the right hand side of (3.7) is in the
tail σ-algebra and its probability is either 0 or 1. 
176 6. DIRECTED POLYMER ON HIERARCHICAL LATTICES WITH SITE DISORDER
This, ombined with FKG-type arguments (see [40, Theorem 3.2℄ for details),
proves part (i) of Proposition 2.7. Roughly speaking, the FKG inequality is used to
insure that there is no reentrane phase.
4. Seond moment method and lower bounds
This setion ontains all the proofs onerning oinidene of annealed and
quenhed freeenergy for s > b and lower bounds on the freeenergy for b ≤ s
(i.e. half of the results from Proposition 2.7 to Theorem 2.11.) First, we disuss
briey the ondition on β that one has to fulll to to have Wn bounded in L2(Q).
Then for the ases when strong disorder holds at all temperature (b ≤ s), we present
a method that ombines ontrol of the seond moment up to some sale n and a
perolation argument to get a lower bound on the free energy.
First we investigate how to get the variane of Wn (under Q). From (1.8) we get
the indution for the variane vn = Q [(Wn − 1)2]:
vn+1 =
1
b
(
e(s−1)γ(β)(vn + 1)s − 1
)
, (4.1)
v0 = 0. (4.2)
where γ(β) := λ(2β)− 2λ(β).
4.1. The L2 domain: s < b. If b > s, and γ(β) is small, the map
g : x 7→ 1
b
(
e(s−1)γ(β)(x+ 1)s − 1)
possesses a xed point. In this ase, (4.1) guaranties that vn onverges to some
nite limit. Therefore, in this ase, Wn is a positive martingale bounded in L
2
, and
therefore onverges almost surely to W∞ ∈ L2(Q) with QW∞ = 1, so that
p(β)− λ(β) = lim
n→∞
1
sn
logWn = 0,
and weak disorder holds. One an hek that g has a xed point if and only if
γ(β) ≤ s
s− 1 log
s
b
− log b− 1
s− 1
4.2. Control of the variane: s > b. For ǫ > 0, let n0 be the smallest integer
suh that vn ≥ ε.
Lemma 4.1. For any ε > 0, there exists a onstant cε suh that for any β ≤ 1
n0 ≥ 2| log β|
log s− log b − cε.
Proof. Expanding (4.1) around β = 0, vn = 0, we nd a onstant c1 suh that,
whenever vn ≤ 1 and β ≤ 1,
vn+1 ≤ s
b
(vn + c1β
2)(1 + c1vn). (4.3)
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Using (4.3), we obtain by indution
vn0 ≤
n0−1∏
i=0
(1 + c1vi)
[
c1β
2
(
n0−1∑
i=0
(s/b)i
)]
.
From (4.1), we see that vi+1 ≥ (s/b)vi. By denition of n0, vn0−1 < ǫ, so that
vi < ε(s/b)
i−n0+1
. Then
n0−1∏
i=0
(1 + c1vi) ≤
n0−1∏
i=0
(1 + c1ε(s/b)
i−n0+1) ≤
∞∏
k=0
(1 + c1ε(s/b)
−k) ≤ 2,
where the last inequality holds for ε small enough. In that ase we have
ε ≤ vn0 ≤ 2c1β2(s/b)n0,
so that
n0 ≥ log(ε/2c1β
2)
log(s/b)
.

4.3. Control of the variane: s = b.
Lemma 4.2. There exists a onstant c2 suh that, for every β ≤ 1,
vn ≤ β, ∀n ≤ c2
β
.
Proof. By (4.3) and indution we have, for any n suh that vn−1 ≤ 1 and β 6 1,
vn ≤ nβ2
n−1∏
i=0
(1 + c1vi).
Let n0 be the smallest integer suh that vn0 > β. By the above formula, we have
vn0 ≤ n0β2(1 + c1β)n0
Suppose that n0 ≤ (c2/β), then
β ≤ vn0 ≤ c2c1β(1 + c1β)c2/β .
If c4 is hosen small enough, this is impossible. 
4.4. Direted perolation on Dn. For tehnial reasons, we need to get some
understanding on direted independent bond perolation on Dn. Let p be the prob-
ability that an edge is open (more detailed onsiderations about edge disorder are
given in the last setion). The probability of having an open path from A to B in
Dn follows the reursion
p0 = p,
pn = 1− (1− psn−1)b.
On an hek that the map x 7→ 1− (1− xs)b has a unique unstable xed point on
(0, 1); we all it pc. Therefore if p > pc, with a probability tending to 1, there will
be an open path linking A and B in Dn. If p < pc, A and B will be disonneted in
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Dn with probability tending to 1. If p = pc, the probability that A and B are linked
in Dn by an open path is stationary. See [76℄ for a deep investigation of perolation
on hierarhial latties.
4.5. From ontrol of the variane to lower bounds on the free energy.
Given b and s, let pc = pc(b, s) be the ritial parameter for direted bond perola-
tion.
Proposition 4.3. Let n be an integer suh that vn = Q(Wn − 1)2 < 1−pc4 and β
suh that p(β) ≤ (1− log 2). Then
λ(β)− p(β) > s−n
Proof. If n is suh that Q [(Wn − 1)2] < 1−pc4 , we apply Chebyhe inequality
to see that
Q(Wn < 1/2) ≤ 4vn < 1− pc.
Now let be m ≥ n. Dm an be seen as the graph Dm−n where the edges have
been replaed by i.i.d. opies of Dn with its environment (see g. 2). To eah opy
of Dn we assoiate its renormalized partition funtion; therefore, to eah edge e of
Dm−n orresponds an independent opy of Wn, W
(e)
n . By perolation (see g. 3), we
will have, with a positive probability not depending on n, a path in Dm−n linking
A to B, going only through edges whih assoiated W
(e)
n is larger than 1/2.
PSfrag replaements
Dn
Dn
Dn
Dn
Dn
Dn
Dn
Dn
Dn
Dn
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Dn
Dn
Dn
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Dn
A
B
Independent opies of system of rank n.
Figure 2. On this gure, we sheme how Dn+m with its random environment
an be seen as independent opies of Dn arrayed as Dm. Here, we have b = s = 2
m = 2, eah diamond orresponds to a opy of Dn (we an identify it with an edge
and get the underlying graph D2). Note that we also have to take into aount
the environment present on the verties denoted by irles.
When suh paths exist, let γ0 be one of them (hosen in a deterministi manner,
e.g. the lowest suh path for some geometri representation of Dn). We look at the
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PSfrag replaements
A B
an open perolation path
Figure 3. We represent here the perolation argument we use. In the previous
gure, we have replaed by an open edge any of the opies of Dn for whih satises
Wn ≥ 1/2. As it happens with probability larger than pc, it is likely that we an
nd an open path linking A to B in Dn+m, espeially if m is large.
ontribution of these family of paths in Dm to the partition funtion. We have
Wm ≥ (1/2)sm−n exp
(∑
z∈γ0
βωz − λ(β)
)
Again, with positive probability (say larger than 1/3), we have
∑
z∈γ0 ωz ≥ 0 (this
an be ahieved the the entral limit theorem). Therefore with positive probability
we have
1
sm
logWm ≥ − 1
sn
(log 2 + λ(β)).
As 1/sm logWm onverges in probability to the free energy this proves the result.

Proof of the right-inequality in Theorems 2.10 and 2.11. .
The results now follow by ombining Lemma 4.1 or 4.2 for β small enough, with
Proposition 4.3.

5. Frational moment method, upper bounds and strong disorder
In this setion we develop a way to nd an upper bound for λ(β)− p(β), or just
to nd out if strong disorder hold. The main tool we use are frational moment
estimates and measure hanges.
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5.1. Frational moment estimate. In the sequel we will use the following
notation. Given a xed parameter θ ∈ (0, 1), dene
un := QW
θ
n , (5.1)
aθ := QA
θ = exp(λ(θβ)− θλ(β)). (5.2)
Proposition 5.1. The sequene (fn)n dened by
fn := θ
−1s−n log
(
aθb
1−θ
s−1un
)
is dereasing and we have
lim
n→∞
fn ≥ p(β)− λ(β).
(i) In partiular, if for some n ∈ N, un < a−1θ b
θ−1
s−1
, strong disorder holds.
(ii) Strong disorder holds in partiular if aθ < b
θ−1
s−1
.
Proof. The inequality (
∑
ai)
θ ≤∑ aθi (whih holds for any θ ∈ (0, 1) and any
olletion of positive numbers ai) applied to (1.8) and averaging with respet to Q
gives
un+1 ≤ b1−θusnas−1θ
From this we dedue that the sequene
s−n log
(
aθb
1−θ
s−1un
)
is dereasing. Moreover we have
p(β)− λ(β) = lim
n→∞
1
sn
Q logWn ≤ lim
n→∞
1
θsn
logQW θn = lim
n→∞
fn.
As a onsequene very strong disorder holds if fn < 0 for any fn. As a onse-
quene, strong disorder and very strong disorder are equivalent. 
5.2. Change of measure and environment tilting. The result of the previ-
ous setion assures that we an estimate the free energy if we an bound aurately
some non integer moment of Wn. Now we present a method to estimate non-integer
moment via measure hange, it has been introdued to show disorder relevane in
the ase of wetting on non hierarhial lattie [64℄ and used sine in several dierent
ontexts sine, in partiular for direted polymer models on Z
d
, [91℄. Yet, for the
direted polymer on hierarhial lattie, the method is remarkably simple to apply,
and it seems to be the ideal ontext to present it.
Let Q˜ be any probability measure suh that Q and Q˜ are mutually absolutely on-
tinuous. Using Hölder inequality we observe that
QW θn = Q˜
dQ
dQ˜
W θn ≤
[
Q˜
(
dQ
dQ˜
) 1
1−θ
](1−θ) (
Q˜Wn
)θ
. (5.3)
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Our aim is to nd a measure Q˜ suh that the term
[
Q˜
(
dQ
d
eQ
) 1
1−θ
](1−θ)
is not very large
(i.e. of order 1), and whih signiantly lowers the expeted value of Wn. To do so
we look for Q˜ whih lowers the value of the environment on eah site, by exponential
tilting. For b < s it suient to lower the value for the environment uniformly of
every site of Dn \ {A,B} to get a satisfatory result, whereas for the b = s ase, on
has to do an inhomogeneous hange of measure. We present the hange of measure
in a united framework before going to the details with two separate ases.
Reall that Vi denotes the sites of Di \Di+1, and that the number of sites in Dn
is
|Dn \ {A,B}| =
n∑
i=1
|Vi| =
n∑
i=1
(s− 1)bisi−1 = (s− 1)b((sb)
n − 1)
sb− 1 (5.4)
We dene Q˜ = Q˜n,s,b to be the measure under whih the environment on the site
of the i-th generation for i ∈ {1, . . . , n} are standard gaussians with mean −δi = δi,n,
where δi,n is to be dened. The density of Q˜ with respet to Q is given by
dQ˜
dQ
(ω) = exp
(
−
n∑
i=1
∑
z∈Vi
(δi,nωz +
δ2i,n
2
)
)
.
As eah path in Dn intersets Vi on s
i−1(s− 1) sites, this hange of measure lowers
the value of the Hamiltonian (1.1) by
∑n
i=1 s
i−1(s− 1)δi,n on any path. Therefore,
both terms an be easily omputed,
Q˜
(
dQ
dQ˜
) 1
1−θ
= exp
{
θ
2(1− θ)
n∑
i=1
|Vi|δ2i,n
}
. (5.5)
(
Q˜Wn
)θ
= exp
{
−βθ
n∑
i=1
si−1(s− 1)δi,n
}
. (5.6)
Replaing (5.6) and (5.5) bak into (5.3) gives
un 6 exp
{
θ
n∑
i=1
( |Vi|δ2i,n
2(1− θ) − βs
i−1(s− 1)δi,n
)}
. (5.7)
When δi,n = δn (i.e. when the hange of measure is homogeneous on every site) the
last expression beomes simply
un 6 exp
{
θ
( |Dn \ {A,B}|δ2n
2(1− θ) − (s
n − 1)βδn
)}
. (5.8)
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In either ase, the rest of the proof then onsists in nding onvenient values for δi,n
and n large enough to insure that (i) from Proposition 5.1 holds.
5.3. Homogeneous shift method: s > b.
Proof of the left inequality in Theorem 2.10, in the gaussian ase.
Let 0 < θ < 1 be xed (say θ = 1/2) and δi,n = δn := (sb)
−n/2
.
Observe from (5.4) that |Dn \ {A,B}|δ2n 6 1, so that (5.8) implies
un ≤ exp
(
θ
2(1− θ) − θβ(s/b)
n/2s− 1
s
)
.
Taking n = 2(| log β|+log c3)
log s−log b , we get
un ≤ exp
(
θ
2(1− θ) −
θc5s
s− 1
)
.
Choosing θ = 1/2 and c3 suiently large, we have
fn = s
−n log aθb
1−θ
s−1un ≤ −s−n, (5.9)
so that Proposition 5.1 gives us the onlusion
p(β)− λ(β) ≤ −s−n = −(β/c3)
2 log s
log s−log b .

5.4. Inhomogeneous shift method: s = b. One an hek that the previous
method does not give good enough results for the marginal ase b = s. One has to
do a hange of measure whih is a bit more rened and for whih the intensity of
the tilt in proportional to the Green Funtion on eah site. This idea was used rst
for the marginal ase in pinning model on hierarhial lattie (see [90℄).
Proof of the left inequality in Theorem 2.11, the gaussian ase.
This time, we set δi,n := n
−1/2s−i. Then (reall (5.4)), (5.7) beomes
un ≤ exp
(
θ
2(1− θ)
s− 1
s
− θβn−1/2 s− 1
s
)
.
Taking θ = 1/2 and n = (c4/β)
2
for a large enough onstant c4, we get that fn ≤ −sn
and applying Proposition 5.1, we obtain
p(β)− λ(β) ≤ −s−n = −s−(c4/β)2 = exp
(
−c
2
4 log s
β2
)
.

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5.5. Bounds for the ritial temperature. From Proposition 5.1, we have
that strong disorder holds if aθ < b
(1−θ)/(s−1)
. Taking logarithms, this ondition
reads
λ(θβ)− θλ(β) < (1− θ) log b
s− 1 .
We now divide both sides by 1−θ and let θ → 1. This proves part (iii) of Proposition
2.7.
For the ase b > s, this ondition an be improved by the inhomogeneous shifting
method; here, we perform it just in the gaussian ase. Reall that
un 6 exp
{
θ
n∑
i=1
( |Vi|δ2i,n
2(1− θ) − βs
i−1(s− 1)δi,n
)}
. (5.10)
We optimize eah summand in this expression taking δi,n = δi = (1 − θ)β/bi. Re-
alling that |Vi| = (bs)i−1b(s− 1), this yields
un 6 exp
{
−θ(1 − θ)β
2
2
s− 1
s
n∑
i=1
(s
b
)i}
6 exp
{
−θ(1− θ)β
2
2
s− 1
s
s/b− (s/b)n+1
1− s/b
}
.
Beause n is arbitrary, in order to guaranty strong disorder it is enough to have (
f. rst ondition in Proposition 5.1) for some θ ∈ (0, 1)
θ(1− θ)β
2
2
s− 1
s
s/b
1− s/b > (1− θ)
log b
s− 1 + log aθ.
In the ase of gaussian variables log aθ = θ(θ − 1)β2/2. This is equivalent to
β2
2
>
(b− s) log b
(b− 1)(s− 1) .
This last ondition is an improvement of the bound in part (iii) of Proposition 2.7.
5.6. Adaptation of the proofs for non-gaussian variables.
Proof of the left inequality in Theorem 2.10 and 2.11, the general ase.
To adapt the preeding proofs to non-gaussian variables, we have to investigate the
onsequene of exponential tilting on non-gaussian variables. We sketh the proof
in the inhomogeneous ase b = s, we keep δi,n := s
−in−1/2.
Consider Q˜ with density
dQ˜
dQ
(ω) := exp
(
−
n∑
i=1
∑
z∈Vi
(δi,nωz + λ(−δi,n))
)
,
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(reall that λ(x) := logQ exp(xω)). The term giving ost of the hange of measure
is, in this ase,[
Q˜
(
dQ
dQ˜
) 1
1−θ
](1−θ)
= exp
(
(1− θ)
n∑
i=1
|Vi|
[
λ
(
θδi,n
1− θ
)
+
θ
1− θλ(−δi,n)
])
6 exp
(
θ
(1− θ)
n∑
i=1
|Vi|δ2i,n
)
≤ exp
(
θ
(1− θ)
)
Where the inequality is obtained by using the fat the λ(x) ∼0 x2/2 (this is a
onsequene of the fat that ω has unit variane) so that if β is small enough, one
an bound every λ(x) in the formula by x2.
We must be areful when we estimate Q˜Wn. We have
Q˜Wn = exp
(
n∑
i=1
(s− 1)si−1λ(β − δi,n)− λ(β)− λ(−δi,n)
)
QWn
By the mean value theorem
λ(β − δi,n)− λ(β)− λ(−δi,n) + λ(0) = −δi,n (λ′(β − t0)− λ′(−t0)) = −δi,nβλ′′(t1),
for some t0 ∈ (0, δi,n) and some t1 ∈ (β,−δi,n). As we know that limβ→0 λ′′(β) = 1,
when δi and β are small enough, the right-hand side is less than −βδi,n/2. Hene,
Q˜Wn ≤ exp
(
n∑
i=1
(s− 1)si−1βδi,n
2
)
.
We get the same inequalities that in the ase of gaussian environment, with dierent
onstants, whih do not aet the proof. The ase b < s is similar. 
6. Flutuation and loalisation results
In this setion we use the shift method we have developed earlier to prove u-
tuation results
6.1. Proof of Proposition 2.12. The statement on the variane is only a
onsequene of the seond statement. Reall that the random variable ωz here are
i.i.d. entered standard gaussians, and that the produt law is denoted by Q. We
have to prove
Q
{
logZn ∈ [a, a+ βε(s/b)n/2]
} ≤ 4ε ∀ε > 0, n ≥ 0, a ∈ R (6.1)
Assume there exist real numbers a and ε, and an integer n suh that (6.1) does not
hold, i.e.
Q
{
log Z¯n ∈ [a, a+ βε(s/b)n/2)
}
> 4ε. (6.2)
Then one of the following holds
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Q
{
logZn ∈ [a, a + βε(s/b)n/2)
} ∩{∑
z∈Dn
ωz ≥ 0
}
> 2ε,
Q
{
logZn ∈ [a, a + βε(s/b)n/2)
} ∩{∑
z∈Dn
ωz ≤ 0
}
> 2ε.
(6.3)
We assume that the rst line is true. We onsider the events related to Q as sets of
environments (ωz)z∈Dn\{A,B}. We dene
Aε =
{
logZn ∈ [a, a + βεb−n/2)
} ∩{∑
z∈Dn
ωz ≥ 0
}
, (6.4)
and
A(i)ε = Q
{
logZn ∈ [a− iβε(s/b)n/2, a− (i− 1)βε(s/b)n/2)
}
. (6.5)
Dene δ = s
n/2
(sn−1)bn/2 . We dene the measure Q˜i,ε with its density:
dQ˜i,ε
dQ
(ω) := exp
([
iεδ2
∑
z∈Dn
ωz
]
− i
2ε2δ2|Dn \ {A,B}|
2
)
. (6.6)
If the environment (ωz)z∈Dn has law Q then (ω̂
(i)
z )z∈Dn dened by
ω̂(i)z := ωz + εiδ, (6.7)
has law Q˜i,ε. Going from ω to ω̂
(i)
, one inreases the value of the Hamiltonian
by εi(s/b)n/2 (eah path ross sn − 1 sites). Therefore if (ω̂(i)z )z∈Dn ∈ Aε, then
(ωz)z∈Dn ∈ A(i)ε . From this we have Q˜i,εAε ≤ QA(i)ε , and therefore
QA(i)ε ≥
∫
Aε
dQ˜i,ε
dQ
Q( dω) ≥ exp(−(εi)2/2)Q(Aε). (6.8)
The last inequality is due to the fat that the density is always larger than exp(−(εi)2/2)
on the set Aε (reall its denition and the fat that |Dn \{A,B}|δ2 ≤ 1). Therefore,
in our setup, we have
QA(i)ε > ε, ∀i ∈ [0, ε−1]. (6.9)
As the A
(i)
ε are disjoints, this is impossible. If we are in the seond ase of (6.3), we
get the same result by shifting the variables in the other diretion. 
6.2. Proof of Proposition 2.13. Let us suppose that there exist n, ε and a
suh that
Q
{
logZn ∈ [a, a+ βε
√
n)
}
> 8ε. (6.10)
We dene δi,n = δi := εs
1−i(s − 1)−1n−1/2. Then one of the following inequality
holds (reall the denition of Vi)
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Q
{
logZn ∈ [a, a+ βε
√
n)
} ∩{ n∑
i=1
δi
∑
z∈Vi
ωz ≥ 0
}
> 4ε,
Q
{
logZn ∈ [a, a+ βε
√
n)
} ∩{ n∑
i=1
δi
∑
z∈Vi
ωz ≤ 0
}
> 4ε.
(6.11)
We assume that the rst line holds and dene
Aε =
{
logZn ∈ [a, a+ βε
√
n)
} ∩{ n∑
i=1
δi
∑
z∈Vi
ωz ≥ 0
}
(6.12)
And
A(j)ε =
{
logZn ∈ [a− jβε
√
n, a− (j − 1)βε√n)} (6.13)
jβ
n∑
i=1
δi(s− 1)si−1 = jβε
√
n. (6.14)
Therefore, an environment ω ∈ Aε will be transformed in an environment in A(j)ε .
We dene Q˜j,ε the measure whose Radon-Niodyn derivative with respet to Q
is
dQ˜i,ε
dQ
(ω) := exp
([
j
n∑
i=1
δi
∑
z∈Vi
ωz
]
−
n∑
i=1
j2δ2i |Vi|
2
)
. (6.15)
We an bound the deterministi term.
n∑
i=1
j2δ2i |Vi|
2
= j2ε2
n∑
i=1
s
2(s− 1) ≤ j
2ε2. (6.16)
For an environment (ωz)z∈Dn\{A,B}, dene (ω̂
(j)
z )z∈Dn\{A,B} by
ω̂(j)z := ωz + jεδi, ∀z ∈ Vi. (6.17)
If (ωz)z∈Dn\{A,B} has Q, then (ω̂
(j)
z )z∈Dn\{A,B} has law Q˜j,ε. When one goes from ω
to ω̂(j), the value of the Hamiltonian is inreased by
n∑
i=1
jδis
i−1(s− 1) = ε√n.
Therefore, if ω̂(j) ∈ Aε, then ω ∈ A(j)ε , so that
QA(j)ε ≥ Q˜j,εAε.
Beause of the preeding remarks
QA(j)ε ≥ Q˜j,εAε =
∫
Aε
dQ˜i,ε
dQ
Q( dω) ≥ exp (−j2ε2)QAε. (6.18)
The last inequality omes from the denition of Aε whih gives an easy lower bound
on the Radon-Niodyn derivative. For j ∈ [0, (ε/2)−1], this implies that QA(j)ε > 2ε.
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As they are disjoint events this is impossible. The seond ase of (6.11) an be dealt
analogously. 
6.3. Proof of Corollary 2.14. Let g ∈ Γn be a xed path. For m ≥ n, dene
Z(g)m :=
∑
{g′∈Γm:g|n=g}
exp (βHm(g
′)) . (6.19)
With this denition we have
µm(γ|n = g) = Z
(g)
m
Zm
. (6.20)
To show our result, it is suient to show that for any onstant K and any distint
g, g′ ∈ Γn
lim
m→∞
Q
(
µm(γ|n = g)
µm(γ|n = g′) ∈ [K
−1, K]
)
= 0. (6.21)
For g and g′ distint, it is not hard to see that
log
(
µm(γ|n = g)
µm(γ|n = g′)
)
= logZ(g)m − logZ(g
′)
m =: logZ
(0)
m−n +X, (6.22)
where Z
(0)
m−n is a random variable whose distribution is the same as the one of Zm−n,
and X is independent of Z
(0)
m−n. We have
Q
(
log
(
µm(γ|n = g)
µm(γ|n = g′)
)
∈ [− logK, logK]
)
= Q
[
Q
(
logZ
(0)
m−n ∈ [− logK −X, logK −X ]
∣∣X)]
≤ max
a∈R
Q (logZm−n ∈ [a, a+ 2 logK]) . (6.23)
Proposition 2.12 and 2.13 show that the righthand side tends to zero. 
7. The weak disorder polymer measure
Comets and Yoshida introdued in [40℄ an innite volume Markov hain at weak
disorder that orresponds in some sense to the limit of the polymers measures µn
when n goes to innity. We perform the same onstrution here. The notation is
more umbersome in our setting.
Reall that Γn is the spae of direted paths from A to B in Dn. Denote by
Pn the uniform law on Γn. For g ∈ Γn, 0 6 t 6 sn − 1, dene W∞(gt, gt+1) by
performing the same onstrution that leads to W∞, but taking gt and gt+1 instead
of A and B respetively. On the lassial direted polymers on Zd, this would be
equivalent to take the (t, gt) as the initial point of the polymer.
We an now dene the weak disorder polymer measure for β < β0. We dene
Γ as the projetive limit of Γn (with its natural topology), the set of path on D :=⋃
n≥1Dn. As for nite path, we an dene, for g¯ ∈ Γ, its projetion onto Γn, g¯|n.
We dene
188 6. DIRECTED POLYMER ON HIERARCHICAL LATTICES WITH SITE DISORDER
µ∞(γ¯|n = g) := 1
W∞
exp{βHn(g)− (sn − 1)λ(β)}
sn−1∏
i=0
W∞(gi, gi+1)Pn(γ¯|n = g).(7.1)
Let us stress the following:
• Note that the projetion on the dierent Γn are onsistent (so that our
denition makes sense)
µ∞(γ¯|n = g) = µ∞ ((γ¯|n+1)|n = g) .
• Thanks to the martingale onvergene for both the numerator and the de-
nominator, for any s ∈ Γn,
lim
k→+∞
µk+n(γ|n = g) = µ∞(γ¯|n = g).
Therefore, µ∞ is the only reasonable denition for the limit of µn.
It is an easy task to prove the law of large numbers for the time-averaged quenhes
mean of the energy. This follows as a simple onsequene of the onvexity of p(β).
Proposition 7.1. At eah point where p admits a derivative,
lim
n→+∞
1
sn
µn(Hn(γ))→ p′(β), Q− a.s..
Proof. It is enough to observe that
d
dβ
logZn = µn(Hn(γ)),
then use the onvexity to pass to the limit. 
We an also prove a quenhed law of large numbers under our innite volume
measure µ∞, for almost every environment. The proof is very easy, as it involves
just a seond moment omputation.
Proposition 7.2. At weak disorder,
lim
n→+∞
1
sn
Hn(γ¯|n) = λ′(β), µ∞ − a.s., Q− a.s..
Proof. We will onsider the following auxiliary measure (size biased measure)
on the environment
Q(f(ω)) = Q(f(ω)W+∞).
So, Q-a.s. onvergene will follow from Q-a.s. onvergene. This will be done by a
diret omputation of seond moments. Let us write ∆ = Q(ω2eβω−λ(β)).
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Q
(
µ∞(|Hn(γ¯|n)|2)
)
= Q
[
Pn
(
|Hn(γ)|2 exp{βHn(γ)− (sn − 1)λ(β)}
sn−1∏
i=0
W∞(γi, γi+1)
)]
= Q
[
Pn(|Hn(γ)|2 exp{βHn(γ)− (sn − 1)λ(β)})
]
= Q
[
Pn(|
sn∑
t=1
ω(γt)|2 exp{βHn(γ)− (sn − 1)λ(β)})
]
= Q
[
sn−1∑
t=1
Pn
(|ω(γt)|2 exp{βHn(γ)− (sn − 1)λ(β)})
]
+Q
[ ∑
1≤t1 6=t2≤sn−1
Pn (ω(γt1)ω(γt2) exp{βHn(γ)− (sn − 1)λ(β)})
]
= (sn − 1)∆ + (sn − 1)(sn − 2)(λ′(β))2,
where we used independene to pass from line two to line three. So, realling that
Q(µ∞(Hn(γ¯n)) = (sn − 1)λ′(β), we have
Q
(
µ∞(|Hn(γ(n))− (sn − 1)λ′(β)|2)
)
= (sn − 1)∆ + (sn − 1)(sn − 2)(λ′(β))2 − 2(sn − 1)λ′(β)Q (µ∞(Hn(γ¯n)))
+ (sn − 1)2(λ′(β))2
= (sn − 1) (∆− (λ′(β)2)) .
Then
Qµ∞
(∣∣∣∣Hn(γ¯n)− (sn − 1)λ′(β)sn
∣∣∣∣2
)
6
1
sn
(
∆− (λ′(β)2)) ,
so the result follows by Borel-Cantelli. 
8. Some remarks on the bonddisorder model
In this setion, we shortly disuss, without going through the details, how the
methods we used in this paper ould be used (or ould not be used) for the model
of direted polymer on the same lattie with disorder loated on the bonds.
In this model to eah bond e of Dn we assoiate i.i.d. random variables ωe. We
onsider eah set g ∈ Γn as a set of bonds and dene the Hamiltonian as
Hωn (g) =
∑
e∈g
ωe, (8.1)
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The partition funtion Zn is dened as
Zn :=
∑
g∈Γn
exp(βHn(g)). (8.2)
One an hek that is satises the following reursion
Z0
L
= exp(βω)
Zn+1
L)
=
b∑
i=1
Z(i,1)n Z
(i,2)
n . . . Z
(i,s)
n .
(8.3)
where equalities hold in distribution and and Z i,jn are i.i.d. distributed opies of Zn.
Beause of the loss of the martingale struture and the homogeneity of the Green
funtion in this model (whih is equal to b−n on eah edge), Lemma 2.4 does not hold,
and we annot prove part (iv) in Proposition 2.7, Theorem 2.11 and Proposition 2.13
for this model. Moreover we have to hange b ≤ s by b < s in (v) of Proposition 2.7.
Moreover, the method of the ontrol of the variane would give us a result similar
to 2.11 in this ase
Proposition 8.1. When b is equal to s, on an nd onstants c and β0 suh that
for all β ≤ β0
0 ≤ λ(β)− p(β) ≤ exp
(
− c
β2
)
. (8.4)
However, we would not be able to prove that annealed and free energy diers at
high temperature for s = b using our method. The tehniques used in [65℄ or [91℄
for dimension 2 should be able to takle this problem, and show marginal disorder
relevane in this ase as well.
CHAPTER 7
New bounds for the free energy of direted polymers in
dimension 1 + 1 and 1 + 2
1. Introdution
1.1. The model. We study a direted polymer model introdued by Huse and
Henley (in dimension 1+ 1) [79℄ with the purpose of investigating impurity-indued
domain-wall roughening in the 2D-Ising model. The rst mathematial study of
direted polymers in random environment was made by Imbrie and Spener [81℄,
and was followed by numerous authors [81; 22; 8; 106; 28; 36; 40; 29; 38; 113℄ (for a
review on the subjet see [37℄). Direted polymers in random environment model,
in partiular, polymer hains in a solution with impurities.
In our setup the polymer hain is the graph {(i, Si)}1≤i≤N of a nearestneighbor
path in Z
d
, S starting from zero. The equilibrium behavior of this hain is desribed
by a measure on the set of paths: the impurities enter the denition of the measure
as disordered potentials, given by a typial realization of a eld of i.i.d. random
variables ω = {ω(i,z) ; i ∈ N, z ∈ Zd} (with assoiated law Q). The polymer hain
will tend to be attrated by larger values of the environment and repelled by smaller
ones. More preisely, we dene the Hamiltonian
HN(S) :=
N∑
i=1
ωi,Si. (1.1)
We denote by P the law of the simple symmetri random walk on Zd starting at 0 (in
the sequel Pf(S), respetively Qg(ω), will denote the expetation with respet to P ,
respetively Q). One denes the polymer measure of order N at inverse temperature
β as
µ
(β)
N (S) = µN(S) :=
1
ZN
exp (βHN(S))P (S), (1.2)
where ZN is the normalization fator whih makes µN a probability measure
ZN := P exp (βHN(S)) . (1.3)
We all ZN the partition funtion of the system. In the sequel, we will onsider the
ase of ω(i,z) with zero mean and unit variane and suh that there exists B ∈ (0,∞]
suh that
λ(β) = logQ exp(βω(1,0)) <∞, for 0 ≤ β ≤ B. (1.4)
Finite exponential moments are required to guarantee that QZN < ∞. The model
an be dened and it is of interest also with environments with heavier tails (see
e.g. [113℄) but we will not onsider these ases here.
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1.2. Weak, strong and very strong disorder. In order to understand the
role of disorder in the behavior of µN , as N beomes large, let us observe that, when
β = 0, µN is the law of the simple random walk, so that we know that, properly
resaled, the polymer hain will look like the graph of a d-dimensional Brownian
motion. The main questions that arise for our model for β > 0 are whether or not
the presene of disorder breaks the diusive behavior of the hain for large N , and
how the polymer measure looks like when diusivity does not hold.
Many authors have studied diusivity in polymer models: in [22℄, Bolthausen re-
marked that the renormalized partition funtionWN := ZN/(QZN) has a martingale
property and proved the following zero-one law:
Q
{
lim
N→∞
WN = 0
}
∈ {0, 1}. (1.5)
A series of paper [81; 22; 8; 106; 40℄ lead to
Q
{
lim
N→∞
WN = 0
}
= 0⇒ diusivity , (1.6)
and a onsensus in saying that this impliation is an equivalene. For this reason, it
is natural and it has beome ustomary to say that weak disorder holds when WN
onverges to some non-degenerate limit and that strong disorder holds when WN
tends to zero.
Carmona and Hu [28℄ and Comets, Shiga and Yoshida [36℄ proved that strong
disorder holds for all β in dimension 1 and 2. The result was ompleted by Comets
and Yoshida [40℄: we summarize it here
Theorem 1.1. There exists a ritial value βc = βc(d) ∈ [0,∞] (depending of the
law of the environment) suh that
• Weak disorder holds when β < βc.
• Strong disorder holds when β > βc.
Moreover:
βc(d) = 0 for d = 1, 2
βc(d) ∈ (0,∞] for d ≥ 3. (1.7)
We mention also that the ase βc(d) = ∞ an only our when the random
variable ω(0,1) is bounded.
In [28℄ and [36℄ a haraterization of strong disorder has been obtained in term
of loalization of the polymer hain: we ite the following result [36, Theorem 2.1℄
Theorem 1.2. If S(1) and S(2) are two i.i.d. polymer hains, we have
Q
{
lim
N→∞
WN = 0
}
= Q
{∑
N≥1
µ⊗2N−1(S
(1)
N = S
(2)
N ) =∞
}
(1.8)
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Moreover if Q{limN→∞WN = 0} = 1 there exists a onstant c (depending on β and
the law of the environment) suh that for
− c logWN ≤
N∑
n=1
µ⊗2n−1(S
(1)
n = S
(2)
n ) ≤ −
1
c
logWN . (1.9)
One an notie that (1.9) has a very strong meaning in term of trajetory lo-
alization when WN deays exponentially: it implies that two independent polymer
hains tend to share the same endpoint with positive probability. For this reason
we introdue now the notion of free energy, we refer to [36, Proposition 2.5℄ and [40,
Theorem 3.2℄ for the following result:
Proposition 1.3. The quantity
p(β) := lim
N→∞
1
N
logWN , (1.10)
exists Q-a.s., it is non-positive and non-random. We all it the free energy of the
model, and we have
p(β) = lim
N→∞
1
N
Q logWN =: lim
N→∞
pN (β). (1.11)
Moreover p(β) is non-inreasing in β.
We stress that the inequality p(β) ≤ 0 is the standard annealing bound. In view
on (1.9), it is natural to say that very strong disorder holds whenever p(β) < 0. One
an moreover dene β¯c(d) the ritial value of β for the free energy i.e. :
p(β) < 0⇔ β > β¯c(d). (1.12)
Let us stress that, from the physiists' viewpoint, β¯c(d) is the natural ritial point
beause it is a point of non-analytiity of the free energy (at least if β¯c(d) > 0). In
view of this denition, we obviously have β¯c(d) ≥ βc(d). It is widely believed that
β¯c(d) = βc(d), i.e. that there exists no intermediate phase where we have strong
disorder but not very strong disorder. However, this is a hallenging question:
Comets and Vargas [38℄ answered it in dimension 1 + 1 by proving that β¯c(1) = 0.
In this paper, we make their result more preise. Moreover we prove that β¯c(2) = 0.
1.3. Presentation of the results. The rst aim of this paper is to sharpen
the result of Comets and Vargas on the 1+1-dimensional ase. In fat, we are going
to give a preise statement on the behavior of p(β) for small β. Our result is the
following
Theorem 1.4. When d = 1 and the environment satises (1.4), there exist on-
stants c and β0 < B (depending on the distribution of the environment) suh that
for all 0 ≤ β ≤ β0 we have
− 1
c
β4[1 + (log β)2] ≤ p(β) ≤ −cβ4. (1.13)
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We believe that the logarithmi fator in the lower bound is an artifat of the
method. In fat, by using replia-oupling, we have been able to get rid of it in the
Gaussian ase.
Theorem 1.5. When d = 1 and the environment is Gaussian, there exists a onstant
c suh that for all β ≤ 1.
− 1
c
β4 ≤ p(β) ≤ −cβ4. (1.14)
These estimates onerning the free energy give us some idea of the behavior
of µN for small β. Indeed, Carmona and Hu in [28, Setion 7℄ proved a relation
between p(β) and the overlap (although their notation diers from ours). This
relation together with our estimates for p(β) suggests that, for low β, the asymptoti
ontat fration between independent polymers
lim
N→∞
1
N
µ⊗2N
N∑
n=1
1{S(1)n =S(2)n }, (1.15)
behaves like β2.
The seond result we present is that β¯c(2) = 0. As for the 1 + 1-dimensional
ase, our approah yields an expliit bound on p(β) for β lose to zero.
Theorem 1.6. When d = 2, there exist onstants c and β0 suh that for all β ≤ β0,
− exp
(
− 1
cβ2
)
≤ p(β) ≤ − exp
(
− c
β4
)
, (1.16)
so that
β¯c(2) = 0, (1.17)
and 0 is a point of non-analytiity for p(β).
Remark 1.7. After the appearane of this paper as a preprint, the proof of the
above result has been adapted by Bertin [13℄ to prove the exponential deay of the
partition funtion for Linear Stohasti Evolution in dimension 2, a model that is a
slight generalisation of direted polymer in random environment.
Remark 1.8. Unlike in the one dimensional ase, the two bounds on the free energy
provided by our methods do not math. We believe that the seond moment method,
that gives the lower bound is quite sharp and gives the right order of magnitude
for log p(β). The method developped in [66℄ to sharpen the estimate on the ritial
point shift for pinning models at marginality adapted to the ontext of direted
polymer should be able to improve the result, getting p(β) ≤ − exp(−cεβ−(2+ε)) for
all β ≤ 1 for any ε.
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1.4. Organization of the paper. The various tehniques we use have been
inspired by ideas used suessfully for another polymer model, namely the polymer
pinning on a defet line (see [110; 64; 46; 112; 65℄).
However the ideas we use to establish lower bounds dier sensibly from the ones
leading to the upper bounds. For this reason, we present rst the proofs of the upper
bound results in Setion 2, 3 and 4. The lower bound results are proven in Setion
5, 6 and 7.
To prove the lower bound results, we use a tehnique that ombines the so-alled
frational moment method and hange of measure. This approah has been rst
used for pinning model in [46℄ and it has been rened sine in [112; 65℄. In Setion
2, we prove a non-optimal upper bound for the free energy in the ase of Gaussian
environment in dimension 1 + 1 to introdue the reader to this method. In Setion
3 we prove the optimal upper bound for arbitrary environment in dimension 1 + 1,
and in Setion 4 we prove our upper bound for the free energy in dimension 1 + 2
whih implies that very strong disorder holds for all β. These setions are plaed in
inreasing order of tehnial omplexity, and therefore, should be read in that order.
Conerning the lowerbounds proofs: Setion 5 presents a proof of the lower
bound of Theorem 1.4. The proof ombines the seond moment method and a di-
reted perolation argument. In Setion 6 the optimal bound is proven for Gaussian
environment, with a spei Gaussian approah similar to what is done in [110℄. In
Setion 7 we prove the lower bound for arbitrary environment in dimension 1 + 2.
These three parts are ompletely independent of eah other.
2. Some warm up omputations
2.1. Frational moment. Before going into the ore of the proof, we want to
present here the starting step that will be used repeatedly thourough Setions 2, 3
and 4. We want to nd an upperbound for the quantity
p(β) = lim
N→∞
1
N
Q logWN . (2.1)
However, it is not easy to handle the expetation of a log, for this reason we will
use the following trik . Let θ ∈ (0, 1), we have (by Jensen inequality)
Q logWN =
1
θ
Q logW θN ≤
1
θ
logQW θN . (2.2)
Hene
p(β) ≤ lim inf
N→∞
1
θN
logQW θN . (2.3)
We are left with showing that the frational moment QW θN deays exponentially
whih is a problem that is easier to handle.
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2.2. A non optimal upperbound in dimension 1 + 1. To introdue the
reader to the general method used in this paper, ombining frational moment and
hange of measure, we start by proving a nonoptimal result for the freeenergy,
using a nite volume riterion. As a more omplete result is to be proved in the
next setion, we restrit to the Gaussian ase here. The method used here is based
on the one of [38℄, marorizing the free energy of the direted polymer by the one of
multipliative asades. Let us mention that is has bee shown reently by Liu and
Watbled [96℄ that this majoration is in a sense optimal, they obtained this result by
improving the onentration inequality for the free energy.
The idea of ombining frational moment with hange of measure and nite
volume riterion has been used with suess for the pinning model in [46℄.
Proposition 2.1. There exists a onstant c suh that for all β ≤ 1
p(β) ≤ − cβ
4
(| log β|+ 1)2 (2.4)
Proof of Proposition 2.1 in the ase of Gaussian environment. For
β suiently small, we hoose n to be equal to
⌈
C1| log β|2
β4
⌉
for a xed onstant C1
(here and thourough the paper for x ∈ R, ⌈x⌉, respetively ⌊x⌋ will denote the
upper, respetively the lower integer part of x) and dene θ := 1 − (log n)−1. For
x ∈ Z we dene
Wn(x) := P exp
(
n∑
i=1
[βω(i,Si) − β2/2]
)
1{Sn=x}. (2.5)
Note that
∑
x∈ZWn(x) = Wn. We use a statement whih an be found in the proof
of Theorem 3.3. in [38℄:
logQW θnm ≤ m logQ
∑
x∈Z
[Wn(x)]
θ ∀m ∈ N. (2.6)
This ombined with (2.3) implies that
p(β) ≤ 1
θn
logQ
∑
x∈Z
[Wn(x)]
θ. (2.7)
Hene, to prove the result, it is suient to show that
Q
∑
x∈Z
[Wn(x)]
θ ≤ e−1, (2.8)
for our hoie of θ and n.
In order to estimate Q[Wn(x)]
θ
we use an auxiliary measure Q˜. The region where
the walk (Si)0≤i≤n is likely to go is Jn = ([1, n]× [−C2
√
n, C2
√
n]) ∩ N × Z where
C2 is a big onstant.
We dene Q˜ as the measure under whih the ωi,x are still independent Gauss-
ian variables with variane 1, but suh that Q˜ωi,x = −δn1(i,x)∈Jn where δn =
1/(n3/4
√
2C2 log n). This measure is absolutely ontinuous with respet to Q and
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dQ˜
dQ
= exp
− ∑
(i,x)∈Jn
[
δnωi,x +
δ2n
2
] . (2.9)
Then we have for any x ∈ Z, using the Hölder inequality we obtain,
Q
[
Wn(x)
θ
]
= Q˜
[
dQ
dQ˜
(Wn(x))
θ
]
≤
(
Q˜
[(
dQ
dQ˜
) 1
1−θ
])1−θ (
Q˜Wn(x)
)θ
. (2.10)
The rst term on the right-hand side an be omputed expliitly and is equal to
(
Q
(
dQ
dQ˜
) θ
1−θ
)1−θ
= exp
(
θδ2n
2(1− θ)#Jn
)
≤ e, (2.11)
where the last inequality is obtained by replaing δn and θ by their values (reall
θ = 1− (log n)−1). Therefore ombining (2.10) and (2.11) we get that
Q
∑
x∈Z
(Wn(x))
θ ≤ e
∑
|x|≤n
(
Q˜Wn(x)
)θ
. (2.12)
To bound the righthand side, we rst get rid of the exponent θ in the following
way:
∑
|x|≤n
n−3θ
(
Q˜Wn(x)
)θ
≤ n−3θ#{x ∈ Z, |x| ≤ n suh that Q˜Wn(x) ≤ n−3}
+
∑
|x|≤n
1{ eQWn(x)>n−3}Q˜Wn(x)n3(1−θ). (2.13)
If n is suiently large ( i.e., β suiently small) the rst term on the right-hand
side is smaller than 1/n so that
∑
|x|≤n
(
Q˜Wn(x)
)θ
≤ exp(3)Q˜Wn + 1
n
. (2.14)
We are left with showing that the expetation of Wn with respet to the measure Q˜
is small. It follows from the denition of Q˜ that
Q˜Wn = P exp (−βδn#{i | (i, Si) ∈ Jn}) , (2.15)
and therefore
Q˜Wn ≤ P{the trajetory S goes out of Jn}+ exp(−nβδn). (2.16)
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One an hoose C2 suh that the rst term is small, and the seond term is equal
to exp(−βn1/4/√2C2 logn) ≤ exp(−C1/41 /4
√
C2) that an be arbitrarily small by
hoosing C1 large ompared to (C2)
1/2
. In that ase (2.8) is satised and we have
p(β) ≤ 1
θn
log e−1 ≤ − β
4
2C1| log β|2 (2.17)
for small enough β. 
3. Proof of the upper bound of Theorem 1.4 and 1.5
The upper bound we found in the previous setion is not optimal, and an be
improved by replaing the nite volume riterion (2.8) by a more sophistiated oarse
graining method. The tehnial advantage of the oarse graining we use, is that we
will not have to hoose the θ of the frational moment lose to 1 as we did in the
previous setion and this is the way we get rid of the extra log fator we had. The
idea of using this type of oarse graining for the opolymer model appeared in [112℄
and this has been a substantial soure of inspiration for this proof.
We will prove the following result rst in the ase of Gaussian environment, and
then adapt the proof to general environment.
Proof in the ase of Gaussian environment. Let n be the smallest squared
integer bigger than C3β
−4
(if β is small we are sure that n ≤ 2C3β−4). The number
n will be used in the sequel of the proof as a saling fator. Let θ < 1 be xed
(say θ = 1/2). We onsider a system of size N = nm (where m is meant to tend to
innity).
Let Ik denote the interval Ik = [k
√
n, (k+1)
√
n). In order to estimate QW θN we
deompose WN aording to the ontribution of dierent families path:
WN =
∑
y1,y2,...,ym∈Z
Wˇ(y1,y2,...,ym) (3.1)
where
Wˇ(y1,y2,...,ym) = P exp
[
N∑
i=1
(
βωi,Si −
β2
2
)
1{Sin∈Iyi ,∀i=1,...,m}
]
. (3.2)
Then, we apply the inequality (
∑
ai)
θ ≤ ∑ aθi (whih holds for any nite or
ountable olletion of positive real numbers) to this deomposition and average
with respet to Q to get,
QW θnm ≤
∑
y1,y2,...,ym∈Z
QWˇ θ(y1,y2,...,ym). (3.3)
In order to estimate QWˇ θ(y1,y2,...,ym), we use an auxiliary measure as in the previous
setion. The additional idea is to make the measure hange depend on y1, . . . , ym.
For every Y = (y1, . . . , ym) we dene the set JY as
JY :=
{
(km+ i, yk
√
n + z), k = 0, . . . , m− 1, i = 1, . . . , n, |z| ≤ C4
√
n
}
, (3.4)
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Figure 1. The partition of Wnm into Wˇ
(y1,...,ym)
is to be viewed as a oarse
graining. For m = 8, (y1, . . . , y8) = (1,−1, 2, 3, 1,−1,−3, 1), Wˇ (y1,...,ym)n orre-
sponds to the ontribution to WN of the path going through the thik barriers on
the gure.
where y0 is equal to zero. Note that for big values of n and m
#JY ∼ 2C4mn3/2 (3.5)
We dene the measure Q˜Y the measure under whih the ω(i,x) are independent
Gaussian variables with variane 1 and mean Q˜Y ω(i,x) = −δn1{(i,x)∈JY } where δn =
n−3/4C−1/24 . The law Q˜Y is absolutely ontinuous with respet to Q and its density
is equal to
dQ˜Y
dQ
(ω) = exp
− ∑
(i,x)∈JY
[
δnω(i,x) + δ
2
n/2
] . (3.6)
Using Hölder inequality with this measure as we did in the previous setion, we
obtain
Q
[
Wˇ θ(y1,y2,...,ym)
]
= Q˜Y
[
dQ
dQ˜Y
Wˇ θ(y1,y2,...,ym)
]
≤ Q˜Y
([(
dQ
dQ˜Y
) 1
1−θ
])1−θ (
Q˜Y Wˇ(y1,...,ym)
)θ
. (3.7)
The value of the rst term an be omputed expliitly
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Region where the environment is modied
Figure 2. This gure represent in a rough way the hange of measure QY .
The region where the mean of ω(i,x) is lowered (the shadow region on the gure)
orresponds to the region where the simple random walk is likely to go, given that
it goes through the thik barriers.
(
Q
[(
dQ
dQ˜Y
) θ
1−θ
])1−θ
= exp
(
#JY θδ
2
n
2(1− θ)
)
≤ exp(3m), (3.8)
where the upper bound is obtained by using the denition of δn, (3.5) and the fat
that θ = 1/2.
Now we ompute the seond term
Q˜Y Wˇ(y1,...,ym) = P exp (−βδn# {i|(i, Si) ∈ JY }) 1{Skn∈Iyk , ∀k∈[1,m]}. (3.9)
We dene
J := {(i, x), i = 1, . . . , n, |x| ≤ C4
√
n}
J¯ := {(i, x), i = 1, . . . , n, |x| ≤ (C4 − 1)
√
n}. (3.10)
Equation (3.9) implies that (reall that Px is the law of the simple random walk
starting from x, and that we set y0 = 0)
Q˜Y Wˇ(y1,...,ym) ≤
m∏
k=1
max
x∈I0
Px exp (−βδn# {i : (i, Si) ∈ J}) 1{Sn∈Iyk−yk−1}. (3.11)
Combining this with (3.1), (3.7) and (3.8) we have
logQW θN ≤ m
[
3 + log
∑
y∈Z
(
max
x∈I0
Px exp (−βδn# {i : (i, Si) ∈ J})1{Sn∈Iy}
)θ]
.
(3.12)
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If the quantity in the square brakets is smaller than −1, by equation (2.3) we have
p(β) ≤ −1/n. Therefore, to omplete the proof it is suient to show that∑
y∈Z
(
max
x∈I0
Px exp (−βδn# {i : (i, Si) ∈ J})1{Sn∈Iy}
)θ
(3.13)
is small. To redue the problem to the study of a nite sum, we observe (using some
well known result on the asymptoti behavior of random walk) that given ε > 0 we
an nd R suh that
∑
|y|≥R
(
max
x∈I0
Px exp (−βδn# {i : (i, Si) ∈ J}) 1{Sn∈Iy}
)θ
≤
∑
|y|≥R
max
x∈I0
(Px{Sn ∈ Iy})θ ≤ ε.
(3.14)
To estimate the remainder of the sum we use the following trivial bound
∑
|y|<R
(
max
x∈I0
Px exp (−βδn# {i : (i, Si) ∈ J}) 1{Sn∈Iy}
)θ
≤ 2R
(
max
x∈I0
Px exp (−βδn# {i : (i, Si) ∈ J})
)θ
. (3.15)
Then we get rid of the max in the sum by observing that if a walk starting from x
makes a step in J , the walk with the same inrements starting from 0 will make the
same step in J¯ (reall (3.10)).
max
x∈I0
Px exp (−βδn# {i : (i, Si) ∈ J}) ≤ P exp
(−βδn#{i|(i, Si) ∈ J¯}) . (3.16)
Now we are left with something similar to what we enountered in the previous
setion
P exp
(−βδn#{i : (i, Si) ∈ J¯}) ≤ P{ the random walk goes out of J¯ }+exp(−nβδn).
(3.17)
If C4 is hosen large enough, the rst term an be made arbitrarily small by hoos-
ing C4 large, and the seond is equal to exp(−C−1/43 /
√
C4) and an be made also
arbitrarily small if C3 is hosen large enough one C4 is xed. An appropriate hoie
of onstant and the use of (3.16) and (3.17) an leads then to
2R
(
max
x∈I0
Px exp (−βδn# {i : (i, Si) ∈ J})
)θ
≤ ε. (3.18)
This ombined with (3.14) ompletes the proof. 
Proof of the general ase. In the ase of a general environment, some
modiations have to be made in the proof above, but the general idea remains the
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same. In the hange of measure one has to hange the shift of the environment in
JY (3.6) by an exponential tilt of the measure as follow
dQ˜Y
dQ
(β) = exp
− ∑
(i,z)∈JY
[
δnω(i,z) + λ(−δn)
] . (3.19)
The formula estimating the ost of the hange of measure (3.8) beomes
(
Q
(
dQ
dQ˜Y
) θ
1−θ
)1−θ
= exp
(
#JY
[
(1− θ)λ
(
θδn
1− θ
)
+ θλ(−δn)
])
≤ exp(2m),
(3.20)
where the last inequality is true if βn is small enough if we onsider that θ = 1/2
and use the fat that λ(x)
x→0∼ x2/2 (ω has 0 mean and unit variane). The next
thing we have to do is to ompute the eet of this hange of measure in this general
ase, i.e. nd an equivalent for (3.9). When omputing Q˜Y Wˇ(y1,...,ym), the quantity
Q˜Y exp(βω1,0 − λ(β)) = exp [λ(β − δn)− λ(−δn)− λ(β)] (3.21)
appears instead of exp(−βδn). Using twie the mean value theorem, one gets that
there exists h and h′ in (0, 1) suh that
λ(β − δn)− λ(−δn)− λ(β) = δn [λ′(−hδn)− λ′(β − hδn)] = −βδnλ′′(−hδn + h′β).
(3.22)
And as ω has unit variane limx→0 λ′′(x) = 1. Therefore if β and δn are hosen small
enough, the right-hand side of the above is less than −βδn/2. So that (3.9) an be
replaed by
Q˜Y Wˇ(y1,...,ym) ≤ P exp
(
−βδn
2
# {i|(i, Si) ∈ JY }
)
1{Skn∈Iyk , ∀k∈[1,m]}. (3.23)
The remaining steps follow losely the argument exposed for the Gaussian ase.

4. Proof of the upper bound in Theorem 1.6
In this setion, we prove the main result of the paper: very strong disorder holds
at all temperature in dimension 2.
The proof is tehnially quite involved. It ombines the tools of the two previous
setions with a new idea for the hange a measure: hanging the ovariane struture
of the environment. We mention that this idea was introdued reently in [65℄ to
deal with the marginal disorder ase in pinning model. We hoose to present rst
a proof for the Gaussian ase, where the idea of the hange a measure is easier to
grasp.
Before starting, we sketh the proof and how it should be deomposed in dierent
steps:
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(a) We redue the problem by showing that it is suient to show that for some
real number θ < 1, QW θN deays exponentially with N .
(b) We use a oarse graining deomposition of the partition funtion by splitting
it into dierent ontributions that orresponds to trajetories that stays in
a large orridor. This deomposition is similar to the one used in Setion 3.
() To estimate the frational moment terms appearing in the deomposition,
we hange the law of the environment around the orridors orresponding
to eah ontribution. More preisely, we introdue negative orrelations
into the Gaussian eld of the environment. We do this hange of measure
in suh a way that the new measure is not very dierent from the original
one.
(d) We use some basi properties of the random walk in Z
2
to ompute the
expetation under the new measure.
Proof for Gaussian environment. We x n to be the smallest squared
integer bigger than exp(C5/β
4) for some large onstant C5 to be dened later, for
small β we have n ≤ exp(2C5/β4). The number n will be used in the sequel of the
proof as a saling fator. For y = (a, b) ∈ Z2 we dene Iy = [a
√
n, (a + 1)
√
n −
1] × [b√n, (b + 1)√n − 1] so that Iy are disjoint and over Z2. For N = nm, we
deompose the normalized partition funtion WN into dierent ontributions, very
similarly to what is done in dimension one (i.e. deomposition (3.3)), and we refer
to the gure 2 to illustrate how the deomposition looks like:
WN =
∑
y1,...,ym∈Z2
Wˇ(y1,...,ym) (4.1)
where
Wˇ(y1,...,ym) = P exp
(
N∑
i=1
[
βωi,Si − β2/2
])
1{Sin∈Iyi ,∀i=1,...,m}. (4.2)
We x θ < 1 and apply the inequality (
∑
ai)
θ ≤∑ aθi (whih holds for any nite or
ountable olletion of positive real numbers) to get
QW θN ≤
∑
y1,...,ym∈Z2
QWˇ θ(y1,...,ym). (4.3)
In order to estimate the dierent terms in the sum of the righthand side in
(4.3), we dene some auxiliary measures Q˜Y on the the environment for every Y =
(y0, y1, . . . , ym) ∈ Zd+1 with y0 = 0. We will hoose the measures QY absolutely
ontinuous with respet to Q. We use Hölder inequality to get the following upper
bound:
QWˇ θ(y1,...,ym) ≤
(
Q
(
dQ
dQ˜Y
) θ
1−θ
)1−θ (
Q˜Y Wˇ(y1,...,ym)
)θ
. (4.4)
Now, we desribe the hange of measure we will use. Reall that for the 1-
dimensional ase we used a shift of the environment along the orridor orresponding
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to Y . The reader an hek that this method would not give the exponential deay
of WN in this ase. Instead we hange the ovariane funtion of the environment
along the orridor on whih the walk is likely to go by introduing some negative
orrelation.
We introdue the hange of measure that we use for this ase. Given Y =
(y0, y1, . . . , ym) we dene m bloks (Bk)k∈[1,m] and JY their union (here and in the
sequel, |z| denotes the l∞ norm on Z2):
Bk :=
{
(i, z) ∈ N× Z2 : ⌈i/n⌉ = k and |z −√nyk−1| ≤ C6
√
n
}
,
JY :=
m⋃
k=1
Bk.
(4.5)
We x the ovariane the eld ω under the law Q˜Y to be equal to
Q˜Y (ωi,zωi,z′) = CY(i,z),(j,z′)
:=
{
1{(i,z)=(j,z′)} − V(i,z),(j,z′) if ∃ k ∈ [1, m] suh that (i, z) and (j, z′) ∈ Bk
1{(i,z)=(j,z′)} otherwise,
(4.6)
where
V(i,z),(j,z′) :=
{
0 if (i, z) = (j, z′)
1{|z−z′|≤C7
√
|j−i|}
100C6C7n
√
logn|j−i| otherwise.
(4.7)
We dene
V̂ := (V(i,z),(j,z′))(i,z),(j,z′)∈B1 . (4.8)
One remarks that the so-dened ovariane matrix CY is blok diagonal with m
idential bloks whih are opies of I − V̂ orresponding to the Bk, k ∈ [1, m], and
just ones on the diagonal elsewhere. Therefore, the hange of measure we desribe
here exists if and only if I − V̂ is denite positive.
The largest eigenvalue for V̂ is assoiated to a positive vetor and therefore is
smaller than
max
(i,z)∈B1
∑
(j,z′)∈B1
∣∣V(i,z),(j,z′)∣∣ ≤ C7
C6
√
logn
. (4.9)
For the sequel we hoose n suh that the spetral radius of V̂ is less than (1− θ)/2
so that I − V̂ is positive denite. With this setup, Q˜Y is well dened.
The density of the modied measure Q˜Y with respet to Q is given by
dQ˜Y
dQ
(ω) =
1√
det CY exp
(
−1
2
t
ω((CY )−1 − I)ω
)
, (4.10)
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where
tωMω =
∑
(i,z),(j,z′)∈N×Z2
ω(i,z)M(i,z),(j,z′)ω(j,z′), (4.11)
for any matrix M of (N× Z2)2 with nite support.
Then we an ompute expliitly the value of the seond term in the right-hand
side of (4.4) (
Q
(
dQ
dQ˜Y
) θ
1−θ
)1−θ
=
√√√√ det CY
det
(
CY
1−θ − θI1−θ
)1−θ . (4.12)
Note that the above omputation is right if and only if CY − θI is a denite positive
matrix. Sine its eigenvalues are the same of those of (1−θ)I−V̂ , this holds for large
n thanks to (4.9). Using again the fat that CY is omposed of m bloks idential
to I − V̂ , we get from (4.12)(
Q
(
dQ
dQ˜
) θ
1−θ
)1−θ
=
(
det(I − V̂ )
det(I − V̂ /(1− θ))1−θ
)m/2
. (4.13)
In order to estimate the determinant in the denominator, we ompute the Hilbert-
Shmidt norm of V̂ . One an hek that for all n
‖V̂ ‖2 =
∑
(i,z),(j,z′)∈B1
V 2(i,z),(j,z′) ≤ 1. (4.14)
We use the inequality log(1 + x) ≥ x − x2 for all x ≥ −1/2 and the fat that the
spetral radius of V̂ /(1− θ) is bounded by 1/2 (f. (4.9)) to get that
det
[
I − V̂
1− θ
]
= exp
(
Trae
(
log
(
I − V̂
1− θ
)))
≥ exp
(
− ‖V̂ ‖
2
(1− θ)2
)
≥ exp
(
− 1
(1− θ)2
)
.
(4.15)
For the numerator, Trae V̂ = 0 implies that that det(I − V̂ ) ≤ 1. Combining this
with (4.13) and (4.15) we get
(
Q
(
dQ
dQ˜Y
) θ
1−θ
)1−θ
≤ exp
(
m
2(1− θ)
)
. (4.16)
Now that we have omputed the term orresponding to the hange of measure, we
estimate Wˇ(y1,...,ym) under the modied measure (just by omputing the variane of
the Gaussian variables in the exponential, using (4.6)) :
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Q˜Y Wˇ(y1,...,ym) = P Q˜Y exp
(
N∑
i=1
(
βωi,Si −
β2
2
))
1{Skn∈Iyk ,∀k=1,...,m}
= P exp
β22 ∑
1≤i, j≤N
z,z′∈Z2
(CY(i,z),(j,z′) − 1{(i,z)=(j,z′)})1{Si=z,Sj=z′}
 1{Skn∈Iyk ,∀k=1,...,m}.
(4.17)
Replaing CY by its value we get that
Q˜Y Wˇ(y1,...,ym) = P exp
−β22 ∑
1≤i 6=j≤N
1≤k≤m
1{((i,Si),(j,Sj))∈B2k , |Si−Sj |≤C7
√
|i−j|}
100C6C7n
√
logn|j − i|

1{Skn∈Iyk ,∀k=1,...,m}. (4.18)
Now we do something similar to (3.11): for eah slie of the trajetory (Si)i∈[(m−1)k,mk],
we bound the ontribution of the above expetation by maximizing over the starting
point (reall that Px denotes the probability distribution of a random walk starting
at x). Thanks to the onditioning, the starting point has to be in Iyk . Using the
translation invariane of the random walk, this gives us the following (∨ stands for
maximum):
Q˜Y Wˇ
(y1,...,ym) ≤
m∏
i=k
max
x∈I0
Px
[
exp
(
−β
2
2
∑
1≤i 6=j≤n
1{|Si|∨|Sj |≤C6
√
n, |Si−Sj |≤C7
√
|i−j|}
100C6C7n
√
logn|j − i|
)
1{Sn∈Iyk−yk−1}
]
. (4.19)
For trajetories S of a direted random-walk of n steps, we dene the quantity
G(S) :=
∑
1≤i 6=j≤n
1{|Si|∨|Sj |≤C6
√
n, |Si−Sj |≤C7
√
|i−j|}
100C6C7n
√
log n|j − i| . (4.20)
Combining (4.19) with (4.16), (4.4) and (4.3), we nally get
QW θN ≤ exp
(
m
2(1− θ)
)[∑
y∈Z
max
x∈I0
(
Px exp
(
−β
2
2
G(S)
)
1{Sn∈Iy}
)θ]m
. (4.21)
The exponential deay of QW θN (with rate n) is guaranteed if we an prove that
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∑
y∈Z
max
x∈I0
(
Px exp
(
−β
2
2
G(S)
)
1{Sn∈Iy}
)θ
(4.22)
is small. The rest of the proof is devoted to that aim.
We x some ε > 0. Asymptoti properties of the simple random walk, guarantees
that we an nd R = Rε suh that∑
|y|≥R
max
x∈I0
(
Px exp
(
−β
2
2
G(S)
)
1{Sn∈Iy}
)θ
≤
∑
|y|≥R
max
x∈I0
(Px{Sn ∈ Iy})θ ≤ ε.
(4.23)
To estimate the rest of the sum, we use the following trivial and rough bound
∑
|y|<R
max
x∈I0
[
Px exp
(
−β
2
2
G(S)
)
1{Sn∈Iy}
]θ
≤ R2
[
max
x∈I0
Px exp
(
−β
2
2
G(S)
)]θ
(4.24)
Then we use the denition of G(S) to get rid of the max by reduing the width of
the zone where we have negative orrelation:
max
x∈I0
Px exp
(
−β
2
2
G(S)
)
≤ P exp
(
−β
2
2
∑
1≤i 6=j≤n
1{|Si|∨|Sj |≤(C6−1)
√
n, |Si−Sj |≤C7
√
|i−j|}
100C6C7n
√
log n|j − i|
)
.
(4.25)
We dene B¯ := {(i, z) ∈ N × Z2 : i ≤ m, |z| ≤ (C6 − 1)
√
n}. We get from the
above that
max
x∈I0
Px exp
(
−β
2
2
G(S)
)
≤ P{the RW goes out of B¯}
+ P exp
(
−β
2
2
∑
1≤i 6=j≤n
1{|Si−Sj |≤C7
√
|i−j|}
100C6C7n
√
log n|j − i|
)
(4.26)
One an make the rst term of the right-hand side arbitrarily small by hoosing C6
large, in partiular on an hoose C6 suh that
P
{
max
i∈[0,n]
|Sn| ≥ (C6 − 1)
√
n
}
≤ (ε/R2) 1θ . (4.27)
To bound the other term, we introdue the quantity
D(n) :=
∑
1≤i 6=j≤n
1
n
√
log n|j − i| , (4.28)
and the random variable X ,
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X :=
∑
1≤i 6=j≤n
1{|Si−Sj |≤C7
√
|i−j|}
n
√
logn|j − i| . (4.29)
For any δ > 0, we an nd C7 suh that P (X) ≥ (1− δ)D(n). We x C7 suh that
this holds for some good δ (to be hosen soon), and by remarking that 0 ≤ X ≤ D(n)
almost surely, we obtain (using Markov inequality)
P{X > D(n)/2} ≥ 1− 2δ. (4.30)
Moreover we an estimate D(n) getting that for n large enough
D(n) ≥
√
log n. (4.31)
Using (4.30) and (4.31) we get
P exp
(
−β
2
2
∑
1≤i 6=j≤n
1{|Si−Sj |≤C7
√
|i−j|}
100C6C7n
√
logn|j − i|
)
= P exp
(
− β
2
200C6C7
X
)
≤ 2δ + exp
(
−β
2
√
log n
200C6C7
)
.
(4.32)
Due to the hoie of n we have made (reall n ≥ exp(C5/β4)), the seond term is
less than exp
(
−β2C1/25 /(200C6C7)
)
. We an hoose δ, C7 and C5 suh that, the
right-hand side is less that (ε/R2)
1
θ
. This ombined with (4.27), (4.26), (4.24) and
(4.23) allow us to onlude that
∑
y∈Z
max
x∈I0
(
Px exp
(
−β
2
2
G(S)
)
1{Sn∈Iy}
)θ
≤ 3ε (4.33)
So that with a right hoie for ε, (4.21) implies
QW θN ≤ exp(−m). (4.34)
Then (2.3) allows us to onlude that p(β) ≤ −1/n.

Proof for general environment. The ase of general environment does
not dier very muh from the Gaussian ase, but one has to a dierent approah for
the hange of measure in (4.4). In this proof, we will largely refer to what has been
done in the Gaussian ase, whose proof should be read rst.
Let K be a large onstant. One denes the funtion fK on R as to be
fK(x) = −K1{x>exp(K2)}.
Reall the denitions (4.5) and (4.7), and dene gY funtion of the environment as
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gY (ω) = exp
 m∑
k=1
fK
 ∑
(i,z),(j,z′)∈Bk
V(i,z),(j,z′)ωi,zωj,z′
 .
Multiplying by gY penalizes by a fator exp(−K) the environment for whih there
is to muh orrelation in one blok. This is a way of produing negative orrelation
in the environment. For the rest of the proof we use the notation
Uk :=
∑
(i,z),(j,z′)∈Bk
V(i,z),(j,z′)ωi,zωj,z′ (4.35)
We do a omputation similar to (4.4) to get
Q
[
Wˇ θ(y1,...,ym)
] ≤ (Q [gY (ω)− θ1−θ ])1−θ (Q [gY (ω)Wˇ(y1,...,yn)])θ . (4.36)
The blok struture of gY allows to express the rst term as a power of m.
Q
[
gY (ω)
− θ
1−θ
]
=
(
Q
[
exp
(
− θ
1− θfK (U1)
)])m
. (4.37)
Equation (4.14) says that
VarQ (U1) ≤ 1. (4.38)
So that
P
{
U1 ≥ exp(K2)
} ≤ exp(−2K2), (4.39)
and hene
Q
[
exp
(
− θ
1− θfK (U1)
)]
≤ 1 + exp
(
−2K2 + θ
1− θK
)
≤ 2, (4.40)
if K is large enough. We are left with estimating the seond term
Q
[
gY (ω)Wˇ(y1,...,yn)
]
= PQgY (ω) exp
(
nm∑
i=1
[βωi,Si − λ(β)]
)
1{Skn∈Iyk ,∀k=1...m}.
(4.41)
For a xed trajetory of the random walk S, we onsider Q¯S the modied measure
on the environment with density
dQ¯S
dQ
:= exp
(
nm∑
i=1
[βωi,Si − λ(β)]
)
. (4.42)
Under this measure
Q¯Sωi,z =
{
0 if z 6= Si
Qωeβω0,1−λ(β) := m(β) if z = Si.
(4.43)
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As ω1,0 has zero-mean and unit variane under Q, (1.4) implies m(β) = β + o(β)
around zero and that VarQ¯S ωi,z ≤ 2 for all (i, z) if β is small enough. Moreover Q¯S
is a produt measure, i.e. the ωi,z are independent variables under QS. With this
notation (4.41) beomes
PQ¯S [gY (ω)]1{Skn∈Iyk ,∀k=1,...,m}. (4.44)
As in the Gaussian ase, one wants to bound this by a produt using the blok
struture. Similarly to (4.19), we use translation invariane to get the following
upper bound
m∏
k=1
max
x∈I0
PxQ¯S exp (fK (U1))1{Sn∈Iyk−yk−1}. (4.45)
Using this in (4.36) with the bound (4.40) we get the inequality
QW θN ≤ 2m(1−θ)
∑
y∈Z2
[
max
x∈I0
PxQ¯S exp (fK (U1))1{Sn∈Iy}
]θm. (4.46)
Therefore to prove exponential deay of QW θN , it is suient to show that
∑
y∈Z2
[
max
x∈I0
PxQ¯S exp (fK (U1)) 1{Sn∈Iy}
]θ
(4.47)
is small. As seen in the Gaussian ase ( f. (4.23),(4.24)), the ontribution of y far
from zero an be ontrolled and therefore it is suient for our purpose to hek
max
x∈I0
PxQ¯S exp (fK (U1)) ≤ δ, (4.48)
for some small δ. Similarly to (4.26), we fore the walk to stay in the zone where
the environment is modied by writing
max
i∈I0
PxQ¯S exp (fK (U1)) ≤ P{max
i∈[0,n]
|Si| ≥ (C6 − 1)
√
n}
+max
x∈I0
PxQ¯S exp (fK (U1)) 1{|Sn−S0|≤(C6−1)
√
n}. (4.49)
The rst term is smaller than δ/6 if C6 is large enough. To ontrol the seond term,
we will nd an upper bound for
PxQ¯S exp (fK (U1))1{maxi∈[0,n] |Si−S0|≤(C6−1)
√
n}, (4.50)
whih is uniform in x ∈ I0.
What we do is the following: we show that for most trajetories S the term in fK
has a large mean and a small variane with respet to QS so that fK( . . . ) = −K
with large Q¯S probability. The rest will be easy to ontrol as the term in the
expetation is at most one.
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The expetation of U1 under Q¯S is equal to
m(β)2
∑
1≤i,j≤n
V(i,Si),(j,Sj). (4.51)
When the walk stays in the blok B1 we have (using denition (4.29))∑
1≤i,j≤n
V(i,Si),(j,Sj) =
1
100C6C7
X. (4.52)
The distribution of X under Px is the same for all x ∈ I0. It has been shown earlier
(f. (4.30) and (4.31)), that if C7 is hosen large enough,
P
{
m(β)2
100C6C7
X ≤
√
log n
200C6C7
}
≤ δ
6
. (4.53)
As m(β) ≥ β/2 if β is small, if C5 is large enough (reall n ≥ exp(C5/β4)), this
together with (4.52) gives.
Px
{
m(β)2Q¯S (U1) ≤ 2 exp(K2); max
i∈[0,n]
|Si − S0| ≤ (C6 − 1)
√
n
}
≤ δ
6
. (4.54)
To bound the variane of U1 under Q¯S, we deompose the sum
U1 =
∑
(i,z),(j,z′)∈B1
V(i,z),(j,z′)ωi,zωj,z = m(β)
2
∑
1≤i,j≤n
V(i,Si),(j,Sj)
+ 2m(β)
∑
1≤i≤n
(j,z′)∈B1
V(i,Si),(j,z′)(ωj,z′ −m(β)1{z′=Sj})
+
∑
(i,z),(j,z′)∈B1
V(i,z),(j,z′)(ωi,z −m(β)1{z=Si})(ωj,z −m(β)1{z′=Sj}). (4.55)
And hene (using the fat that (x+ y)2 ≤ 2x2 + 2y2).
VarQ¯S U1 ≤ 16m(β)2
∑
(j,z′)∈B1
( ∑
1≤i≤n
V(i,Si),(j,z′)
)2
+ 8
∑
((i,z),(j,z′)∈B1
V 2(i,z),(j,z′), (4.56)
where we used that VarQ¯S ωi,z ≤ 2 (whih is true for β small enough). The last
term is less than 8 thanks to (4.14), so that we just have to ontrol the rst one.
Independently of the hoie of (j, z′) we have the bound
∑
1≤i≤n
V(i,Si),(j,z′) ≤
√
log n
C6C7n
. (4.57)
Moreover it is also easy to hek that∑
(j,z′)∈B1
∑
1≤i≤n
V(i,Si),(j,z′) ≤
C7n
C6
√
logn
, (4.58)
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(these two bounds follow from the denition of V(i,z),(j,z′): (4.7)). Therefore
∑
(j,z′)∈B1
( ∑
1≤i≤n
V(i,Si),(j,z′)
)2
≤
 ∑
(j,z′)∈B1
∑
1≤i≤n
V(i,Si),(j,z′)
 max
(j,z)∈B1
∑
1≤i≤n
V(i,Si),(j,z′) ≤ 1.
(4.59)
Injeting this into (4.56) guaranties that for β small enough
VarQ¯S U1 ≤ 10. (4.60)
With Chebyshev inequality, if K has been hosen large enough and
Q¯SU1 ≥ 2 exp(K2), (4.61)
we have
Q¯S
{
U1 ≤ exp(K2)
} ≤ δ/6. (4.62)
Hene ombining (4.62) with (4.54) gives
PxQ¯S
{
U1 ≤ exp(K2); max
i∈[0,n]
|Si − S0| ≤ (C6 − 1)
√
n
}
≤ δ/3. (4.63)
We use this in (4.49) to get
max
x∈I0
PxQ¯S exp (fK (U1)) ≤ δ
2
+ e−K . (4.64)
So that our result is proved provided that K has been hosen large enough.

5. Proof of the lower bound in Theorem 1.4
In this setion we prove the lower bound for the free-energy in dimension 1 in
arbitrary environment. To do so we apply the seond moment method to some quan-
tity related to the partition funtion, and ombine it with a perolation argument.
The idea of the proof was inspired by a study of a polymer model on hierarhial
lattie [92℄ where this type of oarse-graining appears naturally.
Proposition 5.1. There exists a onstant C suh that for all β ≤ 1 we have
p(β) ≥ −Cβ4((log β)2 + 1). (5.1)
We use two tehnial lemmas to prove the result. The rst is just a statement
about saling of the random walk, the seond is more spei to our problem.
Lemma 5.2. There exists an a onstant cRW suh that for large even squared inte-
gers n,
P{Sn =
√
n, 0 < Si <
√
n for 0 < i < n} = cRWn−3/2 + o(n−3/2). (5.2)
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Lemma 5.3. For any ε > 0 we an nd a onstant cε and β0 suh that for all
β ≤ β0, for every even squared integer n ≤ cε/(β4| logβ|) we have
VarQ
[
P
(
exp
(
n−1∑
i=1
(βωi,Si − λ(β))
) ∣∣∣∣ Sn = √n, 0 < Si < √n for 0 < i < n
)]
< ε.
(5.3)
Proof of Proposition 5.1 from Lemma 5.2 and 5.3. Let n be some xed
integer and dene
W¯ := P exp
(
n−1∑
i=1
(βωi,Si − λ(β))
)
1{Sn=√n,0<Si<
√
n for 0<i<n}, (5.4)
whih orresponds to the ontribution to the partition funtion Wn of paths with
xed end point
√
n staying within a ell of width
√
n, with the speiation the
environment on the last site is not taken in to aount. W¯ depends only of the value
of the environment ω in this ell (see gure 3).
PSfrag replaements
O n
√
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Figure 3. We onsider a restited partition funtion W¯ by onsidering only paths
going from one to the other orner of the ell, without going out. This restrition
will give us the independene of random variable orresponding to dierent ells
whih will be ruial to make the proof works.
One also denes the following quantities for (i, y) ∈ N× Z:
W¯
(y,y+1)
i := P
√
ny
[
e
Pn−1
k=1 [βωin+k,Sk−λ(β)]1{Sn=
√
(y+1)n,0<Si−y
√
n<
√
n for 0<i<n}
]
,
W¯
(y,y−1)
i := P
√
ny
[
e
Pn−1
k=1 [βωin+k,Sk−λ(β)]1{Sn=(y−1)√n,−√n<Si−y
√
n<0 for 0<i<n}
]
.
(5.5)
whih are random variables that have the same law as W¯ . Moreover beause of
independene of the environment in dierent ells, one an see that(
W¯
(y,y±1)
i ; (i, y) ∈ N× Z suh that i− y is even
)
,
is a family of independent variables.
214 7. DIRECTED POLYMERS IN DIMENSION 1 + 1 AND 1 + 2
Let N = nm be a large integer. We dene Ω = ΩN as the set of path
Ω := {S : ∀i ∈ [1, m], |Sin−S(i−1)n| =
√
n, ∀j ∈ [1, n−1], S(i−1)n+j ∈
(
S(i−1)n, Sin
)},
(5.6)
where the interval
(
Si(n−1), Sin
)
is to be seen as
(
Sin, Si(n−1)
)
if Sin < Si(n−1), and
S := {s = (s0, s1, . . . , sm) ∈ Zm+1 : s0 = 0 and |si − si−1| = 1, ∀i ∈ [1, m]} .
(5.7)
We use the trivial bound
WN ≥ P
[
exp
( nm∑
i=1
(βωi,Si − λ(β))
)
1{S∈Ω}
]
, (5.8)
to get that
WN ≥
∑
s∈S
m−1∏
i=0
W¯
(si,si+1)
i exp
(
βω(i+1)n,si+1
√
n − λ(β)
)
. (5.9)
(the exponential term is due to the fat the W¯ does not take into aount to site in
the top orner of eah ell).
The idea is of the proof is to nd a value of n (depending on β) suh that we
are sure that for any value of m we an nd a path s suh that along the path the
values of (W¯
(si,si+1)
i ) are not to low (i.e. lose to the expetation of W¯ ) and to do
so, it seems natural to seek for a perolation argument.
Let pc be the ritial exponent for direted perolation in dimension 1+1 (for an
aount on direted perolation see [72, Setion 12.8℄ and referenes therein). From
Lemma 5.3 and Chebyshev inequality, one an nd a onstant C8 and β0 suh that
for all n ≤ C8
β4| logβ| and β ≤ β0.
Q{W¯ ≥ QW¯/2} ≥ pc + 1
2
. (5.10)
We hoose n to be the biggest squared even integer that is less than C8
β4| log β| . (in
partiular have n ≥ C8
2β4| log β| if β small enough).
As shown in gure 4, we assoiate to our system the following direted perolation
piture. For all (i, y) ∈ N× Z suh that i− y is even:
• If W¯ (y,y±1)i ≥ (1/2)QW¯ , we say that the edge linking the opposite orners
of the orresponding ell is open.
• If W¯ (y,y±1)i < (1/2)QW¯ , we say that the same edge is losed.
Equation (5.10) and the fat the onsidered random variables are independent as-
sures that with positive probability there exists an innite direted path starting
from zero.
When there exists an innite open path is linking zero to innity exists, we an
dene the highest open path in an obvious way. Let (si)
m
i=1 denotes this highest
path. If m is large enough, by law of large numbers we have that with a probability
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Figure 4. This gure illustrates the perolation argument used in the proof.
To eah ell is naturally assoiated a random variable W¯ y,y±1i , and these random
variables are i.i.d. When W¯ y,y±1i ≥ 1/2QW¯ we open the edge in the orresponding
ell (thik edges on the piture). As this happens with a probability stritly
superior to pc, we have a positive probability to have an innite path linking 0 to
innity.
lose to one,
m∑
i=1
[
βωni,√nsi − λ(β)
] ≥ −2mλ(β). (5.11)
Using this and and the perolation argument with (5.9) we nally get that with
a positive probability whih does not depend on m we have
Wnm ≥
[
(1/2)e−2λ(β)QW¯
]m
. (5.12)
Taking the log and making m tend to innity this implies that
p(β) ≥ 1
n
[−2λ(β)− log 2 + logQW¯ ] ≥ − c
n
logn. (5.13)
For some onstant c, if n is large enough (we used Lemma 5.2 to get the last in-
equality. The result follows by replaing n by its value.

Proof of Lemma 5.2. Let n be square and even. Tk, k ∈ Z denote the rst
hitting time of k by the random walk S (when k = 0 it denotes the return time to
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zero). We have
P{Sn =
√
n, 0 < Si <
√
n, for all 1 < i < n}
=
n−1∑
k=1
P{T√n/2 = k, Sj > 0 for all j < n and T√n = n}
= P{T√n/2 < n, Sj <
√
n for all j < n and T0 = n)}, (5.14)
where the seond equality is obtained with the strong Markov property used for
T = T√n/2, and the reexion priniple for the random walk. The last line is equal
to
P{max
k∈[0,n]
Sk ∈ [
√
n/2,
√
n)|T0 = n}P{T0 = n}. (5.15)
We use here a variant of Donsker's Theorem, for a proof see [85, Theorem 2.6℄.
Lemma 5.4. The proess
t 7→
{
S⌈nt⌉√
n
∣∣∣∣ T0 = n} , t ∈ [0, 1] (5.16)
onverges in distribution to the normalized Brownian exursion in the spaeD([0, 1],R).
We also know that (see for example [62, Proposition A.10℄) for n even P (T0 =
n) =
√
2/πn−3/2 + o(n−3/2). Therefore, from (5.15) we have
P{Sn =
√
n, 0 < Si <
√
n, for all 1 < i < n}
=
√
2/πn−3/2P
[
max
t∈[0,1]
et ∈ (1/2, 1)
]
+ o(n−3/2). (5.17)
Where e denotes the normalized Brownian exursion, and P its law. 
Proof of Lemma 5.3. Let β be xed and small enough, and n be some squared
even integer whih is less than cε/(β
4| log β|). We will x the value cε independently
of β later in the proof, and always onsider that β is suiently small. By a diret
omputation the variane of
P
[
exp
(
n−1∑
i=1
[βωi,Si − λ(β)]
)∣∣∣∣ Sn = √n, 0 < Si < √n for 0 < i < n
]
(5.18)
is equal to
P⊗2
[
exp
(
n−1∑
i=1
γ(β)1{S(1)i =S
(2)
i }
) ∣∣∣∣ An
]
− 1. (5.19)
where
An =
{
S(j)n =
√
n, 0 < S
(j)
i <
√
n for 0 < i < n, j = 1, 2
}
, (5.20)
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and γ(β) = λ(2β)− 2λ(β) (reall that λ(β) = logQ exp(βω(1,0))), and S(j)n , j = 1, 2
denotes two independent random walk with law denoted by P⊗2. From this it
follows that if n is small the result is quite straightforward. We will therefore only
be interested in the ase of large n (i.e. bounded away from zero by a large xed
onstant).
We dene τ = (τk)k≥0 = {S(1)i = S(2)i , i ≥ 0} the set where the walks meet (it
an be written as an inreasing sequene of integers). By the Markov property, the
random variables τk+1 − τk are i.i.d. , we say that τ is a renewal sequene.
We want to bound the probability that the renewal sequene τ has too many
returns before times n− 1, in order to estimate (5.19). To do so, we make the usual
omputations with Laplae transform.
From [54, p. 577℄ , we know that
1− P⊗2 exp(−xτ1) = 1∑
n∈N exp(−xn)P{S(1)n = S(2)n }
. (5.21)
Thanks to the the loal entral limit theorem for the simple random walk, we know
that for large n
P{S(1)n = S(2)n } =
1√
πn
+ o(n−1/2). (5.22)
So that we an get from (5.21) that when x is lose to zero
logP⊗2 exp(−xτ1) = −
√
x+ o(
√
x). (5.23)
We x x0 suh that logP exp(−xτ1) ≤
√
x/2 for all x ≤ x0. For any k ≤ n we have
P⊗2{|τ ∩ [1, n− 1]| ≥ k} = P⊗2{τk ≤ n− 1} ≤ exp((n− 1)x)P⊗2 exp(−τkx)
≤ exp [nx+ k logP⊗2 exp(−xτ1)] .
(5.24)
For any k ≤ ⌊4n√x0⌋ = k0 one an hoose x = (k/4n)2 ≤ x0 in the above and use
the denition of x0 to get that
P⊗2{|τ ∩ [1, n− 1]| ≥ k} ≤ exp (−k2/(32n)) . (5.25)
In the ase where k > k0 we simply bound the quantity by
P⊗2{|τ ∩ [1, n− 1]| ≥ k} ≤ exp (k20/(32n)) ≤ exp (−nx0/4) . (5.26)
By Lemma (5.2), if n is large enough
P⊗An ≥ 1/2c2RWn−3. (5.27)
A trivial bound on the onditioning gives us
P⊗2
(|τ ∩ [1, n− 1]| ≥ k ∣∣ An) ≤ min (1, 2c−2RWn3 exp (−k2/(32n))) if k ≤ k0,
P⊗2
(|τ ∩ [1, n− 1]| ≥ k ∣∣ An) ≤ 2c−2RWn3 exp (−nx0/4) otherwise.
(5.28)
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We dene k1 := ⌈16π
√
n log(2c−2RWn3)⌉. The above implies that for n large enough
we have
P⊗2
(|τ ∩ [1, n− 1]| ≥ k ∣∣ An) ≤ 1 if k ≤ k1,
P⊗2
(|τ ∩ [1, n− 1]| ≥ k ∣∣ An) ≤ exp (−k2/(64n)) if k1 ≤ k ≤ k0,
P⊗2
(|τ ∩ [1, n− 1]| ≥ k ∣∣ An) ≤ exp (−nx0/8) otherwise. (5.29)
Now we are ready to bound (5.19). Integration by part gives,
P⊗2
[
exp (γβ|τ ∩ [1, n− 1]|) ∣∣ An]− 1
= γ(β)
∫ ∞
0
exp(γ(β)x)P⊗2
(|τ ∩ [1, n− 1]| ≥ x ∣∣ An) dx.
(5.30)
We split the right-hand side in three part orresponding to the three dierent bounds
we have in (5.28): x ∈ [0, k1], x ∈ [k1, k0] and x ∈ [k0, n]. It sues to show that
eah part is less than ε/3 to nish the proof. The rst part is
γ(β)
∫ k1
0
exp(γ(β)x)P⊗2
(|τ ∩ [1, n− 1]| ≥ x ∣∣ An) dx ≤ γ(β)k1 exp(γ(β)k1).
(5.31)
One uses that n ≤ cε
β4| log β| and γ(β) = β
2 + o(β2) to get that for β small enough
and n large enough if cε is well hosen we have
k1γ(β) ≤ 100β2
√
n log n ≤ ε/4, (5.32)
so that γ(β)k1 exp(γ(β)k1) ≤ ε/3.
We use our bound for the seond part of the integral to get
γ(β)
∫ k0
k1
exp(γ(β)x)P⊗2
(|τ ∩ [1, n− 1]| ≥ x ∣∣ An) dx
≤ γ(β)
∫ ∞
0
exp
(
γ(β)x− x2/(64n)) dx = ∫ ∞
0
exp
(
x− x
2
64nγ(β)2
)
dx.
(5.33)
Replaing n by its value, we see that the term that goes with x2 in the exponential
an be made arbitrarily large, provided that cε is small enough. In partiular we
an make the left-hand side less than ε/3.
Finally, we estimate the last part
γ(β)
∫ n
k0
exp(γ(β)2x)P⊗2
(|τ ∩ [1, n− 1]| ≥ x ∣∣ An) dx
≤ γ(β)
∫ n
0
exp(γ(β)x− nx0/8) dx = n exp(−[γ(β)− x0/8]n).
(5.34)
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This is learly less than ε/3 if n is large and β is small.

6. Proof of the lower bound of Theorem 1.5
In this setion we use the method of replia-oupling that is used for the disor-
dered pinning model in [110℄ to derive a lower bound on the free energy. The proof
here is an adaptation of the argument used there to prove disorder irrelevane.
The main idea is the following: Let WN(β) denotes the renormalized partition
funtion for inverse temperature β. A simple Gaussian omputation gives
dQ logWN(
√
t)
dt
∣∣∣∣
t=0
= −1
2
P⊗2
N∑
i=1
1{S(1)i =S
(2)
i }
. (6.1)
Where S(1) and S(2) are two independent random walk under the law P⊗2. This
implies that for small values of β (by the equality of derivative at t = 0),
Q logWN(β) ≈ − logP⊗2 exp
(
β2/2
N∑
i=1
1{S(1)N =S
(2)
N }
)
. (6.2)
This tends to make us believe that
p(β) = − lim
N→∞
logP⊗2 exp
(
β2/2
N∑
i=1
1{S(1)N =S
(2)
N }
)
. (6.3)
However, things are not that simple beause (6.2) is only valid for xed N , and
one needs some more work to get something valid when N tends to innity. The
proofs aims to use onvexity argument and simple inequalities to be able to get the
inequality
p(β) ≥ − lim
N→∞
logP⊗2 exp
(
2β2
N∑
i=1
1{S(1)N =S
(2)
N }
)
. (6.4)
The fat that onvexity is used in a ruial way make it quite hopeless to get the
other inequality using this method.
Proof. Let use dene for β xed and t ∈ [0, 1]
ΦN (t, β) :=
1
N
Q logP exp
(
N∑
i=1
[√
tβωi,Si −
tβ2
2
])
, (6.5)
and for λ ≥ 0
ΨN(t, λ, β) :=
1
2N
Q logP⊗2 exp
(
N∑
i=1
[√
tβ(ω
i,S
(1)
i
+ ω
i,S
(2)
i
)− tβ2 + λβ21{S(1)i =S(2)i }
])
.
(6.6)
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One an notie that ΦN(0, β) = 0 and ΦN (1, β) = pN(β) (reall the denition of pN
(1.11)), so that ΦN is an interpolation funtion. Via the Gaussian integration by
par formula
Qωf(ω) = Qf ′(ω), (6.7)
valid (if ω is a entered standard Gaussian variable) for every dierentiable funtions
suh that lim|x|→∞ exp(−x2/2)f(x) = 0, one nds
d
dt
ΦN (t, β) = − β
2
2N
N∑
j=1
∑
z∈Z
Q
P exp
(∑N
i=1
[√
tβωi,Si − tβ
2
2
])
1{Sj=z}
P exp
(∑N
i=1
[√
tβωi,Si − tβ
2
2
])
2
= − β
2
2N
Q
(
µ(
√
tβ)
n
)⊗2 [ N∑
i=1
1{S(1)i =S
(2)
i }
]
.
(6.8)
This is (up to the negative multipliative onstant −β2/2) the expeted overlap
fration of two independent replias of the randomwalk under the polymer measure
for the inverse temperature
√
tβ. This result has been using It formula in [28,
Setion 7℄.
For notational onveniene, we dene
HN(t, λ, S
(1), S(2)) =
N∑
i=1
[√
tβ(ω
i,S
(1)
i
+ ω
i,S
(2)
i
)− tβ2 + λβ21n
S
(1)
i =S
(2)
i
o
]
. (6.9)
We use Gaussian integration by part again, for ΨN :
d
dt
ΨN(t, λ, β) =
β2
2N
N∑
j=1
Q
P⊗2 exp
(
HN(t, λ, S
(1), S(2))
)
1{S(1)j =S
(2)
j }
P⊗2 exp (HN(t, λ, S(1), S(2)))
− β
2
4N
N∑
j=1
∑
z∈Z
Q
P⊗2
(
1{S(1)j =z}
+ 1{S(2)j =z}
)
exp
(
HN(t, λ, S
(1), S(2))
)
P⊗2 exp (HN(t, λ, S(1), S(2)))
2
≤ β
2
2N
N∑
j=1
Q
P⊗2 exp
(
HN (t, λ, S
(1), S(2))
)
1{S(1)j =S
(2)
j }
P⊗2 exp (HN(t, λ, S(1), S(2)))
=
d
dλ
ΨN(t, λ, β). (6.10)
The above implies that for every t ∈ [0, 1] and λ ≥ 0
ΨN(t, λ, β) ≤ ΨN(0, λ+ t, β). (6.11)
Comparing (6.8) and (6.10), and using onvexity and monotoniity of ΨN(t, λ, β)
with respet to λ, and the fat that ΨN(t, 0, β) = ΦN (t, β) one gets
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− d
dt
φN(t, β) =
d
dλ
ΨN(t, λ, β)
∣∣∣∣
λ=0
≤ ΨN(t, 2− t, β)− ΦN(t, β)
2− t ≤ ΨN(0, 2, β)− ΦN (t, β), (6.12)
where in the last inequality we used (2−t) ≥ 1 and (6.11). Integrating this inequality
between 0 and 1 and realling ΦN(1, β) = pN (β) we get
pN (β) ≥ (1− e)ΨN (0, 2, β). (6.13)
On the right-hand side of the above we reognize something related to pinning
models. More preisely
ΨN(0, 2, β) =
1
2N
log YN , (6.14)
where
YN = P
⊗2 exp
(
2β2
N∑
i=1
1n
S
(1)
N =S
(2)
N
o
)
(6.15)
is the partition funtion of a homogeneous pinning system of size N and parameter
2β2 with underlying renewal proess the sets of zero of the random walk S(2)−S(1).
This is a well known result in the study of pinning model ( we refer to [62, Setion
1.2℄ for an overview and the results we ite here) that
lim
N→∞
1
N
log YN = f(2β
2), (6.16)
where f denotes the free energy of the pinning model. Moreover, it is also stated
f(h)
h→0+∼ h2/2. (6.17)
Then passing to the limit in (6.14) ends the proof of the result for any onstant
stritly bigger that 4. 
7. Proof the lower bound in Theorem 1.6
The tehnique used in the two previous setions ould be adapted here to prove
the results but in fat it is not neessary. Beause of the nature of the bound we
want to prove in dimension 2 (we do not really trak the best possible onstant in
the exponential), it will be suient here to ontrol the variane of Wn up to some
value, and then the onentration properties of logWn to get the result. The reader
an hek than using the same method in dimension 1 does not give the right power
of β.
First we prove a tehnial result to ontrol the variane of Wn whih is the
analog of (5.3) in dimension 1. Reall that γ(β) := λ(2β) − 2λ(β) with λ(β) :=
logQ exp(βω(1,0)).
222 7. DIRECTED POLYMERS IN DIMENSION 1 + 1 AND 1 + 2
Lemma 7.1. For any ε < 0, one an nd a onstant cε > 0 and β0 > 0 suh that
for any β ≤ β0, for any n ≤ exp (cε/β2) we have
VarQWn ≤ ε. (7.1)
Proof. A straightforward omputation shows that the the variane of Wn is
given by
VarQWn = P
⊗2 exp
(
γ(β)
n∑
i=1
1{S(1)i =S
(2)
i }
)
− 1. (7.2)
where S(i), i = 1, 2 are two independent 2dimensional random walks.
As the above quantity is inreasing in n, it will be enough to prove the re-
sult for n large. For tehnial onveniene we hoose to prove the result for n =
⌋ exp(−cε/γ(β))⌋ (reall γ(β) = λ(2β) − 2λ(β)) whih does not hange the result
sine γ(β) = β2 + o(β2).
The result we want to prove seems natural sine we know that (
∑n
i=1 1{S(1)i =S
(2)
i }
)/ logn
onverges to an exponential variable (see e.g. [60℄), and γ(β) ∼ cε log n. However,
onvergene of the righthand side of (7.2) requires the use of the dominated onver-
gene Theorem, and the proof of the domination hypothesis is not straightforward.
It ould be extrated from the proof of the large deviation result in [60℄, however
we inlude a full proof of onvergene here for the sake of ompleteness.
We dene τ = (τk)k≥0 = {S(1)i = S(2)i , i ≥ 0} the set where the walks meet (it
an be written as an inreasing sequene). By the Markov property, the random
variables τk+1 − τk are i.i.d. .
To prove the result, we ompute bounds on the probability of having to may
point before n in the renewal τ . As in the 1 dimensional ase, we use Laplae
transform to do so. From [54, p. 577℄ , we know that
1− P⊗2 exp(−xτ1) = 1∑
n∈N exp(−xn)P{S(1)n = S(2)n }
. (7.3)
The loal entral limit theorem says that for large n
P⊗2{S(1)n = S(2)n } ∼
1
πn
. (7.4)
Using this into (7.3) we get that when x is lose to zero
logP⊗2 exp(−xτ1) ∼ − π| log x| . (7.5)
We use the following estimate
P⊗2{|τ ∩ [1, n]| ≥ k} = P⊗2{τk ≤ n} ≤ exp(nx)P⊗2 exp(−τkx)
= exp
[
nx+ k logP⊗2 exp(−xτ1)
]
.
(7.6)
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Let x0 be suh that for any x ≤ x0, logP⊗2 exp(−xτ1) ≥ −3/| log x|. For k suh
that k/(n log(n/k)) ≤ x0, we replae x by k/(n log(n/k)) in (7.6) to get
P⊗2{|τ ∩ [1, n]| ≥ k} ≤ exp
(
k
log(n/k)
− 3k
log [k/(n logn/k)]
)
≤ exp
(
− k
log(n/k)
)
,
(7.7)
where the last inequality holds if k/n is small enough. We x k0 = δn for some
small δ. We get that
P⊗2{|τ ∩ [1, n]| ≥ k} ≤ exp
(
− k
log(n/k)
)
if k ≤ k0
P⊗2{|τ ∩ [1, n]| ≥ k} ≤ exp
(
− k0
log(n/k0)
)
= exp
(
− δn
log(1/δ)
)
if k ≥ k0.
(7.8)
We are ready to bound (7.2). We remark that using integration by part we obtain
P exp (γ(β)|τ ∩ [1, n]|)− 1 =
∫ n
0
γ(β) exp(γ(β)x)P⊗2(τ ∩ [1, n]| ≥ x) dx. (7.9)
To bound the righthand side, we use the bounds we have onerning τ : (7.8). We
have to split the integral in three parts.
The integral between 0 and 1 an easily be made less than ε/3 by hoosing β
small.
Using n ≤ exp(cε/γ(β)), we get that
∫ δn
1
γ(β) exp(γ(β)x)P⊗2(τ∩[1, n]| ≥ x) dx ≤
∫ δn
1
γ(β) exp
(
γ(β)x− x
log(n/x)
)
dx
≤
∫ δn
1
γ(β) exp
(
γ(β)x− γ(β)βx
cε
)
≤ cε
1− cε . (7.10)
This is less that ε/3 if cε is hosen appropriately. The last part to bound is∫ n
δn
γ(β) exp(γ(β)x)P⊗2(τ ∩ [1, n]| ≥ x) ≤ nγ(β) exp
(
γ(β)n− δn
log 1/δ
)
≤ ε/3,
(7.11)
where the last inequality holds if n is large enough, and β is small enough.

Proof of the lower bound in Theorem 1.6. By a martingale method that
one an nd a onstant c9 suh that
VarQ logWn ≤ C9n, ∀n ≥ 0, ∀β ≤ 1. (7.12)
(See [36, Proposition 2.5℄ and its proof for more details).
Therefore Chebyshev inequality gives
Q
{∣∣∣∣ 1n logWn − 1nQ logWn
∣∣∣∣ ≥ n−1/4} ≤ C9n−1/2. (7.13)
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Using Lemma 7.1 and Chebyshev inequality again, we an nd a onstant C10 suh
that for small β and n = ⌈exp(C10/β2)⌉ we have
Q {Wn < 1/2} ≤ 1/2. (7.14)
This ombined with (7.13) implies that
− log 2
n
≤ n−1/4 +Q 1
n
logWn ≤ n−1/4 + p(β). (7.15)
Replaing n by its value we get
p(β) ≥ −n−1/4 − log 2
n
≥ − exp(−C10/5β2). (7.16)

CHAPTER 8
Pinning, superdiusivity, and strong disorder for Brownian
polymer models
1. Introdution
A lot of progress has been made lately in the understanding of loalization/deloalization
phenomena for random polymer models, and espeially for two lass of model: ran-
dom pinning models, and direted polymer in a random environment (see the reent
monographs [62℄ and [80℄ and referenes therein). These model where rst intro-
dued in a disrete setup, where the polymer is modeled by the graph of a random-
walk in Z
d
and the polymer-measure is a modiation of the law of a simple random
walk on Z
d
; but reently, a lot of interest have been brought to the orresponding
ontinuous models, involving Brownian Motion rather than simple random walk (see
[39; 105; 14; 43℄). In this paper, we study two models whih are a priori unrelated:
• A Brownian homogeneous pinning model in a polynomial potential.
• A model of Brownian direted polymer in Brownian environment with spa-
tial power-law orrelations.
However, as it will appear in our development, homogeneous pinning models happen
to be a natural tool to study direted polymer in random environment as soon as
seond moment methods are used (as in [91℄).
Let P be the Wiener measure, and (Bt)t∈R the assoiated d-dimensional Brow-
nian Motion starting from zero. For a xed t, to eah trajetory we assoiate an
energy dened by the Hamiltonian Ht(B) whih is a funtion of (Bs)s∈[0,t] and for
an inverse temperature β we dene the polymer measure µt by its Radon-Niodym
derivative
dµt
dP
(B) :=
1
Zt
exp(βHt(B)). (1.1)
where
Zt := P [exp (βHt(B))] , (1.2)
is a renormalization fator alled partition funtion of the system (P [f(B)] denotes
the expetation with respet to P , we will keep that notation for all the probability
law we introdue in the paper). For xed (Bs)s∈[0,t], Ht(B) an be deterministi or
random (depending on a random environment). Our aim is to desribe asymptoti
properties of the measure µt as t → ∞, and to disuss the existene of a phase
transition in the parameter β.
We present the results obtained for the two models separately. To avoid onfu-
sion we will keep the above notation for the random direted polymer, and we will
introdue a dierent one for the pinning model.
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1.1. Brownian homogeneous pinning in a polynomial tailed potential.
We onsider the following homogeneous pinning model, that was studied in [43℄. We
onsider two ases: V is either a bounded ontinuous nonnegative funtion of Rd
suh that V (x) tends to zero when x goes to innity or V (x) = 1{‖x‖≤1}.
We dene the energy of a ontinuous trajetory up to time t, (Bs)s∈R to be the
Hamiltonian
Gt(B) :=
∫ t
0
V (Bs) ds. (1.3)
We dene ν
(h)
t the Gibbs measure assoiated to that Hamiltonian and pinning pa-
rameter (or inverse temperature) h ∈ R to be
dν
(h)
t (B) :=
exp(hGt(B))
Y
(h)
t
dP (B), (1.4)
where Yt denotes the partition funtion
Y
(h)
t := P [exp(hGt(B))] . (1.5)
The essential question for this model is to know whether or not the pinning
fore h is suient to keep the trajetory of the polymer near the origin, where V
takes larger values. It is intuitively lear that for large h, the potential loalizes the
polymer near the origin (the distane remains O(1) as t grows), and that h ≤ 0 has
no hane to loalize the polymer. Therefore, one has to nd if the polymer is in
the loalized phase for all positive h > 0 or if the phase transition ours for some
ritial value of hc > 0. For This question was studied in [43℄ in the ase of ompatly
supported smooth V , where it was shown that loalization holds for all h > 0 if and
only if d ≤ 2 (in fat this issue is strongly related to reurene/transiene of the
Brownian Motion). Our aim is to desribe how this result is modied if the potential
is not ompatly supported and has polynomial deay at innity. Answering to this
question relies on studying the free energy.
Proposition 1.1. The limit
f(h) := lim
t→∞
1
t
log Y
(h)
t . (1.6)
exists is and it is non-negative. h 7→ f(h) is a non-dereasing, onvex funtion.
We all f(h) the free energy of the model. We dene
hc = hc(V ) := inf{h : f(h) > 0} ≥ 0. (1.7)
The existene of the limit is not straight forward. Cranston et al. proved it in
[43, Setion 7℄ in the ase of C∞ ompatly supported potential, we adapt their
proof to our ase. To understand why f(h) > 0 orresponds to the loalized phase,
we remark the following: onvexity allows us to interhange limit and derivative,
therefore at points where f has a derivative
df
dh
(h) = lim
t→∞
1
t
νt
[∫ t
0
V (Bs) ds
]
. (1.8)
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We want to be able to settle what are the ondition on V so that hc = 0 and to
desribe the behavior of f. Cranston et al. answered the question quite ompletely
in [43, Theorem 6.1℄ for ompatly supported potential using a funtional analysis
approah. We present a part of their results, adapted for the step potential V (x) =
1{‖x‖≤1}, that we will use as a tool in our paper. Adapting the result from [43,
Theorem 6.1℄ is straight forward, using monotoniity in V of the free energy.
Theorem 1.2. Let V : Rd → R+ dened as
V (x) = 1{‖x‖≤1}. (1.9)
Then for d = 1, 2 we have hc = 0 and as h tends to zero,
f(h) = 2h2(1 + o(1)) for d = 1,
f(h) = exp
(−h−1(1 + o(1))) for d = 2. (1.10)
For d ≥ 3, we have hc > 0.
Remark 1.3. This model (espeially in the ompatly supported ase) is the on-
tinuous equivalent of the disrete model for homogeneous pinning on a defet line
(see [62, Chapter 2℄ for an aount on the subjet), and Theorem 1.2 is ompletely
analogous to results obtained in the disrete. The disrete model has the partiular-
ity of being exatly soluble (see [55℄). The tehniques used for the disrete model,
based on renewal proesses, do not seem to be adaptable in our setup.
In the present study, we pay a partiular attention to potentials V with power
law deay at innity i.e. suh that there exists θ > 0 with
V (x) ≍ ‖x‖−θ as x→∞, (1.11)
where f(x) ≍ g(x) as x→∞ means that there exist onstants R and c suh that
c−1f(x) ≤ g(x) ≤ cf(x) ∀x, ‖x‖ ≥ R. (1.12)
In this partiular setup, the phase transition is dierent from the one observed for
the ase of ompatly supported ase. We prove that in dimension d ≥ 3, whether
hc is equal to zero depends only on the exponent θ. Furthermore, when the values
of θ varies, so does the ritial exponent whih an take any value in (1,∞).
Theorem 1.4. For d ≥ 3 we have
θ > 2⇒ hc(V ) > 0. (1.13)
And when h > 0 is small enough
lim
t→∞
Yt <∞. (1.14)
Moreover when θ < 2
f(h) ≍ h 22−θ . (1.15)
For the lower dimensional ases, it follows from [43, Theorem 6.1℄ and monotony
of f in V that hc = 0 for all θ. However, some of the features of Theorem 1.4 still
hold.
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Theorem 1.5. For d = 2, θ < 2 and d = 1, θ < 1, we have
f(h) ≍ h 22−θ . (1.16)
For the sake of ompleteness, we also present the result for the ase d = 1, θ > 1.
The following is the generalization of a result proved for ompatly supported smooth
funtion in [43, Theorem 6.1℄.
Proposition 1.6. For d = 1, and V ∈ L1(R), V ontinuous nonnegative we have
f(h) ∼ ‖V ‖
2
L1(R)
2
h2. (1.17)
In the ase d = 2, θ ≥ 2, it an be heked that monotoniity of the free energy
and (1.10) implies that hc > 0 and that f(h) deays faster that any polynomial
around h = 0. In the ase d = 1, θ = 1, monotoniity again implies that f(h)
behaves like h2+o(1).
Remark 1.7. In [43℄, the ritial behavior of the freeenergy is omputed (in a
sharp way) for every dimension, even in the ase where d ≥ 3 as it an be done in
the disrete ase. As it will be seen in the proof, the method for getting ritial
exponents in the present paper fails to give any result when hc > 0. However, it
would be natural to think that for some value of θ > 2, the ritial exponent for the
free energy is independent of d when d is large enough.
1.2. Brownian polymers in brownian environment.
1.2.1. Weak and strong disorder. We desribe now the model of Brownian poly-
mer introdued by Rovira and Tindel in [105℄, and we introdue the results we
found for that model. Let (ω(t, x))(t∈R+,x∈Rd) be a real Gaussian-Field with ovari-
ane funtion
P [ω(t, x)ω(s, y)] =: (t ∧ s)Q(x− y). (1.18)
Where Q is a ontinuous non-negative funtion, going to zero at innity. Infor-
mally, the eld an be seen as an addition in time of independent, innitesimal
translation invariant elds ω( dt, x) with ovariane funtion Q(x − y) dt. To avoid
normalization, we assume Q(0) = 1. We dene the random Hamiltonian formally
as
Hω,t(B) = Ht(B) :=
∫ t
0
ω( ds, Bs). (1.19)
For a straight denition of Ht we refer to [14, Setion 2℄, where a rigorous meaning
of the above formula is given. However, to have a meaningful and heap denition
it is suient to onsider that (Ht(B)) is a entered Gaussian vetor indexed by the
ontinuous funtion B ∈ C[0, t], with ovariane matrix
P
[
Ht(B
(1))Ht(B
(2))
]
:=
∫ t
0
Q(B(1)s −B(2)s ) ds. (1.20)
One denes the (random) polymer measure for inverse temperature β as a trans-
formation of the Wiener measure P as follows
dµβ,ωt (B) :=
1
Zβ,ωt
exp(βHt(B)) dP (B), (1.21)
1. INTRODUCTION 229
where Zβ,ωt is the partition funtion of the model
Zβ,ωt := P [exp(βHt)] . (1.22)
It is more onvenient to work with the renormalized partition funtion
W β,ωt = Wt := P
[
exp
(∫ t
0
βω( ds, Bs)− β2/2 ds
)]
. (1.23)
It an be heked without muh eort that Wt is a positive martingale with respet
to
Ft := σ {ωs, s ≤ t} . (1.24)
Therefore it onverges to a limitW∞. An argument used by Bolthausen in a disrete
setup [22℄, an be adapted in our setup to show that
P {W∞ := 0} ∈ {0, 1} . (1.25)
To know wether or notW∞ is degenerate is a ruial issue for the asymptoti behav-
ior of µβ,ω. It is known (in the disrete setup see for example [40℄, the argument an
probably be adapted for the present model) that when W∞ is nontrivial, the be-
havior of B under µt when t is large is essentially diusive, this situation is referred
to as weak disorder. The other situation is referred to as strong disorder. In the
Gaussian setup, a partial annealing argument an show that inreasing β inreases
the inuene of disorder, so that there exists a ritial value βc separating the two
phases, i.e., that there exists βc ∈ [0,∞) suh that
β ∈ (0, βc) ⇒ weak disorder holds,
β > βc ⇒ strong disorder holds. (1.26)
From physiists point of view, it is however more natural to have a denition
of strong disorder in free energy term. The quantity of interest is the dierene
between quenhed and annealed free energy.
Proposition 1.8. The a.s. limit
p(β) := lim
t→∞
1
t
logWt = lim
t→∞
1
t
P [logWt] =: lim
t→∞
pt(β). (1.27)
exists and is almost surely onstant. The funtion β 7→ (β) is non positive and non
inreasing.
We an dene
β¯c := sup {β > 0 suh that p(β) = 0} . (1.28)
It is obvious from the denitions that βc ≤ β¯c.
For a proof of existene of the limits above and the equality, we refer to [105,
Lemma 2.4, Proposition 2.6℄. The non-positivity follows from Jensen inequality
P [logWt] ≤ logP [Wt] = 0. (1.29)
It an be shown (for result in the disrete setup see [28; 36℄) that an exponential
deay of Wt orresponds to a signiant loalization property of the trajetories.
230 8. BROWNIAN POLYMER MODELS
More preisely, under this ondition, it an be shown that two paths hosen inde-
pendently with law µβ,ωt tend to spend a time proportional to t in the same neigh-
borhood. For example whenever the right hand side exists (i.e. everywhere exept
maybe for ountably many β as p(β) + β2/2 is onvex) we have
dp
dβ
(β) := lim
t→∞
1
tβ
P
[
µ⊗2β,t
(∫ t
0
(
Q(B(1)s , Q(B
(2)
s
))]
. (1.30)
It has beome ustomary to refer to this situation as very strong disorder.
It is widely expeted that the two notion of strong disorder oinide outside of the
ritial point and that we have βc = β¯c. However it remains an unproved onjeture.
In [38℄ and [91℄ is has been show that for model in Z
d
with i.i.d. site disorder, very
strong disorder holds at all temperature, and it has been known well before that
there is a non trivial phase transition as soon as d ≥ 3. The same is expeted to
hold for in ontinuous time, if the orrelation funtion Q deays suiently fast at
innity. In this paper we plae ourselves in the ase where Q has power law deay
and investigate the behavior of the free energy for small β. Unless otherwises stated
we will onsider that there exists θ > 0 suh that
Q(x) ≍ ‖x‖−θ. (1.31)
We have obtained the following onditions for strong/weak disorder to hold.
Theorem 1.9. For d ≥ 3 we have:
• βc and β¯c > 0 if θ > 2.
• β¯c = 0 if θ < 2.
For d = 2, βc = β¯c = 0 if θ < 2. For d = 1, βc = β¯c = 0 for any θ.
Remark 1.10. In the ases we have left unanswered, namely d = 2, θ ≥ 2 or d = 3,
θ = 2, the tehnique used for the two dimensional disrete ase (see [91℄) an be
adapted to prove that β¯c = 0. Sine the method is relatively heavy, and very similar
to what is done in the disrete ase, we do not develop it here.
In the ases where β¯c = 0, we obtained a sharp bound on the free energy
Theorem 1.11. For d ≥ 2, θ < 2, or d = 1, θ < 1 we have
p(β) ≍ −β 22−θ . (1.32)
For d = 1, Q ∈ L1(R) (with no other assumption on the deay), we have
p(β) ≍ −β4. (1.33)
1.2.2. Superdiusivity. Another muh studied issue on whih a lot of study where
lead for direted polymer is the superdiusivity phenomenon [102; 101; 82; 97; 14℄.
As mentioned earlier, in the weak disorder phase, the trajetory of the polymer on-
serves all the essential features of the non disordered model (i.e. standard Brownian
motion). Therefore, in one looks at a trajetory up to time t, the end position of
the hain, the maximal distane to the origin, the typial distane of a point in the
hain to the origin are of order t1/2, this phenomenon is one of the features of a
diusive behavior. It is believed that in the strong disorder phase, this property is
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hanged, and that the quantities mentioned earlier are greater than t1/2. From the
physiists point of view, it is in fat widely expeted that their exist a positive real
number ξ > 1/2 suh that under µt
max
s∈[0,t]
‖Bs‖ ≍ tξ. (1.34)
We refer to ξ as the volume exponent. It is usually believed that in the strong disor-
der phase, ξ does not depend on the temperature, and it is the equal to the exponent
of the assoiated oriented last passage perolation model whih orresponds to zero
temperature (see [102℄). However, rigorously, the very existene of these exponents
annot be proved in general, and their is no onsensus in the physis literature for
their value when the transversal dimension is more than 2. In the one dimensional
ase, for the disrete model on Z
d
and for the one presented here, if the orrelations
are not too important (Q ∈ L1(R) seems to be the reasonable ondition), the volume
exponent is onjetured to be equal to 2/3. This identity remains however a very
hallenging issue. Johansson proved [82℄ that it hold for a speial ase of last-passage
oriented perolation, but the method he employed annot be generalized to the ase
of nite temperature. To our knowledge this is the only ase where the existene
of ξ is proved in a non-diusive ase. In the sequel we talk about bounds on ξ to
mention bound on the volume utuation.
For undireted last-passage perolation Newman and Piza proved that ξ ≤ 3/4, and,
in ollaboration with Liea, that ξ ≥ 3/5, using geometri arguments. In the ase
of direted polymer, some results have been obtained in dimension 1 by Petermann
[101℄ and Mejane [97℄ for a model of direted polymer in a semi-disrete setup. Pe-
termann proved that with a high probability, a polymer hain of size n would go out
of a box of size nα if α < 3/5, whereas Mejane proved a result going in the other
diretion saying that the hain stays in a box of size nα if α > 3/4. The result of
Mejane extends to every dimension. Informally this says that
3/5 ≤ ξ ≤ 3/4. (1.35)
The result of Petermann has reently been adapted for Brownian polymer in Brow-
nian environment by Bezerra, Tindel and Viens [14℄.
In this paper, we present some new results in the ase of polynomial deay of Q
(ondition (1.31)). In partiular, we prove that under some assumption, superdiu-
sivity holds in every dimension and at every temperature
Theorem 1.12. When d ≥ 2 and θ < 2 or d = 1 and θ < 1, we have
lim
ε→0
lim inf
t→∞
Pµβ,ωt
{
sup
0≤s≤t
|Bs| ≥ εt 34+θ
}
= 1. (1.36)
For d = 1, Q ∈ L1(R) we have
lim
ε→0
lim inf
t→∞
Pµβ,ωt
{
sup
0≤s≤t
|Bs| ≥ εt 35
}
= 1. (1.37)
We will not go into the details for the proof of the ase Q ∈ L1(R) as it is very
similar to what we do in the other ases.
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Remark 1.13. In terms of exponent, the above theorem, states that ξ ≥ 3/(4+ θ).
We strongly believe that the argument of Mejane in [97℄ an be adapted to this ase
(maybe with another denition for ξ, using the position of the end point rather than
the maximal distane), so that we an say at an informal level that
3
4 + θ
≤ ξ ≤ 3
4
. (1.38)
The two bounds an get arbitrarily lose to eahother when θ get lose to zero,
showing that when θ is small, our result is lose to being optimal.
Remark 1.14. There is an oriented-last-passage perolation model assoiated to
this model. It orresponds to the ase β = ∞. The result we prove here for nite
temperature extends to this ase that we desribe here. Given a realization of the
environment ω we onsider the Hamiltonian ating on pieewise C1 path of length t
in R
d
:
H∞t (f) :=
∫ t
0
‖∇f(s)‖2 +
∫ t
0
ω( ds, f(s)). (1.39)
The oriented-last passage perolation problem onsists in nding a path f suh that
the Hamiltonian is maximized. If one admits the existene of suh a path fmax, it is
not very diult to adapt the proof of the direted polymer problem to prove that
with a big P probability
max
s∈[0,t]
‖fmax(s)‖ ≥ t 34+θ . (1.40)
Remark 1.15. The argument we use for our proof uses hange of measure argument
instead of purely Gaussian omputation, in our views, this makes the omputation
muh learer. Besides, our proof is shorter and goes substanially farther.
Remark 1.16. Another model of Brownian polymer in random environment in a
Poissonian environment has been introdued and studied by Comets and Yoshida
[39℄. We would like to stress that our proofs do not rely on the Gaussian nature of
the environment, and that superdiusivity with exponent 3/5, as well as very strong
disorder in dimension 1 and 2 (in dimension 2 one needs to adapt the method used
in [91℄) ould be proved for this model as well by using methods developed in the
present paper. We foused on Brownian polymer mainly beause it was the natural
model to study the eet of long spatial memory.
2. Brownian pinning in polynomial potential
2.1. Basi results. In this subsetion, we give the proof of minor results that
are easy onsequenes of results in [43℄.
Proof of Proposition 1.1. Given V , and ε and one an nd a ompatly
supported C∞ funtion Vˇ suh that
Vˇ ≤ V ≤ Vˇ + ε. (2.1)
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We write Yˇt = Yˇ
(h)
t for the partition funtion orresponding to Vˇ . Trivially we
have for every t
1
t
log Yˇt ≤ 1
t
log Yt ≤ 1
t
log Yˇt + hε. (2.2)
As proved in [43, Setion 7℄, log Yˇt onverges as t goes to innity so that,
lim sup
1
t
log Yt − lim inf 1
t
log Yt ≤ hε. (2.3)
The proof an also be adapted to prove the existene of the freeenergy for the
potential
V (x) := 1{‖x‖≤1}. (2.4)
We omit the details here. 
Proof of proposition 1.6. First we prove the upper bound. By the oupa-
tion times formula (see e.g. [103, pp. 224℄ ) we have∫ t
0
V (Bs) ds =
∫
R
Lxt V (x) dx, (2.5)
where Lxt is the loal time of the Brownian motion in x at time t. By Jensen
inequality we have then
exp
(
h
∫
R
Lt(x)V (x) dx
)
≤
∫
R
V (x) dx
‖V ‖L1(R)
exp
(
h‖V ‖L1(R)Lxt
)
. (2.6)
Moreover, under the Wiener measure with initial ondition zero, Lxt is stohastially
bounded (from above) by L0t for all x, so that
Yt ≤
∫
R
V (x) dx
‖V ‖L1(R)
P
[
exp
(
h‖V ‖L1(R)Lxt
)]
≤ P [exp (h‖V ‖L1(R)L0t )] ≤ 2 exp
(
th2‖V ‖2
L1(R)
2
)
. (2.7)
In the last inequality we have used the fat that L0t
L
=
√
t|N (0, 1)|. Taking the limit
as t tends to innity gives the upper bound. For the lower bound, the assumption
we have on V guaranties that give ε > 0, we an nd Vˇ smooth and ompatly
supported suh that
Vˇ ≤ V,
‖Vˇ ‖L1(R) ≥ ‖V ‖L1(R) − ε.
(2.8)
Let fˇ be the free energy assoiated to Vˇ . For [43, Theorem 6.1℄ and monotoniity
we have that for h small enough (how small depending on ε)
f(h) ≥ fˇ(h) ≥
(‖Vˇ ‖2
L1(R)
2
− ε
)
h2. (2.9)
As ε is hosen arbitrarily this gives the lower bound. 
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2.2. Proof of upper bound results on the freeenergy. In this subsetion
we prove the upper bounds orresponding to (1.13), (1.15) and (1.16). Thourough
this setion we will use the following tool.
Lemma 2.1. Let (an)n∈N, be a sequene of positive integers, and (pn)n∈N, a sequene
of stritly positive real numbers satisfying
∑
n∈N p
−1
n = 1. Then we have∏
n≥1
an ≤
∑
n≥1
p−1n a
pn
n , (2.10)
as soon as the left-hand side is dened. This formula is also valid for a produt with
nitely many terms.
Proof. Let X be the random variable whose distribution P is dened
P{X = x} =
∑
{n : pn log an=x}
1
pn
. (2.11)
The formula onsidered is just Jensen inequality:
exp(P [X ]) ≤ P exp(X). (2.12)

Now we go the proof of deloalization at high temperature for θ > 2 and d ≥ 3
Proof of (1.13). Let θ > 2, and ε > 0 we dene
V¯ (x) :=
∞∑
i=0
1{‖x‖≤2n}2
−nθ. (2.13)
It follows from assumption (1.11) that there exists onstants c1 and C1 suh that
c1V¯ (x) ≤ V (x) ≤ C1V¯ (x). (2.14)
Hene, for any p ∈ (0, 1) and h > 0, we have
Yt ≤ exp
(
hC1
∫ t
0
V¯ (Bs) ds
)
≤ (1− p)
∞∑
n=0
pnP
[
exp
(
(1− p)−1p−nhC1
∫ t
0
1{‖Bs‖≤2n}2
−nθ} ds
)]
= (1− p)
∞∑
n=0
pnP
[
exp
(
(1− p)−1p−n2n(2−θ)hC1
∫ 2−2nt
0
1{‖Bs‖≤1} ds
)]
,
(2.15)
where the seond inequality uses Lemma 2.1 with pn := (1 − p)pn, and the last
equality is just a resaling of the Brownian Motion. We hoose p suh that p2θ−2 = 1.
We get
Yt ≤ exp
(
(1− p)−1hC1
∫ t
0
1{‖Bs‖≤1}2
−nθ
ds
)
. (2.16)
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For h small enough, Theorem 1.2 for d ≥ 3 allow us to onlude. Moreover (see [39,
Proposition 4.2.1℄) in this ase, we have
lim
t→∞
Yt := Y∞ <∞. (2.17)

Proof of the upper bounds of (1.15) and (1.16). From assumption (1.11),
there exist a onstant C2 suh that for any h ≤ 1,
V (x) ≤ C2h θ2−θ ∀x, |x| ≥ h− 12−θ ,∫
|x|≤h−
1
2−θ
V (x) dx ≤ C2h−
1−θ
2−θ .
(2.18)
We write Vˇ (x) := V (x)1
|x|≤h−
1
2−θ
ff
. We have
V (Bs) ≤ Vˇ (Bs) + C2h θ2−θ , (2.19)
so that
log Yt ≤ tC2h 22−θ + logP
[
exp
(
h
∫ t
0
Vˇ (Bs) ds
)]
. (2.20)
We know from (2.7) and (2.18) that the seond term is smaller than
log 2 + t
‖Vˇ ‖2
L1(R)
2
≤ log 2 + tC22h
2
2−θ . (2.21)
Whih is the desired result. Now we onsider the ase d ≥ 2, θ < 2. Dene
n¯ = n¯h := ⌈| log h|/(2− θ) log 2⌉ −K for some large integer K. We have∑
n>n¯
2−nθ1{‖Bs‖≤2−n} ≤
∑
n>n¯
2−nθ =
2−(n¯+1)θ
1− 2−θ . (2.22)
Therefore we an nd a onstant C3 (depending on K and C1) suh that
Yt ≤ P
[
exp
(
C1h
∫ t
0
V¯ (Bs) ds
)]
≤ eC3h
2
2−θ
P
[
exp
(
C1h
∫ t
0
n¯∑
n=0
2−nθ1{‖Bs‖≤2−n} ds
)]
.
(2.23)
We study the behavior of the seond term on the righthand side. For any p (We
hoose p = 2θ/2−1), as a result of Lemma 2.1 , we have
P
[
exp
(
C1h
∫ t
0
n¯∑
n=0
2−nθ1{‖Bs‖ ≤ 2−n} ds
)]
≤
n¯∑
n=0
(1− p)pn
1− pn¯+1 P
[
exp
(
C1h
∫ t
0
p−n(1− pn¯+1)
1− p 2
(n−n¯)θ
1{‖Bs‖≤2−(n¯−n)} ds
)]
=
n¯∑
n=0
1− p
1− pn¯+1p
nP
[
exp
(
C1h
∫ t2−2(n¯−n)
0
p−n(1− pn¯+1)
1− p 2
(n¯−n)(2−θ)
1{‖Bs‖≤1} ds
)]
,
(2.24)
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where the last line is simply obtained by resaling the Brownian motion in the
expetation. Now observe that for any ε > 0, one an nd a value of K suh that
C1h ≤ (1− p)ε2−n¯(2−θ), (2.25)
so that
C1h
p−n(1− pn¯+1)
1− p 2
(n¯−n)(2−θ) ≤ ε2n(θ/2−1). (2.26)
Therefore we have
P
[
exp
(
C1h
∫ t
0
n¯∑
n=0
2−nθ1{‖Bs‖ ≤ 2−n}ds
)]
≤ max
n∈{0,...,n¯}
P
[
exp
(∫ t2−2(n¯−n)
0
ε2n(θ/2−1)1{‖Bs‖≤1} ds
)]
. (2.27)
For d ≥ 3 the righthand side is less than
P
[
exp
(∫ t
0
ε1{‖Bs‖≤1} ds
)]
, (2.28)
whih stays bounded as t goes to innity. For d = 2, if t is suiently large, and ε
small enough Theorem 1.2 allows us to write
logP
[
exp
(∫ t2−2(n¯−n)
0
ε2n(θ/2−1)1{‖Bs‖≤1} ds
)]
≤ t2−2n¯22n exp (−2ε−12n(1−θ/2)) .
(2.29)
The maximum over n of the righthand side is attained for n = 0. Therefore
logP
[
exp
(
C1h
∫ t
0
n¯∑
n=0
2−nθ1{‖Bs‖ ≤ 2−n} ds
)]
≤ 2−2n¯. (2.30)
Injeting this in (2.23) ends the proof. 
2.3. Proof of lower bounds on the free-energy. In this setion we the lower
bounds for the (1.15) and (1.16). We start with the ase d = 1, θ < 1.
For any n ∈ N,
Yt ≥ P
[
exp
(
c1h
∫ t
0
V¯ (Bs) ds
)]
≥ P
[
exp
(
c1h2
−nθ
∫ t
0
1{‖Bs‖≤2−n} ds
)]
. (2.31)
Resaling the Brownian motion we get
Yt ≥ P
[
exp
(
c1h2
n(2−θ)
∫ t2−2n
0
1{‖Bs‖≤1} ds
)]
. (2.32)
We an hoose n = nh = ⌈| log h|/(2− θ) log 2⌉+K, for some integer K. Let C2 > 0
be suh that
lim
t→∞
1
t
logP
[
exp
(∫ t
0
C21{‖Bs‖≤1} ds
)]
≥ 1. (2.33)
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By hoosing K large enough, we an get
log Yt ≥ logP
[
exp
(
C2
∫ t2−2nh
0
1{‖Bs‖≤1} ds
)]
≥ t2−2nh . (2.34)
From this we get that hc = 0, and that
f(h) ≥ 2−2(K+1)h 22−θ . (2.35)

3. The Brownian Polymer
3.1. Lower bounds on the free energy, the seond moment method. In
this setion, will make use of result obtained for homogeneous pinning model to get
some lowerbound on the free energy and prove the orresponding half of Theorem
1.9 and 1.11. A simple way to relate the two models is to remark that the seond
moment ofWn is the partition funtion of an homogeneous pinning model. We start
by a short proof of the fat that weak disorder holds for small β if d ≥ 3, θ > 2,
Proof. It is suient to show that Wt onverges in L2 for β suiently small.
We have
P
[
W 2t
]
= P
[
P⊗2 exp
(∫ t
0
[
βω( ds, B(1)s ) + βω( ds, B
(2)
s )
]− β2 ds)]
= P⊗2
[
exp
(
β2
∫ t
0
Q(B(1)s −B(2)s ) ds
)]
.
(3.1)
The lefthand side is the partition funtion of the homogeneous pinning model de-
sribed in the rst setion. Therefore, the result is a simple onsequene of Propo-
sition 1.4. 
We prove now the lowerbound on the free energy orresponding to Theorem
1.11. We use a quite involved method alled replia-oupling. The idea to use suh
a method for direted polymers ame in [91℄ and was inspired by a work on pinning
model of Toninelli [110℄.
Proof. Dene for β > 0, r ∈ [0, 1]
Φt (r, β) :=
1
t
P
[
logP exp
(∫ t
0
√
rβω( ds, Bs)− rβ2/2 ds
)]
. (3.2)
and for β > 0, r ∈ [0, 1], λ > 0
Ψt (r, λ, β) :=
1
2t
P
[
logP⊗2 exp
(∫ t
0
√
rβ
[
ω( ds, B(1)s ) + ω( ds, B
(2)
s )
]− β2 [r + λQ(B(1)s − B(2)s )] ds)]
=:
1
2t
P
[
logP⊗2 exp
(
Ĥt(B
(1), B(2), r, λ)
)]
. (3.3)
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The funtion r 7→ Φt (r, β), satises
Φt(0, β) = 0 and Φt(β) = pt(β). (3.4)
In the sequel we use the following version of the Gaussian integration by part for-
mula. The proof is straightforward.
Lemma 3.1. Let (ω1, ω2) be a twodimensional Gaussian vetor. We have
P [ω1f(ω2)] := P[ω1ω2]P [f
′(ω2)] . (3.5)
Using this formula we get that
d
dr
Φt(r, β) = −β
2
2t
P
[(
µ
(
√
rβ)
t
)⊗2 [∫ t
0
Q(B(1)s − B(2)s ) ds
]]
. (3.6)
Doing the same for Ψt we get
d
dr
Ψt(r, λ, β) =
β2
2t
P
P⊗2 exp
(
Ĥt(B
(1), B(2), r, λ)
) ∫ t
0
Q(B
(1)
s − B(2)s ) ds
P⊗2 exp
(
Ĥt(B(1), B(2), r, λ)
)

− β
2
t
P
P⊗4 exp
(
Ĥt(B
(1), B(2), r, λ) + Ĥt(B
(3), B(4), r, λ)
)∫ t
0
Q(B
(1)
s − B(3)s ) ds
P⊗4 exp
(
Ĥt(B(1), B(2), r, λ) + Ĥt(B(3), B(4), r, λ)
)

≤ β
2
2t
P
P⊗2 exp
(
Ĥt(B
(1), B(2), r, λ)
)∫ t
0
Q(B
(1)
s −B(2)s ) ds
P⊗2 exp
(
Ĥt(B(1), B(2), r, λ)
)
 = d
dλ
Ψt(r, λ, β).
(3.7)
This implies that for every r ∈ [0, 1] we have
Ψt(r, λ, β) ≤ Ψ(0, λ+ t, β). (3.8)
In view of (3.6) and (3.7), using onvexity and monotoniity of Ψt with respet to
λ and Ψt(r, 0, β) = Φt(r, β) we have
− d
dr
Φt(r, β) =
d
dλ
Ψt(r, λ, β)
∣∣∣∣
λ=0
≤ Ψt(r, 2− r, β)− Φt(r, β)
2− r ≤ Ψt(0, 2, β)−Ψt(r, β), (3.9)
where the last inequalities uses that r ≤ 1. Integrating this inequality between zero
and one, we get
pt(β) ≥ (1− e)Ψt(0, 2, β). (3.10)
The right hand side an be interpreted as
Ψt(0, 2, β) =
1
2t
log Yt, (3.11)
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where Yt is the partition funtion of an homogeneous pinning model in polynomial
tailed potential with pinning parameter 2β2. Therefore we know from Theorem 1.4
and Proposition 1.6 that
lim
t→∞
1
t
log Yt ≍ β 42−θ or lim
t→∞
1
t
log Yt ≍ β4, (3.12)
(where the ase to be onsidered depend on the assumption we have on Q). This
ends the proof. 
3.2. Proof of upper bounds on the free energy (Theorem 1.11. The
tehnique of the proof is mainly based on hange of measure argument. This method
developed and used rst for pinning models [64℄ and and adapted for direted poly-
mer in [91℄. Here, we have to adapt it to the ontinuous ase, and to make benet
of the existene of spae memory. We briey sketh the proof:
• First we use Jensen inequality to redue the proof to estimating a frational
moment (a non-integer moment) of Wt.
• We deompose Wt into dierent ontribution orresponding to path along
a orridor.
• For eah orridor, we hange slightly the measure via a tilting proedure
whih lowers the value of ω in the orridor.
• We use the hange of measure to estimate the frational moment of eah
ontributions.
We start by stating a trivial Lemma, whih will be of good use for our proof, and
for the next setion
Lemma 3.2. Let (ωx)x∈X be a Gaussian vetor indexed by X dened on the proba-
bility spae (Ω,P,F) losed by linear ombination. Dene the measure P˜ as
dP˜
dP
= exp(ωx0 − Varωx0/2). (3.13)
Then under P, (ωx)x∈X are still Gaussian variable, their ovariane remain un-
hanged and their expetation is equal to
P˜[ωx] = P[ωxωx0]. (3.14)
We go now for the proof. Let γ < 1 be xed. We remark that
P[logWt] =
1
γ
P[logW γt ] ≤
1
γ
logP[W γt ]. (3.15)
For this reason we have
p(β) ≤ 1
γ
lim inf
t→∞
logPW γt . (3.16)
Therefore, our aim is to prove that P[W γt ] deays exponentially. Fix T := C1β
−4
2−θ
,
and γ < 1 (say γ := 1/2). Choose t := Tn. For y = (y1, . . . , yd) ∈ Zd, dene
Iy :=
∏d
i=1[y
i
√
T , (yi + 1)
√
T ).
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We deompose the partition funtionWt into dierent ontributions orrespond-
ing to dierent families of path. We have
Wt :=
∑
y1,...,yn∈Z
W(y1,...,yn), (3.17)
where
W(y1,...,yn) := P
[
exp
(∫ t
0
βω( ds, Bs)− β2/2 ds
)
1{BkT∈Iyk ,∀k=1...n}
]
. (3.18)
We use the inequality (
∑
ai)
γ ≤∑ aγi whih holds for an arbitrary olletion of
positive numbers to get
P[W γt ] ≤
∑
y1,...,yn∈Z
P[W γ(y1,...,yn)]. (3.19)
Given Y = (y1, . . . , yn), and P˜Y a probability measure on ω we have
PW γ(y1,...,yn) = P˜Y
[
dP
dP˜Y
W γ(y1,...,yn)
]
≤
(
P
[(
dP
dP˜Y
) γ
1−γ
])1−γ (
P˜Y [W(y1,...,yn)]
)γ
.
(3.20)
Let C2 a xed onstant. Dene the bloks Ak by
Ak := [(k − 1)T, T ]×
d∏
i=1
[yik−1 − C2
√
T , yik−1 + C2
√
T ] =: [kT, (k + 1)T ]× A¯k,
JY :=
n⋃
k=1
Bk,
(3.21)
with the onvention y0 = 0. Moreover we dene the random variable
Ωk :=
∫
Ak
ω( dt, x) dx√
T
∫
A¯2k
Q(x− y) dx dy
,
ΩY :=
n∑
k=1
Ωk.
(3.22)
Note that with this denition (Ωk)k∈{1,...,n} are standard entered independent Gauss-
ian variables. Dene P˜Y by
dP˜Y
dP
:= exp (−ΩY − n/2) . (3.23)
From this denition and using the fat that γ = 1/2, we have(
P
[(
dP
dP˜Y
) γ
1−γ
])1−γ
= exp(n/2). (3.24)
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We dene also the measure P˜1 by
dP˜1
dP
:= exp(−Ω1 − 1/2). (3.25)
We onsider now the expetation ofW(y1,...,yn) with respet to P˜Y . As the ovariane
of the Gaussian eld remains the same after the measure hange we have
P˜Y [W(y1,...,yn)] = P exp
(
βP˜Y
[∫ t
0
ω( ds, Bs)
])
1{BkT∈Iyk ,∀k=1...n}
≤
n−1∏
k=0
max
x∈IO
Px
[
exp
(
βP˜1
[∫ T
0
ω( ds, Bs)
])
1{BT∈Iyk−yk−1 ,∀k=1...n}
]
,
(3.26)
Where Px denotes the Wiener measure with initial ondition x (the law of a stan-
dard Brownian Motion starting at x). The seond inequality is obtained by utting
the Brownian trajetory into n slies and using the fat that the environments in
the slies are independent under P˜Y and taking the maximum over the possible
intermediate point. Coming bak to (3.19) and using (3.20) and (3.24) we get
PW γt ≤ exp(n/2)
∑
y∈Zd
(
max
x∈IO
Px
[
exp
(
βP˜1
[∫ T
0
ω( ds, Bs)
])
1{BT∈Iy}
)γ]n .
(3.27)
We are able to prove that the righthand side deays exponentially with rate T if
we are able to show that∑
y∈Zd
(
max
x∈IO
Px
[
exp
(
−βP˜1
[∫ T
0
dω(s, Bs)
])
1{BT∈Iy}
])γ
, (3.28)
is small. To do so, we have to estimate the expetation of the Hamiltonian under
P˜1. We use Lemma 3.2 and get
− P˜1
[∫ T
0
ω( ds, Bs)
]
= P
[
Ω1
∫ T
0
ω( ds, Bs)
]
=
∫
A1
Q(x− Bs) dx dt√
T
∫
A¯21
Q(x− y) dx dy
. (3.29)
The above quantity is always positive. However, it depends on the trajetory B.
One an hek that the assumption of polynomial deay for Q implies that∫
A¯21
Q(x− y) dx dy ≍ T d−θ/2. (3.30)
To ontrol the numerator of in the right-hand side of (3.29) we need an assumption
on the trajetory. What we do is we ontrol the value for trajetories that stays
within A1. Uniformly over any trajetory (s, Bs)s∈[0,T ] that stays in A1 we have∫ T
O
∫
[−C2T,C2T ]d
Q(x− Bs) dx ds ≍ T (d+1−θ)/2. (3.31)
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Alltogether we get that there exists a onstant C3 suh that uniformly on trajetories
staying in A1.
P˜1
[∫ T
0
ω( ds, Bs)
]
≤ −C3T 2−θ4 . (3.32)
The distribution of the Brownian Motion allow us, given ε > 0, to nd R = Rε suh
that∑
‖y‖≥R
(
max
x∈IO
Px
[
exp
(
βP˜1
[∫ T
0
ω( ds, Bs)
])
1{BT∈Iy}
])γ
≤
∑
‖y‖≥R
(
max
x∈IO
Px {BT ∈ Iy}
)γ
≤ ε. (3.33)
Where the rst inequality simply uses the fat that P1(. . . ) is negative. For the
terms orresponding to ‖y‖ < R we use the rough bound
∑
‖y‖<R
(
max
x∈IO
Px
[
exp
(
βP˜1
[∫ T
0
ω( ds, Bs)
])
1{BT∈Iy}
])γ
≤ (2R)d
(
max
x∈IO
Px
[
exp
(
βP˜1
[∫ T
0
ω( ds, Bs)
]))γ]
. (3.34)
Fix δ := (ε/(2R)d)
1
γ
. Our remaining task is to show
max
x∈IO
Px exp
(
βP˜1
[∫ T
0
ω( ds, Bs)
])
≤ δ. (3.35)
To get the above inequality, we separate the righthand side into two ontribution:
trajetories that stays within A1 and trajetories that go out of A1. Bounding these
ontribution gives
max
x∈IO
Px
[
exp
(
βP˜1
[∫ T
0
ω( ds, Bs)
])]
≤ P
{
max
s∈[0,T ]
|Bs| ≤ |C2 − 1|
√
T
}
+max
x∈IO
Px
[
exp
(
βP˜1
[∫ T
0
ω( ds, Bs)
])
1{(s,Bs):s∈[0,T ]⊂A1}
]
. (3.36)
We an x C2 so that the rst term is less that δ/2. Equation (3.32) guaranties that
the seond term is less than
exp
(
−βC3T 2−θ4
)
= exp
(
−βC3C
2−θ
4
1
)
≤ δ/2. (3.37)
where the last inequality is obtained by hoosing C1 suiently large. We have
shown alltogether that (3.28) is less than 2ε. Combining this result with (3.27) and
(3.16) implies (for ε small enough)
p(β) ≤ − 1
T
, (3.38)
whih is the result we want. 
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3.3. Proof of Theorem 1.12. The proof an be deomposed in two steps. The
rst step is inspired by the work of Peterman [101℄, is the proof of a lemma whih
bounds from above the entropi ost of going in a region whih is of order tα away
from the origin. The seond step bounds from below the typial energy utuations
that we may enounter in the same region. After this analysis all that remains is
to t together all the element of the proof to get the result. Let N be some even
integer, α := 3
4+θ
. For k ∈ N dene
Ak := [t/2, t]×
[
(2k − 1)tα
N2
,
(2k + 1)tα
N2
]
×
[
− t
α
N2
,
tα
N2
]d−1
. (3.39)
Dene
Z
(k)
t := P
[
exp
(
β
∫ t
0
ω( ds, Bs)
)
1{(s,Bs)∈Ak,∀s∈[t/2,t]}
]
. (3.40)
Lemma 3.3. With probability greater than 1− 1/N , we have∑
k∈{−N,...,N}\{0}
Z
(k)
t ≥ exp
(
− 8
N2
t2α−1
)
Z
(0)
t . (3.41)
Proof. This Lemma and its proof proof is strongly inspired from [101, Lemma
2℄. We use the following transformation hk whih transform a path ontributing to
W
(k)
t into a path ontributing to Z
(0)
t .
hk : (s, x) 7→ x+ (2s/t ∧ 1) 2k
N2
tα, (3.42)
and dene
Z¯
(k)
t := P exp
(
β
∫ t
0
ω( ds, hk(s, Bs))
)
1{(s,Bs)∈A0,∀s∈[t/2,t]}. (3.43)
On an hek that
(
Z¯
(k)
t
)
k∈{−N/2,...,N/2}
is a family of identially distributed random
variable. Moreover, elementary reasoning gives us that there exists an integer k0,
with |k0| ≤ N/2 suh that
Q
{
Z¯
(k0)
t ≥ max
k∈{−N/2,k0−1}∪{k0+1,...,N/2}
Z¯
(k)
t
}
<
1
N
. (3.44)
From this it is easy to dedue by translation invariane that
Q
{
Z¯
(0)
t ≥ max
k∈{−N/2−k0,−1}∪{1,...,N/2+k0}
Z¯
(k)
t
}
<
1
N
. (3.45)
Using Girsanov transform, one an hek that
244 8. BROWNIAN POLYMER MODELS
Z
(k)
t = P exp
(
− 4k
N2
tα−1B1t/2 −
4k2
N4
t2α−1 + β
∫ t
0
ω( ds, hk(s, Bs))
)
1{(s,Bs)∈A0,∀s∈[t/2,t]}
≥ exp
(
−4(k
2 + |k|)
N4
t2α−1
)
Z¯
(k)
t ≥ exp
(
− 8
N2
t2α−1
)
Z¯
(k)
t ,
(3.46)
where B1 is the rst oordinate of the Brownian motion. 
For the rest of the proof, the idea whih is used diers substantially from the
one used in [101℄ and adapted then in [14℄. Instead of using purely Gaussian tool
and working with ovariane matrix, we use hanges of measure that are similar to
the one of the previous setion. This shortens the proof onsiderably, and to makes
it less tehnial and more intuitive. Moreover, it enlightens the fat that the proof
ould be adapted to a non Gaussian ontext. We set T := tαN−3 and dene
Ω :=
∫
[−T,T ]d
∫ t
t/2
ω( ds, x) dx√
t/2
∫
[−T,T ]d×[−T,T ]d Q(x− y) dx dy
, (3.47)
whih is standard entered Gaussian variable. We dene the probability measure
P0 by
dP0
dP
(ω) := exp (−Ω− 1/2) . (3.48)
Lemma 3.4. Let A be any event, we have
P(A) ≤
√
eP0(A). (3.49)
Proof. This is a simple appliation of Hölder inequality.
P(A) = P0
[
dP
dP0
1A
]
≤
√
P
[
dP
dP0
]√
P0(A). (3.50)

Now, our aim is to show that under P0, the probability that the walk stays in
[−tα/N3, tα/N3]d is small and to use the above lemma to onlude. We use Lemma
3.2 to do a measure oupling. Indeed if ω has distribution P then ω̂ dened by
ω̂(0, x) := 0, ∀x ∈ Rd,
ω̂( ds, x) := ω( ds, x)−P [Ω dω(s, x)]
= ω( ds, x)−
∫
[−T,T ]d Q(x− y) dy√
t/2
∫
[−T,T ]d×[−T,T ]d Q(x− y) dx dy
dt.
(3.51)
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has distribution P0. We dene
Xt := P
[
exp
(
β
∫ t
0
ω( ds, Bs)
)
1{Bs∈[−T,T ]d, ∀s∈[t/2,t]}
]
X̂t := P
[
exp
(
β
∫ t
0
ω̂( ds, Bs)
)
1{Bs∈[−T,T ]d, ∀s∈[t/2,t]}
]
,
Ẑ
(k)
t := P
[
exp
(
β
∫ t
0
ω̂( ds, Bs)
)
1{(s,Bs)∈Ak, ∀s∈[t/2,t]}
]
.
(3.52)
From this denition
µt
(
max(Bs ≤ tα/N3
} ≤ Xt∑
k∈{−N,...,N}\{0} Z
(k)
t
, (3.53)
And
P0
[
µt
{
max
0≤s≤t
|Bs| ≤ tα/N3)
)
≤ x
]
≤ P
[
X̂t∑
k∈{−N,...,N}\{0} Ẑ
(k)
t
≤ x
]
, (3.54)
for any x.
Lemma 3.5. For N large enough, and t large enough
X̂t∑
k∈{−N,...,N}\{0} Ẑ
(k)
t
≤ Xt∑
k∈{−N,...,N}\{0} Z
(k)
t
exp(−C4t1/2T−θ/2). (3.55)
Proof. It follows from denitions that
log
X̂t
∑
k∈{−N,...,N}\{0} Z
(k)
t
Xt
∑
k∈{−N,...,N}\{0} Ẑ
(k)
t
≤
− min
{B:‖Bs‖≤T, ∀s∈[t/2,t]}
P
[∫ t
t/2
ω( ds, Bs)Ω
]
+ max
{B :‖Bs‖≥tα/N2, ∀s∈[t/2,t]}
P
[∫ t
t/2
ω( ds, Bs)Ω
]
(3.56)
Now, we bound the right-hand side of the above. We have
P
[∫ t
t/2
dω(s, Bs)Ω
]
=
∫
t/2
t
∫
[−T,T ]d Q(Bs − x) dx√
t/2
∫
[−T,T ]d×[−T,T ]dQ(x−y)dxdy
. (3.57)
First remark that ∫
[−T,T ]d×[−T,T ]d
Q(x− y) dx dy ≍ T 2d−θ. (3.58)
If the trajetory B is onstrained to stay in [−T, T ]d when s ∈ [t/2, t], then there
exist a onstant C5 only depending on Q suh that∫
[−T,T ]d
Q(Bs − x) dx ≥ C5T d−θ∀s ∈ [t/2, t]. (3.59)
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If the trajetory B is suh that d(Bs, [−T, T ]d) ≥ NT/2 for all s ∈ [t/2, t], then∫
[−T,T ]d
Q(Bs−x) dx ≤ C6
∫
[−T,T ]d
(NT )−θ dx = C6T d−θN−θ, ∀s ∈ [t/2, t]. (3.60)
This is suient to prove the result for N large enough. 
Now the preeding result together with Lemma 3.3 assures that with propability
larger than 1− 1/N we have
X̂t∑
k∈{−N,...,N}\{0} Ẑ
(k)
t
≤ Z
(0)
t∑
k∈{−N,...,N}\{0} Z
(k)
t
exp(−t1/2T−θ/2)
≤ exp
(
8
N2
t2α−1 − C4t1/2T−θ/2
)
. (3.61)
Now we estimate what's in the exponential of the righthand side
8
N2
t2α−1 − C4t1/2T−θ/2 =
[
8
N2
− C4N3θ
]
t
2−θ
4+θ ≤ −t 2−θ4+θ . (3.62)
Now we put together all the briks of our reasoning. Equations (3.61), (3.62) om-
bined with (3.54) gives us
P0
{
µt{max
0≤s≤t
‖Bs‖ ≤ tα/N3} ≥ exp
(
−t 2−θ4+θ
)}
≤ 1
N
. (3.63)
Lemma 3.4 allows us get from this
P0
{
µt{max
0≤s≤t
‖Bs‖ ≤ tα/N3} ≥ exp
(
−t 2−θ4+θ
)}
≤ 1√
N
(3.64)
So that
Pµt{max ‖Bs‖ ≤ tα/N3} ≤ exp
(
−t 2−θ4+θ
)
+
1√
N
. (3.65)
We get our result by hoosing N large enough. 
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Résumé: Cette thèse est onsarée à l'étude de diérents modèles aléatoires de polymères.
On s'intéresse en partiulier à l'inuene du désordre sur la loalisation des trajetoires
pour les modèles d'arohage et pour les polymères dirigés en milieu aléatoire. En plus des
modèles lassiques dans Z
d
, nous abordons l'étude de modèles dit hiérarhiques, onstruits
sur une suite de réseaux auto-similaires, très présent dans la littérature physique. Les ré-
sultats que nous avons obtenus onernent prinipalement l'énergie libre et le phénomène
de surdiusivité. En partiulier, nous prouvons: (1) la pertinene du désordre à toute tem-
pérature dans pour le modèle d'arohage désordonné en dimension 1+1, (2) l'ourene
d'un désordre très fort à toute température en dimension 1 + 2 pour les polymères dirigés
en milieu aléatoire.
Mots-lés Polymère dirigé, Modèle d'arohage, Très fort désordre, Surdiusivité,
Modèles Hiérarhiques, Pertinene du désordre.
Abstrat: This thesis studies models of random direted polymers. We fous on the
inuene of disorder on loalization of the trajetories for pinning model and direted poly-
mers in random environment. In addition to the lassial Z
d
models, we pay a partiular
attention to so-alled hierahial models, buildt on a sequene of self-similar latties, that
are frequently studied in the physis literature. The results we obtain onern mainly free
energy and superdiusivity properties. In partiular we present the proof that: (1) disor-
der is relevant at arbitrary high temperature for pinning models in dimension 1 + 1, (2)
very strong disorder holds at all temperature in dimension 1 + 2 for direted polymers in
random environment.
Key words: Direted polymer, Pinning models, Very Strong Disorder, Superdiusivity,
Hierarhial Models, Disorder relevane.
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