Abstract: Clustering algorithms have been actively used to identify similar time series, providing a better understanding of data. However, common clustering dissimilarity measures disregard time series correlations, yielding poor results. In this paper, we introduce a dissimilarity measure based on series partial autocorrelations. Experiments compare hierarchical clustering algorithms using the common dissimilarity measures, such as Euclidean Distance and Dynamic Time Warping, to cluster time series following Box-Jenkins Auto-Regressive models. Results show that our dissimilarity measure produces better results for both synthetic and real data sets in terms of the Adjusted Rand Index and Normalized Hubert Γ statistic. Our findings confirm that the choice of dissimilarity measure is crucial for improving time series clustering quality.
Introduction
Clustering [1, 2, 3] is one of the most employed Machine Learning techniques [4] , since it does not require labeled data. For real-world problems, where human labeling is too costly, or there is simply no supervision available, clustering is a specially useful tool.
Consider, for example, a stock market investor who wishes to find the best stocks to create a portfolio. Ideally, the portfolio should be diversified, containing several companies from different economy sectors. Diversification allows the losses in one sector to be compensated by the profits in another. Figure 1 illustrates the benefits of diversification by showing the stock price evolution of two Brazilian companies, one from the oil sector (Petrobrás) and the other from banking (Itaú/Unibanco). In several moments, the lows in one stock were compensated by the highs of the other. Time series clustering provides an intuitive understanding of the relations among stock price series. An investor can choose one or several companies from each cluster, better diversifying his/her portfolio and minimizing the loss margin.
Clustering algorithms can identify which time series are more similar, providing a Figure 1: Daily close prices of two Brazilian companies, one from the oil market sector (Petrobrás) and one from banking (Itaú/Unibanco). The moments when one of the stocks was low were compensated by the other highs. Clustering of stock price series may help an investor diversify his/her portfolio, minimizing the margin for loss.
better understanding of data. Formally, a clustering algorithm can be seen as a function f which maps every object x i ∈ X to a cluster C j C, i.e., f (x i ) → C j .
Several clustering algorithms are available, which can be generally divided into: 1) partitional, which generate a set (partition) of disjoint subsets (clusters) containing objects; and 2) hierarchical, which output a sequence of nested partitions.
Hierarchical algorithms present interesting advantages over the others. First, they do not require a pre-defined number of clusters, which is usually an input to partitional methods. Second, the output of a hierarchical algorithm can be represented by a dendrogram, an intuitive visualization method that simplifies interpretation by domain specialists. Third, hierarchical methods can work without data objects, solely requiring a proximity matrix. This feature is specially interesting when dealing with private information, such as banking data bases.
In this paper, we show how traditional dissimilarity measures disregard the most important time series characteristic, i.e., the serial correlation. To overcome that drawback, we propose a dissimilarity measure based on series partial autocorrelations.
Formally, a hierarchical clustering method can be defined as a procedure to transform a proximity matrix into a sequence of nested partitions [1] . For example, let X = {x 1 , x 2 , . . . , x n } be a set of objects. A partition C divides X into subsets C = {C 1 , C 2 , . . . , C k } that satisfy:
Hierarchical algorithms can be either agglomerative or divisive [1] . All agglomerative algorithms choose, based on the proximity matrix, the most similar groups to be merged. The difference among the various algorithms is in how they update the proximity matrix for the next iteration, assigning a new distance to the groups after merging them. In the Singlelinkage algorithm, the proximity between groups is given by the minimum distance between objects within different clusters. Conversely, for Complete-linkage the distance is given by the maximum dissimilarity between objects. Finally, for Average-linkage, the distance is the average among all pairs of objects belonging to clusters.
Each update criteria has a bias towards a type of hierarchy, which has pros and cons. The advantage of Single-linkage is its ability to find arbitrarily shaped clusters, but it has the drawback of being highly sensitive to noise and outliers [1] . Complete-linkage, on the other hand, is less susceptible to noise and outliers, but tends to break large clusters. It also cannot deal with arbitrarily shaped clusters as Single-linkage [1] . Lastly, Average-linkage represents a compromise between Single and Complete-linkage, by being less susceptible to noise and outliers, but unable to find arbitrarily shaped clusters [7] .
After obtaining the hierarchy, it is usually desired to select a partition at some level, where the number of clusters fits a desired value. To do that, a cut is made in the dendrogram. Figure 2 presents a sample dendrogram with a horizontal cut to obtain four clusters. Sample cut into four clusters in a dendrogram obtained using Complete-linkage over a data set with nine objects. The resulting partition is: C = {{x 1 , x 2 }, {x 3 }, {x 4 , x 5 , x 6 }, {x 7 , x 8 , x 9 }}.
Time series
Formally, a time series is defined as a sequence x = (x 1 , x 2 , . . . , x n ), where n is the number of observations and x t , t ∈ {1, 2, . . . , n}, is the observed value at time t. For example, a time series can be the precipitation in millimeters in a city, stock market prices, annual number of solar flares, etc.
A common way to analyze time series is by using the parametric models proposed by Box-Jenkins [6, 8] . For example, an Auto-Regressive (AR) model takes current values to be a linear combination of past ones plus white noise. Moving Average (MA) models consider linear combinations of white noise inputs. Auto-Regressive Moving Average (ARMA) combines both models. Lastly, Auto-Regressive Integrated Moving Average (ARIMA) additionally considers non-stationary behaviors. In the experiments reported here, only AR models were used, as they are one of the simplest, but useful to represent several real phenomena [6] .
Auto-Regressive models are part of a set of linear stationary models, which make the assumption a series is generated by a linear system, having white noise as input (Figure 3 ). Discrete white noise is defined as {ε t , t ∈ Z}, in which Z is a stochastic process, stationary if ∀t, E(ε t ) = µ ε and V ar(ε t ) = σ 2 ε , where E(·) is the expected value of the random variable, V ar(·) is its variance, µ is its mean and σ is the standard deviation. The system, or linear filter, is defined according to Equation 1, with output Z t , in which a t is the input, Ψ(B) is the transference function and B is the backward shift operator (defined in Equation 2). That operator retrieves series values at past time instants, such that t is the current time and m is the delay.
Linear Filter Ψ(B)
a t Z t Figure 3 : Representation of a linear filter. The input at is white noise, which is submitted to a transference function Ψ(B), with output Zt.
In that system, µ defines the level of the series. In case the sequence of coefficients ψ j , j ≥ 1 is finite or infinite but convergent, the filter is stable, Z t is stationary and µ is the mean of the process. DefiningZ t = Z t − µ, thenZ t = ψ(B)a t . It is possible to rewriteZ t as a weighted sum of past values plus noise a t :
In case π j = 0 and j > p, an auto-regressive model of order p is obtained, commonly denoted as AR(p). Renaming the coefficients π j to φ j :
In the simplest case an auto-regressive model of order p = 1, or AR(1), is obtained, which is defined as:Z
In that case, Z t only depends on the value of the previous instant Z t−1 and the noise at time t. A useful method to analyze the relationship among observations of a time series is through autocorrelation, which measures the similarity of observations over time. Considering Z t is a second-order stationary process, then the mean µ and variance σ 2 are independent of time and the autocorrelation depends only on the time delay between observations, but not their absolute positions in time. That allows the autocorrelation function to be expressed as in Equation 6 , in which τ is the lag (delay) in time, µ is the mean and σ 2 is the variance.
Besides autocorrelation, another useful measure is the partial autocorrelation, which is simply the autocorrelation between Z t and Z t−τ which excludes lags 1 to τ − 1. That simplifies the identification of order p in an Auto-Regressive model.
In this paper, we show how the traditional dissimilarity measures disregard the inherent serial correlations present in time series and how that critically affects clustering performance. A new measure based on series partial autocorrelations is then developed to overcome this drawback (Section 5.2.1).
Related work
Classical works on time series similarity [9, 10, 11] have focused on the concept of longest common subsequence. While those techniques may work for certain kinds of time series, namely ones that are similarly shaped, they do not consider the intrinsic correlations present on the time series, which originate from their underlying mathematical model, thus disregarding important information.
Ding et al. [12] conducted a large scale study comparing nine dissimilarity measures for time series, including the L-norms [13] : [14] , which computes the similarity of time series with different sampling rates; Dynamic Time Warping (DTW) [5] ; Edit distance based measures [15, 16, 17, 18] : Longest Common Subsequence (LCSS), Edit Sequence on Real Sequence (EDR), Swale, and Edit Distance with Real Penalty (ERP); the Threshold query based similarity search (TQuEST) [19] and Spatial Assembling Distance (SpADe) [20] . The authors concluded that the accuracy of elastic measures such as DTW and Edit distance-based ones converge to that of Euclidean distance as the data set size increases. The accuracy of the Edit-distance based similarities are very close to that of DTW. TQuEST and SpADE are, in general, inferior to DTW. In summary, the authors find that DTW is in general the best similarity measure for mining time series data bases. In this paper, we show that even for simple models, such as the Autoregressive models proposed by Box-Jenkins, DTW cannot find a clustering structure.
In a recent study, Rakthanmanon et al. [21] proposed a method to search and mine trillions of time series subsequences by using Dynamic Time Warping. The authors point out that most time series mining algorithms make extensive use of similarity comparisons and that there is increasing evidence that the classic Dynamic Time Warping (DTW) distance measure is the best one for dissimilarity calculations. While we agree that for various domains DTW has very good results, we show in this paper that even for very simple, yet realistic mathematical time series models, DTW has very poor performance due to the fact that it regards observations of a time series as independent variables.
Experimental Methodology
Experiments aimed to show how time series serial correlations affect clustering quality. They also show the poor results obtained with traditional dissimilarity measures that disregard such correlations.
To execute the experiments in a controlled scenario, where clusters were previously known, synthetic time series following Box-Jenkins AR processes were generated. In total, 30 data bases composed of 15 series each (5 per cluster) were used. Each cluster was composed of series following the same AR model, for example, the first cluster was composed of AR(1) series, the second of AR (2) and so forth.
To compare the results of the algorithms on the AR series, we also generated 30 synthetic data bases following Gaussian distributions, i.e., independent and identically distributed data. That allowed the evaluation of clustering quality in the absence of temporal dependencies. Figures 4a and 4b present the correlations among the first ten observations of an AR(p) and a Gaussian data base respectively. One observes there is stronger correlation in the AR(p) base.
Finally, to evaluate the algorithms in a real scenario, a data set from physiological sensors of the ICML 2004 challenge was used 1 . The data set was gathered from wearable sensors. In total, nine sensors were used in different persons of both genders during the practice of physical activities. Table 1 presents a brief description of each sensor functionality.
Thirty physical exercise sessions of different people were used. The time series obtained from sensor measurements of one person during a physical session formed each one of the data bases. Table 2 summarizes the description of all data bases used in the experiments. Since for ICML bases the clusters were not previously known, the fields "Cluster", "Model" and "#Series" have missing values.
Correlations for synthetic AR data base The Adjusted Rand Index (ARI) criteria was used to evaluate the algorithms on the AR(p) and Gaussian data bases, since the correct partitions were previously known. ARI is based on the counting of point pairs on which both partitions agree or disagree [22] . Any pair of points can be placed in one out of four categories: (1) they are in the same cluster in both partitions (N 11 ), (2) in different clusters in both partitions (N 00 ), (3) they are in the same cluster in the first partition and in different clusters in the second one (N 10 ) and (4) they are in different clusters in the first partition and on the same in the second (N 01 ). The values N 11 and N 00 can be seen as measures of agreement between partitions, while N 10 and N 01 as measures of disagreement.
Given two partitions of a set S of N objects, let U = {U 1 , U 2 , . . . , U R } be the first partition with R clusters and V = {V 1 , V 2 , . . . , V T } the second partition with T clusters. Let ∩
It is possible to create a contingency matrix N R×T , whose n ij element is the number of objects in common to clusters U i and V j . The Adjusted Rand Index, assuming a hypergeometric distribution as the model of randomness, takes values close to zero for two random partitions and close to one when both partitions are practically identical. The index can be computed according to Equation 7 , in which n ij is an element of the contingency matrix, a i is the sum of the i-th row and b j is the sum of the j-th column.
For evaluating ICML data bases, the quality index used was the Normalized Hubert Γ statistic between the cophenetic matrix 2 , obtained from the clustering procedure, and the proximity matrix. The statistic computes the correlation between the matrices (Equation 8).
In that equation, Λ is the cophenetic matrix, D is the original dissimilarity matrix, µ is the mean, n is the number of objects and M = n(n − 1)/2 is the number of pairs of objects. The calculation is done only for the upper triangulars, since both matrices are symmetric. Values close to 1 indicate better compatibility between the clustering and the proximity matrix P .
Dissimilarity Measures
Each one of the clustering algorithms has been executed with at least five dissimilarity measures. Euclidean distance was one of the measures used, although popular, it is not considered to be a robust measure for time series clustering. Dynamic Time Warping was also used, since it is regarded as one of the best time series distance functions. Two correlationbased measures were also used, Pearson and Spearman, but transformed into dissimilarities since they originally compute similarity. Lastly, a distance based on the Cosine similarity was used.
Euclidean Distance
Euclidean distance is one of the most popular dissimilarity measures in Machine Learning. It is a specific case of the Minkowski norm (Equation 9) with p = 2. Euclidean distance favors the discovery of globular clusters. For time series it is not an ideal distance, since it disregards time axis misalignments. Figure 5a illustrates this problem. While Euclidean distance considers the same time indexes for computing the dissimilarity (subscripts i in Equation 9), if there is misalignment in time, the distance is greater than it would be in case the offset was zero. Figure 5b it is a more robust measure than Euclidean distance and having been widely employed in the literature, it was also selected for evaluation.
The computation of Dynamic Time Warping distance works as follows [23] . Consider two time series X = x 1 , x 2 , . . . , x n and Y = y 1 , y 2 , . . . , y m . To align both sequences, a matrix D n×m is constructed, where element d i,j contains the distance d(x i , y j ) = (x i − y j ) 2 between points. Each element (i, j) is an alignment of points x i and y j . A warping path W is a traversing of contiguous elements in the matrix, which defines a mapping between X and Y . The k-th element of W is defined as w k = (i, j) k . Having that, W = w 1 , w 2 , . . . , w K is obtained, with max(m, n) ≤ K < m + n − 1. Generally, the path in the matrix is a diagonal, starting in opposite extremes of the matrix, for example w 1 = (1, 1) and w K = (m, n). Element w k has to be adjacent to w k−1 , i.e., it is only allowed to select elements in the path which are adjacent. The points in W must also be monotonically spaced in time. The objective is to select the path that minimizes the cost of warping, according to Equation 10 .
The evaluation of warping paths by DTW makes it possible to find the best synchronization of both series, which allows the dissimilarity to be more robust to time axis misalignments. Other commonly used dissimilarity measures are based on correlations, discussed next.
1 -Pearson Correlation Distance
The correlation proposed by Pearson [24] computes the linear relationship between sequences of numbers, taking into account their magnitudes. Equation 11 presents Pearson's r coefficient, in which x and y are the averages of sequences X and Y respectively. The values returned by Pearson's r stay in interval [−1, 1], simplifying interpretation and comparison. When the series are independent, their correlation tends to zero. Conversely, when there is a perfect positive or negative linear relationship, it tends to |r| = 1.
Pearson correlation provides a measure of similarity between series. Because we wish to compare time series based on their distances (or dissimilarities), the transformation d P earson = 1 − r is used.
A problem with Pearson correlation is its sensitivity to noise and outliers [25] , besides being only capable of detecting linear relationships. Another measure, which minimizes these problems, is Spearman correlation. [26] is a specialization of Pearson's correlation, which considers only sequence ranks. That makes the measure more robust to the presence of noise and outliers, as the magnitudes of the numbers are disregarded. When there is a monotonically increasing or decreasing relation, Spearman is also able to detect nonlinear similarities.
1 -Spearman Correlation Distance Spearman
The value of Spearman correlation is computed in the same way as Pearson ( Equation 11), however only the ranks of series elements are used. When there are ties among two or more values, the ranks assigned to the tied elements are the sum of the ranks divided by the number of repeated elements. For example, the sequence X = (1, 3, 3, 10) has rank(X) = (1, 2.5, 2.5, 4).
As Spearman correlation is a measure of similarity, we use the same transformation used for Pearson, which returns a dissimilarity (Equation 12).
1 -Cosine similarity
The cosine similarity computes the cosine of the angle between two vectors in space [7] . This can be interpreted as a way to check if both vectors point to the same direction. The similarity is defined in the interval [-1,1], thus for turning it into a dissimilarity measurement we convert it by rescaling into the range [0,1] and then subtracting from 1, as in Equation 13 for two vectors X and Y .
The cosine similarity is useful for assymetric, non-binary attributes. Its most common application is in text mining with word frequency tables, in which the absence of words in a document should not contribute to the similarity calculation, but only the words that do appear in the document. Although not a common similarity measure for time series, we also test it because of its popularity in machine learning.
Dist_pacf distance
The dissimilarity measures presented so far are commonly employed in the literature. However, they do not consider the inherent correlations of time series, but analyze only one compared to the others.
In this paper, we propose the use of a measure that takes into account serial correlations. For that, the partial autocorrelation function, explained in Section 3, was used to define a new dissimilarity measure.
The measure is described by Equation 14 , in which pacf is the partial autocorrelation of the series, δ is a parameter used by function f irst, which returns the initial δ partial autocorrelations of the series (excluding the one with τ = 0, as it is always one). After obtaining these sequences of δ partial autocorrelations, the Manhattan distance [7] between them is computed, which is simply the Minkowski norm with p = 1 (Equation 9).
The intuition behind this dissimilarity measure is that it initially evaluates the partial autocorrelations of each series, with τ = 1, 2, . . . , δ, obtaining a better characterization of which regressive model it follows. Next, with these new sequences, f irst(pacf (X), δ) and f irst(pacf (Y ), δ), obtained for X and Y , their distance can be computed. The value returned provides an estimate of how close are the regressive models that generated both series.
In the next section, experimental results with the hierarchical clustering algorithms and dissimilarities discussed are presented.
Experimental Results
Experiments were executed in a machine with an Intel Core(TM) i7 @2.80Hz, 4 GB of RAM and Ubuntu 11.04 operating system. The implementations were done in the statistical computing software R 2.12.1 [27] .
Experiments with synthetic data
In this section, results concern the synthetic bases generated with series following Box-Jenkins AR models and the Gaussian data bases. Table 3 presents the results with the execution of the algorithms and respective dissimilarities on the AR(p) data bases. The results are generally around zero, according to the Adjusted Rand Index. That indicates low quality clustering, comparable to what would be obtained with a random data partitioning. In order to better evaluate these results, a new set of experiments was executed using the Gaussian data bases, which contained statistically independent data. Table 4 presents the results using the Gaussian data bases. Results were substantially better with Complete-linkage and DTW dissimilarity. This shows that traditional clustering algorithms, along with the commonly used dissimilarity measures, can find good partitions when observations are independent and identically distributed, which for time series is not a valid assumption, as they tend to be correlated.
To show how these results can be improved, taking into account the temporal relationship of the data, we proposed a dissimilarity measure, Dist_pacf, based on series partial autocorrelations, described in Section 5.2.1.
Parameters τ = 20 and δ = 3 were used, as the synthetic series belonged to at most an AR(3) process. Results of the proposed dissimilarity are presented in Table 3 . The ARI values are substantially greater than the other dissimilarities on the AR(p) bases.
We can also observe the improvement in the results by analyzing the dendrograms. Figure 6a presents the dendrogram for Complete-linkage with Dynamic Time Warping, while Figure 6b presents the dendrogram for Complete-linkage with Dist_pacf. Several objects pertaining to the same cluster were joined together first in the hierarchy using the proposed dissimilarity measure.
Another way to visualize the improvement of considering the serial correlations present in data is by looking at the dissimilarity matrix generated by Dist_pacf. Figure 7a presents the matrix for DTW, while Figure 7b presents the dissimilarity matrix for Dist_pacf. Ideally, it is expected that clusters form well defined blocks, as illustrated in Figure 7c . We observe there is no cluster structure in the DTW matrix. On the other hand, Dist_pacf provides a better identification of a clustering structure, although not perfect. It should be observed, however, that the models used for the clusters were close to each other, in terms of regressive coefficients (cf. Table 2 ), making it harder to obtain a high-quality crisp clustering.
Experiments with real data
Experiments using real data were also performed, employing physiological sensor data from several individuals, as previously discussed in Section 5. Since in this scenario there was no previously known ideal partition, the Adjusted Rand Index was not used for validation. Instead, the Normalized Hubert Γ statistic was selected, which was discussed in Section 5.
The results for these experiments are presented in Table 5 . We observe greater values of Γ are obtained, however, we note that the Γ statistic measures the correlation between the cophenetic matrix and the proximity matrix, which tends to be high for a reasonable clustering algorithm. Figure 8a presents the dendrogram for the first data base using Euclidean distance. We The clusters in this AR base were given by {{x 1 , x 2 , x 3 , x 4 , x 5 }, {x 6 , x 7 , x 8 , x 9 , x 10 }, {x 11 , x 12 , x 13 , x 14 , x 15 }}.
Using DTW, the objects are merged disregarding their correct cluster. With Dist_pacf, several objects were firstly merged with other objects from their own cluster. The matrices represent the level of dissimilarity measured between elements (i, j) according to some distance. Darker gray indicates less distance (or more similarity). The visualization allows checking whether the dissimilarity measure is adequately representing the clustering structure present in data. For DTW (a), we observe there is virtually no cluster structure being identified. For Dist_pacf (b), the original cluster structure was partially retrieved. In (c), we see the ideal cluster structure. Table 1 in Section 5, we see that sensors 2, 3 and 5 are related to the individual's temperature. Sensors 6 and 7 are related to the longitudinal accelerometer, while 8 and 9 to the transverse. It is expected that those sensors are merged together first in the hierarchy produced by the clustering algorithms, as they provide related information. Figure 8b presents the dendrogram for Dist_pacf. We observe that several sensors with related characteristics were correctly merged together in a first stage. Table 1 in Section 5) were firstly merged using both dissimilarity measures.
Discussion
The experiments presented in this paper show that traditional dissimilarity measures do not produce satisfactory results for time series clustering, as they disregard autocorrelations. To overcome this drawback, this paper proposes a new dissimilarity measure, Dist_pacf, based on partial autocorrelations.
Experiments using synthetic data sets with time series simulated from Autoregressive processes showed that Dist_pacf has better results than other commonly used dissimilarity measures (see Table 3 ). This can be explained by the fact that most of the commonly used dissimilarities completely disregard the intrinsic correlations among observations of a time series. Most machine learning methods make the assumption that data are independent and identically distributed, which is not the case with time series. This fact was illustrated in Figure 4 , which shows the strength of correlations for an AR and a Gaussian (i.i.d.) data base, indicating that for proper time series data there is strong correlation present.
This limitation found on the common dissimilarity measures used for time series, such as Dynamic Time Warping (DTW), can be easily observed in Figure 7 , which presents a gray-colored matrix with darker tones indicating more similarity. Ideally, for data with a clear cluster structure and three clusters, there should be three well defined blocks of darkened cells. In Figure 7 we see that DTW is unable to find any cluster structure in the AR data base. The only darkened coloured cells are the ones in the main diagonal, which relates examples to themselves. Our proposed dissimilarity measure was able to partially recover the cluster structure. A perfect reconstruction was not possible because the autoregressive models of the time series were close to each other, differing only by one or two autoregressive coefficients.
The experiments with real data sets from the ICML 2004 challenge showed that Dist_pacf had competitive results as the other dissimilarity measures. It is important to note why the other measures had better results than for the synthetic data bases. This can be explained because of the evaluation measure used. Since for this data set we do not have an external correct partition as reference, the Adjusted Rand Index could not be used, so the Normalized Hubert Γ statistic was chosen as the evaluation metric, which measures the correlation between the cophenetic and proximity matrices. Because it is a simple correlation of both matrices and the cophenetic matrix is constructed using the proximity matrix as input, reasonable clustering algorithms will return good values for the statistic, even though the original clusters may not be fully reconstructed.
Overall, our proposed dissimilarity measure is a step forward in modelling time series autocorrelations, which are a useful indicator of the generating model, or equation, which produced the time series. This is achieved by direct use of the Partial Autocorrelation Function (PACF), which computes how much and how far time series observations are related to one another, as discussed in Section 5.2.1
The limitations of the proposed measure are: 1) the determination of parameter τ , the maximum lag to compute the partial autocorrelations; 2) the choice of parameter δ, for the subselection of the first partial autocorrelations; 3) partial autocorrelations depend on Pearson's r coefficient, which is limited to representing linear relationships.
We note that, in practice, if the desired regressive extension δ is known, then one can simply set τ = δ and avoiding the computational effort to determine autocorrelations at farther lags.
Other modeling possibilities do exist, such as fitting AR models, using a selection criteria, e.g., Akaike Information Criteria (AIC) [28] . That, however, restricts the application of the method to certain fitting models. A series that follows an ARIMA model, for example, would not be adequately represented if the fitting models do not consider non-stationary relations.
Conclusion
Our findings show that the choice of an adequate dissimilarity measure is crucial for time series clustering. The popular distance functions, such as Euclidean, DTW, and Pearsonbased ones, completely disregard inherent autocorrelations present in series. While the choice of a clustering algorithm is also an important decision, we claim that the selection of a dissimilarity measure plays an even bigger role, as confirmed by our experiments. If there is no clustering structure provided by the proximity matrix, then even the best clustering algorithm is unable to find a correct data partition. In summary, we proposed a new dissimilarity measure which takes into account series partial autocorrelations to overcome the main drawback found in the most popular ones. This research indicates that future endeavors in nonparametric dissimilarity measures, capable of also dealing with nonlinear autocorrelations, are promising research directions.
