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Abstract. Gillis model, introduced more than 60 years ago, is a non-
homogeneous random walk with a position dependent drift. Though
parsimoniously cited both in the physical and mathematical literature, it provides
one of the very few examples of a stochastic system allowing for a number of exact
result, although lacking translational invariance. We present old and novel results
for such model, which moreover we show represents a discrete version of a diffusive
particle in the presence of a logarithmic potential.
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1. Introduction
The Gillis model is a centrally biased random walk on an integer lattice introduced
in 1956 [1] to study the recurrence properties of a random process with transition
probabilities lacking translational invariance. In one dimension the model consists in
a walker that starts its motion in j0 = 0 and moves on the integer lattice making
jumps only between first neighbour sites. The probabilities R(j) and L(j) of making
a jump to the right or to the left depend on the current site j in the following way:
R(j) = 1
2
(
1− ǫ
j
)
and L(j) = 1
2
(
1 +
ǫ
j
)
, (1)
for j 6= 0, and
R(0) = L(0) = 1
2
(2)
when the particle is at the origin; in the previous equations the parameter ǫ takes its
value in the range (−1, 1). Consequently for positive values of ǫ the walker is biased
towards the origin, while for negative values it tends to escape from it, while for ǫ = 0
one is back to the simple symmetric random walk in one dimension. Thus, except
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for the trivial case ǫ = 0, this model represents a non-homogeneous random walk
symmetric with respect to the starting site j0 = 0.
The mathematical relevance of the model lies in the fact that it is one of few
examples of non-homogeneous random walk that can be solved analytically. For
example in the original paper by Gillis [1] the author is able to find the exact form of
the generating function of the probability of being at the origin after n steps in the one-
dimensional case. Other results can be deduced such as the probability of eventual
return to the starting site as well as the mean number of steps occurring between
two consecutive visits at the origin [2]. However, the result that has attracted more
interest regards the recurrence of the starting site (a point is defined recurrent if the
walk will, with probability 1, pass an infinite number of times through it) depending
both on the parameter ǫ and the dimensions d of the system. In this respect the Gillis
random walk was the starting point for many papers, see [3–7], concerning recurrence
and transience, maxima and passage-time moments of stochastic processes.
In the physical literature Gillis model attracted little interest apart from [8],
where the problem of ions diffusion in a semi-infinite domain in the presence of a
charged barrier is mapped to the one-dimensional Gillis random walk on the positive
set of integers with ǫ = 1. Here we will generalize the result obtained in [8] and
demonstrate that in the continuum limit the Gillis random walk (GRW) corresponds
to the diffusion of a particle in the presence of a logarithmic potential tuned by the
parameter ǫ. This problem has been studied in depth, see for example [9,10], as it has
been recognized as a natural model for a large number of physical systems, from vortex
dynamics [11], to interaction between probe particles in a driven fluid [12], to time
evolution of momenta of cold atoms trapped in optical lattices [13–16], to relaxation
to equilibrium of long-range interacting systems [17, 18]. Moreover, diffusion in an
effective logarithmic potential also appears outside the physical context, such as the
study of charged particles in the vicinity of a charged polymer [19], dynamics of DNA
denaturation [20] and sleep-wake transitions during sleep [21].
In this paper we will consider the one-dimensional Gillis model. Firstly, using
the results obtained by Gillis, we will provide both local and non-local properties
of the stochastic process such as the first return probability, the distribution of the
occupation time of the positive axis and the distribution of the number of returns
at the origin (Sec.2). Furthermore, we will present Lamperti criteria [3], through
which it is possible to determine asymptotic properties of some stochastic processes.
In this section we will also give the exact expression of the stationary distribution
characterizing the interval ǫ ∈ ( 12 , 1). Afterwards (Sec.3), making use of an appropriate
continuum limit, we will demonstrate that the GRW is equivalent to the diffusion of
particles in a logarithmic potential tuned by the parameter ǫ. This result enables
us to obtain the entire moments’ spectrum and shows that the process presents two
different phases: a non-ergodic phase, where transport is normal, and an ergodic
phase characterized by a strongly anomalous subdiffusion. In Section 4 we provide
the asymptotic behaviour of the mean value of the maximum and show that also in
this case the Gillis model presents a phase transition. Finally, we introduce a new
model, which consists in a generalized version of the Gillis one, and prove that it is
equivalent to a particle diffusing in a power-law potential (Sec.5).
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2. The original model, known results, the stationary distribution and
time statistics
In this section we consider the one-dimensional model, see eqs.(1) and (2), presented
by Gillis in [1] and mainly provide results known so far in literature with the aim of
giving the reader a complete overview of the problem.
For this process it is possible to obtain the exact expression for the generating
function P (z) of the probability Pn of finding the particle at the origin, which is also
the starting site, after n steps, see [1]:
P (z) =
∞∑
n=0
Pnz
n =
2F1
(
1
2ǫ+ 1,
1
2ǫ+
1
2 ; 1; z
2
)
2F1
(
1
2ǫ,
1
2ǫ+
1
2 ; 1; z
2
) , (3)
where 2F1(a, b; c; z) is the gaussian hypergeometric function [22]. Actually it is possible
to generalize the Gillis solution by considering an arbitrary starting site j0, this result
is presented in Appendix A. The knowledge of this generating function allows to derive
a number of important properties of the random walk.
2.1. Probability of being at the origin
The first quantity that can be obtained quite straightforwardly from P (z) is the
asymptotic behaviour of the probability Pn. In fact, by using the properties of the
hypergeometric function 2F1(a, b; c; z) [22], it is possible to demonstrate that P (z) has
the following form (see Appendix B):
P (z) =
1
(1 − z)νH
(
1
1− z
)
, (4)
where H(x) is a slowly varying function and ν assumes the values:
ν =


0 for −1 < ǫ ≤ − 12
1
2
+ ǫ for − 12 < ǫ ≤ 12
1 for 12 < ǫ < 1.
(5)
Therefore, P (z) fulfils the Tauberian theorem for power series [23] and one obtains:
P2n ∼


n−
1
2
+ǫ for −1 < ǫ ≤ 12
4
logn
for ǫ = 12 ,
(6)
while for 12 < ǫ < 1 the probability P2n converges asymptotically to a constant:
P2n → 2− 1
ǫ
. (7)
Obviously, in all cases one has P2n+1 = 0 due to the fact that the walker must perform
an even number of steps to reach the starting point.
We underline that if we considered the generating function P (z|j0) (see
Appendix A) of the probability Pn(0|j0) of being in n steps at the origin having
started from the site j0 instead of P (z), we would obtain that the asymptotics of the
probability Pn(0|j0) are the same of Pn. However, we note that a walker can reach
the origin only in a number of steps whose parity is that of j0, thus the 2n index must
be replaced by 2n+ |j0|. For instance, one has that for ǫ > 12 and any starting site j0
P2n+|j0|(0|j0)→ 2−
1
ǫ
. (8)
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2.2. Probability of first return to the origin and recurrence
Now we consider the probability Fn that the particle returns to the starting point for
the first time at the n-th step. In order to find the asymptotic behaviour of Fn one
can use again the generating function
F (z) =
∞∑
n=0
Fnz
n, (9)
which is connected to P (z) by [24]
F (z) = 1− 1
P (z)
. (10)
Thus, making use of eq.(4), the generating function of the first return probability is
of the following form:
F (z) = 1− (1 − z)νL
(
1
1− z
)
, (11)
where L(z) = 1/H(z). We report the details of the calculation of Fn in Appendix C
and here we give only the results regarding its asymptotic behaviour:
F2n ∼


n−(1/2−ǫ) for −1 < ǫ < − 12
1
n log2(n)
for ǫ = − 12
n−(3/2+ǫ) for − 12 < ǫ < 1.
(12)
In Appendix C we also calculate the mean recurrence time τn, namely the mean time
occurring between two consecutive visits at the starting site in a n steps walk, and it
is given by, see also [2]:
τn ∼


n3/2+ǫ for −1 < ǫ < − 12
n
log2(n)
for ǫ = − 12
n1/2+ǫ for − 12 < ǫ < 12
log(n), for ǫ = 12
2ǫ
2ǫ− 1 for
1
2 < ǫ < 1.
(13)
We underline that the Gillis random walk for 12 < ǫ < 1 is characterized by a finite
mean recurrence time, while in the other cases it increases with the number of steps.
An important quantity used to describe the stochastic processes is the return
probability R, i.e. the probability that the walker returns to the starting point, which
is given by
R =
∞∑
n=1
Fn = F (z)|z=1 . (14)
From the relation (10) it arises that a necessary and sufficient condition for recurrence
is the divergence of P (z) for z → 1−, see [2]. In our case, taking into account
the expression for P (z) written previously and considering the properties of the
hypergeometric function, one obtains
R =
{
|ǫ|−1 − 1 for −1 < ǫ < − 12
1 for − 12 ≤ ǫ < 1.
(15)
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So the model exhibits transience for −1 < ǫ < − 12 , while for − 12 ≤ ǫ < 1 the process
is recurrent.
2.3. Lamperti’s criteria for stochastic processes
We observed that the recurrence/transience of a stochastic process can be obtained
straightforwardly by evaluating the generating function F (z) of the first return
probability at z = 1 or, equivalently, taking the limit z → 1 of the generating function
P (z) of the probability of being in the origin. However, the classical approaches to
compute these quantities, such as combinatorial ones, are of limited use even if the
model is slightly modified (to this purpose in Section 5 we will present a generalization
of the Gillis model that can be easily studied through the theorems presented below).
In two pioneering papers [3, 4] Lamperti, in order to study the asymptotic
behaviour of stochastic processes, suggested a method based on the so called Lyapunov
functions (see an example in Appendix D). The results obtained by Lamperti consist,
essentially, in finding some criteria that the moments of the increment must satisfy to
determine the asymptotics of the process. In the following we will briefly present the
criteria that can be applied to the Gillis model.
First of all let us describe the quantities of interest. Let {Xn}, with n ∈ N, be a
Markov process in R+ with stationary transition probabilities and define with µk(x)
the k-th moment of the increment ∆n = Xn+1 −Xn given Xn = x:
µk(x) = E
[
(Xn+1 −Xn)k|Xn = x
]
. (16)
For the time being, let us suppose that µk(x) is well defined for all k, for example
imposing uniformly boundedness of the increments ∆n, which is obviously verified in
the case of a nearest neighbour random walk on the integer lattice. Anyway, we will
see that the above request is crucial only for the first two moments.
The first theorem, see [3], concerns the transience/recurrence of the stochastic
process {Xn}:
Theorem 1 Let µ2(x) be bounded away from 0. Suppose that for sufficiently large
enough x,
µ1(x) ≤ θµ2(x)
2x
(17)
for some θ < 1. Then {Xn} is recurrent. Conversely, if for sufficiently large x and
some θ > 1
µ1(x) ≥ θµ2(x)
2x
(18)
then {Xn} is transient (Xn →∞ a.s.).
Therefore, given the first two moments µ1(x) and µ2(x) for the Gillis model
µ1(x) = (+1) · R(x) + (−1) · L(x) = − ǫ
x
(19)
µ2(x) = (+1)
2 · R(x) + (−1)2 · L(x) = 1, (20)
one has that (17) and (18) are satisfied respectively for ǫ > − 12 and ǫ < − 12 , which
is in complete agreement with (15). The limiting case ǫ = − 12 is treated in a more
general theorem (Theorem 3.2 in [3]) and results to be recurrent.
Further theorems regard the existence or not of the passage-time moments, i.e.
the moments of the first return probability Fn. Now, let {Xn} be a discrete-time
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stochastic process on a Borel subset of the non-negative reals and we assume that it is
Markovian with stationary probabilities (this requirement can be relaxed, see [4] for
details). For the existence of the passage-time moments one has:
Theorem 2 Suppose there exists ε > 0 and A <∞ such that, for x ≥ A, µ2(x) exists
and
2xµ1(x) + µ2(x) ≤ −ǫ. (21)
Let T ≥ 0 be the time at which the process first enters the interval [0, A]. Then
E(T ) ≤ E(X
2
0 )
ε
. (22)
While for the non-existence:
Theorem 3 Suppose that the conditional moments µ1(x) and µ2(x) satisfy
2xµ1(x) + µ2(x) ≥ ε > 0 (23)
for all x ≥ A, and in addition that
µ1(x) = O(x
−1), µ2(x) = O(1), µ4(x) = o(x
2). (24)
Then the time Tx0 of first passage from x0 > A to [0, A] has infinite expectation.
From the theorems above one has that in the Gillis process the mean recurrence time
is finite only for ǫ > 12 , which is the same result obtained before, see eq.(13).
We observe that non-homogeneous random walks, such as the Gillis model and the
generalized one treated at the end of this paper, provide an appropriate environment
in order to investigate the critical behaviour in the proximity of a phase transition. In
fact, these kind of processes can display anomalous recurrence behaviour with respect
to the spatially homogeneous ones: while keeping fixed the dimensionality of the
model, one can observe either transience or recurrence property by simply changing
the parameter value. This fact contrasts with the generalization of Po´lya’s theorem [25]
on the recurrence of spatially homogeneous random walks in d-dimensions, which is
recurrent for d ≤ 2 and transient for d > 2. A very nice example is provided by elliptic
random walks [7, 26].
To summarize, if we deal with a one-dimensional random walk characterized by
µ1(x) ∼ ax and µ2(x) ∼ b, one can define the key parameter m = 2ab2 (m = −2ǫ in the
Gillis random walk) and it follows that {Xn} is, see also [5]:
• transient if m < −1;
• null-recurrent (the process is recurrent and the mean first passage time is infinite)
if −1 ≤ m ≤ 1;
• positive-recurrent (the process is recurrent and the mean first passage time is
finite) if m > 1.
2.4. Stationary solution
In this section we will prove the existence of a stationary distribution for the Gillis
random walk with ǫ in the interval
(
1
2 , 1
)
. In general, the stationary solution of a
random walk on a state space S characterized by transition probabilities t(j|i) of
moving from site i to site j is a set of non-negative numbers {pj : j ∈ S} such that:∑
j∈S
pj = 1, (25)
∑
i
t(j|i)pi = pj , (26)
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namely pj are the components of an eigenvector of the transition matrix tji = t(j|i)
with eigenvalue 1. In our case transitions probabilities are nonzero only for jumps
between first neighbour sites and are given by R(i) and L(i) (see eqs.(1)-(2)). Due
to the symmetry of GRW, the stationary distribution must satisfy the symmetry
condition p(j) = p(−j), so that we have to solve the infinite set of linear equations:

p(0) = 2L(1)p(1)
p(1) = R(0)p(0) + L(2)p(2)
...
p(j) = R(j − 1)p(j − 1) + L(j + 1)p(j + 1)
...
(27)
By iteration one obtains:
p(j) =
j(1− ǫ)j−1
(1 + ǫ)j
p(0), j ≥ 1, (28)
where (x)n is the Pochhammer’s symbol [22] and p(0) can be determined by the
normalization condition (25). If the distribution p(j) can not be normalized, then it
does not represent a proper distribution of the process and we say that the walk does
not admit a stationary distribution.
With the aim of determining p(0), we firstly evaluate the behaviour of p(j) at
large distances from the origin; by using the definition of (x)n in terms of the Gamma
function, i.e. (x)n = Γ(x+ n)/Γ(x), we may deduce that
p(j) ∼ p(0)Γ(1 + ǫ)
Γ(1− ǫ)j
−2ǫ. (29)
Therefore, we observe that the Gillis random walk admits a stationary solution only
for ǫ > 12 and we can say that in this range the process is ergodic.
Now, instead of using the normalizing condition (25), we obtain p(0) by
demonstrating that it must be equal to the inverse of the mean recurrence time at
the origin, which we have seen in (13) to be finite in the ergodic range. Firstly, let us
define with jn the position reached in n steps by the walker started from j0 and with
Vn the number of visits at the origin, which is given by
Vn =
n∑
i=1
δ0,ji . (30)
From the Birkhoff’s ergodic theorem one has that the time average of Vn converges
asymptotically to the ensemble average of δ0,j , which is given by the stationary
probability p(0), thus:
lim
n→∞
Vn
n
= p(0). (31)
Moreover, given a walk of n steps and knowing that the walker visited the origin Vn
times, we can evaluate the mean recurrence time τ between two visits by simply taking
the ratio between n and Vn, so it holds:
lim
n→∞
Vn
n
=
1
τ
. (32)
Exploring the Gillis model: a discrete approach to diffusion in logarithmic potentials8
Finally, comparing (31) and (32) one has that p(0) and 1/τ must be equal, namely
p(0) =
2ǫ− 1
2ǫ
. (33)
In figure 1 we show the comparison between the stationary distribution p(j) and
the probability Pn(j) of finding the particle at site j after n steps. We observe that
Pn(j) tends for large number of steps to the stationary one. However, in fig.1(a), we
observe that the convergence is slower as the value of ǫ is nearer to the limiting case
ǫ = 0.5.
(a) (b)
Figure 1. Comparison between the stationary distribution p(j) and the
probability Pn(j) of finding the particle at site j after n steps for ǫ = 0.7 and
0.9. The evolution of the probability Pn(j) is obtained by considering the master
equation (50), presented in section 3, with initial condition P0(j) =
1
2
δ0,j+
1
2
δ1,j .
The markers present the distribution Pn(j) for different number of steps (triangles
for n = 102, cirlces for n = 103 and squares for n = 104), while the line shows
the stationary distribution p(j) given in (29).
2.5. Occupation time distributions
In the remaining part of this section we will briefly present the results obtained in [27]
regarding the distribution of the positive-axis occupation time and the distribution of
returns number at the origin. We consider these quantities together because they can
both be determined by the form of the generating function F (z) (or equivalently by
the form of P (z)) considered previously in this section.
The first quantity we deal with is the distribution up to n-th step of the positive-
axis occupation time Kn, which indicates the number of steps spent by the particle
in the set x > 0. For instance, this quantity is studied in all that processes where
one is interested in the fraction of time that a order parameter, for example the
magnetization of a ferromagnet, has assumed positive values, see [28–30].
To find the asymptotic distribution of the positive-axis occupation time we make
use of the Lamperti theorem [31] that we will explain in the following. The theorem
first requires that the stochastic process is recurrent in a state σ and that the system
can be divided into two subsets A and B that communicate each other through σ.
More precisely we require that if the particle is in A (B) at step n − 1 and it is in
B (A) at the step n + 1, then at step n the particle needs to be in σ. In the Gillis
process, which is symmetric with respect to the origin, the natural choice to divide the
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states is defining as the set A(B) the positive(negative) axis, while obviously σ = 0.
Another request is the existence of the following limits
lim
n→∞
E
(
Kn
n
)
= η (34)
and
lim
z→1−
(1− z)F ′(z)
(1− F (z)) = δ, (35)
where F (z) is, as before, the generating function of the first return probability Fn
and the occupation time Kn is defined with the convention that the occupation of the
origin is counted or not according to whether the last occupied state was in A or in B.
The second limit is equivalent to the following requirement for the form of F (z) [31]:
F (z) = 1− (1 − z)δL
(
1
1− z
)
. (36)
If both the conditions are satisfied with 0 ≤ η ≤ 1 and 0 ≤ δ ≤ 1, then
lim
n→∞
Pr
{
Kn
n
≤ u
}
= Gη,δ(u) (37)
exists (the Lamperti distribution Gη,δ(u) will be defined soon).
Let us consider the Gillis model. First of all we notice, as we have underlined
previously, that the process is recurrent for ǫ ≥ − 12 , thus the theorem can be applied
only in this range. Regarding the parameters (34) and (35) we can state that, due to
the symmetry of the model, we have η = 1/2 and δ is straightforward since F (z) (11)
is exactly the same of (36), therefore:
δ =


0 for ǫ = − 12
1
2
+ ǫ for − 12 < ǫ ≤ 12
1 for 12 < ǫ < 1.
(38)
At this point Lamperti theorem gives us the distribution of u = Kn/n as n→∞ [31]:
• for ǫ = − 12
Gη,0(u) = 1− η = 1
2
; (39)
• for ǫ ∈ (− 12 , 12)
G′η,δ(u) =
a sin(πδ)
π
uδ(1− u)δ−1 + uδ−1(1− u)δ
a2u2δ + 2auδ(1− u)δ cos(πδ) + (1− u)2δ ,(40)
where
a =
1− η
η
= 1; (41)
• for ǫ ∈ ( 12 , 1), we have
Gη,1(u) =
{
0 for u < η
1 for u ≥ η. (42)
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We observe that for δ = 1, which corresponds to ǫ ∈ ( 12 , 1), we have that the
distribution of Kn/n is the Dirac delta function centered in 1/2, meaning that the
walker spends half of time in the positive axis and the other half in the negative one.
This is a direct consequence of the existence of the stationary distribution in this
interval; indeed, due to the Birkhoff’s ergodic theorem one has that the time average
of the occupation time Kn of the set A converges asymptotically to the ensemble
average of the function
θ(j) =


1 for j > 0
0 for j < 0
1
2
for j = 0,
(43)
which is the sum of the characteristic function of the set A = {j : j > 0} and one half
the Kroenecker delta of the origin (this contribution is due to the convention made
previously about the origin that in average is counted only half the time). Now, by
considering the symmetry with respect to the origin of the stationary solution p(j)
(see Section 2.4), one has that the ensemble average of θ(j) is equal to 1/2. Therefore
one has:
lim
n→∞
Kn
n
=
1
2
(44)
and, as a result, the distribution of Kn/n must tend as n becomes large to a Dirac
delta centered in 1/2.
In fig.2 we present the results obtained by simulations for the distribution ofKn/n
for three different values of ǫ that show the possible forms that the distribution may
assume: for ǫ ∈ (− 12 , 0) one has a U-shaped distribution; while for ǫ from 0 to 12 the
distribution assumes a W-shape; finally for 12 ≤ ǫ < 1 one has, as we have already
underlined, that the distribution is a Dirac delta.
Now let us consider the distribution of the occupation time of the origin that, in
our case, corresponds to the number of steps that end at j = 0, therefore it is equivalent
to the number of visits at the origin Vn. When one is interested in the distribution
of these kind of variables it is possible to refer to a well known result by Darling
and Kac [32], which states that for a Markov process the asymptotic distribution
of the occupation time of a set of finite measure has the form of the Mittag-Leffler
distribution
Mµ(ξ) =
1
µξ1+
1
µ
Lµ
(
1
ξ
1
µ
)
, (45)
where Lµ(x) denotes the Lvy one-sided density of parameter µ. Moreover, in [27] it
has been considered the case in which the occupation set corresponds to the starting
point and it has been proved that for renewal processes satisfying Lamperti theorem
the parameter µ must be equal to the Lamperti parameter δ, namely
µ =


0 for ǫ = − 12
1
2
+ ǫ for − 12 < ǫ < 12
1 for 12 ≤ ǫ < 1,
(46)
and also that the variable ξ is given by
ξ = lim
n→∞
1
Γ(1 + µ)
Vn
〈Vn〉 , (47)
Exploring the Gillis model: a discrete approach to diffusion in logarithmic potentials11
(a) (b)
(c)
Figure 2. Distribution of the fraction of time Kn/n spent by the particle in
A up to n steps for the Gillis model in one dimension. On the top the (blue)
dots present the distributions obtained for ǫ = −0.25 (left) and 0.25 (right) by
simulating 106 walks up to n = 104, while the (red) line shows the Lamperti
distributions with parameter δ given by (40). On the bottom the figure presents
the distribution at different number of steps obtained by simulating 106 walks
with ǫ = 0.8. As the number of steps increases one observes that the distribution
converges to a Dirac delta centered in Kn/n = 0.5.
with 〈Vn〉 denoting the average of Vn over all walks and characterized by the asymptotic
behaviour
〈Vn〉 ∼ 1
Γ(1 + µ)
nµH(n) (48)
where H(n) is the slowly varying function characterizing the form of P (z) in (4).
We underline that the case µ = 1 is degenerate and one has the convergence
ξ =
1
H(n)n
Vn → 1 (49)
in probability, which is a sort of weak ergodic theorem [32]. In fact, as we have seen
in Section 2.4, Birkhoff’s theorem holds in the interval
(
1
2 , 1
)
and one has that the
time average Vn/n of the returns number must converge to the ensemble average of
δ0,j that is given by p(0), i.e. the value of the stationary distribution at the origin.
Moreover, in Section 2.1 we have seen that the limiting value of H(n) converge to a
constant that is given by p(0); therefore, eqs. (49) and (31) are equivalent and imply
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that the distribution of the number of visits at the origin rescaled by its mean value
tends to a Dirac delta centered in ξ = 1.
In fig.3 we show the simulations for values of ǫ that represent different behaviours
of the Mittag-Leffler distribution: for ǫ ∈ [− 12 , 0] the distribution is monotonically
decreasing and in the particular case ǫ = − 12 the decay is pure exponential; as ǫ
increases from 0 to 12 the distribution has one maximum that gets closer to ξ = 1;
while for 1/2 ≤ ǫ < 1 the distribution is a Dirac delta centered in ξ = 1.
(a) (b)
(c)
Figure 3. Distribution of the rescaled numbers of returns to the origin for the
Gillis model in one dimension. On the top the figure presents the result (blue
dots) obtained by simulating 106 walks up to 104 steps for ǫ = −0.25 (left) and
ǫ = 0.25 (right) and the Mittag-Leffler distribution (red line) with parameter µ
given by (46). On the bottom the figure presents the distribution at different
number of steps n obtained by simulating 106 walks with ǫ = 0.8. As the number
of steps increases one observes that the distribution converges to a Dirac delta
centered in ξ = 1.
3. Continuum limit and transport properties
In this section we will consider an appropriate continuum limit leading to a diffusion
equation for the probability density function p(x, t) of the process, through which we
get the whole moments spectrum.
First of all let us consider the master equation that governs the evolution of the
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probability Pn(j) of finding the particle at site j after n steps:
Pn+1(j) = Pn(j − 1)R(j − 1) + Pn(j + 1)L(j + 1), (50)
with initial condition
P0(j) = δj,0, (51)
where the transition probabilities R(i) and L(i) are given by (1) and (2). Let δx be
the lattice spacing and δt the time step and define
x = jδx and t = nδt, (52)
while the probability density function p(x, t) of being at position x at time t is related
to Pn(j) through
Pn(j) = p(x, t)δx. (53)
Inserting (52) and (53) in (50), one obtains
p(x, t+δt) =
1
2
(
1− ǫδx
x− δx
)
p(x−δx, t)+1
2
(
1 +
ǫδx
x+ δx
)
p(x+δx, t).(54)
Now let us expand the quantities in this relation up to the first order in δt and the
second order in δx and consider the limit δx, δt→ 0 with the diffusion approximation,
i.e. keeping constant the ratio δx2/δt = D0: in this way we get the Fokker-Planck
equation
∂p
∂t
=
D0
2
∂2p
∂x2
+D0ǫ
∂
∂x
(
1
x
p
)
, (55)
with D0 = 1 due to the definition of the discrete model where both δx and δt are
equal to 1. Equation (55) describes the diffusion of a particle in the presence of a
logarithmic potential U(x) = ǫ ln |x| tuned by the parameter ǫ. A detailed analysis of
this equation can be found in [9], here we give only the main results.
First of all we need to make some considerations about the potential U(x) and
the Fokker-Plank equation; in fact (55) presents a singularity in x = 0 that in the
discrete model is avoided by the definition of the transition probabilities in the origin,
see eq.(2), where we have equal probability of making a step to the right or to the left
so that the process in this single point is the same of a simple symmetric random walk.
For this reason we impose that in the continuum limit the particle diffuses freely, i.e.
U(x) = 0, in a neighbourhood of x = 0, which we set to be (−1, 1) for simplicity.
Therefore the regularized evolution equation becomes
∂p
∂t
=
∂
∂x
(
D
∂p
∂x
− F (x)p
)
, (56)
where D = 1/2 and F (x) = −U ′(x), with
U(x) =
{
0 for |x| < 1
ǫ log |x| for |x| ≥ 1. (57)
We immediately notice that for ǫ > 1/2 a stationary solution exists and it is given by
pst(x) =
{
N for |x| < 1
N|x|−2ǫ for |x| ≥ 1, (58)
with N = (2ǫ − 1)/4ǫ, while for ǫ < 1/2 the solution (58) is not normalizable. This
result is in agreement with what we obtained in Section 2.4: indeed the GRW admits
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a stationary distribution in the range ǫ > 1/2 that presents the same asymptotic
power law decay as pst(x). However, the two normalizing constant p(0) and N are
not equal due to the fact that the second one depends directly on the interval chosen
to regularize the potential and we arbitrarily imposed it to be (−1, 1) for convenience
in writing the results in this section.
Now let us consider the time-dependent solution. For 1/2 < ǫ < 1 one has in the
region |x| > 1
p(x, t) =
|x|−2ǫ
2ǫΓ
(
ǫ− 12
)Γ(ǫ + 1
2
,
x2
2t
)
, (59)
where Γ(a, z) =
∫ +∞
z
e−tta−1dt is the incomplete Gamma function, while for |x| < 1
the stationary solution is the dominating term. We observe that for t ≫ x2 the
solution (59) tends to the stationary one (58), thus the central part of the PDF does
not depend on time and it decays as |x|−2ǫ. Moreover, it becomes larger as t increases.
For −1 < ǫ < 1/2 the solution of (56) is
p(x, t) ∼


1
Γ(12 − ǫ)
1
(2t)1/2−ǫ
for |x| < 1
1
Γ(12 − ǫ)
|x|−2ǫ
(2t)1/2−ǫ
e−
x2
2t for |x| ≥ 1,
(60)
this solution, except for the part in the regularized region, is the same obtained in [33]
(see Theorem 2.1) for the GRW.
We notice that equations (59) and (60) provide the behaviour of the probability
density function at the origin
p(0, t) ∼
{
t−
1
2
+ǫ for −1 < ǫ < 12
N for 12 < ǫ < 1,
(61)
which is in complete agreement with the result obtained previously, see (6) and (7).
We underline that for 12 < ǫ < 1 we obtain as before that p(0, t) is constant, but in
this case the constant value is slightly different due to the choice we made for the
space width of the regularized potential.
Due to the different form of the solution of the Fokker-Planck equation, we have
two different moments’ spectrum depending on ǫ. For −1 < ǫ < 12 the moments’
spectrum is
〈|x|q〉t ∼ tq/2, (62)
while for 12 < ǫ < 1 one has
〈|x|q〉t ∼
{K for ǫ > 1+q2
t
1+q
2
−ǫ for ǫ < 1+q2 .
(63)
Therefore the model presents normal diffusion for ǫ < 12 , while it is strongly anomalous,
see [34], in the ergodic regime with the second moment increasing slower than linearly,
namely 〈|x|q〉t ∼ t 32−ǫ.
In fig.4 we present the moments spectrum in the anomalous regime for ǫ = 0.9.
One easily observes the two different behaviours of exponent νq characterizing the
power-law growth tνq of the q-th moment: for q < 2ǫ− 1 the moment 〈|x|q〉t tends to
a costant, while for q > 2ǫ− 1 one has 〈|x|q〉t ∼ t 1+q2 −ǫ.
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Figure 4. Exponent νq characterizing the asymptotic power-law growth of the
q-th moment for the Gillis random walk with ǫ = 0.9. Data are obtained by
considering different total number n of steps: asterisks correspond to n = 103,
triangles to n = 104 and circles to 105. The (red) line is the theoretical prediction
(63).
4. Statistics of records and maximum
In recent years the statistics of records have attracted wide interest due to its
applications in a large variety of fields, such as meteorology [35–37], hydrology [38],
finance [39, 40] and sports [41, 42]: reviews [43, 44] discuss in detail record statistics
for stochastic processes in one dimension.
In this section we will deal with the statistics of the number of records and the
statistics of the maximum. First of all, let us define the quantities of interest: given
a sequence {X0, X1, · · · , Xn} of n events, the event Xi is called a record if its value
exceeds all the previous data; while the maximum Mn is naturally defined as the the
biggest value of the entire sequence. In our case, since the motion occurs on the integer
lattice with steps only between first neighbour sites and the starting site is the origin,
i.e. X0 = 0, which by definition is the first record, one has that the number of record
Nn after n steps satisfies
Nn =Mn + 1, (64)
therefore it is sufficient to study the distribution of the maximum Mn. To this aim
we proceed as follows: firstly we divide the walk {X0, X1, · · · , Xn} up to the n-th
step in shorter walks, called excursions, of which we can easily obtain the statistics
of maximum; afterwards, starting from the knowledge of the properties of a single
excursion, we obtain the behaviour of the expected maximum of the entire walk after
n steps.
For simplicity, due to the symmetry of the model, we will consider the Gillis
random walk only on the positive integer axis, where the origin is considered as
reflecting. An excursion is a subsequence {X0, · · · , Xτ} of the complete walk having
the property that Xτ corresponds to the first return to the starting site X0, namely
τ is given by
τ = min {i > 0|Xi = 0} . (65)
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As we have seen previously, we have certain return to the starting site only for ǫ > − 12 ,
then, in the following, we consider only this case. At this point we are interested in
the maximum m of an excursion, which is given by
m = max
0≤j≤τ
Xj . (66)
Obviously m is a random variable and it can be characterized by the distribution
Mm(x) = P {m ≤ x}, which is associated with another quantity characterizing the
motion during an excursion. In fact, the request that the maximum of an excursion
is smaller than a certain value x corresponds to the request that the particle does not
reach the position x before the end of the excursion. Therefore, Mm(x) is equivalent
to 1−Q(x), where Q(x) is the probability of reaching x before returning to the origin.
To compute this quantity, we make use once again of the results of the continuum
limit: indeed for a diffusing particle subject to a potential V (x) it has been proved
that Q(x) is related to the potential by, see [45]:
Q(x) ∼
(∫ x
0
e2V (x
′)dx′
)−1
. (67)
Taking into account the potential V (x) = ǫ ln |x| obtained with the continuum limit,
see Section 3, one has:
Mm(x) = 1−Q(x) = 1− Cx−γ , (68)
where γ = 2ǫ+1. We obtained this result regarding the form ofMm(x) in a heuristic
way, but the same can be obtained in a more formal way by the so called Lyapunov
functions, which are deeply treated in several work about non-homogeneous random
walk [3–5, 7]. In Appendix D we make use of these techniques to illustrate another
method to obtain (68).
Now let us consider the complete walk up to n steps and suppose that it is
composed by Nn excursions. The distribution of the maximum Mn of the entire walk
is defined as
Qn(x) = P(Mn < x), (69)
and, knowing that in a walk of n steps there are Nn excursions, one can write
Qn(x) =Mm(x)Nn = (1 − Cx−γ)Nn . (70)
To find the limiting distribution of Qn(x), let us consider the transformation x = anz
with,
an = (CNn)
1
γ (71)
and take the limit
lim
n→∞
Qn(anz) = lim
Nn→∞
(
1− z
−γ
Nn
)Nn
= e−z
−γ
, (72)
where in the first equality we used the fact that in a recurrent process the number of
visits at the starting site goes to infinity as n→∞. Therefore, the limiting distribution
of the rescaled maximum
ε =
Mn
(CNn)
1
γ
(73)
is a Fre´chet distribution, namely
Q(z) = lim
n→∞
P (ε < z) = e−z
−γ
. (74)
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Consequently, due to the scaling form (73) of the maximum, we have thatMn ∼ N1/γn .
Lastly we observe that the number of excursions Nn that compose the random
walk and the number of visits Vn at the starting point up to time n are related by
Nn = Vn − 1, due to the fact that the first visit corresponds to the beginning of
motion, while the first excursion ends with the first return to the origin. Thus the
mean number of excursions increases as, see eq.(48):
〈Nn〉 ∼ nδ, (75)
from which we get the expected maximum after n steps
〈Mn〉 ∼ n δγ =
{
n
1
2 − 12 < ǫ < − 12
n
1
1+2ǫ ǫ ≥ 12 .
(76)
We underline that for the ergodic regime, i.e. in
(
1
2 , 1
)
, one has that the asymptotic
behaviour of the expected maximum, or equivalently the mean number of records, is
different from that of the absolute first moment given in eq.(63). This fact, that can
be easily observed in fig.5, contrasts with the result obtained in the interval
(− 12 , 12)
or in other stochastic processes where the two quantities 〈Mn〉 and 〈|x|〉n have the
same asymptotic growth, see for example [46, 47].
Figure 5. Exponent νǫ characterizing the asymptotic power-law growth of the
expected maximum 〈Mn〉 and the absolute first moment 〈|x|〉n depending on ǫ.
Data are obtained by considering n = 105 numbers of steps and 106 walks. The
(green) squares are the exponents regarding the expected maximum, while the
(blue) circles depict the exponents of the absolute first moment. The continuous
(red) line refers to the exponent of 〈Mn〉 according to (76), while the dashed (red)
line refers to the exponents of 〈|x|〉n according to (62) and (63).
5. Generalization of the Gillis model
In this section we will introduce a generalization of the Gillis model, which we prove
to be the discrete version of a diffusing particle subject to a force characterized by a
power-law dependence on the distance from the origin. This kind of physical system
is considered, for instance, in [11].
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The model is defined through the probabilities Rβ(j) and Lβ(j) that the particle
at the site j 6= 0 makes a step to the right or to the left:
Rβ(j) = 1
2
(
1− sgn(j) ǫ|j|β
)
and Lβ(j) = 1
2
(
1 + sgn(j)
ǫ
|j|β
)
,(77)
while if j = 0
Rβ(j) = Lβ(j) = 1
2
, (78)
where ǫ ∈ (−1, 1) and β > 0. The Gillis parameter ǫ, as before, tunes the bias of the
process: for positive values of ǫ the particle tends to move towards the origin, while
for negative ones the particle escapes from it, the case ǫ = 0 corresponds to the simple
symmetric random walk. The new parameter β controls the non-homogeneity along
the lattice: for β > 1 the bias due to ǫ decreases faster than the original model, which
is recovered for β = 1, while for β < 1 the decrease is slower.
To study the model let us start considering the moments of the increment with
the aim to obtain some asymptotic properties by using Lamperti’s criteria, see section
2.3. Firstly, as we have seen before, we need to restrict the stochastic process on the
positive axis, but, due to the symmetry of the model, this requirement does not loose
generality. Secondly, we only need to evaluate the first two increment moments. We
have:
µ1(x) = − ǫ
xβ
and µ2(x) = 1. (79)
At this point we need to distinguish two cases according to the values of β.
For β < 1, according to theorems 1 and 2, we have that the process is transient
for ǫ < 0, while for ǫ > 0 it is positive-recurrent, i.e. the mean first return time
to the origin is finite. Therefore, for these values of β and ǫ we can state that the
Lamperti parameter δ, which characterizes the distribution of the occupation time of
the positive axis and the distribution of the number of the visits at the starting site
(see section 2.5), is equal to 1. Instead for ǫ < 0 we have δ = 0.
For β > 1 one has that the process is null-recurrent for all ǫ, namely it is recurrent
and the mean return time is infinite. However, for the time being, we are not able to
determine δ in this case.
Now let us consider the continuum limit of this model. The master equation is
the same of (50) with the new definitions (77) and (78) for the transition probabilities.
After the substitutions x = jδx, t = jδt and Pn(j) = p(x, t)δx, we get:
p(x, t+δt) =
1
2
(
1− sgn(x) ǫδx
β
|x− δx|β
)
p(x−δx, t)+1
2
(
1 + sgn(x)
ǫδβ
(x+ δx)β
)
p(x+δx, t).(80)
By Taylor expanding the quantities above one has
∂p(x, t)
∂t
=
δx2
δt
[
1
2
∂2p(x, t)
∂x2
+ sgn(x) · ǫδxβ−1 ∂
∂x
(
p(x, t)
|x|β
)]
. (81)
To obtain the continuum limit we have to take δx, δt → 0, but first we need to
distinguish the cases β < 1 and β > 1.
When β < 1, the term δxβ−1 diverges in the limit δx→ 0. Thus, besides keeping
δx2/δt = D, we impose that the product ǫδxβ−1 remains constant and equal to ε.
Consequently, to get the continuum limit in which δx, δt→ 0, we have to consider also
the limit ǫ→ 0. We highlight that in the original model we did not need to consider
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the last limit due to the fact that for β = 1 the diverging term δxβ−1 disappears.
Finally, the diffusion equation is
∂p
∂t
=
D
2
∂2p(x, t)
∂x2
+ sgn(x) ·Dε ∂
∂x
(
p(x, t)
|x|β
)
(82)
and it corresponds to the Fokker-Plank equation of a diffusive particle subject to a
power-law force decreasing with distance as |x|−β . We observe that eq.(82) admits,
for ǫ > 0, the stationary solution
ps(x) =
1
Γ
(
1 + 11−β
) ( 2βε
1− β
) 1
1−β
exp
(
−2ε|x|
1−β
1− β
)
(83)
and, consequently, the process is ergodic, as we have already stated above by Lamperti
criteria. Moreover, since the stationary solution as x increases decays as a stretched
exponential, all the moments 〈|x|q〉t tends asymptotically to a constant, while in the
original model in the ergodic regime, see (63), we obtained that only the lowest ones
tend to a constant. In fig.6 we present the probability Pn(j) of being at site j after
n steps for β = 0.3 and ǫ = 0.5 and show that it tends to the stationary solution
(83). On the contrary, the stationary solution has no physical meaning for ǫ < 0 and,
therefore, the process is clearly non ergodic. Indeed, we have seen before that in this
case it is transient.
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Figure 6. The figure presents the probability Pn(j) depending both on the
position j (x-axis) and the number of steps (different lines colours) for β = 0.3
and ǫ = 0.5. The black dashed line corresponds to the stationary solution (83)
given by the continuum limit.
For β > 1, we have that δxβ−1 vanishes in the limit δx → 0. Consequently, we
still have to keep constant the product δxβ−1ǫ, but now we should consider ǫ→∞ as
δ → 0, which is obviously impossible. In fact, this requirement would imply transitions
probabilities greater than 1 or smaller than 0. Therefore, in the continuum limit the
term containing the bias vanishes and the resulting equation is simply that of a freely
diffusing particle. This fact is not surprising: since for β > 1 the drift term is fast-
decaying with the distance from the origin, we expect that asymptotically the evolution
will be effectively described by pure diffusion, without any bias.
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We underline that the results obtained in this section are in agreement with the
ones obtained in [11], where there are considered random walks subject to a force of
the form F (x) ∼ x−σ, and the two systems are equivalent just setting β = σ.
6. Conclusions
We have considered many facets of Gillis model, which represents an outstanding
solvable model of a non-homogeneous random walk.
It turns out that such a model both exhibits subtle mathematical features
describing multiple regimes as the single parameter it contains is varied, and as well it
is a discrete realization of a diffusing particle in the presence of a logarithmic potential.
In particular, when the parameter is tuned such that a stationary probability
measure exists, transport properties and record statistics exhibit peculiar, highly
non-trivial features. As non-homogeneous stochastic processes represent a strongly
physically motivated scenarios for which few general results are known, we both remark
the outstanding presence of an exactly solvable model, and hope that further statistical
properties may be analysed for stochastic systems lacking translational invariance.
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Appendix A. Generating function of the probability of being at the origin
We illustrate a procedure (see [48]) more general than the one introduced in [1] to
obtain the solution (3) of the 1-d Gillis model. More precisely, we consider the
generating function P (z|j0) of the probability Pn(j0) that the walker is at the origin
by starting at a generic site j0
P (z|j0) =
∞∑
n=0
Pn(j0)z
n; (A.1)
the generating function used in the main text is thus P (z) = P (z|j0 = 0). We start
from the Chapman Kolmogorov equation of the propagator:
Pn+1(j|j0) = R(j − 1)Pn(j − 1|j0) + L(j + 1)Pn(j + 1|j0), (A.2)
where Pn(j|j0) is the probability of being at site j having started in j0 after n steps.
By multiplying both sides by zn+1 and summing over n we obtain an identity involving
generating functions
P (z; j|j0)− δj,j0 =
z
2
[P (z; j + 1|j0) + P (z; j − 1|j0)] (A.3)
+
ǫz
2(j + 1)
P (z; j + 1|j0)− ǫz
2(j − 1)P (z; j − 1|j0).
We reexpress such an identity in terms of the Fourier transform
Pˆ (z; q|j0) =
+∞∑
j=−∞
eiqjP (z; j|j0), (A.4)
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obtaining
1− z cos q
sin q
Pˆ (z; q|j0)− e
iqj0
sin q
= −iǫz
∑
j 6=0
eiqj
j
P (z; j|j0). (A.5)
By taking the derivative with respect to q of both sides we get a differential equation
for Pˆ in the form:
∂qPˆ (z; q|j0) + sin q
1− z cos q
[
d
dq
(
1− z cos q
sin q
)
− ǫz
]
Pˆ (z; q|j0) (A.6)
+
ǫz sin q
1− z cos qP (z|j0)−
d
dq
(
eiqj0
sin q
)
sin q
1− z cos q = 0.
The formal solution of this equation reads:
Pˆ (z; q|j0) = c sin q
(1− z cos q)1−ǫ +
sin q
(1− z cos q)1−ǫ
∫
dq
d
dq
(
eiqj0
sin q
)
1
(1− z cos q)ǫ
− P (z|j0)ǫz sin q
(1− z cos q)1−ǫ
∫
dq
1
(1− z cos q)ǫ (A.7)
where the constant c is a function of z, j0 and ǫ.
We can now obtain P (z|j0) by using the inversion formula for the discrete Fourier
transform. Integrating from 0 to 2π we get, after integrating by parts and rearranging
terms
P (z|j0) =
∫ 2π
0
eiqj0 (1− z cos q)−1−ǫdq∫ 2π
0 (1− z cos q)−ǫdq
. (A.8)
The integrals can be evaluated in terms of hypergeometric functions, yielding
P (z|j0) = z
|j0|
|j0|!
Γ(1 + ǫ+ |j0|)
2|j0|Γ(1 + ǫ)
2F1
(
1+ǫ+|j0|
2 ,
ǫ+j0
2 + 1; |j0|+ 1; z2
)
2F1
(
1
2ǫ,
1
2ǫ+
1
2 ; 1; z
2
) ,(A.9)
which is the generalization of (3) derived by Gillis: such an expression is simply
obtained by putting j0 = 0 in (A.9).
Appendix B. Form of the generating function of the return probability
To demonstrate eq.(4) let us recall the exact form of P (z):
P (z) =
2F1
(
1
2ǫ+ 1,
1
2ǫ+
1
2 ; 1; z
2
)
2F1
(
1
2ǫ,
1
2ǫ+
1
2 ; 1; z
2
) . (B.1)
We observe that, being P (z) a function of z2, we can consider the following generating
function
Π(z) = P (
√
z) =
∞∑
n=0
πnz
n =
2F1
(
1
2ǫ+ 1,
1
2ǫ+
1
2 ; 1; z
)
2F1
(
1
2ǫ,
1
2ǫ+
1
2 ; 1; z
) , (B.2)
where the nth coefficient πn corresponds to P2n. In this way we can use the
transformation formulas [22]:
2F1 (a, b; c; z) =
Γ(c)Γ(c− a− b)
Γ(c− a)Γ(c− b) 2F1 (a, b; a+ b− c+ 1; 1− z) (B.3)
+ (1 − z)c−a−bΓ(c)Γ(a+ b− c)
Γ(a)Γ(b)
2F1 (c− a, c− b; c− a− b+ 1; 1− z) ,
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when c− a− b is non-integer, while for the integer case we use
2F1 (a, b; a+ b+m; z) =
Γ(m)Γ(a+ b+m)
Γ(a+m)Γ(b +m)
m−1∑
n=0
(a)n(b)n
n!(1−m)n (1− z)
n (B.4)
− (z − 1)mΓ(a+ b+m)
Γ(a)Γ(b)
∞∑
n=0
(a+m)n(b+m)n
n!(n+m)!
(1− z)n[log(1− z)
− ψ(n+ 1)− ψ(n+m+ 1) + ψ(a+ n+m) + ψ(b+ n+m)]
and
2F1 (a, b; a+ b+m; z) = (1− z)−mΓ(m)Γ(a+ b−m)
Γ(a)Γ(b)
m−1∑
n=0
(a−m)n(b −m)n
n!(1−m)n (1− z)
n
− (−1)m Γ(a+ b−m)
Γ(a−m)Γ(b−m)
∞∑
n=0
(a)n(b)n
n!(n+m)!
(1− z)n[log(1− z)
− ψ(n+ 1)− ψ(n+m+ 1) + ψ(a+ n) + ψ(b + n)] (B.5)
for m = 1, 2, · · ·, or
2F1 (a, b; a+ b; z) =
Γ(a+ b)
Γ(a)Γ(b)
∞∑
n=0
(a)n(b)n
(n!)2
(1− z)n[2ψ(n+ 1)
− ψ(a+ n)− ψ(b + n)− log(1− z)], (B.6)
where ψ(z) = ddz log Γ(z) and (z)n denote respectively the digamma function and the
Pochhammer’s symbol [22]. At his point, making the substitutions (B.4)-(B.6), we
obtain the following form for Π(z):
For −1 < ǫ < − 12
Π(z) = G
(
1
1− z
)
, (B.7)
where the slowly varying function G(x) is given by
G(x) = a1
2F1
(
1
2ǫ+ 1,
1
2ǫ+
1
2 ;
3
2 + ǫ,
1
x
)
+ a2x
1/2+ǫ
2F1
(− 12ǫ, 12 − 12ǫ; 12 − ǫ; 1x)
2F1
(
1
2ǫ,
1
2ǫ+
1
2 ;
1
2 + ǫ,
1
x
)
+ a3x−1/2+ǫ 2F1
(
1− 12ǫ, 12 − 12ǫ; 32 − ǫ; 1x
) .(B.8)
The numerical coefficients a1, a2 and a3, which depend on ǫ, can be determined from
(B.4).
For ǫ = − 12
Π(z) = G
(
1
1− z
)
, (B.9)
but in this case G(x) has the expression
G(x) =
∑∞
n=0
(3/4)n(1/4)n
(n!)2 x
−n
[
2ψ(n+ 1)− ψ(34 + n)− ψ(14 + n) + log(x)
]
4 + 14
∑∞
n=0
(3/4)n(5/4)n
n!(n+1)! x
−n−1
[
log(x) + ψ(n+ 1) + ψ(n+ 2)− ψ(34 + n)− ψ(54 + n)
] .(B.10)
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For − 12 < ǫ < 12
Π(z) =
1
(1− z)1/2+ǫG
(
1
1− z
)
, (B.11)
where G(x) is given by
G(x) = b1
2F1
(− 12ǫ, 12 − 12 ǫ; 12 − ǫ; 1x)+ b2x−1/2−ǫ 2F1 ( 12ǫ+ 1, 12 ǫ+ 12 ; 32 + ǫ, 1x)
2F1
(
1
2ǫ,
1
2ǫ+
1
2 ;
1
2 + ǫ,
1
x
)
+ b3x−1/2+ǫ 2F1
(
1− 12ǫ, 12 − 12ǫ; 32 − ǫ; 1x
) .(B.12)
The numerical coefficients b1, b2 and b3, which depend on ǫ, can be determined from
(B.4).
For ǫ = − 12
Π(z) =
1
1− zG
(
1
1− z
)
, (B.13)
with G(x)
G(x) =
4− 14
∑∞
n=0
(3/4)n(5/4)n
n!(n+1)! x
−n−1
[
log(x) + ψ(n+ 1) + ψ(n+ 2)− ψ(34 + n)− ψ(54 + n)
]
∑∞
n=0
(3/4)n(1/4)n
(n!)2 x
−n
[
2ψ(n+ 1)− ψ(34 + n)− ψ(14 + n) + log(x)
] .(B.14)
For 12 < ǫ < 1
Π(z) =
1
(1− z)G
(
1
1− z
)
, (B.15)
where G(x) has the expression
G(x) = c1
2F1
(− 12ǫ, 12 − 12ǫ; 12 − ǫ; 1x)+ c2x−1/2−ǫ 2F1 ( 12 ǫ+ 1, 12ǫ+ 12 ; 32 + ǫ, 1x)
2F1
(
1− 12ǫ, 12 − 12ǫ; 32 − ǫ; 1x
)
+ c3x1/2−ǫ 2F1
(
1
2ǫ,
1
2ǫ+
1
2 ;
1
2 + ǫ,
1
x
) (B.16)
The numerical coefficients c1, c2 and c3, which depend on ǫ, can be determined from
(B.4).
Finally, to demonstrate eq.(4), one obtains that if Π(z) has the form
Π(z) =
1
(1− z)νG(
1
1− z ), (B.17)
with G(z) a slowly varying function, then also P (z) is of the same form
P (z) =
1
(1 − z)νH(
1
1− z ), (B.18)
where H(x) is still a slowly varying function connected to G(x) by
H(x) =
xν
(2x− 1)νG
(
x2
2x− 1
)
. (B.19)
Therefore P (z) and Π(z) share the same form with also the same parameter ν.
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Appendix C. First return probability
As we have seen in the main text, due to the form (11) of the generating function
F (z), it is not possible to use directly the Tauberian theorem to find the asymptotic
behaviour of the first return probability Fn. The ploy is to consider the derivative of
F (z), which for ν 6= 0 is
F ′(z) = ν(1− z)ν−1L
(
1
1− z
)
− (1 − z)ν−2L′
(
1
1− z
)
. (C.1)
From the Lamperti’s theorem, see eq.(35), we can state that the following holds:
lim
z→1−
(1 − z)−1L′
(
1
1−z
)
L
(
1
1−z
) = 0. (C.2)
Consequently, for ν 6= 0, the leading order term is
F ′(z) ∼ ν(1− z)ν−1L0
(
1
1− z
)
, (C.3)
where L0(x) is the dominating term of L(x). For ν = 0 the derivative is simply given
by
F ′(z) = − 1
(1− z)2L
′
(
1
1− z
)
, (C.4)
but in this case generally L′(x) is not slowly-varying.
As an example let us consider ǫ = − 12 , in this case H0(x) = 14 log(x) and then
−L′(x) ∼ 4
x log2(x)
, (C.5)
so we have
F ′(z) ∼ − 4
(1− z) log2(1 − z) . (C.6)
Now, considering the definition of the generating function F (z) its derivative is written
as
F ′(z) =
∞∑
n=0
nFnz
n−1, (C.7)
so, via the Tauberian theorem for power series [23], we obtain the behaviour of the
mean recurrence time
τn =
n∑
k=1
kFk ∼ n
log2(n)
. (C.8)
Moreover, assuming that the sequence {2nF2n} is (ultimately) monotonic, we can also
state that
F2n ∼ 4
n log2(n)
. (C.9)
For the other cases we obtain
F2n ∼


n−(1/2−ǫ) for −1 < ǫ < − 12
1
n log2(n)
for ǫ = − 12
n−(3/2+ǫ) for − 12 < ǫ < 1
(C.10)
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and, see also [2],
τn ∼


n3/2+ǫ for −1 < ǫ < − 12
n
log2(n)
for ǫ = − 12
n1/2+ǫ for − 12 < ǫ < 12
log(n), for ǫ = 12
2ǫ
2ǫ− 1 for
1
2 < ǫ < 1.
(C.11)
Appendix D. Distribution of the maximum of an excursion
Here we consider the method of the Lyapunov functions, see [7], to obtain the
distribution Mm(x) of the excursion maximum m. This method consists in finding a
function F(x) of a stochastic process Xs such that its image Ys = F(Xs) has specific
characteristics, through which it is possible to determine the properties of the original
process.
In our case we want that Ys has the property that the first moment of the
increment ∆¯s = Ys+1 − Ys is equal to zero for all s. To this aim let us consider
Ys = X
γ
s , (D.1)
with γ > 0, and evaluate the increment of the new process:
∆¯s = (Xs +∆s)
γ −Xγs = Xγs
[(
1 +
∆s
Xs
)γ
− 1
]
≈ γ∆sXγ−1s +
γ(γ − 1)
2
∆2sX
γ−2
s (D.2)
where we have considered the Taylor expansion up to second order in ∆s = Xs+1−Xs.
Now, to find γ such that Ys has no drift, let us consider the expectation of ∆¯s
E(∆¯s|Xs = x) ≈ γE(∆s|Xs = x)xγ−1 + γ(γ − 1)
2
E(∆2s|Xs = x)xγ−2
= γ
(
−ǫ+ γ − 1
2
)
xγ−2, (D.3)
in the last equality we used (19) and (20) for E(∆s|Xs = x) and E(∆2s|Xs = x).
Finally, imposing that (D.3) is equal to zero, we obtain
γ = 1 + 2ǫ. (D.4)
Consequently, the random walk defined in (D.1) with this value for γ corresponds to
a symmetric random walk. At this point, for the stochastic process Ys, one has [24]:
P (Ys hits y before reaching 0 | Y0 = y0) = y0
y
. (D.5)
Therefore, making use of eq.(D.1), we finally get
P (Xs hits x before returning to 0) ∼ 1
xγ
. (D.6)
We observe, as done in the main text, that if a particle, which begins its motion at
the origin, hits the position x before returning to the starting point, then the maximal
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position reached by the particle must be greater than x. Thus the former relation
implies:
P (m ≥ x) ∼ 1
xγ
, (D.7)
from which we obtain the form of the distribution Mm(x):
Mm(x) = P(m < x) = 1− Cx−γ . (D.8)
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