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Abstract
This paper presents a theoretical study of the behaviour of the univariate marginal
distribution algorithm for continuous domains (UMDAc) in dimension n. To this end,
the algorithm with tournament selection is modelled mathematically, assuming an in-
ﬁnite number of tournaments.
The mathematical model is then used to study the algorithms behaviour in the
minimization of linear functions LðxÞ ¼ a0 þ
Pn
i¼1 aixi and quadratic function QðxÞ ¼Pn
i¼1 x
2
i , with x ¼ ðx1; . . . ; xnÞ 2 Rn and ai 2 R, i ¼ 0; 1; . . . ; n. Linear functions are used
to model the algorithm when far from the optimum, while quadratic function is used to
analyze the algorithm when near the optimum.
The analysis shows that the algorithm performs poorly in the linear function
L1ðxÞ ¼
Pn
i¼1 xi. In the case of quadratic function QðxÞ the algorithms behaviour was
analyzed for certain particular dimensions. After taking into account some simpliﬁca-
tions we can conclude that when the algorithm starts near the optimum, UMDAc is able
to reach it. Moreover the speed of convergence to the optimum decreases as the di-
mension increases.
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1. Introduction
Estimation of distribution algorithms (EDAs) are a new and promising
paradigm for evolutionary computation [11,15]. EDAs emerge as a general-
ization of genetic algorithms (GAs), for the purpose of overcoming the two
main problems: poor performance in certain deceptive problems and the dif-
ﬁculty of mathematically modelling a huge number of algorithm variants.
Introduced by M€uhlenbein and Paaß [15], EDAs constitute an example of
stochastic heuristics based on populations of individuals, each of which en-
codes a possible solution of the optimization problem. These populations
evolve in successive generations as the search progresses, organized in the same
way as most evolutionary computation heuristics. In contrast to GAs, which
consider the crossover and mutation operators as essential tools to generate
new populations, EDAs replace those operators by estimating and sampling
the joint probability distribution of the selected individuals.
However, the bottleneck of this new heuristic lies in estimating the joint
probability distribution associated with the database containing the selected
individuals. To avoid this problem, several authors have proposed diﬀerent
algorithms where simpliﬁed assumptions concerning the conditional depen-
dencies between the variables of the joint probability distribution are made. A
review of the diﬀerent approaches in the combinatorial and numerical ﬁelds
can be found in [8–10,16].
During recent years much eﬀort has been devoted to creating new EDAs and
EDA applications. However this development has not been accompanied by
mathematical analysis. There are very few works devoted to a mathematical
modelling of EDAs in the literature.
Reviewing the literature, we can distinguish between papers that analyze
EDAs in discrete domains and those that consider continuous domains.
In discrete domains the most general results are given by Gonzalez et al. [5]
and by M€uhlenbein et al. [14]. In the ﬁrst paper the authors not only unify most
of the theoretical results found in the discrete EDA literature, but present a
new general convergence theorem for these algorithms. In the second paper
an EDA that uses Boltzmann selection is introduced: Boltzmann estimation of
distribution algorithm (BEDA). Furthermore the convergence for inﬁnite
populations of a general BEDA is shown.
There are other works that analyze particular instances of discrete EDAs. In
[13], it is shown that univariate marginal distribution algorithm (UMDA) with
inﬁnite population and proportional selection can only reach local optima.
In addition, there are papers that analyze the population based incremental
learning (PBIL) algorithm. H€ohfeld and Rudolph [7] study the behaviour of
PBIL in linear functions. Gonzalez et al. [6] model this algorithm by means of
Markov chains to show that the convergence of PBIL, applied to the OneMax
function in two dimensions, has a strong dependence on the initial parameters.
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In [4], the authors associate a discrete dynamical system with PBIL, and
demonstrate that the algorithm follows the iterates of that discrete dynamical
system, concluding that all the points of the search space are ﬁxed points of the
dynamical system, and that the local optimum points coincide with the stable
ﬁxed points. Berny [2] shows that the PBIL algorithm can be derived from a
gradient dynamical system. Furthermore he carries out a stability analysis of
the cited system, showing that PBIL can only converge to local solutions.
Finally we mention papers devoted to a mathematical analysis of EDAs in
continuous domains. In [1] the population based incremental learning algo-
rithm for continuous domains (PBILc) is examined, carrying out an analysis
for real continuous functions similar to the analysis made in [2]. However, in
this case the author does not oﬀer stability results. In [17] the factorized
distribution algorithm is theoretically analyzed and convergence results are
given.
The purpose of this paper is to contribute a mathematical analysis of a
continuous EDA, the UMDAc. The UMDA is the simplest version of EDAs.
The discrete version was introduced by M€uhlenbein [12], while the ﬁrst con-
tinuous version was given by Larra~naga et al. [8,10]. This algorithm does not
take into account dependencies among the variables, therefore it is assumed
that the n-dimensional joint probability density factorizes as a product of n
independent univariate marginal densities.
It was of particular interest to see how the UMDAc algorithm with tour-
nament selection performs. To this end we mathematically modelled the ap-
plication of this algorithm to the minimization of two kinds of functions. First
n-dimensional linear functions were used to model the algorithm when far from
the optimum. Next quadratic function was used to analyze the algorithm when
near the optimum.
The remainder of this paper is organized as follows: Section 2 introduces in
detail UMDAc with tournament selection. Section 3 is devoted to the mathe-
matical modelling of the algorithm. Section 4 analyzes the modelling of linear
functions, while Section 5 analyzes the case of quadratic functions. Finally, we
draw conclusions in Section 6.
2. The UMDAc algorithm with tournament selection
This section describes in detail how the UMDAc algorithm with tournament
selection works.
The algorithm works as follows. At each step t, an n-dimensional random
variable Xt ¼ ðX t1; . . . ;X tnÞ is maintained. In the literature related to UMDAc it
is usual to assume that the joint probability distribution of Xt follows an n-
dimensional normal distribution which is factorized by a product of n unidi-
mensional and independent normal densities. This assumption will be made
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here. Therefore each component of Xt is distributed as a unidimensional







with i ¼ 1; . . . ; n. In other words fNðlti ;rtiÞðxiÞ denotes the density function




Drawing the above n-dimensional random variable, two individuals are
obtained, and the better one is selected, i.e. a tournament selection is made.
This process is repeated N times, obtaining the population of selected indi-
viduals, after which this population is used to obtain the means and standard
deviations of the random variable Xtþ1. These parameters are estimated
by using their corresponding maximum likelihood estimators. In this way the
new unidimensional distributions at step t þ 1 are achieved. Fig. 1 shows a
pseudocode for this algorithm for the minimization of function GðxÞ.
Our objective is to learn how the density functions change with time. This
enables us to know how lti and r
t
i evolve when t increases.
Fig. 1. Pseudocode for UMDAc with tournament selection.
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3. Mathematical modelling
To model the UMDAc algorithm with tournament selection for continuous
optimization problems with n variables, we take a case in which at each step an
inﬁnite number of tournaments is made. The mathematical model will depend
on the function being optimized. At ﬁrst we try to model the algorithm as
generally as possible, hence we assume that the function to minimize is
G : Rn ! R: ð1Þ
However, as we will see later, at some point it will be necessary to particularize
the function we are analyzing.
As noted above, we assume that at each step t, each variable follows a
unidimensional normal distribution, and has associated the following density
function:








where fX ti ðxiÞ denotes the density function of the random variable X ti . As we are
working with UMDAc these variables are independent. Hence at each step t we






To simplify notation, each density function associated with each variable X ti
will henceforth be denoted by
f ti ðxiÞ ¼ fX ti ðxiÞ ¼ fNðlti ;rtiÞðxiÞ; with i ¼ 1; 2; . . . ; n: ð4Þ
Likewise, its associated distribution function will be denoted by
F ti ðxiÞ ¼
Z xi
1
f ti ðsÞds; with i ¼ 1; 2; . . . ; n: ð5Þ
We use the usual notation not only in the case of the standard normal
density:
/ðxÞ ¼ fNð0;1ÞðxÞ ¼ 1ﬃﬃﬃﬃﬃ
2p
p ex2=2; ð6Þ





At each step t the random variable Xtð1:2Þ is considered, i.e. the random vari-
able of the better of two variables Xt. Thus
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E½Xtð1:2Þ ¼ ðE½X tð1:2Þ;1; . . . ;E½X tð1:2Þ;nÞ
Var½Xtð1:2Þ ¼ ðVar½X tð1:2Þ;1; . . . ;Var½X tð1:2Þ;nÞ;
after which, the new distributions at time t þ 1 are obtained. Hence each X tþ1i
obeys Nðltþ1i ; rtþ1i Þ, with ltþ1i ¼ E½X tð1:2Þ;i and rtþ1i ¼ ðVar½X tð1:2Þ;iÞ1=2.
As we want to model the behaviour of the algorithm, we need to know






i, for i ¼ 1; . . . ; n. Then we
can use these expressions to analyze the sequences fltigt and frtigt with t 2 N,
and to study how they evolve when the number of iterates increases. In other







In order to calculate ltþ1i and r
tþ1
i , we have to obtain the density function
associated with the best individual of each tournament. We denote this density
function by f tð1:2Þðx1; . . . ; xnÞ. Notice that the previous density will depend on G,
the objective function that we are considering.
3.1. Calculation of f t(1:2) (x1; . . . ; xn)
In order to calculate the density function f tð1:2Þðx1; . . . ; xnÞ we proceed as
follows. First we obtain its associated distribution function, F tð1:2Þðx1; . . . ; xnÞ.
Then we derive this distribution function and obtain the density function
f tð1:2Þðx1; . . . ; xnÞ.
Let Xt1 ¼ ðX t1;1; . . . ;X t1;nÞ be the random variable associated with the ﬁrst
individual obtained in the tournament at step t, and Xt2 ¼ ðX t2;1; . . . ;X t2;nÞ the
random variable corresponding to the second individual. Thus, the distribution
function F tð1:2Þðx1; . . . ; xnÞ is
F tð1:2Þðx1; . . . ; xnÞ ¼ P ððX tð1:2Þ;1; . . . ;X tð1:2Þ;nÞ6 ðx1; . . . ; xnÞÞ: ð10Þ
To make the calculus easier, we express the random variable associated with
the best individual in each tournament as a sum of random variables:
Xtð1:2Þ ¼ Xt1  IfGðXt1Þ6GðXt2Þg þ X
t
2  IfGðXt1Þ>GðXt2Þg; ð11Þ
where the random variable IA denotes the characteristic function of the event A,
hence
IAðxÞ ¼ 1 if x 2 A0 otherwise:

ð12Þ
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The event described in (10) is written as the following union of events:
ðX tð1:2Þ;1; . . . ;X tð1:2Þ;nÞ6 ðx1; . . . ; xnÞ ¼ fUt1 \ Ut2g [ fV t1 \ V t2g; ð13Þ
where
Ut1 ¼ fðX t1;1; . . . ;X t1;nÞ6 ðx1; . . . ; xnÞg
Ut2 ¼ fGðX t1;1; . . . ;X t1;nÞ6GðX t2;1; . . . ;X t2;nÞg
V t1 ¼ fðX t2;1; . . . ;X t2;nÞ6 ðx1; . . . ; xnÞg
V t2 ¼ fGðX t1;1; . . . ;X t1;nÞ > GðX t2;1; . . . ;X t2;nÞg:
We denote by Ut the event Ut1 \ Ut2 and by V t the event V t1 \ V t2 , and since
fðX tð1:2Þ;1; . . . ;X tð1:2Þ;nÞ6 ðx1; . . . ; xnÞg ¼ fUtg [ fV tg:
Hence, given that we have disjoint events, we can state that
F tð1:2Þðx1; . . . ; xnÞ ¼ P ðUtÞ þ PðV tÞ: ð14Þ
Taking into account that P ðUtÞ ¼ P ðV tÞ (G is a continuous function), it is
enough to obtain P ðUtÞ. In order to do so we ﬁnd the conditional probability
P ðUtjX t1;1 ¼ x1;1; . . . ;X t1;n ¼ x1;nÞ and then we integrate over the rest of the
variables:
P ðUtjX t1;1 ¼ x1;1; . . . ;X t1;n ¼ x1;nÞ
¼ P ðGðX
t
2;1; . . . ;X
t
2;nÞPGðx1;1; . . . ; x1;nÞÞ if x1;16 x1; . . . ; x1;n6 xn
0 otherwise:

To simplify the notation we write:








P ðUtjX t1;1 ¼ x1;1; . . . ;X t1;n ¼ x1;nÞ







AtðGðx1ÞÞf t1ðx1;1Þ . . . f tnðx1;nÞdx1;1 . . . dx1;n:
Hence, the distribution function of Xtð1:2Þ is







AtðGðxÞÞ  f t1ðx1Þ . . . f tnðxnÞdx1 . . . dxn:
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Deriving the above expression we obtain the density function as
f tð1:2Þðx1; . . . ; xnÞ ¼ 2AtðGðxÞÞ
Yn
i¼1
f ti ðxiÞ: ð16Þ
3.2. Calculation of ltþ1i and r
tþ1
i
To obtain ltþ1i and r
tþ1
i we must ﬁrst calculate each marginal density










ð1:2Þ;iðxiÞdxi  ðltþ1i Þ2: ð18Þ

















f tj ðxjÞdx1 . . . dxi1 dxiþ1 . . . dxn












f tj ðxjÞdx1 . . . dxi1 dxiþ1 . . . dxn: ð20Þ
As can be seen in (19) the calculations of ltþ1i and r
tþ1
i are closely related to
the objective function G. For this reason, our analysis will now focus on the
following two cases:
• The case of linear functions.
• The case of quadratic functions.
4. Linear functions
We shall start by studying the simplest case, where the function LðxÞ under
consideration is






This will help us to see how the algorithm performs far from the optimum.
320 C. Gonzalez et al. / Internat. J. Approx. Reason. 31 (2002) 313–340
4.1. Calculation of ltþ1i
As the calculations are analogous for each component, they will only be
given for the ﬁrst component:







To simplify the notation, in the following calculations the superscript cor-
responding to the step is left out. It is, however, written in the ﬁnal expression
of ltþ1i and r
tþ1
i .
First we need to know the value of AðLðxÞÞ


















since each Xi is a random variable with density function fNðli;riÞðxiÞ, we know




















































fnðxnÞ . . .
Z 1
1
fkðxkÞ . . .
Z 1
1
f2ðx2ÞAðLðxÞÞdx2 . . . dxk . . . dxn
ð26Þ
using the following notation:
gkðx1; xkþ1; xkþ2; . . . ; xnÞ ¼
Z 1
1
fkðxkÞ . . .
Z 1
1
f2ðx2ÞAðLðxÞÞdx2 . . . dxk
ð27Þ
with k ¼ 2; . . . ; n, we know that
h1ðx1Þ ¼ gnðx1Þ: ð28Þ
C. Gonzalez et al. / Internat. J. Approx. Reason. 31 (2002) 313–340 321
We are going to prove by induction on k that





















First this is demonstrated when k ¼ 2, after which we use as inductive hy-
pothesis case k and demonstrate that (29) is fulﬁlled in case k þ 1.
Before proving Eq. (29), we must ﬁrst take into account the following results


























Now we verify that (29) is satisﬁed when k ¼ 2
























Making the transformation of variable ðx2  l2Þ=r2 ¼ s we ﬁnd that


















































Taking into account the result (30):





































By the inductive hypothesis, we assume that (29) is true for k, let us now see
whether it is true for k þ 1:
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Taking into account the change of variable ðxkþ1  lkþ1Þ=rkþ1 ¼ s, we ﬁnd
that




























By again using the result (30), we ﬁnd that




































Substituting the corresponding value of I0 in this point
























































So we have proven that (29) is fulﬁlled, therefore
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The expression for the expectation in any component i is obtained analo-
gously:
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4.2. Calculation of rtþ1i
As done before in calculating ltþ1i , we only make the calculations for i ¼ 1,
after which we generalize the result:
ðrtþ11 Þ2 ¼ Var½X tþ1ð1:2Þ;1 ¼ E½ðX tþ1ð1:2Þ;1Þ2  ðE½X tþ1ð1:2Þ;1Þ2: ð42Þ
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Now the superscripts corresponding to the step are written in order to ob-
tain the full expression:
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4.3. Analyzing the algorithm’s behaviour
Having obtained the expressions of ltþ1i and r
tþ1
i , we now try to predict the
algorithms behaviour when t increases. This is done by analyzing each se-
quence of means fltigt and each sequence of standard deviations frtigt with
t 2 N.
To prove that the algorithm performs properly we must show that
when ai > 0) lti ! 1; as t !1
when ai < 0) lti ! þ1; as t !1;
ð49Þ
because if so, the algorithm would improve at each step, minimizing un-
boundedly the value of the objective function.
Unfortunately means sequences fltigt with t 2 N are diﬃcult to study when
standard deviations rti are not equal in each component. However, we can state
that the improvement at each step and in each component can be written as
follows:










Hence, given that sequences frtigt decrease for all i (see Eq. (48), with
ai > 0), the improvement in each component decreases when t increases.
Given the diﬃculty of analyzing the sequences fltigt and frtigt with t 2 N, we





and the sequence of standard deviations meets the condition:
rti ¼ rt; with i ¼ 1; . . . ; n: ð52Þ
First of all we study the sequence of standard deviations frtgt with t 2 N.
Given that




we can write rtþ1 as a function of r0. Therefore, solving the recurrence, the
sequence of standard deviations can be written as follows:




The above expression helps us to analyze the means sequence fltgt with
t 2 N. After substituting this expression in Eq. (41) we obtain:
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We can also express lt in terms of l0 and r0:


















 t=2  1
np1
np
 1=2  1 : ð56Þ
This new form of writing lt makes it easier to analyze the means sequence.













 t=2  1
np1
np
 1=2  1
!






 1=2  1 ¼ l0 þ
r0ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
np 1p  ﬃﬃﬃﬃﬃnpp : ð57Þ
Therefore, although the mean values decrease at each step, this decrease is
not unbounded. This fact implies poor algorithm performance, leading us to
conclude that this algorithm does not work as expected when we are far from
the optimum and the number of tournaments at each step is inﬁnite.
To see how the algorithm performs with a ﬁnite number of tournaments, we
carried out a number of experiments. Having chosen the number of tourna-




xi; with x ¼ ðx1; x2Þ 2 R2: ð58Þ
The initial density functions used were
fX 0i ðxiÞ ¼ fNð1;2ÞðxiÞ; with i ¼ 1; 2: ð59Þ
We ran the algorithm 50 times for diﬀerent number of tournaments (10, 50,
100, 1000, 10,000). After which we calculated the average value of the mean at
each generation. Here we only show the results for the mean values in the ﬁrst
component (the values for the second are analogous). The results can be seen in
Fig. 2.
The experiments show that a low number of tournaments does not guar-
antee an unbounded decrease in the mean values. In fact, as can be seen in
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Fig. 2, the mean values block for a low number of generations when the
number of tournaments is small.
The experiment shows that the algorithm performs worse the smaller the
number of tournaments made.
5. Quadratic function
This section deals with our analysis of the case in which the function con-
sidered is






This function is used in the literature to study the algorithms behaviour
near the optimum.
Fig. 2. Values of lt1 for diﬀerent numbers of tournaments.
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We attempted to make a similar analysis to the one made in the linear case.
However, during the study of this function, problems arose in calculating some
integrals. These problems forced us to make certain simpliﬁcations in order
to obtain as much information as possible concerning the algorithms behav-
iour.
5.1. Calculation of ltþ1i







































r1 . . . rn
 eðu1l1Þ2=2r21    eðunlnÞ2=2r2n du1 . . . dun:
where D ¼ fu21 þ    þ u2n P x21 þ    þ x2ng.
Here we encounter the ﬁrst problem: to solve the above integral. To do so
we make the following simpliﬁcation: assuming that each Xi is a random
variable distributed as a normal with mean li ¼ 0 and deviation ri ¼ r, in
other words with density function fNð0;rÞðxiÞ. This is the only case where we ﬁnd
the above integrals solvable.
Using these kind of density functions implies studying the algorithms be-
haviour when the density functions are centered on the optimum, so we are
really very near the optimum. But here we wonder: is the optimum actually
reached? If the answer is yes, what is the speed of convergence as the dimension
increases?
In order to answer these questions we carry out the following analysis:
1. To ensure that at each step we do not move away from the optimum, we
have to demonstrate that
l0i ¼ 0) lti ¼ 0 8t: ð63Þ
2. To prove that the optimum is reached we have to see whether
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rt ! 0 as t !1: ð64Þ
3. We study the speed of convergence as dimension increases. This study allows
us to compare the diﬃculty in approaching the optimum as dimension in-
creases.
5.2. Calculation of ltþ1 and rtþ1
First of all, as in the linear case, in order to calculate ltþ1 and rtþ1 we need to



















þþu2nÞ=2r2 du1 . . . dun;
where D ¼ fu21 þ    þ u2n P x21 þ    þ x2ng. Taking into account the change of











þþt2nÞ=2 dt1 . . . dtn;
whereD ¼ ft21 þ    þ t2n PQðxÞ=r2g. This integral can be solved thanks to the
generalization to n dimensions of the spherical change of variable in dimension
three. This change can be seen in detail in the Appendix A. Here we give the
essential information:
• The variables ðt1; . . . ; tnÞ are changed to the variables ðq; an1; an2; . . . ;
a2; a1Þ.
• The range of variation of each new variable is
06 q61; ð65Þ
p=26 an1; an2; . . . ; a26 p=2; ð66Þ
06 a16 2p: ð67Þ
• The Jacobian of the transformation is
jJnj ¼ qn1  cos a2  cos2 a3    cosn3 an2  cosn2 an1: ð68Þ
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where SðnÞ ¼ 2pð ﬃﬃﬃpp Þn2=C n=2ð Þ is the constant associated with the spherical
change of variable in n dimensions (see the Appendix A). Therefore, substi-














Let In denote indeﬁnite integral
R
qn1eq
2=2 dq, and Inðu; vÞ denote deﬁnite
integral Injvu. The integral Inð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
QðxÞp =r;1Þ has diﬀerent values when n is odd or
even. When n is odd I1ð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
QðxÞp =r;1Þ is an incomplete Gamma function (it has
no explicit expression), meaning that from here we only work with even di-




















In order to solve integral I2n we write:
u ¼ q2n2 ) du ¼ ð2n 2Þq2n3 dq; ð72Þ
dv ¼ qeq2=2 dq ) v ¼ eq2=2; ð73Þ
so that




¼ q2n2eq2=2 þ ð2n 2Þ  I2n2: ð74Þ
substituting the expressions of I2nj, with j ¼ 2; . . . ; 2n 2:
332 C. Gonzalez et al. / Internat. J. Approx. Reason. 31 (2002) 313–340
I2n ¼ q2n2eq2=2  ð2n 2Þq2n4eq2=2  ð2n 2Þð2n 4Þ





















































































































dx2 . . . dx2n:
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Changing the variable, xi=r ¼ ti, and taking into account that ðQðxÞÞk ¼


















" þ r2ðt22 þ    þ t22nÞn1 þXn
j¼2
x21
 þ r2ðt22 þ    þ t22nÞnj
 r2ðj1Þ  2j1  n!
nðn j!Þ
#
dt2 . . . dt2n:
Making again the generalization to 2n 1 dimensions of the spherical


































































2ðx21 þ r2q2Þnj dq, with
j ¼ 1; . . . ; 2n is not an easy task, hence to ﬁnd an explicit general expression for
h1ðx1Þ is diﬃcult. Therefore we have solved this integral for some ﬁnite cases
(by parts). It allows us to give a general idea concerning the algorithms per-
formance as the problem dimension increases.
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5.3. Analyzing the algorithm’s behaviour
As explained above we solve h1ðx1Þ in some ﬁnite cases. Although our
analysis will not be so general as in the linear case, however we do obtain some
information about the algorithms behaviour near the optimum.
The ﬁnite cases are
2n ¼ 2; 4; 6; 8; 10; 12; 14; 16; 18; 20; 22; 24; 26; 28; 30; 40;
50; 60; 70; 80; 90; 100; 150; 200; 300; 400; 500; 600: ð78Þ
After obtaining the values for h1ðx1Þ, for the above cases, we substitute them
in the expression of ltþ1, obtaining ltþ1 ¼ 0 for every t. The results of substi-
tuting these values in the expression of rtþ1 are summarized in Table 1.
Table 1






























C. Gonzalez et al. / Internat. J. Approx. Reason. 31 (2002) 313–340 335
As can be seen in Table 1, for these ﬁnite cases we can write rtþ1 ¼ a2nrt. The
factor of decrease a2n is represented in Fig. 3.
Having the fa2ng data we consider convenient to ﬁnd a formula that
approximates it, in other words, to ‘‘ﬁt’’ a curve through the points in fa2ng
data. It allows us to estimate the speed of convergence. We ﬁnd the following
least-squares ﬁt to data:
gðnÞ ¼ 1 0:4ﬃﬃﬃ
n
p : ð79Þ
Fig. 4 shows that gðnÞ ﬁt properly the fa2ng data.
The results indicate that
1. The value of rt ! 0 as t !1 in the analyzed dimensions, therefore the al-
gorithm reaches the optimum.
2. Due to gðnÞ seems to ﬁt properly the points in fa2ng data, the speed of con-
vergence decreases with the dimension as Oð1= ﬃﬃﬃnp Þ.
Therefore we can conclude that in the ﬁnite cases studied, the algorithm
reaches the optimum, but the speed of convergence decreases as the dimension
of the problem increases.
Fig. 3. Factor of decrease of rtþ1.
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6. Conclusions
This work is one of the few that deal with mathematical modelling of EDAs.
We have modelled the UMDAc algorithm with tournament selection applied to
linear and quadratic functions when an inﬁnite number of tournaments is
performed.
Based on this modelling we have analyzed its behaviour in n-dimensional
linear functions and in an n-dimensional quadratic function. In the case
of linear functions we conclude that the algorithm does not work correctly in
linear function L1ðxÞ ¼
Pn
i¼1 xi, with x ¼ ðx1; . . . ; xnÞ 2 Rn. After doing certain
assumptions in the case of quadratic function QðxÞ ¼Pni¼1 x2i , we have proved
for some ﬁnite dimensions that the algorithm reaches the optimum. Moreover,
the speed of convergence is slower when the dimension increases.
The obtained results are closely related to the distributions chosen (unidi-
mensional normals). It will be helpful to study the behaviour of the algorithm
when other distributions are used.
Now our main objective is to arrive at an analogous model and analysis for
the UMDA algorithm in the discrete case.
Fig. 4. Fitting fa2ng values.
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Appendix A
This section explains in detail the generalization to n dimensions of the
spherical change of variable in dimension three.
The ﬁrst step is to solve the problem for n ¼ 4. In spherical coordinates the
position of a point Pðx1; x2; x3; x4Þ in the space is determined by four numbers q,
a1, a2, a3, where
• q is the distance from point P to the origin.
• a3 is the angle formed by the vector OP and its projection (denoted by r1)
upon the plane OX1X2X3.
• a2 is the angle formed by the projection of r1 (denoted by r2) upon the plain
OX1X2.
• a1 is the angle formed by axis X1 and r2.
Taking these facts into account, we can write the old coordinates depending
on the new ones:
x4 ¼ q sin a3; ðA:1Þ
x3 ¼ q cos a3 sin a2; ðA:2Þ
x2 ¼ q cos a3 cos a2 sin a1; ðA:3Þ
x1 ¼ q cos a3 cos a2 cos a1: ðA:4Þ
For any point P ðx1; x2; x3; x4Þ 2 R4, each new variable varies in
06 q61; ðA:5Þ
p=26 a2; a36 p=2; ðA:6Þ
06 a16 2p: ðA:7Þ
Jacobian of the change J4 is
J4 ¼ q cos a2 cos2 a3: ðA:8Þ
Therefore after making this change of variable in integral:
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Z Z Z Z
R4









f ðq; a3; a2; a1Þ  q cos a2 cos2 a3 da1 da2 da3 dq:
ðA:10Þ
Taking into account the above arguments, we can say that using the gen-



















f ðq; an1; . . . ; a1Þqn1 cos a2  cos2 a3
 cosn3 an2    cosn2 an1 da1 da2 da3 . . . dan2 dan3 dan1 dq:
In the integrals we have to solve in this article using this change of variable,
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 ; ðA:13Þ







  : ðA:14Þ
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