Abstract. The Balian-Low Theorem is a strong form of the uncertainty principle for Gabor systems which form orthonormal or Riesz bases for L 2 (R). In this paper we investigate the Balian-Low Theorem in the setting of Schauder bases. We prove that new weak versions of the Balian-Low Theorem hold for Gabor Schauder bases, but we constructively demonstrate that several variants of the BLT can fail for Gabor Schauder bases that are not Riesz bases. We characterize a class of Gabor Schauder bases in terms of the Zak transform and product A 2 weights; the Riesz bases correspond to the special case of weights that are bounded away from zero and infinity.
Introduction
A Gabor or Weyl-Heisenberg system consists of a discrete set of time-frequency shifts of a fixed window function or atom g ∈ L 2 (R). Often, the indexing set is required to possess some structure. For example, we will consider lattice Gabor systems of the form G(g, α, β) = M βn T αk g k,n∈Z = e 2πiβnt g(t − αk) k,n∈Z , (1.1)
where T x is the translation operator T x g(t) = g(t − x), M ξ is the modulation operator M ξ g(t) = e 2πiξt g(t), and the compositions T x M ξ or M ξ T x are called time-frequency shift operators. Gabor systems can also be defined in higher dimensions and on general lattices or even completely irregular sets of time-frequency shifts. One may also consider continuous Gabor transforms. For background on the theory and applications of Gabor systems we refer to [Grö01] , [FeiStr98] , [FeiStr03] .
Gabor [Gab46] proposed using the Gaussian function ϕ(t) = e −t 2 as a window, with respect to the unit time-frequency shift lattice (α = β = 1). However, while this Gaussian Gabor system G(ϕ, 1, 1) is complete in L 2 (R) and remains complete if any single element of G(ϕ, 1, 1) is removed (cf. [Fol89, p. 168]), it is not an orthonormal basis, a Riesz basis, a frame, or a Schauder basis for L 2 (R) (even if the "extra" element is removed). However, completeness alone is too weak a property to be useful in practice. A Schauder basis allows unique representations of elements of L 2 (R) in terms of the basis elements, i.e., G(g, α, β) is a Schauder basis if for each f ∈ L 2 (R) there exist unique scalars c kn (f ) such that f = k,n∈Z
with convergence of the series in the norm of L 2 with respect to some fixed ordering of the series. However, for a Schauder basis there need not be any direct relation between the size of the coefficients c kn (f ) and the norm of f . In contrast, if G(g, α, β) is a frame (defined precisely in Section 2.1 below), then it follows not merely that G(g, α, β) is complete, but that every f ∈ L 2 (R) can be written as in (1.2) for a canonical choice of scalars c kn (f ) whose 2 -norm forms an equivalent norm for L 2 (R). Moreover, for a frame the series (1.2) converges unconditionally in L 2 -norm, i.e., regardless of ordering. However, a frame need not provide unique expansions-the scalars c kn (f ) need not be unique in general. The canonical choice of scalars is determined by the canonical dual frame, which for a lattice Gabor frame G(g, α, β) is another lattice Gabor frame G( g, α, β) generated by a dual window g ∈ L 2 (R). A Riesz basis is both a frame and a Schauder basis, and thus provides unique unconditionally convergent expansions whose coefficients stably encode the norm of f .
The Density Theorem for Gabor systems provides necessary (but not sufficient) conditions for G(g, α, β) to be complete, a frame, a Riesz basis, or a Riesz sequence (a sequence which need not be complete but forms a Riesz basis for its closed span within L 2 (R)). Moreover, these conditions are formulated solely in terms of the lattice αZ × βZ. The Density Theorem has a long and involved history, including extensions to general lattices, to irregular Gabor frames in higher dimensions, and beyond Gabor frames to the setting of abstract "localized frames." Some of the main references include [Bag90] , [Dau90] , [Lan93] , [RS95] , [Jan98] , [CDH99] , [BCHL06b] . We refer to [Hei06] for a detailed survey of the Density Theorem, with extensive references to the original literature.
By the Density Theorem, there is a clear separation between "overcomplete" frames and "undercomplete" Riesz sequences, with the Riesz bases corresponding to the critical density lattices which satisfy αβ = 1. Moreover, there exists a simple exact characterization, in terms of the Zak transform, of those g such that G(g, α, β) is a Riesz basis for L 2 (R) (see Theorem 2.8 below).
Unfortunately, the Balian-Low Theorem (BLT) is a classical result which implies that if G(g, α, β) is a Riesz basis, then the window g must have poor joint localization in the time-frequency plane. Specifically, the localization integrals
cannot both be finite. These same localization integrals appear in the Heisenberg uncertainty principle and indeed the BLT may be viewed as a strong form of the uncertainty principle for functions which generate a Gabor Riesz basis (we refer to [FolSit97] for a survey of uncertainty principles).
As with the Density Theorem, the BLT has a long and involved history. Stated independently by Balian [Bal81] and [Low85] for the case of orthonormal bases, a complete proof and an extension to Riesz bases was given by Coifman, Daubechies, and Semmes [Dau90] . Battle [Bat88] gave an elegant new proof for the orthonormal basis case which shows the intimate connection between the BLT and the operator theory associated with the Heisenberg uncertainty principle. This proof was further extended by Daubechies and Janssen in [DJ93] . Related theorems which relate distinct uncertainty principles to Riesz basis properties have been proved in [BHW95] , [BCGP03] , [BCP06] , [BCPS06] , and extensions of the BLT to higher dimensions appear in [FG97] , [GHHK02] , [BCM03] . We collectively refer to these results as Balian-Low Theorems. Surveys of the Balian-Low Theorems appear in [BHW95] and [CP06] , and we also note the related results in the papers [Bou88] , [BD03] , [GH04] , [BP06] .
In this paper we determine the extent to which the class of Balian-Low Theorems extend to Gabor systems G(g, α, β) which form Schauder bases but which need not be Riesz bases. Despite the large literature on Gabor systems, very little has been known to date about Gabor Schauder bases. The initial work in this direction, [DH00] , proved the existence of a particular Gabor Schauder basis that is not a Riesz basis, and also provided partial results suggesting that the Density Theorem applies to Gabor Schauder bases; cf. also [HK06] for the setting of windowed exponentials in L 2 (Ω). However, these papers clearly indicate that all results become more delicate and difficult for Schauder bases, with the consequence that open questions abound.
In this paper, we accomplish several goals, as follows.
(a) We prove that the Density Theorem does hold for lattice Gabor Schauder bases. Specifically, if G(g, α, β) is a Schauder basis, then αβ = 1. We prove that the dual basis is also a Gabor system of the form G( g, α, β) for a unique dual window g.
(b) We give a characterization of a class of Gabor Schauder bases G(g, α, β) in terms of the Zak transform of the window g and product A 2 weights.
(c) We prove that several variants of the Balian-Low Theorems fail to hold for Gabor Schauder bases.
(d) We prove new weak versions of the BLT for Gabor Schauder bases, and, as a consequence, if the window g of a Gabor Schauder basis G(g, α, β) is well-concentrated in the time-frequency plane, then the dual window g is poorly concentrated.
Thus, counter-intuitively, the window of a Gabor Schauder basis can have much better joint time-frequency localization than the generator of a Riesz basis. At the same time, the weak BLT for Gabor Schauder bases implies a striking difference from the behavior of Gabor frames. To discuss this more precisely, let us quantify time-frequency localization by the behavior of the short-time Fourier transform (STFT) of g:
If we normalize as ϕ(t) = (π/2) −1/4 e −t 2 then we have ϕ 2 = 1 and V ϕ g 2 = g 2 . We define the modulation space M 1 (R) to be the function space consisting of all g ∈ L 2 (R) whose STFT is integrable, i.e.,
Thus, a function g ∈ M 1 (R) possesses an L 1 -type of joint localization in the time-frequency plane. We refer to [Grö01, Chs. 11-13] for detailed background on the class of modulation spaces (of which M 1 is the prototypical example). In particular, we note that the choice of Gaussian window ϕ above is only for convenience; any nonzero Schwartz-class window, or indeed any nonzero window in M 1 , may be used to define the modulation spaces, with each choice of window defining the same space under an equivalent norm.
In Gabor analysis, it is essential to jointly understand the behavior of a frame G(g, α, β) and its dual frame G( g, α, β). For a Riesz basis, the Balian-Low Theorems imply that both the window and the dual window must have poor localization:
For a Gabor Riesz basis:
In contrast, Gröchenig and Leinert [GL04] proved that if the window of a Gabor frame is well-localized, then the dual window is as well, and conversely:
For a Gabor frame:
Gröchenig and Leinert's proof used deep results on symmetric C * -algebras. A new proof, based on a type of noncommutative Wiener's lemma, that extends to irregular Gabor frames and abstract localized frames was given in [BCHL06a] , [BCHL06b] .
In this paper, we constructively demonstrate that:
For a Gabor Schauder basis:
Moreover, we show that whenever the window of a Gabor Schauder basis is well-localized, then dual window must be poorly localized, specifically:
We note that many types of weight functions play important roles in many aspects of time-frequency analysis (see Gröchenig's recent survey [Grö06] for details and references). However, to date the Muckenhoupt, or A p , weights have had no application within timefrequency analysis. Our results show that the Muckenhoupt weight class is important in time-frequency analysis as a window class via the Zak transform. This is in contrast to the usual use of weights, which normally are used in time-frequency analysis in the quantification of time-frequency concentration.
Overview. Our paper is organized as follows. In Section 2.1 we present background information on Schauder bases, Riesz bases, and the Zak transform. In Section 3 we recall the classical Balian-Low Theorem and several of its variants. These results, which are all stated in terms of Riesz bases for L 2 (R), form the backdrop for our investigation into the Balian-Low Theorem for Schauder bases. In Section 4 we investigate some basic properties of Gabor Schauder bases, including the structure of the dual basis, and we present a short proof of a weak Balian-Low Theorem for Gabor Schauder bases. In Section 5 we show how to use product A 2 weights to give a characterization of a class of Gabor Schauder bases for L 2 (R). In Section 6 we show that several versions of the Balian-Low Theorem do not extend to the setting of Schauder bases. In Section 7 we prove that weak versions of the M 1 BLT and Amalgam BLT hold for Gabor Schauder bases and exact systems.
Background and Preliminaries
2.1. Schauder Bases, Frames, and Riesz Bases. We recall the definition and basic facts regarding Schauder bases, frames, and Riesz bases in Hilbert spaces. We refer to [LT77] , [Sin70] , [You01] , [Chr03] for additional background.
Definition 2.1. An ordered collection F = {f n } ∞ n=0 in a Hilbert space H is a Schauder basis for H if for each f ∈ H there exist unique scalars c n (f ) such that
where the series converges in the norm of H.
It is important to point out that Schauder basis expansions may converge conditionally, i.e., the order of summation in (2.1) matters.
The linear functionals c n in (2.1) can be shown to be continuous. Therefore there exist
Every Schauder basis has an associated biorthogonal sequence, but the converse is not true, i.e., the existence of a biorthogonal system does not imply that the original sequence is a Schauder basis. The existence of a biorthogonal sequence is equivalent to the statement that F is minimal, i.e., no element of F lies in the closed linear span of the remaining elements. A system that is both complete and minimal is said to be exact. There exist complete and minimal systems which are not Schauder bases.
Given a sequence F = {f n } ∞ n=0 which has a biorthogonal sequence
, we define the partial sum operators S N : H → H by
There are several equivalent definitions of a Schauder basis, of which we will need the following.
Theorem 2.2. Given a collection F = {f n } ∞ n=0 in a Hilbert space H, the following statements are equivalent.
(a) F is a Schauder basis.
(b) There exists a biorthogonal sequence F = { f n } ∞ n=0 such that the partial sum operators S N converge in the strong operator topology to the identity map, i.e.,
such that the partial sum operators are uniformly bounded in operator norm, i.e.,
The number C = sup N S N is called the basis constant for F . The biorthogonal sequence F is itself a Schauder basis for H, and is called the dual basis to F .
In contrast to Schauder bases, frames are defined in terms of a norm-equivalence criterion.
in a Hilbert space H is a frame for H if there exist constants A, B > 0, called frame bounds, such that
A sequence for which the upper inequality in (2.3) is satisfied, but not necessarily the lower inequality, is called a Bessel sequence.
If F is a frame then the frame operator Sf = ∞ n=0 f, f n f n is a bounded, positive, and invertible mapping of H onto itself. The canonical dual frame F = { f n } ∞ n=0 defined by f n = S −1 (f n ) yields frame expansions exactly of the form in (2.2). Moreover, those series converge unconditionally for each f . However, in general a frame need not be a Schauder basis. In particular, the scalars f, f n in (2.2) need not be unique. Among other characterizations, the following theorem shows that a Riesz basis is precisely a sequence that is both a frame and a Schauder basis.
Theorem 2.5. Given a collection F = {f n } ∞ n=0 in a Hilbert space H, the following statements are equivalent.
(a) F is a Riesz basis.
(b) F is a bounded unconditional basis, i.e., F is a Schauder basis, the basis expansions in (2.1) converge unconditionally for each f ∈ H, and 0 < inf n f n ≤ sup n f n < ∞. (c) F is an exact frame, i.e., it is a frame and is biorthogonal to its canonical dual frame. (d) F is complete and there exist constants A, B > 0 such that
(e) F is a complete Bessel sequence and possesses a biorthogonal sequence that is also a complete Bessel sequence.
The dual basis of a Riesz basis coincides with its canonical dual frame, and is itself a Riesz basis for H.
We say that a sequence is a Riesz sequence if it forms a a Riesz basis for its closed span within H.
for some scalars c kn (f ). Von Neumann's claim of completeness was proved in [BBGK71] and [Per71] . Janssen proved in [Jan81] that Gabor's conjecture is true, but he showed that the series in (2.4) converges only in the sense of tempered distributions-not in the norm of L 2 . Thus the Gabor system G(ϕ, 1, 1) fits none of the definitions given previously in this section.
On the other hand, Lyubarskii [Lyu92] and Seip and Wallstén [Sei92] , [SW92] proved that
2.2. The Zak Transform. The Zak transform was introduced by Gelfand [Gel50] and goes by several names. It is often called the Weil-Brezin map in representation theory and abstract harmonic analysis. Zak rediscovered this transform, which he called the k-q transform, in his work on quantum mechanics, e.g., [Zak67] . For more information, we refer to Janssen's influential paper [Jan82] and survey [Jan88] , or to Gröchenig's text [Grö01] . The Zak transform is an extremely useful tool for analyzing Gabor systems at the critical density αβ = 1. Because the unitary dilation D α f (t) = α 1/2 f (αt) maps the Gabor system G(g, α, 1 α ) to the Gabor system G(D α g, 1, 1), when working at the critical density we always can, by a change of variables, reduce to the case α = β = 1. This is what we will do throughout, i.e., when we are at the critical density we will only consider Gabor systems of the form
It can be shown that the series above converges in the norm of L 2 (Q), and that Z is a unitary map of L 2 (R) onto L 2 (Q). The utility of the Zak transform is made apparent by the following theorem, where we use the notation
In other words, the Zak transform diagonalizes time-frequency shifts. Since {E n,k } k,n∈Z forms an orthonormal basis for L 2 (Q) and since Z is unitary, the following characterization follows easily, cf. [HW89, Thm. 4.3.3].
Theorem 2.8. Let g ∈ L 2 (R) be given. 
Modulation Spaces.
In addition to the modulation space M 1 (R) defined in (1.3), we will need the following particular modulation spaces. We refer to [Grö01] for details.
Definition 2.9. Let ϕ(t) = (π/2) −1/4 e −t 2 . For 1 ≤ p < ∞ and s ≥ 0, the modulation space M p s (R) consists of all tempered distributions g ∈ S (R) for which the norm
is finite.
For any α, β with 0 < αβ < 1, the following is an equivalent norm for M p s (R):
It follows from the discrete-type norm given in (2.
The Balian-Low Theorems
In this section we recall the precise statement of several variants of the Balian-Low Theorem. We use the Fourier transform normalized by f (ξ) = f (t) e −2πiξt dt. Recall that, by the Density Theorem, if a lattice Gabor system is a Riesz basis then necessarily we are at the critical density, and hence it suffices to consider α = β = 1. The first part of the following theorem is the classical wording of the BLT; we also give an equivalent wording in terms of modulation spaces.
The following theorem summarizes four variations of the Balian-Low Theorem which involve different quantifications of time-frequency localization. Part (a) is formulated in terms of the modulation space M 1 (R) that was defined in (1.3). Part (b) is formulated in terms of the Wiener amalgam space
For details on the amalgam spaces, with extensive references to the original literature, we refer to the survey [Hei03] .
If any of the following hypotheses hold:
The theorem corresponding to the hypothesis in part (a) of Theorem 3.2 was proved in [FG97] , and it extends to Gabor systems on arbitrary lattices in higher dimensions. We will refer to this theorem as the M 1 BLT. [BCPS06] . It is worth mentioning that part (c) actually holds for all ε > 0, but we shall only deal with the case where ε is sufficiently small. We refer to parts (c) and (d) as nonsymmetric (p, q) BLTs.
Schauder Bases and a Weak Balian-Low Theorem
In this section we will prove some basic facts about Gabor Schauder bases, and establish that a weak version of the BLT holds for Schauder bases.
Gabor systems are naturally indexed by Z × Z, but do not come equipped with a standard enumeration. Since Schauder basis expansions may depend critically on ordering, any discussion of Gabor Schauder bases must specify a particular enumeration of Z × Z. Therefore, whenever we say that G(g, α, β) is a Gabor Schauder basis, we shall implicitly mean that there exists an enumeration of the Gabor system G(g, α, β) which is a Schauder basis. When necessary we shall explicitly define the enumeration.
4.1. The Density Theorem and the Dual Basis. We first observe that the existing results for Gabor Schauder bases implicitly contain a Density Theorem. We make this explicit as follows (we refer to [CDH99] for the definition of Beurling density). As a consequence, for lattice Gabor Schauder bases we will always be able to reduce to the case α = β = 1. It is well known that the dual basis to a Gabor Riesz basis G(g, α, β) is itself a Gabor Riesz basis G( g, α, β). This follows from the fact that if G(g, α, β) is a frame, then the frame operator S commutes with the time-frequency shifts M βn T αk . For a Gabor Schauder basis, the frame operator need not be a bounded or even well-defined map. Nonetheless, we show next that the dual of a lattice Gabor Schauder basis is also a lattice Gabor Schauder basis. By Theorem 4.1, it suffices to consider α = β = 1.
, then the biorthogonal system has the form G ( g, 1, 1) , where the dual window g ∈ L 2 (R) is defined by the condition
In particular, this determines the dual basis for a Gabor Schauder basis.
Proof. By Theorem 2.8 we have that the function G = 1/Zg belongs to L 2 (R). Therefore, by the unitarity of the Zak transform we may define
2 then by Theorem 2.7 we have that
Thus, G( g, 1, 1) is biorthogonal to G(g, 1, 1). Since an exact system has a unique biorthogonal system, it follows that G( g, 1, 1) is the biorthogonal system.
The following elementary lemma will be used later.
be an enumeration of Z × Z. If G(g, 1, 1) is a Gabor Schauder basis with respect to this enumeration, then it is also a Gabor Schauder basis with respect to the enumeration
A Weak Classical Balian-Low Theorem for Gabor Schauder Bases. Daubechies and Janssen proved in [DJ93] that a weak version of the BLT holds for Gabor systems
In particular, all Schauder bases are exact. As the proof is simpler for Gabor Schauder bases than general exact systems, we include it here. It will be convenient to state this result in terms of the unbounded operators P and X on L 2 (R) defined by P f (t) = tf (t) and Xf (t) = (P f )
where h ∨ denotes the inverse Fourier transform.
Theorem 4.4 (Weak BLT). Let g ∈ L 2 (R). If G(g, 1, 1) is a Schauder basis for L 2 (R) with dual basis G( g, 1, 1), then at least one of the functions P g, Xg, P g, X g,
Proof. Although the proof is formally similar to that in [Bat88] , extra care must be taken since Schauder basis expansions converge only conditionally in general. To this end suppose that G(g, 1, 1) is a Schauder basis for L 2 (R) with respect to a specific enumeration
We proceed by contradiction. Assume that P g, Xg, P g, X g all belong to L 2 (R). By direct calculation, for each k, n ∈ Z we have
Next, using (4.1) and Lemma 4.3, we compute that
Because the commutator [X, P ] = XP − P X = −1/(2πi)I is a multiple of the identity operator I (on the domain of [X, P ]), we have by [BHW95, Lem. 7.2] that 1 2πi g, g = P g, X g − Xg, P g . Therefore, g, g = 0 by (4.2). But this is a contradiction, because the definition of biorthogonality implies that g, g = 1.
A 2 Weights and Characterizations of Gabor Schauder Bases
Theorem 2.8 shows that the Zak transform can be used to characterize many properties of a Gabor system. In this section we address this issue of whether Gabor Schauder bases also admit a simple characterization in the Zak transform domain.
First, let us give a basic equivalent reformulation of the definition of Gabor Schauder bases. This reformulation, which is an immediate consequence of Theorems 2.2 and 2.7, reveals the issues that must be addressed in order to find the desired characterization.
Lemma 5.1. Let g ∈ L 2 (R) be given, and let {(k j , n j )} ∞ j=1 be an enumeration of Z × Z. Then the following statements are equivalent.
(a) G(g, 1, 1) is a Schauder basis for L 2 (R) with respect to the enumeration
, and the partial sum operators S N :
are uniformly bounded in operator norm, i.e., sup N S N < ∞.
Boundedness of partial sum operators in higher dimensions is in general a delicate issue, e.g., [Fef71] . However, for rectangular partial sums the problem is well understood, using A 2 weights as a tool.
5.1. Background on A 2 Weights. We give here some background and basic results on A 2 weights. We let L 1 (T) denote the space of 1-periodic functions on R that are integrable on [0, 1]. We use the convention that 0 · ∞ = 0, and the symbol 1 S will denote the characteristic function of a set S ⊆ R. We use the notation A B to mean that there exists an absolute constant C such that A ≤ CB. Definition 5.2 (A 2 weight). A nonnegative function w ∈ L 1 (T) is an A 2 (T) weight, denoted w ∈ A 2 (T), if there exists a constant C > 0 such that for every interval I ⊂ R we have
We refer to the smallest such C as the A 2 (T) characteristic of w, denoted w A 2 (T) . Note that every w ∈ A 2 (T) satisfies 1 ≤ w A 2 (T) .
Now define e n (t) = e 2πint .
The following fundamental theorem of Hunt, Muckenhoupt, and Wheeden addresses the uniform boundedness of the Fourier partial sum operators
in weighted L 2 spaces. In particular, the equivalence of statements (a) and (b) in the following theorem is a special case of [HMW73, Thm. 8]. We let L 2 w (D) be the space of all complex-valued functions f on D for which 
where C w is the norm bound for the conjugate function on L 2 w (T) (see [HMW73, Thm. 1]). It therefore suffices to know that C w is controlled from above by w A 2 (T) . This is a consequence of the corresponding sharp result for the Hilbert transform proved in [Pet03] . For our purposes, the full strength of (5.3) is not needed, and any reasonable relation between sup N T N 2 2,w and w A 2 (T) is enough for our subsequent results. In this regard, the weaker estimates given by [PP02] and [Buc93] would also suffice.
Rewriting Theorem 5.3 in terms of the partial sum operators for windowed systems of exponentials gives the following. Here ·, · denotes the usual inner product on L 2 (T).
Corollary 5.4. Let w ∈ L 2 (T) be nonzero a.e., and define w = 1/w. Let {n j } ∞ j=1 be the enumeration {0, 1, −1, 2, −2, 3, −3, . . .
be the operator formally defined by
f, e n j · w (e n j · w), and let S N denote its operator norm. Then the following statements are equivalent.
|w| 2 (T) be defined by (5.2). By Theorem 5.3, it suffices to show that sup N T N 2,|w| 2 < ∞ if and only if sup N S N < ∞.
Suppose that C = sup N T N 2,|w| 2 < ∞. Then for f ∈ L 2 (T) we have
Since |w| 2 ∈ A 2 (T), we have A = w 2 w 2 < ∞. Therefore
Hence sup N T N 2,|w| 2 < ∞.
Product Domains and Enumerations of Z×Z.
The results of the preceding section readily extend to product domains. In fact, many related results are true more generally in the setting of singular integral operators and maximal functions on product domains, e.g., [FefSte82] , [CF85] .
We let L 1 (T × T) denote the space of functions on R 2 that are 1-periodic in each variable and integrable on [0, 1] 2 .
Definition 5.5 (Product A 2 weight). A nonnegative function w ∈ L 1 (T×T) is an A 2 (T×T) weight if there exists C > 0 such that for all intervals I, J ⊂ R we have
The above definition of product A 2 weights is equivalent to requiring that w satisfies a uniform A 2 condition in each variable, e.g., see [CF85, p. 15] . More precisely, w ∈ A 2 (T × T) if and only if for almost every x ∈ T and and for every interval J ⊂ R,
and likewise for the y variable. For perspective, recall that the product weights in A 2 (T × T) differ from classical A 2 (T 2 ) weights in that they involve averages over rectangles instead of just squares.
For our purposes, formally define
where E n,k (t, ξ) = e 2πint e −2πikξ is as defined in (2.6).
Theorem 5.6. Let w ∈ L 2 (T × T) be nonnegative. Then the following statements are equivalent.
(a) sup M,N T M,N 2,w < ∞.
e n e n be as defined in (5.2). Then since w t = w(t, ·) and w ξ = w(·, ξ) satisfy uniform A 2 conditions, we have by Theorem 5.3 that there exists a constant C such that for a.e. t and ξ we have
w ξ (T) for a.e. t and ξ. Define
(a) ⇒ (b). This direction is similar to the proof of Theorem 8 in [HMW73] . Suppose that
Choose any rectangle I × J. Without loss of generality we may assume that |I|, |J| are small, e.g., |I|, |J| ≤ 1 16
. Choose any integer N such that
Similarly choose M so that
. Let H ≥ 0 be any nonnegative 1-periodic function that is supported in the 1-periodic extension of I × J. Then for (t, ξ) ∈ I × J we have = ∞. In this case there must be some
1/2 . Then I×J H = ∞, while H 2,w = F 2 is finite. Equation (5.4) therefore implies that I×J w = 0, and hence (5.5) holds trivially in this case as well. Therefore w ∈ A 2 (T × T).
Corollary 5.7. Let W ∈ L 2 (T × T) be nonzero a.e., and define
and let S M,N denote its operator norm. Then the following statements are equivalent.
Proof. Using Theorem 5.6, the proof is similar to that of Corollary 5.4.
It will be convenient to work with the following set of enumerations of Z × Z, which are well-suited for dealing with rectangular partial sums. 
Thus we must estimate the norm of
This series corresponds to terms that have been added to a rectangle according to the algorithm given in Definition 5.8. For example, if terms have been added to the top of the rectangle, then (5.7) has one of the following two forms:
The first sum is bounded by
The second sum in (5.8) is bounded by
Substituting each of (5.9) and (5.10) into (5.7), we conclude that for this case we have S Note that while Zg has a natural quasiperiodic extension from [0, 1) 2 to R 2 , the definition of A 2 weight only depends on the absolute value of the weight, and |Zg| is 1-periodic in each variable.
Theorem 5.10. Let g ∈ L 2 (R) be given. Then the following statements are equivalent.
(a) The Gabor system G(g, 1, 1) is a Schauder basis for L 2 (R) with respect to every enumeration σ = {(k j , n j )} ∞ j=1 ∈ Λ. Further, if C σ is the basis constant associated to the enumeration σ, then sup σ∈Λ C σ < ∞.
Proof. (a) ⇒ (b). Suppose that statement (a) holds. Then by Lemma 5.1 we have that 1/Zg ∈ L 2 (T × T). Further, by hypothesis, sup N,σ S σ N ≤ sup σ∈Λ C σ < ∞, so Corollary 5.9 implies that |Zg| 2 ∈ A 2 (T × T). While Theorem 5.10 implies that if |Zg| 2 ∈ A 2 (T × T) then G(g, 1, 1) is a Schauder basis with respect to every enumeration σ ∈ Λ, this does not imply that it is a Schauder basis with respect to every possible enumeration of Z × Z, since that would imply that G(g, 1, 1) is a Riesz basis. In fact, by Theorem 2.8, the Riesz bases correspond to the subclass of weights in A 2 (T × T) that are essentially bounded, i.e., bounded away from zero and infinity. The following example is inspired by Babenko's example from [Bab48] , cf. [Sin70, Ex. 11.2, pp. 351-354], and gives examples of Gabor Schauder bases that are not Riesz bases.
Example 5.11. Fix 0 < α < 1/2. Assume that g = g α ∈ L 2 (R) satisfies:
Since g is supported in [0, 1], a direct calculation shows that |Zg(t, ξ)| 2 = |g(t)| 2 ∈ A 2 (T×T). Therefore, Theorem 5.10 implies that G(g, 1, 1) is a Schauder basis for L 2 (R) with respect to every enumeration σ ∈ Λ. However, since |Zg| is not bounded away from zero, Theorem 2.8 implies that G(g, 1, 1) is is not a Riesz basis for L 2 (R).
We make some additional remarks concerning the windows constructed in Example 5.11. Note that since Zg is bounded, G(g, 1, 1) is a Bessel sequence, i.e., it has an upper frame bound. Since g is supported in [0, 1], the dual window is easily seen to be the function that is g = 1/g on [0, 1] and zero elsewhere. The dual basis G( g, 1, 1) possesses a lower frame bound but not an upper frame bound (compare Theorem 7.1).
Theorem 5.10 allows one to generate other interesting examples. Building on Example 5.11, the following example provides a Gabor Schauder basis that has neither an upper frame bound nor a lower frame bound. In other words, e.g., [Sin70] , this Gabor Schauder basis is neither Besselian nor Hilbertian.
Example 5.12. Fix 0 < α < 1/2 and let g = g α be the function from Example 5.11. Define
As in Example 5.11, we have that Zf (t, ξ) = f (t) for (t, ξ) ∈ Q. Further, Zf , 1/Zf ∈ L 2 (R), so we at least have that G(f, 1, 1) is complete and minimal. However, one can check that |Zf | 2 ∈ A 2 (T × T), so in fact we have that G(f, 1, 1) is a Schauder basis with respect to every enumeration σ ∈ Λ. However, since |Zg| is not bounded away from zero or infinity, we conclude that G(f, 1, 1) has neither an upper frame nor a lower frame bound.
For perspective, note that f / ∈ M 1 (R) since any Gabor system generated by a window in M 1 (R) is a Bessel sequence, [Grö01, Thm. 12.2.3]. By contrast, we shall later prove (see Theorem 6.1) that the example g from Example 5.11 does belong to M 1 (R).
Example 5.13. The two preceding examples were both compactly supported. However, we can easily create noncompactly supported examples. For example, since the Fourier transform is unitary, if g is one of the functions constructed in Example 5.11 or 5.12, then G( g, 1, 1) is a Gabor Schauder basis with respect to every enumeration in Λ, but it is not a Riesz basis, and g is not compactly supported. We can also work directly in the Zak transform domain. Again let g be any function constructed in Example 5.11 or 5.12, and let h be any function supported in [0, 1] 
, and, for every enumeration in Λ, G(f, 1, 1) is a Gabor Schauder basis that is not a Riesz basis. By definition of the Zak transform, if h is not a trigonometric polynomial, then f cannot be compactly supported.
In general, while every Schauder basis is complete and minimal, the converse need not be true. If ϕ(t) = e −t 2 , then we know that a proper subset of G(ϕ, 1, 1) is complete and minimal but is not a Schauder basis. The following example shows that it is possible for a lattice Gabor system G(g, 1, 1) (not just a subset) to be complete and minimal yet not form a Schauder basis for L 2 (R).
Example 5.14. For n = 1, 2, 3, . . . , set A n = (3/2) n/2 and B n = (2/3) n/2 . Define disjoint intervals
and set I n = L n ∪ R n . Then |I n | = 2 −n = 2|R n | = 2|L n | and ∞ n=1 I n = [0, 1). For t ∈ R, let g be the following nonnegative function supported in [0, 1]:
A n 1 Ln + B n 1 Rn .
We compute that Letting n → ∞, we see that |Zg| 2 / ∈ A 2 (T × T). Therefore, by Theorem 5.10 there exists at least one enumeration σ ∈ Λ with respect to which the Gabor system G(g, 1, 1) is not a Schauder basis for L 2 (R).
Counterexamples to the Balian-Low Theorems for Gabor Schauder Bases
In this section we investigate the extent to which the variants of the Balian-Low Theorem hold in the setting of Schauder bases. It was conjectured in [DH00] that if hypothesis (a) of Theorem 3.2 holds, then the conclusion of that theorem remains true if "Riesz basis" is replaced by "Schauder basis." In other words, it was conjectured that there do not exist any Gabor Schauder bases whose window function belongs to M 1 (R). We will provide counterexamples to that conjecture in this section. Moreover, our counterexamples apply to each of the four hypotheses appearing in Theorem 3.2.
Theorem 6.1. The conclusion of Theorem 3.2 is false if "Riesz basis" is replaced by "Schauder basis."
Specifically, if g = g α with 0 < α < 1/2 is one of the functions constructed in Example 5.11, then G(g, 1, 1) is a Schauder basis for L 2 (R) with respect to any enumeration σ ∈ Λ, but it is not a Riesz basis for L 2 (R). Further, the following statements hold.
(a) g ∈ M 1 (R).
(b) g, g ∈ W (C, 1 ).
(c) If 1 < q < 2 < p < ∞, Since g is continuous and compactly supported, we certainly have that I p+ε (g) < ∞. Therefore, we just have to show that I q+ε ( g) < ∞. Let ϕ be a C ∞ (R) function which equals 1 on [−2ν, 2ν] and is supported in [−3ν, 3ν] for some sufficiently small fixed ν > 0. Let ψ be a C ∞ (R) function that equals 1 on [3ν, 1 − 3ν] and is compactly supported in [2ν, 1 − 2ν]. Finally suppose that the partition of unity property ϕ(t) + ψ(t) + ϕ(t − 1) = 1 holds for all t ∈ [0, 1]. Since ψ(t)g(t) is C ∞ (R) and is compactly supported, it suffices to show that I q+ε ( h 1 ) < ∞ and that I q+ε ( h 2 ) < ∞, where h 1 (t) = ϕ(t)g(t) and h 2 (t) = ϕ(t − 1)g(t). Both estimates are similar, so we only prove the estimate for h = h 1 .
To estimate I q ( h) we use [Ste70, Prop. 4, p. 139], which implies that for any 0 < s < 1 there exists 0 < C s such that Since h is supported on [0, 3ν] it follows that J 1 = J 5 = 0. Note that since q + ε − 2α < 1, we have Next, since |(x + t) α − x α | ≤ αtx α−1 for all 0 < x, t, we have that 
