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布。本文对两类 Hill 型估计量进行如下研究：由于 Hill 估计量对正极值指数的估计
是位置可变的，本文对其位置平移后估计的变化和特点采用蒙特卡罗随机模拟方法
进行模拟分析；另外，本文对位置不变的改进型 Hill 估计量的估计效果与 Pickands
估计、Hill 估计进行比较分析并得出的结论：针对 Frechet-Pareto 型分布样本，在一
般情况下，位置不变的 Hill 估计量可作为估计极值指数的首选。 









































Methods for the estimation of Extreme Value Index of the tail distribution in Extreme 
Value Theory are of two main types: semi parameter method and parameter method, the 
former is the tail of a distribution based on Hill estimator, the other is based on the 
Generalized Pareto Distribution. In this paper, two kinds of Hill estimator type are 
reasearched as follows: as the Hill estimation for positive Extreme Value Index is variable 
for its position, we get the characteristics of estimates when its position shifted by Monte 
Carlo simulation method; this paper also reasearched the effect of Location-invariant Hill 
estimator compared with Pickands estimator and Hill estimator ,the conclusion is that ,in 
general, the Location-invariant Hill estimator can be used to estimate the Extreme Value 
Index of first choice based on the type of Frechet-Pareto samples. 
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本文对两类 Hill 型估计量进行如下研究：Hill 估计量对正极值指数的估计是位置
可变的，本文对其位置平移后估计的特点采用蒙特卡罗随机模拟方法进行模拟分析；




二阶条件和对极值指数(Extreme Value Index)的估计方法； 
第三章针对 大于 0 时的 GEV 分布即 Frechet-pareto 族的 9 种分布，采用蒙特卡
罗模拟给出 Hill 统计量以及平移后的 Hill 统计量随机模拟结果并得出结论：Hill 估
计量平移以后的估计受一阶参数 影响大，受二阶参数  影响较小。 
第四章为探讨位置不变 Hill 估计量的特点及估计效果，对 Frechet-pareto 族分















Pickands 统计量估计极值指数随机模拟结果和均方误差 MSE 模拟结果，由此得出针















































设 1 2, ,... nX X X 是一列独立同分布的随机变量，共同的分布函数为F(x)，对自然数
n，令 
 1 2 nmax ,...,nM X X X ， ，  1 2 nmin ,...,nm X X X ，  
分别表示这n个随机变量的最大值和最小值，则有 
1 2 nPr ) Pr( ,..., ) ( ), ,
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定理 2.1.1 (Fisher-Tippet) 
设 1 2, ,... nX X X 是独立同分布随机变量序列，如果存在常数列 na  0 和 nb ,使
得对某一非退化分布函数H(x): 
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这三种分布统称为极值分布（extreme value distribution）。 
若 ( )F x 的极值分布为 Frechet 分布型，那么有
1
1 ( ) ( )FF x x x


   ，其中 ( )F x 为
缓慢变换。即 1/( )F x RV  。定义
1 1( ) (1 ) ( )uU x F x x
x
    ，那么 ( ) ( )uU x x x
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这三个密度函数都是单峰函数。 
2.1.2 Frechet 分布型极值分布的二阶变换 
若存在 ( )a x 使
( ) ( ) 1
,
( )






  ，称 ( ) ( ( ))U x C a x 。 为极值指
数，即一阶条件下的极值参数，其中 ( ) ( )a x U x 。 
若存在 0  使 
2
1 ( ) ( )
lim ( ( )) ( )
( ) ( )x
U xu U x
h u ch u















 ，那么我们称  为二阶极值指数参数。 
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成立。可以得到，上式的二阶条件等价于 c 使： 
log ( ) ( )x c dx o x     
成立，其中，c，d 都是常数。更多的关于二阶条件的内容和例子可以参阅 de Haan 和
Ferreira 的文章。下表 2.1 给出了常见 Frechet 分布型二阶参数。 
 
表 2.1 几种 Frechet 分布的一阶和二阶参数 
 
2.1.3 广义极值分布 
分布 1-F(x) 一阶 EVI ( )b x  
二阶   
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其中， ， R ， 0  ，我们称H为广义极值分布(generalized extreme value distribution)
简称GEV分布，当 =0， =1时，称之为GEV标准形式。这个模型具有三个参数：位







设 1 2, ,... nX X X 是独立同分布随机变量序列，如果存在常数列 na  0 和 nb ,使
得对某一非退化分布函数H(x): 














  上的GEV分布。此时相应的密度函数为： 
(1 1/ )1( ; , , ) ( ; , , )(1 ) ,1 0
x x
h x H x 
 
       
  















如图2.1表示标准GEV分布在 =0.3， =0， =-0.3时的密度图像： 


















图2.1  标准GEV分布在 =0.3， =0， =-0.3 时的密度函数图 
2.2  广义 Pareto 型分布 
用 GEV 模型对实际数据建模时，一般是将观测值序列分成长度为 m 的 k 组，在
每组中取出一个最大值，记为 M,那么有 M1,M2,…Mk 就是每组的最大值数据，根据
上节定理，只要 m 足够大，M1,M2,…Mk 就可以近视看成来自 GEV 分布的一个独立
同分布观测。当用广义极值分布建立模型时, 只能从 m 个数据中选取一个最大值进
行建模, 这样导致了对数据所包含信息的巨大浪费，又由于人们在实践中发现不只
是数据的最大值才是极值, 若有两个或两个以上的大值处于同一个长度为 m 的数据
区间内, 则只能选出一个大值来, 而浪费了另一个或更多的大值，因此用最大值模
型是低效的。但如果选定一个较大的阈值, 那么超过这个阈值的所有数据都可以认

















设 X1,…,Xn是独立同分布的随机变量序列, 分布函数F(x) 支撑的上端点为 x
∗
,
选取一个阈值 u，称观测值大于阈值 u 的为超阈值 (peaks over threshold 简记为 
POT), 记称 Xi− u 为超阈值量(excess),则得到 
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称 
 e E(X | X u)u u    
为随机变量 X 的平均超出量函数 (mean excess function of X)。在实际应用中，F
往往是未知的，这就要考虑超出量的极限分布。 
Rickands(1975)证明了如下定理： 
定理 2.2.1 若存在常数 au>0 和 bu，使当 u→x+=sup{x:0<F(x)<1}时，Fu(au+bu)
有连续极限分布，则： 
0
lim sup | F ( ) G( ; , ) | 0u
u x x x u
x x  

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 
 
对某个 与 ( )u (与 u 有关)成立。此定理说明在一般情况下，GPD 可作为超阈值量
分布的近似分布。 
如果随机变量 X 的分布函数为： 
1/G( ; , , ) 1 (1 ) , ,  1 ( ) / 0
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则称 X 服从广义 Pareto 分布 ( generalized Pareto distribution), 简记为 GPD。可以
求出，广义 Pareto 分布的密度函数为： 
1
11
g( ; , , ) (1 ) , ,1 ( ) / 0
x u
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我们可以看出 GPD 与上节所述之间的关系：若最大值 Mn 近似服从 GEV 分布，则















相同的形状参数 ，该定理的统计意义在于，我们可以用 GPD 来拟合超出量或超阈
值，从而利用超出量分布或超阈值分布求总体分布函数。下图 2.2 表示 GPD 在u =0，
 =1 时， 取-0.4，0,0.4 的分布函数图： 


















图2.2  标准GPD分布在 =-0.4， =0， =0.4时的分布函数图 
2.3 极值分布的统计推断 
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