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Abstract
Generative Adversarial Networks (GANs) and their extensions have carved open
many exciting ways to tackle well known and challenging medical image anal-
ysis problems such as medical image de-noising, reconstruction, segmentation,
data simulation, detection or classification. Furthermore, their ability to synthe-
size images at unprecedented levels of realism also gives hope that the chronic
scarcity of labeled data in the medical field can be resolved with the help of these
generative models. In this review paper, a broad overview of recent literature
on GANs for medical applications is given, the shortcomings and opportunities
of the proposed methods are thoroughly discussed and potential future work
is elaborated. We review the most relevant papers published until the submis-
sion date. For quick access, important details such as the underlying method,
datasets and performance are tabulated. An interactive visualization categorizes
all papers to keep the review alive2.
Keywords: Generative Adversarial Networks, Medical, Image Synthesis,
Segmentation, Reconstruction, Detection, De-noising, Registration,
classification
1. Introduction
From the early days of Medical Image Analysis, Machine Learning (ML)
and Artificial Intelligence (AI) driven systems have been a key component for
complex decision making - a brief history of which can be found in [1]. Across
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generations of development, the focus was mostly put on decision making at dif-
ferent granularity levels, with techniques ranging from low-level pixel processing
over feature engineering combined with supervised classifier learning to the re-
cent wave of feature learning using Convolutional Neural Networks (CNNs).
The driving focus of the machine learning-based Medical Image Analysis
community has been on the supervised learning of decision boundaries, while
generative tasks have been on the back seat. The unique ability of Generative
Adversarial Networks (GAN) introduced in [2] by Goodfellow et al. to mimic
data distributions has carved open the possibility to bridge the gap between
learning and synthesis. The rapid enhancement of GANs [3] are facilitating
the synthesis of realistic-looking images at unprecedented level. The reasons
behind this superiority are related to two basic properties. First, GANs as an
unsupervised training method aim to obtain pieces of information over data
[4], in an indirect fashion of supervision. Second, GANs have shown significant
performance gains in the extraction of visual features by discovering the high
dimensional latent distribution of the data.
This review summarizes GAN-based architectures proposed for medical im-
age processing applications, including synthesis, segmentation, reconstruction,
detection, de-noising, registration, and classification. The distribution of papers
according to this classification can be seen in Figure 1. We also provide tables to
have quick access to key information like the performance of methods, metrics,
datasets, modality of images and the general format of the proposed architec-
ture. Moreover, we discuss the advantages and shortcomings of the methods
and specify clear directions for future works.
In this review, we have covered medical imaging application of GAN pub-
lished until end of 2018. Papers published in this time range propose using
GANs in medical applications of synthesis, segmentation, reconstruction, detec-
tion, de-noising, registration, and classification. These papers were applied to
different image modalities such as MRI, CT, OCT, chest X-Ray, Dermoscopy,
Ultrasound, PET, and Microscopy. To find the papers we searched for keywords
medical and GAN (or generative adversarial network) along with the aforemen-
tioned applications in Google Scholar, Semantic Scholar, PubMed, and CiteSeer.
Also, we checked references and citations of selected papers. Since GANs are
rather new, and a significant number of articles are still in the publication pro-
cess of different journals and conferences, we covered pre-prints published in
arXiv as well.
We thus ended up with 77 papers which we consider the most relevant ones
covering a broad spectrum of applications and variety of GANs. The reminder
of this paper is structured as follows. In section 3 we introduce the architecture
of the GAN and its subclasses which are used in medical image applications. In
section 4 different contributions of GANs in medical image processing applica-
tions (de-noising, reconstruction, segmentation, registration, detection, classifi-
cation, and synthesis) are described and Section 5 provides a conclusion about
the investigated methods, challenges and open directions in employing GANs
for medical image processing.
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Figure 1: The distribution of papers among the different categories.
2. Opportunities for Medical Image Analysis
Supervised Deep Learning is currently the state-of-the-art in many Com-
puter Vision and Medical Image Analysis tasks. However, a major limiting
factor for this paradigm, not only in the context of medical applications, is its
dependence on vast amounts of annotated training data. In the medical field
this is particularly crucial, as the acquisition and labeling of medical images
requires experts, is tedious, time-consuming and costly, which leads to a severe
lack of labeled training data. In addition, in the medical field, many datasets
suffer from severe class imbalance due to the rare nature of some pathologies. In
this context, generative modeling can potentially act as a reliever for resolving
these well known machine learning problems. Applied research of GANs for
medical imaging can be broadly classified into the following categories based on
the input and output: i) latent space to image, and ii) image to image.
Within the latent space to image category GANs have shown the capabilities
to generate images with unprecedented realism. Under the assumption that
GANs can generate meaningful samples that enhance existing datasets and carry
useful information, a variety of research has already been conducted for medical
image synthesis and reconstruction, which is reviewed in Subsection 4.1.1 and
4.3.
Another issue hampering the machine learning community is the necessity
to handcraft similarity measures for general tasks. Traditional similarity ob-
jectives comprise pixelwise losses such as the `1 or `2-distance, both of which
induce blurry results and lack the incorporation of context. The adversarial
training concept behind GANs theoretically eliminates the need to model ex-
plicit pixelwise objective functions by learning a rich similarity metric to tell real
and fake data apart. This allows to optimize for concepts in images beyond the
pixel-level, leading to more realistic results. This appealing property has been
recently exploited for improved medical image segmentation and registration
(reviewed in Subsections 4.2 and 4.6), Image-Enhancement such as Denoising
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(reviewed in Subsection 4.5) and tackling the general problem of domain shift
in medical images using GAN-based Image-to-Image translation techniques (re-
viewed in Subsections 4.1.2, 4.4). In deficiency of annotated and simultaneous
abundance of unlabeled data, the paradigm of semi-supervised learning offers
different frameworks for training machine learning models by ensuring similar or
dissimilar model behavior for similar or dissimilar data points, where similarity
needs to be defined appropriately. Again, the notion of similarity is a crucial
parameter and often highly data-dependant. Under such conditions, GANs and
adversarial training have also proven useful for training classifiers or dealing
with domain shift in medical data, as the explicit formulation of similarity is
not required (reviewed in Subsection 4.7).
3. Overview
In this section, we introduce the general concept behind GANs, their condi-
tional variants as well as a variety of prominent extensions and follow-up works
that have been successfully leveraged in Medical Image Analysis applications.
These extensions comprise Wasserstein-GAN, conditional GAN (for example of
Pix2Pix), CycleGAN, Least Squares GAN, Markovian GAN as well as Auxiliary
Classifier GAN.
In the context of this work, there are three Adversarial concepts, which
should be understood properly by their different meanings. Adversarial attack
means to make imperceptible changes to an image such that a classifier mis-
classifies it, while it could classify unmodified image successfully. Usually the
modified image, called adversarial image or adversarial examples, is not rec-
ognizable from the original image visually. Adversarial training proposed by
”Szegedy et al.” [5] is an idea that increases the robustness of neural networks
against adversarial attacks by learning their characteristics. Due to the state
of existing neural networks, at the time, implementing adversarial training was
not a practical solution. The effectiveness of this idea becomes apparent when
Goodfellow et. al employed it in GANs [2]. Sometimes GAN is mis-attributed
as adversarial training, but it is necessary to differentiate between them. In
reality, GAN consists of two types of networks and use the adversarial training
concept, elaborated in the following section.
3.1. GAN
The GAN framework [2] consists of a generator (G), and a discriminator
(D) network as well as a training dataset of real data X with an underlying
distribution preal. G, as a forger, is a multilayer network with parameters θG,
which aims to find a mapping xˆ = G(z; θG) that relates latent random variables
z ∼ pz(z) to fake data following the distribution pθ(xˆ|z). By discovering the
mapping, G generates fake data, which is supposed to not be distinguishable
from real data, i.e. pθ(xˆ|z) ∼ preal. On the other hand, the discriminator
D(x; θD) aims to distinguish the fake samples from real ones. Thereby, D(x)
is the scalar output of the discriminator network that shows the probability
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that x is real rather than generated from pθ(xˆ|z) (Figure 2). D is trained to
maximize the probability of correct label assignment to fake and real data,
while G is trained to fool the discriminator by minimizing log(1 − D(G(z))).
Mathematically speaking, D and G play a two-player minimax game with value
function V(G,D):
min
G
max
D
V (D,G) = Ex∼pdata(x)[log(D(x))] + Ez∼pz(z)[1− log(D(G(z)))] (1)
This way, the generator is updated only through gradients back-propagated
from the discriminator. ”Goodfellow et al.” [2] mentioned that if the generator
is optimized to maximize log(D(G(z))) instead of minimizing log(1−D(G(z))),
much stronger gradients can be obtained in earlier steps (iterations) of training.
In general, this indirect optimization procedure prevents input components to
be explicitly memorized by the generator. The main advantage of the GAN is
to find similarities that map a candidate model to the distribution of real data
by focusing on the underlying probability density of data. It leads to very sharp
distributions around data, which can be used to degeneration of that [3].
Though GANs show such inherent advantages over discriminatively trained
CNNs, there are some challenges as well: 1) mode collapse: when G collapses
to map all latent space inputs to the same data and 2) instability: which leads
to the generation of different outputs for same input. The main reason behind
such a phenomena is vanishing gradients through the optimization procedure.
Although batch-normalization comes as a solution for the instability of the
GAN, it is not enough to improve the performance of the GAN to the optimal
stability. So, many subclasses of GAN have been introduced to resolve these
drawbacks. Some of the most common ones are introduced here. Furthermore,
many GAN-based deep networks are proposed specifically for medical image
processing projects, in which different architecture and loss functions are used
to enhance the reliability and accuracy of the deep networks in the necessary
level of health-care CAD systems.
3.2. DCGAN:
To address the instability of the basic GAN architecture [2], ”Radford et
al.” propose the Deep Convolutional GAN (DCGAN) [6], in which both the
generator and discriminator follow a deep convolutional network architecture.
These networks are able to extract hierarchical features of the image by learning
down/up-sampling due to the location of features existence. In this way, the
extracted features of objects can be used to generate new ones. Key components
of the DCGAN which affect the stability of the network, are batch normalization
and leaky-ReLU. Although DCGAN is more stable than the GAN, it is still
prone to mode collapse.
3.3. cGAN:
Conditional GAN (cGAN) proposed by ”Mirza et al.” [7], have also shown
that prior information can be incorporated into the GAN framework. In the
cGAN, the generator is presented with random noise z as well as some prior
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information c jointly. Additionally, the prior knowledge c is fed into the dis-
criminator together with the corresponding real or fake data. Mathematically
speaking, the cGAN framework is given as follows:
min
G
max
D
V (D,G) = Ex∼pdata(x)[log(D(x|c))]+Ez∼pz(z)[1−log(D(G(z|c)))] (2)
By conditioning the networks, it has been shown that both training sta-
bility and output generation can be improved (Figure 3). In [4], Isola et al.
propose a very successful variant of the conditional GAN named “pix2pix” for
the challenging task of image-to-image translation. In this architecture, the
generator and discriminator are following the U-Net [8] and MGAN (Patch-
GAN) [9] networks which are demonstrated to provide a good framework for
wide conditional transformation problems. In the proposed model, the `1 loss
in combination with adversarial loss is considered to put more pressure on the
generator to produce images more similar to the ground truth images.
3.4. MGAN
Another conditional GAN framework is Markovian GAN (MGAN) [9], pro-
posed by ”Li et al.” for fast and high quality style transfer. The MGAN, as
depicted in Figure 4, heavily utilizes a pre-trained VGG19 network with fixed
weights to extract high-level features for both transfering style to a target tex-
ture and simultaneously preserving the image content. In the MGAN, both
discriminator and generator network are prepended with a VGG19 network to
extract featuremaps. The generator transfers these featuremaps to an image
with target texture, and the discriminator transforms the either input (real or
texturized) image into VGG19 feature maps again, on which it finally discrimi-
nates with the help of a Fully Convolutional Network (FCN). Utilizing an FCN
for classifying the input as real or fake ultimately amounts to classifying patches
in VGG19 feature map space. By training the generator to fool this discrim-
inator, it is forced to generate images which lead to realistic VGG19 feature
activations as would have been obtained on real data and thus also to images
with realistic style. An additional perceptual loss component (calculated using
VGG) ensures that the image content does not change too much while the style
is transfered.
3.5. cycleGAN:
”Zhu et al.” [10] propose a GAN architecture, which aims to discover the un-
derlying relationship between two image domains through learning their defini-
tive features from unpaired data. To achieve this goal a cycle training algorithm
is used to capture main features of a domain of image for translating them to
another domain. Since the map function learned by adversarial loss is not reli-
able to map input image to desired output, a cycle loss function is considered
to reduce the space of possible mapping functions. In this way, two generators
(G : X → Y and F : Y → X) are considered to find the mapping from X
domain to Y domain and vice versa and also two discriminators (DY and DX)
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to train them (Figure 5). This learning strategy stabilizes network performance
and generates high quality translated images. The final loss function is defined
as follows:
L(G,F,DX , DY ) = LGAN (G,DY , X, Y ) + LGAN (F,DX , Y,X) + λLcyc(G,F )
(3)
with
Lcyc(G,F ) = Ex∼Pdata(x)[‖F (G(x))− x‖1] + Ey∼Pdata(y)[‖G(F (y))− y‖1] (4)
3.6. AC-GAN
”Odena et al.” [11] report that instead of providing both the generator and
the discriminator networks with side information as shown in the cGAN, the
discriminator can be tasked with reconstructing such side information. In their
auxiliary classifier GAN framework (AC-GAN, Figure 6), the discriminator ar-
chitecture is modified such that after a few of layers it splits into a standard
sample discriminator network as well as an auxiliary classifier network, which
aims at classifying samples into different categories. The authors show that this
framework allows to use (partially) pre-trained discriminators and appears to
stabilize training.
3.7. WGAN:
In the original GAN framework, the data distributions of generated and real
images are compared using the Jensen-Shannon (JS) divergence. This kind of
exact comparison can make the saddle-point of optimization unreachable and
gradients vanishing, which leads to mode collapse and instability. So consider-
ing another, more approximate distance estimation between real and generated
data distribution can be effective as a solution. ”Arjovsky et al.” [12] propose
the Wasserstein-GAN (WGAN) architecture that uses the Earth Mover (ME)
or Wasserstein-1 distance estimation instead of the JS divergence. In addition,
both the generator and discriminator follow the general DCGAN architecture.
WGAN provides a robust adversarial generative model through a more mean-
ingful learning procedure, which is able to find deeper relationships between
distributions. Despite these theoretical advantages, WGAN leads to a slow
optimization process in practical scenarios.
3.8. LSGAN:
”Mao et al.” propose another solution for the instability of GAN, called
Least Squares GAN (LSGAN) [13]. In this architecture, some parameters are
added in the loss function to avoid gradient vanishing. In this way, the fake
data, which is discriminated as real but is far away from the dense distribution
of real data, will be penalized due to its distance from main mode of real data.
Also, the gradient will become 0 only in the case that distribution of fake data
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perfectly matches the distribution of real data. The loss function for LSGAN is
defined as follows:
min
G
max
D
V (D,G) = Ex∼pdata(x)[(D(x)− b)2] + Ez∼pz(z)[(D(G(z))− a)2] (5)
4. Applications in Medical Image Processing
In this section, we summarize GAN-based methods which are proposed to
solve medical imaging problems, in 7 application categories: synthesis, segmen-
tation, reconstruction, detection, de-noising, registration, and classification. In
every subsection, a table summarizes the most important details of proposed
methods and the medical image modalities they are designed for.
4.1. Synthesis
Originally, GANs have been proposed as an entirely unsupervised generative
framework, with the goal to map from random noise to synthetic, realistically
looking images following the training data distribution. With the conditional
GAN, the framework has also been successfully turned into a supervised gen-
erative framework by conditioning both the generator and the discriminator on
prior knowledge, rather than noise alone. For clarity, we refer to the original
GAN framework as the unconditional or unsupervised GAN, in contrast to the
conditional GAN. We want to emphasize that it is very important to make
a distinction between these different concepts and consequently categorize the
literature accordingly.
The generative property of both frameworks has been exploited in various
ways for synthesizing certain types of medical images either from noise alone
(see Unconditional Image Synthesis 4.1.1), or from from prior knowledge (see
Conditional Image Synthesis 4.1.2) such as metadata or even image data. In
the following, a broad overview on works from unconditional and conditional
image synthesis will be given. In the particular case for conditional approaches,
we further classify the contributions based on the image modality. For the
literature on unconditional image synthesis we do not make this distinction due
to the small amount of papers.
4.1.1. Unconditional Image Synthesis:
A great variety of works has recently appeared in the field of unsupervised
medical image generation using GANs. The synthesis of realistically looking
medical images opens up many new opportunities to tackle well-known deep
learning problems such as class imbalance, data augmentation [14] or the lack
of labeled data. Further, it facilitates data simulation [15] and aids to gain
deeper insights into the nature of data distributions and their latent structure.
Initial results have shown that GANs can be used to synthesize realistically
looking patches of prostate lesions [16] or retinal images [17]. Both approaches
rely on the DCGAN architecture to synthesize patches at a resolution of 16×16
8
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pixels and 64 × 64 pixels, respectively. In [15], the authors successfully utilize
DCGANs for generating 56 × 56 pixels patches of lung cancer nodules which
could hardly be distinguished from real patches in a visual turing test involving
two radiologists.
Frid-Adar et al. [14] make use of the DCGAN for the synthesis of focal
CT liver lesion patches from different classes at a resolution of 64 × 64 pixels.
For each class, i.e. cysts, metastases and hemangiomas, they train a seperate
generative model. As the training dataset is originally quite small, they use
heavily augmented data for training the GANs. In a set of experiments for liver
lesion classification, the authors demonstrate that synthetic samples in addition
to data augmentation can considerably improve a Convolutional Neural Network
classifier.
The work in [18] has shown that the DCGAN with vanilla training is in
fact also able to learn to mimic the distribution of MR data at considerably
high resolution, even from a surprisingly small amount of samples. The real
data distribution consisted of only 528 midline T1-weighted axial MR slices at
a resolution of 220× 172p. After training for 1500 epochs, the authors obtained
visually compelling results which human observers could not reliably distinguish
from real MR midline slices.
In [19], the authors utilize and compare both DCGAN, LAPGAN and mod-
ifications of the latter for the task of skin lesion synthesis at a resolution of
256×256 pixels. Similar to [18], the training dataset was quite small, consisting
of only 1,600 images. Probably due to the high variance within the training data,
the small number of samples turned out not to be sufficient to train a reliable
DCGAN, however the hierarchical LAPGAN and its variants showed promising
synthesis results. The synthetic samples have also partially successfully been
used for data augmentation when training a skin lesion classifier. In [20], the
same authors employed the recently proposed concept of progressive GAN grow-
ing for synthesizing images of skin lesions and showed stunning, highly realistic
synthetic images which even expert dermatologists could not reliably tell apart
from real samples.
4.1.2. Conditional Image Synthesis:
CT from MR In many clinical settings, the acquisition of CT images is
required. This, however, puts the patient at risk of cell damage and cancer
because of the radiation exposure, which motivates the synthesis of CT images
from MR acquisitions. Nie et al. [21] synthesize CT images from corresponding
MR images with the help of a cascade of 3D Fully Convolutional Networks which
they train with a normal reconstruction loss, an image gradient loss and addi-
tionally with an adversarial network in order to improve realism of the synthetic
CT images. The idea of utilizing a cascade of generator networks originates from
the so-called Auto-Context Model, in which a network provides its output as
additional input to a succeeding network in order to provide context informa-
tion and allow for refinements (Figure 7). While Nie et al. require corresponding
pairs of CT and MR images for training, Wolterink et al. [23] successfully utilize
Cycle-GANs to transform 2D MR images to CT images without the need for
10
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paired, co-registered training data. Interestingly, in contrast to training from
paired, co-registered data, their training led to even better results as the model
avoids to learn mappings in the presence of registration artifacts. Zhao et al. [24]
utilize conditional GANs to map 3D MR data of the head to its CT counterpart
for the purpose of facilitating easier segmentation of Craniomaxillofacial Bony
Structures from anatomical data, as required for surgical planning, without ex-
posing the patient to radiation. To obtain feasible image-to-image translation
results, they propose so-called “deep supervision discrimination” which, simi-
larly to the perceptual loss, utilizes the feature representations of a pretrained
VGG16 model to i) tell real and synthetic CT images apart and ii) provide
gradient updates to the actual generator network. Noteworthy, the discrimina-
tor leverages feature maps from different levels of the pretrained network, thus
named “deep supervision”
MR from CT Similar to [23], Chartsias et al. [25] successfully leverage
CycleGANs for unpaired image-to-image translation, however for synthesizing
pairs of cardiac MR images and a segmentation mask from pairs of cardiac
CT slices with the ground-truth segmentation mask. The authors have shown
that the performance of a segmentation model can be improved by 16% when
additionally trained with the synthetic data, and that synthetic data alone is
sufficient for training a model which performs only 5% worse than a model
trained on real data. A major limitation of GANs, as recently pointed out
in [26], is the lack of a guarantee that tumors or lesions present in an image
are preserved during image-to-image translation. To cope with this issue in
CycleGANs, Jiang et al. [27] proposed a tumor-aware loss function in addition
to the cycle-Consistency objective for synthesizing MR images with tumors from
CT images with tumors. Once trained, they augment their originally very small
MR training set for training a Unet-based tumor segmentation model and show
significant improvements.
Retinal Image Synthesis In [28] the authors utilize a slight modification
of the adversarial training concept proposed in [4] for the challenging task of
eye fundus image generation. They learn a mapping from binary images of
vessel trees to new retinal images at a resolution of 512x512poixel, which look
extremely realistic and rate very well in common scores for retinal image quality
judgement. In follow-up work [29], the authors further introduce an adversarial
autoencoder which is trained to compress vessel tree images into a multivari-
ate normal distribution and to consecutively reconstruct them. The resulting
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generative autoencoder allows to synthesize arbitrary high resolution vessel tree
images by sampling from the multivariate normal distribution. The synthetic
images in turn are fed into the image-to-image translation model, ultimately
leading to an end-to-end framework for realistic, high resolution retinal image
synthesis. Very similarly, Guibas et al. [30] propose a two-stage approach, con-
sisting of a GAN which is trained to synthesize vessel tree images from noise,
and a second conditional GAN as seen in Pix2Pix [4] to generate realistic, high
resolution pairs of groundtruth vessel segmentation and the corresponding eye
fundus image. In succession, they investigate the performance of a U-Net trained
for segmentation using real data pairs and another model trained only on the
synthetic samples, and find that training from only the synthetic data leads to
an only slightly inferior model.
In [31], the authors also leverage the Pix2Pix framework for the tasks of
synthesizing filamentary structured images, i.e. eye fundus images and neurons
from binary segmentation masks. Compared against [28, 29], the authors also
provide their framework with a reference image for style and train the gen-
erator also with the feedback from an additional VGG-network leveraged for
style transfer. and show that only 10 training examples are sufficient fro train-
ing such an image-to-image translation model. Opposed to Pix2Pix, they do
not introduce noise with the help of dropout, but by augmenting noise to the
bottleneck of the encoder-decoder network. In a set of use-case experiments
on retinal image segmentation it is demonstrated that the introduction of ad-
ditional synthetic images, i.e. training from both real and synthetic images,
slightly improves the segmentation performance.
PET from CT PET images are frequently used for diagnosis and staging
in oncology, and the combined acquisition of PET and CT images is a standard
procedure in clinical routine. Furthermore, PET/CT imaging is becoming an
important evaluation tool for new drug therapies. However, PET devices in-
volve radioactivity and thus put patients at risk, and are expensive in general.
Consequently, the medical image analysis community has been working on syn-
thesizing PET images directly from CT data. In this context, GANs have also
shown outstanding performance. Initial promising results for synthesizing liver
PET images from CT data with conditional GANs have been obtained in [32].
The conditional GAN, again inspired by [4], is able to synthesize very realistic
looking PET images, however at the cost of low response to underrepresented
tumor regions, which leads to poor tumor detection performance in a set of
use-case experiments. In contrast, the authors find that an FCN for PET im-
age synthesis is capable of synthesizing tumors, but produces blury images in
general. By blending corresponding synthetic PET images coming from the con-
ditional GAN and the FCN, they are able to achieve very high tumor detection
performance, though. Similarly, in [33] the authors utilize a conditional GAN
for synthesizing 200×200 pixels sized PET images from pairs of CT images and
binary labelmaps. While CT images alone would be sufficient as input, they
note that by adding a labelmap which marks the location of a tumor, they ob-
tain globally more realistic, synthetic output. Because of the two-channel input
to the generator, they refer to their network as the multi-channel GAN. Further,
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the authors validated their synthetic PET images with a tumor detection model
trained on synthetic data and obtained comparable results to a model trained
with real data, showing that synthetic data can in fact be beneficial when there
is a lack of labeled data.
PET from MRI For monitoring disease progression, understanding phys-
iopathology and evaluate treatment efficacy of Multiple Sclerosis (MS), mea-
suring the myeling content in PET images of the human brain has recently
shown to be very valuable. Unfortunately, PET imaging for MS is costly and
invasive as it requires the injection of a radioactive tracer. In [34], the authors
successfully utilize a cascade of two conditional GANs for synthesizing such
PET images from a set of different MR modalities. Their approach operates
directly on volumetric data, leveraging a 3D U-Net for the generator networks
and discriminator networks with 3D convolutions. Interestingly, the authors
noted that a single conditional GAN was insufficient for the task at hand as it
produced blurry images. Splitting the synthesis task into smaller, more stable
subproblems, seemed to drastically improve the results.
Ultrasound Hu et al. [35] propose a conditional GAN architecture for syn-
thesizing 2D ultrasound images of a fetus phantom, as produced by a freehand
US probe, given 3D spatial pixel locations within the anatomy. In contrast to
the standard conditional GAN, the authors find it neccessary to transform the
pixel locations into featuremaps and to concatenate them with the produced
featuremaps at each level of the generator to facilitate training. In their exper-
iments they demonstrate the capability of simulating US images at locations
unseen to the network, quantify the generation of sound images by comparing
the location of clinically relevant anatomical landmarks in synthetic and real
images, and verify the realism of the generated images in a usability study. The
quantitative results show that anatomical landmarks are roughly synthesized at
the right locations with a mean error of 6.1mm. In their usability study, the
sonographer was able to mostly correctly distinguish between real and generated
samples, which is due to checkerboard artifacts in the synthetic images. After
blurring the images using a gaussian kernel with σ = 1.5, the sonographer was
not able to reliably tell the difference anymore. The interested reader is also ref-
ered to the NiftyNet framework [36], in which this conditional GAN is contained.
Tom et al. [37] apply GANs for intravascular ultrasound (IVUS) simulation in
a multi-stage setup. A first generator conditioned on physically simulated tis-
sue maps produces speckle images, which in turn act as the conditioning input
to a second residual network based generator. The second generator maps the
speckle images to low resolution, synthetic 64 × 64 pixels sized US images. A
third generator transforms these low resolution images into high resolution sam-
ples at a resolution of 256 × 256 pixels. In a visual turing test, the synthetic
images could not reliably be distinguished from real ones.
X-ray Mahapatra et al. [38] train conditional GANs for chest X-ray synthesis
from perturbed segmentation maps and combine it with Bayesian Neural Net-
works for Active Learning. More precisely, they propose an uncertainty based
synthetic sample selection approach for training segmentation neural networks
on samples which are informative to that model.
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Stain Normalization Conditional GANs have also been leveraged for cop-
ing with the variance in digital histopathology staining, which is well known to
cause problems for CAD systems. Cho et al. [39] point out that a tumor classi-
fier generalizes poorly on both data with staining properties different from the
training set, as well as on images that have been stain-normalized with state-of-
the-art methods. To overcome these issues, they propose a feature-preserving
conditional GAN for stain style transfer with the particular goal to prevent a
degradation in performance of CAD systems on synthetic images. First, they
map histological images to a canonical gray-scale representation. In succession,
they leverage a conditional GAN to transform gray-scale images into RGB im-
ages with the desired staining. By employing an additional feature-preserving
loss on the hidden layers of the discriminator, they demonstate that a tumor
classifier model trained on data stemming from a certain distribution performs
better on the stain-transfered images than on the original ones, and that their
conditional GAN shows the smallest degradation in performance compared to
other state-of-the-art stain transfer methods.
Bayramoglu et al. [40] leverage the Pix2Pix framework for virtual H&E stain-
ing on unstained hyperspectral microscopy images using 64 × 64 pixels sized
patches. The authors report the SSIM and MSE between synthetically stained
images and the ground-truth and point out to have obtained promising result,
but require expert feedback in order to draw a valid conclusion.
BenTaieb et al. [41] try to tackle the stain transfer problem with the help of
a so-called Auxiliary Classifier GAN by simultaneously training a conditional
GAN for stain-transfer and a task-specific network (i.e. a segmentation or clas-
sification model). The joint optimization of the generator, the discriminator
and the task-specific network drives the generator to produce images with rele-
vant features preserved for the task-specific model and overall leads to superior
results in stain-normalization compared to other state-of-the-art methods.
Aformentioned methods rely on paired training data to map from a source
to target staining, which is often hardly available and requires preprocessing
such as co-registration. However, co-registration itself is not perfect and is
prone to artifacts. Shaban et al. [42] alleviate the need for paired training
data and co-registration by employing CycleGANs for the task of stain transfer.
In a broad set of experiments on different datasets, they show visually much
more compelling stain transfer results than previous deep-learning and non-
deep learning based methods. In addition, they also show quantitatively how
their approach significantly reduces domain shift which usually hampers deep
learning models: A classifier trained for mitosis detection provides much better
classification results on images stain-transfered with the proposed approach than
on original data, and again also other stain transfer methods.
Microscopy Han et al. [43] propose a conditional GAN framework similar
to Pix2Pix for transferring between Phase Contrast and Differential Interference
Contrast (DIC) Microscopy images, however with two discriminator networks
rather than one. A U-net like generator is trained to synthesize the image of a
certain modality from an image of the source modality and a cell mask. Two
different discriminators then either discriminate between pairs of real source
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and target modality images versus pairs of real source and synthesized target
modality image, or pairs of cell mask and real source versus cell mask and sythe-
sized target images. In a set of qualitative and quantitative evaluations they
rank their two-discriminator approach against the Pix2Pix framework which
uses only a single discriminator. They report improved results in the metrics
of SSIM and normalized RMSD when transferring from DIC image to Phase
Contrast, and comparable results when trying to map from Phase Contrast to
DIC. Noteworthy, the authors amount the comparable performance of the latter
mapping to the details already present in Phase Contrast images, which leaves
the cell mask with vey little impact on the synthesis outcome.
Blood Vessels Machine Learning driven analysis methods for detecting
atherosclerotic plaque or stenosis in coronary CT angiography (CCTA) are pow-
erful, but data-hungry. To deal with the lack of labeled data, Wolterink et al.
[44] propose to synthesize plausible 3D blood vessel shapes with the help of a
Wasserstein GAN from noise and attribute vectors. To facilitate the synthesis
in 3D at appropriately high resolution, the authors generate 1D parameteri-
zations of primitives which characterize blood vessels and act as a proxy for
the final vessel rendering. Magnetic Resonance Angiography (MRA) has also
evolved into an important tool for visualizing vascular structures, but often
times it is not acquired alongside the standard protocols. In [45], the authors
propose the so-called steerable GAN for synthesizing MRA images from T1
and T2-weighted MR scans, potentially alleviating the need for additional MR
scans. Their conditional, steerable GAN combines a ResNet-like generator with
a PatchGAN-discriminator, an `1-loss between real and synthesized image as
well as a steerable filter loss to promote faithful reconstructions of vascular
structures.
Tables 1, 2 and 3 give an overview of all the presented image synthesis
methods. The unconditional synthesis methods are summarized in Table 1,
whereas the conditional GAN variants are summarized in Table 2 and 3. In
particular, we report the method, containing the underlying GAN architecture,
the image modalities on which the particular method operates, the datasets
which have been used and the resolution of the synthesized images. Since losses
are a substantial part of the underlying GAN framework, we do not explicitly
report them here. Further, we do not report any quantitative results since they
i) are in many case unavailable, ii) hardly interpretable and iii) overall hardly
comparable. In general, many interesting GAN-based approaches have been
made for both unsupervised and conditional image synthesis. However, often
the validity of the method at hand is questionable and requires more elaboration.
For instance, in many visual turing tests it is fairly easy to distinguish between
real and generated images [14, 15, 35] due to artifacts in synthetic samples,
such as the well known checkerboard pattern. In [35, 15], the authors tackle
this problem by applying anisotropic or gaussian filtering to both real and fake
samples before presenting them to the raters [35, 15], which is only valid as
long as blurry images still contain the required amount of information for the
task at hand. Another problem is that GANs are prone to the phenomenon of
mode collapse, in which the model is only able to generate samples stemming
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from one or a few modes of the real data distribution, resulting in very similar
looking synthetic samples. Particularly in the works of [16] and [17], where
samples look fairly similar, a thorough elaboration on whether mode collapse
has occured or not would have been very interesting. In general, the community
still lacks a meaningful, universal quantitative measure for judging realism of
synthetic images. Regardless of the realism, aforementioned works have shown
that GANs can be used successfully for data simulation and augmentation in
classification and segmentation tasks. How realism, artifacts in and specific
properties of generated samples affect a machine learning model when used for
data augmentation also remains an open question.
Table 1: Unconditional GANs for Medical Image Synthesis
Method Image Modality Dataset Resolution
[16]
Architecture:
DCGAN
MRI Prostate Lesions SPIE ProstateX Challenge 2016 16×16
[15]
Architecture:
DCGAN
CT Lung Cancer Nodules LIDC-IDRI 56×56
[14]
Architecture:
DCGAN
focal CT liver
lesion patches
non-public 64×64
[18]
Architecture:
DCGAN
2D axial brain MR slices
Baltimore Longitudinal
Study of Aging (BLSA)
220×172
[19, 20]
Architecture:
DCGAN,LAPGAN,PGAN
Dermoscopic Imags
of Skin Lesions
ISIC2017 & ISIC2018 256×256
Table 2: Conditional GANs for Medical Image Synthesis
Method Image Modality Dataset Resolution
[21]
Architecture:
3D Autocontext
FCN with adversarial
loss, image gradient
loss and `2-loss
MR to CT
ADNI and 22 non-public
pelvic image pairs
n/a
[23]
Architecture:
CycleGAN
2D saggital brain MR
and CT slices
non-public 256×256
[24]
Architecture:
3D cond. GAN
MR to CT ADNI 152 × 184 × 149
[25]
Architecture:
CycleGAN
2D cardiac MR w.
segmentation mask to
cardiac CT w.
segmentation mask
non-public 232×232
[27]
Architecture:
Tumor-Aware CycleGAN
CT to MR NSCLC (The Cancer
Imaging Archive) &
non-public
256×256
[28, 29]
Architecture:
AAE and Pix2Pix
2D binary vessel tree
images to retinal images
DRIVE, MESSIDOR 512×512
[46]
Architecture:
3D cond. GAN
lung nodules 3D LIDC 64×64×64
[30]
Architecture:
GAN and Pix2Pix
2D binary vessel tree
images to retinal
DRIVE, MESSIDOR 512×512
[31]
Architecture:
Pix2Pix
w. Style Transfer
eye fundus,
microscopic neuronal
DRIVE, STARE, HRF,
NeuB1
512×512 and higher
[32]
Architecture:
Pix2Pix and FCN
2D liver tumor
CT to PET
non-public n/a
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Table 3: Conditional GANs for Medical Image Synthesis
Method Image Modality Dataset Resolution
[33]
Architecture:
conditional
multi-channel GAN
CT and segmentation
pairs to PET images
non-public 200×200
[35]
Architecture:
spatially cond. GAN
2D US non-public fetus phantom 160×120
[37]
Architecture:
multi-stage cond. GAN
simulated tissue maps
to 2D Intravascular US
IVUS challenge 256×256
[38]
Architecture:
cond. GAN
Segmentation maps to
synthetic X-ray images
SCR chest XRay database 512×512
[39]
Architecture:
feature-preserving
conditional style-
transfer GAN
Digital Histopathology CAMELYON16 n/a
[40]
Architecture:
Pix2Pix
Hyperspectral microscopic
to H&E stained
non-public 64×64
[41]
Architecture:
ACGAN
Digital Histopathology
MITOS-ATYPIA14
MICCAI16 GlaS challenge
non-public ovarian
carcinoma
250×250
[42]
Architecture:
CycleGAN
Digital Histopathology
MITOS-ATYPIA14
Camelyon16
256×256
[43]
Architecture:
cond. GAN with
two Discriminators
DIC & Phase Contrast
Microscopy
non-public 256×256
[44]
Architecture:
WassersteinGAN
Geometric parameters
extracted from CCTA
non-public n/a
[45]
Architecture:
cond. steerable GAN
MRA from T1 &
T2w MRI
axial slices
IXI Dataset n/a
4.2. Segmentation
Segmentation of objects and organs in medical images is an important pre-
processing step for many applications, e.g. detection, classification, shape anal-
ysis etc. Tedious and time-consuming nature of manual segmentation, along
with the possibility of creeping subjective bias made automatic segmentation a
fundamental problem of medical image analysis. The advent of U-net has sig-
nificantly advanced the field of CNN-based segmentation [1]. However, different
anatomical structures still require special treatment, for example, conditional
random fields [47] or statistical shape models [48] to regularize U-Net results.
A GAN can possibly provide a viable alternative for segmentation - most of
the GAN-based segmentation techniques so far focus on well known GAN ar-
chitecture (overwhelming majority uses U-net as the generator) with combined
loss functions. Unlike the previous applications relying on end-to-end GANs,
segmentation applications using GAN often require pre- and post-processing
steps. To emphasize the connection of segmentation methods with particular
anatomies, the rest of the section focuses on GAN-based segmentation solutions
for specific anatomies.
4.2.1. Brain:
A major focus here is the brain tumor segmentation. Xue et al. [49] propose
a U-Net GAN-based framework (SegAN) in which a multi-scale loss function is
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used to learn pixel dependencies. The loss function is defined as follows:
min
θG
max
θD
L (θG, θD) =
1
N
N∑
n=1
lmae (fC (xn ◦ S (xn)) , fC (xn ◦ yn)) (6)
Where lmae is Mean Absolute Error (MAE) or L1 distance, (xn ◦ S (xn)) is the
input image masked with a generated segmentation mask, (xn ◦ yn) is an input
image masked by the ground-truth segmentation mask, fc(x) shows features
extracted from the input image x. Rezaei et al. [50] use a multi-class approach
combining cGAN and MGAN to solve the same problem. Zeju et al. [51] pro-
pose a pipeline of preprocessing (intensity normalization and mean/distribution
equalization), GAN, and post-processing (patch concatenation) for segmenting
brain tumors. Moeskops et al. [52] demonstrate that using GANs training strat-
egy in addition to DCNN methods, not only can enhance the performance of
deep semantic segmentation methods, but also can bring the functionality of
non-semantic segmentation methods closer to semantic ones.
Since the performance of most of the supervised segmentation methods de-
grades on unseen images, Kamnitsas et al. [53] propose unsupervised domain
adaption for brain lesion segmentation. In this method, the generator extracts
invariant features of inputs from different domains and then generates the seg-
mentation mask. In this way, having data of a target domain corresponds to
one of the input domains can lead the mapping procedure from other inputs
(from different domains) to their corresponding targets.
Zhao et al. [54] show that how synthetic images information can enhance
the performance of segmentation. To segment the bony structure in brain MRI
images, they propose Deep-supGAN architecture in which the segmenter inves-
tigating MRI real images and their corresponding synthetic CT images (as the
input) generates segmentation mask of bony parts. In addition to adversarial
loss a voxel-wise loss and 3 perceptual losses due to the extracted features by a
VGG network is considered to train the model.
4.2.2. Chest:
Bad quality, local artifacts and the overlap of lung and heart area are the
main obstacles for the segmentation procedure in chest X-Ray images. Existing
approaches on this field do not provide a balance on global and local features.
Dai et al. [55] propose a GAN based solution (SCAN) to enhance global con-
sistency of segmentation and extract contours of the heart and left/right lungs.
They propose a fully connected network with a VGG down-sampling path and
residual blocks to use much fewer feature maps in the generator.
4.2.3. Eye:
In retinal vessel segmentation, many CNN-based approaches perform even
better than human experts. But segmented vessels can be blurry or contain
false positives near minuscule or faint branches. Son et al. [56] replace CNN
with GAN (U-Net as the generator) for segmenting such vessels. Lahiri et al.
[57] modify DC-GAN for segmenting RoI patches from the background. While a
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similar CNN needs a huge amount of training data to perform well, [57], using 9
times less training data, achieves comparable performance. Shankaranarayana
et al. [58], on the other hand, modifies cGAN to segment optic disc and cup in
2D color fundus images. The generator is a U-net (with residual blocks) which
is trained by a combination of adversarial and L1 losses.
4.2.4. Abdomen:
Varying size and shape of the spleen in abdomen MRI images lead to false
labeling in deep CNN segmentation methods. Huo et al. [59] employ a cGAN
(SSNet: splenomegaly segmentation network) to address this problem. In the
proposed model the Generator is a novel deep network architecture inspired by
the global convolutional network [60], which uses larger convolutional kernels to
have better segmentation on objects with large variations.
Yang et al. [61] propose a liver segmentation method in 3D abdomen CT
images in which, the generator is a convolutional encoder-decoder inspired by
the U-Net architecture. Kim et al. [62] employs cycleGAN for liver and tumor
segmentation. In this architecture one generator generates a segmentation mask
from the input image and the other one generates a CT image from the segmen-
tation mask. In order to enhance the performance of the model in segmenting
tiny tumors, polyphase U-Net architecture is used as the generator.
4.2.5. Microscopic images:
Automatic segmentation of microscopic images is challenging due to the va-
riety of size, shape, and texture [63, 64]. Kecheril et al. [63] propose to use GAN
with different training loss function, which considers a weight to specify which
pixels in foreground/background are more important. The proposed architec-
ture is a combination of U-net with long/short skip connections, ResNet, and
multi-scale CNN. In addition, a post-processing procedure is proposed to correct
the segmented area. Arbelle et al. [64] use GAN with special blocks (convolution
followed by batch normalization) in discriminator for the same problem. Zhang
et al. [65] propose DAN - a combination of DCAN [66] and VGG16. This model
is trained with a combination of adversarial loss and multi-class cross entropy.
4.2.6. Cardiology:
Low contrast, high level of noise, and cardiac motion challenges Left Ventricle
(LV) segmentation. Dong et al. [67] propose VoxelAtlasGAN which combines
an atlas-based segmentation method with cGAN architecture to segment LV in
low-contrast cardiography images. In this method first, the shape and intensity
of the atlas is estimated by a CNN (V-Net [68]) and then a deformation network
outputs the segmented image (Figure 8). Both of the mentioned networks are
placed in thegenerator, which combines three loss functions for training: i)
adversarial loss, ii) intensity loss, and iii) label loss, which compares the intensity
and shape of the segmented real image with the generated one respectively.
Since in segmentation, residual (non-RoI) information in addition to RoI
features can make segmentation results more realistic, Chartsias et al. [69] and
Joyce et al. [70] propose to benefit residual information by defining a loss based
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on it. In both papers, the input image is reconstructed from RoI and residual
extracted features and reconstruction loss is considered in addition to adversar-
ial loss. Chartsias et al. [69] propose to use cycleGAN architecture for semi-
supervised segmentation and Joyce et al. [70] propose LSGAN architecture for
un-supervised segmentation. Moreover, two other losses are proposed to avoid
over-segmentation and large intensity variance in the segmented regions.
To segment an quantify precise myocardial infarction Xu et al. [71] introduce
a GAN based architecture (MuTGAN) which can benefit from all time sequences
frames information to segment infected area.
4.2.7. Spine:
Vertebrae segmentation and localization is the first step for diagnosis of
the vertebrae disease and surgery planning. Although machine learning based
approaches achieved some success in this field, they suffer from not learning the
anatomy of the region of interest. To overcome this problem Sekuboyina et al.
[72] propose a butterfly shape model benefiting adversarial training to segment
and localize discs in vertebra CT images. The generator is using two views of
CT images to capture both the spine curve and the rib-vertebrae joints. First,
in a pre-processing step, a single-shot object detection (SSD) [73] detects spine
region. Then the proposed model segments discs in two views of vertebrae and
finally, in a post-processing step, these results are combined for disc localization.
Tables 4 to 10 summarizes GAN-based segmentation methods. GAN-based
segmentation methods mainly worked on architectural subjects to address pre-
vious methods and GANs drawbacks. It seems that from the known DNN ar-
chitectures, U-Net and ResNet - due to providing general identification features
- are the most popular segmentation networks.
4.3. Reconstruction
Fast MR reconstruction retaining details is a core problem in medical imag-
ing. Solving the slow acquisition and reconstruction can directly benefit linger-
ing MR problems like presence of involuntary (for example resulted by breath-
ing) and voluntary (for example movements due to not comfortable situation)
motion artifacts. Classic compressed sensing-based solutions directly use k-
space information to reconstruct images [75]. The promise of realistic looking
images with fast inference makes GAN an obvious candidate for solving the
MR reconstruction problem. Unlike de-noising, GAN-based MR reconstruction
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Table 4: Segmentation GAN-based methods - Brain
Method Image Modality Dataset Performance
[49] SeGAN
Architecture:
U-Net, GAN
Loss:
Adv, weighted on
multiScale features
MRI
BRATS 2013
(Leadboard)
BRATS 2015
(Test)
(whole, Core, Enhanced)
Dice = 0.84, 0.70, 0.65
Precision = 0.87, 0.80, 0.68
Sensitivity = 0.83, 0.74, 0.72
Dice = 0.85, 0.70, 0.66
Precision = 0.92, 0.80, 0.69
Sensitivity = 0.80, 0.65, 0.62
[50]
Architecture:
c-GAN, MGAN
MRI BRATS 2017
(Whole, core, Enhanced)
Dice = 0.70, 0.55, 0.40
Sensitivity = 0.68, 0.52, 0.99
Specificity = 0.99, 0.99, 0.99
[52]
Architecture:
GAN
Loss:
Adv, cross entropy
MRI
MICCAI 2012
Challenge (adult)
MRBrainS13
challenge(elderly)
Dice = 0.92±0.03
Dice = 0.85±0.01
[51]
Architecture:
GAN
Loss:
Adv
MRI BRATS 2017
(Whole, Core, Enhancing)
Dice = 0.87, 0.72, 0.68
sensitivity = 0.87, 0.72, 0.68
[53]
Architecture:
GAN, 3D-CNN
Loss:
Adv, SGD
MRI (TBI) unknown
Dice = 0.62
Recall = 0.58
Precision = 0.71
[54] Deep-supGAN
Architecture:
GAN, VGG16
Loss:
Adv, Preceptual,
voxel-wise
MRI 3D ADNI Dice = 94.46
Table 5: Segmentation GAN-based methods - Chest
Method Image Modality Dataset Performance
[55] SCAN
Architecture:
VGG, ResNet
Loss:
Adv,
pre-trained by
Pixel-wise loss
X-Ray
JSRT(247)
Montgomery(135)
(Lungs, Heart)
Dice = 0.973, 0.927
IoU = 0.947, 0.866
Table 6: Segmentation GAN-based methods - eye
Method Image Modality Dataset Performance
[56]
Architecture:
U-Net, GAN
Loss:
Adv, Cross entropy
Funduscopy
(Retina)
DERIVE
STARE
Dice= 0.829
ROC=0.9803
PR=0.9149
Dice= 0.834
ROC=0.9838
PR=0.9167
[57]
Architecture:
DCGAN
Loss:
Adv, L-classification
Funduscopy
(Retina)
DERIVE
(blood vessels)
AUC= 0.945
[58]
Architecture:
c-GAN, ResU-net
Loss:
Adv, L1
Funduscopy
(Retina)
RIM-ONE
(Optic disc, Optic cup)
F-score= 0.97, 0.94
IOU=0.89, 0.76
research has a major focus of modifying well-known architectures in addition to
combination of loss functions for controlling the training procedure.
4.3.1. DAGAN-based strategies
Early research on GAN-based MR reconstruction focuses around the DA-
GAN architecture [76]. A series of work, refines the DAGAN architecture over
time [75, 76] while refining the combination of loss functions that performs best
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Table 7: Segmentation GAN-based methods - Abdominal
Method Image Modality Dataset Performance
[59] SSNet
Architecture:
GCN, cGAN
Loss:
Adv, Dice
MRI (Splenomegaly) unknown Dice=0.9260
[61]
Architecture:
U-Net, encoder-decoder
Loss:
Adv, Multi-class entropy
CT 3D
(Liver)
MICCAI-SLiver07
Dice=0.95
ASD=1.90
[62]
Architecture:
U-Net, cycleGAN
Loss:
cycleGAN, Cross entropy, L2
CT 3D
(Liver)
LiTS2017
(liver, lesion)
Dice= 0.89, 0.46
Recall=0.94, 0.5
Precision=0.86, 0.48
Table 8: Segmentation GAN-based methods - Microscopic
Method Image Modality Dataset Performance
[63]
Architecture:
GAN, U-net, Res-Net,
Multi scale CNN
Loss:
Adv, weighted loss
Bright-fieled
Cell 2D
Columbus
MetaXpress
F-score = 0.77
Precision = 0.82
Recall = 0.73
F-score = 0.64
Precision = 0.66
Recall = 0.66
[64]
Architecture:
GAN (with rib cage)
Loss:
Adv
Cell 2D H1299
F-score = 0.89
Precision=0.82
Recall = 0.85
[65] DAN
Architecture:
GAN, DCAN, VGG
Loss:
Adv, Multi-scale cross entropy
Fungus 3D
2015 MICCAI
Gland Challenge
(mean of 2 part results)
F-score = 0.88
Dice=0.865
ObjectHausdorff = 74.55
Table 9: Segmentation GAN-based methods - Cardiology
Method Image Modality Dataset Performance
[67] VoxelAtlasGAN
Architecture:
cGAN, V-Net
Loss:
Adv, intensity, label
Echo-
cardiography
3D
unknown
Dice=0.95
MSD=1.85
HSD=7.26
corr-of-EF=0.91
time=0.1
[69]
Architecture:
cycleGAN
Loss:
Adv, Dice, MAE
Cine
MR 3D
2017 ACDC
Challenge,
Aprivate
dataset
unlabeled data num:1200
(labeled data num, F-score)
11 , 0.415
34 , 0.678
68 , 0.731
142 , 0.767
284 , 0.771
[70] DAN
Architecture:
LSGAN, U-net
Loss:
Adv, Intensity Variance,
Over-Seg penalty, Reconstruction
CT or MR
Cardiac 2D
2017
MM-WHS
Challenge
(Average on 3
Seg Results)
(MR) Dice = 0.66
(CT) Dice=0.5
[71] MuTGAN
Architecture:
GAN, ConvLSTM, 3DConv
Loss:
Adv, MAE, Dice
3T MR
Cardiac
cine, DE-MR
unknown
Dice=0.90
Accuracy=96.46
Infarct size=22.3
Table 10: Segmentation GAN-based methods - Spine
Method Image Modality Dataset Performance
[72] Btrfly Net
Architecture:
GAN, Btrfly-Net
Loss:
Adv, Btrfly-Net
CT 3D [74]
Precision=0.84
Recall=0.83
F1-score= 0.84
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(Figure 9). These loss functions include pixel-wise MSE, adversarial loss, per-
ceptual loss and frequency MSE, resulting in a combined loss function of the
following form:
LG = αLimage−MSE + βLfreq−MSE + γLV GG + LGAN (7)
The next update of DAGAN is the refinement layer (Figure 10) introduced
by Seitzer et al. [77], along with a combination of four losses as shown below:
Lref =
1
2
(
Ladv
M
+
Lfeat
N
) +
LV GG
O
+ αLpen (8)
where Lfeat is feature matching loss proposed in [78] and Lpen is a penalty to
force the network to manipulate the result of MSE optimized network with the
least changes, and Ladv and LV GG are similar to the losses used in the DAGAN.
Similar design of generator architecture (Figure 11) is also proposed by Quan
et al. [22]. However, their cyclic training strategy leads to two further losses as
shown in the following:
LG = Ladv + αLfreq + βLimag (9)
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Figure 11: RefineGAN architecture [22]: The Generator G is a chain of two concatenated
generators (first generator is for reconstruction and the second one is for refinement) cycle
loss is calculated by MSE blocks
4.3.2. 3D super-resolution strategies
3D convulutional blocks are also considered for MR reconstruction. Snchez et
al. [79], adapt SRGAN [80] with 3D convolutional layers to deal with volumetric
information. Their loss function combines a pixel-wise loss with a Gradient
Based Loss (GDL) [81].
The problem of huge memory footprint of 3D convolution is addressed by
Chen et al. [82]. Their proposed network combines WGAN and DenseNet [83]
in a multi-level Densely Connected Super-Resolution Network (mDCSRN) for
fast ME reconstruction.
For tomography reconstruction, Li et al. [84] propose 3DSRGAN along with
a combination of four different generator losses to reconstruct thin slice tomo-
graphic 3D images from thick ones. In addition to adversarial and MSE, two
other loss functions are defined for overcome over-fitting and control data inter-
polation.
4.3.3. Other Methods
Mardani et al. [85], Shitrit et al. [86], and Zhang et al. [87] propose gen-
erator design strategies based on ResNet and added `1\`2 losses to adversarial
training loss to save more details of the image. In [87] data consistency loss and
perceptual are also added to save more detailed k-space information.
Ravi et al. [88] modifies the cyclic consistency approach with two special-
ized losses for endomicroscopy Super Resolution (SR) application. These two
specialized losses are lV ec as the distance between Voronoi vectorized form of
SR and LR images and lReg to regularize the training. Han et al. [89] propose
to use enhanced contrast input images as inputs and add a perceptual loss to
adversarial training due to diffraction pattern filters [90]. Finally, Mahapatra
[91] proposes super resolved generative adversarial network for super resolution
of retinal images adding image saliency loss for model training.
Table 11, 12 and 13 summarize properties of mentioned methods and their
performance. It seems that GANs can provide good performance in reconstruc-
tion of medical images, by adding some manipulation in loss functions, which
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highlights texture details and special features.
Table 11: Reconstruction GAN-based methods - DAGAN based
Method Image
Modality
Dataset Performance
[75]
Arch:
cGAN, U-Net
Loss:
Adv, Pix-wise,
Perceptual,Refinement
MRI
Brain:
IXI,
MICCAI
(2013 Grand Challenge)
mask 30%:
NMSE=0.09±0.02
PSNR=39.53±4.12
(CPU, GPU)
time=0.2±0.1, 5.4±0.1(ms)
[76] DAGAN
Architecture:
cGAN,U-Net
Loss:
Adv, Pix-wise, Frequency,
Perceptual, Refinement
MRI
Brain:
IXI,
MICCAI
(2013 Grand Challenge)
mask 30%:
NMSE=0.08±0.02
PSNR=40.20±4.07
(CPU, GPU)
time= 0.2±0.1, 5.4±0.1(ms)
[77]
Architecture:
cGAN,U-Net
Loss:
Adv, feature matching,
Perceptual, penalty
MRI
Cardic
unknown
PSNR=31.82±2.28
MOS=3.24±0.63
(max=3.78±0.45)
SIS(max=1)=0.94
[22] RefineGAN
Architecture:
Chain ofgenerator,
ResNet
Loss:
Adv, Cyclic
MRI
Brain:
IXI
Chest:
Data Science
Bowl challenge
mask 30%, time:0.16(s)
SSIM=0.97±0.01
PSNR=38.71±2.57
mask 30%, time:0.18(s)
SSIM=0.97±0.01
PSNR=38.64±2.76
Table 12: Reconstruction GAN-based methods - 3D super-resolution
Method Image Modality Dataset Performance
[79]
Architecture:
SRGAN, subpixel-NN
Loss:
LSGAN, GDL, Pixel-wise
MRI(Brain) (ANDI database)
(Scale 2, Scale 4)
PSNR=39.28, 33.58
SSIM=0.98, 0.95
[82] mDCSRN
Architecture:
DensNet, WGAN
Loss:
MSE, WGAN
MRI(Brain) unknown
SSIM=0.94
PSNR=35.88
NRMSE=0.0852
[84]
Architecture:
Res blocks, GAN
Loss:
Adv, Pixel-wise
3D total variation
MRI(Brain) (Glioma Patients)
MSE=262.2
PSNR=24.2
4.4. Detection
Computational detection of anomalies from images using supervised algo-
rithms require a large amount of annotated training data - extremely difficult
to be provided by experts. Unsupervised algorithms, such as GAN have the
potential to be effective in such a setting. The main driving idea of anomaly
detection is to train GAN on normal images, so that inference on diseased im-
ages would lead to incomplete reconstructions. Such incompleteness is typically
associated with the regions of anomaly.
Schlegl et al. [17] show such an idea can be effective in detecting anomalies in
optical coherence tomography images of the retina. They propose an unsuper-
vised GAN-based architecture (AnoGAN) that during testing, given an input
diseased image generates the corresponding healthy image version. The differ-
ence between generated and input images is considered as anomalies. Chen et
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Table 13: Reconstruction GAN-based methods - other
Method Image Modality Dataset Performance
[85] GANCS
Architecture:
ResNet, LSGAN
MRI(Chest)
contrast-enhanced MRI
abdomen dataset
ofpediatric patients
SNR=20.48
SSIM=0.87
Time=0.02
[86]
Architecture:
ResNet, GAN
Loss: Adv
MRI(Brain) unknown PSNR=37.95
[87] GANCS
Architecture:
ResNet, GAN, VGG
MRI(Brain 2D) unknown
PSNR=32.32
SSIM=0.88
Time=0.37
[88]
Architecture:
[92], GAN, Cyclic,
Loss:
Adv,
Regularization
Endomicroscopy [93]
SSIM=0.8.7
∆GCF
ĤR
=0.66
∆GCF
L̂R
=0.37
Totcs=0.66
[89]
Architecture:
[90], GAN
Loss:
Adv, Perceptual
Microscopy (Cell) unknown PSNR = 27.8591
[91]
Architecture:
ResNet, GAN
Loss:
Adv, CNN
(weighted by SL map)
Retinal
Funduscopy
unknown
(Scale 4, Scale 8)
SSIM=0.89, 0.84
RMSE=6.2, 7.5
PSNR=44.3, 39db
al. [94] and Baur et al. [95] modify [17] for anomaly detection in brain MR im-
ages. Baumgartner et al. [96] modify the original AnoGAN further, introducing
a map generator based on WGAN and the U-Net (VA-GAN) to detect changes
of the brain from Alzheimer’s disease. Though CNNS [97] show good perfor-
mance in detection of high contrast lesions from Alzheimer’s, VA-GAN focuses
on the detection of low contrast lesions. In particular, VA-GAN generates a
map M which converts a healthy image xi into the corresponding diseased one
(yi). The loss function is modified as well in the following way:
LGAN (M,D) = Ex∼pd(x|c=0)[D(x))]− Ex∼pd(x|c=1)[D(x+M(x))] (10)
A regularization term is added to the loss for inducing minimal changes, result-
ing in the final loss function:
L = LGAN (M,D) + λ ‖M(x)‖1 (11)
Similar modifications lead to solutions for aggressive prostate cancer detec-
tion [98], prostate landmark detection [99] and skin lesion detection [100].
Table 14 summarize these papers. Papers proposed in anomaly detection by
GANs have more structural complexity in comparison with previous applications
because they benefit from different aspects of GANs. In fact, the role of the
discriminator is more highlighted in practice. Also, the extracted map, which
defines the latent aspect of recognizing the healthy and anomaly images is used
in a more perceptual way.
4.5. De-noising
Image acquisition of several forms of diagnostic radiology involves the trade-
off between contrast and radiation hazard. The better contrast might lead to
better diagnosis but might expose the patient to unwanted excessive radiation
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Table 14: Detection GAN-based methods in medical image processing.
Method Image Modality Dataset Performance
[17]AnoGAN
Architecture:
DCGAN
SD-OCT scans unknown
Precision= 0.8834
Recall= 0.7277
Sensitivity=0.7279
Specificity=0.8928
AUC=0.89
[94]
Architecture:
AnoGAN, WGAN-GP
Loss:
WGAN-GP,
Regularization
MRI(brain) BRATS AUC = 0.92
[96]VA-GAN
Architecture:
WGAN, U-Net
MRI (brain) ADNI NCC = 0.27
[98]
Architecture:
U-Net, GAN
Loss:
MSE, GAN
MRI (prostate)
(NCT)
Heidelberg
Specificity=0.98±0.14
Dice=0.41±0.28
Sensitivity=0.55±0.36
[100]
Architecture:
cGAN, U-net
Natural Image
(Skin Lesion)
unknown
(Subjective)
Correct Lesion Detection = 0.914
[99]
Architecture:
GAN
Loss:
Adv,
Landmark location,
Contour association
Ultra-Sound (prostate) unknown Dice = 0.92±0.3
D
VGG
NDCT 
ImagesG
or
+ Loss
Figure 12: Proposed architecture in [103]
as well. Images acquired under low contrast, on the other hand, suffers from low
Signal-to-Noise Ratio. State-of-the-art denoising algorithms suffer from blurring
effect, which is taken care of by several engineering tweaks and perceptual as-
sumptions. The ability of GANs for generating realistic looking images provides
a nice alternative. In fact, several authors exploit GANs to produce de-noised
high perceptual quality images. The typical workflow, however, is based mainly
on GAN loss functions for better results.
For example, Wolterink et al. [101] propose to learn texture information
from a small amount of paired data using a combination of voxel-wise MSE
and adversarial loss. Also, Wang et al. [102] propose to use cGAN to remove
metal artifacts from CT images. Yang et al. [103], On the other hand, utilize
a combination of a perceptual loss and Wasserstein loss to bring in numerical
stability without losing perceptual quality. The sharpness of denoised image
is also the factor that Yi et al. [104] (Sharpness Aware Generative Adversarial
Network - SAGAN) work on. They combine three losses in their design, namely:
pixel-wise loss, adversarial loss and a sharpness mapping loss (Figure 13)
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Figure 13: SAGAN architecture [104]
Table 15: De-noising GAN-based methods in medical image processing
Method Modality Dataset Performance
[101]
Architecture:
CNN, GAN
Loss:
CNN, GAN
CT (phantom)
and (cardiac)
unknown
Agatston Score:
Median=20.7
Min=6.1
Max=145.1
[102]
Architecture:
U-net, Res blocks,
cGAN
Loss:
GAN
CT of ear unknown
P2PEs:
Median=0.409
STD=0.133
Max=0.912
[103]
Architecture:
WGAN, VGG
Loss:
features distance,
WGAN
CT unknown
Noise Suppression=3.20±0.25
Artifact Reduction=3.45±0.25
Overall Quality=3.70±0.15
[104] SAGAN
Architecture:
MGAN,
Sharpness detector
Loss:
Pixel-wise, MGAN,
Sharpness aware
CT
CT phantom
(Catphan 600)
(N=104)
PSNR=26.77
SSIM=0.8454
(N=105)
PSNR=28.25
SSIM=0.87
Table 15 summarizes major GAN-based de-noising methods. It seems that
an adequate objective metric to evaluate the strength of methods in preserving
important medical information of the image is not available yet. As PSNR,
MSE, SSIM, SD, and mean - the most commonly used metrics in the evaluation
of de-noising methods - are not sensitive enough to recognize texture details, the
RoI of any image should be segmented to be measured by metrics, which is an
expensive procedure. So presenting a new metric to this goal can be a subject
of future works. Despite this limitation, reviewed papers benefiting from the
ability of GANs in learning main general features of a domain of images and also
by manipulating the loss function to consider more textural features, show good
performance in medical image de-noising. However, finding a fast, accurate and
more stable architecture is an open direction to be worked on in the future.
4.6. Registration
Image registration is another application in medical image processing which
contributes to align different medical images and extract combined informa-
tion of them. Also, registration models can be used as a translator to find
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similar patterns in medical images [1]. While traditional registration methods
suffer from task dependent parameter tuning and high volume of optimization
computation [105], DL-based methods address some of these limitations. How-
ever, GAN-based architectures, providing a better general overview of image
features, are recently introduced to achieve better performance in both super-
vised and unsupervised registration. Fan et al. [105] propose an un-supervised
GAN to register a structural pattern (defined in a patch) in different brain im-
ages. Yan et al. [106] and Hu et al. [107] focusing on prostate 3D MRI and
intra-procedural Transrectal Ultra Sound (TRUS) images respectively propose
GAN for registration and deformation correction. While, usually in GAN-base
medical architectures discriminator is only used for adversarial training, in [106]
it remains in the model as a certainty evaluator.
Table 16 summarizes properties of mentioned methods and their perfor-
mance. Since in registration tasks general features of the images are impor-
tant, GAN-based models (manipulated by well designed training costs) are good
choices to provide distributional based information.
Table 16: Registration GAN-based methods in medical image processing
Method Image Modality Dataset Performance
[105]
Architecture:
U-net, GAN
Loss:
Adv, Regularization
Brain MRI 3D
LPBA40,
IBSR18,
CUMC12,
MGH10
Dice=71.8±2.3
Dice=57.8±2.7
Dice=54.4±2.9
Dice = 61.7±2.1
[106]
Architecture:
WGAN
Loss:
Adv
Prostate 3D
MRI and TRUS
unknown
TRE = 3.84 mm
Dice = 0.58
[107]
Architecture:
3D encod-decod, GAN
Loss:
Adv, Dice,
Regularization
Prostate 3D
MRI and TRUS
unknown
TRE = 6.3 mm
Dice = 0.82
4.7. Classification
Due to cardiac and respiratory motions cardiac Ultra-Sound (US) images
display incomplete information e.g. missing basal and/ or apical slices of Left
Ventricle. To discard such unsuitable images, Zhang et al. [108] propose Semi-
Coupled GAN (SCGAN) which consists of two generators and one discrimina-
tor. Initially, the generators produce new cardiac samples (with and without
the basal slice) using learned high level features from both categories. The dis-
criminator not only distinguishes between generated and real images but also
classifies images into two classes: those being basal slice or not (Figure 14). To
classify prostate histopathology to two Gleason grades Ren et al. [109] propose
GAN to extract fixed features of every domain and then use them to classify
input patches. For training in addition to the adversarial loss, a classification
loss is defined which prevents the network to classify patches of the same image
to be classified in the different domains.
Table 17 summarizes properties of mentioned methods and their perfor-
mance. Due to lack of adequate properties of medical images, it seems that
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Figure 14: SCGAN architecture [108]
GANs - generating demanded samples - benefit the classification task in these
images.
Table 17: Classification GAN-based methods in medical image processing
Method Image Modality Dataset Performance
[108] SCGAN
Architecture:
GAN
Loss:
Adv
Cardiac MR UKBB
(MAS - MBS)
Acc=92.5, 89.3
Precision=87.6, 89.1
Recall=90.5, 91.7
[109]
Architecture:
[90], GAN
Loss:
Adv, patch-class
prostate
histopathology
TCGA,
CINJ
(TCGA , TCGA to CINJ)
Accuracy = 0.77, 0.75
5. Discussion
5.1. Overview
GANs are receiving significant attention from the medical imaging commu-
nity - this is evident by the sudden spike in the number of papers published using
GANs. We found a total of 77 papers by searching Google Scholar and PubMed
with ’GAN’ or ’Generative Adversarial Networks’ in title or keywords. Of these,
we shortlisted 77 papers for review based on the innovation in key aspects of
the GAN architecture. Of these 77, 28 are proposed in synthetic applications.
However, the application fields are quite diverse ranging from segmentation, re-
construction all the way to de-noising - showing possible applications of GANs
across many medical tasks.
5.2. Benefits of GANs in the medical field
GANs are capable of producing realistic looking images, providing major ad-
vantages over the more established discriminative frameworks in two challenges
that are unique to medical settings:
Scarcity of adequate dataset: Often times, annotations are expensive
and hard to come-by in medical imaging. Deploying supervised learning based
deep neural networks for such problems are challenging. This leads to the pos-
sibility of semi- or un-supervised learning, but even their performance depends
highly on the training data imbalances. GANs, as state of the art in gener-
ative models, show superior ability in both semi- and un-supervised learning.
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Unconditional GANs show significant performance improvement in generating
simulated images which are not visually distinguishable from real images. In ad-
dition to addressing data imbalance problem of supervised deep neural network
training (Section 4.1.1), GANs can reconstruct lost (or destroyed) components
of the image (Section 4.3) as well. The idea of multi-modal image fusion for
better diagnostic decision making is very well grounded. However, acquisition of
such multi-modality images leads to increase in cost and associated risk factors.
By synthesizing across modalities, conditional GANs provide a solution for this
problem (Section 4.1.2). Moreover, GAN’s ability to learn the underlying data
distribution opens up the possibility to detect unseen (healthy or disease) cases
in the real datasets (Section 4.4).
Limitation of identity feature extraction: Learning distinctive identi-
fier patterns in medical images plays a vital role in diagnosis of diseases. There-
fore, the performance of any medical application is interconnected to its ability
to detect and preserve these identical features. Pixel-wise losses which are de-
fined for deep learning optimization might not be sufficient to discover some of
general features of the image. Equipped with the adversarial training, GANs
can extract semantically meaningful features of the images. This property lever-
ages GAN-based segmentation techniques to perform segmentation (Section 4.2)
and registration ( Section 4.6) in an end-to-end setting, without the need of any
post-processing. Hierarchical discriminative potential of GAN discriminators
are utilized for classification application (Section 4.7) Finally, extracting (and
preserving) main visual features of the image by GANs leads to blurring-free
de-noisiong (Section 4.5).
5.3. Drawbacks
We identify three major drawbacks in the current form of GANs that might
hinder its acceptance in the medical community:
Trustability of Synthesized Data: In healthcare, where trustability of
the clinicians is the biggest challenge for any technology, images synthesized by
GANs provide little comfort. The basic networks (generator and discriminator)
are still deep neural networks, the mechanism of which is not well studied. In
computer vision, where the overall perception is the main concern, these results
are adequate. In medical images, however, intensities are typically associated
with some meanings e.g. tissue types can be broadly categorized based on HU of
CT data. Such an association and mapping is currently missing from the GAN
reconstruction - a shortcoming severe enough for clinicians to distrust images
synthesized by GAN.
Unstable Training: The typical GAN training is unstable because of nu-
merical reasons pointed out in learning literature [3]. This results in situations
such as mode collapse. State-of-the-art learning theory focuses on solving such
numerical problems in GANs training for real images. However, in medical
imaging, where the modes of images are unclear, how to identify such a prob-
lem is unclear. This leads to the question of what sort of numerical singularities
could arise in medical imaging and how to address those.
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Evaluation Metric: This is a problem, in tandem with the general com-
puter vision community. The best possible way to evaluate reconstruction result
is still unclear. In medical imaging, researchers rely mostly on traditional met-
rics such as PSNR or MSE to evaluate GANs reconstruction quality. This is
a tricky situation in the sense that the disadvantages of such metrics were the
main reason to move toward GANs. So how can we evaluate potentially better
results with metrics which are not capable to understand it?
5.4. Future Works
We believe GANs need to address the significant drawbacks discussed in
Section 5.3 before being a technology that is trusted in healthcare. To this end,
we can think of GANs as a technical building block rather than a stand-alone
piece of technology for the future. For example, in the case of synthesizing CT
data, enveloping GANs synthesis with a physics-based simulation might ensure
realistic HU values.
The training instability issue needs to be addressed as well, which means
rigorous experimentation to understand the convergence and saddle points of
GAN in the medical imaging context. The question regarding metric is far
trickier, going about with understanding the performance of GANs synthesized
images in CAD by clinicians is a necessary first step.
In short, along with exciting results, GANs open up many possible research
questions for the next few years. Proper understanding and answering those
hold the key to successful GANs deployment in the real clinical scenario.
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