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1. Introduction
Directed Algebraic Topology (DAT) is a branch of mathematics which applies methods of Algebraic Topology in Computer
Science. The central concept of DAT is a directed space — a topological space, which models possible states of executions of
some computer program, equipped with some additional structure showing how the state of program may change in time.
There are many different deﬁnitions of what we mean by a directed space, for example d-spaces [4] and streams [5].
An important problem in DAT is the computation of the homotopy type of spaces of paths between two points of a
directed space. Spaces of paths are very interesting in themselves — they determine if (and how) one state of a program
can be reached from another. They also play a crucial role in constructions of some important invariants, for example the
component categories [6,2,3].
The main result of this paper is a calculation of the homotopy type of spaces of paths in geometric realizations of d-
simplicial complexes. More precisely, we construct a cubical complex (called a trace complex) which is homotopy equivalent
to the space of paths. d-simplicial complexes are generalizations of simplicial complexes [10]; their directed structure is
given by a relation on the set of vertices which restricts to an order on every simplex. It allows to construct a directed
structure (in the sense of [4] or [5]) on its geometric realization.
The results obtained in this paper are parallel to the results of Raussen [7,8] who constructs a model for path spaces
in pre-cubical sets. We consider here a more general situation — geometric realizations of d-simplicial complexes are an
essentially larger class of directed spaces than realizations of pre-cubical sets. On the other hand, in the cubical case the
construction of [7] gives a smaller model than the one presented here.
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In Section 2, we recall the deﬁnitions of d-spaces. In Section 3, we deﬁne d-simplicial complexes, introduce a d-structure
on their realizations and discuss its properties. In Section 4, we deﬁne the trace complex — a pre-cubical set modelling traces
(or paths) in a d-simplicial complex. In Section 5, we deﬁne length functions on d-spaces and prove that their existence
implies that path spaces and trace spaces are homotopy equivalent. As a special case we obtain such an equivalence for
d-simplicial complexes without loops. In Section 6, we construct a self map of a realization of a d-simplicial complex which
transforms all directed paths into “tame” paths, i.e. paths which pass from one simplex to another only at vertices. Finally,
Section 7 contains a proof of the main theorem.
1.2. Notation
Throughout the whole paper, I := [0,1] is the unit interval, P (X) =map(I, X) stands for the space of paths in a topolog-
ical space X , and
P (X)yx :=
{
α ∈ P (X): α(0) = x∧ α(1) = y}.
We denote the space of non-decreasing continuous functions I → I by End+(I) and Epi+(I, I) ⊆ End+(I) is the subset of
surjective maps.
2. Directed spaces
In this section, I will recall the deﬁnition of a directed space and introduce the notion of a complete d-space, needed
later to construct a good d-structure on geometric realizations of d-simplicial complexes.
2.1. d-spaces
Let X be a topological space and let α,β ∈ P (X) be paths such that α(1) = β(0). The concatenation of α and β is the
path α ∗ β ∈ P (X) deﬁned by
(α ∗ β)(t) =
{
α(2t) for 0 t  12 ,
β(2t − 1) for 12  t  1.
(2.1)
Deﬁnition 2.2. Let X be a Hausdorff space. A d-structure on X is a family of paths P (X) ⊆ P (X), called directed paths or
d-paths, such that:
• P (X) contains all constant paths,
• if α,β ∈ P (X) and α(1) = β(0), then α ∗ β ∈ P (X),
• α ◦ f ∈ P (X) for every non-decreasing function f : I → I and every α ∈ P (X).
Deﬁnition 2.3. ([4]) A d-space is a pair (X, P (X)), where X is a topological space and P (X) is a d-structure on X . A contin-
uous map f : X → Y between d-spaces is a d-map iff f ◦ α ∈ P (Y ) for every directed path α ∈ P (X).
Deﬁnition 2.4. If A ⊆ P (X) is a collection of paths, then
A˜ := {(α1 ∗ α2 ∗ · · · ∗ αn) ◦ f : αi ∈ A, f ∈ End+(I)}∪ {constx}x∈X
is a d-structure on X called the d-structure generated by A.
Remark. Every topological space X can be equipped with two canonical d-structures:
• the richest one (X, P (X)), where all paths are directed;
• the poorest one (X, {constx}x∈X ), where only constant paths are directed (denoted further on by Xd).
Deﬁnition 2.5. Let f , g : X → Y be d-maps. A d-homotopy between f and g is a continuous map H : X × I → Y such that
• H(−,0) = f , H(−,1) = g ,
• H(−, t) is a d-map for every t ∈ I .
Equivalently, we can require that H be a d-map with domain X × Id . This deﬁnition is slightly different from the deﬁnition
given by [4]; we do not require that H be a “zig-zag” at the second coordinate.
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P (X)yx :=
{
α ∈ P (X): α(0) = x∧ α(1) = y},
and the space of traces from x to y
T (X)yx := P (X)yx /Epi+(I, I).
Remark. Following [1], T (X)yx is homotopy equivalent to the quotient of the space of regular paths (i.e. either constant
or non-constant on any proper interval) by oriented homeomorphisms of the interval. Moreover, the obvious projection
P (X)yx → T (X)yx is a weak homotopy equivalence. In Section 5, we prove that in some cases it is a homotopy equivalence.
2.2. Complete d-spaces
Deﬁnition 2.7. Let X be a d-space. A path α ∈ P (X) is weakly directed iff for every s < t ∈ I and every open subset U ⊆ X
containing α([s, t]) there is a d-path β such that β(0) = α(s), β(1) = α(t) and β(I) ⊆ U .
Remark. It is easy to see that the set of weakly directed paths on X is a d-structure. In particular, the completion of X
deﬁned by
X¯ := (X,{α ∈ P (X): α is weakly directed}) (2.8)
is a d-space. If X = X¯ , then X is called complete.
The completeness of a d-space is equivalent to the existence of a circulation on X (cf. [5]) which is compatible with the
d-structure. Complete d-spaces can be considered as “both streams and d-spaces”. We will adopt the stream notation and
write x U y whenever there exists a directed path α such that α(0) = x, α(1) = y and α(I) ⊆ U . Observe that if x U y
and y V z, then xU∪V z. Later we will need the following criterion for weak directedness:
Proposition 2.9. Let X be a d-space and let U be a basis of X . A path α ∈ P (X) is weakly directed iff for every s < t ∈ I and every
U ∈ U such that α([s, t]) ⊆ U we have α(s)U α(t).
Proof. Fix an open set U ⊆ X and s < t ∈ I . Assume that α([s, t]) ⊆ U . By compactness of the interval there exists a sequence
(Ui)ki=1 of sets belonging to U such that
α
([s, t])⊆ k⋃
i=1
Ui ⊆ U
and a sequence s = s0 < · · · < sk = t such that α([si−1, si]) ⊆ Ui for all i. By the assumption, α(si−1) Ui α(si) for every i
and therefore α(s)U α(t). 
Proposition 2.10. Let X and Y be complete d-spaces. A continuous map f : X → Y is a d-map if and only if f (x)U f (y) for every
open subset U ⊆ Y and every pair x f −1(U ) y.
Proof. Fix a directed path α ∈ P (X) and an open set U ⊆ Y . For every s < t ∈ I such that ( f ◦ α)([s, t]) ⊆ U we have
α(s) f −1(U ) α(t) (since α is directed) and then ( f ◦α)(s)U ( f ◦α)(t) (by the assumption). Hence f ◦α is weakly directed,
and by the completeness of X it is directed. 
3. d-simplicial complexes
In this section, we deﬁne d-simplicial complexes and provide some of their properties, mainly concerning the directed
paths on geometric realizations. Finally, we recall the deﬁnition of semi-cubical sets (called also cubical complexes).
3.1. Simplicial complexes
Deﬁnition 3.1. ([10, Ch. 3]) A simplicial complex is a pair (V (K ), S(K )), where
• V (K ) is the set of vertices,
• S(K ) is a collection of subsets of V (K ) which is closed under taking subsets and contains all singletons; elements of
S(K ) are called simplices.
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|K | =
{ ∑
v∈V (K )
tv v: tv ∈ [0,1],
∑
v∈V (K )
tv = 1∧ {v: tv > 0} ∈ S(K )
}
with the weak topology (i.e. a subset is open iff its restrictions to closed simplices is open).
Deﬁnition 3.2. For every vertex v ∈ V (K ) the coordinate function is given by the formula
cv : |K | 

∑
w∈V (K )
tww → tv ∈ [0,1],
the star of a vertex v ∈ V (K ) by
st(v) := {x ∈ |K |: cv(x) > 0},
the star of a simplex σ ∈ S(K ) by
st(σ ) :=
⋂
w∈σ
st(w),
and the support of x ∈ |K | by
supp(x) := {v ∈ V (K ): cv(x) > 0}.
3.2. d-simplicial complexes
Deﬁnition 3.3. A d-simplicial complex K is a pair (K ,), where
• K is a simplicial complex,
•  is a reﬂexive relation on V (K ) such that:
– its restriction to any simplex is a proper order,
– v  w implies that {v,w} ∈ S(K ).
Let K be a d-simplicial complex. For a simplex σ ∈ S(K ), let σ be the transitive and reﬂexive relation on |σ | spanned
by
cw +
∑
v∈σ
av v σ cw ′ +
∑
v∈σ
av v
for all w < w ′ ∈ σ , c > 0. Next, let
x
lin
 y ⇔ ∃σ∈S(K ) xσ y. (3.4)
The relation σ is a partial order on |σ | and σ =τ ||σ | whenever σ ⊆ τ . As a consequence, x
lin
 y if and only if σ =
supp(x) ∪ supp(y) ∈ S( K ) and xσ y.
A path α ∈ P (|K |) is linearly directed iff it has the form
α(t) = tx+ (1− t)y (3.5)
for some x
lin
 y. Let Plin(| K |) be the d-structure on | K | generated by the collection of linearly directed paths (the paths be-
longing to Plin(| K |) will be called piecewise linearly directed). Finally, let P (| K |) be the completion of Plin(| K |). The realization
of a d-simplicial complex K is the d-space (|K |, P (| K |)).
Remark. There is another d-structure on |K | where d-paths are concatenations of directed paths on simplices. It seems
more natural; however it has a serious disadvantage — products of simplices cannot be triangulated. In fact, the main result
of the paper remains true for any d-structure which contains vertices and for which Proposition 3.12 remains true.
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Example 3.6. The vertices of the n-d-simplex n are the integers 0,1, . . . ,n ordered in the natural way, and all collections
of vertices are simplices.
Example 3.7. Let K , L be d-simplicial complexes. For simplices
σ = {v0 < v1 < · · · < vm} ∈ S( K ), τ = {w0 < w1 < · · · < wn} ∈ S(L),
and functions
f : {0,1,2, . . . ,m+ n} → {0, . . . ,m},
g : {0,1,2, . . . ,m+ n} → {0, . . . ,n}
such that f (0) = g(0) = 0 and { f (i + 1) − f (i), g(i + 1) − g(i)} = {0,1} for 0 i <m+ n we deﬁne the set
[σ ,τ , f , g] := {(v f (0),wg(0)), (v f (1),wg(1)), . . . , (v f (m+n),wg(m+n))}⊆ V ( K ) × V (L).
The product of d-simplicial complexes K × L is deﬁned by
V ( K × L) := V ( K ) × V (L),
S( K × L) := {A ⊆ V ( K ) × V (L): ∃σ ,τ , f ,g A ⊆ [σ ,τ , f , g]},
(v,w)
(
v ′,w ′
) ⇔ v  v ′ ∧ w  w ′.
It is elementary to check that K × L is a d-simplicial complex, and that its geometric realization is d-homeomorphic to the
product | K | × |L|.
3.4. Some useful criteria
Let K be a d-simplicial complex. We assume that K is ﬁnite although the following propositions remain true also for
inﬁnite complexes. We will introduce a metric on | K | by the formula
(x, y) :=max
v∈V
∣∣cv(x) − cv(y)∣∣, (3.8)
and denote by B(x, r) the open ball centered at x having radius r. Obviously, the family of all open balls is a basis for the
topology of | K |.
Proposition 3.9. Let x0, x1, . . . , xn be a sequence of points of | K |. Suppose that xi−1
lin
 xi and supp(x0) ⊆ supp(xi) for all i = 1, . . . ,n.
Then x0
lin
 xn.
Proof. Let σ = supp(x1)∪supp(x2). Obviously σ ∈ S( K ) (since x1
lin
 x2) and supp(xi) ⊆ σ for i = 0,1,2. Then x0 σ x1 σ x2.
Since σ is transitive, we have x0 σ x2. It proves the statement for n = 2; the general case can be easily proven by
induction. 
Proposition 3.10. Let α ∈ P (| K |). If α(I) ⊆ st(supp(α(0))), then α(0) lin α(1).
Proof. By the deﬁnition of the d-structure on | K |, there exists a sequence
α(0) = s0
lin
 s1
lin
 · · · lin sn = α(1),
where si ∈ st(supp(α(0))). The conclusion follows from Proposition 3.9. 
Proposition 3.11. If α ∈ P ( K ), then C := α−1(V ( K )) is a ﬁnite union of (possibly degenerate) closed intervals.
Proof. Let U be the family of maximal connected subsets of the sets α−1(st(v)), v ∈ V (K ). Since U covers the interval, we
can pick a ﬁnite subcovering F. Fix U ∈ F and choose v ∈ V ( K ) such that U ⊆ α−1(st(v)). It is clear that C ∩ U is closed,
we will prove that it is also connected. Suppose that there exist s < t ∈ C ∩ U . It implies that α(s) = α(t) = v . Applying
Proposition 3.10 to the path α|[s,u] for s < t < u shows that v = α(s)
lin
 α(u) and dually (by applying the dual version of
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lin
 α(t) = v . Then v supp(α(u)) α(u)supp(α(u))= v . Therefore α(u) = v , [s, t] ⊆ C ∩U and then
C ∩ U is connected. Since C =⋃U∈F C ∩ U , the conclusion follows from the ﬁniteness of F. 
For x, y ∈ | K | we will write x lin∼ y if it satisﬁes one of the following (obviously equivalent) conditions:
• for every s ∈ [0,1] the linear combination sx+ (1− s)y lies in | K |,
• supp(x) ∪ supp(y) ∈ S( K ),
• there exists a simplex σ ∈ S( K ) such that x, y ∈ |σ |.
Proposition 3.12. Let α,β ∈ P (| K |) and let s ∈ [0,1]. If α(t) lin∼ β(t) for every t ∈ I , then γ := sα + (1− s)β is a directed path.
Proof. Let M be a d-simplicial subcomplex of K × K (cf. Example 3.7) with the vertices
V ( M) := {(v,w): {v,w} ∈ V ( K )}
and the simplices
S( M) := {A: A ⊆ [σ ,σ , f , g]}
for {v0 < · · · < vn} ∈ S( K ) and f , g satisfying the conditions from Example 3.7. Obviously
| M| ∼= {(x, y) ∈ | K | × | K |: ∃σ∈S( K ) x, y ∈ |σ |}.
As a consequence, the image of the product path (α,β) lies in | M|. Denote ω = (α,β) ∈ P (| M|).
Fix ε > 0 and let Uε = {B(x, ε)}x∈|L| . By compactness of the interval, there exists a sequence(
ω(0)
)= a0 < a1 < · · · < ak = ω(1)
of points of | M| such that ω([ai−1,ai+1]) ⊆ B(ω(ai), ε). By the deﬁnition of the d-structure on | M|, the points ω(ai) and
ω(ai+1) can be connected by a piecewise linearly directed path λi contained in B(ω(ai), ε) ∩ B(ω(ai+1), ε). We can con-
catenate these paths and obtain the piecewise linearly directed path η ∈ P (| M|) such that η(ai) = ω(ai) = λi(0) = λi−1(1).
Notice that (η(t),ω(t)) 2ε for all t ∈ I .
Let a < b ∈ I and assume that γ ([a,b]) ⊆ U for an open set U ⊆ | K |. To prove the statement, we need to construct a
linearly directed path contained in U from γ (a) to γ (b). By compactness of the interval, we can choose ε > 0 such that
B(γ (u),2ε) ⊆ U for all u ∈ [a,b]. Let η = (α′, β ′) be the path constructed above. The path γ ′ := sα′ + (1 − s)β ′ is well
deﬁned since γ ′(I) ⊆ | M| and piecewise linear. It is directed, since for every linear segment [c,d] of η both α′([c,d]) and
β ′([c,d]) lie in some common simplex |σ |, and the relation σ is preserved by taking convex combinations of arguments.
Moreover,

(
γ ′(u), γ (u)
)= (sα′(u) + (1− s)β ′(u), sα(u) + (1− s)β(u))< 2ε,
what implies that γ ′([a,b]) ⊆ U . 
Proposition 3.13. Let X be any d-space, K be a d-simplicial complex and let f , g : X → |K | be d-maps. If f (x) lin∼ g(x) for every x ∈ X,
then f and g are d-homotopic.
Proof. The map
H : X × I 
 (x, s) → (1− s) f (x) + sg(x) ∈ |K |
is the required d-homotopy. Its continuity is obvious and the d-structure is preserved by Proposition 3.12. 
3.5. Complexes with no loops
Deﬁnition 3.14. We say that a d-simplicial complex K has no loops if for every sequence of vertices v0  · · ·  vn  v0
implies v0 = · · · = vn . Equivalently, the transitive closure of  is a partial order.
If K is a ﬁnite d-simplicial complex without loops with n + 1 vertices, then its vertices can be indexed by v0, . . . , vn
in a way that vi  v j implies i  j. Such an indexing will be called compatible. For simplicity of notation, we will identify
vertices with their indices; for example we will write ck instead of cv .k
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d-simplicial complex K with a compatible indexing of its vertices v0, . . . , vn . For every k = 0, . . . ,n deﬁne the functions
lk :=
k∑
i=0
ci : | K | →R. (3.15)
Proposition 3.16. Let x, y ∈ | K |. If x lin∼ y and lk(x) lk(y) for every k, then x
lin
 y.
Proof. Let va0 , . . . , van be vertices of the simplex containing x and y. Then
y = x+
n∑
k=1
1
ai − ai−1
(
lai (x) − lai (y)
)
(vai − vai−1).
If lai (x) − lai (y) < 0 for every i, then obviously x
lin
 y. 
Proposition 3.17. A path α ∈ P (| K |) is directed if and only if the function lk ◦ α is non-increasing for every 0 k n.
Proof. Let α ∈ P (| K |) and assume that the functions lk ◦ α are non-increasing. Fix s < t ∈ I and an open set U ⊆ |K | such
that α([s, t]) ⊆ U . For every a ∈ [s, t] choose an open ball B(α(a), ε(a)) which is contained in U ∩ st(supp(α(a))) and let
Va ⊆ [s, t] be the connected component of α−1(B(a, ε(a))) which contains a. Pick a minimal ﬁnite sequence a1 < · · · < an
such that the sets Vai cover [s, t]. Next, for every i = 1, . . . ,n−1 choose bi ∈ (ai,ai+1)∩ Vai ∩ Vai+1 . Since α(a) lin∼ x whenever
x ∈ B(α(a), ε(a)), we have a sequence
α(s)
lin∼ α(a1) lin∼ α(b1) lin∼ α(a2) lin∼ · · · lin∼ α(bn−1) lin∼ α(an) lin∼ α(t).
Let β be the piecewise linear path with vertices listed above. Every of its segments is contained in a ball B(α(a), ε(a)),
hence the image of β is contained in U , and it is directed by Proposition 3.16.
The inverse is clear. 
3.6. Cubical complexes
Deﬁnition 3.18. A semi-cubical set C consists of
• a sequence of sets Cn (their elements are called n-cubes),
• a collection of maps d0k ,d1k : Cn → Cn−1 (called face maps), where 0 < k n, such that dεi dηj = dηj dεi+1 for i  j.
For 1 i  n, ε ∈ {0,1} deﬁne the map
dεi : In−1 
 (t1, . . . , tn−1) → (t1, . . . , ti−1, ε, ti, . . . , tn−1) ∈ In. (3.19)
Deﬁnition 3.20. The realization of a semi-cubical set C is the space
|C | :=
∞∐
n=0
Cn × In/
(
dεi c, x
)∼ (c,dεi x).
There is a natural d-structure on |C |; however we will not use it in this paper.
We conclude with the construction of the n-dimensional cube — the simplest semi-cubical set; it is elementary and not
very interesting in itself but it will be useful in the remaining part of the paper (especially for Example 4.8).
Example 3.21. The n-dimensional cube is the semi-cubical set n , where(
n
)
k =
{
A ⊆ B ⊆ {1, . . . ,n}: |B \ A| = k},
and the face maps are given by
d0i (A ⊆ B) =
(
A ⊆ (B \ {b(i, A ⊆ B)})),
d1(A ⊆ B) = ((A ∪ {b(i, A ⊆ B)})⊆ B),i
2134 K. Ziemian´ski / Topology and its Applications 159 (2012) 2127–2145where b(i, A ⊆ B) denotes the i-th smallest element of B \ A. One can easily check that n is a semi-cubical set; the crucial
part is to observe that b(i,dεj (A ⊆ B)) = b(i+1, A ⊆ B), and that this implies the semi-cubical relations. There is the natural
embedding of the geometric realization of the n-cube, which sends the cube (A ⊆ B) onto the set
{
(xk)
n
k=1 ∈Rn: ∀k∈A xk = 1∧ ∀k/∈B xk = 0
}
.
4. The trace complex
Let K be a d-simplicial complex. In this section, we construct the trace complex — a cubical complex which is (if K has
no loops) homotopy equivalent to the space of paths between two given vertices.
4.1. Simplicial traces
Deﬁnition 4.1. Let v,w be vertices of K . A simplicial trace γ∗ from v to w is a sequence of vertices
γ∗ = (v = γ0 < γ1 < · · · < γn(γ ) = w).
A wide simplicial trace γ ∗∗ from v to w is a sequence of non-trivial simplices of K(
γ ∗k =
{
γ 0k < · · · < γ dk(γ )k
})n(γ )−1
k=0
such that
• γ 00 = v ,
• γ 0n(γ ) := γ
dn(γ )−1(γ )
n(γ )−1 = w ,
• γ dk(γ )k = γ 0k+1 for every k < n(γ ).
It is easy to observe that the sequence
γ∗ :=
(
γ 00 < γ
0
1 < · · · < γ 0n(γ )
)
is a simplicial trace from v to w . We will call it the spine of γ ∗∗ .
The length of a (wide) simplicial trace γ∗ (resp. γ ∗∗ ) is the integer n(γ ). The width of a wide simplicial trace γ ∗∗ is the
sum
wd
(
γ ∗∗
) := n(γ )∑
k=0
(
dk(γ ) − 1
)
. (4.2)
Notice that simplicial traces are wide simplicial traces having width 0.
Given wide simplicial traces γ ∗∗ and λ∗∗ we write γ ∗∗  λ∗∗ iff γ∗ = λ∗ and λ∗k ⊆ γ ∗k for every k. Let STr( K )wv (resp.
WSTr( K )wv , WSTrq( K )wv ) denotes the set of simplicial traces (resp. wide simplicial traces, wide simplicial traces having
width q) from v to w .
Remark. If K has no loops, the vertices of a given wide simplicial trace cannot repeat. As a consequence, every simplicial
trace γ∗ in K is determined by the set of its vertices. Similarly, a wide simplicial trace γ ∗∗ is determined by the pair of sets
({γ 0k }, {γ jk }), where k = 0, . . . ,n(γ ), j = 0, . . . ,dk(γ ).
4.2. The differentials
Let γ ∗∗ be a wide simplicial trace from v to w . For every i ∈ {1, . . . ,wd(γ ∗∗ )} there exist unique integers a(i) = a(i, γ ),
b(i) = b(i, γ ) such that
i = b(i) +
a(i)−1∑
k=0
(
dk(γ ) − 1
)
, (4.3)
0  a(i) < n(γ ) and 0 < b(i) < dk(γ ). They determine the position of the i-th consecutive non-spine vertex of γ ∗∗ — this
vertex is the b(i)-th vertex in the simplex γ ∗ .a(i)
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λ∗∗ obtained by removing the i-th consecutive non-spine vertex. Namely, n(λ) = n(γ ), and
λ∗k =
{
γ ∗k for k = a(i),
(γ 0k < · · · < γ b(i)−1k < γ b(i)+1k < · · · < γ dk(γ )k ) for k = a(i).
The i-th upper face d1i (γ
∗∗ ) of γ ∗∗ is the wide simplicial trace μ∗∗ obtained by including the i-th consecutive non-spine vertex
into the spine. Namely, n(μ) = n(γ ) + 1, and
μ∗k =
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
γ ∗k for k < a(i),
(γ 0a(i) < · · · < γ b(i)a(i) ) for k = a(i),
(γ
b(i)
a(i) < · · · < γ
da(i)(γ )
a(i) ) for k = a(i) + 1,
γ ∗k−1 for k > a(i) + 1.
Notice that wd(d0i (γ
∗∗ )) =wd(d1i (γ ∗∗ )) =wd(γ ∗∗ ) − 1. Therefore, there are face maps
dεi :WSTrn( K )wv →WSTrn−1( K )wv (4.5)
for ε ∈ 0,1, i ∈ {1, . . . ,n}.
Proposition 4.6. The maps dεi satisfy the semi-cubical relations (Deﬁnition 3.18).
Proof. Let γ ∗∗ ∈WSTrn( K )wv , 1 j  i  n. One can easily check that
d0i d
0
j
(
γ ∗∗
)
k = d0j d0i+1
(
γ ∗∗
)
k =
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
γ ∗k for k = a(i + 1, γ ∗∗ ),a( j, γ ∗∗ ),
γ ∗k \ {γ
b( j,γ ∗∗ )
k } for k = a( j, γ ∗∗ ) < a(i + 1, γ ∗∗ ),
γ ∗k \ {γ
b(i+1,γ ∗∗ )
k } for k = a(i + 1, γ ∗∗ ) > a( j, γ ∗∗ ),
γ ∗k \ {γ
b( j,γ ∗∗ )
k , γ
b(i+1,γ ∗∗ )
k } for k = a(i + 1, γ ∗∗ ) = a( j, γ ∗∗ ),
the crucial observation applied to this calculation is that a(i,dεj (γ
∗∗ )) = a(i + 1, γ ∗∗ ), b(i,dεj (γ ∗∗ )) = b(i + 1, γ ∗∗ ). A similar
argument shows that dεi d
η
j = dηj dεi+1 for other combinations of ε,η ∈ {0,1}. 
Deﬁnition 4.7. The trace complex is the semi-cubical set CT (K )wv such that(
CT ( K )wv
)
n :=WSTrn( K )wv
and the differentials are the maps dεi deﬁned in Deﬁnition 4.4.
Example 4.8. Let n be the n-dimensional d-simplex, i.e. the simplicial complex with vertices V ( n) = {0,1, . . . ,n} ordered
in the natural way, and S( n) contains all subsets of V ( n). Every wide simplicial trace γ ∗∗ ∈ WSTri( n) determines the
pair (
A = {γ 0k }k=0,...,n(γ ) ⊆ B = {γ lk}l=0,...,dk(γ )k=0,...,n(γ ) ⊆ {1, . . . ,n − 1})
such that |B \ A| = i. One can easily check that this construction provides the bijections(
CT
( n)n0)i =WSTri( n)n0 → {A ⊆ B ⊆ {1, . . . ,n− 1}: |B \ A| = i}= (n−1)i
(cf. Example 3.21), and these bijections commute with the face maps. As a consequence, we obtain the semi-cubical iso-
morphism
CT
( n)n0 n−1.
If nk is the k-skeleton of n (i.e. S( nk) = {σ ⊆ {0, . . . ,n}: |σ | k}), then a similar argument shows that
CT
( nn−k)n0 n−1n−1−k,
where n−1n−1−k is the (n− 1− k)-skeleton of n−1.
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Let γ ∗∗ be a wide simplicial trace. Let J (γ ∗∗ )((trk)
0<r<dγk
0k<nγ ) be the piecewise linear path with vertices x
r
k , where
xrk =
r∑
q=0
tqk
(
1− tq+1k
) · · · (1− trk)γ qk ∈ | K | (4.9)
(we assume t0k = 1). It deﬁnes the map
J
(
γ ∗∗
) : Iwd(γ ∗∗ ) → T (| K |)wv . (4.10)
The continuity of J (γ ∗∗ ) is an immediate consequence of the following proposition:
Proposition 4.11. Let K be a d-simplicial complex and let
Ln( K ) :=
{
(xi)
n
i=0 ∈ | K |n+1: xi
lin
 xi+1
}
.
Then the map Jn : Ln( K ) → T (| K |) which assigns to every sequence of points (xi) the piecewise linear path with vertices xi is contin-
uous.
Proof. The proof is by induction. The map J1 is the composition
L1( K ) 
 (x, y) →
(
t → tx+ (1− t)y) ∈ P (X) π−→ T (X)
which is obviously continuous. If n > 1, then Jn is the composition of continuous maps
Ln( K ) Jn−1× J1−−−−−→ T ( K ) ⊗ T ( K ) c−→ T ( K ),
where
T (X) ⊗ T (X) := {([α], [β]) ∈ T (X) × T (X): α(1) = β(0)}
and c is the concatenation of traces. 
It is elementary to check that the maps J (γ ∗∗ ) are compatible with the differentials of CT (K )wv . Hence they may be
glued together to yield a continuous map
J : ∣∣CT (K )wv ∣∣→ T (|K |)wv . (4.12)
Here follows the main theorem of the paper:
Theorem 4.13. Let K be a ﬁnite d-simplicial complex without loops and let v,w ∈ V ( K ). The map
J : ∣∣CT ( K )wv ∣∣→ T (| K |)wv
is a homotopy equivalence.
5. Uniform paths
In this section we provide the notion of length function on a d-space X . If a d-space X admits a length function, we
prove that the projection from the space of paths P (X) onto the space of traces T (X) is a homotopy equivalence; the
same remains true if we consider the pointed case. Then, we apply these results to the geometric realization of a ﬁnite
d-simplicial complex without loops. Similar results for cubical complexes were obtained by Raussen [7]; the relationships
between paths spaces and trace spaces in general is studied in [9].
Let X be a d-space.
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Deﬁnition 5.1. A function L : P (X) →R+ ∪ {0} is a length function on X iff:
• L is continuous (with the compact-open topology on P (X)),
• L(α) = 0 if and only if α is a constant path,
• L(α ∗ β) = L(α) + L(β) if α,β ∈ P (X) and α(1) = β(0),
• L(α ◦ f ) = L(α) if α ∈ P (X) and f : I → I is surjective and non-decreasing.
For 0 r < s  1 let α|[r,s] be the path deﬁned by α|[r,s](t) := α( t−rs−r ). A directed path α is L-uniform iff L(α|[0,s]) = sL(α)
for every s ∈ I . The subspace of L-uniform paths on X will be denoted by Pu(X, L) ⊆ P (X, L).
For every α ∈ P (X) and t ∈ I let
Lα(t) := L(α|[0,t])
L(α)
. (5.2)
Proposition 5.3. The map
L(−)(−) :
(P (X) \ Pconst(X))× I 
 (α, t) → Lα(t) ∈ I
is continuous (where Pconst(X) stands for the space of constant paths).
Proof. The map
r : P (X) × I 
 (α, t) → α|[0,t] ∈ P (X)
is continuous because it is adjoint to the continuous map
P (X) × I × I 
 (α, t, s) → α(st) ∈ X .
Finally, L(−)(−) is the quotient (5.2) of L ◦ r by L applied to the ﬁrst argument. 
Corollary 5.4. For every non-constant path α ∈ P (X) the function
Lα : I 
 t → L(α|[0,t])
L(α)
∈ I
is continuous, non-decreasing and surjective.
Proposition 5.5. Let f : K → L be a continuous surjective map between compact spaces. Then for every U ⊆ L, if f −1(U ) ⊆ K is
open, then U is open.
Proof. If f −1(U ) ⊆ K is open, then K \ f −1(U ) = f −1(L \U ) ⊆ K is compact. Since f is assumed to be surjective, f ( f −1(L \
U )) = L \ U . Then L \ U is compact and hence U is open. 
Proposition 5.6. For every α ∈ P (X) there exists a unique L-uniform directed path β such that [β] = [α] ∈ T (X).
Proof. It is obvious for constant paths so assume otherwise. The map
ωα : I 
 t → α
(
L−1α (t)
) ∈ X
is well deﬁned (since Lα(s) = Lα(s′) implies that α(s) = α(s′)). Obviously α = ωα ◦ Lα . For every open subset U ⊆ X we have
α−1(U ) = L−1α (ω−1α (U )). Since α−1(U ) is open and Lα satisﬁes the conditions of Proposition 5.5, we obtain that ω−1α (U ) is
open. Then ωα is continuous. 
5.2. The continuity of the uniformization
Deﬁne a map
Y = Y (X, L) : P (X) 
 α → ωα ∈ Pu(X, L). (5.7)
Proposition 5.8. The map Y (X, L) is continuous.
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neighbourhood U of α in P (X) such that ωβ(C) ⊆ U for every β ∈ U. If l(α) = 0, then α is constant, and we can take
U := { f ∈ map(I, X): f (I) ⊆ U}.
Now assume L(α) > 0. The family of maximal open connected subsets of ω−1α (U ) is an open covering of C . By compactness,
there exists a ﬁnite subfamily {(q j, r j)}kj=1 which covers C . For every 1 j  k, choose a closed interval [q′j, r′j] such that
C ∩ (q j, r j) ⊆
[
q′j, r
′
j
]⊆ (q j, r j).
Next, choose a collection of numbers a j and b j such that
q j < Lα(a j) < q
′
j, r
′
j < Lα(b j) < r j.
Let U ⊆ P (X) be the set of directed paths β ∈ P (X) such that L(β) > 0 and for all j ∈ {1, . . . ,k} the following inequalities
hold:
• Lβ(a j) < q′j ,
• Lβ(b j) > r′j ,
• β([a j,b j]) ⊆ U .
Since the function L(−)(t) is continuous for every t ∈ I (by Proposition 5.3), then U is open in P (X). Furthermore,
α
([a j,b j])= ωα(Lα([a j,b j]))⊆ ωα((q j, r j))⊆ U
implies that α ∈ U. Finally, ﬁx t ∈ C and β ∈ U. There exists j such that t ∈ [q′j, r′j]; by the monotonicity of Lβ we have
Lβ(a j) < q
′
j  t  r′j < Lβ(b j),
and then L−1β (t) ⊆ [a j,b j]. Therefore ωβ(t) = β(L−1β (t)) ∈ U . 
Proposition 5.9. Suppose that X is a d-space with a length function L. Then the space Pu(X, L) is a deformation retract of P (X). In
particular, these spaces are homotopy equivalent.
Proof. A retraction is given by the formula
R(β, s)(t) = ωβ
(
st + (1− s)Lβ(t)
)
.
Obviously R(β,0)(t) = ωβ ◦ Lβ = β and R(β,1) = ωβ . The continuity of R is a consequence of the continuity of the maps
Y (X, L) (Proposition 5.8) and L(−)(−) (Proposition 5.3). 
Remark. Notice that Y (X, L) preserves endpoints; hence for x, y ∈ X we have the restricted map
Y (X, L)yx : P (X)yx → Pu(X, L)yx
(where Pu(X, L)yx stands for the space of L-uniform paths from x to y). Moreover, it is a homotopy inverse of the inclusion
(since the retraction R also preserves endpoints).
Remark. If paths α,β represent the same trace, then Y (X, L)(α) = Y (X, L)(β). Hence Y (X, L) induces the map T (X) →
Pu(X, L) (also denoted by Y (X, L) or just Y if X and L are obvious). The same is true in the pointed case.
Proposition 5.10. The maps
Y (X, L) : T (X) → Pu(X, L),
Y (X, L)yx : T (X)yx → Pu(X, L)yx
are homeomorphisms.
Proof. These maps are obviously continuous bijections, and the inverse map is the composition of the inclusion Pu(X, L) ⊆P (X) (resp. Pu(X, L)yx ⊆ P (X)yx ) and the projection. 
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Let X be a d-space. A function f : X → R is strictly increasing iff f (α(1)) − f (α(0)) > 0 for every non-constant directed
path α. The formula
L(α) := f (α(1))− f (α(0))
deﬁnes a length function on X . As a consequence, the spaces Pu(X) and T (X) are homeomorphic and P (X) is homotopy
equivalent to any of them. A similar statement holds in the pointed case. If K is a ﬁnite d-simplicial complex without loops
with a compatible indexing of vertices {vi}ni=0, then
l(x) =
n∑
i=0
ici(x) (5.11)
is a strictly increasing function. In particular, | K | admits a length function.
6. Tame paths
Let K be a ﬁnite d-simplicial complex without loops. The main goal of this section is to construct a deformation of | K |
which transforms all directed paths into tame paths, i.e. ones that pass between simplices only at vertices.
6.1. Tame paths
Let K be an arbitrary d-simplicial complex.
Deﬁnition 6.1. A path α ∈ P (| K |) is tame iff for every s < t ∈ I one of the following conditions holds:
1. there is a simplex σ such that |σ | contains α([s, t]),
2. there is u ∈ (s, t) such that α(u) is a vertex.
The space of tame paths in | K | (resp. tame paths from x to y) will be denoted by Pt(| K |) (resp. Pt(| K |)yx ).
Proposition 6.2. Let v,w ∈ V ( K ) and let α ∈ P (| K |)wv . Then α is tame iff there is a wide simplicial trace γ ∗∗ ∈WSTr( K )wv such that
• for every i there is ti ∈ I such that α(ti) = γi ,
• α([ti, ti+1]) ⊆ |γ ∗i |.
Proof. Assume that α is tame. By Proposition 3.11, the inverse image of the set of vertices of K is a ﬁnite union of intervals,
say
⋃n
i=0[si, ti], where si  ti < si+1. Let γ 0i := α(si) be the i-th vertex visited by α (obviously n(γ ) = n, γ 00 = v , γ 0n(γ ) = w),
and let γ ∗i be the minimal simplex which contains α([ti, si+1]). It is easy to check that γ ∗∗ is a minimal wide simplicial
trace having the required properties. The inverse statement is obvious. 
Deﬁnition 6.3. The wide simplicial trace constructed in the proof of Proposition 6.2 will be called the trace associated to a
tame path α and denoted by γ (α)∗∗ .
6.2. The deformation of | K | — outline of the construction
In the rest of the section, we assume that K is a ﬁnite d-simplicial complex without loops, and that {vi}ni=0 is a compat-
ible indexing of its vertices. As before (5.11) the function l : | K | → I is given by the formula l(x) :=∑ni=0 ici(x). Let ε and η
be rational numbers satisfying the following inequalities:
0 < η <
1
2n(n + 2) , 0 < ε <
η2
8n(n+ 2) . (6.4)
Given this data, we will construct a d-map
RK : | K | → | K |,
which is d-homotopic to the identity and sends all directed paths into tame paths.
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Deﬁne the functions hk : | K | →R by the formula
hk(x) := −ηl(x) − k + 1n+ 2 +
k∑
i=0
ci(x). (6.5)
Notice that the functions hk are strictly decreasing. Next, let D
+
k and D
−
k be the subsets of | K | deﬁned by
D+k :=
{
x ∈ | K |: hk(x) ε ∧ ∀i<k hi(x)−ε
}
, (6.6)
D−k :=
{
x ∈ | K |: hk(x) > −ε ∧ ∀i<k hi(x) < ε
}
. (6.7)
We will construct RK such that the sets D
+
k and D
−
k will be inverse images of {vk} and st(vk) respectively. It is easy to see
that these sets satisfy the following conditions:
• vk ∈ D+k ⊂ D−k ,
• the sets D+k and D−l are disjoint whenever k = l,
• the sets D−k cover the whole space,
• if α is a directed path, α(0) ∈ D+k and α(1) ∈ D+l , then k l,
so the collection D+k , D
−
k is a good candidate for the inverse images of the vertices and their stars respectively. In the
remaining part of the section we will show that:
• There exists a d-map RK : | K | → | K | d-homotopic to the identity with R−1K (vk) = D+k and R−1K (st(vk)) = D−k .
• All directed paths are mapped by RK into tame paths. Notice that this property in fact depends only on the sets D+k , not
on the choice of the particular d-map RK . It is equivalent to the following statement: For every directed path α such
that α(0) ∈ D+k and α(1) ∈ D+l either (k, l) is an edge of K , or there exists t ∈ (0,1) and k <m < l such that α(t) ∈ D+m .
This condition is the reason why the term −ηl(x) appears in the formula deﬁning hk; without this correction it would
fail.
Example 6.8. Let K be the d-simplicial complex having four vertices v0, v1, v2, v3, and two maximal simplices: {v0 <
v1 < v2} and {v1 < v2 < v3}. The following picture illustrates the shape of the sets D+k in this case. Notice that every
directed path which starts inside D+0 and ends inside D
+
3 must cross either D
+
1 or D
+
2 . The scale is not preserved; the gaps
between these sets should be more narrow. The reason is that the parameter ε, which controls the width of the gaps is
much smaller than η, which controls the slant of the gaps.
We proceed with providing some properties of the functions hk:
Proposition 6.9. Assume that 0 k n.
(1) The functions hk are strictly decreasing, i.e. all compositions with injective d-paths are strictly decreasing.
(2)
hk(v0) = 1− k + 1n+ 2 , hk(vn) =
{− k+1n+2 − nη for k < n,
1
n+2 − nη for k = n.
(3) x ∈ st(vk) if and only if hk−1(x) − hk(x) < 1 .n+2
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hk(x) − hk(y) 2η−1
(
hl(x) − hl(y)
)
whenever 0 k = l n and x y ∈ | K |.
Proof. The only non-trivial case is the last one. Assume that x and y differ only at two coordinates, say i-th and j-th (where
i < j). If k < i or j  k, then
hk(x) − hk(y) = η
(
l(y) − l(x))= η( j − i)(ci(x) − ci(y)) η(ci(x) − ci(y)),
otherwise (i  k < j)
hk(x) − hk(y) = η
(
l(y) − l(x))+ ci(x) − ci(y) = (η( j − i) + 1)(ci(x) − ci(y))< 2(ci(x) − ci(y)).
Hence
hl(x) − hl(y)
hk(x) − hk(y) <
2(ci(x) − ci(y))
η(ci(x) − ci(y))  2η
−1.
In the general case, we can choose a sequence x = x0 < x1 < · · · < xa = y in which two consecutive points differ by exactly
two coordinates. We have
hk(x) − hk(y) =
a−1∑
b=0
hk(xb) − hk(xb+1) < 2η−1
a−1∑
b=0
hl(xb) − hl(xb+1) = 2η−1
(
hl(x) − hl(y)
)
. 
6.3. The deformation of | K |
Deﬁne the following real functions on | K |:
m′k(x) :=
hk(x) + ε
2ε
, (6.10)
mk(x) :=
⎧⎪⎨
⎪⎩
0 form′k(x) < 0,
1 form′k(x) > 1,
m′k(x) otherwise.
(6.11)
Notice that D+k = m−1k (1) and D−k = m−1k ((0,1]), but we would like to obtain a collection of functions which additionally
sum up to the unit function. Therefore we deﬁne
zk(x) :=mk(x)
k−1∏
i=0
(
1−mi(x)
)
. (6.12)
Finally, let
RK (x) :=
n∑
k=0
zk(x)vk. (6.13)
The following formula can be easily proved inductively:
k∑
i=0
zi(x) = 1−
k∏
i=0
(
1−mi(x)
)
. (6.14)
By Proposition 6.9(2) and (6.4) we have hn(x) > ε. Hence mn(x) = 1 and then
n∑
i=0
zi(x) = 1−
n∏
i=0
(
1−mi(x)
)= 1. (6.15)
As a consequence, we deduce that the formula (6.13) deﬁnes a continuous map
RK : | K | → | K |.
Proposition 6.16. RK is a d-map.
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Therefore, for every k we have
lk
(
RK (x)
)= k∑
i=0
zi(x) = 1−
k∏
i=0
(
1−mi(x)
)
> 1−
k∏
i=0
(
1−mi(y)
)= k∑
i=0
zi(y) = lk
(
RK (y)
)
.
Now the conclusion follows from Proposition 3.17. 
Proposition 6.17. The map RK is d-homotopic to the identity by the convex combination.
Proof. We have
zk(x) > 0 ⇒ mk(x) > 0∧mk−1(x) < 1 ⇒ hk(x) > −ε ∧ hk−1(x) < ε.
Hence, if x ∈ st(vk), we can conclude by Proposition 6.9(3) that RK (x) ∈ st(vk), and thus supp(RK (x)) ⊂ supp(x). Now the
conclusion follows from Proposition 3.13. 
6.4. Proof of the tameness
Fix a directed path α ∈ P (|K |)vnv0 and deﬁne the following subsets of I:
J+k (α) := α−1
(
D+k
)= (RK ◦ α)−1({vk}), (6.18)
J−k (α) := α−1
(
D−k
)= (RK ◦ α)−1(st(vk)). (6.19)
Since K has no loops, the set J+k (α) is either empty or a (possibly degenerate) closed interval; in this case let us denote
this interval by [qk, rk]. Let
A(α) := {k: J+k (α) = ∅}= {k: vk ∈ (RK ◦ α)(I)}, (6.20)
B(α) := {k: J−k (α) = ∅}= {k: st(vk) ∩ (RK ◦ α)(I) = ∅}, (6.21)
Bk(α) :=
{
i ∈ B(α): i  k ∧ ∀k< j<i j /∈ A(α)
}
. (6.22)
In other words, A(α) (resp. B(α)) is the collection of indices k such that RK ◦ α passes vk (resp. st(vk)). If k < l are
subsequent elements of A(α), Bk(α) = B(α) ∩ (k, l). Denote for short fk(t) := hk(α(t)).
Proposition 6.23. Let k ∈ {0, . . . ,n}.
(1) fk is non-increasing,
(2) fk(0) > ε,
(3) fk(1) < −ε for k < n,
(4) fk(rk) = ε for k < n.
Proof. This is immediate from the deﬁnition. 
Proposition 6.24. If k < l ∈ A(α) and i /∈ A(α) for all k < i < l, then
fk(rk) − fk(ql) < 4(n− 1)εη−1.
Proof. Choose t0 ∈ f −1k (−ε), i0 = k. We will deﬁne inductively numbers ta ∈ I and integers ia , a > 0. Assume that ib and
tb are already deﬁned for b < a. Let i be the smallest number such that ia−1 < i < l and f i(ta−1) > −ε. If such a number
exists, then we put ia := i, choose ta ∈ f −1i (−ε) and proceed with deﬁning ia+1 and ta+1; otherwise put ia := l, ta := ql and
stop the procedure. Then we have deﬁned sequences
k = i0 < i1 < · · · < ia = l and rk < t0 < t1 < · · · < ta = ql.
Obviously f ib (tb)−ε (the inequality is proper only for ia = l). Moreover, f ib (tb−1) < ε for b < a; the inverse would imply
ib ∈ A(α). By Proposition 6.9(4) we have
fk(tb−1) − fk(tb) 2η−1
(
f ib (tb−1) − f ib (tb)
)
 4η−1ε.
Therefore for every t ∈ [rk,ql]
fk(rk) − fk(ql) = ε − fk(ta) = ε − fk(t0) +
(
fk(t0) − fk(t1)
)+ · · · + ( fk(ta−1) − fk(ta)) 4aεη−1. 
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Proof. Choose t ∈ [rk,ql] ∩ J−j (α). If s ∈ [rk,ql], then
f j−1(s) − f j(s) f j−1(rk) − f j(ql) =
(
f j−1(t) − f j(t)
)+ ( f j−1(rk) − f j−1(t))+ ( f j(t) − f j(ql))
 2ε + 2η−1( fk(rk) − fk(t))+ 2η−1( fk(t) − fk(ql))
 2ε + 2η−1(4(n− 1)εη−1) 8nεη−2 < 1
n+ 2 .
The conclusion follows from Proposition 6.9(3). 
Proposition 6.26. The path RK ◦ α is tame.
Proof. Let s, t ∈ I . If there exists k such that the interval (s, t) contains qk or rk , then (RK ◦ α)(qk) (or (RK ◦ α)(rk)) is a
vertex. Otherwise, there exist k, l ∈ A(α) such that (k, l) ∩ A(α) = ∅ and [s, t] ⊆ [rk,ql]. By Proposition 6.25,
α
([rk,ql])⊆ st(vk) ∩ st(vl) ∩ ⋂
i∈Bk(α)
st(vi).
The latter subset contains σ := {vk, vl} ∪ {vi}i∈Bk(α) , a K -simplex. On the other hand, z j(α([rk,ql])) = {0} if j /∈ {k, l} ∪ Bk(α)
which implies that
(RK ◦ α)
([s, t])⊆ (RK ◦ α)([rk,ql])⊆ |σ |. (6.27)
The tameness of RK (α) is proven. 
Remark. Notice that the wide simplicial trace γ ∗∗ given by {γ 0∗ } = A(α), {γ ∗∗ } = B(α) is associated to α.
Proposition 6.28. The map
P(|K |)vnv0 
 α → RK ◦ α ∈ Pt(|K |)vnv0
is a homotopy equivalence.
Proof. By Propositions 6.16 and 6.26, it is well deﬁned and by Proposition 6.17, it is a homotopy equivalence. 
Remark. A similar result holds for cubical complexes without loops. For a cubical complex C , we say that a directed path
α ∈ |C | is tame iff α([s, t]) either contains a vertex, or is contained in a single cube. Then there exists a deformation
RC : |C | → |C | which preserves vertices and transforms all directed paths into tame paths — one can take RC = RK , where
K is the natural triangulation of C (one can check that the d-structures on |K | and |C | coincide).
7. Proof of the main theorem
Let K be a ﬁnite d-simplicial complex without loops and let vi be a compatible indexing of vertices. The main goal of
this section is to construct a homotopy equivalence
F : Pt
(|K |)vnv0 → ∣∣CT (K )vnv0 ∣∣. (7.1)
Fix a wide simplicial trace γ ∗∗ ∈ WSTr( K )vnv0 . Let X(γ ∗∗ ) ⊆ Pt(|K |)vnv0 be the set of paths α whose associated trace γ (α)∗∗
(cf. Deﬁnition 6.3) is contained in γ ∗∗ (i.e. γ (α)∗∗  γ ∗∗ ). More precisely,
X
(
γ ∗∗
) := {α ∈ Pt(|K |)vnv0 : ∃0=t0<t1<···<tn(γ )=1 ∀0knγ α(tk) = γ 0k ∧ ∀0k<n(γ ) α([tk, tk+1])⊆ ∣∣γ ∗k ∣∣}. (7.2)
Next, we deﬁne the map
F
(
γ ∗∗
) : X(γ ∗∗ )→ Iwd(γ ∗∗ ),
whose i-th coordinate F (γ ∗∗ )i is the maximal (barycentric) coordinate with respect to the i-th non-spine vertex in the wide
simplicial trace γ ∗∗ . More precisely,
F
(
γ ∗∗
)
i : X
(
γ ∗∗
) 
 α → max
t∈[t ,t ] cγ b(i)a(i)
(
α(t)
) ∈ I, (7.3)
a(i) a(i)+1
2144 K. Ziemian´ski / Topology and its Applications 159 (2012) 2127–2145where 0 a(i) < n(γ ) and 0 < b(i) < da(i)(γ ) are integers such that i = b(i) +∑a(i)−1k=0 (dk(γ ) − 1) (cf. (4.3)). Obviously the
maps F (γ ∗∗ ) are continuous.
The next step is to prove that F (γ ∗∗ ) is a compatible family of maps.
Proposition 7.4. Fix γ ∗∗ ∈WSTr( K )vnv0 , q ∈ {1, . . . ,wd(γ ∗∗ )}, and ε ∈ {0,1}. Then the diagram
X(dεqγ
∗∗ )
F (dεqγ
∗∗ )
⊆
Iwd(γ
∗∗ )−1
dεq
X(γ ∗∗ )
F (γ ∗∗ ) Iwd(γ
∗∗ )
is commutative.
Proof. The commutativity is a consequence of the following statements
• F (γ ∗∗ )i = F (dεqγ ∗∗ )i for i < q,• F (γ ∗∗ )i = F (dεqγ ∗∗ )i−1 for i > q,• F (γ ∗∗ )q|X(dεqγ ∗∗ ) = constε ,
which can be easily deduced from Deﬁnition 7.3. 
Since the sets X(γ ∗∗ ) cover the space Pt(| K |)vnv0 , the collection {F (γ ∗∗ )} glues to the map
F : Pt
(| K |)vnv0 → ∣∣CT ( K )vnv0 ∣∣. (7.5)
Let Put(|K |)vnv0 be the space of paths which are both tame and uniform. The image of the map J : |CT ( K )vnv0 | → T (| K |)vnv0
(cf. (4.12)) contains only traces which are represented by tame paths. Then the image of the composition∣∣CT ( K )∣∣vnv0 J→ T (| K |)vnv0 ∼=→ Pu(| K |)vnv0 (7.6)
is contained in Put(| K |)vnv0 . Therefore there exists a map
J ′ : ∣∣CT ( K )∣∣vnv0 → Put(| K |)vnv0 (7.7)
which is the restriction of the composition above.
Proposition 7.8. The map F ′ := F |Put (|K |)vnv0 is a homotopy inverse of J
′ .
Proof. Let γ ∗∗ ∈ WSTr( K )vnv0 . For every α ∈ X(γ ∗∗ ) and every t ∈ [ γkn+2 , γk+1n+2 ] both α(t) and J ′(F ′(α))(t) lie in the simplex|γ ∗k |. Therefore the map
H : Put
(| K |)vnv0 × I 
 (α, s) → sα + (1− s)F ′( J ′(α)) ∈ Put(| K |)vnv0
is well deﬁned, and it is a homotopy between the identity and the composition F ′ ◦ J ′ . On the other hand, for every
x ∈ |CT ( K )|vnv0 both x and J ′(F ′(x)) lie in the same cube. Hence there is the convex homotopy between the identity and
J ′ ◦ F ′ . 
Theorem 7.9. Let K be a ﬁnite d-simplicial complex without loops and let v,w ∈ V (K ). Then both maps
P(| K |)wv π−→ T (| K |)wv J←− ∣∣CT ( K )wv ∣∣
are homotopy equivalences.
Proof. The uniformization map Y (| K |) : P (| K |) → Pu(| K |) obviously preserves tame paths. Then the conclusion follows from
Propositions 6.28, 5.10 and 7.8. 
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