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Vorwort
In meiner Diplomarbeit beshäftige ih mih mit dem Thema Wahrshein-
lihkeitsrehnung im Shulunterriht. Ih möhte Ideen liefern, wie man als
Lehrperson dieses Teilgebiet der Mathematik in den Unterriht einführen
könnte. Dabei nehme ih besonders auf die Oberstufe Bezug.
Wenn man den aktuellen Lehrplan betrahtet, fällt auf, dass die Wahr-
sheinlihkeitsrehnung nur ein sehr geringes Ausmaÿ umfasst. Speziell in der
Unterstufe wird dieses Thema komplett ausgegrenzt, es werden lediglih die
Grundlagen der Statistik eingeführt. Im Oberstufenlehrplan ist erst ab der
6. Klasse die Behandlung der Wahrsheinlihkeitsrehnung vorgesehen. Ih
möhte nun mit meiner Arbeit zeigen, dass das Thema Wahrsheinlihkeits-
rehnung einen wihtigen Bestandteil der Mathematik umfasst, der mithilfe
vershiedenster Methoden und interessanter Beispiele den Shülern auf viel-
fahe Weise beigebraht werden kann.
Ih habe im ersten Kapitel versuht, die wihtigsten Gründe zusammen-
zufassen, weshalb es nötig ist, den Shülern eine Vorstellung über die Wahr-
sheinlihkeit zu vermitteln. Shon im Kindesalter wird man mit Glüks -
spielen konfrontiert, zum Beispiel durh das Würfelspiel Mensh, ärgere dih
niht, wobei der Ausgang des Spieles vom Zufall abhängig ist. Es liefert aber
auh die täglihe Wettervorhersage Aussagen über Wahrsheinlihkeiten. Es
wird also die Bedeutung der Behandlung der Wahrsheinlihkeitsrehnung im
Shulunterriht deutlih, da dies ein Gebiet ist, dass uns tagtäglih begleitet.
Weiters habe ih mih in einem eigenen Kapitel mit der Geshihte der
Wahrsheinlihkeitsrehnung befasst, um zu zeigen, wo ihre Anfänge liegen,
und wo die Wahrsheinlihkeitsrehnung überall Anwendung fand.
Ebenso möhte ih einen Einblik in die Entwiklung des Wahrsheinlih-
keitsbegries bei Kindern geben, da dies einen interressanten Aspekt bei der
Planung des Unterrihts darstellt.
Nah diesen einführenden Kapiteln werde ih mih der Wahrsheinlih-
keitsrehnung im Shulunterriht widmen. Ih habe mih dafür entshieden,
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dieses Thema mithilfe von Simulationen einzuführen, dabei habe ih 2 kon-
krete Beispiele an den Anfang gestellt. Hierbei kann durh gezieltes Erarbei-
ten eines Beispieles das Interesse an diesem neuen Kapitel bei den Shülern
gewekt werden.
Danah halte ih es für wihtig, die Grundbegrie der Wahrsheinlih-
keitsrehnung einzuführen, und shlieÿlih mit dem Rehnen mitWahrshein-
likeiten zu beginnen. Die bedingte Wahrsheinlihkeit, Zufallsvariablen, aber
auh Erwartungswert und Varianz spielen hier eine bedeutende Rolle.
An dieses Kapitel shlieÿt shlieÿlih noh ein Abshnitt über die Kom-
binatorik an.
Im abshlieÿenden Kapitel behandle ih die Monte-Carlo-Methode, und
bringe auh einige Beispiele dazu.
Ih habe mit dieser Arbeit versuht, eine von vielen Möglihkeiten auf-
zuzeigen, wie man einen Unterriht über die Wahrsheinlihkeitsrehnung
aufbauen könnte.
Ih möhte auh noh darauf hinweisen, dass alle Bezeihnungen ge-
shlehtsneutral zu verstehen sind, da ih wegen der Einfahheit die gram-
matikalish näher liegende Form verwendet habe.
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Kapitel 1
Gründe für die Behandlung der Wahrsheinlih-
keitsrehnung im Shulunterriht
1.1 Einführung
Ansätze für Gründe für die Behandlung der Wahrsheinlihkeitsrehnung im
Shulunterriht nden wir durh einen Blik in unser Umweltgeshehen. Die
folgenden Zeitungsmeldungen und Zitate von Wissenshaftlern und Shrift-
stellern beshreiben den Wissensstand zu einem bestimmten Zeitpunkt. Die
Zitate sind aus gröÿeren Zusammenhängen genommen und geben das Zeitge-
shehen wieder, kennzeihnen Standpunkte von Wissenshaftlern und Shrift-
stellern, und auh Haltungen von Menshen. So soll deutlih gemaht werden,
wie sehr Zufall und die Gesetze der Wahrsheinlihkeitsrehnung und Statis-
tik unsere Umwelt und auh unser Leben prägen.
1.2 Begründungsaspekte in Beispielen
([13℄, S. 11-21)
David Bergamini:
Siherheit ist etwas, das es im menshlihen Leben so gut wie gar niht
gibt. Wir alle sind in hohem Maÿe vom Zufall abhängig. Unvorhersehbar ist
die Zusammensetzung der Erbfaktoren, die unser Äuÿeres bestimmen; ein
unahtsamer Shritt bringt uns mögliherweise ins Krankenhaus, ein Einsatz
bei einem Rennen vershat uns vielleiht einen Gewinn. . . . Da wir den
Zufall in keiner Weise unter unsere Herrshaft bringen können, versuhen
wir, wenigstens die Möglihkeit eines bestimmten Geshehens abzushätzen.
Die Berehnung von Wahrsheinlihkeiten gehört seit undenklihen Zeiten zu
den menshlihen Beshäftigungen, aber erst seit dem 17. Jahrhundert haben
sih die Mathematiker ernsthaft damit befaÿt.
Stihwörter: Siherheit, Zufall, Abshätzung der Möglihkeit eines be-
stimmten Geshehens - Berehnung von Wahrsheinlihkeiten.
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L. Jànossy:
. . . ; im täglihen Leben sind wir gezwungen, alle unsere Handlungen
auf solhe extremen Wahrsheinlihkeiten zu basieren. Wir übershreiten die
Straÿe in einem Augenblik, wo es uns sehr wahrsheinlih ersheint, daÿ
uns kein Fahrzeug überfahren wird. Wie es die Verkehrsunfälle zeigen, kön-
nen wir uns niht auf den Fall beshränken, wo es shlehthin siher ist, daÿ
die Straÿe überkreuzt werden kann. Ferner benützen wir ein Flugzeug als
Verkehrsmittel, obwohl wir aus der Verkehrsstatistik wissen, daÿ es nur sehr
wahrsheinlih ist, daÿ wir am Ziel ankommen werden. . . . Wir müÿten auf-
hören zu essen, wenn wir mit Siherheit die Gefahr vermeiden wollten, uns
zufällig durh shlehte Nahrungsmittel zu vergiften.
Stihwörter: Wahrsheinlihkeit, sehr wahrsheinlih, Verkehrsstatistik.
Erwin Shrödinger:
Es ist niht siher, aber ziemlih wahrsheinlih, daÿ derzeit gerade Li-
nien nah einer Entfernung von 1027 oder höhstens 1030 Zentimetern in sih
zurüklaufen und daÿ die Welt niht länger als höhstens 109 oder 1010 Jahre
in einem Zustand existiert, der mit ihrem gegenwärtigen irgendeine Ähnlih-
keit hat.
Sihwörter: niht siher, ziemlih wahrsheinlih.
Max Plank:
Es ist gewiÿ kein Zufall, daÿ gerade die gröÿten Denker aller Zeiten zu-
gleih auh tief religiös veranlagt waren, wenn sie auh ihr Heiligstes niht
gern öentlih zur Shau trugen.
Stihwort: es ist gewiÿ kein Zufall.
Werbetext:
Wahrsheinlih sind sie die gegenwärtig höhstentwikelten programmier-
baren Rehner, aber sie sind leiht zu bedienen und kommen doh Computern
shon sehr nahe.
Stihwort: wahrsheinlih.
Johann Wolfgang von Goethe:
Ahte hatt ih gesetzt, nun ist die Neune gezogen  Sieh, wie nah ih
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shon war! Nähstens tre ih die Zahl.  Und so klagen die Menshen, die
sih dem Zufall vertrauen.
Stihwort: Zufall.
Novalis:
Auh der Zufall ist niht unergründlih, er hat seine Regelmäÿigkeit.
Stihwort: Regelmäÿigkeit des Zufalls.
Pressemeldung:
Die für den Bau von Kernkraftwerken einstehenden Fahleute haben uns
immer versihert, wie klein das Risiko eines gröÿeren Reaktorunfalls sei. Die
Wahrsheinlihkeit, daÿ der Reaktorkern shmilzt, sei 1 : 20 000 je Reaktor
und Jahr. Bei 163 gegenwärtig in den Vereinigten Staaten betriebenen Reak-
toren würde das bedeuten, daÿ in 122 Jahren ein einziger Kernshmelzunfall
zu erwarten sei. Niemand kann aber sagen, wann in der Zeit dieser Unfall
sih ereignet, er kann nämlih shon in den ersten Jahren, ja shon morgen
eintreten. Vielleiht ist er shon eingetreten.
Stihwort: Angabe der Wahrsheinlihkeit eines Ereignisses als Verhält-
nis (Wahrsheinlihkeit des Ereignisses Reaktorkern shmilzt sei 1 : 20 000
je Reaktor und Jahr).
Pressenotiz:
Diese spezielle Methode hat, so der Vorstandsspreher der Bergbau-AG
Dortmund, [. . . ℄, mit an Siherheit grenzender Wahrsheinlihkeit` keinerlei
Einuÿ auf die Shlagwetterexplosion.
Stihwort: mit an Siherheit grenzender Wahrsheinlihkeit.
1.3 Gründe für die Behandlung der Stohastik im Un-
terriht
Denition:
Stohastik ist ein Wort, das aus dem Griehishen abgeleitet wurde. Es be-
deutet soviel wie Vermutung (Mutmaÿung) und wird in der Literatur vielfah
als Sammelbegri für Wahrsheinlihkeitsrehnung einshlieÿlih kombinato-
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risher Grundfragen und Statistik benutzt.
1. Viele der vorher genannten Zitate beziehen sih auf unsere Umwelt,
die uns fordert und uns in vershiedenen Situationen entgegentritt. Unter
Punkt 1 möhte ih nun die angesprohenen Gründe für die Behandlung der
Stohastik im Unterriht zusammenfassen.
Die Shule soll Grundbildung vermitteln, die auf ein mathematishes Er-
fassen unserer Wirklihkeit gerihtet ist. Unsere Wirklihkeit umfasst sowohl
deterministishe als auh niht deterministishe Phänomene, und deshalb
muss die Shule auh Grundkenntnisse vermitteln, die zum Verständnis zu-
fallsbedingter Ersheinungen beitragen. Es geht um die Vermittlung anwend-
baren Wissens und um die Anwendung der erworbenen Kenntnisse auf reale
Situationen.
Dazu einige Beispiele:
 Würfelspiele: Spielregeln hinterfragen, z. B.: Aus welhem Grund darf
man noh einmal würfeln, wenn die Zahl 6 auftritt? Ist es deswegen,
da die Zahl 6 sehr selten gewürfelt wird?
 Glüksspiele/Lotterien: z. B.: Gewinnhanen.
 Shaubilder und Prognosen aufgrund statistisher Daten.
 Qualitätskontrollen mit Stihproben in tehnishen Prozessen zur Ein-
haltung der Norm und Überprüfung der Höhe des Ausshussanteils.
 Zufallsgesteuerte Blokversuhe in der biologishen Forshung.
 Testung und Erprobung medizinisher Präparate.
 Testverfahren in der Psyhologie.
 Probleme im Versiherungswesen: z. B.: stohastishe Grundlagen der
Rentenversiherung.
 Simulation groÿtehnisher Prozesse in Physik und Chemie.
(vgl. [13℄, S. 21,22)
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Es werden drei Begründungen für die Behandlung der Wahrsheinlih-
keitsrehnung deutlih:
1.1. Methoden der Wahrsheinlihkeitstheorie und Statistik treten in Na-
turwissenshaften, Versiherungswesen, Medizin, Meteorologie, Gesellshafts-
wissenshaften, Psyhologie usw. auf.
1.2. Für den Unterriht ist bedeutend, dass nun mit Hilfe der Wahrshein-
lihkeitsrehnung Aussagen über zufällige Ersheinungen verstanden werden,
und auh verglihen werden können. Somit können Aussagen wie wahrshein-
lih, unwahrsheinlih, sehr siher usw. präzisiert werden.
1.3. Es ist die Einsiht zu gewinnen bzw. zu vermitteln, dass die empi-
rish gewonnenen Gesetze und Beziehungen statistish harakterisiert werden
können.
(vlg. [14℄, S. 22)
2. In der Stohastik kann der Prozess der Mathematisierung (Modellbil-
dung) vermittelt werden.
Im täglihen Leben arbeitet man mit Modellen, um komplizierte Sah-
verhalte durh ein einfahes Shema zu verstehen.
Ebenso ist es in der Mathematik.
Um vom Zufall bestimmte Phänomene im täglihen Leben mathematish
beshreiben zu können, müssen sie erst durh ein System mathematisher Be-
grie und Beziehungen. Sie werden also durhMathematisierung/Modellbildung
erfassbar und berehenbar. Die Wahrsheinlihkeitstheorie bildet bei stohas-
tishen Situationen die Grundlage solher Modelle.
Es gelingt mit diesen Modellen Probleme der Realität, bei denen der
Zufall mitwirkt, als mathematishe Fragestellungen zu formulieren und zu
lösen. Also, zuerst erfolgt die Lösung im zugrundeliegenden Modell, und wird
dann im Hinblik auf das reale Problem interpretiert.
Die Shüler sollen lernen eine gleihe formale Struktur bei vershiedenen
Zufallsproblemen bzw. Zufallsexperimenten zu erkennen.
Weiters soll es ihnen möglih sein, ein vorgegebenes Problem durh ein ih-
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nen bereits Bekanntes zu ersetzen. Gesetzmäÿigkeiten und Zufallsphänomene
lassen sih an einfahen Modellen wie den Urnenmodellen leiht erkennen.
Die Bedeutung von Urnenexperimenten bei der Lösung stohastisher
Fragestellungen beruht auf der Tatsahe, daÿ jedes Zufallsexperiment mit
endlih vielen Ergebnissen (Elementarereignissen), denen rationale Zahlen
als Wahrsheinlihkeiten zukommen, gedanklih durh ein Urnenexperiment
ersetzt werden kann. Im Stohastikunterriht spielen sie eine groÿe Rolle.
3. Stohastik ist eine ideenreihe Theorie.
Sie ergänzt den Mathematikunterriht und rundet ihn gleihzeitig auh
ab. Es lohnt sih die Wahrsheinlihkeitstheorie im Unterriht zu erarbeiten.
Keiner der Shüler kann sih siher sein, dass er im Berufsleben oder beim
Studium ohne Stohastikkenntnisse auskommt. Es gibt eine Fülle von Lite-
ratur und Beispielen.
Allgemein geht es um:
 Anregung zur Kreativität: z. B.: vershiedene Lösungswege nden, Be-
shaung und Darstellung von Daten, usw.
 Förderung der Argumentations- und Kommunikationsfähigkeit.
 Lösungsndung durh Vereinfahung: z. B.: zuerst Lotto 3 aus 8 statt
6 aus 45.
 Lösung von Problemstellungen durh Simulation: z. B.: mittels Zufalls-
zahlen, Urnenmodellen.
 Entdeken von Aufgaben mit unrealistishen Einkleidungen.
 Entwiklung von Lösungsstrategien: z. B.: Berehnung von Anzahlen,
Wahrsheinlihkeiten, usw.
 Befähigung, Aussagen der beshreibenden Statistik rihtig zu bewerten
und kritish zu begegnen.
4. Bei Aufgaben aus der Wahrsheinlihkeitsrehnung und Kombinato-
rik wird das Interesse vieler Kinder gewekt. Sie bewirken eine intrinsishe
Motivation.
8
Dies bedeutet, dass sie bei solhen Aufgaben ein stärkeres positives Pro-
blemlöseverhalten zeigen als bei manh anderen Gebieten.
5. Der Stohastikunterriht darf niht isoliert vom übrigen Mathematik-
unterriht angesehen werden. Der Gedanke der Integration soll mitspielen.
Rehengebiete wie Bruhrehnung und Prozentrehnung können in der Wahr-
sheinlihkeitsrehnung zum Beispiel vertieft werden.
Beispiel:
Der Begri der relativen Häugkeit
hn(A) für ein Ereignis A ist durh einen Bruh beshrieben:
hn(A) =
Anzahl der Versuhe mit dem Ergebnis A
Gesamtzahl n der durhgeführten Versuhe
.
Die klassishe Wahrsheinlihkeit (Laplae-Wahrsheinlihkeit) P (A) ei-
nes Ereignisses A wird berehnet durh den Quotienten:
P (A) =
Anzahl g(A) der für A günstigen Fälle
Anzahl m der möglihen Fälle
,
wobei vorausgesetzt wird, dass alle möglihen Fälle mit gleiher Wahrshein-
lihkeit auftreten.
6. Die Wahrsheinlihkeitsrehnung und Statistik hat eine faszinierende
Entwiklungsgeshihte.
Diese eignet sih gut, um den Unterriht und das Mathematiklernen le-
bendiger zu gestalten.
 Interessante Probleme aus der Entstehungsgeshihte der Wahrshein-
lihkeit.
 Grundlagendiskussion über den Begri der Wahrsheinlihkeit.
 Zahlreihe Paradoxien in der Stohastik.
Es kann vermittelt werden, wie durh Überwinden von Fehlern Wissen-
shaft entstand.
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(vgl. [13℄, S. 2327)
7. Beweise der kombinatorishen Formeln, die auf einem höheren Niveau
möglih sind, sind gute Beispiele um Beweismethoden durh vollständige In-
duktion einzuüben.
8. Strukturelle Leitbegrie wie Menge, Abbildung (eindeutige Zuordnung)
und Verknüpfung, können durh die Behandlung der Stohastik eingeübt und
gefestigt werden.
9. Strukturdenken und axiomatishes Denken können leiht erfahrbar ge-
maht werden durh die Behandlung der Wahrsheinlihkeitsrehnung im
Unterriht, welhe wihtige Aspekte der Mathematik darstellen. Das Axio-
mensystem der Wahrsheinlihkeitsrehnung gehört zu den einfahsten in der
Mathematik.
(vgl. [14℄, S. 24,25)
Ih möhte dieses Kapitel mit einem Zitat des Mitbegründers der Wahr-
sheinlihkeitsrehnung P. S. de Laplae beenden:
Betrahtet man die analytishen Methoden, die durh diese Theorie ent-
standen, die Wahrheit der Prinzipien, die ihr zur Grundlage dienen, die shar-
fe und feine Logik, welhe ihre Anwendung bei der Lösung von Problemen
erfordert, die gemeinnützigen Anstalten, die sih auf sie gründen, sowie die
Ausdehnung, die sie shon erlangt hat und durh ihre Anwendung auf die
wihtigsten Fragen der Naturphilosophie und der moralishen Wissenshaf-
ten noh erhalten kann; bemerkt man sodann, wie sie selbst in den Dingen, die
der Berehnung niht unterworfen werden können, die verläÿlihsten Winke
gibt, die uns bei unseren Urteilen leiten können, und wie sie vor irreführen-
den Täushungen sih in aht zu nehmen lehrt, so wird man einsehen, daÿ
es keine Wissenshaft gibt, die unseres Nahdenkens würdiger wäre, und die
mit gröÿerem Nutzen in das System des öentlihen Unterrihts aufgenom-
men werden könnte.
(Laplae, P. S. de: Philosopisher Versuh über die Wahrsheinlihkeit.
Leipzig 1986 (Reprint der Ausgabe von 1932), S. 171.)
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Kapitel 2
Geshihte der Wahrsheinlihkeitsrehnung
Die Stohastik wurde von untershiedlihen Anwendungsgebieten geprägt.
Zuerst waren es die Griehen und Römer, die durh ihr Interesse an
Glüksspielen die Entwiklung von Rehenmodellen vorantrieben, später ka-
men aus den Bereihen Philosophie, Rehtswissenshaft und Versiherungs-
wesen Anregungen, und shlieÿlih noh später auh aus der Physik.
Heutzutage kommen diese Anregungen vorwiegend aus dem Bereih der
Finanzmathematik. Somit hat die Wahrsheinlihkeit, auf dem Umweg über
die Statistik, in so gut wie allen quantitativ arbeitenden Wissenshaften An-
wendung gefunden. (vgl. [6℄)
2.1 Die Herausbildung der Wahrsheinlihkeitsrehnung
Bereits in der Antike hatte man die Gedanken, dass die Naturgesetze durh
eine Menge von zufälligen Ereignissen zur Geltung kommen, z.B. in dem
Gediht De rerum natura von Lukrez. Er hielt es für möglih, dass die
Welt durh das zufällige Zusammenwirken der Urelemente so geformt wurde,
wie sie heute ist.
Das Ziel der Gelehrten, die das Entstehen der Wahrsheinlihkeitsreh-
nung wesentlih beeinussten war es auh, die Gesetzmäÿigkeiten, auf de-
ren Auftreten zahlreihe individuelle Einüsse einwirken, die niht, oder fast
niht miteinander verbunden sind, aufzudeken.
Huygens zum Beispiel shrieb 1657, dass er Grundlagen einer tiefsinni-
gen und hohinteressanten neuen Theorie vortrage, und sih niht nur mit
Spielen beshäftige.
Die Probleme, die im Zusammenhang mit Glüksspielen auftraten gaben
den Ausshlag, dass sih bedeutende Gelehrte Gedanken mahten über die
Zufälligkeit von Ereignissen.
Hauptsählih liegen die Ursahen aber in der Herausbildung frühkapita-
listisher Wirtshaftsverhältnisse und den dabei auftretenden Fragestellun-
11
gen, wie zum Beispiel im Versiherungswesen, der Auswertung von Beobah-
tungen und der Bevölkerungsstatistik. (vgl. [20℄, S. 212,213; [12℄, S. 9)
2.2 Zur Vorgeshihte
15./16. Jahrhundert:
Bereits bei Lua Paioli (14451514) sind Wahrsheinlihkeitsaufgaben in
expliziter Form zu nden, und zwar in einem 1477 gedrukten Kommentar
zu DANTEs Divina Commedia. Darin sind zwei klassishe Hauptprobleme
behandelt, die Aufteilung der Einsätze bei einem vorzeitig abgebrohenen
Glüksspiel, und die Häugkeiten gewisser Würfe mit drei Würfeln. (vgl.
[12℄, S. 9)
Auh Niolo Tartaglia (14991557), Hieronimo Cardano (15011576) und
Galileo Galilei (15641642) behandeln wahrsheinlihkeitstheoretishe Frage-
stellungen, meist in Zusammenhang mit Glüksspielen. (vgl. [20℄, S. 213)
Den Vorläufern Paiulo, Cardano und Galilei ist es aber niht gelungen,
einen Anstoÿ zu einer Mathematisierung des anstehenden Problemkreises zu
geben. (vgl. [12℄, S. 10)
Nah heutigen Erkenntnissen hat dieWahrsheinlihkeitsrehnung im Jahr
1654 angefangen. Der leidenshaftlihe Glüksspieler Chevaliere de Mèrè,
der sih aber auh ernsthaft für die Wissenshaft interessierte, regte seinen
Freund Blaise Pasal (16231662) an, sih mit der Wahrsheinlihkeit dieses
oder jenes Spielausganges zu beshäftigen. Er legte ihm konkrete Beispiele
vor. (vgl. [20℄, S. 213)
Ih möhte nun auf 3 dieser sogenannten Paradoxien des Chevalier de
Mèrè näher eingehen.
Beispiel 1:
Ein Glüksspiel bestand darin, darauf zu wetten, dass beim viermaligen
Ausspielen eines Würfels aus einem Beher mindestens eine Sehs fällt. Che-
valier de Mèrè hatte die Wahrsheinlihkeit dieses Ereignisses zu
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1
6
+ 1
6
+ 1
6
+ 1
6
= 4
6
= 2
3
berehnet und so erkannt, dass es (bei gleihen Einsätzen) vorteilhaft ist,
darauf zu wetten, dass man mindestens einmal eine 6 wirft. Eine Variante
des Spiels benutzte 2 Würfel. Bei 24 Spielen war darauf zu wetten, dass
mindestens einmal eine Doppelsehs auftritt.
Chevalier de Mèrè überlegte: Bei 2 Würfeln gibt es 36 = 6× 6 möglihe
Spielausgänge. Das sind 6 mal so viele Möglihkeiten wie beim Spiel mit ei-
nem Würfel. Wenn man also jetzt auh 6 mal so viele Spiele, also 6× 4 = 24
Spiele, maht, lohnt es sih darauf zu wetten, dass mindestens einmal eine
Doppelsehs auftritt. Denn Chevalier de Mèrè berehnete diese Wahrshein-
lihkeit analog wie oben zu
1
36
+ 1
36
+ ... + 1
36
= 24
36
= 2
3
(24 Summanden).
Chevalier de Mèrè wurde aber in der Praxis enttäusht und mahte bei dieser
Spielabwandlung shlehte Erfahrungen. Pasal zeigte auf, dass beide Über-
legungen des Chevalier de Mèrè falsh sind: ([14℄ S. 29)
(In Wirklihkeit war de Mèrè die rihtige Lösung auh bekannt.)
Lösung:
Zunähst muss darauf hingewiesen werden, dass das Ereignis Auftreten
mindestens einer 6 bei 4-maligemWürfeln die Negation des Ereignisses Auf-
treten keiner 6 bei 4-maligem Würfeln ist.
Die Wahrsheinlihkeit, dass beim 1. Wurf keine 6 auftritt, ist
5
6
(fünf
günstige Fälle, sehs möglihe Fälle), die Wahrsheinlihkeit, dass beim 2.
Wurf keine 6 auftritt, ist ebenfalls
5
6
. Dieselbe Wahrsheinlihkeit ergibt sih
für den 3. und 4. Wurf. Denn jeder Wurf ist von dem vorhergehenden völlig
unabhänigig, das Ergebnis des vorhergehenden Wurfes beeinusst in keiner
Weise den nähsten Wurf. Die Wahrsheinlihkeit, dass sowohl beim 1. Wurf,
als auh beim 2., als auh beim 3., als auh beim 4. Wurf keine 6 auftritt, ist
dann
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5
6
× 5
6
× 5
6
× 5
6
=
54
64
.
Dies ist nun die Wahrsheinlihkeit für 4-mal keine Sehs. Dass wenigstens
einmal eine 6 auftritt, ist die Negation. Ordnet man der vollen Gewissheit
1 (die Wahrsheinlihkeit 1) zu und bedenkt, dass die Wahrsheinlihkeit 1
des siheren Ereignisses stets zwishen denen eines Ereignisses A und seines
entgegengesetzten Ereignisses (Gegenereignissses) ¬A aufgeteilt ist, dann gilt
P (A) + P (¬A) = 1 und P (¬A) = 1 − P (A). Hierbei bezeihnet P (A) die
Wahrsheinlihkeit für das Ereignis A.
Also hat man als Lösung:
P (mindestens eine 6 beim 4-maligen Werfen) = 1− 5
4
64
≈ 0, 5177.
Ganz analog erhält man für die Variante dieses Spieles
P (mindestens eine Doppelsehs bei 24 Würfen) = 1− 35
4
364
≈ 0, 4914.
([14℄, S. 31, 32)
Die beiden anderen Spielprobleme sahen wie folgt aus:
Beispiel 2:
Nah Chevalier de Mèrè sollten beim gleihzeitigen Werfen dreier symme-
trisher Spielwürfel die Chanen für das Auftreten der Augensumme 11 und
der Augensumme 12 gleih groÿ sein, denn für die Augensumme 11 gibt es
6 vershiedene Möglihkeiten, nämlih 6-4-1, 6-3-2, 5-5-1, 5-4-2, 5-3-3, 4-4-3,
und für die Augensumme 12 gibt es ebenfalls 6 vershiedene Möglihkeiten,
nämlih 6-5-1, 6-4-2, 6-3-3, 5-5-2, 5-4-3 und 4-4-4.
Chevalier de Mèrè beobahtete aber, dass die Augensumme 11 häuger
als die Augensumme 12 auftrat.
Pasal löste dieses Problem. Man darf niht nur die Gesamtaugensum-
me betrahten, sondern muss auh die Verteilung der einzelnen Augen einer
bestimmten Konstellation auf die drei Würfel beahten. Die Konstellation
6-3-2, d.h. die Bildung der Summe 11 aus den drei Summanden 6, 3 und 2,
kann beispielsweise ralisiert werden durh die geordneten Tripel: (6, 3, 2),
(6, 2, 3), (3, 2, 6), (3, 6, 2), (2, 6, 3) und (2, 3, 6), wobei jeweils die erste
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Zahl durh den ersten Würfel, die zweite Zahl durh den zweiten Würfel und
die dritte Zahl durh den dritten Würfel erzeugt wird. Analog sind auh die
Konstellationen 6-4-1 und 5-4-2 durh je 6 Tripel zu ersetzen. Die für die
Augensumme 11 angegebenen Konstellationen 5-5-1, 5-3-3 und 4-4-3 liefern
jedoh nur je 3 Tripel. Insgesamt gibt es also 27 gleihmöglihe günstige Mög-
lihkeiten für das Eintreen der Augensumme 11. Für die Augensumme 12
gibt es nah denselben Überlegungen aber nur 25 gleihmöglihe, günstige
Möglihkeiten.
Man beahte:
Die für die Augensumme 12 günstige Summandenwahl 4-4-4 hat nur eine
Realisierungsmöglihkeit, nämlih das Tripel (4, 4, 4). Damit ist in diesem
Falle das Problem eigentlih shon gelöst. Um aber die Chane der entspre-
henden Ereignisse berehnen zu können, muss man noh die Gesamtzahl
mögliher Spielausgänge berehnen. Dass jeder der 6 möglihen Spielausgän-
ge des ersten Würfels mit jedem der 6 möglihen Ausgänge beim zweiten
Würfel zusammentreen kann, und diese 6× 6 = 36 Möglihkeiten mit jeder
der 6 Möglihkeiten des dritten Würfels zusammentreen können, gibt es ins-
gesamt 6×36 = 216 möglihe Spielausgänge. Man setzt nun voraus, dass alle
216 möglihen Spielausgänge mit der gleihen Wahrsheinlihkeit auftreten.
Die 216 Ereignisse sind gleihwahrsheinlih. Als Wahrsheinlihkeit hat man
dann den Quotienten
Anzahl der für das Ereignis günstigen Fälle
Anzahl der möglihen Fälle
zu bilden. Also erhalten wir
P (Augensumme 11) = 27
216
und P (Augensumme 12) = 25
216
.
Diese Ergebnisse bestätigen die Beobahtungen von Chevalier de Mèrè. Der
Fehler in den Überlegungen von Chevalier de Mèrè ist darin zu sehen, dass
die von ihm in den beiden Fällen jeweils betrahteten 6 Möglihkeiten niht
gleihwahrsheinlih sind. ([14℄ S. 27,28)
Beispiel 3: Fore majeure
Zwei Spieler A und B haben eine Reihe von Glüksspielen verabredet.
Jedes Spiel endet mit Gewinn und Verlust. Es gibt kein Remis. Die Chanen
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sind für beide Spieler gleih. Wer zuerst insgesamt 5 Spiele gewonnen hat,
erhält die Einsätze. Durh höhere Gewalt müssen die Spieler beim Stand von
4:3 für Spieler A gegen B ihre Partien abbrehen. Wie sind die Einsätze zu
verteilen? Man shlägt vor:
a) im Verhältnis 4:3
b) im Verhältnis (5-3):(5-4), also im Verhältnis 2:1
Pasal entshied, dass keiner Reht habe. Denn wenn B die nähste Par-
tie gewinnen würde, wäre Gleihstand und B müsste die Hälfte der Einsätze
erhalten. Da die Chane für ihn, das nähste Spiel zu gewinnen, aber nur
1
2
ist, gebührt ihm die Hälfte von der Hälfte, also
1
4
der Einsätze. D.h., es ist
im Verhältnis 3:1 zu teilen. ([14℄ S. 28)
Während Pasal diese Probleme analysierte, korrespondierte er mit dem
Mathematiker Pierre Fermat (1601-1665). Mit diesem Briefwehsel beginnt
die Entwiklung der Wahrsheinlihkeitsrehnung zu einer selbständigen ma-
thematishen Disziplin. (vgl. [20℄, S. 213)
Die Begrie Wahrsheinlihkeit und mathematishe Erwartung kristalli-
sierten sih bei dieser Korrespondenz heraus.
Sie sahen bereits die wihtige Rolle der Wissenshaft voraus, die zufällige
Ersheinungen untersuht. Weiters waren sie sih siher, dass es bei massen-
haften zufälligen Ereignissen klare Gesetzmäÿigkeiten gibt.
Christian Huygens (16291695) erfuhr vom Briefwehsel 1655, als er in
Paris war. Er erfuhr 1655 die Ergebnisse von Pasals und Fermats Untersu-
hungen, aber niht die Methoden. Er entwikelte daraufhin eine eigene Me-
thode zur Lösung und shrieb 1657 das für ein halbes Jahrhundert wihtigs-
te Lehrbuh der Wahrsheinlihkeitsrehnung De ratioiniis in ludo aleae
(Über Berehnungen beim Würfelspiel), welhes die lateinishe Übersetzung
des Originalbuhes Van reekeningh in spelen von geluk ist. Er stellte die
von Pasal und Fermat behandelten Fragen über Glüksspiele ausführlih
dar, behandelte auh ähnlihe Probleme und nannte eine Reihe von ungelös-
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ten Aufgaben.
Huygens hat aber niht den Begri Wahrsheinlihkeit benützt, sondern
wie Pasal, den Wert der Honung - heute als Erwartungswert bezeihnet.
Wenige konkrete Anwendungen wurden zu diesem Zeitpunkt zugelassen, we-
gen dem mangelnden Entwiklungsstand der Naturwissenshaften.
Da die Naturwissenshaft zu dieser Zeit noh niht sehr entwikelt war,
bildeten Glüksspiel und Fragen von Demographie und Versiherung den ein-
zigen konkreten Gegenstand zur Entwiklung der Begrie und Methoden der
Wahrsheinlihkeitsrehnung. So hat sih Graunt mit der Sterbewahrshein-
lihkeit in Abhängigkeit vom Lebensalter beshäftigt, Johan De Witt (1625
1672) und Edmund Halley (16561742) stellten Tabellen für Rentenzahlun-
gen auf, und auh Isaa Newton (16431727) nutzte wahrsheinlihkeitstheo-
retishe Gedanken in der Histographie und der Fehlerrehnung. Newton hat
sih auh in einem unveröentlihten Manuskript um 1665 mit geometrishen
Wahrsheinlihkeiten befasst.(vgl. [20℄, S. 213; [18℄, S. 119, 120; [7℄)
Wihtige Fortshritte in der Entwiklung der Wahrsheinlihkeitsreh-
nung verbindet man mit dem Namen Jakob Bernoulli (1654  1705). Man
ndet in seinen Arbeiten Betrahtungen über erzeugende Funktionen, die
Lösung und Verallgemeinerung einiger Huygenssher Probleme (z.B. Ruin
eines Spielers) und die Denition der Wahrsheinlihkeit eines Ereignisses
als Grad seiner Gewiÿheit, die sih von der Gewissheit, wie ein Theil vom
Ganzen untersheidet.
1713 ershien das erste Lehrbuh der Wahrsheinlihkeitsrehnung Ars
onietandi (Kunst des Vermutens) von Bernoulli. Es befasst sih zunähst
mit Huygens` Abhandlung unter Kommentierung durh Bernoulli, weiters
geht es um die Kombinatorik, dann kommen Aufgaben über Urnen, Spiel-
karten und Würfel vor, und shlieÿlih noh Ansätze zur heutigen mathema-
tishen Statistik.
Den gröÿten Verdienst Bernoullis bildet wohl der Satz von Bernoulli,
auh Gesetz der groÿen Zahlen genannt. Die Bedeutung liegt niht bei der
Formulierung des Sahverhaltes, dazu kann man bei Cardano shon Anhalts-
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punkte nden, sondern, Bernoulli hat als erster eine theoretishe Erklärung
dafür gefunden, dass sih die relative Häugkeit an die Wahrsheinlihkeit
annähert. Dadurh untersheidet er sih von vielen seiner Zeit und auh von
Autoren, die später wirkten. Diese nahmen zwar den Fakt zur Kenntnis,
dass sih unwesentlihe Ersheinungen eines Ereignisses bei der Mitteilung
über eine groÿe Anzahl von Beobahtungen auslöshen, sahen dies aber als
Oenbarung der göttlihen Ordnung an und suhten keine theoretishe Be-
gründung. (vgl. [20℄, S. 213-214; [18℄, S. 133; [7℄)
In den nähsten Jahrzehnten wendeten sih zahlreihe Wissenshaftler
wahrsheinlihkeitstheoretishen Problemen zu.
Bei der Weiterentwiklung der Wahrsheinlihkeitsrehnung ist besonders
dem französishen Mathematiker Pierre Laplae (17491827) viel zu verdan-
ken, aber auh Abraham de Moivre (16671754) und Simèon Poisson (1781
1840).
Abraham de Moivre publizierte 1718 The Dotrine of Chanes und 1730
die Misellanea analytia (Analytishe Beiträge). Er stellt im ersten Buh
die Methoden zur Lösung von Aufgaben, die mit Glüksspielen im Zusam-
menhang stehen, systematish dar und vervollkommt sie. Bereits in der 2.
Auage 1738 denierte er ein Maÿ für dieWahrsheinlihkeit, das mit der spä-
teren klassishen Denition durh Laplae im Wesentlihen übereinstimmt.
1740 folgte die Angabe einer wahrsheinlihkeitstheoretishen Aufgabe
durh Th. Simpson (Simpsonshes Verteilungsgesetz), die für die Kontrolle
der Produktion wihtig ist. Es kam weiters zur Verbindung von theoreti-
shen Problemen der Völkerkunde und des Versiherungswesens mit Fragen
der Wahrsheinlihkeitsrehnung durh Leonhard Euler (17071783) und zur
Formulierung des Petersburger Spiel von Nikolaus Bernoulli (16951726)
Mitte des 18. Jahrhunderts kam es zum Aufwerfen der Frage nah der
Berehnung der Wahrsheinlihkeit von Hypothesen, wenn shon Beobah-
tungsergebnisse vorliegen, durh Daniel Bernoulli (17001782). Die Lösung
hierzu wurde von Thomas Bayes (gest. 1751) geliefert. Auÿer der nah ihm
benannten Formel lieferte er noh weitere Ausdrüke zur Lösung spezieller
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Probleme.
1777 führte ein französisher Naturforsher Graf Comte de Buon (1707
1788) das erste Beispiel einer geometrishen Wahrsheinlihkeit ein. (vgl.
[20℄, S. 2142; [18℄, S. 146, 147; [7℄)
2.3 P.S. Laplae
An der Wende vom 18. zum 19. Jahrhundert setzte ein Aufshwung in der
Wahrsheinlihkeitsrehnung ein. Laplae und Poisson entwikelten, ange-
regt durh naturwissenshaftlihe Fragestellungen aus Ballistik, Astronomie,
Theorie der Beobahtungsfehler, spezielle analytishe Methoden in der Wahr-
sheinlihkeitsrehnung und erzielten damit wertvolle Resultate.
Laplae fasst seine Ergebnisse in der Théorie analytique des probabilités
1812 zusammen, wobei er die Einleitung auf der Grundlage seiner Vorlesung
von 1795 Essai philosophique sur les probaliliès bildet. Er deniert dort das
Maÿ der Wahrsheinlihkeit:
Die Theorie des Zufalls ermittelt die gesuhte Wahrsheinlihkeit eines
Ereignisses durh Zurükführung aller Ereignisse derselben Art auf eine ge-
wisse Anzahl gleih mögliher Fälle, . . . und durh Bestimmung der dem
Ereignis günstigen Fälle. Das Verhältnis dieser Zahl zu der aller möglihen
Fälle ist das Maÿ dieser Wahrsheinlihkeit,. . .  (Laplae, P.S.: Philosophi-
sher Versuh über die Wahrsheinlihkeit. Leipzig 1932. S.4)
Wenn man dies genauer betrahtet, ist es eher eine Rehenvorshrift, wie
man Wahrsheinlihkeit ermitteln kann (wenn gleihmöglihe Ereignisse
vorliegen), denn eine Denition.
Sein Essai vermittelt auh, dass er theologishe und teleologishe Erklä-
rungen der Naturersheinungen ablehnte und auh bekämpfte. Viele spätere
Entdekungen in der Wahrsheinlihkeitsrehnung nden sih shon bei La-
plae.
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Er diskutierte Glüksspiele, geometrishe Wahrsheinlihkeiten, den Satz
von Bernoulli und dessen Beziehungen zur Normalverteilung, und in Ver-
bindung mit der Fehlerrehnung die Methode der kleinsten Quadrate, die
unabhängig von ihm auh von Legendre und Gauÿ entdekt wurde. Sehr oft
wandte er erzeugende Funktionen an, insbesondere zur Lösung von Die-
renzengleihungen, und bewahrte die Sätze des unbekannten Bayes vor dem
Vergessen, indem er ihnen eine klare Formulierung gab. Weiters hat Laplae
als erster die Hauptsätze der Wahrsheinlihkeitsrehnung systematish dar-
gestellt, bewies jene Sätze, die heute Sätze von Moivre-Laplae heiÿen, und
nutzte seine Resultate für praktishe Probleme, z.B. statistishe Untersu-
hungen, Astronomie (Normalverteilung).
Die Normalverteilung und deren Anwendung in der Theorie der Beobah-
tungsfehler verknüpft sih oft mit dem Namen von Gauÿ, der sie - ebenso wie
Laplae - selbsttändig entdekte. Sie war aber shon von Moivre untersuht
worden. Von dem belgishen Mathematiker und Astronomen Quètelet, einem
Shüler von Laplae, stammt vermutlih die Bezeihnung Normalverteilung.
Dieser mahte sih groÿe Verdienste um die Vereinheitlihung der Methoden
der beshreibenden Statistik.
Eine Verallgemeinerung vom Bernoulli Gesetz der groÿen Zahlen und der
Sätze von Moivre-Laplae auf den Fall unabhängiger Versuhe, wobei die
Wahrsheinlihkeit für das Eintreten eines Ereignisses von der Nummer des
Versuhs abhängig ist, fand unter Poisson statt. Er leitete auh eine neue
Wahrsheinlihkeitsverteilung  die Poisson-Verteilung  her.
In der Mitte des 19. Jahrhunderts, nah Laplae und Poisson, setzte dann
merkwürdigerweise vor allem in den westeuropäishen Ländern eine Stagna-
tion der Wahrsheinlihkeitsrehnung ein.
Durh eigene Beiträge hatten die Beiden Irrtümer hinsihtlih der Ein-
satzmöglihkeiten der Wahrsheinlihkeitsrehnung gefördert, indem sie ihre
Anwendung auf moralishe Wissenshaften empfahlen, etwa um den Wahr-
heitsgehalt eines Gerihtsurteils zu erfassen. Solhe Anwendungen führten zu
Misserfolgen, da meist das Wesen der gesellshaftlihen Ersheinungen miss-
ahtet wurde. Nun war die Begeisterung für die Wahrsheinlihkeitsrehnung
immer mehr vershwunden.
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(vgl. [20℄, S. S. 214, 215; [18℄, S. 152-156; [12℄, S. 11, 12)
2.4 Die Entwiklung der modernenWahrsheinlihkeits-
rehnung
2.4.1 Die russishe wahrsheinlihkeitstheoretishe Shule
Russland bildete eine Ausnahme, was die Stagnation in der Entwiklung der
Wahrsheinlihkeitsrehnung betraf.
Es waren auh hier negative Einüsse zu spüren, doh die Ideen von e-
by²ev wirkten so stark, dass es zu einer Weiterentwiklung und Herausbil-
dung einer russishen Shule der Wahrsheinlihkeitsrehnung in Petersburg
gab. Das erste russishe Lehrbuh zur Wahrsheinlihkeitsrehnung shrieb
Bunjakovskij. Er hat damit viel für die Verbreitung der Lehren von Laplae
und Poisson getan.
eby²ev mahte die Wahrsheinlihkeitsrehnung zu einer strengen ma-
thematishen Disziplin. Zu verdanken ist ihm der Grenzwertsatz für Summen
unabhängiger Zufallsgröÿen, die Momentenmethode, eine Verallgemeinerung
des Gesetzes der groÿen Zahlen und die Tatsahe, dass er den Begrien Zu-
fallsgöÿe und Erwartungswert einen zentralen Platz im Begrissystem der
Wahrsheinlihkeitsrehnung zuwies und sie entsprehend ausnutzte.
eby²ev war ein ausgezeihneter Lehrer, der viele Shüler um sih shar-
te, wobei besonders Markov und Ljapunov auf dem Gebiet der Wahrshein-
lihkeitsrehnung zu nennen sind.
Ljapunov wandte als erster die harakteristishen Funktionen in der Theo-
rie der Grenzwertsätze an. Später wurde der Ljapunovshe Grenzwertsatz
durh Bernstein, Chinin, Feller, Lèvy und Linnik verallgemeinert.
Die Markovshen Ketten gehen auf Markov zurük, die zusammen mit
den Ideen und Untersuhungen von Poinarè und Bahelier den Ausgangs-
punkt für die Theorie der zufälligen Prozesse bilden.
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Aufgrund zahlreiher mathematisher Resultate und der groÿen Anwen-
dungsmöglihkeiten in der Naturwissenshaft, führte die Theorie der zufäli-
gen Prozesse zu einem Aufshwung in der Entwiklung der Wahrsheinlih-
keitsrehnung.
In England und den USA waren unter Pearson, Fisher und Wald leis-
tungsfähige Zentren der mathematishen Statistik entstanden, während in
diesen Staaten die Wahrsheinlihkeitsrehnung eine vergleihsweise geringe
Rolle spielte.
Nah der Oktoberrevolution ging aus der Moskauer funktionentheoreti-
shen Shule unter Luzin ein weiteres Zentrum der Wahrsheinlihkeitsreh-
nung hervor. An der Spitze standen Chinin, Kolmogorov und Slukij, wäh-
rend Bernstein in Leningrad wirkte. Die mathematishe Statistik wurde im
Gegensatz zu den Vorkriegsjahren stark gefördert. (vgl. [20℄, S. 309, 310)
2.4.2 Der Weg zur Axiomatisierung
Obwohl es zu Beginn des 20. Jahrhunderts groÿe Erfolge in der Wahrshein-
lihkeitsrehnung gab, waren die logishen Grundlagen noh niht genügend
entwikelt und aufgeklärt und haben so Möglihkeiten zu Missdeutungen und
fehlerhaften Anwendungen gegeben. Die Laplae`she Denition der Wahr-
sheinlihkeit wurde immer stärker als unzureihend erkannt. (vgl. [20℄,
S. 310, 311)
Beim Mathematikerkongress 1899 in Paris formulierte der berühmte Ma-
thematiker David Hilbert (1862-1943) die Frage nah einer exakten Grund-
legung der Wahrsheinlihkeitstheorie als eines der wihtigsten ungelösten
mathematishen Probleme. (vgl. [8℄; S. 239)
Er forderte eine Präzisierung der Grundlagen der Wahrsheinlihkeits-
rehnung mittels der axiomatishen Methode.
Vom Prozess der Axiomatisierung wurde die Wahrsheinlihkeitsrehnung
erst spät erfasst. Borel und Poinarè unternahmen erste Shritte.
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1917 wurde von Bernstein ein erster systematisher Aufbau der Axiomatik
der Wahrsheinlihkeitsrehnung veröentliht, den er später noh ausbaute.
Sein Axiomensystem basiert auf dem qualitativen Vergleih zufälliger Er-
eignisse nah ihrer gröÿeren oder kleineren Wahrsheinlihkeit. Den Ansatz
bauten Koopman und Glivenko weiter aus. Glivenko konnte 1939 zeigen, dass
dieser Ansatz, der auf der Betrahtung vollständiger normierter Boolesher
Algebren beruht, mit der Axiomatik Kolmogorovs übereinstimmt. (vgl. [20℄,
S. 311)
Einen weiteren Versuh, im Bezug der Axiomatisierung, mahte R.B. Mi-
ses, der 1919 die Wahrsheinlihkeit als mathematishen Grenzwert der re-
lativen Häugkeit für das Auftreten eines Beobahtungsmerkmals innerhalb
eines Kollektivs deniert. Shnell ndet diese Denition Anhänger. Kamke
1932, Reihenbah 1935 und andere bauen seine Theorie weiter aus. (vgl.
[12℄, S. 13)
Mises nimmt eine idealistishe Grundposition ein. Somit verliert diese
Wahrsheinlihkeit ihren Inhalt, eine objektive, zahlmäÿige Charakteristik
realer Ersheinungen zu sein. Man kann niht von der Wahrsheinlihkeit
eines Ereignisses sprehen, wenn niht unendlih viele Versuhe ausgeführt
wurden.
Es ergaben sih beim Aufbau der Theorie unüberwindlihe logishe Shwie-
rigkeiten, dass die Regellosigkeit mit der Forderung, dass die Grenzwerte
existieren sollen, unvereinbar ist. (vgl. [20℄, S. 311)
2.4.3 Die Axiomatisierung der Wahrsheinlihkeitsrehnung durh
Kolmogorov
An die Ideen von Borel knüpfte Lomniki an, der 1923 eine Axiomatik auf
der Grundlage der mengentheoretishen Konzeption publizierte. Grundlegen-
de Probleme blieben aber in all den Versuhen zum axiomatishen Aufbau
der Wahrsheinlihkeitsrehnung ungelöst. Besonders betraf es die axioma-
tishe Begründung der Rehenoperationen mit Ereignissen und ihren Wahr-
sheinlihkeiten und die Denition grundlegender Begrie wie Zufallsgröÿe,
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mathematishe Erwartung und bedingte Wahrsheinlihkeit.
1933 stellt Kolmogorov das heute noh üblihe Axiomensystem auf, in der
Monographie Grundbegrie der Wahrsheinlihkeitsrehnung. Er bemerkte
im Vorwort zur axiomatishen Begründung:
Vor der Entstehung der Lebesgueshen Maÿ- und Integrationstheorie war
diese Aufgabe ziemlih honungslos. Nah den Lebesgueshen Untersuhun-
gen lag die Analogie zwishen dem Maÿe einer Menge und der Wahrshein-
lihkeit eines Ereignisses sowie zwishen dem Integral einer Funktion und der
mathematishen Erwartung einer zufälligen Gröÿe auf der Hand. . . . Um,
ausgehend von dieser Analogie, die Wahrsheinlihkeitsrehnung zu begrün-
den, hatte man noh die Maÿ- und Integrationstheorie von den geometrishe
Elementen, welhe bei Lebesgue noh hervortreten, zu befreien. Diese Befrei-
ung wurde von Frèhet vollzogen. (Kolmogoro, A. N.: Grundbegrie der
Wahrsheinlihkeitsrehnung. Berlin 1933. S. III)
Kolmogorovs Axiomatik ist niht die einzig möglihe. Bei ihm wird aber
eine logish einwandfreie Begründung der Wahrsheinlihkeitsrehnung gege-
ben, und es ist bei ihm möglih, die neu entstandenen Begrie und Probleme
in einem einheitlihen und einfahen System zu erfassen.
Somit wurde die Wahrsheinlihkeitsrehnung als mathematishe Diszi-
plin fest in die Mathematik integriert und es maht die Anwendung hohent-
wikelter moderner mathematisher Theorien möglih.
Seit der Aufklärung ihrer Grundlagen nahm die Wahrsheinlihkeitsreh-
nung eine stürmishe Entwiklung hinsihtlih der Theorie, als auh der An-
wendungen dieser Theorie. Die grundlegenden Gesihtspunkte wurden aus
vielen Aufgaben aus Naturwissenshaft, Tehnik und Ökonomie herausgel-
tert, um konkrete Probleme mit den allgemeinen Methoden der Wahrshein-
lihkeitsrehnung zu lösen. Die Sowjetunion nimmt weiterhin einen führenden
Platz unter den zahlreihen Zentren ein, die sih mit wahrsheinlihkeitstheo-
retishen Fragestellungen beshäftigen. (vgl. [20℄, S. 311, 312; [12℄, S. 13,
14)
Die Wahrsheinlihkeitsrehnung ist in den letzten Jahrzehnten zu einem
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der Gebiete der Mathematik geworden, die sih am shnellsten entwikeln.
Neue theoretishe Resultate eröneten neue Möglihkeiten für die Naturwis-
senshaft, die Methoden der Wahrsheinlihkeitsrehnung zu benutzen.
Die Wahrsheinlihkeitsrehnung sondert sih somit niht von den Inter-
essen anderer Wissenshaften ab, sondern hält vielmehr Shritt mit deren
Entwiklung, ohne dabei jedoh nur Hilfsmittel für die Lösung praktisher
Aufgaben zu sein. Sie ist mehr noh zu einer strengen mathematishen Dis-
ziplin mit eigenen Problemen und Beweismethoden geworden, wobei sih
erwies, daÿ ihre wihtigsten Probleme im Zusammenhang mit der Lösung
vershiedener Aufgaben der Naturwissenshaft stehen.
Abshlieÿend bleibt zu sagen, daÿ der Zusammenhang der Wahrshein-
lihkeitsrehnung mit praktishen Bedürfnissen in der Physik und in anderen
Gebieten der Naturwissenshaften, im Kriegswesen, auf vielen vershiede-
nen tehnishen Gebieten, in der Wirtshaftslehre und zahlreihen anderen
Bereihen mehr, eine Hauptursahe für die doh reht junge Wissenshaft
darstellt. ([7℄)
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Kapitel 3
Die Entwiklung des Zufalls- und Wahrshein-
lihkeitsbegries bei Kindern
3.1 Einleitung
Für die sinnvolle Gestaltung des Mathematikunterrihtes ist es notwendig
zu wissen, wie weit die kognitive Entwiklung der Kinder fortgeshritten ist.
Dies ist besonders wihtig bei einem frühen Stohastikunterriht in der Unter-
stufe. Bereits Kinder im Alter von sehs bis sieben Jahren haben Kenntnisse
über Wahrsheinlihkeit und Zufall. Um konkret den Unterriht zu planen,
sollte man über diese Entwiklung Besheid wissen, da ja die Shule die je-
weiligen Möglihkeiten jedes intellektuellen Stadiums optimal nützen sollte.
([12℄, S. 105, 106)
Zahlreihe Studien untersuhten die kognitive Entwiklung bei Kindern.
In meinen Ausführungen beshränke ih mih auf die Studien von Piaget,
Inhelder, Yost, Siegel, Andrews, Goldberg, Davies, Hoemann und Ross. Die
zahlreihen Untersuhungen nehmen Bezug auf die vershiedenen Phasen, die
Kinder bei der Entwiklung durhlaufen.
Hierbei sind besonders drei Phasen von gröÿerer Bedeutung:
([13℄, S. 86-94)
- die präoperationale Phase (a. 2 bis 7 Jahre)
- die Phase der konkreten Operationen (a. 7 bis 12 Jahre)
- die Phase der formalen Operationen (ab 11 oder 12 Jahren)
Im Gegensatz zu den körperlihen Aktivitäten der sensomotorishen Pha-
se, die bis zum zweiten Lebensjahr dauert, sind mit Operationen verinner-
lihte geistige Aktivitäten gemeint. In der Phase der konkreten Operationen
kann sih das Kind auh shon in Gedanken mit konkreten Gegenständen
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beshäftigen. Dies bedeutet eine Loslösung von der konkreten Wirklihkeit
auf der einen Seite, auf der anderen Seite beziehen sie sih aber nur auf greif-
bare Objekte der Wirklihkeit. Ermögliht werden aber reversibles Denken
und ein Erkennen der Teilmengenbeziehung zum Ganzen. Kinder sind hier
aber noh niht fähig über Hypothesen und über rein verbale Aussagen von
Problemen nahzudenken.
Dies entwikelt sih später und ist besonders ausgeprägt in der Phase der
formalen Operationen (Adoleszenz). Nun kann das Kind Shlüsse aus reinen
Hypothesen und niht nur aus tatsählihen Beobahtungen ziehen. In dieser
Phase kann das Kind mit Symbolen, auh mathematishen Symbolen, um-
gehen und Überlegungen kombinatorisher Art anstellen.
Man sollte diese Stadien aber niht als starre zeitlihe Shranke sehen,
da es Übershneidungen und auh Ausnahmen gibt. Doh bei der geistigen
Entwiklung handelt es sih um einen Prozess, bei dem eine Phase auf der
anderen aufbaut.
Besonders wihtig sind die Untersuhungen mit den Ergebnissen zu der
Phase der konkreten Operationen und der Phase der formalen Operationen,
da es sih hier um shulpihtige Kinder handelt.
Die Versuhe wurden in der Interviewtehnik durhgeführt, wobei die
Versuhe erklärt wurden, und dann die Kinder Voraussagen mahen muss-
ten. Den Voraussagen und Spontanäuÿerungen shlossen sih Fragen des Ver-
suhsleiters an. Diese Gesprähe zwishen den Kindern und dem Versuhs-
leiter waren die Grundlage für die darausfolgenden Shlussfolgerungen. Es
wurden etwa 20 Kinder im Alter von 4 bis 12 Jahren pro Versuh befragt.
3.2 Die präoperationale Phase (a. 2 bis 7 Jahre)
3.2.1 Perlenversuh von Piaget/Inhelder
([13℄, S. 86-94)
Es benden sih aht weiÿe und aht rote Perlen in einer rehtekigen
Shahtel, die durh eine kurze Seitenwand getrennt sind. Eine Querah-
se, die unter der Shahtel angebraht ist, ermögliht es, mit der Shahtel
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Wippbewegungen durhzuführen, sodass die Perlen gegen die gegenüberlie-
gende Wand rollen, wieder zurük usw. Die Kinder müssen die Ergebnisse bei
einer Bewegung und mehreren Bewegungen der Shahtel voraussagen und
die Wege der Perlen zeihnen.
Versuhsergebnis
Kinder in diesem Stadium erkennen niht, dass es sih um ein Zufallsex-
periment handelt. Sie glauben, die roten und weiÿen Perlen bleiben getrennt,
und der Ausgangszustand wird wieder erreiht. Jede Perle hat einen bestimm-
ten Weg in der Vorstellung der Kinder.
3.2.2 Kastenversuhe (Galtonbrett) von Piaget/Inhelder
Hier wurden von Piaget und Inhelder 5 Kästen mit einer Önung und mit
einer Fähereinteilung jeweils gleiher Breite auf dem gegenüberliegenden
Boden benutzt. Die ersten vier Kästhen haben in der Mitte eine Önung,
das letzte Kästhen am Rand. Kasten IV hat 18 Fäher und die Rükwand
ist zusätzlih mit Nägeln besetzt. Es werden bei den Versuhen von oben
eine Perle oder mehrere Perlen naheinander in den jeweiligen, geneigt auf-
gestellten Kasten geworfen. Der Kasten V diente mehr dem Einsatz in den
Diskussionen mit den Versuhspersonen.
Die Versuhspersonen sollten angeben, wohin die Perlen fallen würden
bzw., wie die Verteilung der Perlen nah vielen Versuhen sein würde.
Abbildung 1: Kastenversuh
Mit dem Kasten I wurden die Versuhe gestartet. Bei jedem neuen Kasten
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wurde zusätzlih überprüft, wie die Versuhspersonen die früheren Beobah-
tungen gebrauhen.
Die Kästen erinnern an Galtonbretter. Es handelt sih um Zufallsexperi-
mente, die auf Normalverteilung und Gleihverteilung abzielen.
Versuhsergebnis
Es sind zwei Vorstellungen beim Kasten I vorherrshend, nämlih fal-
len alle Perlen entweder in ein Fah, oder die Perlen fallen abwehselnd nah
rehts und nah links. Beim Kasten II sehen die Kinder einerseits eine Gleih-
verteilung infolge Kompensation, andererseits nehmen sie auh an, dass die
Perlen in einem Fah landen, entweder in dem zentralen oder einem äuÿeren.
Bei den Kästen III und IV werden unregelmäÿige Verteilungen angenommen.
3.2.3 Zufallsregen von Piaget/Inhelder
Bei diesem Versuh wird der Vorgang des Regenfalls auf quadratishe Pas-
tersteine simuliert. Es fallen kleine Glaswürfel durh ein Sieb auf ein mit
Quadraten gleiher Gröÿe versehenes Stük Papier. Nun sollen die Kinder
voraussagen, wohin einzelne Tropfen (Glaswürfel) fallen, und wie die Vertei-
lung aussieht, wenn nah und nah viele Tropfen fallen. Durh die Erfahrun-
gen mit wirklihem Regen wissen die Kinder aller drei Entwiklngsstufen,
dass überall Regentropfen hinfallen werden, doh dies muss untershiedlih
gedeutet werden.
Versuhsergebnis
Das überall impliziert hier niht eine Verteilung, die zufällig und zu-
gleih mehr und mehr regelmäÿig ist. Die Verteilung kann regelmäÿig sein,
ohne zufällig zu sein, oder willkürlih sein, ohne regelmäÿig zu sein. Zum Bei-
spiel verteilten einige Kinder die Tropfen systematish: Tropfen 1 auf Stein 1,
Tropfen 2 auf Stein 2, usw. Umgekehrt haben aber einige Kinder die Tropfen
auf einem Stein gehäuft oder auh auf zwei benahbarte Steine. Der Zufalls-
harakter wird von den Kindern niht erkannt. Ein Kind bleibt zum Beispiel
dabei, dass 20 Tropfen ausreihen, damit 20 Steine einen Tropfen erhalten.
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3.2.4 Spielmarkenversuh und Fälshung von Piaget/Inhelder
Zunähst bestand das Versuhsmaterial aus Spielmarken, auf der einen Seite
mit einem Kreuz und auf der anderen Seite mit einem Kreis als Markierung
versehen. Eine Karte nah der anderen oder ein Stapel von bis zu 20 Karten
wurden hohgeworfen, wobei die Kinder sagen sollten, ob nun Kreuz oder
Kreis ersheint bzw. wieviele Kreuze oder Kreise auftreten werden.
Die ehten Spielmarken wurden, ohne dass die Kinder es wussten, durh
gefälshte ausgetausht, sodass nun die benutzten 15 Karten auf beiden
Seiten ein Kreuz hatten. Dieser Versuh wird als Trik deklariert.
Versuhsergebnis
Bereits hier zeigt sih shon das bekannte Verhalten. Bei einigen Kindern
zeigt sih eine Tendenz zur Kompensation, das heiÿt, man erwartet, weil beim
letzten Wurf mehr Kreise vorkamen, nun beim nähsten Wurf mehr Kreuze.
Es zeigt sih aber auh die Erwartung der Fortsetzung des vorhergehenden
Ergebnisses. Es werden Ergebnisse niht ausgewertet, ob sie wesentlih, ak-
zeptabel oder niht akzeptabel sind. Die Kinder waren vom Ergebnis mit
den 15 gefälshten Spielmarken niht sehr überrasht, sie sehen es in gewis-
ser Weise als natürlih an. Manhe glaubten an eine besondere Fähigkeit des
Experimentators. Die Kinder glaubten, auh nahdem man ihnen den Trik
erklärt hatte, dass dies mit normalen Spielmarken möglih sei. Oenbar fehlt
den Kindern auh noh die Vorstellung von den vielen Kombinationsmög-
lihkeiten.
3.2.5 Spielmarkenversuh undWahrsheinlihkeit von Piaget/Inhelder
Den Versuhspersonen sind hier die genauen quantitativen Zusammensetzun-
gen von zwei Spielmarkenhaufen bekannt. Es werden Wahrsheinlihkeitsver-
gleihe von den Kindern verlangt.
Die benutzten Spielmarken sind auf der Vorderseite einheitlih weiÿ, ei-
nige der Spielmarken sind in jeder der zwei Mengen auf der Rükseite mit
einem Kreuz gekennzeihnet. Von den Versuhspersonen wird die Zusammen-
setzung der zwei Spielmarkenmengen jeweils exakt zur Kenntnis genommen.
Die Spielmarken jeder Menge werden für sih gut gemisht. Die Kinder sol-
len angeben, aus welher Menge mit gröÿerer Chane beim ersten Zug eine
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Spielmarke mit Kreuz gezogen wird.
Die Bezeihnung a/b bedeutet, die Menge hat insgesamt b Spielmarken,
davon haben a Spielmarken ein Kreuz. Piaget und Inhelder betrahteten die
folgenden 10 Fälle:
1. Doppelte Unmöglihkeit: Keine der beiden Men-
gen enthält Karten mit Kreuzen. Die Kinder wis-
sen das, trotzdem wird nah der günstigeren Chan-
e gefragt.
0/3 0/3
2. Doppelte Siherheit: Alle Spielmarken tragen ein
Kreuz. Beide Mengen haben aber ungleihe Anzah-
len von Spielmarken.
2/2 4/4
3. Siherheit - Unmöglihkeit 2/2 0/2
4. Möglihkeit - Siherheit 1/2 1/1
5. Möglihkeit - Unmöglihkeit 1/2 0/2
6. Identishe Zusammensetzungen 1/2 1/2
7. Proportionale Zusammensetzungen: Ungleihe
Anzahlen von Spielmarken in beiden Mengen, aber
gleihes Verhältnis der Spielmarken mit Kreuz zur
Gesamtzahl
1/3 2/6
8. Ungleihheit der günstigen Fälle (Kreuz) -
Gleihheit der möglihen Fälle (Gesamtzahl)
1/4 2/4
9. Gleihheit der günstigen Fälle - Ungleihheit der
möglihen Fälle
1/2 1/3
10. Ungleihheit der Anzahl der günstigen Fälle
(Kreuz) und Ungleihheit der möglihen Fälle (Ge-
samtzahl), ohne dass Proportionalität vorliegt
1/2 2/3
Tabelle 1: Spielmarkenversuh
Durh diesen sehr dierenzierten Versuhsaufbau und seine Ergebnisse
haben Piaget und Inhelder Stadium I und Stadium II in noh jeweils zwei
Unterphasen eingeteilt.
Versuhsergebnis
Die Fähigkeit quantitative Vergleihe durhzuführen fehlt den Kindern
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bis zum Alter von 5 Jahren (Stadium IA). Auh dort, wo die Antwort als
klar ersheint (wie bei 1/3 und 2/3), treten häug falshe Antworten auf.
Die Shwierigkeit kann niht im Zahlenverständnis liegen, da man annimmt,
dass die Kinder dieser Altersstufe die Zahlen 1 bis 5 simultan erfassen.
In folgendem liegt der Grund:
Das Kind muss die Anzahl der Kreuzkarten und die Gesamtzahl der Kar-
ten zugleih in Betraht ziehen. Nah Piaget und Inhelder ist aber das Kind
in dieser Altersstufe niht fähig, die Beziehung zwishen Teil und Ganzem
korrekt herzustellen. Das Kind sieht niht die wehselseitige Beziehung zwi-
shen der Vereinigung A + A' = B und den Teilungen B - A = A' und B -
A' = A. Ist ein Ganzes in Teile zerlegt, so hört es gewissermaÿen auf zu exis-
tieren. Durh Vereinigung kann es niht gedanklih zurükgebildet werden.
Die Fähigkeit zu logishen Operationen fehlt.
Am Ende von Stadium I (Stadium IB, 6-7 Jahre) kommt es bei den Auf-
gaben mit einer Variablen (es handelt sih um die Aufgaben, bei denen sih
entweder die Anzahl der günstigen oder die der möglihen Fälle ändert) gele-
gentlih auh zu rihtigen Lösungen. Die dazu von den Kindern angestellten
Überlegungen sind aber niht mathematisher Art, sondern rein individu-
elle Vorstellungen. Zur Lösung der Aufgaben 7 und 10 sind zwei Variable
zu betrahten, es variieren nämlih die Gesamtzahlen und die Anzahlen der
Spielmarken mit Kreuzen. Diese Aufgaben können auh diese Kinder niht
lösen.
3.3 Die Phase der konkreten Operationen (a. 7 bis 12
Jahre)
3.3.1 Perlenversuh
Versuhsergebnis
Eine erste Idee von wehselnden Mishungen entwikelt sih, ohne dass
die Gesamtzahl der Möglihkeiten überblikt wird. Eine vorhergesagte Mi-
shung wird eher als eine isolierte, individuelle Verrükung einzelner Perlen
gesehen. Die Rükkehr der Perlen in die Ausgangslage wird niht für unmög-
lih angesehen, aber für niht einfah gehalten.
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3.3.2 Kastenversuhe (Galtonbrett)
Versuhsergebnis
In dieser Stufe werden verallgemeinerungsfähige Verteilungsvorstellungen
entwikelt. Für Kasten I nähern sih die Kinder der Aussage der Gleihver-
teilung an. Bei Kasten II glauben die Kinder, dass im zentralen Fah die
meisten Perlen landen, sie sehen aber niht die Gleihheit zwishen den bei-
den äuÿeren Fähern. Ebenso wird bei Kasten III die bevorzugte Stellung
der beiden mittleren Fäher erkannt, aber niht ihre Gleihwertigkeit. Eben-
so wird niht die Symmetrie der beiden äuÿeren Fäher gesehen. Leihte
Ansätze, Ergebnisse aus den vorherigen Versuhen zu übernehmen, wird bei
Kasten IV deutlih. Bei Kasten IV glaubten sogar einige Kinder, dass die
Nägel eine Ablenkung bewirken und die Kugeln gleihverteilt überall hinlas-
sen.
3.3.3 Zufallsregen
Versuhsergebnis
Die Tropfen werden nun von den Kindern niht mehr mit künstliher Re-
gelmäÿigkeit verteilt. Vielmehr ist die Regelmäÿigkeit der Gleihverteilung
das Resultat einer zunehmenden Kompensation, und es gibt eine Synthese
zwishen regelmäÿig und zufällig. Es fehlt den Kindern aber noh der Begri
vom Verhältnis der Dierenzen, da sie diese absolut vergleihen und niht
relativ. So überträgt ein Kind ein zufälliges Anfangszahlenverhältnis von 1:2
Tropfen zweier Steine mit der absoluten Dierez 1 auf das seiner Meinung
nah zu erwartende Endergebnis 99:100 Tropfen.
3.3.4 Spielmarkenversuh und Fälshung
Versuhsergebnis
Die Kinder nehmen es niht einfah so hin, dass mit den gefälshten
Spielmarken immer dasselbe Zeihen Kreuz auftritt. Sie glauben an einen
Zaubertrik oder sagen, dass das niht gehen kann. Es zeigt sih, dass sih
ein globales Verständnis für kombinatorishe und wahrsheinlihkeitstheore-
tishe Überlegungen anbahnt.
33
3.3.5 Spielmarkenversuh und Wahrsheinlihkeit
Versuhsergebnis
Es werden hier bereits im ersten Teil dieses Stadiums (Stadium IIA, 7-10
Jahre) gute Ergebnisse von den Kindern bei den Aufgaben mit einer Varia-
ble gebraht. Es zeigt sih, dass die Kinder versuhen, mit einer Betrahtung
der günstigen bzw. ungünstigen Möglihkeiten auszukommen. Die Aufgaben
7 bis 10 werden mit zwei Variablen weniger gut gelöst. Ein Fortshritt setzt
beim Stadium IIB (9-12 Jahre) ein. Entsheidungen werden aber niht formal
getroen, sondern empirish optish vorstellend.
3.4 Die Phase der formalen Operationen (ab 11 oder 12
Jahren)
3.4.1 Perlenversuh
Versuhsergebnis
Es wird ab dem 11. oder 12. Lebensjahr der Mishvorgang verstanden,
da die Beobahtungen mit dem mehr und mehr zur Verfügung stehenden
Mehanismus der Permutationen in Verbindung gebraht werden. Die Über-
lagerungen der Wege der Perlen werden dem Permutationssystem angepasst.
Es ist niht mehr überrashend, wenn eine Vermishung in einer Aufeinander-
folge von Versuhen vorkommt. Piaget und Inhelder glauben sogar, dass sih
bereits in dieser Stufe bei den Kindern ein Vorverständnis für das Gesetz der
groÿen Zahlen entwikelt, da bei der Vergröÿerung der Anzahl der Versuhe
oder der Verminderung der Anzahl der Perlen nämlih alle Konstellationen
realisiert werden können.
Der Perlenversuh maht deutlih, dass Kinder bis zum Alter von 7 Jah-
ren noh niht zwishen möglih und notwendig untersheiden können.
Die zum Verständnis des Zufallsbegris hilfreihe Kenntnis annähernd irre-
versibler Mishungen ist noh niht vorhanden.
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3.4.2 Kastenversuhe (Galtonbrett)
Versuhsergebnis
Die Symmetrie wird von den Kindern berüksihtigt, sodass nun Fäher
in symmetrisher Lage als gleihwertig angesehen werden. Die Kinder sehen
die Gleihverteilung (Kasten I) bzw. eine symmetrishe Verteilung mit einem
Maximum in der Mitte (Kasten II) voraus. Als bemerkenswertestes Ergebnis
wird das gezeigte Verständnis für die Rolle des Gesetzes der groÿen Zahlen
bezeihnet.
3.4.3 Zufallsregen
Versuhsergebnis
Nun können die Kinder die zunehmende Gleihverteilung aufgrund relati-
ver Dierenzen vergleihen. Je gröÿer die Zahlen werden, umso weniger zählt
die absolute Dierenz. Ein Kind, das die Verteilung 50 zu 51 mit 100 zu 101
auf gröÿere Regelmäÿigkeit zu untersuhen hatte, sagte, dass 100 und 101
regelmäÿiger sei als 50 und 51, weil 1 mehr auf 100 weniger ausmahe als
1 mehr auf 50.
3.4.4 Spielmarkenversuh und Fälshung
Versuhsergebnis
Mit den normalen Spielmarken wird das Experiment klar als Zufallsexpe-
riment erkannt. Im Hinblik auf quantitative Prognosen werden die Aussagen
genauer und dierenzierter. Als Begründung gibt der Shüler an, dass bei
kleinen Zahlen der Zufall weniger groÿ ist. Es sheint, dass das Gesetz der
groÿen Zahlen in der Vorstellung der Kinder eine Rolle spielt. Die Fälshun-
gen werden bald erkannt, und, dass man mit 5 ehten Spielmarken fünfmal
Kreuz werfen kann, wird gesehen, aber für eher selten gehalten.
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3.4.5 Spielmarkenversuh und Wahrsheinlihkeit
Versuhsergebnis
In diesem Stadium gibt es keine Anzeihen von Shwierigkeiten, die Auf-
gaben zu lösen. Vergleihe werden korrekt durhgeführt, und Proportionen
werden geshätzt.
3.5 Resumee
Nah Piaget und Inhelder entwikelt sih, aufgrund der Versuhsergebnis-
se, der quantitative Wahrsheinlihkeitsbegri erst auf dem Niveau der for-
malen Operationen. Es handelt sih nämlih bei den für einen quantitati-
ven Wahrsheinlihkeitsbegri erforderlihen Proportionen um Operationen
zweiter Stufe, nämlih um Operationen mit Operationen, und die Bildung
des Zufalls- und Wahrsheinlihkeitsbegris hängt von der Entwiklung der
kombinatorishen Operationen ab.
Aufgrund der Gesprähsprotokolle wird aber auh deutlih, dass Zufall-
sphänomene vom Kind shon in frühen Stadien wahrgenommen werden. Die
Zufallsidee soll sih laut Piaget und Inhelder im Alter von 7 Jahren entwi-
keln.
3.6 Untersuhungen auf Anregung der Studien von Pia-
get und Inhelder
(vgl. [13℄, S. 94-103; [16℄, S. 25-26; [12℄, S. 141-142)
Die Arbeit von Yost/Siegel/Andrews (1962) setzt sih kritish mit der
Piagetshen Untersuhungsmethode auseinander.
Vermutet wurde, dass bereits das Vorshulkind einen rudimentären Be-
gri von Wahrsheinlihkeit besitzt, was auh zutrit, da die Änderung der
Untersuhungsmethoden dies zeigte.
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3.6.1 Yost/Siegel/Andrews
In der Arbeit von Yost/Siegel/Andrews wird bezug auf einen Artikel von
Piaget aus dem Jahr 1950 genommen.
Folgenden Versuh hatte Piaget durhgeführt:
Es befanden sih in einem undurhsihtigen Behälter eine Auswahl von
Spielmarken vershiedener Farben. Eine mit dieser Auswahl völlig überein-
stimmende zweite Auswahl blieb auf den Tishen vor den Versuhspersonen
als Gedähtnisstütze liegen. 14 Jungen und Mädhen im Alter zwishen 5 und
12 Jahren waren die Versuhspersonen. Die Kinder mussten vorhersagen, wel-
he Farbe am wahrsheinlihsten beim blinden Ziehen einer Spielmarke aus
dem Behälter gezogen werden würde.
Zu diesem Versuh äuÿern sih Yost, Siegel und Andrews kritish. Sie
meinen, da es sih um einen verbalen Test handelt, dass Probleme auftreten
können beim Verstehen der Bedeutung der Frage. Weiters können Farbbe-
vorzugungen die ehte Vorhersage verfälshen. Piaget nimmt ebenso keine
statistishe Auswertung vor, und für rihtige Antworten gibt es bei ihm kei-
ne Belohnungen. Weiters kann durh das Double auf dem Tish die Antwort
des Kindes durh wahrnehmbare Faktoren beeinusst werden.
Von Yost und seinen Mitarbeitern wurden dann Vergleihsversuhe durh-
geführt mit Versuhsbedingungen, die die vorher genannten Fehlermöglih-
keiten ausshlieÿen sollen.
Es wurden eindeutig Verbesserungen bei den Ergebnissen dieser Versuhe
festgestellt, im Verleih zu Piaget. Weiters konnte durh eine Belohnung der
Kinder aufgrund einer rihtigen Antwort die Einshätzung der Wahrshein-
lihkeit verbessert werden.
3.7 Weitere Untersuhungen
3.7.1 Goldberg
Goldberg bezieht sih auf die Arbeit von Yost/Siegel/Andrews und modi-
ziert deren Experimente. Das Wahrsheinlihkeitsverhalten von 4-5jährigen
Kindern stand im Mittelpunkt von seinen Untersuhungen, wobei folgende
Ergebnisse entstanden:
In seinen Untersuhungen bestätigte es sih, dass Kinder im Alter von
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4-5 Jahren bereits ein Verständnis von Wahrsheinlihkeit haben. Fragebe-
dingungen sind bei solhen Ergebnissen aber ausshlaggebend.
Es ergibt sih aber, wenn Piagets Kritikpunkte und die Belohnung rihti-
ger Ergebnisse berüksihtigt werden, dass im neuen Testverfahren der Erfolg
noh immer gröÿer ist, jedoh niht mehr so deutlih.
3.7.2 Davies
Bei C.M. Davies werden auh shulpihtige Kinder in seine Untersuhungen
miteinbezogen. Insgesamt wird bei 112 Kindern die Entwiklung des Wahr-
sheinlihkeitsbegries untersuht, bei je 16 Kindern auf den 7 Altersstufen
von 3 bis 9 Jahren. Verbale und niht-verbale Tests wurden von ihm benutzt.
Es konnte gezeigt werden, dass alle Kinder, die im verbalen Test rihtig
antworteten, auh im niht-verbalen Test rihtig lagen.
Alter in
Jahren
bei keinem
der beiden
Tests
beim
niht-
verbalen
Test
beim
niht-
verbalen
und beim
verbalen
Test
3 50 50 0
4 31 69 0
5 19 81 31
6 0 100 31
7 0 100 75
8 0 100 88
9 0 100 100
Tabelle 2: Prozentsatz der erfolgreihen Shüler bei den Tests
Es ergaben sih folgende Ergebnisse:
Der Erwerb des Wahrsheinlihkeitsbegris ist ein entwiklungsbedingtes
Phänomen. Es konnte gezeigt werden, dass das Versagen in beiden Tests mit
höherem Alter abnimmt, dass der Erfolg im niht-verbalen Test mit steigen-
dem Alter zunimmt und bereits im Alter von 6 Jahren 100% ist. Erstmals
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treten im Alter von 5 Jahren auh Lösungen des verbalen Tests auf.
Weiters tritt früher das niht-verbale Verhalten der Kinder, das Wahr-
sheinlihkeitsvorgänge widerspiegelt, auf, als die Verbalisierung des Wahr-
sheinlihkeitsbegris oder seine Anwendung.
Es konnte auh bestätigt werden, dass es keinen Untershied im Wahr-
sheinlihkeitsverhalten der Geshlehter gibt.
3.7.3 Hoemann/Ross
Hoemann/Ross mahten Versuhe mit Kindern im Alter von 4-13 Jahren.
Ihre ersten beiden Versuhe enthalten bereits den entsheidenden neuen An-
satz. Unter zwei Aspekten werden die Experimente durhgeführt, und zwar
haben die Kinder einmal gemäÿ einer Wahrsheinlihkeitsvorshrift und ein-
mal gemäÿ einer Verhältnisvorshrift ihre Entsheidungen zu treen. Somit
wollen die Autoren prüfen, ob Kinder wirklih shon eine Wahrsheinlih-
keitsvorstellung haben, oder ob sie nur Zahlen bzw. Flähen ihrer Gröÿe
nah vergleihen.
Versuh 1
Es wurden insgesamt 160 Kinder befragt. Diesen wurde aus einer Serie von
Papiersheiben mit untershiedlihen Anteilen shwarzer und weiÿer Kreis-
sektoren jeweils 1 Paar dieser Sheiben vorgelegt. Die Chanendierenzen
dieser Sheibenpaare betragen entweder
1
2
,
1
4
oder
1
8
. Bei der Chanendie-
renz
1
2
bzw.
1
8
könnten die Farbverteilungen so sein:
1. Sheibe 2. Sheibe Dierenz
7/8 Flähe von einer Farbe 3/8 Flähe von derselben Farbe 7/8 - 3/8 = 1/2
3/4 Flähe von einer Farbe 1/4 Flähe von derselben Farbe 3/4 - 1/4 = 1/2
9/16 Flähe von einer Farbe 7/16 Flähe von derselben Farbe 9/16 - 7/16 = 1/8
Tabelle 3: Farbverteilungen
Die Sheiben werden beim Versuh unter Wahrsheinlihkeitsvorshrift
mit Zeigern versehen und als Glüksräder benutzt. Die Frage dazu lautet:
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Shau Dir bitte die Glüksräder sehr sorgfältig an und zeige mir, welhes
Du drehen willst, damit der Zeiger auf shwarz (weiÿ) zeigt.
Beim Versuh unter Verhältnisvorshrift sind die Sheiben niht zu Glüks-
rädern ausgebaut. Hier lautet die Frage:Shau Dir bitte diese beiden Kreise
sehr sorgfältig an und zeige mir, welher Kreis am meisten shwarz (weiÿ)
hat.
Es lieÿen sih bei diesem Versuh auf keiner Altersstufe nennenswerte
Untershiede bei den zwei Fragestellungen feststellen. Aufgrund dieser Er-
gebnisse shlieÿen Hoemann/Ross darauf, dass Wahrsheinlihkeitsvorstel-
lungen hier niht zu rihtigen Lösungen beitragen. Sie vermuten, dass rein
wahrnehmbare Gröÿenvergleihe maÿgebend sind.
Versuh 2
Bei diesem Versuh wird zum Untershied zum ersten Versuh nur jeweils
ein Glüksrad bzw. eine Papiersheibe benutzt. Es kommen Sheiben mit
untershiedlihen Farbanteilen shwarz bzw. weiÿ zum Einsatz. Die Chan-
endierenzen sind gleih mit dem Experiment 1. Die Farben shwarz und
weiÿ sind untershiedlih auf den Sheiben verteilt.
Bei der Wahrsheinlihkeitsvorshrift lautet die Frage: Drehe bitte den
Zeiger, aber zeige mir zuerst, auf welher Farbe er stehen bleiben wird.
Bei der Verhältnisvorshrift wird der Zeiger vorher entfernt und das Kind
soll auf die Farbe zeigen, die überwiegend vorkommt.
Hier wird deutlih, dass bei der Wahrsheinlihkeitsvorshrift mehr Fehler
in den Altersgruppen von 4 bis 8 Jahren auftreten. Es ergibt sih, dass 4jähri-
ge Kinder noh niht fähig zu Wahrsheinlihkeitsurteilen sind. Die rihtigen
Antworten können sih rein zufällig ergeben. Weiters meinen Hoemann/Ross,
dass Kinder erst im Alter von 6 bis 8 Jahren eine Wahrsheinlihkeitsvorstel-
lung entwikeln.
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Kapitel 4
Simulationen
Für einen shönen Einstieg in das Thema Wahrsheinlihkeitsrehnung nde
ih es sinnvoll, ein konkretes Beispiel an den Anfang zu stellen. Somit kann die
Neugier an diesem neuen Kapitel der Mathematik gewekt werden. Hierbei
steht das gemeinsame Erarbeiten und Verstehen im Vordergrund, noh niht
das gezielte Rehnen mit den Wahrsheinlihkeiten. Ih gehe davon aus, dass
zu diesem Zeitpunkt noh fast kein Wissen zur Wahrsheinlihkeitsrehnung
vorhanden ist.
4.1 Einstieg in die Wahrsheinlihkeitsrehnung
Ein Beispiel, das besonders für den Einstieg in die Wahrsheinlihkeitsreh-
nung geeignet wäre, ist das Folgende, welhes eine Entenjagd zum Inhalt
hat.
Beispiel:
Entenjagd ([17℄, S. 164-169)
Die Aufgabenstellung lautet:
Sehs Jäger, alle perfekte Shützen, gehen auf die Jagd. Sie warten darauf,
dass Enten auiegen. Sobald Enten auiegen shieÿen die Jäger zur gleihen
Zeit. Es kann natürlih auh passieren, dass mehrere Jäger auf die gleihe
Ente shieÿen, da sie sih vorher niht abreden.
Die Shüler sollen sih überlegen, wieviele Enten wahrsheinlih entkom-
men können.
Nun stellt sih die Frage, wie dieses Beispiel gelöst werden kann. Die
Shüler werden zunähst keine sinnvollen Lösungsvorshläge mahen können.
Es stellt sih heraus, dass Simulationen dafür nötig sind, da es sih um eine
Aufgabe handelt, die exakt noh niht lösbar ist, da die Shüler noh niht
über die nötigen Kenntnisse für eine exakte Lösung verfügen.
Bevor man nun zur Lösung übergeht, kann hier überhaupt einmal erklärt
werden, was man unter Simulation versteht. (vgl. [17℄, S. 161-162)
Der Begri Simulation geht auf das lateinishe Wort simulare zurük,
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was bedeutet: ähnlih mahen, nahbilden, nahahmen. Simulation bedeutet
also die Nahahmung tehnisher Vorgänge oder bestimmter Verhaltenswei-
sen. Um ihre Kalkulationen zu überprüfen, führen zum Beispiel Ingenieure
Versuhe an maÿstabsgetreuen, verkleinerten Modellen durh. Wenn man in
einer Simulation Zufallsgröÿen benutzt, so spriht man von Monte-Carlo-
Methoden.
N. Metropolis und S. Ulam verfassten 1949 eine erste Arbeit zu diesen
Problemen, nämlih The Monte-Carlo-Method. J. von Neumann und S.
Ulam sind die Begründer dieser Theorie. Obwohl shon theoretishe Grund-
lagen der Monte-Carlo-Methode bekannt waren, wurde diese Methode erst
vermehrt angewandt, als die elektronishen Datenverarbeitungsanlagen ent-
wikelt wurden, da eine Simulation von Hand sehr arbeitsaufwändig war.
Durh die einfahe Anwendung von Simulationsverfahren ist es möglih,
in der Shule Probleme zu behandeln, die über die momentanen mathemati-
shen Mittel der Shüler hinausgehen.
Nun wieder zurük zu unserem Einstiegsbeispiel:
Wir nehmen an, dass die Jäger immer treen, und ihr Ziel zufällig aus-
wählen. Den Shülern erklären wir das folgende Modell. Die Abbildung 2, in
der Enten und Jäger mit 1 bis 6 nummeriert wurden zeigt, wie ein spezielles
Ergebnis aussehen könnte.
Abbildung 2: Graphishes Modell der Entenjagd
Durh ein 6-Tupel von Zahlen, die zwishen 1 und 6 varrieren können,
lässt sih das Ergebnis einer solhen Entenjagd also darstellen. In der Ab-
bildung ist es etwa (2, 2, 4, 1, 6, 4). Die zufällige Wahl kann nun bedeuten,
dass jeder Jäger sein Ziel mit gleiher Wahrsheinlihkeit wählt, d.h. alle
möglihen 6-Tupel mit Zahlen von 1-6 können vorkommen und haben die
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gleihe Wahrsheinlihkeit.
Diese Formulierungen sind lediglih für Oberstufenklassen geeignet. Für
eine Unterstufenklasse kann man sih überlegen, das Beispiel anhand einer
Tabelle zu verdeutlihen, indem man einen möglihen Ausgang dieser En-
tenjagd veranshauliht. In der folgenden Tabelle wird jedem Jäger eine
beliebige Ente zugeteilt.
Shieÿender Jäger Jäger1 Jäger2 Jäger3 Jäger4 Jäger5 Jäger6
Getroene Ente 2 2 4 1 6 4
Tabelle 4: Möglihe Entenjagd
Ab jetzt verwenden wir die Sprahe der Oberstufe, weil diese unsere For-
mulierungen vereinfaht.
Diesem Modell entsprehen aber auh andere Situationen. Die folgende
wäre sinnvoll, um dieses Modell auh Shülern aus einer Unterstufenklasse
verständlih zu mahen. Man könnte hier, um den Shülern diese Aufgabe
zu verdeutlihen, fragen, wieviele der ersten sehs Felder bei einem Würfel-
spiel freibleiben würden, wenn sehs Personen mitspielen und alle am Start
beginnen?
In diesem Fall können sih sehs Personen leiht eine Zahl von 1 bis 6
ausdenken und auf einen Zettel shreiben, diese werden dann vorgelesen,
und man sieht wieviele Zahlen fehlen.
Bei unserer Entenaufgabe wird man aber eher vermuten, dass sih die
Jäger absprehen, damit der Jagderfolg gröÿer wird.
Vergleihen wir nun noh die Situation mit sehs Shützen auf einem
Volksfest an einer Shieÿbude, die gleihzeitig auf sehs wirbelnde Ballons
shieÿen. Sie stehen niht alle an einer Stelle. Derjenige der weiter links steht,
wird eher auf Ballons die sih links benden shieÿen.
Unsere Aufgabe lässt also vershiedene Modelle zu. Zwei davon werden
wir simulieren.
Die völlig zufällige Wahl bezeihne ih als Modell 1.
Die Shieÿbudensituation ist shon shwieriger zu modellieren. Darauf
sollte in einer Unterstufenklasse zunähst verzihtet werden, um die Shüler
niht zu verwirren. Bei diesem Modell stellen wir uns dazu die obige Abbil-
dung vor und nehmen an, dass ein Shütze nur auf das gegenüberliegende
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Objekt oder eines der beiden daneben shieÿt, mit gleiher Wahrsheinlih-
keit, d.h. der erste Shütze wählt 1 oder 2, der zweite Shütze 2 oder 3 oder
4 usw. Das ist unser Modell 2.
Die davor beshriebenen Umformulierungen der Aufgaben geben shon
einen Hinweis darauf, wie man sie simulieren kann: jeweils sehs Shüler den-
ken sih zum Beispiel eine Zahl.
Weniger umständlih ist Würfeln oder die Benutzung einer Tabelle von
Zufallszahlen. (siehe Kapitel 8.2 Tabellen von Zufallszahlen)
Die folgende Tabelle gibt eine Übersiht über 10 Simulationen für Modell
1.
Simulation Zufallszahlen Zahl der entkommenen Enten
1 5,4,2,1,2,5 2
2 5,6,5,4,2,5 2
3 3,5,1,2,3,5 2
4 6,5,4,6,4,6 3
5 6,3,5,4,6,3 2
6 2,6,3,2,2,5 2
7 2,2,5,2,6,6 3
8 2,2,6,4,2,3 2
9 2,3,4,2,2,4 3
10 1,3,4,6,6,1 2
Tabelle 5: 10 Simulationen
So kann man sih Shreibarbeit ersparen. Falls eine Zahl beim sehsmali-
gen Würfeln fällt, ordnet man ihr eine 0 zu, andernfalls eine 1. Das Ergebnis
des Wurfs 5, 4, 2, 1, 2, 5 shreibt sih dann beispielsweise:
1 2 3 4 5 6
0 0 1 0 0 1
Tabelle 6: Ergebnis eines Wurfes
Wenn man zum Beispiel 60 Simulationen in dieser Art notiert, erkennt
man, dass, wenn man in der Tabelle die Zahlen in der linken Spalte addiert,
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sih das gleihe Ergebnis ergibt, wie bei Addition der Zahlen der untersten
Zeile.
Um eine gröÿere Anzahl von Versuhen zu simulieren kann man Tabellen-
kalkulationsprogramme wie zum Beispiel Exel oder Cal verwenden. Zum
Simulieren von Würfeln gibt man GANZZAHL(1+6*ZUFALLSZAHL()) ein. Auf
diese Weise kann man bequem viele Versuhe simulieren. Der Umgang mit
diesen Programmen ist den Shülern meistens bekannt.
Abbildung 3: Simulieren von Würfeln
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Das bedeutet also:
Anzahl der Simulationen, in denen Ente 1 entkommt +...+ Anzahl der
Simulationen, in denen Ente 6 entkommt = Anzahl der Simulationen, in
denen eine Ente entkommt ×1 + ...+ Anzahl der Simulationen, in denen 5
Enten entkommen ×5.
Die Formel maht nun den theoretish zu erwartenden Wert plausibel. Die
Anzahl der Simulationen kann man als relative Häugkeit ansehen. Identi-
ziert man diese mit der Wahrsheinlihkeit, so ergibt sih:
P (Ente 1 entkommt) + · · ·+ P (Ente 6 entkommt) =
1× P (eine Ente entkommt) + · · ·+ 5× P (5 Enten entkommen) .
(1)
Die rehte Seite der Gleihung bedeutet die Anzahl der Enten die durh-
shnittlih entkommt. Die linke Seite kann man sih leiht ausrehnen, näm-
lih mit der Wahrsheinlihkeit beim 6-maligen Würfelwerfen zum Beispiel
keine 1 zu erhalten. Der theoretish zu erwartende Wert für die entkommenen
Enten ist dann für Modell 1:
6×5
6
66
≈ 2,01
An dieser Stelle ist es sinnvoll die Laplae-Wahrsheinlihkeit einzuführen,
die man bereits für dieses Beispiel verwendet hat.
P (A) =
Anzahl der für das Ereignis A günstigen Fälle
Anzahl der möglihen Fälle
.
Modell 2
Nun kann man auh noh betrahten, wie die Zahl der entkommenen En-
ten verringert werden kann, wenn man gewisse Änderungen der Situation
oder Absprahen der Shützen eingeht. Die Simulation ist niht shwieriger,
nur mehr Überlegungen müssen getroen werden. Die Simulation mit Urnen-
ziehung sieht so aus:
Anhand dieser Graphik sieht man, wie eine Situation am Shieÿstand
aussehen könnte.
Mit Hilfe der obigen Formel (1) kann der theoretishe Wert der Zahl der
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Abbildung 4: Simulation mit Urnenziehung
entkommenen Enten ermittelt werden. Es ergibt sih:
1
2
×
2
3
+
1
2
×
22
32
+
23
33
+
23
33
+
1
2
×
22
32
+
1
2
×
2
3
=
46
27
≈ 1, 70 .
Man kann nun die Ergebnisse der beiden Simulationen vergleihen.
entkommene Enten 0 1 2 3 4 5
Häugkeit (Modell 1) 0 9 34 16 1 0
Häugkeit (Modell 2) 2 22 31 5 0 -
Tabelle 7: Vergleih der Ergebnisse
Würde man die Simulationen 60 Mal durhführen, könnte man sehr shön
erkennen, dass die Einshränkung der völlig zufälligen Wahl in Modell 2
die Zahl der entkommenen Enten senkt. Dennoh ist der häugste Wert in
beiden Modellen zwei Enten. Dies liegt shon sehr nahe bei den theoretishen
Werten. Es fällt auf, dass bei rein zufälliger Wahl bei allen Simulationen
mindestens eine Ente entkommen ist. Es ist also ein reht seltenes Ereignis,
dass, falls etwa 6 Personen sih zufällig eine Zahl von 1 bis 6 denken, niht
mindestens 2 Personen die gleihe Zahl gewählt haben.
Ein weiteres Beispiel dieser Art kann nun folgen:
Beispiel:
Das Drei-Türen-Problem ([19℄, S. 2-25); ([16℄, S. 104-106)
Ein Kandidat wird bei einem Quiz vor drei Türen gestellt. Hinter zwei
der Türen verbirgt sih eine Ziege, und hinter der dritten Tür der Gewinn,
nämlih ein Auto. Die Regeln sehen so aus:
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1. Auf drei Türen werden zufällig ein Auto und zwei Ziegen verteilt.
2. Alle drei Türen sind vershlossen, damit der Kandidat das Auto und
die Ziegen niht sehen kann.
3. Nun entsheidet sih der Kandidat für eine Tür, in der er glaubt, dass
sih das Auto dahinter bendet. Diese Tür bleibt aber noh vershlossen.
4. Der Moderator önet nun eine der beiden anderen Türen, hinter der
sih eine Ziege bendet.
5. Nun wird dem Kandidaten angeboten seine Entsheidung zu überlegen.
Er kann entweder die gewählte Tür beibehalten, oder sih für die noh niht
geönete zweite Tür umentsheiden.
Es stellt sih nun die Frage, ob der Spieler eine gröÿere Chane hat das
Auto zu gewinnen, wenn er die zuerst gewählte Tür beibehält, oder, wenn er
sih umentsheidet?
Dieses Beispiel lässt sih sehr shön gemeinsam mit den Shülern erarbei-
ten.
Nah der Darlegung des Beispieles und der Erklärung der Regeln sollte
zuerst einmal eine Diskussion begonnen werden. Hierbei wird sih die Klasse
bezüglih ihrer Meinungen spalten, nämlih in in die Gruppe der Niht-
wehsler, die glauben, dass sih die Gewinnhane durh das Wehseln der
Tür niht ändert, und in die Wehsler, die eine Erhöhung der Gewinnhane
darin sehen, sih umzuentsheiden. Nun können die Shüler versuhen ihre
Entsheidungen zu begründen.
Um dieses Problem spielerish zu erarbeiten, kann nun eine Simulation
durhgeführt werden, indem die Shüler paarweise zusammen arbeiten. Einer
übernimmt die Rolle des Spielleiters, der andere die Rolle des Spielers.
Nun entsheidet sih der Spielleiter für eine Tür, hinter der sih das Au-
to benden soll, und dann werden in einem wehselnden Frage- und Ant-
wortspiel mit dem Spieler zusammen die Versuhe durhgeführt. Es soll hier
versuht werden, mindestens 10 Spiele durhzuführen.
Die Ergebnisse werden vom Spielleiter notiert, genauso wie die Tatsahe,
ob sih der Spieler umentshieden hat, oder bei seiner Entsheidung geblieben
ist. Danah tausht man die Rollen.
Nah diesem Versuh kann über die Ergebnisse diskutiert werden, oder
sie bereits zu einem Gesamtergebnis zusammenfassen.
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Erklärung (1):
Nah der Simulation kann nun auh eine theoretishe Erklärung für dieses
Problem gesuht werden. Wehseln ist die beste Entsheidung. Zu Beginn ist
die Wahrsheinlihkeit für jede Tür ein Drittel. Jetzt wählt man eine Tür,
wobei die Wahrsheinlihkeit das Auto dahinter zu nden wieder ein Drittel
ist, dass es sih aber hinter einer der beiden anderen Türen bendet beträgt
zwei Drittel.
Abbildung 5: Verteilung der Wahrsheinlihkeit
Önet der Spielleiter nun aber eine der zwei Türen, ändert sih die Wahr-
sheinlihkeit für die vom Spieler gewählte Tür niht, da man ja shon wusste,
dass sih hinter einer der beiden anderen Türen eine Ziege benden muss.
Es beträgt aber die Wahrsheinlihkeit der niht gewählten Tür zwei Drit-
tel, da bekannt ist, dass das Auto hinter einer Tür sowieso niht sein kann.
Die Gewinnhane erhöht sih also beim Wehsel zu der anderen Tür von
einem auf zwei Drittel.
Erklärung (2):
Der Spielleiter kann nur eine Tür öen, hinter der sih das Auto niht
bendet. Wenn sih ein Spieler zu Beginn rihtig entsheidet, kann er nur
dann gewinnen, wenn er niht wehselt. In einem Drittel der Spiele ist das
so. Wenn jemand immer wehselt, verliert dieser in allen Spielen, bei denen er
gewonnen hätte, hätte er niht gewehselt. Dies ist ja ein Drittel der Spiele,
also gewinnt er in zwei Drittel der Spiele.
Dieses Beispiel eignet sih dazu, den Begri der Baumdiagramme ein-
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Abbildung 6: Verteilung der Wahrsheinlihkeit bei einer oenen Tür
zuführen. In diesem Baumdiagramm sind alle möglihen Ausgänge und ihre
Wahrsheinlihkeiten eingezeihnet. Wenn wir davon ausgehen, dass der Spie-
ler Tür A nimmt, dann sieht das Diagramm folgendermaÿen aus:([5℄)
Nun zur Erklärung des Diagramms:
 Die Wahrsheinlihkeit, dass das Auto hinter einer der Türen ist, ist
für alle gleih, nämlih 1/3.
 Die Wahrsheinlihkeiten dafür, dass der Moderator eine bestimmte
Tür önet, sehen folgendermaÿen aus:
Wenn der Kandidat Tür A wählt, und das Auto tatsählih dahinter
ist, kann der Moderator Tür B oder C önen, beide sind gleihwahr-
sheinlih, haben die Wahrsheinlihkeit 1/2.
Wenn der Kandidat Tür A gewählt hat, das Auto aber hinter Tür B
ist, muss der Moderator Tür C ganz siher (mit Wahrsheinlihkeit 1)
önen.
Wenn der Kandidat Tür A gewählt hat, der Prahtshlitten hinter Tür
C lauert, muss der Moderator Tür B önen (ganz siher - mit Wahr-
sheinlihkeit 1).
Nun kann man sih noh ansehen, welhe Spielsituationen es gibt, wie
wahrsheinlih sie sind, und ob es günstig ist zu wehseln oder niht:
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Abbildung 7: Baumdiagramm
51
 Durh den obersten Pfad beim Diagramm wird die Situation beshrie-
ben, dass das Auto hinter Tür A steht und der Spielleiter Tür B önet.
Beides zusammen hat die Wahrsheinlihkeit 1/6 (=1/3 x 1/2). Hier
wäre es günstig niht zu wehseln.
 Beim zweite Pfad steht das Auto hinter Tür A und der Spielleiter önet
Tür C. Wiederum ist die Wahrsheinlihkeit hierfür 1/6 und es wäre
sinnvoll niht zu wehseln.
 Beim dritten Pfad önet der Spielleiter Tür C, wobei das Auto hinter
Tür B steht. Die Wahrsheinlihkiet dafür ist 1/3 und es wäre gut zu
wehseln.
 Im letzten Fall steht das Auto hinter Tür C, der Spielleiter önet Tür
B, wobei dies mit der Wahrsheinlihkeit 1/3 geshieht. Hier gewinnt
man, wenn man wehselt.
Man kann also erkennen, dass es in den Fällen 1 und 2 klug ist niht zu
wehseln, da diese Fälle mit der Wahrsheinlihkeit 1/6+1/6=1/3 auftreten.
In den Fällen 3 und 4 gewinnt man, wenn man wehselt, da die Wahr-
sheinlihkeit für diese Situationen 1/3+1/3=2/3 ist.
All diese Fälle können auftreten, wenn der Spieler zu Beginn Tür A ge-
wählt hat.
Wenn man also am Anfang Tür A wählt, ist die Wahrsheinlihkeit ein
Auto zu gewinnen ohne Wehsel 1/3 und mit Wehsel 2/3.
4.2 Nützlihkeit einer Simulation
([13℄, S. 246-248)
Simulationen eignen sih deshalb sehr gut für den Einstieg in die Wahr-
sheinlihkeitsrehnung, da dadurh der experimentelle Aspekt stohasti-
shen Denkens in den Vordergrund gestellt wird. Da Shüler selbst Versuhe
wiederholt durhzuführen haben, können sie so auh unmittelbar den Zufall
entdeken. Dies sind wihtige Erfahrungen für die Shüler.
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Ein Simulationsverfahren läuft also folgendermaÿen ab:
Bei einem Simulationsverfahren
 stellt man zunähst ein dem vorliegenden Problem angepasstes Modell
auf,
 führt dann anhand dieses Modells wiederholt Zufallsexperimente durh,
 wertet shlieÿlih die Ergebnisse des Zufallsexperiments aus, und inter-
pretiert den Shätzwert als Lösung des Problems.
4.2.1 Didaktishe Bedeutung einer Simulation
Zunähst einmal fördern Simulationen die Modellbildung im Stohastikun-
terriht, sowie das stohastishe Denken. Durh das wiederholte Durhführen
von Zufallsexperimenten werden shlieÿlih Daten zur Einshätzung von Be-
grien der Wahrsheinlihkeit geliefert.
Weiters führt das experimentelle Tun bei Simulationen zu einem Motiva-
tionsshub bei den Shülern. Es können hier durh die Simulationen bereits
Aufgaben gelöst werden, die auf dem erreihten Niveau mit den zur Verfü-
gung stehenden stohastishen Mitteln noh niht analytish gelöst werden
hätten können.
Ebenso kann eine analytishe Lösung einer Aufgabe durh Simulation
gewissermaÿen eine experimentelle Bestätigung erfahren.
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Kapitel 5
Erster Zugang zur Wahrsheinlihkeitsrehnung
Nahdem ein erster Einstieg in die Wahrsheinlihkeitsrehnung mithilfe von
Simulationen stattgefunden hat, möhte ih nun zeigen, wie man weiter vor-
gehen kann.
Es gibt eine Vielzahl von Möglihkeiten, wie man einen Einstieg in die
Wahrsheinlihkeitsrehnung gestalten kann. Wihtig ist, dass die Shüler
den Unterriht von Anfang an aktiv mitgestalten. Im Vordergrund sollte zu-
nähst stehen, dass die Grundbegrie der Wahrsheinlihkeitsrehnung ken-
nengelernt und auh verstanden werden.
5.1 Einführung in die Wahrsheinlihkeitsrehnung
5.1.1 Grundbegrie
([13℄, S. 160-181)
1. Zufallsexperimente
Unter dem Leitgedanken Wo begegnet uns der Zufall und wie können
wir ihn berehnen können Diskussionen, Probleme oder Spielsituationen am
Anfang stehen. Spielsituationen eignen sih besonders für den Einstieg in
niedrigen Klassen. Kinder kennen bereits Würfelspiele wie Mensh ärgere
dih niht, wobei man durh die Augenzahl des Würfels bestimmte Spielzüge
tätigen darf. Ebenso ist den Shülern der Münzwurf zur Seitenwahl beim
Fuÿballspiel und auh bei anderen Ballspielen bekannt.
(Es wurde shon einmal der Sieger des Seminales einer Fuÿballeuropa-
meistershaft (der Männer) mittels Münzwurfs ermittelt. Dies war 1968 in
Neapel. Das Spiel Italien - Sowjetunion stand 0:0, durh den Münzwurf wur-
de Italien zum Sieger erklärt, da es damals noh kein Elfmetershieÿen gab.
Italien kam so ins Finale.)
Indem man an diese Vorkenntnisse anknüpft, kann man Spiele in den
Unterriht aufnehmen. Dies ist ein etwas anderer Zugang, um den Shülern
Zufallsphänomene bewusst zu mahen.
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Beispiel:
Das folgende Spiel ist von seiner Struktur her ein Strategiespiel. Der Shüler
muss eine Wahl treen und diese auh begründen.
Je zwei Shüler bekommen einen Spielplan und einen regelmäÿigenWürfel
als Zufallsgerät.
Abbildung 8: Strategiespiel zum Wahrsheinlihkeitsverhalten
Folgende Regel gilt: Jeder Spieler erhält einen Spielstein, der in das Start-
feld S gesetzt wird. Abwehselnd wird gewürfelt. Wenn eine Zahl die im Start-
feld steht gewürfelt wird, darf man in Rihtung der Pfeile entweder nah A
oder nah B weitergehen (Alternativentsheidung). Von A aus darf man ins
Ziel gehen, wenn man bei den nähsten Würfen 2 oder 4 würfelt, und von
B darf man ins Ziel, wenn man 3, 4, 5 oder 6 würfelt. Gewonnen hat, wer
zuerst im Ziel ist.
Die Shüler entsheiden so, welhen Weg zum Ziel sie wählen, und der
Zufall entsheidet, ob ein Spieler weitergehen darf oder niht.
Bei diesem einfahen Spiel können bereits vielfältige Diskussionen entste-
hen:
 Der im Spielplan über B verlaufende Weg ist theoretish günstiger als
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der über A (Strategiespiel). Warum?
 Der Ausgang des Spiels hängt aber oensihtlih niht allein vom ge-
wählten Weg ab, sondern vom Zufall.
Der günstigste Weg ist niht der sihere Weg.
 Ist die Gewinnhane über B doppelt (vier Fälle in B, zwei Fälle in A)
oder dreifah (beim Auftreten von 4 darf man sowohl von A als auh
von B ins Ziel rüken) so hoh wie beim Weg über A?
Was würde man bei einer groÿen Zahl von Spielen bezüglih des Gewinn-
weges erwarten?
Beim Chanenvergleih in A und B könnte etwa so argumentiert werden,
um den Vorteil in B herauszustellen:
 Von A darf man nur in zwei Fällen, von B dagegen in vier (von jeweils
6) weitergehen. Mit Kenntnissen aus der Bruhrehnung kann man den
Gröÿenvergleih der entsprehenden Brühe durhführen lassen:
2
6
<
4
6
 Beim Auftreten einer 4 darf man sowohl von A als auh von B weiter-
gehen, von B aber auh noh in drei weiteren Fällen, von A dagegen
nur in einem weiteren Fall.
Dieses Strategiespiel kann durh Hinzufügen weiterer Felder in den Spielplan
zusätzlihe Entsheidungen vom Spieler verlangen.
Einige Wahrsheinlihkeitsvergleihe, die zu Beginn im Unter-
riht verwendet werden können:
 Was ist beim einmaligen Werfen wahrsheinliher, mit einem Würfel 6
oder mit einem Würfel eine gerade Zahl zu werfen?
 Man wirft einmal zwei regelmäÿige Würfel.
a) Was ist wahrsheinliher: Die Summe ist kleiner als 4 oder die Summe
ist 11?
b) Was ist wahrsheinliher: Die Summe ist 7 oder die Summe ist 6?
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 Was ist beim einmaligen Werfen wahrsheinliher, mit einem Würfel 1
oder mit einer Münze Zahl zu werfen?
 Was ist wahrsheinliher, bei einmaligemWerfen mit einemWürfel eine
6 oder beim einmaligen Werfen mit zwei Würfeln eine Doppelsehs zu
werfen?
Durh Spiele und Wettsituationen können diese Fragestellungen dem Al-
ter der Shüler entsprehend dargestellt werden.
2. Zufallsgeräte
Für das Durhführen von Zufallsversuhen brauht man Zufallsgeräte
(Zufallsgeneratoren) und Beobahtungsvorshriften: (Abb. S.170 [2℄)
Zu den symmetrishen Zufallsgeräten zählen:
Abbildung 9: Regulärer Würfel([1℄)
Abbildung 10: Münze([2℄)
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Abbildung 11: Urne mit gleihgroÿen Kugeln
Bei all diesen Geräten kann man den möglihen Versuhsausgängen näm-
lih jeweils die gleihe Wahrsheinlihkeit zuordnen (Gleihverteilung).
Abbildung 12: Streihholzshahtel([3℄)
Die leere Streihholzshahtel ist ein asymmetrishes Zufallsgerät, wenn
damit geworfen wird.
Es liegt eine Ungleihverteilung bei der den Versuhsausgängen zugeord-
neten Wahrsheinlihkeiten.
Glüksrad und Kreisel können je nah Konstruktion sowohl für die Gleih-
verteilung als auh für die Ungleihverteilung leiht eingesetzt werden.
Bereits im Anfangsunterriht zur Wahrsheinlihkeitsrehnung sollten die
Shüler mit dieser Vielzahl von Zufallsgeneratoren vertraut gemaht werden.
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Abbildung 13: Glüksrad
Abbildung 14: Kreisel([4℄)
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3. Ergebnismengen
Zu jedem Zufallsexperiment gehört auh eine Versuhsbeshreibung mit
Beobahtungsvorshrift.
Durh die bloÿe Vorgabe des Zufallsgerätes, ohne weitere Angaben wie,
beobahtet man das Auftreten einer Zahl, einer Farbe oder beider Merkmale,
kann ein Versuh niht eindeutig beshrieben werden.
Das Glüksrad in der Abbildung, mit den möglihen Ergebnissen Feld 0-
9, beshreibt einen anderen Zufallsversuh als dasselbe Glüksrad, wenn man
als möglihe Ergebnisse nur Feld 0-4 und Feld 5-9 zulässt.
Abbildung 15: Glüksrad
In mathematisher Siht ist die Angabe der Ergebnismenge der erste wih-
tige Shritt zur Modellbildung, doh kann man am Anfang beim Wahrshein-
lihkeitsunterriht niht auf die verbale Umshreibung des Begris Zufalls-
experiment verzihten. Es muss dabei klar gesagt werden, was als mögli-
he Ergebnisse des Experiments angesehen wird. Hilfreih sind dabei zum
Beispiel das Baumdiagramm, die Tabelle, das Koordinatensystem und die
Mengenspreh- und Mengenshreibweise.
An den Enden der Wege vom Baumdiagramm werden die dem Zufallsex-
periment zugeordneten Ergebnisse angegeben, diese bilden die Ergebnismen-
ge Ω.
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Beispiele: ([14℄, S. 172 Abb.)
 Würfel einmal werfen:
Abbildung 16: Würfel einmal werfen
 Münze zweimal werfen:
Abbildung 17: Münze zweimal werfen
 Glüksrad einmal drehen:
4. Ereignisse
Bald sollte auh der Begri Ereignis erarbeitet werden. Am Anfang wird
man den Begri einfah benutzen, ohne ihn zu denieren. Man spriht ganz
natürlih von Ereignissen.
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Abbildung 18: Glüksrad einmal drehen
Beispiele von Ereignissen:
 die Münze zeigt oben Zahl (beim Münze einmal werfen)
 der Würfel zeigt oben 2 (beim Würfel einmal werfen)
 beide Münzen zeigen das gleihe Bild (beim zwei Münzen einmal wer-
fen)
Man kann mit dieser Vorstellung vom Ereignisbegri bereits die elemen-
tare Wahrsheinlihkeitsrehnung betreiben.
Untershieden werden das sihere und das unmöglihe Ereignis:
Beim einmaligen Münzwurf ist das Auftreten von Zahl oder niht Zahl
ein siheres Ereignis, beim einmaligen Werfen eines Würfels ist das Auftre-
ten von 1 oder niht 1 ein siheres Ereignis, beim einmaligen Werfen eines
Würfels ist das Auftreten von 1 und niht 1 ein unmöglihes Ereignis, beim
einmaligen Werfen eines Würfels ist das Auftreten keine Augenzahl ein un-
möglihes Ereignis.
Wenn man den Mengenbegri eingeführt hat, kann man Ereignisse durh
Mengen beshreiben, nämlih durh Teilmengen der Ergebnismenge Ω. Auh
Ω und φ sind Teilmengen von Ω. Ω meint dabei ein siheres Ereignis und die
leere Menge φ ein unmöglihes Ereignis.
Beispiele:
a) Münze zweimal werfen: Ω={(Z,Z),(Z,W),(W,Z),(W,W)}.
A={(Z,W),(W,Z)}; B={(Z,Z),(W,W)}; C={(Z,Z),(Z,W),(W,Z)}.
b) Würfel einmal werfen: Ω={1,2,3,4,5,6}
E1={2}; E2={1,2,3,4}; E3={3,6}; E4={5,6}; E5=Ω; E6= φ
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Die Shüler müssen lernen, vorgegebene Ereignisse durh Mengen zu ver-
balisieren, verbal beshriebene Ereignisse in Mengenshreibweise anzugeben,
und im Ergebnisbaum bzw. in der Tabelle eines Zufallsexperiments Ereignis-
se zu kennzeihnen.
Beispiele:
Obiges Bsp. a):
A: Ereignis, dass beim zweimaligen Werfen einer Münze genau einmal
Zahl und genau einmal Wappen auftritt.
B: Ereignis, dass beim zweimaligen Werfen einer Münze das gleihe Bild
auftritt.
C: Ereignis, dass ein zweimaliger Münzwurf mindestens einmal Zahl zeigt.
Obiges Bsp. b):
E3: Ereignis, dass der Würfel beim einmaligen Werfen oben eine durh 3
teilbare Zahl zeigt.
E4: Ereignis, dass der Würfel beim einmaligen Werfen oben eine 5 oder
6 zeigt.
E5: Siheres Ereignis; hier also das Ereignis, dass der Würfel beim ein-
maligen Werfen oben eine 1, 2, 3, 4, 5 oder 6 zeigt.
5. Wahrsheinlihkeit
Als letzter Shritt ist noh notwendig, dass die Shüler lernen, reelle Zah-
len zu den Ereignissen als ihre Wahrsheinlihkeiten zuzuordnen.
Bei der Laplae-Wahrsheinlihkeit liegt unter der Annahme der Gleih-
wahrsheinlihkeit eine Berehnungsmöglihkeit der Wahrsheinlihkeit eines
Ereignisses vor.
Bei der mittels relativer Häugkeiten festgelegtenWahrsheinlihkeit han-
delt es sih dagegen unter der Annahme der Stabilisierung der relativen Häu-
gkeiten um einen Shätzwert.
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Beide Möglihkeiten sollten gleihzeitig in einer Unterrihtseinheit be-
handelt werden, am besten indem man mit Zufallsexperimenten beginnt, die
Gleihverteilung (Laplae-Wahrsheinlihkeit) aufweisen. Man kommt dann
shnell zu der Denition für die Wahrsheinlihkeit P (A)eines Ereignisses
A:
P (A) =
Anzahl der für das Ereignis A günstigen Fälle
Anzahl der möglihen Fälle
.
Diese Denition kann, wenn man im Unterriht von der Ergebnismenge Ω
gesprohen und Ereignisse als Mengen harakterisiert hat, auh so geshrie-
ben werden:
P (A) =
|A|
|Ω|
.
Die wihtigsten Eigenshaften dieser Denition können nun eingeführt wer-
den:
Für die klassishe Wahrsheinlihkeit P (A) eines Ereignisses gilt:
 P (A) ist stets eine rationale Zahl
 Es gilt: 0 ≤ P (A) ≤ 1.
 Tritt A stets mit Siherheit auf, so ist P (A) = 1.
 Ist P (A) = 1, so tritt A mit Siherheit auf.
 Kann A unmöglih auftreten, so ist P (A) = 0.
 Ist P (A) = 0, so ist A unmöglih.
Ebenso sollten in der selben Unterrihtseinheit Zufallsexperimente mit
Ungleihverteilungen besprohen werden, wie das Werfen eines gefälshten
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Würfels, Werfen einer gezinkten Münze, Werfen einer Streihholzshahtel,
usw.
Hier muss man Versuhsreihen durhführen lassen, die die Stabilität der
relativen Häugkeit erkennen lassen.
Beispiel:
Eine leere Streihholzshahtel trägt, wie angegeben, auf den Seiten die Zif-
fern 1-6. Wie groÿ ist die Wahrsheinlihkeit, mit der Streihholzshahtel
eine Sehs zu werfen? (Abb. S.111)
Abbildung 19: Leere Streihholzshahtel
Lösung:
Die 6 Versuhsausgänge sind niht gleihmöglih. Um eine möglihe Ant-
wort zu nden, müssen lange Versuhsreihen durhgeführt werden, und die
relative Häugkeit für das Ereignis Auftreten einer Sehs berehnet werden.
Denition der relativen Häugkeit:
hn(A) =
Anzahl Hn(A) der Versuhe mit dem Ereignis A
Gesamtzahl n der Versuhe
.
Nun sollten auh die Eigenshaften der relativen Häugkeit behandelt wer-
den.
Eigenshaften:
 hn(A) ist stets eine rationale Zahl.
 Es gilt: 0 < hn(A) < 1, denn für die absolute Häugkeit Hn(A) des
Ereignisses A gilt 0 < Hn(A) < n.
 Ist Ω das sihere Ereignis, so gilt: hn(Ω) = 1. Begründung: Hn(Ω) = n.
65
 Ist φ das unmöglihe Ereignis, so gilt hn(φ) = 0. Begründung: Hn(φ) =
0.
Ein wihtiges Ziel soll sein, dass die Shüler lernen, begründete Entshei-
dungen zu treen, ob, und wenn ja, warum bei einem vorgegebenen Zufallsex-
periment eine Gleihverteilung der Wahrsheinlihkeit angenommen werden
kann oder zu verwerfen ist.
Wenn man den Anfangsunterriht unter das Motto Wo begegnet uns der
Zufall? setzt, sollten aber auh umgangssprahlihe Wendungen diskutiert
werden:
 Wahrsheinlih werde ih die Reise niht mahen.
 Wahrsheinlih wird es morgen regnen.
 Wahrsheinlih werde ih jetzt eine Sehs würfeln.
 Wahrsheinlih ist die Behauptung falsh.
 Es ist möglih, aber niht siher, dass heute 30 Grad erreiht werden.
 Es ist niht unmöglih, dass ih bei der Tombola den Hauptgewinn
ziehe.
Shulbüher geben gute Anregungen dazu, damit die ShülerInnen ler-
nen, solhe und ähnlihe Aussagen rihtig einzushätzen und zu bewerten,
im Sinne einer mathematishen Präzisierung.
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Kapitel 6
Rehnen mit Wahrsheinlihkeiten
6.1 Bedingte Wahrsheinlihkeit
6.1.1 Denition der bedingten Wahrsheinlihkeit
([8℄, S. 181-185)
Beispiel:
Ein Betrieb hat 628 Mitarbeiter. Gemäÿ der Tabelle verteilen sih diese auf
die Gruppen Frauen-Männer bzw. Rauher-Nihtrauher. Es wird zufällig
eine Person X ausgewählt aus der Menge aller Mitarbeiter Ω.
Frauen Männer Gesamt
Rauher 201 189 390
Nihtrauher 98 140 238
Gesamt 299 329 628
Tabelle 8: Rauhgewohnheiten in einer Firma
Folgende Wahrsheinlihkeiten sind gesuht:
1. P (X ist Rauher)
2. P (X ist Rauher), wenn man bereits weiÿ, dass eine Frau ausgewählt
wurde.
Lösung:
1. P (X ist Rauher) = 390
628
≈ 0, 62
2. P (X ist Rauher) = 201
299
≈ 0, 67
In diesem Beispiel wird die Wahrsheinlihkeit eines Ereignisses E1 (nämlih
X ist Rauher) unter der Voraussetzung berehnet, dass ein anderes Ereignis
E2 (nämlih X ist eine Frau) eintritt.
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In so einem Fall spriht man von der bedingten Wahrsheinlihkeit.
Denition:
Es seien E1 und E2 Ereignisse eines Versuhes. Die Wahrsheinlihkeit für
E1 unter der Voraussetzung, dass E2 eintritt, nennt man bedingte Wahr-
sheinlihkeit von E1 unter der Voraussetzung E2 und bezeihnet sie mit
P (E1/E2).
Das Symbol P (E1/E2) wird gelesen als Wahrsheinlihkeit von E1 unter
der Bedingung E2.
Normal liegen immer Voraussetzungen bei Wahrsheinlihkeitsberehnun-
gen zugrunde, bei der bedingten Wahrsheinlihkeit wird eine Voraussetzung
explizit ausgedrükt.
Die bedingte Wahrsheinlihkeit wird folgendermaÿen berehnet: ([11℄,
S. 82,83)
Die Anzahl der möglihen Ergebnisse ist | E2 |, die Anzahl der Ergebnisse
von E1, die zugleih Elemente von E2 sind (günstige Fälle), ist | E2 ∩E1 |.
Nun ist also P (E1/E2) =
|E1∩E2|
|E2|
.
Wegen P (E1 ∩ E2) =
|E1∩E2|
|Ω|
und P (E2) =
|E2|
|Ω|
gilt:
P (E1/E2) =
|E1∩E2|
|E2|
=
|E1∩E2|
|Ω|
/ |E2|
|Ω|
=
P (E1∩E2)
P (E2)
.
Es drängt sih nun folgende Denition auf:
(Ω/P) sei ein Wahrsheinlihkeitsraum und A,B seien Ereignisse in Ωmit
P (A) > 0. Dann nennt man
P (A/B) = P (A∩B)
P (B)
die bedingte Wahrsheinlihkeit von B unter der Bedingung A.
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Beispiel:
([15℄, S. 62)
25% der ShülerInnen sind in Mathematik bei einer Prüfung durhgefal-
len, 15% in Chemie und 10% sind in Mathematik und Chemie durhgefallen.
Einer der ShülerInnen wird zufällig ausgewählt. Wie groÿ ist die Wahrshein-
lihkeit, dass er in
1. Mathematik durhel, wenn man weiÿ, dass er Chemie niht bestanden
hat?
2. Chemie durhel, wenn man weiÿ, dass er Mathematik niht bestanden
hat?
3. Mathematik oder Chemie durhel?
Hierbei sei M = {Mathematik niht bestanden} und C = {Chemie niht
bestanden}.
Es gilt dann P (M) = 0, 25; P (C) = 0, 15; P (M ∩ C) = 0, 10.
Die Lösung sieht dann folgendermaÿen aus:
zu 1.: Die Wahrsheinlihkeit, dass ein Shüler in Mathematik durhel,
wissend, dass er Chemie niht bestanden hat, ist
P (M/C) = P (M∩C)
P (C)
= 0,10
0,15
= 2
3
.
zu 2.: Die Wahrsheinlihkeit, dass ein Shüler in Chemie durhel, wis-
send, dass er bereits Mathematik niht bestand, ist
P (C/M) = P (C∩M)
P (M)
= 0,10
0,25
= 2
5
.
zu 3.: P (M ∪ C) = P (M) + P (C)− P (M ∩ C) = 0, 25 + 0, 15− 0, 10 =
0, 30 = 3
10
.
Dieses Beispiel lässt sih sehr gut mit Exel simulieren.
Dafür wird in die erste Spalte A1 der Ausdruk ZUFALLSZAHL() ein-
gegeben. Dies liefert eine Zufallszahl zwishen 0 und 1. Es ist sinnvoll, sih
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einige hundert Zufallszahlen auf diese Weise liefern zu lassen.
Nahdem 10% der Shüler in Mathematik und Chemie durhgefallen sind
und 15% nur in Chemie, nehmen wir an, dass die Werte bis 0,1 dem Durh-
fallen in Mathematik und Chemie entsprehen, und die Werte bis 0,15 dem
Durhfallen in Chemie.
In die Spalte B1 werden diejenigen eingetragen, die in Chemie durhge-
fallen sind. Dieser Befehl lautet WENN(A1<0,15;1;0).
Die Spalte C1 wird mit WENN(A1<0,1;1;0) gefüllt, dies entspriht den-
jenigen die in Mathematik und in Chemie durhgefallen sind.
Um den relativen Anteil derjenigen, die in Mathematik und Chemie durh-
gefallen sind, an denjenigen, die nur in Chemie durhgefallen sind, auszureh-
nen, können wir in die Spalte D1 noh eingeben
SUMME(C1:C500)/SUMME(B1:B500).
6.1.2 Multiplikationsregel
([8℄, S. 193-202)
Versuhe bestehen manhmal aus mehreren Teilversuhen, die nahein-
ander oder parallel durhgeführt werden.
Beispiel:
Da das Ehepaar Adam ständig beim Roulette verloren hat, geht es zu den
Spielautomaten. Frau Adam spielt an einem Gerät, bei dem man mit der
Wahrsheinlihkeit
1
4
gewinnt. Herr Adam spielt bei einem Gerät mit Gewinn-
wahrsheinlihkeit
1
7
, bekommt dafür aber mehr. Gleihzeitig wird gespielt.
Wie groÿ ist die Wahrsheinlihkeit, dass
a) beide gewinnen,
b) Frau Adam gewinnt und Herr Adam verliert,
) Frau Adam verliert und Herr Adam gewinnt,
d) beide verlieren?
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Abbildung 20: Simulation von Prüfungsergebnissen
71
e) Wie groÿ ist die Summe der in a) bis d) berehneten Wahrsheinlih-
keiten?
Lösung:
Abbildung 21: Wahrsheinlihkeit: Beide gewinnen
a)Der Versuh besteht darin, dass beide die Automaten betätigen. Zuerst
sieht man sih das Resultat von Frau Adam an, dann das von Herrn Adam.
Von Interesse ist das Ereignis, dass beide gewinnen.
Die Frage ist nun, wie man von den beiden Wahrsheinlihkeiten
1
4
und
1
7
auf die gesuhte Wahrsheinlihkeit kommt?
Überlegung: Bei jeder längeren Versuhsserie, wobei jeder Versuh darin
besteht, dass Frau und Herr Adam spielen, würde Frau Adam in etwa
1
4
aller
Versuhe gewinnen und Herr Adam in etwa
1
7
aller Versuhe. Nun bedenkt
man, dass man eine sehr lange Versuhsserie, 1 Million Versuhe, durhführt.
Frau Adam würde nun in 250 000 Versuhen gewinnen. Man betrahte
nun nur die Versuhe, in denen Frau Adam gewonnen hat. Diese werden als
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eigene Versuhsserie angesehen. Anzunehmen ist, dass Herr Adam in etwa
1
7
aller Versuhe dieser Serie gwonnen hat (das sind etwa 36 000 Versuhe). Da-
mit haben beide in etwa
1
7
von
1
4
, das ist
1
7
×1
4
=
1
28
aller Versuhe, gewonnen.
Wenn man dies nahrehnet ergibt sih, 36 000 ist etwa
1
28
von 1 Million.
Es folgt daraus: P(Beide gewinnen) =
1
4
×1
7
=
1
28
b) P(Frau Adam gewinnt und Herr Adam verliert)=
1
4
×6
7
=
3
14
Abbildung 22: Wahrsheinlihkeit: Fr.Adam gewinnt, Hr.Adam verliert
) P(Frau Adam verliert und Herr Adam gewinnt)=
3
4
×1
7
=
3
28
d) P(Beide verlieren)=
3
4
×6
7
=
9
14
e)
1
28
+
3
14
+
3
28
+
9
14
=1
Denition:
Es seien E1 sowie E2 Ereignisse eines Versuhes. Das Ereignis E1 und E2,
symbolish E1 ∩ E2, tritt genau dann ein, wenn sowohl E1 als auh E2
eintritt.
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Abbildung 23: Wahrsheinlihkeit: Fr.Adam verliert, Hr.Adam gewinnt
Abbildung 24: Wahrsheinlihkeit: Beide verlieren
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Beispiel:
In einer Urne benden sih 3 weiÿe und 2 shwarze Kugeln. Es wird eine Kugel
zufällig gezogen und dann nohmal eine, ohne dass die erste zurükgelegt
wird. Wie groÿ ist die Wahrsheinlihkeit, dass
a) beide Kugeln weiÿ sind,
b) die erste Kugel shwarz, die zweite weiÿ ist,
) die erste Kugel weiÿ, die zweite shwarz ist,
d) beide Kugeln shwarz sind?
e) Wie groÿ ist die Summe der in a) bis d) berehneten Wahrsheinlih-
keiten?
Lösung:
a) P( Erste Kugel weiÿ ∩ Zweite Kugel weiÿ) = 3
5
× 1
2
= 3
10
Abbildung 25: Wahrsheinlihkeit: Beide Kugeln weiÿ
b) P( Erste Kugel shwarz ∩ Zweite Kugel weiÿ) = 2
5
×3
4
=
3
10
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Abbildung 26: Wahrsheinlihkeit: 1.Kugel shwarz, 2.Kugel weiÿ
Man geht in diesem Beispiel so vor: Um die Wahrsheinlihkeit P (E1∩E2)
zu berehnen, hat man P (E1) und dann die bedingte Wahrsheinlihkeit
P (E2/E1) berehnet. Dann setzt man P (E1 ∩E2) = P (E1)× P (E2/E1).
Kann man nun dies allgemein begründen?
Bei einer Versuhsserie wird in etwa P(E1) aller Fälle E1 eintreten. In
etwa P(E2/E1) aller dieser Versuhe wird auh E2 eintreten, also wird ins-
gesamt in etwa P(E1) × P(E2/E1) aller Versuhe sowohl E1 als auh E2
eintreten. Daraus folgt:
P(E1 ∩ E2) ≈ P(E1) × P(E2/E1)
Dieses Beispiel lässt sih auh mittels Exel simulieren.
Zufallszahlen zwishen 0 und 1 werden generiert indem man in die Spalte
A1 den Befehl ZUFALLSZAHL() eingibt. Nahdem wir 60% weiÿe Kugeln
haben, ordnen wir jedem Wert kleiner als 0,6 eine weiÿe Kugel zu, allen
anderen eine shwarze.
Falls Shwarz gezogen worden ist, können keine 2 weiÿen Kugeln mehr
kommen, deshalb ordnen wir diesemWert 1 zu, der dann automatish shwarz
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bedeutet. War aber die 1. Kugel weiÿ, so generieren wir eine 2. Zufallszahl.
Dieser Befehl lautet WENN(A1<0,6;ZUFALLSZAHL();1).
Nahdem jetzt nur mehr die Hälfte der Kugeln weiÿ ist, ordnen wir allen
kleiner als 0,5 die Farbe weiÿ zu, und allen anderen die Farbe shwarz.
Ist nun B1<0,5, dann haben wir 2 weiÿe Kugeln gezogen. In allen anderen
Fällen haben wir zumindest 1 shwarze Kugel gezogen. In die Spalte C1 wird
nun WENN(B1<0,5;1;0) eingegeben.
Um den relativen Anteil auszurehnen können wir in D1 eingeben
SUMME(C1:C500)/500)
Multiplikationsregel der Wahrsheinlihkeitsrehnung:
Sind E1, E2 Ereignisse eines Versuhs, dann soll gelten:
P (E1 ∩ E2) ≈ P (E1)× P (E2/E1)
Diese Regel muss bei jeder Wahrsheinlihkeitszuordnung erfüllt sein und ist
eine Art Grundgesetz. Sie wird bewusst niht als Satz bezeihnet, da diese
obige Überlegung mit relativen Häugkeiten kein Beweis für die Multiplika-
tionsregel ist.
Bei den beshriebenen Beispielen hatte das Eintreten von E1 keinen Ein-
uss auf das Eintreten von E2. Es galt P(E2/E1) = P(E2), d.h. das Ereignis
E2 war unabhängig vom Ereignis E1.
Denition:
Falls P (E1) > 0, dann heiÿen E1 und E2 unabhängig, wenn P (E2/E1) =
P (E2).
Satz: Sind E1,E2 Ereignisse eines Versuhs und ist E2 unabhängig von E1,
so gilt: P (E1 ∩ E2) = P (E1)× P (E2)
Beweis: Unmittelbar aus der Multiplikationsregel und aus der Denition der
Unabhängigkeit folgt dieser Satz.
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Abbildung 27: Simulation einer Urnenziehung
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Satz: (Verallgemeinerte Multiplikationsregel der Wahrsheinlihkeitsrehnung):
Sind E1, E2,. . . , Er Ereignisse eines Versuhes (r ≥2), so gilt:
P(E1 ∩ E2 ∩ . . . ∩ Er) = P(E1) × P(E2/E1) × P(E3/E1 ∩ E2) × . . .
× P(Er/ E1 ∩ E2 ∩ . . . ∩ Er−1).
Dieser Satz eignet sih für mehrstuge Versuhe. Mehrstuge Versuhe beste-
hen aus mehreren Teilversuhen, die naheinander oder zugleih durhgeführt
werden. Diese verallgemeinerte Multiplikationsregel kann man kurz so aus-
drüken:
Die Wahrsheinlihkeit für den Weg ist gleih dem Produkt der Wahr-
sheinlihkeiten entlang des Weges. ([8℄,S. 200)
Beispiel:
([11℄, S. 85)
53 % der Bevölkerung sind Frauen, 80 % der Frauen sind verheiratet und
30 % dieser verheirateten Frauen sind berufstätig. Wieviel Prozent der Be-
völkerung mahen die berufstätigen und verheirateten Frauen aus?
F . . . Menge aller Frauen
V . . . Menge der verheirateten Frauen
B . . . Menge der berufstätigen Frauen
Es ergibt sih nun:
P (F ) = 0, 53
P (V/F ) = 0, 8
P (B/F ∩ V ) = 0, 3.
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Die gesuhte Wahrsheinlihkeit ist also:
P (F∩V ∩B) = P (F )×P (V/F )×P (B/F∩V ) = 0, 53×0, 8×0, 3 = 0, 1272.
Es beträgt also der Anteil der berufstätigen, verheirateten Frauen an der ge-
samten Bevölkerung 12,72 %.
Wenn man dieses Beispiel mit Exel simuliert sieht dies folgendermaÿen
aus:
Es wird wieder in die Spalte A1 ZUFALLSZAHL() eingegeben, und wir
lassen uns 500 Zufallszahlen liefern.
Weil 53% Frauen sind, nehmen wir an, dass die Werte bis 0,53 einer Frau
entsprehen. Für die Frauen generieren wir wieder eine Zufallszahl, Männer
werden jetzt niht mehr berüksihtigt. Es wird also in B1
WENN(A1<0,53;ZUFALLSZAHL();1) eingegeben. Von diesen sind 80% ver-
heiratet, daher entsprehen Werte bis 0,8 einer verheirateten Frau. In C1
wird eingegeben WENN(B1<0,8;ZUFALLSZAHL();1). Für Männer und niht
verheiratete Frauen erhalten wir den Wert 1 und für die verheirateten Frauen
generieren wir eine neue Zufallszahl. Nahdem 30% der verheirateten Frauen
berufstätig sind, ordnen wir Werten bis 0,3 eine berufstätige Frau zu. In D1
wird eingegeben WENN(C1<0,3;1;0). Somit erhalten wir in Spalte D den
Wert 1 für eine verheiratete berufstätige Frau und 0 sonst.
6.1.3 Die Additionsregel
([8℄, S. 190193)
Beispiel:
Herr Adam und seine Frau spielen Roulette im Casino. Herr Adam setzt
auf die Zahlen über 18  (d.h. {19,20, . . . , 36}), seine Frau auf die Grup-
pe {1,2,3}. Wie groÿ ist die Wahrsheinlihkeit, dass mindestens einer der
Beiden gewinnt? Welhe Beziehung besteht zwishen dieser Wahrsheinlih-
keit und den Wahrsheinlihkeiten, dass Herr Adam bzw. seine Frau gewinnt?
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Abbildung 28: Anteil der Frauen an der Bevölkerung
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Lösung:
E1 . . . Herr Adam gewinnt.
E2 . . . Frau Adam gewinnt.
E . . .Mindestens einer der beiden gewinnt.
P (E1) =
18
37
P (E2) =
3
37
P (E) = 18+3
37
P (E) = P (E1) + P (E2)
Denition:
Es seien E1, E2 Ereignisse eines Versuhes. Das Ereignis E1 oder E2, sym-
bolish E1 ∪ E2, tritt genau dann ein, wenn mindestens eines der beiden
Ereignisse E1 bzw. E2 eintritt.
Aufgrund des vorherigen Beispieles lässt sih das allgemeine Gesetz P (E1∪
P (E2) = P (E1) + P (E2) vermuten.
Fortsetzung des Beispieles:
Herr Adam setzt auf über 18, seine Frau setzt jetzt auf ungerade. Wie
groÿ sind die Gewinnwahrsheinlihkeiten?
Lösung: (Denitionen bleiben bestehen wie im vorigen Bsp.)
P (E1) =
18
37
P (E2) =
18
37
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Würde P (E) = P (E1 ∪ E2) = P (E1) + P (E2) gelten, so wäre P (E) =
36
37
,
also wäre E fast siher.
Dies kann aber niht stimmen, da es mehrere Zahlen gibt, bei denen we-
der Herr Adam noh Frau Adam gewinnt: 0,2,4,6,8, . . . , 18.
P (E) berehnet man, indem man die ungeraden Zahlen bis 18 zählt, das
sind 9, und die Zahlen über 18 sind 18.
Jetzt erhält man P (E) = 9+18
37
= 27
37
6= P (E1) + P (E2)
Eine Beziehung P (E1 ∪ E2) = P (E1) + P (E2) gilt also sheinbar immer
dann, wenn die Ereignisse E1 und E2 einander ausshlieÿen.
Denition:
Zwei Ereignisse eines Versuhes heiÿen einander ausshlieÿend, wenn es
niht möglih ist, dass beide zugleih eintreten.
Additionsregel der Wahrsheinlihkeitsrehnung:
Sind E1 und E2 einander ausshlieÿende Ereignisse desselben Versuhes,
dann soll gelten:
P (E1 ∪ E2) = P (E1) + P (E2).
6.1.4 Wahrsheinlihkeit eines Gegenereignisses
Denition:
Es sei E ein Ereignis. Das Ereignis niht E, symbolish ¬E, tritt genau dann
ein, wenn das Ereignis E niht eintritt.
Satz: : Ist E ein Ereignis, so gilt:
P(¬E) = 1-P(E).
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Beispiel:
([16℄, S. 77,78)
Ein Komitee aus 2 Personen soll gebildet werden. Roswitha, Anna und
Paul wollen eine zufällige Auswahl durhführen, bei der 2 Personen nahein-
ander gezogen werden. Wie hoh ist die Wahrsheinlihkeit, dass Anna in das
Komitee kommt?
Dieses Beispiel können die Shüler mit einem Würfel selber simulieren.
Da bei einem Würfel sehs vershiedene Würfelausgänge möglih sind, ord-
nen wir je einer Person zwei vershiedene Zahlen zu. Roswitha wird in das
Komitee gewählt, wenn die Zahlen 1 oder 2 gewürfelt werden, Anna bei den
Zahlen 3 oder 4, und Paul, falls 5 oder 6 gewürfelt wird. Jeder Shüler kann
so zwei vershiedene Personen für das Komitee erwürfeln und danah notie-
ren. Auf diese Weise kann man dieses Beispiel beliebig oft simulieren.
Ebenso könnte man diese Aufgabe mit einer Urne simulieren. Es wird
jeder Name der drei Personen auf einen Zettel geshrieben und in eine Ur-
ne geworfen. Jeder Shüler darf zwei der drei Zettel ziehen, danah wieder
zurüklegen, und die gezogenen Namen notieren. Somit bekommt man viele
vershiedene Simulationen.
Abbildung 29: Baumdiagramm-Komitee
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Lösung (1):
P (Anna) = 1
3
× 1
2
+ 1
3
× 1
2
+ 1
3
× 1
2
+ 1
3
× 1
2
= 4
6
.
Lösung (2):
P(Anna)= 1-P(¬Anna) = 1 - (1
3
× 1
2
+
1
3
× 1
2
) = 1 -
2
6
=
4
6
.
In diesem Fall kann die Wahrsheinlihkeit für das Gegenereignis einfaher
bestimmt werden. Es kann also die Wahrsheinlihkeit für das Ereignis mit
dem siheren Ereignis und dem Gegenereignis einfaher bestimnt werden.
6.1.5 Unabhängige Ereignisse
Beispiel:
([9℄, S. 143, 144)
Eine Karte wird aus einem Stapel von 20 Spielkarten gezogen. E ist das
Ereignis Herz, F das Ereignis Figur. Da es fünf Herz und zwölf Figuren
gibt gilt, P (E) = 5
20
= 0, 25 und P (F ) = 12
20
. Weiters gilt: P (E/F ) = 3
5
= 0, 6.
Drei der Fünf Herz sind Figuren. Es gilt somit P (F/E) = P (F ).
Es wurde durh das Wissen um das Eintreten von E die Wahrsheinlih-
keit des Eintretens von F niht beeinusst. Es folgt, dass E und F unabhän-
gige Ereignisse sind.
Denition:
Wie shon zuvor erwähnt, heiÿen zwei Ereignisse E und F unabhängig, wenn
gilt: P (F/E) = P (F ). Die Multiplikationsregel hat dann die Form:
P (E ∩ F ) = P (E)× P (F ).
Beispiel:
Zwei Jäger, Forstmann und Bergsteig, shieÿen beide auf ein Wildshwein.
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Beide treen unabhängig voneinander mit den Wahrsheinlihkeiten P (F ) =
0, 9 und P (B) = 0, 7.
Mit welher Wahrsheinlihkeit treen beide gleihzeitig?
Abbildung 30: Baumdiagramm-Jäger
P (F ∩ B) = P (F )× P (B) = 0.9× 0, 7 = 0, 63.
Mit welher Wahrsheinlihkeit trit nur Forstmann?
P (F ∩ ¬B) = P (F )× P (¬B) = 0.9× 0, 3 = 0, 27.
Mit welher Wahrsheinlihkeit trit mindestens einer? Hier kann man
mit der Gegenwahrsheinlihkeit arbeiten:
P (F ∪B) = 1−P (¬(F ∪B)) = 1−P (¬F∩¬B)) = 1−P (¬F )×P (¬B) =
1− 0, 1× 0, 3 = 0, 97.
Man kann diese Rehnungen auh mit dem Baumdiagramm zeigen.
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Beispiel:
([11℄, S. 90, 91)
Als Beispiel für eine unabhängigeWiederholung eignet sih der Münzwurf.
Es wird eine Münze zweimal geworfen. B1 sei das Ereignis, dass beim 1. Wurf
Adler trit und B2 das Ereignis, dass beim 2. Wurf Kopf ersheint.
Den Ereignisraum kann man leiht angeben: Ω = {(K,K), (K,A), (A,K),
(A,A)}.
B1 = {(A,K), (A,A)}
B2 = {(K,K), (A,K)}
Es ergibt sih mit der klassishen Wahrsheinlihkeit nah Laplae:
P (B1) = P (B2) =
2
4
= 1
2
, da |B1| = |B2| = 2 und |Ω| = 4.
B1 ∩ B2 = {(A,K)}, d.h. | B1 ∩ B2 | = 1.
=> P(B1 ∩ B2) =
1
4
=
1
2
× 1
2
= P(B1)×P(B2).
Die beiden Ereignisse sind also unabhängig.
6.1.6 Totale Wahrsheinlihkeit und Formel von Bayes
([9℄, S. 147-149)
Beispiel:
In einem Gymnasium besuhen 35% der Shüler die fünfte Klasse, 25% die
sehste, 22% die siebente und 18% die ahte Klasse. In der fünften Klasse
kommen 38% der Shüler, in der sehsten 25%, in der siebenten 20% und in
der ahten 12% mit dem Fahrrad in die Shule. Mit welher Wahrsheinlih-
keit kommt ein zufällig ausgewählter Shüler mit dem Fahrrad zur Shule?
d.h.: Wieviel Prozent aller Shüler fahren mit dem Rad zur Shule? Für die
Radfahrer gilt: Man kann radfahren und in die fünfte, sehste, siebente oder
ahte Klasse gehen. Diese Ereignisse shlieÿen einander aus, daher gilt für
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die gesuhte Wahrsheinlihkeit:
P (R) = 0, 35×0, 38+0, 25×0, 25+0, 22×0, 20+0, 18×0, 12 = 0, 2611 ≈
26%.
Es kommen 26% aller Shüler mit dem Rad zur Shule.
Abbildung 31: Baumdiagramm-Shüler fahren mit Rad zur Shule
Bei der Berehnung wurde die Additions- und die Multiplikationsregel
verwendet.
Wenn man jetzt allgemein überlegt: Seien die Ereignisse F1, F2, . . . , Fn ei-
ne Zerlegung des Ergebnisraumes. Dann shlieÿen sie einander paarweise aus
und geben vereint Ω. Für die Wahrsheinlihkeit eines Ereignisses E gilt dann:
P (E) = P (F1)×P (E/F1)+P (F2)×P (E/F2)+ . . .+P (Fn)×P (E/Fn) =
ΣP (E/Fi)× P (Fi).
Dies nennt man den Satz von der totalen Wahrsheinlihkeit.
Beispiel:
Bei einem Einbruh gibt eine Alarmanlage mit Wahrsheinlihkeit von 98%
Alarm. Bei keinem Einbruh gibt sie mit einer Wahrsheinlihkeit von 0,8%
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Abbildung 32: Baumdiagramm-Totale Wahrsheinlihkeit
blinden Alarm. Die Wahrsheinlihkeit, dass überhaupt eingebrohen wird,
liegt bei 0,2%. Die Anlage gibt Alarm. Mit welher Wahrsheinlihkeit ist
wirklih ein Einbruh im Gange?
Das Ereignis Einbruh sei E, das EreignisAlarm sei A.
Mann kennt bereits: P (E) = 0, 002, P (A/E) = 0, 98, P (A/¬E) = 0, 008.
Man will nun P (E/A) berehnen. Es gilt: P (E/A) = P (E∩A)
P (A)
.
Der Zähler und der Nenner des Bruhs können berehnet werden.
P (E ∩A) = P (E)× P (A/E) = 0, 002× 0, 98 = 0, 00196.
P (A) = P (E) × P (A/E) + P (¬E) × P (A/¬E) = 0, 002 × 0, 98 + 0, 998 ×
0, 008 = 0, 009944.
P (¬E) = 1− P (E) = 0, 998.
P (E/A) = 0,00196
0,009944
= 0, 1971. . . ≈ 19, 7%.
Es ist mit etwa 20% Wahrsheinlihkeit ein Einbruh im Gange, wenn sih
der Alarm einshaltet.
In diesem Beispiel kann man die angestellten Überlegungen noh verein-
fahen. Es ist P (E/A) = P (E∩A)
P (A)
= P (E)×P (A/E)
P (A)
= P (A/E)×P (E)
P (A)
, wobei P (A)
als totale Wahrsheinlihkeit bestimmt wird.
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Abbildung 33: Baumdiagramm: Alarmanlage
Es ergibt sih nun mit einer etwas geänderten Bezeihnung der sogenann-
te Satz von Bayes:
P (F/E) = P (E/F )×P (F )
P (E)
bzw. P (E)× P (E/F ) = P (F )× P (E/F ).
Auh dieses Beispiel kann man mit Hilfe von Exel simulieren.
Wie bei den vorigen Beispielen suhen wir uns zuerst mit ZUFALLSZAHL()
in A1 eine Menge Zufallszahlen.
Die Werte bis 0,002 entsprehen den tatsählihen Einbrühen, die Werte
bis 0,002×0,98 einem Einbruh bei dem Alarm ausgelöst wird, und die Werte
von 1-0,998×0,0080 entsprehen einem Blindalarm.
In B1 wollen wir 1 eingeben, falls ein Alarm ausgelöst worden ist, und 0
sonst. Deshalb shreiben wir WENN(A1<0,00196;1;WENN(A1>0,992016;1;0).
Jetzt shreiben wir in C1 WENN(A1<0,00196;1;0), das heiÿt 1, wenn ein-
gebrohen wurde und Alarm ausgelöst worden ist. In D1 geben wir jetzt
SUMME(C1:C4000)/SUMME(B1:B4000)ein.
Ih kann mir vorstellen, dass die Shüler bei solhen Simulationen ge-
spannt mitarbeiten und voller Ehrgeiz weitere Simulationen durhführen wol-
len. Wenn von Zeit zu Zeit eine Computerstunde im Mathematikunterriht
eingebaut wird, kann der Unterriht um vieles verständliher und interessan-
ter gestaltet werden.
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Abbildung 34: Wahrsheinlihkeit eines Einbruhes
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Beispiel:
Die Marktanteile der Firmen A, B und C für ein bestimmtes Gerät betragen
30%, 50% und 20%. Fehlerhaft sind die Geräte der Firma A mit 8% Wahr-
sheinlihkeit, von B mit 4%, und von Firma C mit 5% Wahrsheinlihkeit.
Wenn mein Gerät fehlerhaft ist, mit welher Wahrsheinlihkeit stammt es
dann von der Firma A?
F ist das Ereignis fehlerhaftes Gerät; A,B,C seien die Ereignisse von
A,B,C bezogen.
Man kennt:
P (A) = 0, 3
P (B) = 0, 5
P (C) = 0, 2
P (F/A) = 0, 08
P (F/B) = 0, 04
P (F/C) = 0, 05
Abbildung 35: Baumdiagramm: fehlerhaftes Gerät
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Es wird nun P (A/F ) berehnet. Es gilt:
P (A/F ) = P (F/A)×P (A)
P (F )
.
P (F ) wird als totale Wahrsheinlihkeit bestimmt.
P (F ) = 0, 3× 0, 08 + 0, 5× 0, 04 + 0, 2× 0, 05 = 0, 054
PA/F ) = 0,08×0,3
0,054
= 0, 444. . . ≈ 44%.
Das Gerät stammt mit einer Wahrsheinlihkeit von 44% von der Firma A.
6.2 Zufallsvariablen
([10℄, S. 261-266)
6.2.1 Verteilung der Anzahl der Erfolge in einer Stihprobe
Unter den Zufallsversuhen besitzen jene eine zentrale Stellung, die genau
zwei möglihe Versuhsergebnisse haben: Erfolg - Misserfolg, Kopf - Zahl,
Kontrolliert - Unkontrolliert, Bub - Mädhen usw. Bei der n-maligen Durh-
führung von solh einem Versuh interessiert man sih meist nur für die
Anzahl X der Erfolge, die dabei auftreten, niht aber für die Reihenfolge, in
der die Erfolge und Misserfolge eintreten.
Die Anzahl X ist eine vom Zufall abhängige, diskrete Variable, die nur die
Werte 0, 1, . . . , n annehmen kann. Diese nennt man eine diskrete Zufalls-
variable.
Beispiel:
1): Ein Bus kommt zum Zoll mit 30 Insassen. Wie groÿ ist aus der Siht des
Zöllners die Chane bei zufälliger Auswahl von 3 Personen 1) keinen, 2) ge-
nau einen, 3) genau zwei, 4) genau 3 Shmuggler zu erwishen, wenn er weiÿ,
dass erfahrungsgemäÿ 10% aller Grenzgänger shmuggeln? Das bedeutet, die
Wahrsheinlihkeit für Shmuggeln ist 0,1, die für Nihtshmuggeln ist 1
- 0,1 = 0,9.
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Man setzt nun shmuggelt = 1 und shmuggelt niht = 0.
Abbildung 36: 1)Baumdiagramm: Shmuggler
P (X = 0) = P (000) = 0, 93 = 0, 729
P (X = 1) = P (100) + P (010) + P (001) = 3× 0, 1× 0, 92 = 0, 243
P (X = 2) = P (110) + P (101) + P (011) = 3× 0, 12 × 0, 9 = 0, 027
P (X = 3) = P (111) = 0, 13 = 0, 001
Beispiel:
2): Der Fahrer des Busses weiÿ, dass 3 von den 30 Insassen, das sind 10%,
shmuggeln. Wie groÿ ist jetzt aus der Siht des Fahrers bei zufälliger Aus-
wahl von 3 Personen die Chane, dass 1) genau 0, 2) genau 1, 3) genau 2, 4)
genau 3 Shmuggler erwisht werden?
Man setzt nun wieder shmuggelt = 1 und shmuggelt niht = 0.
P (X = 0) = P (000) = 27
30
× 26
29
× 25
28
≈ 0, 7204.
P (X = 1) = P (100) + P (010) + P (001) = 3
30
× 27
29
× 26
28
+ 27
30
× 3
29
× 26
28
+
27
30
× 26
29
× 3
28
≈ 0, 2594.
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Abbildung 37: 2)Baumdiagramm: Shmuggler
P (X = 2) = P (110) + P (101) + P (011) = 3
30
× 2
29
× 27
28
+ 3
30
× 27
29
× 2
28
+
27
30
× 3
29
× 2
28
≈ 0, 0200.
P (X = 3) = P (111) = 3
30
× 2
29
× 1
28
≈ 0, 0002.
Bei diesen zwei Beispielen hat man zwei untershiedlihe Ausgangssituatio-
nen:
Vom Informationsstand des Zöllners bleibt die Wahrsheinlihkeit Shmugg-
ler zu erwishen bei jedem Zug gleih. Daher hängen die gesuhten Wahr-
sheinlihkeiten nur von der Shmuggler-Wahrsheinlihkeit p = 0,1 und vom
Umfang n der Stihprobe, niht aber von der Anzahl N der Insassen im Bus
ab. Simulieren kann man diese Situation mathematish durh 3-maliges Zie-
hen mit Zurüklegen aus einer Urne mit z.B. 30 Kugeln (27 0- Kugeln und
3 1-Kugeln)oder mit z.B. 10 Kugeln (9 0- Kugeln und 1 1-Kugel).
Die Wahrsheinlihkeit, einen Shmuggler zu erwishen, ändert sih aber
vom Informationsstand des Fahrers von Zug zu Zug. Die gesuhten Wahr-
sheinlihkeiten hängen vom Umfang n der Stihprobe, von der Anzahl N
aller Insassen und der Anzahl M der Shmuggler ab. Durh dreimaliges Zie-
hen ohne Zurüklegen aus einer Urne mit z.B. 30 Kugeln (27 0- Kugeln
und 3 1-Kugeln) kann man die Situation mathematish simulieren, niht
aber mit 10 Kugeln (9 0- Kugeln und 1 1-Kugel).
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Es werden durh untershiedlihe Informationsstände untershiedlihe Mo-
delle bewirkt und deshalb auh eine untershiedlihe Einshätzung der Situa-
tion. Je nahdem erhält man eine andere Verteilung der Wahrsheinlihkeiten
auf die Werte X = 0 bis X = 3 der Zufallsvariablen X.
Beim ersten Beispiel spriht man von einer binomial-verteilten Zufallsva-
riablen X, und beim zweiten Beispiel von einer hypergeometrish-verteilten
Zufallsvariablen X.
6.2.2 Zufallsvariable, Wahrsheinlihkeitsfunktion und Verteilungs-
funktion
Es handelt sih bei der Anzahl der Erfolge bzw. Misserfolge in einer Stih-
probe vom Umfang n nur um einen Typ einer Zufallsvariablen.
Allgemein versteht man unter einer Zufallsvariablen X eine Gröÿe, die vom
Zufall gesteuert wird, und vershiedene reelle Zahlen x als Wert annehmen
kann.
Die Wahrsheinlihkeit, mit der X ihre Werte x jeweils annimmt, beshreibt
dieVerteilung der ZufallsvariablenX. Je nahdem, obX einzelne (höhs-
tens abzählbar unendlih viele diskret liegende) Zahlen x annehmen kann
bzw. alle Zahlen eines bestimmten Intervalls, spriht man von einer diskre-
ten Zufallsvariablen bzw. einer kontinuierlihen Zufallsvariablen und einer
diskreten Verteilung bzw. kontinuierlihen Verteilung der Zufallsva-
riablen.
Die Verteilung einer diskreten Zufallsvariablen legt man so fest:
 man gibt entweder für jedes xi die Wahrsheinlihkeit P (X = xi) seines
Auftretens an,
 oder man gibt die Wahrsheinlihkeit P (X ≤ x) an, mit der die Zufalls-
variable einen Wert xi ≤ x (x ∈ R) annimmt. Durh Aufsummieren der
P (X = xi) aller xi ≤ x kann man diese Wahrsheinlihkeiten bilden:
Denition:
Die Funktion
f: R → [0;1℄, y = P(X=xi), i ∈ N∗ heiÿt Wahrsheinlihkeitsfunktion
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F: R → [0;1℄, y = P(X≤x)= Σf(xi), x ∈ R heiÿt Verteilungsfunktion
der diskreten Zufallsvariablen X.
Beispiel:
(Fortsetzung von 1)):
Beshreibe die Verteilung der ZufallsvariableX mit der Wertetabelle und
mit einem Graphen a) der Wahrsheinlihkeitsfunktion und b) der Vertei-
lungsfunktion. Wie groÿ ist die Wahrsheinlihkeit, dass X 1) höhstens 1,
2) mindestens 2 ist? Wo ersheinen die Ergebnisse im Graphen der Wahr-
sheinlihkeitsfunktion?
Abbildung 38: Wahrsheinlihkeitsfunktion
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Abbildung 39: Verteilungsfunktion
Lösung:
a) f(0) = P (X = 0) = 0, 729
f(1) = P (X = 1) = 0, 243
f(2) = P (X = 2) = 0, 027
f(3) = P (X = 3) = 0, 001
b) F (0) = P (X ≤ 0) = 0, 729
F (1) = P (X ≤ 1) = 0, 729 + 0, 243 = 0, 972
F (2) = P (X ≤ 2) = 0, 972 + 0, 027 = 0, 999
F (3) = P (X ≤ 3) = 0, 999 + 0, 001 = 1
1) P(X höhstens 1) = P (X ≤ 1) = P (X = 0) + P (X = 1) = 0, 729 +
0, 243 = 0, 972.
2) P(X mindestens 2) = P (X ≤ 2) = P (X = 2) + P (X = 3) =
0, 027 + 0, 001 = 0, 028.
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6.3 Erwartungswert und Varianz
6.3.1 Erwartungswert einer Zufallsvariablen
Wenn man sih noh einmal die beiden Beispiele 1) und 2) ansieht, stellt sih
die Frage, wie viele Erfolge die Zollwahe auf lange Zeit gesehen im Mittel
erwarten kann, wenn sie n Personen kontrolliert?
Im Nahhinein ist die Antwort klar, nämlih Σ xi × r(xi)
Wenn man die Antwort aber im Vorhinein wissen möhte, so wird man
r(xi) durh P(X=xi) shätzen. Es ergibt sih folgende Denition.
Denition:
AlsErwartungswert der ZufallsvariablenX bezeihnet man die ZahlE(X) =
µ = Σxi × P (X = xi)
Beispiel:
(Fortsetzung 1))
Wie viele Erfolge darf die Zollbehörde bei n=3 Kontrollen aus Siht des
Zöllners erwarten?
Lösung: E(X) wird gebildet:
P (X = 0) = 0, 729 0× 0, 729 = 0
P(X=1) = 0,243 1× 0,243 = 0,243
P(X=2) = 0,027 2× 0,027 = 0,054
P(X=3) = 0,001 3× 0,001 = 0,003
Summe: E(X) = 0,300
P (X = 0) = 0, 729 0× 0, 729 = 0
P (X = 1) = 0, 243 1× 0, 243 = 0, 243
P (X = 2) = 0, 027 2× 0, 027 = 0, 054
P (X = 3) = 0, 001 3× 0, 001 = 0, 003
Summe: E(X) = 0, 300
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Der Erwartungswert muss keine ganze Zahl sein. Man will lediglih mit
dieser Zahl aussagen, dass, falls man niht einen sondern 10, 100 oder noh
mehr Busse kontrolliert, wird man 10 × 0,3 = 3, 100 × 0,3 = 30 usw. Er-
folge erwarten dürfen. Man bekommt bei Wahrsheinlihkeitsaussagen erst
sinnvolle Ergebnisse, wenn es Aussagen über Massenersheinungen sind.
6.3.2 Gewinnerwartung
Beispiel:
3): (vgl Beispiel 1) und seine Fortsetzung)
Es wurde ein Prämiensystem eingeführt um die Zöllner anzuspornen. Wer
bei einer Stihprobe von 3 Personen genau 0, 1, 2 oder 3 Erfolge hat, erhält
der Reihe nah 1, 5, 20 oder 100 e Erfolgsprämie. Wie hoh ist die Prämie,
die der Zöllner aus seinem Informationsstand heraus erwarten darf?
Lösung: Man bildet den Erwartungswert der Zufallsvariablen g(X), die
die Gesamtprämie des Zöllners in Abhängigkeit von der Anzahl X der Erfol-
ge beshreibt:
P(X=0) = 0,729 Prämie: 0: 0 × 0,729 = 0
P(X=1) = 0,243 Prämie: 5: 5 × 0,243 = 1,1215
P(X=2) = 0,027 Prämie: 20: 20 × 0,027 = 0,540
P(X=3) = 0,001 Prämie: 100: 100 × 0,001 = 0,100
Die Summe beträgt E(Prämie) = E(g(X)) = 1,855
Somit muss die Zollbehörde je Dreier-Stihprobe 1,86 e ausbezahlen.
Denition:
Als Erwartungswert der diskreten Gewinnfunktion g(X) (Gewinnerwartung)
bezeihnet man die Zahl E(g(X)) = Σg(xi)× P (X = xi)
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6.3.3 Varianz und Standardabweihung einer Zufallsvariablen
Denition:
Als Varianz der Zufallsvariablen X bezeihnet man die Zahl V (X) = σ2 =
Σ(xi − E(X))
2 × P (X = xi) = Σ(xi − µ)
2 × P (X = xi).
σ heiÿt Standardabweihung (Streuung) der Zufallsvariablen X.
Da die alleinige Angabe des Erwartungswertes E(X) = µ wenig aussage-
kräftig wäre, gibt man ihn mit einer Streuung σ an.
Beispiel:
(Fortsetzung von 1))
Um wie viel weiht die Anzahl der ertappten Shmuggler durhshnittlih
vom Erwartungswert E(X) = 0, 3 ab.
Lösung:
P(X=0) = 0,729 (0 - 0,3)
2 × 0,729 = 0,06561
P(X=1) = 0,243 (1 - 0,3)
2 × 0,243 = 0,11907
P(X=2) = 0,027 (2 - 0,3)
2 × 0,027 = 0,07803
P(X=3) = 0,001 (3 - 0,3)
2 × 0,001 = 0,00729
Die Summe beträgt: 0,27000 = V(X) ⇒ σ ≈ 0, 52.
6.3.4 Gewinnstreuung
Denition:
Als Varianz der diskreten Gewinnfunktion g(X) bezeihnet man die Zahl
V (g(X)) = σ2g = Σ(g(xi)− E(g(X)))
2 × P (X = xi)
σg heiÿt Standardabweihung (Streuung) von g(X), kurz Gewinnstreuung.
Beispiel:
(Fortsetzung von 3))
Um wieviel Euro streut die pro Dreier-Stihprobe zu zahlende Prämie im
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Mittel um ihren Erwartungswert E(g(X)) = 1, 855?
P(X=0) = 0,729 (0 - 1,855)
2 × 0,729 = 2,50851
P(X=1) = 0,243 (5 - 1,855)
2 × 0,243 = 2,40352
P(X=2) = 0,027 (20 - 1,855)
2 × 0,027 = 8,88951
P(X=3) = 0,001 (100 - 1,855)
2 × 0,001 = 9,63244
Die Summe beträgt: 23,43398 = V(g(X)) ⇒ σ2 ≈ 4,84.
Die Prämie streut voraussihtlih um 4,84e um ihren Erwartungswert E(g(X))
= 1,86 e.
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Kapitel 7
Kombinatorik
([10℄, S. 249-257)
Kombinatorik ist ein Teilgebiet der Mathematik, niht im speziellen ein
Kapitel der Wahrsheinlihkeitsrehnung. Für groÿe Werte von N und n ist
die Berehnung von Wahrsheinlihkeiten mit Baumdiagrammen und der LA-
PLACE`shen Regel mühsam, da es viele Pfade gibt. Man kann also leiht
einen übersehen oder etwa doppelt zählen. Deshalb kann man Zählformeln
herleiten.
7.1 Zählformeln für geordnete Stihproben (Variatio-
nen)
Bei diesen geordneten Stihproben spielt die Reihenfolge der Ziehung eine
Rolle.
a) Ziehen mit Zurüklegen
Beispiel:
In einer Urne benden sih 2 Kugeln, beshriftet mit den Buhstaben U und
H. Jemand zieht 3 Mal, wobei er jedes Mal die Kugel wieder in die Urne legt.
Wie groÿ ist die Wahrsheinlihkeit, dass das Wort UHU entsteht?
Man kann sehen, dass es 8 vershiedene Möglihkeiten beim Ziehen gibt,
wobei nur eine Ziehung das gewünshte Wort ergibt. Jede Ziehung ist gleih
wahrsheinlih und es ergibt sih deshalb gemäÿ der LAPLACEshen Wahr-
sheinlihkeitsregel für die Ziehwahrsheinlihkeit P (UHU) = 1
8
Die Anzahl 8 kommt so zustande: Beim 1. Zug hatte man 2 Möglihkeiten,
beim 2. Zug hatte man für jeden der beiden 1. Züge wieder 2 Möglihkeiten,
also 2× 2 = 22 = 4 Möglihkeiten. Jede der 4 Möglihkeiten erlaubt beim 3.
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Abbildung 40: Baumdiagramm-Ziehen mit Zurüklegen
Zug wieder 2 Möglihkeiten, womit man (2× 2)× 2 = 23 = 8 Möglihkeiten
hat. Allgemein hat man bei N Elementen und n Zügen Nn Möglihkeiten.
Formel:
Die Anzahl der Möglihkeiten, eine geordnete Stihprobe von n aus N
Elementen mit Zurüklegen zu ziehen, betragt Nn.
Beispiel:
([11℄, S. 75)
Eine Tippreihe beim Toto besteht aus 12 Spielen mit je 3 Möglihkeiten,
nämlih 1, 2 oder x. Eine Tippkolonne kostet 1 Euro. Wieviel müsste man
bezahlen, wenn man mit Siherheit einen Zwölfer mahen möhte?
Man kann sih dieses Beispiel nun wie ein Urnenbeispiel vorstellen, indem
sih in einer Urne 3 Kugeln benden, die mit 1, 2 und x beshriftet sind. Dies
bedeute, dass N gleih 3 ist.
Alle 12 Spiele besitzen 3 möglihe Ausgänge, deshalb muss jede gezogene
Kugel nah jeder der 12 (=n) Ziehungen wieder zurükgelegt werden. Es
ergeben sih 312 Möglihkeiten.
Der Gesamteinsatz beträgt also 1× 312 = 531441 Euro.
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b) Ziehen ohne Zurüklegen
Beispiel:
In einer Urne benden sih drei Kugeln, wobei zwei mit dem Buhstaben U
beshriftet sind, und eine den Buhstaben H trägt. Der Reihe nah wird je
eine Kugel gezogen, ohne die gezogene Kugel zurükzulegen. Es soll wieder
das Wort UHU entstehen. Wie groÿ ist die Wahrsheinlihkeit?
Abbildung 41: Baumdiagramm-Ziehen ohne Zurüklegen
Man sieht, dass es 6 möglihe Ziehungen gibt, die alle gleih wahrshein-
lih sind.
2 Ziehungen ergeben das gewünshte Wort: P(UHU)=
2
6
=
1
3
.
Beim Ziehen ohne Zurüklegen gibt es in diesem Beispiel 3×2×1 Mög-
lihkeiten. Allgemein gibt es beim Ziehen von n aus N Elementen ohne Zu-
rüklegen N × (N −1)× (N −2)×· · ·× (N −n+1) Möglihkeiten, was man
durh Erweitern mit (N − n)! zu N !
(N−n)!
umformen kann.
Formel:
Die Anzahl der Möglihkeiten, eine geordnete Stihprobe von n aus N
Elementen ohne Zurüklegen zu ziehen, beträgt
N × (N − 1)× (N − 2)× · · · × (N − n+ 1) = N !
(N−n)!
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Für n = N gibt es insbesondere n!Möglihkeiten, n Elemente zu permutieren.
Beispiel:
([11℄, S. 76-77)
Für die Erönung einer Filiale einer Firma werden 7 neue Arbeitskräfte
gesuht. 16 Bewerbungen liegen vor. Wieviele Möglihkeiten gibt es, diese 7
Posten zu besetzen?
In diesem Fall ist N = 16, n = 7, also folgt n− k = 9.
Es ergeben sih nun
16!
9!
= 57 657 600 Möglihkeiten.
Beispiel:
Ein Kind hat 5 vershiedene Perlen und möhte diese auf eine Shnur auä-
deln. Wie groÿ ist die Anzahl der Anordnungsmöhlihkeiten?
Natürlih erhält man die Lösung durh 5! = 120.
7.2 Zählformeln für ungeordnete Stihproben (Kombi-
nationen)
Hierbei spielt die Reihenfolge der Ziehung der einzelnen Elemente keine Rolle.
a) Ziehen ohne Zurüklegen
Beispiel:
Paul hat sih niht für die Mathematikwiederholung vorbereitet. Er weiÿ,
dass dafür jede Stunde zwei Shüler zufällig ausgewählt werden. Wie groÿ ist
für ihn die Chane, zur Stundenwiederholung gerufen zu werden, wenn noh
14 andere Shüler anwesend sind?
Lösung:
Paul zeihnet ein Baumdiagramm, wobei er für komme dran =1 und für
komme niht dran =0 shreibt.
Es gibt also zwei Ziehungsverläufe, nämlih 10 und 01, bei denen er kon-
trolliert wird. Sie treten mit der Wahrsheinlihkeit
1
15
×14
14
=
1
15
bzw.
14
15
× 1
14
=
1
15
auf.
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Abbildung 42: Baumdiagramm-Ziehen ohne Zurüklegen
Fasst man nun die beiden zusammen, so erhält man
P(komme dran)= P(10∨01)=P(0;1)= 1
15
+
1
15
=
2
15
Es kann also Paul egal sein, ob er beim 1. oder beim 2. Zug ausgewählt wird,
es zählt nur ob er, egal an welher Stelle, in der Stihprobe enthalten ist. Sein
Interesse gilt den ungeordneten Stihproben von n aus N Elementen
ohne Zurüklegen für den Fall n = 2 und N = 15.
Gemäÿ der Zählregel gibt es ja N×(N−1)×(N−2)×· · ·×(N−n+1) =
N !
(N−n)!
Möglihkeiten, eine geordnete Stihprobe von n aus N Elementen oh-
ne Zurüklegen zu ziehen. Da n Elemente auf n! Arten permutiert werden
können, bestimmten jeweils n! geordnete Stihproben ein und dieselbe unge-
ordnete Stihprobe. Die Anzahl der ungeordneten Stihproben ist daher die
durh n! geteilte Anzahl der geordneten Stihproben:
N×(N−1)×(N−2)×...×(N−n+1)
n×(n−1)×(n−2)×...×(1)
Im Zähler und im Nenner stehen gleih viele Faktoren, nämlih n. Erweitert
man den Bruh mit (N − n)!, so erhält man die Formel N !
n!×(N−n)!
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Formel:
Die Anzahl der Möglihkeiten, eine ungeordnete Stihprobe von n aus N
Elementen ohne Zurüklegen zu ziehen, beträgt
N×(N−1)×(N−2)×...×(N−n+1)
n×(n−1)×(n−2)×...×(1)
=
N !
n!×(N−n)!
Beispiel:
([11℄, S. 78)
Wie hoh ist die Wahrsheinlihkeit, bei Lotto 6 aus 45 einen Sehser
zu mahen?
Dies ist ein typishes Beispiel für eine ungeordnete Stihprobe ohne Zu-
rüklegen, da es hier niht auf die Anordnung ankommt, und, die bereits
gezogenen Kugeln werden niht mehr in die Lostrommel zurükgelegt.
N ist nun 45 und n beträgt 6.
Es ergeben sih
45!
39!×6!
= 8 145 060 Möglihkeiten.
Davon ist jedoh nur eine einzige 6-er Kombination rihtig. Für die ge-
suhte Wahrsheinlihkeit (alle 6 rihtig) erhält man
1
8145060
≈ 1,23 × 10−7
b) Ziehen mit Zurüklegen
Durh ähnlihe Überlegungen wie beim Ziehen ohne Zurüklegen erhält
man für das Ziehen von n aus N Elementen mit Zurüklegen:
(N+n−1)!
n!×(N−1)!
Formel:
Die Anzahl der Möglihkeiten, eine ungeordnete Stihprobe von n aus N
Elementen mit Zurüklegen zu ziehen, beträgt
(N+n−1)×(N+n−2)×...×(N)
n×(n−1)×...×(1)
=
(N+n−1)!
n!×(N−1)!
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Beispiel:
Um diese Formel verständlih zu mahen, kann man anhand eines Beispieles
hinführen. ([11℄, S. 79-80)
Man möhte N niht untersheidbare Kugeln auf n Shahteln aufteilen,
wenn in jeder der Shahteln Platz für alle Kugeln ist. Wieviele Möhlihkei-
ten gibt es dies zu tun? (Angenommen N = 3 und n = 5)
Eine möglihe Aufteilung:
Abbildung 43: Möglihe Aufteilung der Kugeln
Es werden also bei 5 Shahteln (5+1) Wände gebrauht. Sowohl Kugeln
als auh Wände sind niht untersheidbar, also kann man die 3! Permutatio-
nen der Kugeln und die (5-1)! Permutationen der Wände (die Auÿenwände
sind fest) zu jeweils einer Möglihkeit zusammenfassen.
Es ergeben sih nun (3+5-1) Objekte, die, wenn sie alle vershieden wä-
ren, auf (3+5-1)! Möglihkeiten angeordnet werden könnten. Dies ist aber
niht so, deshalb muss dies noh durh die ununtersheidbaren Fälle (3! Ku-
geln, (5-1)! Wände) dividiert werden.
(3+5−1)!
3!×(5−1)!
= 35.
Verwendet man nun die Variablen N und n, so ergeben sih
(N+n−1)!
n!×(N−1)!
Möglihkeiten, N niht untersheidbare Kugeln auf n Shahteln
zu verteilen.
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Kapitel 8
Monte-Carlo-Methoden
Wie shon erwähnt, benötigt man für die Verwendung der Monte-Carlo-
Methode Zufallszahlen, die man sih mit Hilfe dreier Möglihkeiten beshaf-
fen kann:
a) Tabellen von Zufallszahlen
b) Zufallsmehanismen wie Münze, Würfel, Roulette usw.
) Algorithmen
8.1 Zufallsmehanismen
Zufallszahlen können mit jedem Zufallsmehanismus erzeugt werden, egal ob
Roulette, Würfel oder Urne. Es ist aber niht so einfah eine gute Reihe von
Zufallszahlen aufzustellen, da jedes Gerät nur mehr oder weniger die Anfor-
derung erfüllt, dass alle Zahlen die gleihe Möglihkeit besitzen, ausgewählt
zu werden.
Beispiel:
([14℄, S. 111-112)
Das Beispiel soll zeigen, dass eine zufällige Auswahl eines Shülers anhand
von drei Zufallsexperimenten, also Modellen, durhgeführt werden kann.
In einer Klasse mit 32 Shülern steht eine Freikarte für ein Fuÿballspiel
zur Verfügung. Ein Shüler soll dafür gereht, also rein zufällig, ohne irgend-
welhe Verdienste des Shülers zu berüksihtigen, ausgewählt werden. Wie
könnte man das durhführen?
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1.Lösungsweg:
Man kann 32 Namenskärthen anlegen, die dann aus einer Urne blind
gezogen werden.
2. Lösungsweg:
Man kann einen Würfel benutzen, der 6 Versuhsausgänge liefert, wenn
man ihn einmal würfelt. Da das niht reiht, muss man ihn zweimal werfen,
und es ergeben sih 36 Versuhsausgänge: (1,1);(1,2);...(6,5);(6,6). Die erste
Zier eines Paares gibt das Ergebnis des ersten Wurfes an. Jeder Shüler
erhält ein Shlüsselwort (x, y) mit 1 ≤ x ≤ 6 und 1 ≤ y ≤ 6. Tritt zum
Beispiel beim zweimaligen Würfel das Shlüsselwort (5,6) auf, dann hat der
entsprehende Shüler gewonnen.
3. Lösungsweg:
Es wird eine Münze 5 mal geworfen, denn man brauht eine 5 stelli-
ge Stihprobe, damit alle Shüler eindeutig markiert sind. Jeder einzelne
Münzwurf hat die 2 Ausgänge, K oder Z. Man erhält beim 5 maligen Wer-
fen 25 = 32 vershiedene 5-Tupel aus den Zeihen K und Z. Jeder Shüler
bekommt eine 5 stellige Zeihenfolge als Code, und so wird dann der entspre-
hende Gewinner unter den Shülern ermittelt.
8.2 Tabellen von Zufallszahlen
Mithilfe von Zufallsmehanismen und Algorithmen werden Tabellen von Zu-
fallszahlen gewonnen.
1947 wurde durh Drehen eines Rouletts eine solhe Tabelle aufgestellt
und veröentliht unter dem Titel One million random digits.
56434 70543 38696 98502 32092 95505 62091 39549 30117 98209
62694 42837 29183 11393 68463 25150 86338 95620 39836 41272
15413 40505 33123 63218 72940 98349 57249 40170 36819 01162
14446 16065 68459 35776 64276 92868 07372 31700 66711 26115
Tabelle 9: Tabelle von Zufallszahlen ([17℄, S. 208)
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So sieht eine Tabelle zum Beispiel aus. In Fünfergruppen sind die Zahlen
zusammengefasst, um sie einfaher lesen zu können. Man kann beim Ablesen
von Zufallszahlen aus der Tabelle irgendwo anfangen und in beliebiger Rih-
tung weitergehen.
Es gibt für das zuletzt genannte Beispiel noh ein weiteres Simulations-
verfahren, das man anwenden kann. Man kann so vorgehen, dass man die
Zufallsexperimente zur Bestimmung der zufälligen Auswahl niht mehr selbst
ausführt, sondern bereits fertige Ergebnisse von Zufallsexperimenten in Form
von tabellierten Zufallszahlen verwendet. Die Zahlen werden also durh einen
Zufallsprozess erzeugt und in dieser Reihenfolge aufgeshrieben. ([14℄, S. 132)
Man kann also das Beispiel so lösen, indem die 32 Shüler je eine Nummer
bekommen, von 01-32. Es wird nun aus der Tabelle der Zufallszahlen eine
Zeile durh Zufall ausgewählt. Die ausgewählten Zufallszahlen kann man in
Blöken zu je zwei Ziern lesen. Stimmt die erste Zahl mit einer laufenden
Nummer der Shülerliste überein, so hat dieser Shüler gewonnen. Ist dies
aber niht der Fall, so geht man weiter und nimmt die nähsten zwei Ziern.
Dies wird wiederholt, bis die erste Nummer mit einer der Shüler überein-
stimmt.
8.3 Algorithmen
Es widerspriht dem Prinzip der Zufälligkeit, Algorithmen für die Erzeugung
von Zufallszahlen zu benutzen, da jede folgende Zahl durh die vorherige be-
stimmt ist. Darum werden die so erzeugten Zahlen auh Pseudo-Zufallszahlen
genannt. Man maht sih zunutze, dass man irgendeine wohlbestimmte Zah-
lenfolge als Zufallsfolge auassen kann, wenn sie eine ausreihende Anzahl
von Zufälligkeitstests besteht. Es war aus dem Grund notwendig, solhe Al-
gorithmen zu erarbeiten, da für die meisten Simulationen sehr viele Zufalls-
zahlen benötigt werden und das Speihern einer Tabelle von Zufallszahlen
würde in einem Rehner zuviel Platz erfordern.
Auf J. von Neumann geht eine der ersten Methoden zur Erzeugung von
Pseudo-Zufallszahlen zurük. ([17℄, S. 163)
Gestartet wird bei einer vierstelligen Zahl, z.B. 4258, diese wird quadriert,
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18130564, und davon werden die mittleren vier Ziern als erste Zufallszahlen
und als neuer Ausgangspunkt für das Verfahren genommen.
Es ist wihtig wie man die Ausgangszahl wählt.
Beginnt man zum Beispiel das Verfahren mit 3792, so beträgt das Quadrat
14379264 und das Verfahren stagniert, da wir wieder die Zahl 3792 erhalten.
D.H. Lehmer hat 1951 folgende Methode vorgeshlagen: ([17℄, S. 163)
Durh die folgenden Zahlen werden Zufallszahlen erzeugt:
xn+1 = a× xn + b (modm) .
Drei Parameter müssen gewählt werden, a, b, und m. Die meisten Computer
benutzen das Binärsystem, deshalb setzt man im allgemeinen m = 2r.
Beispiel:
Mit dem Algorithmus für a = 5, b = 7, m = 23 = 8 und x0 = 1 erhalten wir:
x1= 5× 1 + 7 ≡4 (mod 8)
x2= 5× 4 + 7 ≡ 3 (mod 8)
Für die ersten 8 Zufallszahlen ergibt sih somit: 4, 3, 6, 5, 0, 7, 2, 1
Daraufhin wiederholt sih die Folge. Will man eine längere Periode pro-
duzieren, so muss man m gröÿer wählen.
8.4 Beispiele zur Monte-Carlo-Methode
Die Monte-Carlo-Methode hat groÿe Bedeutung für Anwendungen im All-
tagsbereih. Auh shon deshalb sollte sie im Unterriht durhgeführt wer-
den. Die Shüler können so durh die Simulationen motiviert werden, und
sie lokern den Unterriht auf. Die folgenden Beispiele sollen einen Eindruk
über die breite Verwendbarkeit der Methode liefern.
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Beispiel:
Busankünfte an einer Haltestelle ([17℄, S. 169-171)
Angenommen wird, dass die Busse in einem 10-minütigen Zeitrhythmus
fahren. Stellen wir uns nun vor, dass ein Fahrgast ohne die Auskunftzeiten
zur Haltestelle kommt, so muss er manhmal 10 Minuten, manhmal aber
auh nur ein paar Sekunden warten. Die mittlere Wartezeit wird hier 5 Mi-
nuten betragen.
Nun nehmen wir an, dass die Busse einen anderen Zeitrhythmus haben,
nämlih 5-minütigen Intervallen folgen in Abwehslung 15-minütige Interval-
le. Es würden zwar pro Stunde und Tag genauso viele Busse fahren wie bei
dem 10-minütigen Rhythmus, doh wäre die mittlere Wartezeit für einen zu-
fällig ankommenden Fahrgast die gleihe?
Die Antwort darauf ist Nein, denn die Wahrsheinlihkeit, während des
5 Minutenintervalls gerade an der Bushaltestelle anzukommen, ist
1
4
, im Ge-
gensatz zu
3
4
für das 15 Minutenintervall. Die mittlere Wartezeit ergibt sih
also zu
1
4
× 2,5 Min. + 3
4
× 7,5 Min. = 6,25 Min.
Wenn man nun überlegt kommt man zum Shluss, dass der feste Zeitabstand
pro Tag oder Stunde immer die geringste mittlere Wartezeit ergibt für Per-
sonen ohne Fahrplan.
Mit Zufälligkeit hat dies aber niht sehr viel zu tun. Man kann nun das
Problem, dass Busse völlig zufällig und niht zu ihren angekündigten An-
kunftszeiten kommen, betrahten.
Zur Simulation benützen wir die folgende Tabelle:
Die Zahlen werden einfah als Minutenzahlen von Busankunftszeiten in
einer Stunde gelesen. Zahlen über 60 werden weggelassen. Je sehs Zahlen
werden der Gröÿe nah geordnet, beginnend bei 9.00:
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23 15 75 48 59 01 83 72 59 93
05 54 55 50 43 10 53 74 35 08
14 87 16 03 50 32 40 43 62 23
38 97 67 49 51 94 05 17 58 53
97 31 26 17 18 99 75 53 08 70
Tabelle 10: Zufallszahlentabelle
9.01 9.15 9.23 9.48 9.59 9.59
10.03 10.05 10.08 10.23 10.24 10.44
11.10 11.43 11.50 11.53 11.54 11.55
12.08 12.10 12.18 12.35 12.37 12.44
13.03 13.13 13.14 13.16 13.22 13.43
14.23 14.32 14.40 14.43 14.50 14.50
15.03 15.05 15.10 15.11 15.22 15.54
Tabelle 11: Busfahrplan
Was wird passieren, wenn ein Fahrgast zwishen 9.00 und 15.54 zufällig
zur Haltestelle kommt?
Die Wahrsheinlihkeit, dass er im Intervall 13.03 - 13.13 ankommt, ist
10
414
. Für die Busintervalle ti beträgt die Wahrsheinlihkeit, in diesen Zeit-
spannen einzutreen
ti
414
. Die Wartezeit ist aber durhshnittlih die halbe
Busintervalllänge, sodass sih dann für die mittlere Wartezeit E ergibt:
E = Σ ti
414
× ti
2
=
1
2×414
× Σt2i
Wenn man E nun berehnet erhält man E=
1
828
Σt2i = 9, 85 Min.
Die mittlere Intervalllänge zwishen Busankunftszeiten beträgt:
414
42
= 9,86.
Man kann erkennen, dass obwohl genauso viele Busse fahren wie beim 10
Minutentakt und die mittlere Intervalllänge ja auh 9.86 Minuten beträgt,
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die Wartezeit des zufällig eintreenden Fahrgastes fast genauso groÿ ist, wie
der mittlere Busabstand und viel gröÿer wie beim festen 10 Minutentakt.
Beispiel:
Rosinenbröthen- Aufgabe ([14℄, S. 234)
Es benden sih 150 Rosinen in 5 kg Teig. Aus diesem Teig werden 100
Bröthen zu je 50 g gebaken, wobei der Teig zuvor sorgfältig durhgeknetet
wird. Dennoh wird die Anzahl der Rosinen in einzelnen Bröthen unter-
shiedlih sein. Wie groÿ ist die Wahrsheinlihkeit, dass in einem zufällig
ausgewählten Bröthen mindestens a)eine Rosine ist, b) 2(3) Rosinen sind?
Lösung:
Vor der rehnerishen Behandlung wird nun eine Simulation vorgenom-
men. Zunähst kann man annehmen, dass sih die Rosinen niht gegenseitig
beeinussen, und eine Rosine mit gleiher Wahrsheinlihkeit
1
100
in jedes
Bröthen gelangen kann.
In dem groÿen Quadrat soll jedes kleine Quadrat ein Bröthen darstellen.
Für jede Rosine wählen wir ein Paar von Zufallszahlen. Also wählen wir 150
Paare von Zufallsziern aus der unten angegebenen Tabelle von Zufallszahlen.
Dabei wird ausgegangen von Spalte 21/22, dann 23/24 und noh 25/26. Die
erhaltenen Zahlen sind 34, 24, 23 usw.
Dies bedeutet also, dass Rosine 1 in Bröthen Nr.34 kommt, Rosine 2 in
Bröthen Nr. 24 , Rosine 3 in Bröthen Nr. 23 usw. In das jeweilige Bröt-
henfeld wird ein Strih gemaht.
Als Shätzwerte für die Lösungen erhält man durh Auszählen:
P=
Anzahl der Bröthen mit einer Rosine
Anzahl aller Bröthen
für a) P≈ 79
100
= 0, 79
für b) P(2 Rosinen)≈ 34
100
= 0, 34; P(3 Rosinen) ≈ 10
100
= 0, 1.
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Abbildung 44: Rosinenbröthen
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Diese Shätzwerte können nun mit der theoretishen Lösung verglihen
werden:
zu a) Da jede Rosine mit der gleihen Wahrsheinlihkeit
1
100
in ein Bröt-
hen gelangt, ist die Zahl (1 − 0, 01)150 die Wahrsheinlihkeit dafür, dass
sih keine der 150 Rosinen in dem Bröthen bendet. Also ist die Lösung zu
a):
P = 1− (1− 0, 01)150 = 1− 0, 99150 ≈ 1− 0, 221 = 0, 779.
zu b) Man denkt sih, dass die Rosinen naheinander in den Teig geworfen
werden. Es handelt sih um einen Versuh, der mit derselben Wahrsheinlih-
keit 0,01 insgesamt 150 mal wiederholt wird. Mit der Formel von Bernoulli
erhalten wir dann:
P150,2 =
(
150
2
)
× ( 1
100
)2 × ( 99
100
)148 ≈ 0, 252.
P150,3 =
(
150
3
)
× ( 1
100
)3 × ( 99
100
)147 ≈ 0, 126.
Beispiel:
Nadelproblem von Buon - Bestimmung von pi ([14℄, S. 48-50)
Dieses Problem stammt aus dem Jahr 1777 und ist das erste Problem
einer geometrishen Wahrsheinlihkeit. Es ermögliht eine experimentelle
Bestimmung von pi, und ist gerade deswegen so interessant.
In der Ebene sind parallele Geraden mit dem Abstand d voneinander vor-
gegeben. Es wird zufällig eine Nadel der Länge a auf dieser Ebene geworfen,
wobei a < d ist. Wie groÿ ist nun die Wahrsheinlihkeit, dass die Nadel eine
Gerade shneidet?
Da a < d, kann die Nadel höhstens eine Gerade shneiden.
Nahdem alle Streifen völlig gleihberehtigt sind, kann ein beliebiger
Streifen ausgewählt werden. Der Abstand des Mittelpunkts der Nadel von
der nähstgelegenen Geraden wird mit x bezeihnet, mit α wird der Winkel
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Abbildung 45: Zufallszahlentabelle ([14℄, S. 133)
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bezeihnet, den die Nadel und diese Gerade einshlieÿen.
Im folgenden Bild liegt der Mittelpunkt der Nadel in der unteren Hälfte
des Streifens.
Abbildung 46: Nadelproblem von Buon
Durh die Parameter α und x kann jede Lage der Nadel beshrieben
werden.
Es gilt 0≤ x ≤ d
2
und 0 ≤ α ≤ pi
Ist α = pi
2
=90°, kann x die maximale Länge der halben Nadel a
2
annehmen,
und die Nadel berührt noh die untere Parallele. Bei allen anderen Winkeln
muss der Abstand x kleiner als a
2
sein, wenn die Nadel die Parallele shneiden
soll. Aus der Zeihnung liest man die Bedingung für ein Shneiden ab. Mit
Hilfe der Sinusfunktion ndet man:
x ≤ a
2
sinα.
In einem Koordinatensystem können die möglihe Flähe und die günsti-
ge Flähe (shraert) eingezeihnet werden. Man erhält so für die gesuhte
Wahrsheinlihkeit:
Wir berehnen jetzt die günstige Flähe, siehe Abbildung: Koordinaten-
system.∫ pi
0
a
2
sinα dα = −a
2
cosα dα
∣∣pi
0
= a
P=
Maÿzahl von F
Maÿzahl von A
= a
(d/2)pi
= 2a
dpi
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Abbildung 47: Koordinatensystem
Im Allgemeinen ist also die gesuhte Wahrsheinlihkeit keine rationale
Zahl. Das Ergebnis sagt also, dass die Nadel ungefähr in dem
2a
dpi
-ten Teil der
Versuhe eine der Geraden shneiden wird.
Auf experimentellem Weg kann man auh so die Zahl pi bestimmen.
Man bestimmt die relative Häugkeit hn(S) =
z
n
in einer langen Versuhs-
reihe von n Versuhen dafür, dass die Nadel eine Gerade shneidet. Dann ist
nah früheren Ausführungen hn(S)=
z
n
≈ 2a
pid
.
Man kann das nah pi auösen: pi ≈ 2a×n
z×d
.
Die Wahrsheinlihkeitsrehnung kann also zur numerishen Approxima-
tion der Zahl pi herangezogen werden.
Verwendung für den Unterriht:
Im Unterriht kann man von den Shülern eine Nadel experimentell werfen
lassen, und die Zahl der Übershneidungen dabei notieren.
Sinnvoll wäre es, aufgrund dieses Beispieles eine Stunde im Computer-
raum zu verbringen, um den Shülern dies anhand des Computers zu veran-
shaulihen.
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Beispiel:
Kreisähenberehnung, Monte-Carlo-Integration, Bestimmung von pi ([13℄,
S. 250-252); ([14℄, S. 230-232)
Die Figur enthält ein Einheitsquadrat mit einem eingeshriebenen Vier-
telkreis, der den Radius 1 hat.
Abbildung 48: Kreisähenberehnung
a)Man lässt von oben auf die Figur ein Sandkorn fallen, und stellt jedes
Mal fest, ob es im Inneren des Kreises oder in der Zwishenähe Quadrat-
Kreis zum Liegen kommt. Hierbei maht man eine Vielzahl von Versuhen,
zum Beispiel 1500 und zählt dabei wie oft das Sandkorn im Inneren des
Viertelkreises zum Liegen kommt. Angenommen es ist 1128 liegen geblieben.
Nimmt man nun an, dass jeder Punkt im Quadrat mit der gleihen Wahr-
sheinlihkeit getroen wird, und dass alle Flähen gleiher Gröÿe gleihe
Wahrsheinlihkeit besitzen, dann kann die relative Häugkeit
1128
1500
als ein Maÿ für das Verhältnis
Viertelkreis
Quadrat
gesehen werden.
Wir haben den Radius 1, also erhalten wir
122
pi
4
≈ 1128
1500
= 0,752, d.h. pi ≈ 3,008.
b) Nun mathematisiert man die obige Vorgehensweise und überdekt
das Quadrat mit vielen zufälligen Punkten, die mit Zufallszierntabellen ge-
wonnen werden können. Ein zufälliger Blok von 4 Ziern wird nun zur Festle-
gung eines Punktes genutzt, indem die ersten zwei Ziern als Hundertstel der
x-Koordinate und die letzten zwei Ziern als Hundertstel der y-Koordinate
gedeutet werden.
Zum Beispiel: 8868, x1= 0,88; y1= 0,68.
Es werden nun viele Punkte eingezeihnet und man zählt wieder die Punk-
te des Inneren des Viertelkreises (NVK) und die Gesamtzahl der Punkte
(NQ).
Man erhält nun einen Shätzwert aus der Beziehung
AV K
AQ
≈ NV K
NQ
.
)Nun wird nohmals vom Einheitsquadrat ausgegangen. Der Viertelkreis
ist algebraish beshrieben durh die Menge K aller Punkte (x, y), für die
x ≥ 0 und y ≥ 0 ist und deren Abstand vom Ursprung niht gröÿer als 1 ist.
Man ndet dann mit Hilfe des phytagoräishen Lehrsatzes:
K= (x, y)/x2 + y2 ≤ 1, x ≥ 0, y ≥ 0
Verwendung für den Unterriht
Geeignet ist diese Mathematisierung für den Einsatz von Tashenreh-
nern. Die Shüler können damit shnell feststellen, ob die ermittelten Punkte
innerhalb oder auÿerhalb des Viertelkreises liegen.
Auh bei diesem Beispiel könnte mithilfe des Computers gearbeitet wer-
den.
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Zusammenfassung
In meiner Diplomarbeit befasse ih mih mit der Einführung der Wahr-
sheinlihkeitsrehnung in den Shulunterriht. Ih möhte Möglihkeiten
aufzeigen, wie man als Lehrperson mithilfe zahlreiher Beispiele und den
untershiedlihsten Methoden dieses Teilgebiet der Mathematik den Shü-
lern verständlih mahen kann.
In den einführenden Kapiteln bin ih darauf eingegangen, aus welhem
Grund es eigentlih sinnvoll ist, die Wahrsheinlihkeitsrehnung in den Un-
terriht einzubauen, welhe Geshihte dieses Thema begleitet, und wie die
Entwiklung des Zufalls- und Wahrsheinlihkeitsbegries bei Kindern vor
sih geht.
Nah diesem Einstieg habe ih mih der Einführung der Wahrsheinlih-
keitsrehnung in den Unterriht gewidmet. Ih habe mih für einen Einstieg
mithilfe von Simulationen entshieden, wobei ih zwei konkrete Beispiele an
den Anfang gestellt habe. Anhand dieser, sollen die Shüler eine Vorstel-
lung von Wahrsheinlihkeitsrehnung bekommen, und so an diesem neuen
Abshnitt der Mathematik Gefallen nden.
Es ist wihtig, die Shüler nun zu aller erst mit den Grundbegrien der
Wahrsheinlihkeitsrehnung vertraut zu mahen, und shlieÿlih mit einigen
Beispielen das Rehnen mit Wahrsheinlihkeiten zu beginnen.
Sowohl die bedingte Wahrsheinlihkeit, Zufallsvariablen, Erwartungs-
wert, Varianz, aber auh die Kombinatorik sollten Beahtung im Unterriht
nden. Diese Kapitel habe ih mit zahlreihen Beispielen begleitet, und im-
mer wieder Simulationen zum besseren Verständnis der Theorie verwendet.
Im abshlieÿenden Kapitel befasse ih mih noh mit der Monte-Carlo-
Methode, wobei ih wieder einige Beispiele bringe.
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Abstrat
In my dissertation I deal with the introdution of probability in shool. I
would like to indiate possibilities for teahers to make lear this branh of
mathematis to students using numerous examples and dierent methods.
In the introdutory hapters I deal with reasons why it makes sense to
treat probability in shool, with the history of this subjet, and with the
development of hane and likelihood in hildren's understanding.
After this I treated the introdution of probability alulus in shool les-
sons. I deided to use simulations to understand and solve the rst examples,
and I started with two onrete examples. In this way the students should
get an idea of probability theory, and nd interest in this new segment of
mathematis.
It is important to make the students familiar with the basi onepts of
probability theory, and then to start alulations with likelihood using some
examples.
Conditional probability, random variables, mathematial expetation, va-
riane, but also the theory of ombinations should be treated. Numerous ex-
amples are integrated in these hapters and often simulations are used in
order to obtain a better understanding of the theory.
The nal hapter deals with Monte Carlo methods and again some ex-
amples are used.
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