Abstract. In recent years, researchers have discovered various large algebraic structures that have surprising finiteness properties, such as FI-modules and ∆-modules. In this paper, we add another example to the growing list: we show that certain degree two twisted commutative algebras are noetherian. This example appears to have some fundamental differences from previous examples, and is therefore especially interesting. Reflective of this, our proof introduces new methods for establishing noetherianity that are likely to be applicable in other situations. The algebras considered in this paper are closely related to the stable representation theory of classical groups, which is one source of motivation for their study.
Introduction
The polynomial ring C[x 1 , x 2 , . . .] in infinitely many variables is well-known to be nonnoetherian. Somewhat surprisingly, it is noetherian when equipped with the natural action of the infinite symmetric group: S ∞ -stable ideals satisfy the ascending chain condition. This result was originally proved by Cohen [Co] , who applied it to questions in group theory, and was subsequently rediscovered by Aschenbrenner, Hillar, and Sullivant [AH, HS] , who applied it to problems in algebraic statistics. See [Dr] for an overview of the theory and many other interesting applications.
In recent years, several researchers have discovered other large algebraic structures that, somewhat surprisingly, are also noetherian. Examples include ∆-modules [Sn] , FI-modules [CEF, CEFN] (see also [SS1] ), FS-modules [SS4] , VIC(R)-modules [PS] , and certain spaces of infinite matrices [DK, DE, Eg] . Each of these noetherianity results has come with a number of applications. We refer to the introduction of [SS4] for a short summary.
Date: January 27, 2015. 2010 Mathematics Subject Classification. 13E05, 13A50. SS was supported by a Miller research fellowship. AS was supported by NSF grant DMS-1303082. In this paper, we add another example to the list: we show that certain twisted commutative algebras of degree two are noetherian. The precises results, as well as motivations, are given below.
1.1. Statement of results. For the purposes of this paper, a twisted commutative algebra (tca) is an associative commutative unital C-algebra A equipped with an action of GL ∞ by algebra homomorphisms under which it forms a polynomial representation of GL ∞ . There is a notion of A-module, and a notion of finite generation for A-modules (see §2.1), both of which reference a GL ∞ equivariance. The tca A is noetherian if any submodule of a finitely generated A-module is finitely generated.
The easiest and most important examples of tca's are those of the form Sym(V ), where V is a finite length polynomial representation of GL ∞ . When V is a representation of degree ≤ 1, i.e., a direct sum of trivial and standard representations, Sym(V ) is "bounded," and proving noetherianity is not difficult [SS2, §9] . In contrast, if V has degree > 1 then Sym(V ) is unbounded, and there is no easy way to prove or disprove noetherianity.
Our main result is the following theorem:
Theorem 1.1. The tca's Sym(Sym 2 (C ∞ )) and Sym( 2 (C ∞ )) are noetherian.
We also prove a variant of the above result. A bivariate tca is a C-algebra equipped with an action of GL ∞ × GL ∞ under which it forms a polynomial representation. We prove: Theorem 1.2. The bivariate tca Sym(C ∞ ⊗ C ∞ ) is noetherian.
Remark 1.3. Let FIM be the category whose objects are finite sets and where a morphism X → Y is a pair (f, Γ) consisting of an injection f : X → Y and a perfect matching Γ on Y \ f (X). Then the category of Sym(Sym 2 (C ∞ )) modules is equivalent to the category of FIM-modules (see [SS3, §4.3] , where FIM is called the upwards Brauer category). Thus Theorem 1.1 shows that finitely generated FIM-modules are noetherian. This is reminiscent of the noetherianity result for FI-modules (see [CEF, Theorem 1.3] ), but much more difficult. There are analogous reinterpretations for the other two cases.
1.2. Motivation. The results of this paper are interesting for three reasons.
First, the noetherianity results of this paper seem fundamentally different from previous ones. We do not know how to make this statement precise, but offer the following evidence. One can almost always use Gröbner bases to reduce a noetherianity problem in algebra to one in combinatorics. In the previous noetherianity results we know, the combinatorial problems ultimately concern words in a formal language, and can be easily solved using Higman's lemma. In contrast, the combinatorial problem that naturally arises in the present case (Question 5.2) is graph-theoretic, and does not seem approachable by Higman's lemma. In fact, this problem seems rather difficult, and we have not been able to settle it.
The list of known noetherian structures shows little rhyme or reason. An important openended problem is to find a principle or heuristic that predicts which large algebraic structures should be noetherian. Our results provide important new data points for that problem.
Second, our proof introduces new methods for proving noetherianity that are likely to be useful in other situations. See Remark 1.4 for further discussion.
Third, and most concretely, the specific algebras studied in this paper are known to directly relate to the stable representation theory of classical groups [SS3] . We expect our results here will find application to that theory.
and Mod K to deduce the noetherianity of A. However, the noetherianity of A is not a formal consequence of what we have so far: we need to use more information about how Mod A is built out of the two pieces Mod tors A and Mod K . We proceed in three steps.
(1) We show that if M is a finitely generated torsion A-module then M admits a resolution by finitely generated projective A-modules (Proposition 4.3). The essential input here is [RW] , which explicitly computes the resolutions of certain torsion modules. (2) We next show that the so-called section functor Mod K → Mod A , defined as the right adjoint of the localization functor Mod A → Mod K , takes finite length objects of Mod K to finitely generated objects of Mod A . This follows from step (1) and the structural results for Mod K (see Proposition 4.8). (3) Finally, the noetherianity of A is deduced from (2), and our knowledge of Mod tors A and Mod K , by a short argument (see Theorem 4.9). Remark 1.4. Let us offer some broader context for this proof. Suppose that X is a scheme equipped with an action of a group G. We say that X is topologically G-noetherian if every descending chain of G-stable Zariski closed subsets in X stabilizes. We say that X is (scheme-theoretically) G-noetherian if the analogous statement holds for subschemes 1 . Suppose that U is a G-stable open subscheme of X, and let Z be the complement of U. One would then like to relate the noetherianity of X to that of U and Z.
For topological noetherianity, there is no problem: if U and Z are topologically Gnoetherian then so is X (see [DK, §5] ). This is a fundamental tool used in various topological noetherianity results, such as [DE, DK, Eg] . Unfortunately, the analogous statement for scheme-theoretic G-noetherianity does not hold: this is why we cannot directly conclude the noetherianity of A from that of Mod tors A and Mod K . The main technical innovation in this paper is our method for deducing (in our specific situation) scheme-theoretic noetherianity of X from that of U and Z, together with some extra information. This approach is likely to be applicable in other situations, and could be very useful: for instance, if one could upgrade the topological results of [DK] to schemetheoretic results, it is likely that one could also get finiteness results for higher syzygies in addition to results about equations (and not just set-theoretic equations).
1.4. Twisted graded-commutative algebras. One can define a notion of twisted gradedcommutative algebra, the basic examples being exterior algebras on finite length polynomial representations of GL ∞ . The noetherianity problem for these algebras is interesting, and has applications similar to the commutative case. Transpose duality interchanges the algebras Sym(C ∞ ⊗ C ∞ ) and (C ∞ ⊗ C ∞ ), and so noetherianity of the latter is an immediate consequence Theorem 1.2. However, the noetherianity of (Sym 2 (C ∞ )) and ( 2 (C ∞ )) cannot be formally deduced from the results of this paper. We treat these algebras in a follow-up paper [NSS] . The main ideas are the same, but the details are more complicated: for example, while Sym(Sym 2 (C ∞ )) is closely related to the orthogonal group O ∞ , the algebra (Sym 2 (C ∞ )) is closely related to the periplectic superalgebra pe ∞ .
1.5. Open questions. We list a number of open problems related to this paper.
(1) Theorem 1.1 states that the tca Sym(V ) is noetherian when V is an irreducible polynomial representation of degree 2. It would be natural to generalize this result by allowing V to be a finite length representation of degree ≤ 2. Eggermont [Eg] has shown that these tca's are topologically noetherian (i.e., radical ideals satisfy the ascending chain condition). This suggests that they are all noetherian. However, new ideas are needed to actually prove this. (2) It is desirable to have results (either positive or negative) when V has degree > 2. One might begin by trying to prove topological noetherianity for degree 3 representations. The third author is currently investigating this with H. Derksen and R. Eggermont. (3) Are the characteristic p analogs of the tca's considered in this paper noetherian? Our methods do not apply there. We point out that there are two versions of tca's in positive characteristic: one defined in terms of polynomial representations, and one defined in terms of symmetric groups. (4) Theorem 1.1 shows that A = Sym(Sym 2 (C ∞ )) is noetherian if we make use of the GL ∞ action. On the other hand, it is known that A is not noetherian if one only makes use of the S ∞ action [Dr, Example 2.4] . What happens for other groups? Is A noetherian with respect to O ∞ or Sp ∞ ? (5) In §4.2, we show that torsion modules over Sym(C ∞ ⊗ C ∞ ) satisfy the property (FT) by appealing to [RW] , which explicitly computes the resolutions of certain torsion modules. We also show that torsion modules over Sym(Sym 2 (C ∞ )) satisfy (FT), but deduce this by a rather clumsy argument from the previous case since the analog of [RW] is not known in this case. We therefore believe that carrying out the analog of [RW] for Sym(Sym 2 (C ∞ )) would be a worthwhile undertaking. (6) Question 5.2 is an interesting and purely combinatorial question that is needed for the Gröbner approach to Theorem 1.1. A twisted commutative algebra (tca) is a commutative associative unital C-algebra A equipped with an action of GL ∞ by C-algebra homomorphisms such that A forms a polynomial representation of GL ∞ . We write |A| when we want to think of A simply as a C-algebra, and forget the GL ∞ action. An A-module is an |A|-module M equipped with an action of GL ∞ that is compatible with the one on A (i.e., g(ax) = (ga)(gx) for g ∈ GL ∞ , a ∈ A, and x ∈ M) and such that M forms a polynomial representation of GL ∞ . An ideal of A is an A-submodule of A, i.e., a GL ∞ -stable ideal of |A|. We denote the category of A-modules by Mod A . We write |M| when we want to think of M as a module over |A|, forgetting its GL ∞ -structure.
We say that A is finitely generated if |A| is generated as a C-algebra by the GL ∞ orbits of finitely many elements. Equivalently, A is finitely generated if it is a quotient of a tca of the form Sym(V ), where V is a finite length polynomial representation of GL ∞ . An A-module M is finitely generated if it is generated as an |A|-module by the GL ∞ orbits of finitely many elements. Equivalently, M is finitely generated if it is a quotient of an A-module of the form A ⊗ V , where V is a finite length polynomial representation of GL ∞ . We note that the A ⊗ V are exactly the projective A-modules. An A-module if noetherian if every submodule is finitely generated. We say that A is noetherian (as an algebra) if every finitely generated A-module is noetherian.
Remark 2.1. We say that A is weakly noetherian if it is noetherian as a module over itself, i.e., if ideals of A satisfy ACC. Of course, noetherian implies weakly noetherian. However, it is not clear if weakly noetherian implies noetherian: not every A-module is a quotient of a direct sum of copies of A, due to the equivariance, and so there is no apparent way to connect the noetherianity of A as an A-module to that of general modules.
There are "bivariate" versions of the above concepts. A representation of GL ∞ × GL ∞ is polynomial if it appears as a subquotient of a (possibly infinite) direct sum of representations of the form (C ∞ ) ⊗a ⊗ (C ∞ ) ⊗b . Polynomial representations are again semi-simple, and the simple ones are the S λ (C ∞ ) ⊗ S µ (C ∞ ). A bivariate tca is a commutative associative unital C-algebra A equipped with an action of GL ∞ × GL ∞ by C-algebra homomorphisms such that A forms a polynomial representation of GL ∞ × GL ∞ . The remaining definitions in the bivariate case should now be clear.
Since GL ∞ sits inside of GL ∞ × GL ∞ (diagonally), any action of GL ∞ × GL ∞ can be restricted to one of GL ∞ . Thus bivariate tca's can be regarded as tca's, and similarly for modules. This restriction process preserves finite generation (of algebras and modules) since the tensor product of finite length polynomial representations is again finite length.
2.2.
Annihilators. Let A be a tca and M be an A-module. The annihilator of M, denoted Ann(M), is the set of elements a ∈ A such that am = 0 for all m ∈ M. This is an ideal of |A| and GL ∞ stable, and thus an ideal of A.
Proposition 2.2. Let A be a tca and let M be an A-module. Suppose am = 0 for some a ∈ A and m ∈ M. Then there exists an integer n, depending only on m, such that a n (gm) = 0 for all g ∈ GL ∞ (C).
We proceed by induction on k. The k = 0 case is simply the statement am = 0, which is given. Suppose now that a
Multiplying by a kills the first term and shows a k+1 X k · · · X 1 m = 0. This completes the proof of the claim.
Let
, and so the claim shows that a n m ′ = 0 for some n. We claim that this n works for all elements in M ′ . Indeed, given any g ∈ GL ∞ , we can find f : C ∞ → C ∞ such that f agrees with g on U and is the identity on V . We then have f * (a) = a and f * (m ′ ) = gm ′ , and so 0 = f * (a n m ′ ) = a n (gm ′ ).
Proof. Let m 1 , . . . , m r be generators for M. Since M ⊗ A Frac(A) = 0, we can find a = 0 in A such that am i = 0 for all 1 ≤ i ≤ r. By the proposition, there exists n > 0 such that a n (gm i ) = 0 for all 1 ≤ i ≤ r and all g ∈ GL ∞ . Thus 0 = a n ∈ Ann(M).
2.3. Essentially bounded tca's. We say that a polynomial representation V of GL ∞ is essentially bounded if there exist integers r and s such that for any simple S λ (C ∞ ) appearing in V we have λ r ≤ s. Similarly, we say that a polynomial representation V of GL ∞ ×GL ∞ is essentially bounded if there exist integers r and s such that for any simple [SS2, (2.14) ] implies that the tensor product of essentially bounded representations is again essentially bounded. In particular, if V is an essentially bounded representation of GL ∞ × GL ∞ then its restriction to the diagonal GL ∞ is still essentially bounded. Note also that any finite length representation is essentially bounded.
Proposition 2.4. Let A be a finitely generated and essentially bounded (bivariate) tca. Then A is noetherian.
Proof. We treat only the univariate case, the bivariate case is similar. Let P be a finitely generated projective A-module. Note that P is essentially bounded. We must show that P is noetherian. Suppose that every partition appearing in P has at most r rows and at most s columns. Let C r|s be a super vector space with r-dimensional even part and s-dimensional odd part.
For any symmetric monoidal category C and choice of object V ∈ C, there is a symmetric monoidal functor Rep
. We apply this with C the category of super vector spaces, equipped with the usual tensor product and the signed symmetry (see [SS2, (7.3. 3)]), and V = C r|s . We thus obtain a natural map
It follows from [BR, Theorem 3.20 ] that this map is injective. Since A(C r|s ) is a finitely generated superalgebra, the finitely generated module P (C r|s ) is noetherian. Thus the right side satisfies ACC and so the left side does as well.
Remark 2.5. This argument is modeled on the discussion in [SS2, §9.1].
2.4. Serre quotients. Let A be a tca with |A| a domain, and let K = Frac(|A|). The field K has an action of GL ∞ , and we write |K| when we want to disregard this action. A K-module is a |K|-vector space V equipped with a compatible action of GL ∞ such that V is spanned over |K| by polynomial elements (i.e., elements generating a polynomial Csubrepresentation). We write Mod K for the category of
for the category of torsion modules. We let Mod 
pol be the set of polynomial elements in M. This is naturally an A-module, and the resulting functor S : Mod K → Mod A is right adjoint to F T . The following diagram summarizes the situation. 
t t t t t t t t
Proof. Injectivity is free. For surjectivity, pick v ∈ M. By definition, we can write v = n i=1 x i w i , where x i ∈ K and w i ∈ V is polynomial. Again, by definition, we can write
Proposition 2.7. The functor F is an equivalence of categories.
Proof. Proposition 2.6 shows that F has a right quasi-inverse, and so is therefore essentially surjective and full. We show that F is faithful. Let M and N be A-modules, and consider a morphism f :
, it follows that the image of f is a torsion submodule of N/N ′ , and therefore of the form
Proposition 2.8. Let W be a finite length polynomial representation with gcd(g, f 1 , . . . , f s ) = 1 and {v 1 , . . . , v s } is linearly independent). Let m ≫ 0 be such that g and each f i belong to A(C m ), and let n = m + 1. We can think of x as a section of a vector bundle on C n having a pole along the divisor g = 0. Since x ∈ (K ⊗ V ) pol , it generates a finite dimensional representation of GL n . Let k (f j,k /g j ) ⊗ v j,k for 1 ≤ j ≤ r be a basis; then every element can be written with common denominator g 1 · · · g r . In particular, the GL n -orbit of the divisor g = 0 is contained in g 1 · · · g r = 0 and hence is finite. But GL n is connected, so the irreducible components of g = 0 are preserved. Thus g is semi-invariant under GL n . Any one-dimensional polynomial representation of GL n must be of the form
and is nonzero, and so it must be the case that g is actually invariant under GL n (d must be zero because otherwise S d,...,d (C n ) = 0), and thus under GL ∞ . Since A GL∞ = C, we conclude that g is constant, and so x ∈ A ⊗ V , as required.
There is also a version of the above discussion for bivariate tca's. The statements and proofs are nearly identical.
3. Mod K and algebraic representations 3.1. The main theorem and its consequences. A representation of O ∞ = n≥1 O n is algebraic if it appears as a subquotient of a (possibly infinite) direct sum of tensor powers of the standard representation C ∞ . We write Rep(O ∞ ) for the category of such representations. This category was studied in [SS3] .
We let A = Sym(Sym 2 (C ∞ )) and K = Frac(A) until §3.5. We let e 1 , e 2 , . . . be a basis for C ∞ , and let x i,j = e i e j , so that A = C[x i,j ]. Define m ⊂ |A| to be the ideal generated by x i,i − 1 and x i,j for i = j. This ideal is not stable by GL ∞ , but is stable by O ∞ . The quotient A/m is isomorphic to C. For an A-module M, define Φ(M) = M/mM. This is naturally a representation of O ∞ . The main result of §3 is the following theorem (see §3.5 for analogous results in the other two cases):
We give the proof in the following subsections. The precise definition of Φ is given in §3.3. For now, we note the following consequences of this theorem: Let M be an A-module. We then obtain a map
The image lands in the H-invariants (note that m is H-stable, so H still acts on M/mM), and so we have a map
We now study this map. We first treat the case where M = A. Then A/mA = C, and so our map takes the form
H is easily seen to be the subring of C[B] generated by the b i,j b i,k , with i ≤ j, k. Since B acts on A by algebra homomorphisms, the map A → A ⊗ C[B] is an algebra homomorphism, and so ϕ A is an algebra homomorphism as well. Due to this, it suffices to understand where the generators x i,j go. For m ∈ B, we have
and so
Thus the map
is given by
To compute ϕ A , we now apply the homomorphism A → A/mA = C, which takes x i,j to δ i,j . Set X i,j = ϕ(x i,j ), we thus find H , the result follows. (It is easy to see that ϕ A , and hence its localization, is injective.)
2 · · · where the n i are integers (it suffices to consider n i ∈ {0, 1}) and n i = 0 for i ≫ 0. A representation of H is admissible if it is a sum of monomial characters. 
H .
The target is naturally a module over the ring C[B]
H , which is itself an A-algebra, and one easily verifies that ϕ M is a map of A-modules. Proof. Note that for any M, the quotient M/mM is an admissible representation of H. Since such representations are semi-simple, it follows that the target of ϕ M commutes with direct limits in M. It therefore suffices to treat the case where M is finitely generated as an
H m , and let R be the kernel of (ϕ M ) m . Since M/mM is an admissible representation of H, Proposition 3.5 shows that N is a free A m -module whose fiber at m is isomorphic to M/mM. It follows that (ϕ M ) m is a surjection, since it is a surjection mod m and N is free. We thus have an isomorphism M m = R ⊕ N, which shows that R is finitely generated. Since (ϕ M ) m induces an isomorphism on the fiber at m, we see that R/mR = 0. Thus R = 0 by Nakayama's lemma, which completes the proof. Proposition 3.3 follows from the above proposition, since as noted in the above proof, the target of (ϕ M ) m is a free A m -module.
3.3. Definition of Φ. We begin with some simple observations. Proof. The first part is clear. For the second part, pick a surjection A ⊗ V → M of Amodules. Since Φ is right exact, there is an induced surjection V → Φ(M). As any quotient of an algebraic representation is algebraic, the result follows.
Lemma 3.8. If I is a non-zero ideal of A then
Proof. Suppose I is a non-zero ideal of A. Let A n = Sym(Sym 2 (C n )), regarded as a subring of |A|. Then A is the union of the A n , and so for n sufficiently large, I ′ = I ∩ A n is a nonzero GL n -stable ideal of A n . Of course, m ′ = m ∩ A n is a maximal ideal of A n . The scheme Spec(A n ) is the space of symmetric bilinear forms on C n , and m ′ ∈ Spec(A n ) represents the sum of squares form, which has maximal rank. Since V (I ′ ) is a proper closed GL n -stable subset of Spec(A n ), it cannot contain any form of maximal rank (as the orbit of any such form is dense), and so I ′ ⊂ m ′ . It follows that I ⊂ m, and so I + m = A.
Lemma 3.9. If M is a torsion A-module then Φ(M) = 0.
Proof. Since Φ commutes with direct limits, it suffices to treat the case where M is finitely generated and torsion. By Corollary 2.3, M has non-zero annihilator I, and I + m = A by the Lemma 3.8. Thus
Lemma 3.10. The functor Φ is exact.
Proof. This follows immediately from Proposition 3.3.
Thus Φ is an exact functor killing Mod Since Φ is compatible with direct limits, so is Φ.
3.4. Proof of Theorem 3.1. We now prove that Φ is an equivalence. We first prove that it is faithful, then full, and finally essentially surjective.
Lemma 3.11. Φ is faithful.
Proof. Let f : M → N be a map of A-modules, and suppose Φ(f ) = 0. The square In what follows, we give GL ∞ and B the direct limit topology (thinking of them as the direct limits of GL n and B ∩ GL n in the Zariski topology). Proof. Given h ∈ C[B], let U h = {b ∈ B | h(b) = 0} be the corresponding Zariski open subset of B. Let V = {b ∈ B | bx ∈ M m }. We can find nonzero a ∈ A such that ax ∈ M. Note that b ∈ U ϕ A (a) if and only if ba / ∈ m; since ϕ A (a) is not the zero function by Proposition 3.4, we can find such a b. Then bx ∈ M m and so V = ∅.
We claim that V is open. Suppose b ∈ V and write bx = i m i ⊗ (f i /c) with m i ∈ M, f i ∈ A, and c ∈ A \ m. Then 1 ∈ U ϕ A (c) and Proof. Replacing x with ax, for an appropriate a ∈ A, it suffices to treat the case x ∈ M. Then b → bx defines a function B → M/mM which is continuous for the Zariski topology. The hypothesis implies that it vanishes on a dense subset of B, and therefore it vanishes on all of B. So ϕ M (x) = 0, and so x = 0 since ϕ M is injective after localizing at m. Proof. Pick g ∈ GL ∞ ; then g ∈ GL n for n large enough. Since O n ∩ U n is a finite set, the multiplication map O n × U n → GL n has dense image (by a dimension count). Since it is also constructible, it contains a dense open subset which we may assume is closed under multiplication by O n . In particular, we conclude that Proof. Suppose y = f (x). Pick non-zero a ∈ A such that ax ∈ M. Let V be a dense Zariski open subset of B such that ba ∈ A m and ba −1 ∈ A m and bx ∈ M m and by ∈ N m for all b ∈ B (Lemma 3.12). Put z = f (ax). Since ax ∈ M m we have z = f m (ax), and so bz = f (bax) for all b ∈ B. For b ∈ V we have f (bax) = ba · f (bx) and bz = bay = ba · by, and so ba · by = ba · f (bx). Since ba −1 ∈ A m , it follows that ba = 0, and so by = f (bx). So ( * ) holds. Now suppose ( * ) holds. Let a be a non-zero element of A such that ax ∈ M. Let z = f (ax). Since ax ∈ M, we have z = f m (ax), and so bz = f (bax) for all b ∈ B. Let V be a dense Zariski open subset of B such that ba ∈ A m for all b ∈ V (Lemma 3.12). Then for b ∈ U ∩ V we have bz = f (bax) = ba · f (bx) = ba · by = bay. It follows from Lemma 3.13 that z = ay, and so ay = f (ax). Since f is K-linear, we conclude y = f (x).
Proof. Let x ∈ M ⊗ A K and let y = f (x) and let g ∈ GL ∞ . We must show gy = f (gx). Let U be a dense Zariski open subset of B such that bx ∈ M m and by ∈ N m and by = f (bx) for all b ∈ U (Lemma 3.15). Let V = O ∞ Ug −1 ∩ B, and let b ∈ V . We can then write
This is the only place where we use the O ∞ -equivariance of f . Since this holds for all b ∈ V and V contains a dense Zariski open of B (Lemma 3.14), it follows that gy = f (gx) (Lemma 3.15) . This completes the proof.
We have shown that Φ is full. The following lemma completes the proof of the theorem. 3.5. The other two cases. Everything in this section can be adapted to Sym( 2 (C ∞ )). This is straightforward (and not even logically necessary, per Remark 1.5), so we do not comment further on it.
Everything can also be adapted to the bivariate tca A = Sym(C ∞ ⊗ C ∞ ). We will make a few comments on how this goes. First, we state the analogs of Theorem 3.1 and Corollary 3.2. A representation of GL ∞ is algebraic if it appears as a subquotient of a (possibly infinite) direct sum of representations of the form (C ∞ ) ⊗a ⊗ (C ∞ * ) ⊗b . Here C ∞ * is the restricted dual of C ∞ , defined as the span of the dual basis {e * i } in the usual dual space (C ∞ ) * . One easily checks that C ∞ * is indeed a representation of GL ∞ . We write Rep(GL ∞ ) for the category of algebraic representations. This was also studied in [SS3] .
By the "twisted diagonal embedding" GL ∞ → GL ∞ × GL ∞ , we mean the embedding given by g → (g, t g −1 ). We note that the algebraic representations of GL ∞ are exactly those appearing as a subquotient of the restriction of a polynomial representation from GL ∞ × GL ∞ via the twisted diagonal embedding.
We identify A with C[x i,j ] in the obvious manner, and let m ⊂ |A| be the ideal generated by x i,i − 1 and x i,j for i = j. This ideal is stable under the twisted diagonal GL ∞ . For an A-module M, define Φ(M) = M/mM. This is naturally a representation of GL ∞ .
Theorem 3.18. The functor Φ induces an equivalence Φ : Mod K → Rep(GL ∞ ).
Corollary 3.19. We have the following:
(a) Finitely generated objects of Mod K have finite length. The proof of Theorem 3.18 closely follows that of Theorem 3.1. The main differences occur in the analog of §3.2. In the present case, one takes B ⊂ M ∞ × M ∞ to be the set of pairs of upper-triangular matrices. The group H is replaced with the intersection of B and the twisted diagonal GL ∞ inside of GL ∞ × GL ∞ , and consists of pairs (h, h −1 ) where h ∈ GL ∞ is a diagonal matrix. With these definitions, everything proceeds in a similar way.
Proof of the main theorems
4.1. The structure of ideals. We have the following multiplicity-free decompositions:
For a proof, see [Ma, §I.5, Example 5] for the first two decompositions and [Ma, §I.4, (4. 3)] for the last one. In all cases, the sum is over partitions λ. For the purposes of stating the next result we write E λ for the λ summand. Let I λ be the ideal generated by E λ .
Proposition 4.1. E µ ⊆ I λ if and only if λ ⊆ µ.
Proof. For Sym(Sym 2 C ∞ ), see [Ab] , for Sym( 2 C ∞ ), see [AdF, Theorem 3.1] , and for Sym(C ∞ ⊗ C ∞ ), see [CEP, Theorem 4 .1]. Since [Ab] is a difficult reference to obtain, we note that the result for Sym(Sym 2 C ∞ ) follows from that of Sym( 2 C ∞ ) because the two are transpose dual (see [SS2, §7.4] ). Proofs of these results will also appear in [NSS] . Proof. Suppose that I is a non-zero ideal of A. Then I contains some E λ , and thus I λ . Thus by the proposition, A/I contains no partition µ satisfying λ ⊂ µ, and is therefore essentially bounded. Noetherianity of A/I follows from Proposition 2.4. 4.2. The (FT) property. Let B be a (bivariate) tca with B 0 = C, so that B + (the ideal of B generated by positive degree elements) is maximal. We say that a B-module M is (FT) over B if Tor B i (M, C) is a finite length representation of GL ∞ (or GL ∞ × GL ∞ ) for all i ≥ 0. The i = 0 case implies that M is finitely generated as a B-module, by Nakayama's lemma [SS2, Proposition 8.4.2] . Conversely, if B is noetherian then any finitely generated B-module satisfies (FT). We note that if
is a short exact sequence of B-modules and two of the modules are (FT) then so is the third.
The main result we need concerning (FT) is the following proposition:
, and let M be a finitely generated torsion A-module. Then M satisfies (FT) over A.
We begin with some lemmas. 
Each of the Tor's on the right has finite length by assumption, and so the left side also has finite length. It follows that Tor B i+j (M, C) has finite length, and so M is (FT) over B. Now suppose that M is (FT) over B. In particular, M is a finitely generated B-module, and so also a finitely generated B
′ -module. This shows that Tor
is finite length. Let P → M → 0 be a minimal projective cover and let N be the kernel. Since B ′ is (FT) over B, we conclude that P , and hence N are both (FT) over B. In particular, N is a finitely generated as a module over B, and hence over B ′ . This shows that Tor Proof. This follows from [RW, Theorem 1.2] , taking m = n = ∞ (the results there are stated for finite m and n, but since the answer is given in terms of Schur functors, it can be extended to the infinite case): one has to show that the coefficient of w i , as a polynomial in z, is of bounded degree. To see that, note that fixing w i means that q is bounded from above, and then the result is clear from the form of the polynomials h r×s (z, w). Proof. Let A = Sym(C ∞ ⊗C ∞ ). Let J λ be the ideal in A generated by S λ ⊗S λ . Let A be the tca obtained from A by restricting to the diagonal GL ∞ action. Then there is a surjection of tca's ϕ : A → B, induced by the natural map (C ∞ ) ⊗2 → Sym 2 (C ∞ ), and ϕ(J λ ) ⊂ I λ . (Note that ϕ(J λ ) is nonzero: if λ is a single column, then this is an ideal generated by minors of a given size and the image of every power of J λ is nonzero; in general, some power of a determinantal ideal belongs to J λ after we specialize to large enough finite-dimensional vector spaces.)
Since A/J λ is (FT) over A (Lemma 4.5), each Tor A i (A/J λ , C) is a finite length GL ∞ ×GL ∞ module, and hence remains finite length under the restriction to the diagonal copy of GL ∞ . So A/J λ is (FT) over A. Also A/J λ is essentially bounded (since the bivariate tca A/J λ is) and hence noetherian (Proposition 2.4). It follows that B/ϕ(J λ ) is (FT) over A/J λ , thus over A as well (Lemma 4.4).
Next, B is (FT) over A (the resolution of B over A is a Koszul complex) so another application of Lemma 4.4 gives that B/ϕ(J λ ) is (FT) over B. Finally, B/I λ is a finitely generated module over B/ϕ(J λ ) and the latter is noetherian (Corollary 4.2), so B/I λ is (FT) over B/ϕ(J λ ). We apply Lemma 4.4 again to deduce that B/I λ is (FT) over B.
Remark 4.7. It would be interesting to prove directly that B/I λ satisfies (FT) over B by computing Tor B i (B/I λ , C), as is done in [RW] for Sym(C ∞ ⊗ C ∞ ).
Proof of Proposition 4.3. Let I be the annihilator of M. This is non-zero by Corollary 2.3. Thus I contains an ideal generated by a rectangular partition; replace I with this ideal. Proof. We prove this by induction on the injective dimension of M, which is possible by Corollary 3.2(d) (and its analogs). If M is injective then S(M) is a finitely generated projective A-module (Corollary 3.2(b), Proposition 2.8), and thus satisfies (FT). Now let M be a finite length object of Mod K with positive injective dimension. We can then find an exact sequence 0 → M → I → N → 0, where I is injective and N has smaller injective dimension than M. Applying S, we obtain an exact sequence
By induction, S(N) is (FT) over A, and so finitely generated. It follows that (R 1 S)(M) is finitely generated. By Proposition 2.6 and the fact that localization is exact, we have (R 1 S)(M) ⊗ A K = 0, and so (R 1 S)(M) satisfies (FT) over A by Proposition 4.3. Thus S(I), S(N), and (R 1 S)(M) all satisfy (FT) over A, and so S(M) satisfies (FT) over A as well.
Theorem 4.9. A is noetherian.
Proof. Let P be a finitely generated projective A-module, and let N 1 ⊂ N 2 ⊂ · · · be an ascending chain of A-submodules of P . Since P ⊗ A K is finite length (Corollary 3.2(a)), it follows that the ascending chain N i ⊗ A K stabilizes, and so we may as well assume it is stationary to begin with. Let M ⊂ P be the common value of S(N i ⊗ A K), which is finitely generated by Proposition 4.8. Then N • is an ascending chain in M.
• is an ascending chain in M ′ . Since M ′ is finitely generated and M ′ ⊗ K = 0, Corollary 2.3 implies that I = Ann(M ′ ) is non-zero. Thus M is a module over A/I, which is noetherian (Corollary 4.2), and so N ′ • stabilizes. This implies that N • stabilizes, and so P is noetherian.
Remark 4.10. The above proof has three key ingredients:
(1) Finitely generated objects of Mod K are noetherian.
(2) If I is a non-zero ideal of A then A/I is noetherian.
(3) If M is a finite length object of Mod K then S(M) is a finitely generated A-module.
Let us make one comment regarding (3). Given a finite length object M in Mod K , we can realize M as the kernel of a map I → J where I and J are finite length injective objects of Mod K . Since S is left-exact, it follows that S(M) is the kernel of the map S(I) → S(J), and we know that S(I) and S(J) are finitely generated projective A-modules. Thus finite generation of S(M) would follow immediately if we knew A to be coherent (which exactly says that the kernel of a map of finitely generated projective modules is finitely generated). Since coherence is a weaker property than noetherianity, it should be easier to prove; however, we have not found any way to directly prove coherence.
A Gröbner-theoretic approach to the main theorems
In this section we outline a possible approach to proving Theorem 1.1 using Gröbner bases. This leads to an interesting combinatorial problem that we do not know how to resolve.
Admissible weights.
A weight of GL ∞ is a sequence of non-negative integers w = (w 1 , w 2 , . . .) such that w i = 0 for i ≫ 0. Every polynomial representation V of GL ∞ decomposes as V = V w , where V w is the w weight space. A weight is admissible if w i is 0 or 1 for all i. An admissible weight vector is an element of some V w with w an admissible weight. We require the following fact: if V is a polynomial representation of GL ∞ then V is generated, as a representation, by its admissible weight vectors. 5.2. Degree one tca's. We begin by sketching a Gröbner-theoretic proof that the tca A = Sym(C ∞ ⊕ C ∞ ) is noetherian. This proof comes from transferring the proof in [SS4] that Rep(FI 2 ) is noetherian through Schur-Weyl duality, and can easily be adapted to treat all tca's generated in degree ≤ 1. Let x 1 , x 2 , . . . be a basis for the first C ∞ , and let y 1 , y 2 , . . . be a basis for the second C ∞ , so that A is the polynomial ring C[x 1 , x 2 , . . . , y 1 , y 2 , . . .]. Let M be the set of pairs Γ = (S, ϕ), where S is a finite subset of N = {1, 2, . . .} and ϕ : S → {red, blue} is a function. Given Γ, Γ ′ ∈ M, we define Γ → Γ ′ (a "move") if one of the following two conditions hold:
• S ′ is obtained from S by adding a single element and leaving the colors unchanged (i.e., ϕ ′ | S = ϕ).
• There exists some i ∈ S such that i + 1 ∈ S and S ′ is obtained from S by replacing i with i + 1 (and leaving all colors unchanged).
We define Γ ≤ Γ ′ if there is a sequence of moves taking Γ to Γ ′ . This partially orders M. We also define a total order on M, as follows. Given two finite subsets S and S ′ of N, define S S ′ if max(S) < max(S ′ ), or max(S) = max(S ′ ) = n and S \{n} S ′ \{n}. Given S ⊂ N and ϕ, ϕ ′ : S → {red, blue}, define ϕ ϕ ′ by thinking of ϕ and ϕ ′ as words in R and B and using the lexicographic order (with R B, say). Finally, define (S, ϕ) (S ′ , ϕ ′ ) using the lexicographic order (i.e., S ≺ S ′ , or S = S ′ and ϕ ϕ ′ ).
If f ∈ A is an admissible weight vector of weight w, then f is a linear combination of the m Γ 's where Γ has the same support as w. We define the initial variable of f , denoted in(f ), to be the largest Γ (under ) such that m Γ appears in f with non-zero coefficient. Now let I be an ideal of A. Let in(I) ⊂ M be the set of in(f )'s where f varies over the admissible weight vectors in I. One then proves the following two statements:
(1) in(I) is a poset ideal of M, that is, in(I) is closed under moves, and (2) if I ⊂ J and in(I) = in(J) then I = J. From this, weak noetherianity of A follows from noetherianity of M, which is an easy exercise. A slight modification of this argument shows that A is noetherian.
5.3. Degree two tca's. We now sketch our Gröbner approach to the noetherianity of A = Sym(Sym 2 (C ∞ )). Let x i,j , with i ≤ j, be a basis for Sym 2 (C ∞ ), so that A = C[x i,j ]. Let M be the set of unordered matchings Γ on N. (Recall that a graph is a matching if each vertex has valence 0 or 1.) Given Γ, Γ ′ ∈ M, we define Γ → Γ ′ if one of the following two conditions hold:
• Γ ′ is obtained from Γ by adding a single edge.
• There exists an edge (i, j) in Γ such that j + 1 is not in Γ, and Γ ′ is obtained from Γ by replacing (i, j) with (i, j + 1). (Here we allow i < j or j < i.) We call Γ → Γ ′ a "type I move". We define Γ ≤ Γ ′ if there is a sequence of type I moves transforming Γ to Γ ′ . This partially orders M. We also define a total order on M as follows. First, suppose that i < j and k < ℓ are elements of N. Define (i, j) (k, ℓ) if j < ℓ, or j = ℓ and i ≤ k. Now, let Γ and Γ ′ be two elements of M, and let e 1 · · · e n and e Given Γ ∈ M, define m Γ = (i,j)∈Γ x i,j . Once again, every admissible weight vector is a sum of m Γ 's, and we define the initial term in(f ) of an admissible weight vector f to be the largest Γ (under the order ) for which the coefficient of m Γ is non-zero in f .
Let I be an ideal of A. Define in(I) as before. Once again, in(I) is closed under type I moves, and therefore forms a poset ideal of (M, ≤). The weak noetherianity of A would follow from the noetherianity of the poset (M, ≤), but the latter property fails:
Example 5.1. For n ≥ 3, define Γ n ∈ M to have edges (2i + 1, 2i + 4) for i = 0, 1, . . . , n − 2 and (2, 2n − 1). Then Γ n is supported on {1, . . . , 2n}. It is easy to verify that the Γ n are incomparable, so (M, ≤) is not a noetherian poset.
The above observation is not the end of the road, however: the set in(I) is closed under more than just type I moves. Suppose Γ ∈ in(I) and that e = (i, j) and e ′ = (k, ℓ) are edges appearing in Γ, with i < j and k < ℓ and j < ℓ. We then have the following observations:
• Suppose k < i < j < ℓ and that every number strictly between k and i that appears in Γ is connected to a number larger than j. Let Γ ′ be the graph obtained by replacing e and e ′ with (k, j) and (i, ℓ). Then Γ ′ ∈ in(I).
• Suppose i < k < j < ℓ and that every number strictly between k and j that appears in Γ is connected to a number larger than j. Let Γ ′ be the graph obtained by replacing e and e ′ with (i, k) and (j, ℓ). Then Γ ′ ∈ in(I).
Write Γ ⇒ Γ ′ to indicate that Γ ′ is related to Γ by one of the above two modifications. We call this a "type II move." Here is a pictorial representation of these moves (we use labels a < b < c < d, and the dotted lines indicate that any element there is either not on an edge, or is connected to a number larger than c): Remark 5.3. The sequence defined in Example 5.1 is comparable in (M, ⊑). Let σ i be the element (i, i + 1) · · · (3, 4)(2, 3) of the symmetric group S 2n . For each 2 ≤ i ≤ 2n − 4, we have type II moves σ i Γ n → σ i+1 Γ n , so Γ n ⊑ σ 2n−3 Γ n . Finally, (2n − 1, 2n) is a valid type II move for σ 2n−3 Γ n . It is now easy to check that ((2n − 1, 2n)σ 2n−3 )Γ n embeds into Γ m (via type I moves) for any m > n. This shows Γ n ⊑ Γ m for any m > n ≥ 3.
A positive answer to Question 5.2 would show that A is weakly noetherian. A slight modification of this question would give noetherianity. Furthermore, this approach would even give results in positive characteristic.
