The present paper deals with modifications of Bernstein, Kantorovich, Durrmeyer and genuine Bernstein-Durrmeyer operators. Some previous results are improved in this study. Direct estimates for these operators by means of the first and second modulus of continuity are given. Also the asymptotic formulas for the new operators are proved.
Introduction
In 2018 Khosravian-Arab, Dehghan and Eslahchi introduced three modifications of the classical Bernstein operator. In this note we follow their approach, explain it and discuss further relevant, but truly different Bernstein-type operators which have been attracting attention in the past. Thus we will discuss the modifications of the classical Bernstein operators (pointwise defined, preserve linear functions, but not commutative), classical Kantorovich operators (defined on L 1 , do not preserve linear functions), Durrmeyer operators (globally defined, commutative, do not preserve linear functions) and genuine Bernstein-Durrmeyer operators (globally defined, also commutative, preserve linear functions). Only in the Bernstein case we will go one step further and add remarks on a second perturbation created by modifying the classical recursion twice.
The organization of this note follows the lines given above. Before we will give estimates we add two short sections on the recursion for the fundamental functions of the Bernstein operator and on the use of ω 2 . It is well-known that these functions satisfy the recursion p n,k (x) = (1 − x)p n−1,k (x) + xp n−1,k−1 (x), 0 ≤ k ≤ n. (2.1)
On the recursion for the fundamental functions of Bernstein operators
In particular, p n,0 (x) = (1 − x)p n−1,0 (x) = (1 − x) n , p n,n (x) = xp n−1,n−1 (x) = x n .
This recursion is closely related to the so-called de Casteljau algorithm and other methods to compute a value B n (f ; x), x fixed. See [9] for details.
In [16] the recursion form (2.1) is perturbed by replacing it in the first modification B n,k (x) = a(x, n)p n−1,k (x) + a(1 − x, n)p n−1,k−1 (x), 1 ≤ k ≤ n − 1, p M,1 n,0 (x) = a(x, n)(1 − x) n−1 , p M,1 n,n (x) = a(1 − x, n)x n−1 .
Here a(x, n) = a 1 (n)x + a 0 (n), n = 0, 1, . . . ,
replaces (1 − x) in the original formula. In the papers dealing with this modification (see [2] , [4] , [18] ) the superscript "M, 1" refers to this first disorder in the recursion. If we carry out the original recursion once again, we obtain
So for the second modification B M,2 n
, and
Fortunately enough, this disorder is always introduced in the last step/two steps only. This means that the first n − 1/n − 2 fundamental functions remain intact, and a somewhat arbitrary perturbation is only introduced in the last/ last two step(s). The present note is mostly written with the ambition to show how resistant the fundamental functions p n,k are with respect to such unexpected intrusions.
On the use of ω 2
For many years researchers in approximation theory have been striving to give inequalities with ω 2 being the dominant expression. Many people simply still ignore this. In this section we will provide a very brief explanation why the use of ω 2 (or related quantities such as the Ditzian-Totik modulus of second order) is indeed the better and more powerful tool from the quantitative point of view.
Exemplarily we will discuss the classical Bernstein operator B n and start with a very good results by Pȃltȃnea [19] who confirmed an earlier conjecture of the second author [8] , namely that one has
Here the constant 1 is best possible.
This implies that the approximation by B n is of order O 1 n for f ∈ C 2 [0, 1], and of order
, and even for f ∈ Lip1 = {f ∈ C[0, 1] :
However, the inequality in terms of ω 2 also shows that one has
Moreover, Lip * 1 Lip1, so the same order is true for the bigger set Lip
The problem is at x = 0. Moreover,
the Dini-Lipschitz class. Hence it follows that
All this happens inside C[0, 1]. For k ≥ 1 this story repeats between C k [0, 1] and C k+2 ⊂ C k+1 , a fact being important when dealing with simultaneous approximation. Much more can be found in the seminal paper of Zygmund [20] .
The modified Bernstein operator B

M,1 n
Recently, H. Khosravian-Arab et al. [16] have introduced modified Bernstein operators as follows:
Note that throughout the paper we will assume that B M,1
n (e 0 , x) = 1, namely the sequences a i (n), i = 0, 1, verify the condition
Proof. We have
In the following we will give an estimate of the quantity |B
Therefore,
and replacing this estimate in (4.3) the proof is complete.
This result is an improvement of [16, Theorem 9] .
In order to prove a quantitative Voronovskaja theorem for B M,1 n we first identify the limit.
Proof. As above write
The limit of T 1 (x) is known, i.e.,
Hence,
Since lim
, the proof is complete.
Proof. For ∆ B n the following inequality holds
Gonska and Raşa [12] obtained a Voronovskaya estimate with first and second modulus of smoothness for Bernstein operator as follows
We estimate the second difference of (4.4) as follows
Moreover, we use (see [11, Theorem 4 .1])
Also, we have
Using the relations (4.4)-(4.8) the theorem is proved.
Corollary 4.1. We have
Theorem 9 in [16] should be reformulated in the following way. 
The modification B M,2 n
Khosravian-Arab et al. [16] also introduced a second modification of the Bernstein operator as follows:
Lemma 5.1. The moments of the operators B M,2 n are given by
Using the relation (see [19] )
and the theorem is proved.
Remark 5.1. The above inequality is an improvement and a generalization of [16, Theorem 14] .
There a non-quantitative statement is obtained for f ∈ C 2 [0, 1] only.
The modified Kantorovich operators K
M,1 n
An integral modification of Bernstein operators was introduced by Kantorovich [15] as follows: 
Recently, a Kantorovich variant of the modified Bernstein operators (4.1) was investigated in [4] . These operators are given by
A certain Stancu modification was introduced by Opriş [18] .
Proof. Again we start with
In the following we will estimate the quantity K
From (6.2) and (6.3) it follows that for all cases of K M,1 n (positive and non-positive) we have
This result is an improvement of [4, Theorem 2.6].
We will give next a Voronovskaya-type result for the modifications K
where X := x(1 − x), i.e., X ′ = 1 − 2x.
Proof. For ∆ K n the following inequality holds
If a 1 (n) = −1, i.e., L 1 = −1, the second summand cancels. So we have the "old" VoronovskayaKantorovich theorem with second modulus (see [1] ):
The second summand of (6.4) can be written as
Moreover, from [10, Theorem 7] it follows
From the above relation we obtain
Using the relations (6.4)-(6.6) we get the claim.
Corollary 6.1. We have
The modified Durrmeyer operators D
M,1 n
The classical Durrmeyer operators were introduced by Durrmeyer [7] and, independently, by Lupaş [17] . These operators are defined as
In this section we study a Durrmeyer variant of the modified Bernstein operators introduced in a recent note of Acu, Gupta and Tachev [3] :
2)
Proof. From [12, Theorem 3] we get
Using the central moments up to order 4 for Durrmeyer operators, namely
(n + 2)(n + 3)(n + 4)(n + 5) ,
we obtain
Therefore, the following inequality holds
and for h = 1 √ n + 4 we obtain, after multiplying both sides by n,
We can write
where σ n (x) = 2x(1 − x)(n − 1)(n − 2) + 3n + 1 2(n + 2) 2 (n + 3) .
Proof. We can write
Next, we will give an estimate of the quantity D
where
For a positive linear functional F denote b F := F (e 1 ) and µ
Using [5, Theorem 5] for f ∈ C[0, 1] and 0 < h ≤ 1 2 , we get
In the present case
so we obtain σ n (x) = 2x(1 − x)(n − 1)(n − 2) + 3n + 1 2(n + 2) 2 (n + 3) and δ = 1 n + 2 .
Choosing h := σ n (x) we get
(7.5) Using relations (7.3) and (7.5) the proof is complete. Remark 7.1. i) For a 1 (n) = −1 all the estimates for the Durrmeyer operator D n hold.
Proof. For ∆ D n the following inequality holds
The second difference of (7.6) can be estimated as follows
But,
From the above relation, we get
From [14, Theorem 2.45] we have
. 
we get σ n (x) = 2nx(1 − x) + (1 − 2x) 2 (n − 1) 2n 2 (n + 1) ≤ 1 4n and δ = 1 n .
Choosing h := σ n (x) we obtain U M,1 n (f ; x) − U n (f ; x) ≤ (1 + a 1 (n)) 1 2 − x 3ω 2 f ; σ n (x) + 5 n σ n (x) ω 1 (f ; σ n (x)) . 
ω 1 f ′′ ; 3 n + 2 + 13 32 ω 2 f ′′ ; 3 n + 2 + 9 8 ω 2 f ; 2 n + 1
Proof. For ∆ From the relations (8.5)-(8.9) the proof is complete.
Corollary 8.1. We have
