A heuristic algorithm is developed for the prediction of indoor coverage. Measurements on one floor of an office building are performed to investigate propagation characteristics and validations with very limited additional tuning are performed on another floor of the same building and in three other buildings. The prediction method relies on the free-space loss model for every environment, this way intending to reduce the dependency of the model on the environment upon which the model is based, as is the case with many other models. The applicability of the algorithm to a wireless testbed network with fixed WiFi 802.11b/g nodes is discussed based on a site survey. The prediction algorithm can easily be implemented in network planning algorithms, as will be illustrated with a network reduction and a network optimization algorithm. We aim to provide an physically intuitive, yet accurate prediction of the path loss for different building types.
Introduction
The increasing use of indoor wireless systems in office buildings, exhibition halls, factories, ... gives rise to a need for indoor propagation prediction models that can be used for different building types, with a sufficient accuracy. Information about the geometry and physical properties of the buildings allow obtaining better predictions than a classical one-slope log-distance model. The characterization of path loss in indoor environments has been the subject of extensive research and many models have been proposed to make accurate predictions. Indoor propagation and wireless prediction tools have been investigated in . Statistical models are easy to obtain when a lot of measurement data is available, but their validity is limited to the category of buildings they represent. Ray-tracing tools therefore take into account the geometry of the building and the used materials. However, the results appear to be very dependent on geometrical details of the ground plan, which force the user to work with very accurate plans. The number of included interactions (transmissions, reflections, and diffractions) also have a huge influence on the predicted path loss: as will be shown in this article, differences up to 5 dB have been observed for the average path loss along a line-of-sight (LoS) path when the number of interactions is adjusted (see Section 9) . Finally, for a high number of interactions, calculation time of raytracing tools may run to a range of days (on a computer with an Intel Xeon-3400 single-core 3.4 GHz processor with 4 GB DDR2-SDRAM).
In this article, an algorithm for indoor path loss prediction at 2.4 GHz is proposed, avoiding the problems of both methods mentioned above. It is based on the calculation of the dominant path between transmitter and receiver [10] . Measurements have been performed in four buildings in Belgium for constructing and validating the model. A comparison with ray-tracing simulations is executed. The applicability to an actual wireless testbed network is investigated. Furthermore, an algorithm for the reduction of the number of access points of a network is presented. Since networks are often overdimensioned, especially in office environments, this algorithm could aid in reducing operating costs. Then, a network optimization algorithm is discussed. This algorithm can be of great interest to anyone who wants to set up a new WiFi or sensor network in either home or professional environments. It allows meeting a certain throughput requirement with a minimum number of transmit nodes.
Section 2 discusses related study and available literature. In Section 3, the concept and the objectives of the research are explained, followed by a description of the buildings and their use in the propagation modeling procedure in Section 4. In Section 5, the measurement setup is described, and in Section 6, the prediction algorithm is presented. The modeling of the path loss parameters is discussed in Sections 7 and 8 investigates different validation cases. Section 9 provides a comparison of the proposed model with results from a ray-tracing tool. In Section 10, the applicability of the model to a wireless testbed is discussed. Section 11 presents an algorithm for reducing the number of access points and Section 12 an algorithm for network optimization. Finally, conclusions are presented in Section 13.
Related study
Indoor propagation has been the subject of many research studies. These studies describe either ray models [1] [2] [3] [4] [5] , numerical solver models [6] [7] [8] [9] , heuristic predictions [10] [11] [12] [13] , statistical (site-specific) models [14] [15] [16] [17] [18] [19] [20] [21] [22] , or specific propagation aspects [23] [24] [25] . Our algorithm can be classified as heuristic. Heuristic predictions are based on one or more rules of thumb in order to make an accurate yet fast prediction for the path loss. Ray-tracing and ray-launching model techniques usually require a vector based description of the environment to identify the reflected and diffracted rays from surface and edges [26] . Statistical (site-specific) models predict path loss based on measurements for a specific site or for a specific environment, limiting the validity of the prediction to the propagation environment it represents. Numerical solver models consist of screen or integral methods, Finite-difference time-domain (FDTD), ... [26] .
In [1] , ray-tracing is used for indoor path loss prediction, with a distinction between LoS and NLoS. Procentual prediction errors range from 5% to 10%, which is higher than for our algorithm. Different ray-tracing approaches (field-sum and power-sum) have been investigated in [4] . Field-sum appeared to be most accurate. In [2, 3] , efficient two-dimensional ray-tracing algorithms for an indoor environment have been presented, resulting in a significant reduction in the computational time, without losing prediction accuracy.
A theoretical waveguide model permitting a rigorous modal solution is proposed for predicting path loss inside buildings in [6] .
Heuristic approaches have been proposed in [11] [12] [13] . An indoor propagation model making use of the estimation of the transmitted field at the corners of each room is presented in [11] . The performance is comparable to that of our algorithm (mean absolute prediction error of 2.17 dB), but the model is only tested for simple configurations, with (ideally) at most one wall between transmitter and receiver. Only the direct ray is considered, which makes the model less suitable for environments where diffraction is the dominant mechanism. Moreover, only one path loss value is obtained for the whole room, based on the values in the corners of the room. This makes the predictions less accurate for concave rooms or rooms with a non-rectangular shape. A more complex version of the dominant path loss model (using more model parameters) is studied in [12] . In the study, the model parameters are calibrated in order to minimize the prediction errors in a certain building. Good results are obtained, but no validation measurements have been performed in other buildings, limiting the validity of the model to the investigated building.
Different statistical models for specific environments have been proposed. In [14] , indoor path losses have been statistically investigated for different room categories (adjacent to transmitter room, non-adjacent, ...) in 14 houses. Path losses in five office environments have been determined and the importance of taking wall attenuations into account in the prediction model is indicated in [15] . In [17] , low prediction errors are obtained, but the analysis was performed for a site-specific validation of the ITU indoor path loss model (only indoor office environments). In [19] , different propagation models were tuned to a measurement set, but no validation measurements were performed. One-slope models and different multi-wall based models were analyzed and results have been provided for a typical office environment in [27] . The standard deviation of the model error was around 6 dB for the best model. In [20] , a simple one-slope model was constructed for a mostly-LoS environment. A value of 2 for the parameter n (see Equation (1)) was obtained. LoS and NLoS measurements have been fitted to a one-slope model in [22] , where the path loss exponent accounted also for the wall losses for the NLoS measurements. However, no model validations in other rooms or buildings were executed. In [21] , a statistical path loss model is proposed for different propagation conditions. The use of statistical models is however restricted to the category of buildings the model was constructed for, limiting the general applicability of the model. Moreover, no validation measurements have been performed to test the model.
In [23] , upper and lower limits for LoS transmission at 1.8 GHz were investigated. It was found that these were influenced by ceiling height and antenna height.
Concerning network optimization algorithms, a stochastic binary particle swarm optimization (PSO) algorithm is used in [9] , to meet the following requirements: minimization of the interference, maximization of the signal-to-interference ratio (SIR), and activation of as few access points as possible to maximize the coverage area and reduce interferences. In [13] , a WLAN planning tool was developed to optimize the position and number of access points, as well as the total cost of the required equipment, according to different WLAN suppliers, in indoor and outdoor environments. The indoor propagation algorithm used in [13] uses the indoor dominant path model (IDP) [10] . The presented prediction results (at one test site) have a variable accuracy.
Concept and objective
A heuristic algorithm taking into account the effect of the environment on the wireless propagation channel, has been developed for the prediction of the path loss (see Section 6) in zones of about 5 m 2 . The dominant path is determined with a multidimensional optimization algorithm that searches the lowest total path loss, consisting of a distance loss (taking into account the length of the propagation path), a cumulated wall loss (taking into account the walls penetrated along the propagation path), and an interaction loss (taking into account the propagation direction changes of the path, e.g., around corners). Measurements on one floor of an office building have been performed to investigate propagation characteristics. The wall penetration losses have been determined from measurements and literature [28] and interaction loss has been fitted to match these measurements. Measurements on another floor of the same building and in three other buildings have been executed to validate the model with limited additional tuning. Our prediction method relies on the free-space loss model for every environment, this way intending to reduce the dependency of the model on the environment upon which the model is based, as is the case with many other models or tools. The applicability of the algorithm to a wireless testbed network with fixed WiFi 802.11b/g nodes is discussed based on a site survey with signal strength measurements. The prediction algorithm can easily be implemented in network planning algorithms, as will be illustrated with a network reduction and a network optimization algorithm. We aim to provide an physically intuitive, yet accurate prediction of the path loss for different types of public and office buildings.
Investigated buildings
In this article, an indoor path loss model for the accurate calculation of WLAN coverage will be formulated. To determine the model parameters, PL measurements and simulations have been performed in four very different buildings, named Zuiderpoort (I), De Vijvers (II), Lamot (III), and Vooruit (IV). The characteristics of the investigated buildings are described hereafter and are summarized in Table 1 at the end of this section.
Zuiderpoort is a modern three-storey office building, with movable walls (layered drywalls) around a core consisting of concrete walls (Table 1) . Figures 1 and 2 show (a part of) the second floor and the (entire) third floor, respectively. Path loss measurements have been performed on both floors (1,581 path loss samples on the second floor and 5,078 samples on the third floor), path loss simulations (with the ray-tracing tool Wireless InSite ® from Remcom) only for the third floor. The orange walls are layered drywalls, the grey ones are made of concrete. In order to assure the validity of the predictions for the entire building floor, trajectories T1-T5 are chosen to represent LoS, obstructed line-of-sight (OLoS), as well as NLoS propagation cases, while rooms A-H are chosen to investigate propagation through subsequently adjacent rooms. In rooms A-H, an average path loss in the room is calculated by moving the receiver antenna randomly through the room during 2 min. For the measurements on the third floor (Figure 2 ), T A is the access point for measurement trajectories T1-T5 and T B for measurements in rooms A-H and for measurement trajectory 'corr' (corridor).
De Vijvers is a retirement home (Table 1) , where 7,095 measurement samples were collected along twelve trajectories (T1-T12) on the ground floor (see Figure 3) . The building mainly consists of concrete walls. Both LoS and NLoS trajectories are chosen to investigate the path loss prediction. For trajectory T1 (purple rectangle) the purple indicated transmitter (T A , purple dot) was active, for trajectories T2-T12 (blue rectangles) the blue indicated transmitter (T B , blue dot).
Lamot is a multi-storey congress and heritage center with multipurpose rooms for conferences, seminars, workshops, fashion shows, product presentations, .... Thirteen path loss measurement trajectories (4,070 samples) have been executed on the third floor and the fifth floor, both having a similar geometry. The building is mainly constructed with concrete walls. Both LoS and NLoS trajectories are chosen to investigate the path loss prediction.
Vooruit is a polyvalent arts center for all kinds of events (concerts, parties, debates, ...), built between 1911 and 1914. Measurements are performed on three floors (ground floor, first floor, and second floor). This building also mainly consists of concrete walls, some of them even with a thickness of 50 cm. Seventeen trajectories (4,390 samples) have been traversed for the path loss measurements in this building. Mostly, NLoS predictions are chosen to investigate the path loss prediction.
It is clear that these buildings have very different characteristics. It will be shown that our approach is capable to predict path loss for these different indoor environments.
Path loss measurements
The path loss prediction models incorporated in the prediction algorithm are based upon, and validated with path loss measurements in different buildings. This section discusses the setup for these path loss measurements and their reproducibility.
Measurement setup
As Tx an omnidirectional Jaybeam antenna type MA431Z00 with a gain of 4.2 dBi is used. The Tx is placed at a height of 2.5 m above ground level (typical access point height in public environments). It is fed with a continuous sine wave at 2.4 GHz (ISM-band, typical for WLAN communication) with an EIRP of 20 dBm. Possible interfering sources (e.g., WiFi networks) are deactivated in order not to influence the measurements. The receiver antenna (identical to Tx) is attached to a cart at a height of 1 m (typical user device height) and is connected to a Rohde & Schwarz FSEM30 spectrum analyzer with a frequency range from 20 Hz up to 26.5 GHz. The output of the SA is sampled and stored on a laptop used to record and process the measurement data. The models have been constructed for omnidirectional antenna radiation patterns. Access points mostly have simple monopole or dipole antennas.
Reproducibility
Since the model parameters are based almost solely on the path loss measurements performed on the second floor of the Zuiderpoort building, it is important that the measured path loss values are reliable. Therefore, we investigate the reproducibility of the measurements by executing them four times for each of the five trajectories (three times for T2 due to practical reasons). Figure 1 shows these five measurement trajectories (green squares) with the indication of the access point (blue circle with dot) on the ground plan of (a part of) the second floor. The predicted path loss is superimposed on the floor plan using a colour code, explained in the figure caption. Table 2 shows the average path loss recorded along T1-T5 for the four measurements (Meas1 to Meas4). Table 2 shows that the maximum deviation from the average path loss Δ max varies only from 0.5 dB to 1.5 dB, indicating that one measurement suffices to give a correct estimate of the path loss along a trajectory. These average values will be used to determine the model parameters in Section 7.
Algorithm concept and implementation
In this section, the concept and the implementation of the prediction algorithm is discussed. Our goal is to develop an accurate and fast algorithm that does not make use of extensive fitting to obtain good predictions, as this often leads to results which are only usable for the investigated building.
The planning algorithm predicts the indoor coverage by means of path loss prediction based on the IDP [10] . This model is a compromise between semi-empirical models only considering the "direct" ray between transmitter Tx and receiver Rx (e.g., Motley-Keenan multiwall model [29] ) and ray-tracing models where hundreds of rays and their interactions with the environment are investigated. In the IDP model, propagation focuses on the dominant path between transmitter and receiver, i. e., the path along which the signal encounters the smallest obstruction in terms of path loss. It takes into account the length along the path, the number and type of interactions (e.g., reflection, transmission, etc.), the material properties of the objects encountered along the path, etc. The approach of using the IDP model is justified by the fact that more than 95% of the energy received is contained in only 2 or 3 rays [10] . According to [10] , predictions made by IDP models reach the accuracy of ray-tracing models or even exceed it. In Section 9, model predictions will be compared with ray-tracing tool predictions.
Different propagation properties can be chosen to be included into the IDP model. We have chosen to take into account the distance along the dominant path (distance loss), the corresponding wall losses, and the propagation direction changes along the dominant path (interaction loss). The IDP model as presented in [30] also adds other factors, such as waveguiding, transmitter room size, .... The more factors used though, the more tuning is needed (limited general use) and the more difficult it is to determine the influence of each single factor on the path loss. As a result, neural networks are mostly needed to construct a path loss model. Also, the more influencing factors included, the higher the dimensions of the problem, and the more training patterns needed to construct reliable models. Therefore, we aimed to construct a model as simple as possible, but as complex as necessary for accurate predictions, this way improving the IDP model from [10, 30] . In Sections 7 and 8, it will be demonstrated that the proposed three contributing factors suffice to perform solid predictions.
General path loss model
The path loss model, based on the three discussed contributions (distance loss, cumulated wall loss, interaction loss), will now be discussed. Path losses are determined between the transmit antenna of an access point and a receiving antenna at a certain location. These receiver points are located on a grid, of which the grid resolution can be set as a parameter by the user (e.g., 2 m).
First of all, we need to define 'a path' between two rooms: it is a possible sequence of rooms and walls a ray can propagate through to reach room B from room A. When room A is convex and equal to room B, the most evident path is the LoS path: no walls have to be crossed to get from A to B. Mostly, different paths are possible for a given couple of rooms, and the number of possible paths generally increases exponentially as the number of rooms on the floor increases. The total path loss for a path between an access point in one room and a receiver location in another room, is the sum of the the distance loss along the path, the total wall loss along the path, and the interaction loss along the path. Table 3 are circled on T1, T3, T4, and in rooms E and F.
The total path loss of a certain path can thus be calculated as follows:
where PL [dB] is the total path loss along the path, PL 0 [dB] is the path loss at a distance of d 0 according to Figure 3 Ground plan of 'De Vijvers' with indication of transmitters (blue and purple dots), measurement trajectories (blue and purple rectangles). The points for which the different path loss contributions are investigated in Table 3 are indicated on T3, T4, and T6 with a black dot within a white dot. j L B j is the "interaction loss", i.e., the cumulated loss L B j caused by all propagation direction changes B j of the propagation path from access point to receiver, with j = 1, ..., B, where B is the number of times the propagation path changes its direction. Values for the model parameters will be determined in Section 7. Typical contributions of the distance loss, cumulated wall loss, and interactions loss for different transmitter-receiver configurations will be presented in Section 3.
Search algorithm for dominant path
The dominant path is defined as the path for which the sum of the cumulated wall loss, the distance loss, and the interaction loss is the lowest. We assume thus that this path represents almost the total energy. The minimization is performed by a multi-dimensional optimization algorithm. In the following, the algorithm used for the determination of the dominant path is discussed. The path loss between an access point and a grid point is determined by calculating the path loss for all possible paths between access point and grid point, where optimizations are implemented in order to speed up the calculations. Figure 4a shows an example ground plan of a floor level, where the paths from a random grid point in room 3 (marked with a black dot) to the access point (in room 4) are determined. A tree is created with as root the room in which the investigated grid point is located (e.g., room 3 of Figure 4a ,b). Each branch corresponds to a wall connecting two rooms with as weight the wall loss between both rooms. For each new room in the tree, new branches are originated. This tree represents the possible paths between an access point and the receiver. Figure 4b shows the tree (from receiver Rx to access point AP) corresponding with the ground plan of Figure 4a for the proposed algorithm. In both figures, the rooms are indicated with numbers in squares, and the walls with letters in circles. The tree here yields the following paths, consisting of a sequence of walls to reach room 4 from room 3:
For reasons of clarity, exterior walls are not included in the tree in Figure 4b , since they always lead to the termination of a certain branch. Each time the room with the access point is reached, the total loss is calculated (distance loss + cumulated wall loss + interaction loss). If the total loss for this new path is lower than the current lowest loss, then the best path is updated. In order to find a path as quickly as possible, the branches are added so that the walls closest to the access point are added first. Because the tree is built in a "depth-first" way, the algorithm leads to a solution as fast as possible. This also allows the algorithm to prematurely end branches where the room of the access point could not be reached with a path loss that is lower than the path loss that is currently the lowest, this way reducing the calculation time of the algorithm.
Determination of the physical path between access point and receiver
The physical path from AP to Rx through the rooms and walls is determined as follows. For each of the walls of a path between AP and Rx, the midpoint is determined and added to a sequence of points between AP and Rx, in the right order. The midpoints are denoted with lower case letters: a is the midpoint of wall A, b the midpoint of wall B, .... In Figure 4a , the midpoints are marked with black dots on the different walls of the building floor. Three possible sequences of points between AP and Rx are, e.g., AP-f-a-b-Rx, AP-g-c-Rx, or AP-e-b-Rx. The resulting physical path is built by connecting line segments, each of which is formed by two points of the sequence. The first line segment is formed by connecting AP to the point that is the closest to Rx (according to the order of the point sequence), so that the line segment still intersects the right walls in the right order. For AP-f-a-b-Rx, the first line segment is AP-a: point f can be discarded because AP-a also intersects wall F.
a After adding the first line segment, this process is repeated, but now starting from point a (the second point of the line segment). Since the line segment a-Rx intersects wall B, point b can be discarded from the point sequence. The resulting physical path between AP and Rx, through walls F, A, and B, is thus formed by the line segments AP-a and a-Rx. Figure 4a indeed shows that this path between AP and Rx intersects the walls F, A, and B in the right order. Applying the same procedure to the point sequences AP-g-c-Rx and AP-e-b-Rx yields the physical paths determined by the point sequences AP-c-Rx and AP-Rx, respectively. The physical paths for these two paths are also indicated in Figure 4a . The length of a path (d in Equation (1)) is then the length of the connected line segments that form the physical path. If all walls in Figure 4a are of the same type, the dominant path will here be the direct ray from AP to Rx, through walls E and B.
The algorithm could easily be extended to propagation between different floors. However, we chose not to implement this (yet), because in most (office and public) environments, access points are not supposed to provide coverage on other floors.
Physical rationale: judiciously chosen and physically intuitive path
Our model was aimed at an intuitive understanding of how path loss is affected, without losing accuracy. The three contributions taken into account in the model of Equation (1) (distance loss, cumulated wall loss, and interaction loss) are selected based on the real physical propagation of a wave between transmitter and receiver. The well-known Motley-Keenan multi-wall model [29] in contrast to our model, calculates the loss experienced along the direct ray between transmitter and receiver: it is indeed clear that an increasing distance and a higher number of walls between Tx and Rx (first two factors of Equation (1)) lead to a higher path loss, but this model is not realistic for all situations. We illustrate this with the following example of a configuration of a transmitter and a receiver, both placed in a corridor making a 90°t urn around a reinforced concrete block ( Figure 5 ). In reality, the wave will propagate along the corridor (diffract at the corner point), instead of propagating through the three walls. The power received from the direct ray between Tx and Rx will thus be much lower, meaning the Motley-Keenan model will overestimate the actual path loss. To cope with similar situations, a third contribution factor, the interaction loss, is introduced, taking into account propagation direction changes of the path in our model. Interaction loss is also used in the IDP model in [10] .
To gain more insight into the proposed model, we will now investigate the contributions to the total path loss of the three factors, namely distance loss, cumulated wall loss, and interaction loss, for eight different transmitter-receiver configurations: five points circled in Figure 2 on the third floor of the Zuiderpoort building, and three points indicated with a black dot within a white dot in Figure 3 in the building of De Vijvers. Table 3 shows the three different contributions to the total path loss between the transmit antenna and each of these points P B T , where B indicates the building where the point is located (Z = Zuiderpoort or V = De Vijvers) and T indicates the trajectory on which or the room in which the point is located. The table also shows the dominant path from transmitter to receiver. Different propagation situations are illustrated: LoS P Z T1 , OLoS with one P Z T3 or more P Z E walls between Tx and Rx, and propagation through corridors and/or rooms (all other points). In all cases, the distance loss is by far the most dominant factor. When the cumulated wall loss increases, it becomes more likely that another path (through corridors) will be dominant. In the De Vijvers building (containing a lot of concrete walls), the interaction losses can be quite high (up to 17.2 dB for P V T4 ).
Modeling the parameters of the dominant path model
In this section, the model parameters will be determined. The four buildings described in Section 4 are used for the construction and the validation of the path loss model. We have deliberately chosen different types of buildings (modern office building, retirement home, modern congress center with large exhibition halls, and old arts center), in order to investigate the general applicability of the model. Path loss measurements on the different investigated building floors are used either for tuning the model parameters or for validation purposes (see Table 1 , column 'goal').
Distance loss
A first limitation we impose ourselves is the use of the free-space loss model for the distance loss (see Equation (1): n = 2, PL 0 = 40 dB, d 0 = 1 m), because we aim to use a general model, avoiding fitting and tuning of the model to agree with existing measurement data of a certain environment. This way, we intend to increase the general applicability of Equation (1). Changing these parameters might probably improve the prediction accuracy in the model tuning phase, but it is more likely that the resulting model would be too specific for a specific building (type), something we try to avoid in this research. The free-space loss model seemed like a good starting point for a general prediction model. Results will indicate that this was a feasible choice.
Cumulated wall loss
For the determination of the term representing the cumulated wall loss (see Equation (1), we have first measured the penetration loss of the two wall types present in the Zuiderpoort building, layered drywalls (orange walls in Figure 2 ) and concrete walls (grey walls in Figure 2 ), and we have used the (rounded) values in the model, 2 dB and 10 dB, respectively. For other wall types, we have based the loss values on available literature (e.g., [28] ). For glass (windows or glass doors) 2 dB was used. The importance of correct wall penetration loss values is demonstrated in [26] . Table 4 lists the used values for the penetration losses for thin (< 15 cm) and thick (> 15 cm) walls composed of different material types. We limit this table to the most occurring building materials. The table can easily be extended with 
penetration losses for various other materials using results from additional measurements or numbers and tables of [31, 32] .
Interaction loss
Based on the contribution of the distance loss and wall loss factor obtained as explained above, the value of the third factor, the interaction loss factor (see Equation (1), was adjusted in order to match the predictions to measurements performed on the second floor of the Zuiderpoort building. The measurements on this building floor were thus used to tune the model (see Table 1 , column 'goal') and allowed us to determine the relation between the angle made by a propagation path and the additional loss associated with the propagation direction change. Because the interaction loss should be the same for e.g., three changes of 30°and one change of 90°, a linear relationship is proposed.
where L B,j [dB] is the loss caused by bend B j , A [dB/°] is a parameter depending on the dominant material in the building andB j [
• ] is the angle corresponding with bend B j . Based on measurements in two perpendicular corridors, A was determined at 0.0556 dB/°or 5 dB/90°f or the Zuiderpoort (see Figures 1 and 2 ) building, consisting mainly of layered drywalls. Figure 6 shows the obtained relationship between the angle of the bend made by the propagation path and the corresponding interaction loss of Equation (2) for layered drywalls.
Parameter values for the buildings used for validation
With the model parameters for distance loss, cumulated wall loss, and interaction loss now fixed, measurements on the third floor of the Zuiderpoort building were performed as a first validation without any further tuning (see Table 1 ), albeit in a very similar environment. However, for the De Vijvers building, an environment mainly consisting of concrete walls (versus the lighter layered drywalls in the Zuiderpoort building), the loss when propagating around corners appeared to be higher than for the Zuiderpoort building. The interaction loss for this environment was tuned to a value of 0.1946 dB/°o r 17.5 dB/90°for concrete walls (see Figure 6 , 'concrete'). In fact, it was only tuned for one of the twelve trajectories (T5, a trajectory where the dominant path made a propagation direction change), so all other measured trajectories in this building can be considered as validation trajectories as well (see Table 1 , column 'goal').
For the remaining two buildings (Lamot and Vooruit), all model parameters from the analysis of the Zuiderpoort and De Vijvers buildings were used unchanged. Both buildings mainly consist of concrete, so we could immediately use the interaction loss function from the De Vijvers building (see 'concrete' in Figure 6 ), and validate the model with new measurements, without any additional tuning. Sections 7 and 8 will demonstrate that these validation results are more than satisfactory. Table 1 summarizes the goal (model tuning and/or validation) of the measurements in the different buildings.
For new environments with similar building materials, we advise to use the parameters as derived above. However, when other materials are used, it is important to determine their correct penetration loss value [26] . Also, the interaction loss function could vary for new environments, e.g., in buildings with a lot of glass or metal walls. In that case, the interaction loss function could be determined by executing a limited path loss measurement in two perpendicular corridors. It is expected that, compared to concrete materials, interactions losses are lower for glass materials, but higher for metal walls.
Model performance for second floor of Zuiderpoort building
The model of Equation (1) with its parameters chosen as explained above is first used to calculate the deviations between the predictions and the measurements for the second floor of the Zuiderpoort building. Table 5 shows for all trajectories on the second floor (used for modeling) the measured average path loss PL ms [dB] , the predicted path loss PL pr , and the deviation δ [dB] 
for the considered model for Tx and Rx at heights of 2.5 m and 1 m, respectively. δ [dB] is defined as follows.
Small deviations are obtained in Table 5 for the second floor of the Zuiderpoort building. This is to be expected, since this is the building floor that was used for model tuning purposes. The average of the absolute value of the deviation |δ| is 1.77 dB for the second floor. The deviation δ has an average of -1.15 dB with a standard deviation of 2.33 dB. Values for the standard deviation of 3 dB to 6 dB are considered to be excellent according to [26] . Our prediction algorithm performs better than this requirement.
Validation of path loss model with measurements in other buildings
The parameter values of our prediction algorithm are based on measurements on one floor of one building (second floor, Zuiderpoort, see Section 7). In this section, we validate the general applicability of our method by firstly comparing with measurements on another floor of the Zuiderpoort building and secondly, with measurement results from three other buildings.
Validation cases
The measurement trajectories on the third floor of the Zuiderpoort building (see Figure 2) serve as a first validation for the model proposed in Section 7 (based on measurements on second floor of Zuiderpoort building). Table 5 summarizes for all trajectories on the third floor (T1-T5, A-H, and corr) the measured average path loss PL ms [dB] , the predicted path loss PL pr , and the deviation δ [dB] = PL pr -PL ms for the considered model for Tx and Rx at heights of 2.5 m and 1 m, respectively. An average value for the absolute deviations (|δ|) on the third floor is only 2.56 dB. The mean of the deviations δ for the whole third floor is -0.24 dB with a standard deviation of 3.47 dB. This shows that the obtained prediction model is valid for a similar propagation environment (same building, but other floor, similar materials used) without tuning of the parameters in contrary to, e.g., [33] .
The measurement campaign of twelve trajectories on the ground floor in 'De Vijvers', a retirement home, has been considered as a second validation case. Figure 3 shows the ground plan of 'De Vijvers' with the measurement trajectories (see also Section 4). Table 5 shows that the predictions match the measurements excellently. The average deviation for T1-T12 is only 1.22 dB with a standard deviation of 2.19 dB. The average absolute deviation is 1.73 dB, while the maximum deviation is 5.07 dB (trajectory T9). The deviations are small especially for the trajectories with the lowest path losses (T1, T2, T11, T12 are LoS or OLoS) which will be most relevant for actual networks (locations on trajectories with PL > 90 dB will probably have no WiFi reception). From these small deviations we can conclude that the model is also valid for a different environment than the one for which the model was originally constructed. Only the interaction loss model has been adapted, based on one trajectory (T5). The measurement campaign of thirteen trajectories on the third and fifth floor in congress center 'Lamot' has been considered as a third validation case, and the measurement campaign of seventeen trajectories on three floors of arts center 'Vooruit' as a fourth validation case. Table 5 lists the measured path loss for the trajectories and the comparison with the prediction PL pr (columns 'Lamot' and 'Vooruit'). Again, predictions are very accurate, indicating that the proposed model is valid for environments for which the model has not been tuned. Table 6 gives a summary of the average absolute deviations |δ| avg , the average deviations δ avg , and standard deviation s of δ avg for all investigated buildings. The number between brackets indicates the building floor for the Zuiderpoort building. This table again shows the accuracy of the prediction, even for buildings where no tuning at all has been performed (Lamot and Vooruit). Compared to literature (see Section 2), these are all small deviations. In [10] , the obtained deviations are similar, but there, δ was considered, while we used |δ|, which is more correct. Moreover, the values in [10] were obtained for a similar environment, whereas we have investigated different environments, indicating the improvement compared to [10] .
Summary of validation
From our measurements, it appeared that the doors in the Vooruit building had a greater penetration loss than the losses used in the algorithm (glass doors with a loss Table 7 shows the measured average path loss PL meas [dB] along trajectories T1, T2, and T4 on the third floor of the Zuiderpoort building (see Figure 2) Table 7 shows that there are large differences between the four settings. For the relatively 'easy' trajectories T1 (LoS trajectory) and T2 (adjacent room), differences up to 5.0 dB (47.9 dB versus 52.9 dB) and 8.3 dB (50.8 dB versus 59.1 dB), respectively, are obtained. Table 7 also compares the measured average path loss PL meas [dB] along a trajectory in the corridor (corr) and in rooms A-H on the third floor (see Figure 2) with PL ray sim [dB] . It shows again that there are very large differences between the four ray-tracing simulation settings. Close to the transmitter (A, B, C, corr), 1R 4T 1D is the best choice. It should be noted that for 2R 2T 1D and 1R 4T 1D, not all trajectories could be calculated (see '-' in Table 7 ), because more interactions were needed to reach the receiver. For a higher number of allowed interactions however (i.e., 6R 8T 1D), the calculation time exceeds 24 h (on a computer with an Intel Xeon-3400 single-core 3.4 GHz processor with 4 GB DDR2-SDRAM).
If we compare the agreement of PL pr (Table 5 , column 'Zuiderpoort') and PL ray sim (Table 7) with the measurements PL ms , it is clear that the best agreement is obtained for our prediction and no dependency of settings is present. Moreover, the path loss calculations according to the proposed prediction algorithm take only 4 s (on a computer with an Intel Pentium D930 dual-core 3.00 GHz processor with 1 GB DDR2-SDRAM).
We can conclude that the path loss predicted by Wireless InSite depends heavily on the simulation settings, that the optimal simulation setting depends on the investigated location relative to the transmitter, and that the calculation time becomes very high when more reflections, transmissions, and diffractions are allowed. Prediction errors may be caused by the fact that ray-tracing does not take into account the contribution to the total received power of diffuse multipath components b [34] , while it has been shown that these can not always be ignored [35] .
Applicability to a wireless testbed
It is now investigated if the propagation model presented in the previous sections can be used to predict the path loss at the locations of the (fixed) nodes of a wireless testbed network, w-iLab.t. The testbed network and the setup for the performed measurements will be presented, followed by an investigation of the prediction quality. 
w-iLab.t testbed network
The w-iLab.t network consists of 34 WiFi nodes, installed at a height of 2.5 m in different rooms on the third floor of the Zuiderpoort office building in Ghent, Belgium (see Section 4). Figure 8 shows the location of all WiFi nodes on this floor (90 m × 17 m). The nodes are Alix 3C3 devices running Linux. These are embedded PC's equipped with a Compex 802.11b/g WLM series MiniPCI network adapter. The wireless network interface is connected to a vertically polarized quarter-wavelength omnidirectional dipole antenna with a gain of 3 dBi. An 802.11b signal is transmitted by node 31 (indictated with red circle in Figure 8 ) with a power of 0 dBm at a data rate of 1 Mbps. In total, 9000 packets are transmitted at a rate of 10 packets/s. In this analysis, all other nodes are receiving nodes measuring the Received Signal Strength Indicator (RSSI). For the conversion of RSSI values to received powers (and path losses), a calibration of the nodes is performed.
Calibration of w-iLab.t testbed nodes
Since the testbed nodes record RSSI values, we first need to be able to reliably map these RSSI [dB] values to received power values P rec [dBm] . Therefore, for each power value between -83 dBm and -15 dBm, we recorded about 500 RSSI values and calculated the average. The values for P rec were obtained by amplifying a fixed transmitting power and reading the received power on a spectrum analyzer. The same transmitting and amplifying values were then used for the testbed nodes, while the RSSI was measured at the receiving node. Figure 9 shows the received power P rec as a function of the measured average RSSI values ('experimental'). A linear regression fit was made:
where a [-] and b [dBm] are parameters. This fit yielded a value of 0.9983 for the parameter a, indicating that an increase of 1 dB for the RSSI approximately corresponds with an increase of 1 dB in received power, which is to be expected. A value of -91.7 dBm is obtained for b. Figure 9 shows that the fit matches the experimental results very well. The value of b (-91.7 dBm) can be considered as the noise floor for the system. According to [36] , a (quasi-)constant noise floor was observed for realistic measurements. This allows using the fit to transform RSSI values into received power values when processing actual measurements in the w-iLab.t testbed network.
Results
Path loss measurements with the spectrum analyzer have been executed close to the testbed node locations (distance less than 30 cm). The obtained PL values have been compared with the prediction and with the path loss values PL testbed measured by the testbed nodes themselves. Nodes in the same room or nodes close to each other have also been investigated as a group as shown in Figure 8 , in order to obtain a more averaged value, since the measurement locations are subject to small-scaling fading mechanisms, which are not taken into account in the prediction algorithm. Figures 10 and 11 show the path loss PL 2.5 m pred predicted by the algorithm and PL testbed as a function of the path loss PL SA measured by the spectrum analyzer for all nodes separately and for the grouped nodes, respectively. Perfect agreement is represented by the full line, which we consider to be correct values. Table 8 shows the mean deviations δ mean and standard deviations s between the SA measurement, the prediction, and the testbed measurements. Figure 10 and Table 8 show that the mean deviations vary between -0.27 and -2.14 dB when all nodes are considered separately, with standard deviations between 4.72 and 6.96 dB. When nodes are grouped, both the mean deviations (maximum of 1.56 dB) and the standard deviations (maximum of 4.65 dB) are lower (see Figure 11 and Table 8 ). In general, the predictions have a fair correspondence with the spectrum analyzer measurements.
First, the main reason for deviations is the influence of fading mechanisms. The measurements are heavily influenced by small-scale fading because it is impossible to execute the SA measurements at exactly the same locations as the testbed measurements. The short wavelength at 2.4 GHz (12.5 cm) causes the signal to rapidly vary when transmitter or receiver are moved over small distances of only a few centimeters. Although grouping the nodes provides us with a slightly averaged value, it is impossible to obtain average values which are not influenced by small-scale fading, since in total, we only dispose of 33 measurements executed at point locations (most considered node groups consist of only 2 to 4 locations, see Figure 8) .
A second reason for the deviations is that the path loss close to the transmitter (low path losses) is somewhat overestimated by the prediction (see also T1(2) in Table 5 , column 'Zuiderpoort'). Finally, the path loss is somewhat underestimated by the prediction model (± 3 to 5 dB) for locations with higher losses (see Figures 10  and 11 ). The reason for this is that some rooms on the third floor have metal cupboards against the wall, which make the actual path losses increase, but these metal cupboards are not taken into account in the prediction algorithm.
We can conclude that, due to small-scale fading, it is difficult to accurately predict path losses at (fixed) point locations, but a reasonable prediction can still be obtained.
Access point selection algorithm
The increase in indoor WiFi deployments leads to the appearance of a lot of access points in (professional) environments. These access points are often placed in a more or less arbitrary way, not always leading to an optimal network layout. Overdimensioning the network not only increases the installation and operational costs, it also causes an increasing amount of interference and a sub-optimal use of resources. Moreover, different companies mostly have their own WiFi network, installed and operating independently from other networks. Sharing wireless network infrastructure and resources between different wireless networks could increase QoS, spectrum use efficiency, energy efficiency, ..., this way providing benefits for all participating networks. A part of the access points could e.g., be switched off, without affecting connectivity. This section presents an access point selection algorithm: it selects a minimal number of access points out of a larger set, while still meeting a certain throughput requirement in the rooms to be covered. The calculations are based on the path loss prediction algorithm discussed in the first part of this article.
Algorithm
The goal of the access point selection algorithm is to optimize the existing network without relocating access points and without affecting coverage. The procedure to realize this consists of first switching all access points off, and then, as long as not all coverage requirements have been met, switching on access points from the original set one by one. Figure 12 shows a flow graph of the full algorithm. As a start, the throughput requirement in each room is set according to one of the following two options.
• The first option is to demand that the throughput at each grid point location in a room is minimally equal to the lowest throughput in that room achieved by the original network.
• The second option is to allow, in specific rooms, that the throughput is lower than the throughput provided by the original network. E.g., one can set the minimal throughput in a toilet to 0 Mbps, while the original network provides a throughput of e.g., 24 Mbps. It is allowed that the throughput is higher than this lower limit, but it is not required.
Both options eventually lead to a required minimal throughput in each room, which is not higher than the throughput provided by the original network.
Besides the throughput requirements, a second input parameter of the algorithm is the type of receiver for which the access point set is reduced, since the throughput depends on the performance of the receiver. Finally, it is obvious that also the location and transmit power of the N access points of the original set are needed to execute the selection algorithm.
Next, all access points are switched off. Based on the input parameters, the access point selection algorithm then decides which access points are switched on again (with their original transmit power), and which ones are redundant to meet the throughput requirements. Access points from the original set of original access points will be switched on one by one, as long as the throughput requirement has not been met in all rooms of the building floor. The access point that is switched on, is the one that is considered as the 'best access point' at that stage in the algorithm. Each time a new access point (this 'best access point') is switched on, it is calculated if all coverage requirements in the different rooms are met. If this is not the case, a new 'best access point' is chosen out of the remaining set of access points (the access point that is already switched on is removed from the set). The process is repeated until all throughput requirements are met. This will eventually be the case, since the throughput requirements cannot be set more restrictive than the throughputs provided by the original network. It is now explained how the 'best access point' is chosen out of a set of M access points. At the start of the algorithm, M will be equal to N (the size of the original network), and its value will decrease by one, each time an access point is switched on, because then, this access point is removed from the investigated set.
Selection of 'best access point'
The 'best' access point is bubbled up from a set of M, by subsequently comparing two access points. This means that first AP 1 and AP 2 are compared, after which the best access point of the two is compared with AP 3 . Again, the best access point is retained and now compared with AP 4 . This process is repeated, so that after M-1 access point comparisons, the 'best' access point is found. Figure 12 shows for each comparison between two access points how it is decided which access point AP is the best of the two.
In most cases, the default rule will be applied to decide which access point is the best of the two. The default rule is to prefer the access point that covers the most receiver grid points that require coverage but that are not yet covered by the access points that have already been switched on.
However, a different decision rule is applied for access points in large isolated rooms. A large isolated room (see Figure 12 ) is a room that cannot be covered by a single access point and for which the length of the walls of the room perimeter consists for more than 50% of outer walls or walls with a penetration loss of 10 dB or more. These are thus large rooms for which the placement of access points has a relatively low influence on the coverage of adjacent rooms, e.g., exhibition halls. Therefore, a good access point placement within the considered room will be searched for. For large isolated rooms, the lowest average distance d avg between remaining non-covered grid points after adding an access point is used as criterion to select the best access point (see asterisk in Figure 12 ). The reason to select this criterion will be explained in Section 12, where an algorithm for network optimization without any location restrictions for the access points will be presented. Figure 12 Flow graph of the access point selection algorithm (d * avg = the average distance between the remaining non-covered grid points after adding an access point).
Performance of access point selection algorithm
The access point selection algorithm is now applied to the third floor of the Zuiderpoort office building, presented in Section 4. Here, no large isolated rooms are present, so the best access points are those that cover the most grid points that are not yet covered by the switched-on access points (default rule). Figure 13 shows the original network consisting of 27 access points. The throughput requirements are indicated as 'activities' on the figures: a green flag indicates a HD video requirement, a red flag indicates that there is no coverage needed in that room. Other possible activities are 'Internet video streaming' with a lower quality (e.g., Youtube), and 'Surfing', each with their corresponding bit rate. These bit rates are chosen as follows: HD video streaming at least 40 Mbps (Blu-ray quality), Internet video streaming 3 Mbps, and surfing 1 Mbps. The required bit rate is converted into the corresponding required received power based on the access point's datasheet. Whether or not this throughput is actually achieved obviously not only depends on the received power, but also on the number of users, the interference, protocols on higher layers, .... This is however not the scope of this research and can be considered as future study. We will still use the throughput conversion and the activity flags though, for a more understandable illustration of the algorithm. Figure 14 shows the reduced network: only six access points are needed to ensure the required coverage, instead of 27 in Figure 13 .
Network optimization algorithm
Due to the popularity of the technology, new indoor WiFi networks are very often being installed. As this task is mostly performed by trial-and-error, the need arises for algorithms to perform this task in a clever Figure 13 Original network with indication of access points (purple) and throughput requirements (red and green). way. In the future, it is expected that also in home environments more than one access point will be needed to meet the increasing high-rate connection requirements.
This section presents a network optimization algorithm: it determines the minimal number of access points needed to satisfy a certain throughput requirement in the different rooms, and their optimal position. The calculations are based on the prediction algorithm discussed in the first part of this article and on the access point selection algorithm described in Section 11.
Algorithm
The algorithm for the network optimization is similar to that of the access point selection algorithm described in the previous section. However, the access point selection algorithm optimizes a network by only using access points from the original set, while the network optimization algorithm has no restrictions on the location of the newly installed access points. It starts from a floor without any access points and it places new access points at the 'best' locations on the whole building floor. Figure 15 shows a flow graph of the network optimization algorithm. In a first step, the throughput requirement in the different rooms is set, corresponding with the activities described in Section 2. The optimization algorithm tries to achieve this with the least amount of access points possible. The other input parameters for the algorithm are the transmit power of the access points that will be placed, and the type of receiver for which the throughput will be calculated.
In a second step, a set of candidate access points is created, denoted as 'the pool' (Section 12.1.1 explains how this pool is created). Then the access point selection algorithm is applied, where the best access point is bubbled up from this pool. In the previous section, the pool consisted only of the original set of access points. Here, this pool will be judiciously composed (of about 100 access points), in order to allow an optimal choice for the placed access point. As in the access point selection algorithm, after adding 'the best access point' (selected from the pool) to the set of access points, it is checked whether all coverage requirements are met. As long as this is not the case, a new pool of access points is created and the best access point is bubbled up from it and added to the set. It is now explained how the pool of candidate access points is created.
Pool creation
Before the algorithm can add an access point to the set of access points, a set of candidate access points has to be created, 'the pool'. More candidates mostly allow a better access point placement, so a large set will be created (mostly around 100 access points).
First, the four rooms containing the most grid points that still need to be covered, are considered. Initially, these rooms will be the largest ones. Mostly about 25 candidate access points will be created in each of these four rooms, meaning that the selected (best) access point will be also located in one of these four rooms. A distinction is made between convex and concave rooms c .
• For convex rooms, locations on a grid with a spacing of 1.5 m are investigated. If this corresponds with more than 25 locations in that room, the grid spacing is increased by 0.5 m at a time, until the number of locations drops below 25, or the grid Figure 15 Flow graph of the network optimization algorithm. The asterisk(*) indicates that this block corresponds to the (large) third block of Figure 12 , now applied to the pool (set of M access points = the pool).
spacing becomes 4 m. This is done to limit the number of selected locations for large rooms In the four considered rooms, candidate access points are created at the selected locations, with a transmit power as defined by the user. The pool is defined as the resulting set of access points. It should be noted that, if the coverage requirements in all rooms have not been met after adding the best access point from the pool to the set of access points, a new pool is created to select the next access point to be added to the set of access points (see feedback loop in Figure 15) .
Again, the four rooms containing the most not yet covered grid points are considered, but these four rooms will most probably change each time an access point is added to the set of access points. Figure 16 shows the the optimized network on the same building floor as in Section 2. Optimal placement of access points allows to meet the coverage requirement of Figure 13 with only five access points (versus six in Figure 14 : the optimization algorithm performs indeed better than access point selection algorithm, due to the larger, and cleverly constructed access point pool).
Performance of the network optimization algorithm
Next, network optimization is performed for a large exhibition hall (94 m × 62.5 m). For this building, the rules for large isolated rooms are applicable (see Section 1) and 368 access points are eventually added to the pool. Figure 17 shows the network after optimization, consisting of six access points. The added access points are marked with a number indicating the adding order and a circle around it, visualizing the coverage area of the access point. The reason to use d avg as a criterion (see Section 1) for the selection of the best access point in large isolated rooms, is now illustrated.
If the default rule would be applied (i.e., choosing the access point that covers the most receiver grid points that require coverage but that are not yet covered), the optimized network would consist of nine access points, as shown in Figure 18 . The first three added access points are marked with a number indicating the adding order. The circle around it again visualizes the coverage area of the access points. The other six access points are marked with a dark grey dot. According to the default rule, the first added access point indeed covers the most grid points. However, there are small areas that remain uncovered (e.g., top left shaded area). Addition of access points 2 and 3 also leave small uncovered areas (other shaded areas). To eventually cover the whole room, additional access points are needed to cover each of these small areas, resulting in a set of nine access points. Therefore, it is better to think one step ahead in the algorithm and avoid the creation of these uncovered areas, because adding a new access point only for covering a relatively small area is not really an optimal adding strategy.
When using d avg as a criterion, the room is covered starting from the side of the room: access point 1 is placed at the bottom left side of the ground plan of the room (see Figure 17 ). This avoids being left with small uncovered areas: the remaining non-covered grid points remain more or less grouped after each access point addition, because that way, they have the lowest average distance d avg between them. This approach makes it Figure 16 Optimized network with indication of access points (purple) and throughput requirements (red and green).
easier to cover the remaining grid points in a next phase. Figure 17 shows that six access points are needed in total, instead of nine (the coverage range of access point 6 is not shown in Figure 17 , in order not to overload it).
Conclusions
A heuristic network planning algorithm has been developed and validated for the prediction of path loss in indoor environments. It has been applied to 2.4 GHz WiFi networks and bases its calculations on the dominant path between transmitter and receiver. The algorithm, concept, and physical rationale have been presented. The quality of the prediction is validated with measurements in four buildings. In contrary to many existing tools no tuning of the model parameters is performed for the validation. Excellent correspondence between measurements and predictions is obtained, even for other buildings and floors, demonstrating the general applicability of the proposed approach. Measurements and predictions are compared with ray-tracing simulations. Ray-tracing tools appear to be very dependent on the parameter settings for path loss predictions in indoor environments and are thus less suitable for general application. Compared to literature, our model delivers good prediction results. Predicting the path loss at specific point locations (e.g., at the location of nodes in a wireless testbed) is more difficult due to small-scale fading mechanisms. This algorithm allows to quickly set up a new access point network for different types of indoor environments.
Algorithms are presented to reduce the number of access points in overdimensioned networks without affecting coverage (access point selection algorithm) and to achieve a certain throughput with the least amount of access points possible (network optimization algorithm).
The developed algorithms have proven their use for the accurate calculation of path losses in indoor environments and for optimal network planning. These algorithms can serve as a basis for future developments and extensions.
• The prediction model can be extended for propagation through floors or ceilings and additional wall types can be investigated.
• Characteristics of protocols at higher layers, the influence of the number of devices connecting to an access point, and the interference between devices Figure 17 Optimized network in a large exhibition hall, using the rules for large isolated rooms (see Section 1), with indication of coverage ranges and adding order (the coverage range of access point 6 is not shown in the figure).
can be characterized and taken into account in the algorithms, in order to further improve coverage estimations.
• The access point selection algorithm can be extended to not only enable switching access points on or off, but also adapting transmit powers. This approach fits well in the current trend towards "greener" networks with lower energy consumption and a lower human exposure to RF (Radio Frequency) radiation.
• Procedures can be developed for real-time interaction of the algorithm with existing networks. Varying throughput requirements or access point failures can then be coped with by the network planning algorithms. Feedback about actual observed path losses and throughputs can be used in the algorithms to improve the prediction models for the monitored network environment. b In case objects interacting with the incoming wave are not smooth and electrically large, interactions will not result in specular paths with welldefined, discrete directions in space, but rather in scattered or diffuse paths that are distributed over a certain range of directions. These scattered paths are referred to as diffuse multipath components.
c A convex room is a room where none of all the possible line segments between two points inside it, intersects a room wall. A concave room is a room that is not convex.
d If the room is very large, the number of access points can be higher than 25: with a grid spacing of 4 m, this will be the case for rooms larger than about 400 m 2 (25 locations with a surface of 4 m × 4 m). 
