This paper considers optimal routing and channel assignment (RCA) schemes to realize hypercube communication on optical mesh-like networks. Specifically, we identify lower bounds on the number of channels required to realize hypercube communication on top of array and ring topologies and develop optimal RCA schemes that achieve the lower bounds on these two topologies. We further extend the schemes to mesh and torus topologies and obtain RCA schemes that use at most 2 more channels than the optimal for these topologies.
Introduction
In an optical interconnection network, each physical link can be multiplexed to create several virtual channels via either Time-division multiplexing (TDM) or wavelengthdivision multiplexing (WDM) [3, 6, 8] . A direct optical connection, also called a lightpath [3] , between two nodes can be established using the virtual channels. To achieve alloptical communication without optical/electrical and electrical/optical conversions at intermediate nodes, the same channel on all links along the path must be used to establish the lightpath. This requirement is called the channelcontinuous requirement [2] .
Due to the channel-continuous requirement, traditional embedding techniques, which typically minimize the congestion for a given communication pattern, are not sufficient to minimize the number of virtual channels needed to realize the communication in an optical network. Routing and channel assignment (RCA) tries to minimize the number of channels to realize a communication requirement by This work was supported in part by NSF award MIP 9633729. taking into consideration both routing options and channel assignment options. The RCA problem can be described as follows. Given a set of all-optical connections, the problem is to (a) find routes from the source nodes to their respective destinations, and (b) assign channels to these routes so that the same channel is assigned to all the links of a particular route. The goal of RCA is to minimize the number of assigned channels. We show in this paper that, using traditional XY shortest path routing, (nearly) optimal RCA schemes for realizing hypercube communication on meshlike topologies can be achieved.
Realizing hypercube communication efficiently on optical mesh-like networks is important because of the following reasons. (1) There exist many parallel algorithms that use the hypercube communication pattern [7] . (2) Realizing a virtual hypercube topology, whose diameter is OlgN, where N is the network size, on top of a mesh-like topology with a larger diameter, reduces the average number of relays when messages are routed on the virtual hypercube rather than on the physical mesh-like topology. The number of relays per message transmission is particularly important in optical networks where a relay requires optical/electronic and electronic/optical conversions. An extensive study of the maximum throughput and the message delay of routing dynamic traffic on the virtual hypercube described in this paper is performed in [12] , where it is shown that routing messages on the logical hypercube, in general, improves the communication efficiency over routing messages on the physical mesh-like topologies.
In this paper, we study optimal RCA schemes for hypercube communication on optical mesh-like networks.
Specifically, given networks of size N, we prove that b 2N 3 c and b N 3 + N 4 c channels are the minimum required to realize hypercube communication on array and ring topologies, respectively. We develop routing and channel assignment schemes that achieve these minimum requirements, which indicates that the bounds are tight and the schemes are optimal. We further extend these schemes to mesh and torus topologies. We prove that for a 2 k 2 r,k (k r,k) mesh or torus, b 22 k 3 c and b 2 k 3 + 2 k 4 c channels are the minimum required for realizing hypercube communication, respectively. We obtain routing and channel assignment schemes that use at most 2 more channels than the optimal to realize hypercube communication on these topologies.
Many researchers have studied the RCA problem in the context of either WDM networks or TDM networks. Heuristic RCA algorithms for arbitrary networks have been developed [2, 4, 10, 13] for WDM networks. In [2, 10] , the optimal RCA problem is formulated as the multicommodity 0-1 flow problem which is NP-hard. Realizing hypercube communication is a subproblem of the general optimal RCA problem in [2, 10] . However, our algorithms provide exact solutions to the problem without the need to exploit exponential search domains. Heuristic algorithms for channel assignments on mesh topologies are studied in [11] . In [9] , RCA for permutation communication patterns in meshlike networks is considered. In [8] , optimal schemes for realizing all-to-all patterns in multi-stage networks are presented. In [5] , message scheduling for all-to-all communication in mesh-like topologies is described. A large body of related embedding techniques are surveyed in [7] . However, as discussed earlier, the objective and the techniques of RCA are different from that of embedding. To the best of our knowledge, optimal routing and channel assignment for hypercube communication in mesh-like topologies has not been studied previously.
The rest of the paper is organized as follows. In section 2 defines the problem. Section 3 considers the array topology. Section 4 discusses the ring topology. Section 5 presents the scheme for meshes and section 6 considers the torus topology. Section 7 concludes the paper.
Problem definition
We model a network as a directed graph G(V, E), where nodes in V are switches and edges in E are links. Each node in a network is assigned a node number starting from 0. We assume that, in arrays and rings, the nodes are numbered from left to right in ascending order, and that the nodes are numbered in row major order for meshes and tori of size n m. That is, the node in the ith column and the jth row is numbered as j m + i. Fig. 1 shows a 4 4 torus topology. This paper focuses on studying the optimal RCA schemes for these traditional numbering schemes. Optimal node numbering (and its RCA) is a much more complex problem and is beyond the score of this paper. We assume The condition (1) ensures that each channel on one link can only be assigned to one connection. The condition (2) ensures that each node can only use one channel to send to or receive from one other node. A channel assignment that violates condition (1) is said to have link conflicts, and a channel assignment that violates condition (2) is said to have node conflicts. We denote by AR the set of channels assigned to the paths in R and by jARj the size of AR. We denote by wG; I; R the minimum number of channels for the routing R, thus wG; I; R = min A fjARjg. We denote by wG; I the smallest wG; I; R over all R, i.e.
wG; I = min R fwG; I; Rg 
Hypercube connections on linear arrays
Since routing in a linear array is fixed, the RCA problem is reduced to a channel assignment problem. Given a linear array of size N = 2 r , we prove that b 2N 3 c channels is the lower bound to realize the hypercube communication by showing that ARRAYN; H r b 2N 3 c. We then develop a channel assignment scheme that uses b 2N 3 c channels for the hypercube communication. This proves that the bound is a tight lower bound and that the channel assignment scheme is optimal.
A lower bound
Using Lemma 1, we will obtain a lower bound by proving that there exists a link in the linear array that is used b 2N 3 c times when realizing H r . The following lemmas establish the bound.
Lemma 2:
In a linear array of size N = 2 r , where r 2, there are 2 r,1 connections in DIM r,1 DIM r,2 that use the link n; n+ 1 for any specific n satisfying 2 r,2 n 2 r,1 , 1.
Proof:
The connections in DIM r,1 and DIM r, Consider the connections in DIM r,1 . All connections i; i + N 2 with 0 i n use link n; n + 1 , where 2 r,2 n 2 r,1 , 1. Hence, as shown in Fig. 2 (a) The proof of Lemma 3 is constructive in the sense that the link that is used at least b 2N 3 c times can be found.
By recursively considering the second quarter of the linear array, we conclude that the source node, n, of the link n; n + 1 that is used at least b 2N 3 c times in H r is 
An optimal channel assignment scheme
By the definition of hypercube communication, connections in H r can be partitioned into three sets, DIM 0 , E VE N r and ODD r . DIM 0 contains the dimension 0 connections, E VE N r contains connections between nodes with even node numbers, and ODD r contains connections 
assign connections in DIM 0 to one channel. r,2 using K channels. The four sub-cube patterns can be realized in 4K channels. The remaining connections to be considered are those in DIM 0 and DIM 1 . It can easily be proven that connections in DIM 0 and DIM 1 can be assigned to 2 channels as shown in Fig. 3 . Hence, the hypercube communication H r can be realized using a total of 4K + 2 channels. 
Hypercube connections on rings
By having links between node 0 and node N , 1, two paths can be established from any node to any other node on a ring. It has been shown [1] that even for a fixed routing, general optimal channel assignment problem is NPcomplete. In this section, we focus on the specific problem of optimal RCA for H r on ring topologies. We obtain a lower bound on the number of channels needed to realize H r and develop optimal routing and channel assignment that achieves this lower bound and is, thus optimal. Our RCA scheme uses an odd-even shortest path routing. Given a ring of size N = 2 r , an odd-even shortest path routing works as follows. A connection between two nodes is established using a shortest path. Connections that have two shortest paths are of the forms i; i + 2 r,1 and i; i , 2 r,1 . For these connections, the clockwise path is used if i is even and the counter-clockwise path if i is odd.
The channel assignment algorithm is derived from Lemma 6. There are two parts in the algorithm, channel assignment for connections in DIM r,1 and channel assignment for connections in DIM 0 :: DIM r,2 . Channel assignment for connections in DIM 0 :: DIM r,2 is equivalent to channel assignment for two H r,1 in two disjoint arrays, thus, using the channel assignment scheme (for array) described in the previous section, b N 3 c channels can be used to realize these connections. For the connections in DIM r,1 , using odd-even shortest path routing, four connections in DIM r,1 , i; i + 2 r,1 , i + 2 r,1 ; i , i + 1 ; i + 2 r,1 + 1 , i + 2 r,1 + 1 ; i + 1 , can be realized using one channel. We denote by C O N F I G i these four connections. Since the union of all C O N F I G i , where i = 0 ; 2; 4; :::; N=2, 2 is equal to DIM r,1 , N=4 channels are sufficient to realize DIM r,1 . Fig. 7 shows the channel 
Figure 8. a Mesh configuration
Since we already know the optimal channel assignment for H row k and H col r,k , the challenge here is to reuse channels on connections in two dimensions efficiently. Let us define an array configuration as the set of connections in a linear array that are assigned to the same channel. Ring, mesh and torus configurations are defined similarly. Using the definition of configurations, a mesh configuration can be obtained by combining array configurations in the rows and the columns. For example, if an array configurations in x dimension and an array configuration in y dimension can be combined into a mesh configuration, the two array configurations can be realized in the mesh topology using one channel. Notice that, while there is no link conflict when assigning channels to row and column connections, node conflicts may occur and must be avoided. 
Conclusion
In this paper, we studied optimal schemes to realize hypercube connections on mesh-like optical networks. We prove that b 2N 3 c and b N 3 + N 4 c are tight lower bounds of the number of channels needed to realize hypercube connections on linear arrays and rings of size N, respectively. We develop optimal RCA algorithms that achieve these lower bounds. Also, we study the mesh and torus topologies and develop RCA algorithms that use at most 2 more channels than the optimal. Our results can be used to efficiently establish virtual hypercube topologies on optical mesh-like physical networks. They can also be used to realize hypercube communications efficiently for parallel algorithms that involve such communication.
