Abstract-As essential building blocks of the future smart grid, microgrids can efficiently integrate various types of distributed generation (DG) units to supply the electric loads at the minimum cost based on the economic dispatch. In this paper, we introduce a decentralized economic dispatch approach such that the optimal decision on power generation is made by each DG unit locally without a central controller. 
I. INTRODUCTION
O PERATING at a distribution voltage level, the microgrids are small-scale power systems designed to utilize the distributed generation (DG) units to supply the electrical loads in local areas such as a residential community, a university, and an industrial site [1] . In addition to the environmental benefit in terms of using more renewable energy sources, the microgrids can reduce the transmission and distribution (T&D) losses based on the physical proximity of DG units and loads. Since various types of DG units such as wind turbines, photovoltaic (PV) panels, and fuel cells may coexist, one pivotal problem in microgrid management is the economic dispatch which balances the power generation and A. Abdrabou is with the Department of Electrical Engineering, UAE University, Al-Ain, Abu Dhabi, 17555, UAE (e-mail: atef.abdrabou@uaeu.ac.ae).
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loads at a minimum monetary cost. Different from traditional power systems with thermal energy power generators, the economic dispatch in microgrids is challenging because of the intermittent and climate-dependent nature of renewable energy sources. As the accuracy of estimating the capacity of DG units and loads is limited, the economic dispatch is performed in a relatively small time scale, e.g., every five minutes for California Independent System Operator (CAISO) with wind/solar integration [2] , and a communications/control delay within 2-10 seconds [3] . Both centralized and decentralized approaches can be used to achieve economic dispatch. Most existing centralized approaches assume that the estimates or statistics of power generation and loads acquired by a central controller are accurate [4] , [5] , [6] . Although the centralized economic dispatch has the advantage of high efficiency, it suffers from the problem of a single point of failure and high deployment cost in terms of a powerful central controller and a communication infrastructure (such as a fiber-optic network [1] to connect each DG unit or load to the central controller). On the other hand, the decentralized economic dispatch can avoid a single point of failure and fits the plug-and-play nature of DG units and loads in microgrids [7] . Since information exchange only needs to be established among neighboring nodes (corresponding to the DG units or loads), low-cost short-range wireless communication devices such as WiFi and ZigBee devices can be implemented to establish the network infrastructure [8] . In order to achieve the same efficiency in cost minimization as the centralized counterpart, the DG units should acquire the accurate power generation and load information in a decentralized manner [9] . Multiagent coordination is a promising solution for decentralized load restoration [10] in microgrids since the accuracy of information discovery is guaranteed based on the average consensus theory. Several medium access control (MAC) protocols are proposed in [11] to facilitate multiagent coordination in microgrids via wireless networks. However, as the convergence speed decreases significantly as the network size increases, how to implement multiagent coordination to achieve economic dispatch in a small time scale is still an open issue. Although better network connectivity can improve the convergence speed of multiagent coordination according to the small-world phenomenon [12] , simply increasing the transmission power of wireless devices is not helpful since the connectivity benefit is reduced by increased wireless interference [13] . Therefore, an auxiliary network infrastructure is indispensable for efficient decentralized economic dispatch in microgrids via wireless networks.
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Symbols Definitions B
The set of dual-mode nodes c
The set of all possible costs in economic dispatch G The number of types of DG units
The set (number) of activated cellular communication devices
The set of neighboring nodes of node v Q m
The set of cluster members with respect to node m S Qm The number of time slots for deterministic ad hoc communication link scheduling with respect to the nodes in Q m T The duration of information exchange period T A The duration of information exchange via ad hoc network for hierarchical multiagent coordination T B The duration of one broadcast T D The duration of economic dispatch period V The set of all nodes in the microgrid X g (X g ) The (average) cumulative capacity of type g DG units
The (average) aggregated loads
In this paper, we present a heterogeneous wireless network architecture to achieve decentralized economic dispatch in microgrids. Each node is equipped with a short-range (e.g., WiFi or ZigBee) wireless communication device for information exchange in an ad hoc mode. Several nodes are further equipped with cellular communication devices and are referred to as dual-mode nodes for connectivity improvement. By activating the cellular communication devices, information exchange beyond the one-hop neighbors in the ad hoc network can be enabled. Based on the analysis of the economic dispatch problem, an equivalence between the optimal economic dispatch and average consensus is shown. A multiagent coordination approach is proposed to solve the economic dispatch problem such that each node only needs to discover the average values of the cumulative capacity (i.e., the maximum aggregated output) of each type of DG units and aggregated loads. To avoid a slow convergence speed of multiagent coordination, the cellular communication devices of the dual-mode nodes are optionally activated. Two multiagent coordination schemes are proposed to incorporate the cellular communication links. The single-stage multiagent coordination scheme requires only neighboring node information and is fully distributed, while the hierarchical multiagent coordination scheme utilizes the network topology information for performance improvement based on clustering and deterministic wireless link scheduling. The convergence speeds of both schemes are analyzed with respect to the number of activated cellular communication devices. The analytical results show that, with more cellular communication devices being activated, a (possible) improvement in the convergence speed can be obtained.
Although the ad hoc network based on WiFi or ZigBee devices can operate on the license-free industrial, scientific and medical (ISM) band without monetary cost for radio spectrum, the cost of using cellular communication devices is comparable to the incremental generation cost caused by packet delay and packet losses [14] [15] . For economic dispatch in microgrids which addresses the cost minimization issues, a tradeoff between the communication and power generation costs is indispensable. In this paper, we focus on the network operation cost in terms of data transmission via cellular network and the incremental generation cost incurred by the error in multiagent coordination, and formulate an optimization problem for the tradeoff. Based on an approximation of the incremental generation cost with respect to the undelivered and extra power in a microgrid, we show that a desired tradeoff can be achieved without resorting to the accurate knowledge of power generation and load statistics. The performance of the proposed schemes is evaluated based on real power generation and load data collected from Waterloo Region in Canada. To the best of our knowledge, this is the first work in literature to address the decentralized economic dispatch in microgrids via multiagent coordination and to present a heterogeneous wireless network architecture for better tradeoff between the communication and generation costs. The significance of this research is threefold. From the utilities' point of view, the economic dispatch in microgrids can be achieved based on wireless communication devices at a low deployment cost and the minimum operation cost. From the environmental point of view, the use of traditional thermal energy power generators can be reduced via a better utilization of the renewable energy sources. At the same time, the customers can enjoy the monetary benefit in terms of reduced electricity bills which, in turn, promotes the use of the renewable energy sources.
The remainder of this paper is organized as follows. Section II describes the system model. Section III presents the proposed decentralized economic dispatch approach based on multiagent coordination. The proposed single-stage and hierarchical multiagent coordination schemes are presented in Section IV and Section V, respectively. The tradeoff between the communication and generation costs is investigated in Section VI. Numerical results are given in Section VII. Section VIII concludes the paper and identifies future research topics. As many symbols are used in this paper, Table I summarizes the important ones.
II. SYSTEM MODEL
As shown in Fig. 1 , we consider a microgrid built for a small residential community. Electric power is delivered from the DG units (i.e., the wind turbines and PV panels) to the loads (i.e., the residential houses) via the power grid infrastructure. The power generation and loads are balanced via economic dispatch every T D (hour), where T D < 1 for renewable energy source integration [2] . The information exchange for the economic dispatch is based on a heterogeneous wireless network infrastructure 1 and is completed at the beginning of each economic dispatch period with a short duration T (T < T D ) [3] , as shown in Fig. 2(a) . In the following, we consider one economic dispatch period as an example. Each DG unit or load is represented by a node in the microgrid. The set of all nodes in the microgrid is denoted as V and is indexed by 1, 2, · · · , |V|.
A. Microgrid and Electricity Pricing
The microgrid is connected to the main grid (i.e., the utility grid) via a point of common coupling (PCC) [1] . The microgrid can operate either in a grid-connected mode or an islanded mode, by closing or opening the circuit breaker (CB) between the PCC and microgrid bus, respectively. Without loss of generality, we consider an islanded mode in this paper with an opened CB. An example of the microgrid is shown in Fig. 1 . There are three feeders in the microgrid. On feeder 1, there are two DG units (DG1 and DG2). On feeder 2, there are two loads (L1 and L2) and two DG units (DG3 and DG4). On feeder 3, there are two loads (L3 and L4) and three DG units (DG5, DG6, and DG7).
Suppose there are G types of DG units in the microgrid. For each node v (v ∈ V), its type g (g ∈ {1, 2, · · · , G}) power generation capacity is given by x gv . Specifically, we have x gv > 0 if node v is a DG unit and belongs to type g, and x gv = 0 otherwise. Take wind turbine as an example, the value of x gv is equal to the maximum output of the wind turbine given the wind speed during the economic dispatch period. Similarly, let y v denote the power demand of each node with y v > 0 if node v represents a load and y v = 0 otherwise. Note that we use the generalized definitions of x gv and y v for all nodes in V for notation clarity. Denote x = {x gv |g ∈ {1, 2, · · · , G}, v ∈ V} and y = {y v |v ∈ V} as the sets of power generation capacity and loads, respectively. The values of x and y are assumed to be constant within each economic dispatch period 2 and vary randomly among different periods.
In this work, we consider a linear generation cost model which is widely used for the integration of DG units such as 
For instance, the solar energy is more expensive than wind or hydro energy according to the FIT program. The economic dispatch in a microgrid aims at balancing the power generation and loads at a minimum cost. For simplicity, we do not consider the power flow limit of the feeders and the power losses in the microgrid. However, because of the uncertainty in DG output and/or the error in information discovery, the power generation and loads may not be balanced perfectly. Specifically, if the power generation of DG units is not enough to supply the loads, the undelivered power should be purchased from alternative sources such as traditional thermal energy power generators at a cost of c A per unit. On the other hand, the extra power in the microgrid is compensated by negative spinning reserves at a cost of c E per unit 3 . Generally, we have c A > c G and c E ≥ 0. The set of all possible costs in economic dispatch is denoted as c = {c g |g ∈ {1, 2, · · · , G}}∪ {c A , c E } and is assumed to be constant for the time frame under consideration.
B. Heterogeneous Wireless Networks
Each node in V is equipped with a short-range wireless communication device, such as the access point (AP) of a WiFi or ZigBee based device 4 . Multi-channel wireless communication is supported. For instance, we have 23 wireless channels for IEEE 802.11a based WiFi devises and 16 wireless channels for IEEE 802.15.4 based ZigBee devices. Because of a limited wireless transmission range, each node can only communicate with (or cause interference to) its onehop neighbors operating on the same channel. For instance, in Fig. 1 , the node corresponding to DG5 can communicate with the nodes corresponding to L1, L4, DG4, and DG7, given that they operate on the same channel. Concurrent transmissions over the non-overlapping channels are considered interference free. We denote the network based on the short-range wireless communication devices as an ad hoc network and the set of neighbors of node
The wireless devices have a constant transmission rate and a transmission range equal to the interference range. Specifically, a transmission of node v can interfere with another transmission to node n only if n ∈ N v , which results in an unsuccessful reception at node n. For the ad hoc network, there exists a (multi-hop) communication path between any pair of two nodes. In other words, the ad hoc network is strongly connected.
A subset B (B ⊆ V) of nodes are further equipped with cellular communication devices, such as the user equipments (UEs) in a universal mobile telecommunications system (UMTS) [22] . Since the base stations (BSs) of the cellular network are connected by the base station controllers (BSCs) and are further connected to a backbone network, the B nodes can communicate with each other even if they are not onehop neighbors in the ad hoc network. For instance, in Fig. 1 , DG1, DG7, L1, and L3 can communicate with each other. For simplicity, we neglect the delay of information exchange via a cellular network which can support services with stringent delay requirements [23] , [24] , [25] . The cost of sending a message from one node to another via the cellular network is c M , which depends on the size of the data message.
III. DECENTRALIZED ECONOMIC DISPATCH BASED ON MULTIAGENT COORDINATION
In this section, we first analyze the economic dispatch problem and show that solving the economic dispatch problem is equivalent to achieving average consensus in the microgrid. Then, we propose a decentralized economic dispatch approach where each node makes a local decision on power generation based on the average values of the cumulative capacity of each type of DG units and the aggregated loads. The information required for decision making is discovered by each node via multiagent coordination with guaranteed convergence.
A. Economic Dispatch
The economic dispatch in a microgrid schedules the power generation (or output) of DG units optimally such that the electric loads are served at a minimum cost. Denote the power generation of a type g DG unit v as u gv (0 ≤ u gv ≤ x gv ). The total generation cost (in dollar/h) equals the cost of purchasing power from the DG units and alternative energy sources plus the cost of purchasing negative spinning reserves, given by
where z A and z E denote the undelivered power which should be purchased from the alternative sources and the extra power, respectively. Denote u = {u gv |g ∈ {1, 2, · · · , G}, v ∈ V} as a specific policy of economic dispatch. Based on the power balance (or demand-supply balance) equation [4] , we have
. Then, the optimal economic dispatch policy u * is determined by problem P1 as
Accordingly, we denote the minimum generation cost based on u * as C * P (x, y, c) = C P (x, y, c, u * ).
B. Optimal Economic Dispatch and Average Consensus
In general, problem P1 is a linear programming (LP) problem which can be solved by existing methods. However, in order to solve problem P1 in a decentralized manner, the values of all elements in x and y should be obtained by each node, which results in a high communication overhead. In this subsection, we derive a closed-form expression of the optimal economic dispatch policy based on the ordered generation costs. The information required by each node for decentralized decision making is reduced to the average values of the cumulative capacity of each type of DG units and the aggregated loads.
We first have the following two lemmas with respect to the extra and undelivered power in a microgrid. The proofs of both lemmas are based on contradiction and are omitted here because of space limitation. Denote the cumulative capacity of the DG units and the aggregated loads as X = {X g |g ∈ {1, 2, · · · , G}} and Y = v∈V y v , respectively, where X g = v∈V x gv represents the cumulative capacity of type g DG units. Define an economic dispatch policy as follows:
Lemma 1. For an optimal economic dispatch policy
are the average values of cumulative capacity and aggregated loads, respectively. For the third case in (4), the power generation of the DG units is proportional to their capacity, also known as the proportional fairness. Then, we have the following theorem which is proved in Appendix.
Theorem 1. Given the average values of the cumulative capacityX and aggregated loadsȲ , the decentralized economic dispatch policy in (4) is optimal for problem P1.
Based on Theorem 1, the problem of decentralized economic dispatch is transformed into the discovery (by each node) of the the average values of the cumulative capacity (X g ) of each type of DG units and aggregated loads (Ȳ ). Intuitively, the results follow the power balance equation which is based on the summation of power generation and/or loads. In this work, we consider a multiagent coordination scheme since the convergence of information discovery can be guaranteed based on the average consensus theory.
C. Multiagent Coordination via Ad Hoc Network
In this subsection, we investigate the multiagent coordination via the ad hoc network and show the convergence of the information discovery process. Take the discovery of the average cumulative capacity of type g DG units (X g ) as an example. The information update takes place in a discretetime manner, where each round of update is referred to as an iteration. Suppose the iterations are completed at time steps
For the kth iteration, node v (v ∈ V) acquires the state values X g (n, t k−1 ) (n ∈ N v ) kept by its neighboring nodes via ad hoc communication links. Then, the state value kept by node v is updated based on a weighted average of the acquired values, given byX
where ω a V (v, n) ≥ 0 is the weight used by node v with respect to node n. Here, we study a symmetric version of the natural random walk [13] which is analytically tractable. The weight values are given by
elsewhere.
Based on (6), we have ω (5) is fully decentralized such that each node only needs the information from its direct neighbors. Denote the weight matrix of each iteration as
. The wireless links for each iteration may be scheduled sequentially to avoid interference since we may have
Define a directed graph associated with W a V such that the vertex set is V and there is an edge from vertex i to vertex
V is doubly stochastic and the directed graph associated with W a V is strongly connected (based on the assumption that the ad hoc network is strongly connected), the state value of each node converges to a constant [26] [27], given by
In other words, all nodes in the network can eventually obtain the same state value on the average cumulative capacity of type g DG units. Similarly, we can show the convergence of the state values with respect to the average aggregated loads Y which is updated as
The convergence of the multiagent coordination ensures that an accurate decentralized decision can be made by each node if T is sufficiently large. However, for the economic dispatch in a small time scale, the convergence should be reached in a short time. The error of multiagent coordination at time T is bounded by
where λ k (·) represents the kth largest eigenvalue (in module), and Φ g,V (t) is the disagreement vector [27] , given by
In (10), T I (V) is the duration of each iteration via the ad hoc network with respect to nodes in V, which depends on the wireless link scheduling.
As the network size increases, the convergence speed of multiagent coordination in the ad hoc network decreases significantly [10] [13] . We propose to utilize the cellular communication links to improve network connectivity and thus the convergence speed according to the small-world phenomenon [12] . Denote M (M ⊆ B) as the set of dualmode nodes for which the cellular communication devices are activated, where M = |M| (M ≥ 2) represents the number of activated cellular communication devices. In the next two sections, we present two multiagent coordination schemes to utilize both the ad hoc and cellular communication links.
IV. SINGLE-STAGE MULTIAGENT COORDINATION
The single-stage multiagent coordination utilizes the cellular network to deliver information among the nodes in M after each iteration in the ad hoc network, as shown in Fig. 2(b) . The single-stage multiagent coordination is fully decentralized such that the network topology information is not required. Given the value of M , the nodes in M are randomly selected. All nodes in V operate on the same frequency channel to ensure successful information exchanges via the ad hoc network.
A. Update-and-Continue based Random Access
For the information exchange via the ad hoc network, the wireless link access is random without requiring network topology information. Since multiagent coordination operates in a synchronous manner according to (5) , after each update, node v should wait until the next iteration begins (i.e., all other nodes finish their current update) to guarantee the convergence. However, the time of each iteration (i.e., T I (V) in (10)) becomes a random variable because of the random access scheme. In order to avoid that each node waits for the worst-case iteration time (refereed to as the update-and-wait based random access scheme [10] ), we consider an updateand-continue based random access scheme [11] such that each node starts to transmit the updated state values to its neighbors following the completion of its own update. The neighboring nodes store the received state values and use them for the next iteration following the completion of the current update. In order to implement the update-and-continue based random access, an index number is assigned to each iteration.
B. Iteration via Cellular Network
Since all cellular BSs are connected to a backbone network, we consider all nodes in M as direct neighbors of each other during the iteration via cellular network. An iteration via the cellular network includes the information exchange among each pair of nodes in M. A uniform weight matrix [28] without the need of network topology information is used for the update of the state values, given by
where the second case corresponds to the ad hoc nodes or the dual-mode nodes with inactivated cellular communication devices. For an iteration via both the ad hoc and cellular networks, the weight matrix is given by
Since W 
C. Performance Analysis
In this subsection, we analyze the benefit of using the cellular communication links to improve the convergence speed of multiagent coordination. According to (10) Then, the following lemma holds with respect to eigenvalues of the state transition matrix of a Markov chain [29] . 
Since the Laplacian of the strongly connected graph is positive semidefinite [27] , we have
where the inequality holds since max{|N i |, |N j |} ≥ |N i |. 
That is, all eigenvalues of L [30] . Letting k = 2, we have
According to the Perron-Frobenius theory [31] , since the graph associated with matrix W 
where the first equality holds since the largest eigenvalues of W 
Based on M, we consider another set M with more activated cellular communication devices such that M ⊆ B and M ⊆ M . Obviously, we have M ≤ |M |. For the potential benefit of activating more cellular communication devices, we have the following proposition. 
Proposition 1. Given M ≥ 2 and M ⊆ M , we have θ(M ) ≤ θ(M) and ϕ(M ) ≤ ϕ(M).

Proof: According to the proof of Lemma 4, the eigenvalues of W
(W c M ) ≤ λ k (W c M ) for any 1 ≤ k ≤ |V|. Substituting
this result in (23) and (24), we can easily verify θ(M ) ≤ θ(M) and ϕ(M ) ≤ ϕ(M).
V. HIERARCHICAL MULTIAGENT COORDINATION
Hierarchical multiagent coordination utilizes the network topology information for wireless link scheduling and clustering. Each of the dual-mode nodes in M is considered as a cluster head. As shown in Fig. 2(c) , the hierarchical multiagent coordination consists of two levels. The first and second levels are performed via the ad hoc network and cellular network, respectively. Then, the dual-mode nodes in M broadcast (BC) the results based on the second level of multiagent coordination to the nodes within each cluster via the ad hoc network. Since network topology information is available, the wireless links can be scheduled efficiently. Moreover, given the value of M , the selection of nodes in M and the node clustering can be optimized. Frequency reuse is considered such that the communication links within different clusters are interference free.
A. Deterministic Ad Hoc Communication Link Scheduling
Compared with the random access, deterministic scheduling improves the efficiency of information exchange by increasing the number of concurrent transmissions [11] . (25) subject to
Constraint (26) indicates that there is no collision for the concurrent broadcasts during each time slot, while constraints (27) and (28) guarantee that each node broadcasts exactly once for each iteration. Problem P2 defines an integer programming problem which cannot be solved efficiently [32] [33] . In order to reduce the computational complexity, we consider a greedy algorithm, Algorithm 1. For each time slot, the algorithm maximizes the number of concurrent (collision-free) broadcasts. Note that in step 1, Q m represents the set of nodes which have not completed the broadcast. In step 3, G Q m denotes a directed graph corresponding to the nodes in Q m based on the ad hoc network, i.e., there is an edge from node i to node j (i, j ∈ Q m ) if and only if j ∈ N i , and vice versa. The maximum independent set can be calculated based on existing methods or heuristic algorithms [34] .
B. Iteration via Cellular Network
Similar to the single-stage multiagent coordination scheme, all nodes in M are involved in the iteration via the cellular network. Denote the weight matrix with respect to the iteration via the cellular network as
Since each node m ∈ M is the cluster head of a set Q m of nodes, the weight values should account for the cluster size, given by ω
Consider the information discovery of the average value of the aggregated capacity of type g DG units. Given a sufficiently large duration for the iterations via the ad hoc network (T A ), we have 
Update Q m for m ∈ f (V , B ); 7: end for 8: return M, Q m , m ∈ M After the iteration via the cellular network, the state value broadcasted by each node in M to the cluster members is given by
Therefore, the convergence of the hierarchical multiagent coordination is guaranteed.
C. Performance Analysis and Node Clustering
Since the cluster sizes (|Q m |) corresponding to the nodes m ∈ M are different, the performance of the hierarchical multiagent coordination is related to the clustering algorithm. The error of the hierarchical multiagent coordination at time T is given by
2T A S Qm T B (31) where the second equality holds since m∈M |Q m | = |V|, and ||Φ g,V (0)|| ∞ equals the largest element of the initial disagreement vector. Compared with the multiagent coordination via the ad hoc network, the benefit of the hierarchical multiagent coordination scheme is based on the potentially smaller S Qm and λ 2 (W a Qm ) for smaller graphs, i.e., Q m ⊂ V. Similar observation can be obtained by decomposing an ad hoc network with long-range links [35] .
According to (31) , for a given number of activated cellular communication devices M , the convergence speed of the hierarchical multiagent coordination is determined by
2T A S Qm T B , which needs to be minimized for all possible combinations of M nodes in B and all nodes in V. However, the computational complexity is O(|B| M |V| M ), which is prohibitive as the network size increases. Note that the error of the hierarchical multiagent coordination scheme is dominated by the largest cluster (by a factor of max m∈M |Q m | 2 ). Therefore, we consider a heuristic clustering algorithm which constructs the clusters by splitting [15] the largest cluster which includes at least two dual-mode nodes. The details are given in Algorithm 2, where the function f (·) is used to calculate an optimal split of a cluster with respect to a set V of ad hoc nodes and a subset B (B ⊆ V ) of dual-mode nodes, given by
Note that if there is only one element in a cluster Q m (i.e., |Q m | = 1), we denote λ 2 (W a Qm ) = 0 since each node has accurate power generation and load information of itself. For computational simplicity, the cluster members in terms of Q m1 and Q m2 are determined by the shortest-distance criteria, i.e., a Voronoi diagram with two points. In a case that Q m cannot be split into two clusters without isolated nodes, step 3 is recalculated with respect to the second largest cluster, and so on. Since each step of the cluster splitting only takes into account all possible pairs of dual-mode nodes in one cluster, the complexity of the algorithm is O(M |B| 2 ).
VI. COMMUNICATION COST VERSUS ENERGY COST
Based on the discussions in Section IV and Section V, the error of multiagent coordination can be (potentially) reduced by activating more cellular communication devices. With more accurate information, each DG unit can make better decision on power generation for generation cost minimization. However, the communication cost increases as the number of activated cellular communication devices increases. In this section, we investigate a tradeoff between the communication and generation costs.
A. Cost Model
Consider one economic dispatch period as an example. The communication cost is a function of the number of activated cellular communication devices M . For the singlestage and hierarchical multiagent coordination schemes, the communication costs (in dollars) are, respectively, given by
where
is the average number of iterations of multiagent coordination via the ad hoc network within T . Note that the cost of single-stage multiagent coordination is enlarged by a factor of E [T /T I (V)] since an iteration via the cellular network is performed after each iteration via the ad hoc network. After the multiagent coordination, denote the state values of cumulative capacity and aggregated loads obtained by node
, respectively. Based on (4), the decentralized decision on the economic dispatch is given by u gv (X v ,Ȳ v , c) , wherē X andȲ are replaced byX v andȲ v , respectively. Given the minimum cost C * P (x, y, c) based on problem P1 which is a constant within T D , we consider the increment in the generation cost by using inaccurate information, which is a function of M and is given by 
B. Cost Tradeoff
The objective is to minimize the combined communication and incremental generation costs by properly selecting the number of activated cellular communication devices M . The desired value of M for the single-stage multiagent coordination is given by problem P3 as follows:
where the second term has a factor of T D since we investigate the cost (in dollars) for one economic dispatch period. Similarly, we can calculate the desired value of M for the hierarchical multiagent coordination scheme. Problem P3 is an integer programming problem which is NP-hard in general.
Although an exhaustive search can be used to find the solution, the computational complexity can be prohibitive because of the expectation operation in (35) . Moreover, the statistics of x and y (and the network topology information with respect to the single-stage multiagent coordination scheme) may not be available for a microgrid. Therefore, an approximation of the incremental generation cost C IS P (M ) is indispensable for practical applications.
For a self-sustained microgrid, the power generation by the G types of DG units and loads should be balanced for most of the time. Therefore, we can approximate the incremental generation cost based on the undelivered and extra power as
wherez A andz E are the average values of z A and z E observed over a certain period of time (e.g., one day) by the alternative energy sources and negative spinning reserve service providers, respectively. Note that (37) provides an upper bound of C IS P (M ) since the price of purchasing power from the DG units is no less than c 1 and no greater than c G . Based on the estimateC IS P (M ), an approximation of the desired tradeoff between the communication and generation costs can be achieved without resorting to the statistics of x and y, which simplifies the network optimization of microgrids. Similarly, we can use the estimateC IH P (M ) for hierarchical multiagent coordination.
VII. NUMERICAL RESULTS
The network topology used for simulations is shown in Fig. 3 . We consider the Laurelwood neighborhood located in North-West Waterloo as a microgrid topology for the deployment of DG units and wireless devices. We plot the wind turbines, PV panels, and loads at adequate geographic locations on the map. For the generation data of wind turbines, a probability distribution of the wind speed for Waterloo is obtained from Canadian Wind Energy Atlas [36] considering the 50 kW wind turbines located at 30 m height [37] . The power curve (which is the output power as a function of instantaneous wind speed) of the actual wind turbine is used to translate wind speeds to the amount of power generations. The probability distribution follows the Weibull distribution with a shape parameter 1.94 and scale parameter 4.48 m/s. The startup, cutout, and rated wind speeds are 2 m/s, 18 m/s, and 11 m/s, respectively. For the generation data of PV panels, hourly PV performance data of Toronto (100 km away from Waterloo) is obtained from NREL (National Renewable Energy Laboratory) PVWatts TM site specific calculator [38] which determines the power production of PV panels for a given geographic location. The AC rating of the PV panels is 3.08 kW. For the demand of loads, an hourly demand is obtained from the smart meters of two residences in the Laurelwood neighborhood subscribed to Waterloo North Hydro [39] . The demand data is approximated by a normal distribution [40] . For instance, the mean and standard deviation in kWh during the on-peak hours (i.e., 9 am and 6 pm) and off-peak hours (i.e., 1 am to 7 am and 1 pm to 4 pm) are, respectively, given by (1.5, 0.43) and (0.70, 0.04). For consistency, all power generation and load data are taken during the month of June in Waterloo. The costs are 0.135, 0.802, 2.080, and 0.000 (CAD) dollar/kWh for wind turbine, PV panel [17] , diesel generator, and negative spinning reserves (i.e. the cost is neglected) [4] , respectively. For the heterogeneous wireless network infrastructure, the transmission range of ad hoc communication devices is 150 m with a link layer data rate 2 Mbps and a PHY header according to the IEEE 802.11 standard [41] . For the update-and-wait and update-andcontinue based random access schemes, we consider each ad hoc node accesses the wireless medium with probability 0.1 [42] and a retransmission mechanism is in place to guarantee the successful broadcast. We randomly select 44 dual-mode nodes with the cellular capability as shown in Fig. 3 and consider a basic data plan of Rogers Canada with 40 dollars for 100 MB data 6 . Since the power generation and demand state information can be represented by 16 bits [10] , we have c M = 2.4 × 10 −6 dollars, which can be considered as a lower bound of communication cost since packetization overhead is not included. The durations of the economic dispatch and information exchange periods are T D = 300 s (i.e., [3] . The capacity of DG units and the loads are randomly generated for each economic dispatch period during the simulations. For a fair comparison, we focus on the average costs since random selection of dualmode nodes is used by our proposed single-stage multiagent coordination scheme and random cluster splitting is studied in the following performance evaluation. Each simulation run lasts for one day from which the communication and generation costs are calculated, and the results are averaged over 30 days. Fig. 4 shows the incremental generation cost (C I P (M )) on a daily basis versus the fraction of activated cellular communication devices (M/|B|). As we can see, the generation costs of both schemes decrease as the fraction of activated cellular communication devices increases since more cellular communication links can (potentially) improve the network connectivity and thus reduce the error in multiagent coordination. The update-and-continue based random access scheme which is used by our proposed single-stage multiagent coordination scheme can reduce the generation cost as compared with the update-and-wait scheme by reducing the duration of each iteration via the ad hoc network. The proposed hierarchical multiagent coordination scheme achieves the lowest generation cost based on deterministic scheduling and efficient clustering. For comparison, if random cluster splitting (without information of the cluster size and eigenvalues of weight matrices) is used, the generation cost decreases slowly with the fraction of activated cellular communication devices. Moreover, if update-and-continue based random access is also used (without network topology information for wireless link scheduling), the generation cost further increases because of an increased iteration duration within each cluster. The generation cost is even higher than the single-stage counterpart since the error of the hierarchical multiagent coordination scheme is dominated by the potential large clusters as a result of random cluster splitting, according to our analysis in Subsection V-C.
Taking account of the cost of using cellular communication links, a tradeoff between the communication and incremental generation costs is shown in Fig. 5 . For presentation clarity, we normalize the combined communication and generation costs of both schemes by their maximum actual costs, given by 166.5 and 57.2 dollars, respectively. We can see that, the communication and generation costs are comparable with each other. As the fraction of activated cellular communication devices increases, the normalized cost first decreases since the generation cost decreases. Then, the normalized cost increases as the communication cost increases and exceeds the decrement in the generation cost. Therefore, there is a desired tradeoff point between the communication and generation costs for both single-stage and hierarchical multiagent coordi- nation schemes, which provides the minimum normalized cost. Since the network topology information is used by the hierarchical multiagent coordination scheme, the desired tradeoff is achieved by activating less cellular communication devices. The normalized cost achieved at the tradeoff point based on the approximation of incremental generation cost is close to that of the desired tradeoff point, which implies a good estimate for the desired value of M . The normalized cost based on the existing schemes without using cellular communication devices [10] or with all cellular communication devices (or equivalently, all long-range links [35] ) being activated is also shown. We can see that, the existing schemes can only achieve the boundary points of the cost tradeoff curves and may not be efficient in minimizing the combined communication and generation costs.
VIII. CONCLUSIONS AND FUTURE WORK
In this paper, we have introduced a decentralized economic dispatch approach for microgrids such that each DG unit makes local decisions on power generation based on a multiagent coordination with guaranteed convergence. A heterogeneous wireless network architecture has been established accordingly. Each node uses an ad hoc communication device for basic information exchange, while some dual-mode nodes are equipped with optional cellular communication devices which can be activated to improve the convergence speed of multiagent coordination. Two multiagent coordination schemes have been proposed to utilize the cellular communication links based on the single-stage and hierarchical operation modes, respectively. Numerical results indicate that our propose schemes can better utilized the cellular communication links and achieve better tradeoff between the communication and generation costs in comparison with the existing schemes.
Future work includes the decentralized clock synchronization in microgrids for real-time monitoring and control [43] and the broadcast gossip which does not require two-way information exchange [44] . Moreover, an optimization of the decentralized economic dispatch approach by taking account of the prediction error of power generation and load information [16] and the security issues in wireless networks [45] [46] is an interesting topic and needs further investigation.
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APPENDIX: PROOF OF THEOREM 1
Denote the economic dispatch policy given by (4) as u * = {u * gv |g ∈ {1, 2, · · · , G}, v ∈ V}. We consider two cases with respect to the relation between the cumulative capacity and aggregated loads: Case 1): The aggregated loads cannot be satisfied based on the power generation of DG units, i.e., g∈{1,2,··· ,G}X g <Ȳ (or equivalently, g∈{1,2,··· ,G} X g < Y ); Case 2): The aggregated loads can be satisfied based on the power generation of DG units, i.e., g∈{1,2,··· ,G}X g ≥Ȳ (or equivalently, g∈{1,2,··· ,G} X g ≥ Y ). The proofs of both cases are completed by contradiction.
Case 1): According to the first case of policy (4), all DG units should operate at the maximum capacity, i.e., u * gv = x gv . Suppose another policy u = u * is optimal. Then, there exists at least one pair (i, j) such that u ij < x ij . Consider another policy u = {u ij , u gv |g ∈ {1, 2, · · · , G}, v ∈ V, (g, v) = (i, j)} with u ij ∈ (u ij , x ij ]. Then, the generation cost based on policy u is given by 
Since c i < c A and u ij > u ij , we have C P (x, y, c, u ) < C P (x, y, c, u ), which contradicts with the assumption that u is optimal. Case 2): Based on Lemma 2, the aggregated power generation of the DG units and the aggregated loads should be balanced. In other words, a policy different from u * should have at least two different elements with respect to the decisions on power generation. Because of space limitation, we consider a policy u with exactly two different elements from u * , i.e., u = {u ij , u mn , u * gv |g ∈ {1, 2, · · · , G}, v ∈ V, (g, v) / ∈ {(i, j), (m, n)}} with u ij = u * ij and u mn = u * mn . An extension of the proof for a policy with more different elements is straightforward. Note that the two elements correspond to two different types of DG units with different generation costs. Otherwise, the total generation cost is the same based on the power balance equation. Suppose 1 ≤ i < m ≤ G and the policy u is optimal. Since g∈{1, 2 
where I A is an indication function which equals 1 if A is true and 0 otherwise, while the inequality holds since c i < c m and u ij < u * ij . The result in (39) contradicts with the assumption that u is optimal. On the other hand, if i > g * , we have m > i > g * and the proof follows similar steps. For other combinations of i and m, the generation and loads cannot be balanced. This completes the proof.
