We consider combined power-type nonlinear scalar field equations with the Sobolev critical exponent. In [3] , it was shown that if the frequency parameter is sufficiently small, then the positive ground state is nondegenerate and linearly unstable, together with an application to a study of global dynamics for nonlinear Schrödinger equations. In this paper, we prove the nondegeneracy and linear instability of the ground state frequency for sufficiently large frequency parameters. Moreover, we show that the derivative of the mass of ground state with respect to the frequency is negative.
Introduction
In this paper, we study the linear instability and the nondegeneracy of ground state to the scalar field equation of the form ωu − ∆u − |u| p−1 u − |u|
where d ≥ 3, ω > 0 and 1 < p < d+2 d−2 . These subjects (linear instability/nondegeneracy) are related to the study of the "global dynamics around ground state" for the corresponding evolution equations (see [3, 27, 28] ); evolution equations corresponding to (1.1) are the nonlinear Schrödinger equation 2) and the nonlinear Klein-Gordon equation
Furthermore, for various equations, the linear instability and nondegeneracy of ground state has been studied in connection with standing waves (see, e.g., [9, 11, 12, 14, 17, 23, 24, 31] for the linear instability and [15, 18, 20, 22, 32] for the nondegeneracy). Here, by a standing wave, we mean a solution of the form ψ(t, x) = e iωt u(x) for some ω > 0 and some function u on R d . We shall make clear what the ground state means. To this end, we introduce a functional S ω as This functional S ω is called the action associated with (1.1). Then, by a ground state, we mean the least action solution among all nontrivial solutions to (1.1) in H 1 (R d ).
For most of the scalar field equations, a ground state can be obtained as a minimizer of some variational (minimization) problem of the associate action. Furthermore, the variational value introduces an invariant set. The study of solutions in such an invariant set has been studied by many researchers (see [1, 2, 3, 6, 7, 8, 19, 25, 26, 27, 28] ). Now, we refer to the the existence of ground state to our equation (1.1). The following result is known (see, e.g., Proposition 1.1 in [4] ): Proposition 1.1. Assume either d = 3 and 3 < p < 5, or else d ≥ 4 and 1 < p < d+2 d−2 . Then, for any ω > 0 there exists a ground state to (1.1).
Remark 1.1. When d = 3 and 1 < p ≤ 3, we can prove the existence of ground state for small frequencies (see, e.g., [3] ): More precisely, there exists ω 0 > 0 such that for any 0 < ω < ω 0 , the equation (1.1) admits a ground state. We do not know the existence of ground state to (1.1) for a large ω in three dimensions.
The standard theory for semilinear elliptic equation gives us the following information on the ground state (see [3, 10, 21] ): Lemma 1.2. Assume d ≥ 3 and 1 < p < d+2 d−2 . Then, for any ω > 0, the following holds as long as a ground state exists: any ground state Q ω to (1.1) is of class C 2 on R d , and there exist y ∈ R d , θ ∈ R and a positive ground state Φ ω to (1.1) such that Q ω (x) = e iθ Φ ω (x − y) for all x ∈ R d . Furthermore, any positive ground state Φ ω is strictly decreasing in the radial direction, and there exist C(ω) > 0 and δ(ω) > 0 such that
We refer to the uniqueness of ground state to (1.1) in a remark:
Then, we can verify that the result of Pucci and Serrin [29] is applicable (see [4, Appendix C]), and find that a positive solution to (1.1) is unique.
(ii) Assume d ≥ 5 and 1 < p < d+2 d−2 . Then in [4] , it was proved that there exists ω 1 > 0 such that for any ω > ω 1 , the positive radial ground state to (1.1) is unique. (iii) Assume d = 3 and 3 < p < 5. Then, it follows from the result by Coles and Gustafson [6] that for any sufficiently large ω > 0, the positive ground state to (1.1) is unique.
We find from Lemma 19 and Lemma 20 of [30] that the mapping ω ∈ (ω 3 , ∞) → Φ ω ∈ H 1 (R d ) is continuously differentiable, where Φ ω is the unique positive ground sate to (1.1).
In order to state our results, we need to introduce several notation: • We use ω 1 to denote the frequency such that for any ω > ω 1 , a positive ground state to (1.1) is unique .
• We use Φ ω to denote a positive ground state to (1.1).
• The symbol L ω denotes the linearized operator around Φ ω from
(1.7)
• We introduce two operators L ω,+ and L ω,− as
(1.9)
In the study of global dynamics around the ground state for (1.2), fine properties of the ground state are needed. On the other hand, the existence of the Sobolev critical exponent and the failure of scale invariance make the study of ground state complicated. A significance of this paper is that we deal with the equation (1.1) having both such difficulties.
First, we refer to the linearized operator. It is worthwhile noting that the operator L ω multiplied by the imaginary unit i, namely iL ω , plays an important role in the study of dynamics around ground state for the nonlinear Schrödinger equation (1.2) (see [3, 8, 26, 27] ). We say that the standing wave e iωt for (1.2) is linearly unstable if the linearized operator −iL ω has an eigenvalue with positive real part. One of our main results is related to the linear instability of ground state: Theorem 1.1. Assume d = 3 and 3 < p < 5; or d = 4 and 2 ≤ p < 3; or d ≥ 5 and 1 < p < d+2 d−2 . Then, there exists ω 2 > ω 1 such that for any ω > ω 2 , the operator −iL ω has a positive eigenvalue as an operator in L 2 real (R d ). We give a proof of Theorem 1.1 in Section 3. The second main result relates to the nondegeneracy of ground state. Here, let us recall that Φ ω is said to be nondegenerate in The proof is basically the same as the one of Theorem 1.1 in [4] . The main difference between our Theorem 1.2 and Theorem 1.1 in [4] is the integrability of the Talenti function (see (1.16) below). More precisely, in [4] , the case d ≥ 5 is only dealt with, and the fact that W ∈ L 2 (R d ) was essential. On the other hand, in our case d = 3, the Talenti function is not in L 2 (R 3 ), which gives rise to some difficulty in an application of the argument of [4] . To overcome this difficulty, we employ the resolvent expansion (see Lemma 4.2 below). We give a proof of Theorem 1.2 in Section 4.
The last main result of this paper relates to the sufficient condition of instability for standing waves obtained by Grillakis, Shatah and Strauss [13] . More precisely, they gave a sufficient condition of the orbital stability for standing waves to a general Hamiltonian system under some assumption of the linearized operator. For nonlinear Schrödinger equations, the condition is described by the derivative of the mass of standing wave with respect to the frequency parameter; the positivity and the negativity imply the stability and the instability, respectively. Moreover, the derivative of the mass also plays an important role in "symplectic decomposition" which is used in the analysis of the solutions near the standing wave (see, e.g., (2.17) and (2.18) in [28] ).
We state the last main result of this paper: 
Note here that for the single power equation Finally, we remark that for any sufficiently small frequencies, the "9-set theory" for (1.2) is proved in [3] . Combining the arguments in [3] and Theorem 1.1 through Theorem 1.3 in this paper, we could obtain the 9-set theory for a sufficiently large frequencies: The result will be given elsewhere.
In addition to the above notation, we introduce another one:
equipped with the following inner product:
(1.12)
• We use the convention that if
• We define
(1.15)
• We use W to denote the Talenti function with W (0) = 1, namely
(1.16)
• The linearized operator around W is denoted by L + :
• We use B R to denote the closed ball in R d of the center 0 and a radius R:
• For given positive quantities a and b, the notation a b means the inequality a ≤ Cb for some positive constant; the constant C depends only on d and p, unless otherwise noted.
Basic properties of ground state
In this section, we give basic properties of the ground state Φ ω . When ω is large, it would be natural to compare the equation (1.1) with
Note here that the Talenti function W is a solution to (2.1) inḢ 1 (R d ). Moreover, it is known (see, e.g, [4] ) that we need to consider the rescaling Φ ω (see (1.15)), in stead of Φ ω , for such a comparison. In particular, we easily see from Lemma 1.2 that
We also verify that Φ ω satisfies
where
The following result given in Lemma 2.3 of [4] tells us the asymptotic behavior of M ω , α ω and β ω as ω → ∞:
Lemma 2.1. Assume d = 3 and 3 < p < 5; or d = 4 and 2 ≤ p < 3; or d ≥ 5 and
We expect from (2.2), (2.3) and Lemma 2.1 that Φ ω converges to W as ω → ∞. This is true and given in Proposition 2. 
We also have the following uniform decay estimate (Proposition 3.1 of [4] ):
Then, there exist ω dec > 0 and C dec > 0 such that for any ω > ω dec and any
We can derive the following convergence result from Lemma 2. 
(2.9)
3 Proof of Theorem 1.1
In this section, we give a proof of Theorem 1.1, namely we show the existence of positive eigenvalue of −iL.
We introduce notation used in this section: Notation We use C(ω) to denote several large positive constant depending only on d, p and ω which may vary from line to line. Moreover, c(ω) means 1/C(ω).
We remark that the operator
On the other hand, the operators L ω,+ and L ω,− (see (1.8) 
In order to prove Theorem 1.1, we need the following lemma:
Lemma 3.1. Assume d = 3 and 3 < p < 5; or d ≥ 4 and 1 < p < d+2 d−2 . Then, for any ω > 0, the operator L ω,− is non-negative, and
Furthermore, there exists c(ω) > 0 depending only on d, p and ω such that for any
Lemma 3.1 can be proved by using Lemma 8.1 of [5] , the positivity of Φ ω , L ω,− Φ ω = 0, lim |x|→∞ Φ ω (x) = 0 and Weyl's essential spectrum theorem.
We see from Lemma 3.1 that L ω,− has a unique square roof L
We introduce operators related to the rescaled equation (1.1):
Furthermore, we define L ω to be that for any
Note that if we have the relationship
Now, we are in a position to prove Theorem 1.1.
Proof of Theorem 1.1. It suffices to prove that there exists a nontrivial real-valued function f ∈ H 4 (R d ) and µ > 0 such that
Indeed, putting 11) and using (3.10), we obtain
which together with (3.7) yields the desired result. Note here that (3.10) tells us that
ω,− f is nontrivial and therefore so is g. We shall prove (3.10). To this end, we introduce
We can verify that the minimizer for the problem (3.13) becomes an eigenfunction of
ω,− associated with ν ω (see, e.g., the proof of Proposition 4.1 of [3] ). Hence, what we need to prove is that: ν ω ∈ (−∞, 0); and the problem (3.13) has a minimizer.
First, we shall show ν ω ∈ (−∞, 0). (3.14)
Let {f n } be a minimizing sequence for ν ω . Note that ν ω is bounded from above; for instance,
Moreover, we can verify that for any n ≥ 1,
Hence, (3.16) together with (3.15) shows that for any n ≥ 1,
A computation similar to (3.16) also shows that
Thus, this together with (3.16) shows ν ω > −∞. In order to prove ν ω < 0, we use a function Z ∈ H 2 (R d ) with the following property:
The existence of such a function is proved by Duyckaerts and Merle (see (7.16) of [8] ). Furthermore, fix a smooth even function χ on R such that χ(r) = 1 for 0 ≤ r ≤ 1 and χ(r) = 0 for r ≥ 2, and define
Let ε > 0 be a small constant to be specified later, and let R(ε) > 0 be a constant such that
Then, we define
where κ ω,ε is chosen so that g ω,ε , Φ ω = 0, namely
Notice from (3.8) that ( L ω,− ) −1 g ω,ε is well-defined. Thus, it suffices for ν ω < 0 to show
Let us prove (3.26) . Observe that
(3.27)
We consider the first term on the right-hand side of (3.27) . Note that
Hence, we see that
We move on to the second and the third terms on the right-hand side of (3.27) . Notice from the (3.22), Lemma 2.2 and the compact embeddingḢ 1 (B R(ε) ) ֒→ L 2 (B R(ε) ) that for any sufficiently large ω depending on ε,
Furthermore, it follows from (3.30), Lemma 2.2 and the compact embeddingḢ 1 (B 1 ) ֒→ L 2 (B 1 ) that for any sufficiently large ω depending on ε,
.
(3.31)
Then, we see from Lemmas 2.1 2.3, (3.31) and Hölder inequality that
We also see from (3.23) and Lemma 2.1 that
(3.33)
Putting (3.27), (3.29), (3.32) and (3.33) together, we obtain
Thus, taking ε ≪ E, we obtain the desired estimate (3.26): hence (3.14) is true. Finally, we shall prove the existence of minimizer for the problem (3.13). Let {f n } be a minimizing sequence for ν ω : hence,
Furthermore, we put
Note that
We see from (3.9), (3.35), the Cauchy-Schwartz estimate and (3.17) that for any n ≥ 1,
Then, we see from (3.9), (3.41), (3.40), (3.39), (2.2) and ν ω < 0 that for any sufficiently large n ≥ 1,
The standard compactness theory together with (3.42) and (3.43) shows that there exist some subsequence of {g n } (still denoted by the same symbol) and functions
The weak convergence (3.45) together with (3.41) shows
Furthermore, the uniqueness of weak limit implies
We see from (3.47) and the lower semicontinuity of the weak limit that
Furthermore, this together with (3.39) and (3.40) shows
Thus, we find that the existence of minimizer follows from
Let us prove this. We see from (3.47), the lower semicontinuity of weak limit, (3.45) and
Suppose the contrary that
Note here that if follows from (3.49) and ν ω < 0 that g ∞ must be non-trivial. Put
L 2 , so that, by the hypothesis (3.52), λ ∞ > 1 and
Note here that the weak convergence (3.44) together with (3.38) implies
Hence, it follows from the definition of ν ω (see (3.13) ) and (3.53) that
On the other hand, it follows from (3.49), ν ω < 0 and λ ∞ > 1 that
which contradicts (3.55). Thus, we have derived (3.51).
Proof of Theorem 1.2
In this section, we prove Theorem 1.2, namely the nondegeneracy of Φ ω in H 1 rad (R d ) for all sufficiently large ω.
As well as [6] , we consider the equation of the form
where d ≥ 3, α > 0, ε > 0, and 1 < p < 5. The action associated with (4.1), say S α,ε , is given by
A unique existence result of ground state to (4.1) was obtained by Coles and Gustafson (see Theorem 1.2 and Theorem 1.7 of [6] ): Theorem 4.1. Assume that d = 3 and 3 < p < 5. Then, there exists ε 0 > 0 with the following property: for each 0 < ε < ε 0 , there exist a constant α(ε) > 0 such that:
where 4) and the equation (4.1) with α = α(ε) has a unique positive radial solution
where the implicit constant in (4.6) depends on r as well as d and p.
Remark 4.1. Except for the uniqueness, the claims are true for all 2 < p < 5 (see Theorem 1.2 of [6] ). Now, let ε ∈ (0, ε 0 ), and let α(ε) and Ψ ε be respectively a constant given in Theorem 4.1 and the unique solution to (4.1) with α = α(ε). Furthermore, we set
Observe that Φ ω(ε) becomes a solution to (1.1) with ω = ω(ε) and for any 3 < p < 5,
Thus, Theorem 1.2 follows from the following theorem:
Theorem 4.2. Assume that d = 3 and 3 < p < 5. Then, there exists ε 1 ∈ (0, ε 0 ) (ε 0 denotes the constant given in Theorem 4.1) such that Ψ α(ε) is nondegenerate for all 0 < ε < ε 1 .
In order to prove Theorem 4.2, we need some preparation. Let us begin by recalling the explicit representation of the resolvent R 0 (ζ) := (−∆ − ζ) −1 (see Section 6.23 of [21] ): for any λ > 0 and any function u on R 3 , 
are the weighted Sobolev spaces endowed with the following norms:
Then, we have the following expansion as λ → 0: 
where the implicit constant depends only on r.
We are now in a position to prove Theorem 4.2.
Proof of Theorem 4.2. Suppose the contrary that the claim was false. Then, we could take a sequence {ε n } in (0, 1) with the following properties: 14) and for each n ≥ 1, there exists a nontrivial real-valued radial function
where α n and Ψ n are abbreviations to α(ε n ) and Ψ α(εn) , respectively. Notice from (4.3) and (4.14) that lim
Furthermore, since {v n } is bounded inḢ 1 rad (R 3 ) (see (4.15) ), passing to a subsequence, we may assume that there exists a radial function v ∞ ∈Ḣ 1 rad (R 3 ) such that
We see from (4.3), (4.14), (4.16) and (4.18) that
where L + is the linearized operator around W (see (1.16)). Furthermore, it follows from Ker L + |Ḣ1 rad = span{ΛW } that there exists κ ∈ R such that
We shall show that κ = 0. Multiply (4.16) by v n and integrate the resulting equation to obtain
Here, suppose the contrary that κ = 0. Then, it follows from (4.18) and Lemma 2.3 (together with the relationship Ψ n = Φ ω(εn) ) that
which contradicts (4.21). Thus, we have shown that κ = 0. Next, we consider w n (x) := x · ∇Ψ n (x). We can verify that w n satisfies
Furthermore, multiplying (4.16) by w n and (4.23) by v n , and integrating the resulting equations, we find that
Recall here that Ψ n satisfies
Multiplying (4.25) by v n and (4.16) by Ψ n , we also find that
which implies
Plugging this into (4.24), we obtain
We consider the right-hand side of (4.28). We see from (4.3), (4.6), (4.20) and an elementary computation that
Next, we consider the left-hand side of (4.28). We shall show that 
We further rewrite the equation (4.31) in the form
Next, we decompose Ψ n as follows:
Moreover, it follows from (4.6) in Theorem 4.1 that
We consider the first term in the decomposition (4.33). Using Hölder's inequality, (4.36), (4.15) and (4.17), we see that
v n L 6 = 0. (4.37)
Next, we consider the second term in (4.33). We see from (4.32) and Lemma 4.3 that for any r > 3,
where q is the Hölder conjugate of r, namely 1/q = 1 − 1/r. Fix a number s > 0 such that 6/(2p − 1) < s < 3/2, which is possible since p > 3. Furthermore, choose r > 0 so that s < q = r r−1 < 3/2. Then, it follows from Lemma 4.1 and (4.6) that 
(4.40)
On the other hand, it follows from Lemma 4.1 and (4.6) that
Putting (4.38), (4.40) and (4.41) together, we obtain
Furthermore, we find from (4.37) and (4.42) that 
Then, it is easy to verify that
Hence, U − is an eigenfunction of −iL ω associated with −µ. Note that Weyl's essential spectrum theorem together with (1.6) shows that for any
Moreover, since Φ ω is a positive solution to (1.1), we see that
We can verify that for any
We can derive the information on the negative eigenvalue of L ω,+ in a way similar to Lemma 2.3 in [27]:
Lemma 5.1. The linear operator L ω,+ has only one negative eigenvalue which is simple and 0 is not an eigenvalue as an operator in L 2 rad (R d ). Under some condition of orthogonality, the operators L ω,+ and L ω,− give us norms equivalent to the one of H 1 (R d ):
Lemma 5.2. There exists ω 5 > 0 such that if ω > ω 5 , µ is a positive eigenvalue of iL ω and U + is an eigenfunction associated with µ, then we have the following: 6) where the implicit constant may depend on ω.
(ii) For any real-valued radial function
where the implicit constant may depend on ω.
The proof of Lemma 5.2 is similar to the one of Lemma B.5 in [3] (see also Lemma 2.2 of [28] ).
We prove Theorem 1.3 by using the argument in the linear stability theory (cf. [11] ). To this end, let P ω,− denotes the orthogonal projection onto (KerL ω,− ) ⊥ and R ω the operator defined by R ω := P ω,− L ω,+ P ω,− .
Since KerL ω,− = span{Φ ω } (see Lemma 3.1), we find that for any u ∈ H 1 (R d ), Note that (5.12) implies N (R ω ) = 0 and therefore we arrive at a contradiction (see (5.10)). Thus, (5.12) proves Theorem 1.3. We shall prove (5.12). To this end, we employ an argument similar to [13] . Let ν > ω 2 be a frequency to be specified later. Then, it follows from the hypothesis Thus, we have proved (5.12) and completed the proof.
