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ABSTRACT
In this work, I develop an approach to includeGlobal Illumination (GI) effects in non-
photorealistic real-time rendering; real-time rendering is one of the main areas of focus in
the gaming industry and the booming virtual reality(VR) and augmented reality(AR) in-
dustries. My approach is based on adapting the Barycentric shader to create a wide variety
of painting effects. This shader helps achieve the look of a 2D painting in an interactively
rendered 3D scene. The shader accommodates robust computation to obtain artistic reflec-
tion and refraction. My contributions can be summarized as follows: Development of a
generalized Barycentric shader that can provide artistic control, integration of this gener-
alized Barycentric shader into an interactive ray tracer, and interactive rendering of a 3D
scene that closely represent the reference painting.
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NOMENCLATURE
2D Two-dimensional
3D Three-dimensional
API Application Program Interface
AR Augmented Reality
CG Computer Graphics
GI Global Illumination
GPU Graphics Processing Units
NPR Non-Photorealistic Rendering
VR Virtual Reality
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1 INTRODUCTION
Early Computer Graphics(CG) rendering primarily focused on creating complex and
realistic images. Over the last two decades, a substantial amount of non-photorealistic ren-
dering (NPR) methods has been developed to enable the simulation of non-photorealistic
styles of art forms. According to David et al. [34] to better communicate complex digital
art, some form of visual abstraction is needed. Digital art benefited from advancements in
CG and rendering technology. Creating a non-photorealistic illustration proved to be more
often effective, information was better conveyed by omitting extraneous details and only
focusing on the relevant features.
However, there’s been a limited amount of research that explored real-time rendering
with global illumination(GI) effects, including reflection and refraction for NPR. This is
partly due to the unavailability of adequate software and hardware to support rendering
real-time reflection and refraction. The parallel processing powers of graphics processing
unit (GPU) coupled with the inherently parallel nature of ray tracing makes it possible for
an interactive raytracer with GI to exist [29]. Now it is possible to realize a real-time art
directable non-photorealistic shader.
1.1 Motivation
Development of a rendering and shading framework to obtain the desired look-and-
feel is not an easy task in practice. As explained [5], replication of a style acts as a measure
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of our technique and understanding. To the degree that we lack the ability to make a picture
look realistic, we also lack the artistic control over it. Shade Trees architecture, a flexible
tree-structured shading model that can represent a wide variety of shading characteristics,
has laid the foundation for procedural shader concept to create any desired look-and-feel
[5] . Despite the success of shaders and shading languages [16], rendering the desired
style is a challenge even for highly qualified lighting technical directors. Recently, a new
approach called Barycentric Shaders, was developed by Akleman et al. [1] to simplify
shader development. They define barycentric operations in the form of parametric func-
tions, which satisfy partition of unity and guarantees that colors calculated by the functions
always stay inside the convex hull of a set of control colors. The method has been suc-
cessfully used in some specific artists’ styles including a recent Chinese-ink painting [25],
see Figure 1.1, and Charcoal rendering [12], see Figure 1.2. In this work, we present a
more general application of Barycentric Shaders that can be used to obtain any style that
resembles a painting specifically in real-time rendering.
1.2 Goal
This work, demonstrates the possibility of translating the visual aesthetics of a paint-
ing into real-time rendering. This approach is a streamlined process. We have devel-
oped a generic Barycentric shader that can be used in an interactive raytracer developed by
NVIDIA. The OptiX- Application Program Interface (API) [29] is an application frame-
work for achieving optimal ray tracing performance on the GPU. We chose to use this
2
Figure 1.1: Chinese ink-and-brush painting with reflection created using 3D computer
graphics
Figure 1.2: Charcoal Shader look-and-feel of hand-drawn charcoal drawing effect for a
variety of materials and shapes
framework to create painterly rendered scenes in real-time using GI. One main goal of
this shader is to ensure its design allows artists to achieve desired styles with the help of
3
intuitive and interactively modifiable shader control parameters.
Although Barycentric shading methods allow us to obtain the desired look-and-feel,
the current rendering pipeline does not allow interactive interaction with such artistic re-
sults that includes GI effects such as shadow, reflection, and refraction in real-time. There
is a need for the development of rendering methodology that allow interactive interac-
tion with artistically rendered virtual worlds i.e three-dimensional(3D) scenes. This work
develops a methodology that allows users to interact with such artistically rendered 3D
scenes. Gaming, augmented reality and virtual reality are industries where this shading
methodology is applicable. We demonstrate the effectiveness of this approach by trans-
forming an existing painting into a 3D painterly rendered scene.
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2 BACKGROUND
The evolution of technology has lead to the creation of non-photorealistic shaders
with GI for real-time rendering. In this section we discuss previous research in NPR.
2.1 Evolution of NPR
Figure 2.1: Interactive Pen-and-Ink Illustration created by Salisbury et al: A single scene,
drawn in a variety of styles
According to Stuart Green, NPR is referred to as the creation of images without
aspiring to be realistic [31]. Some of the well-known NPR categories include:
 Pen and Ink illustrations Techniques: cross hatching, outlines, line art. Figure 2.1
5
shows an example of this technique.
Figure 2.2: Watercolor effects. (a) drybrush, (b) edge darkening, (c) backruns, (d) granu-
lation, (e) flow effects, (f) glazing
Figure 2.3: Simulated watercolor effects. (a) drybrush, (b) edge darkening, (c) backruns,
(d) granulation, (e) flow effects, (f) glazing
 Painterly Rendering Styles: watercolor, ink, impressionist, expressionist, pointilist. Fig-
ures 2.2, 2.3, 2.4, 2.5 show examples of this technique.
 Cartoons Effects: cartoon shading, distortion. Figure 2.6 shows an example of this tech-
nique.
 Technical Illustrations Characteristics: Matte shading, edge lines. Figure 2.7 shows an
example of this technique.
The flow chart shown in Figure 2.8 describes the evolution of NPR. It shows how
computer generated images in the form of pixel art, a term published by Adele Goldberg
6
(a) Automatic watercolorization of the finished painting (b) Low resolution image
Figure 2.4: Curtis et al’s Automatic watercolorization
Figure 2.5: Litwinowicz’s technique: an image produced showing the impressionist effects
7
Figure 2.6: An example of Philippe Decaudin’s cartoon images directly rendered from a
3D model using his cartoon shader.
and Robert Flegal[13], was a form of traditional digital art. The images were edited on
the pixel level, this kind of art can be seen in early 2D games. Pixel art is commonly
divided into two subcategories: isometric and non-isometric. The isometric pixel art is
created in 2.5D projection, this is commonly seen in games to provide a pseudo 3D viewing
effect. Non-isometric pixel art is created in orthographic views (top, side, front, bottom).
It involves the conversion of 3D wire frame geometry into 2D rendered images. These
images were either rendered as photorealistic (close approximation to the real world) or
non-photorealistic images (a stylized abstract of it’s real world counter-part).
8
(a)
(b)
Figure 2.7: Gooch shader examples. (a) Left to Right: Phong shaded object; New metal-
shaded object without edge lines; New metal-shaded object with edge lines; New metal-
shaded object with a cool-to-warm shift. (b) Left to Right: Phongmodel for colored object;
New shading model with highlights, cool-to-warm hue shift, and without edge lines; New
model using edge lines, highlights, and cool-to-warm hue shift; Approximation using con-
ventional Phong shading, two colored lights, and edge lines.
2.2 Previous Work in Non-Photorealistic Rendering
A significant amount of work has been published on real-time and non-real-time
NPR. One common goal is to produce images that closely mimic artistic or expressive
9
depictions.
Figure 2.8: Flowchart showing the Evolution of NPR
Haeberli introduced the first automatic and semi-automatic painterly rendering
algorithms for NPR to replicate impressionistic paintings in CG [15]. He developed a
program that interactively selects and manipulates visual information from a source image
or 3D scene. He describes a painting as an ordered list of brush strokes. Each brush
stroke represents a collection of attributes which includes the location, color, size, angle
and shape of the brush stroke. An example is shown in Figure 2.9. Several commercial
painting software, such has Adobe Photoshop, Fractal Design Painter and Matador Paint
10
System, have incorporated Haeberli’s NPR algorithms into their systems.
Figure 2.9: An example of Paul Haeberli’s NPR images. These images are obtained as a
result of non-linear filtering 2D images.
Decaudin introduced cell shading by using a combination of multi-pass rendering
and image processing techniques to create stylized images from data represented in a 3D
scene [11]. An example is shown in Figure 2.6. In cell shading, the characters and objects
in the scene are represented by their respective outlines. The outline varies in thickness.
The color inside can be uniform or a gradient between two colors. This shading also has
a shadow effect attribute. Decaudin also stated that, achieving cell shading requires two
11
separate outlines. One outline is created for the object’s silhouette and a second to crease
edges.
Meier [28] developed on Haeberli’s [15] work by attaching particles to 3D objects
and placing brush strokes to coincide with the particles. This resulted in images that re-
sembled impressionist paintings as shown in Figure 2.10. Figure 2.11 shows the painterly
rendering pipeline introduced by Meier.
Figure 2.10: Barbara Meier’s technique: Frame from a painterly rendered animation
Salesin et al. [34] implemented a number of principles of traditional pen-and-ink
illustrations as part of an automated rendering system. This was extended to an interactive
rendering system by Salisbury et al. [32]. Collections of strokes arranged in different pat-
12
Figure 2.11: Barbara Meier’s painterly rendering pipeline
terns are used to generate texture and tone. This paper created a mouse-based interface that
generated strokes (single and multiple) automatically. This can achieve texture, tone, and
shape. The user painted using textures and tones, and the computer generated individual
strokes. This system also allows edge extraction from images, useful for outlining. Figure
2.1 shows a scene created, in a variety of styles, from this system.
Litwinowicz’s paper [24], explores the technique of transforming ordinary video
segments into animations with a hand painted effect. This paper makes use of the
underlying principles of Haeberli’s [15] techniques for transforming images to painterly
animations. This conversion process includes a brush stroke orientation algorithm and a
technique to move the brush strokes for each frame. This produced a temporally coherent
13
painterly animation. An optical flow field was used to push short brush strokes along
scene movements and provided various tools for editing/correcting flow and layering
to obtain painterly/impressionist effects, see Figure 2.12. Figure 2.5 shows an image
produced with this technique.
Figure 2.12: Litwinowicz’s technique for obtaining impressionist effects. Two frames and
the optical flow field that maps pixels from one frame to another
Hertzman [17] presented a method that creates painted appearance from a photo-
graph, by automating the paint and draw process without human intervention. The method
involves painting with varying brush sizes to express various details in an image. Accord-
ing to Hertzman, achieving details in a painting requires the use of a layering technique.
This consists of a rough large brush sketch that is then painted over progressively with
smaller brushes until a visual resemblance to the source image is achieved. Figure 2.13
shows the progression of the layering technique.
Cassidy Curtis made a computer-generated short film, Brick  a Brac, in 1995,
which had a sloppy ink rendering style. He created this as an exercise to demonstrate per-
sonality through animated lines, [7]. Figure 2.14 shows the animation rendering process.
In 1998 Curtis [8] created a Loose and Sketchy rendering style by drawing only what
14
Figure 2.13: Painterly Rendering with Curved Brush Strokes of Multiple Sizes. (a) A
source image. (b) The first layer of a painting, after painting with a circular brush of radius
8. (c) The image after painting with a brush of radius 4. (d) The final image, after painting
with a brush of size 2. Note that brush strokes from earlier layers are still visible in the
painting.
is necessary. A hand drawn sketch is an artist’s interpretation, it encourages the viewer
to participate in the completion of the image. This engages the viewer’s mind unlike a
photorealistic image. The line gesture conveys the character’s mental state. To achieve this
effect, the shader requires a user input depth map of the 3D models, and the conversion of
the animation into a sequence of gestural sketches. This tool was used for motion testing
and for creating finished animations in a non-photorealistic style. Figure 2.15 shows a
screen capture from the The New Chair [9] short film using this NPR style.
Curtis also developed a watercolor look for the film Fishing [10], directed by David
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Gainey, in 1999. He achieved the watercolor look using image processing and noise
synthesis. Figure 2.16 show a screen capture from the film.
Figure 2.14: Brick-a-Brac (1995) by Cassidy Curtis. Computer generated sloppy ink ren-
dering style
Gooch et al. [14] developed a shading approach that provides art directable control
of the color of the output image. This technique is now popularized as Gooch shading.
It involves the surface computation of a light source and the representation of objects in
the scene as two tone shades in the final image. This helps identify the surface orientation
of the object. Shading occurs only in mid-tones so that edge lines and highlights remain
visually prominent. The paper talks about technical illustrations occupying the middle
ground of abstraction, where the important properties of 3D objects are accented while the
extraneous detail are diminished. See Figure 2.7 for an example image.
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Figure 2.15: The New Chair (1998) directed by Cassidy Curtis : Loose and Sketchy NPR
Figure 2.16: Fishing (1999) by David Gainey, watercolor look done by Cassidy Curtis
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Kowalski et al. [22] in their 1999 paper proposed an algorithm to render stylized
fur, grass and trees. This stylized look suggests the complexity of the scene without rep-
resenting it explicitly. They use gra f tal textures which places fur, leaves, grass or other
geometric elements into the scene procedurally to achieve a particular effect. Gra f tal is
a stroke-based procedural texture that generates detailed elements such as fur, hair, and
grass. The important aspect of this paper is the algorithm that implements the placement
of these gra f tals to match the aesthetic requirements of a particular texture. Figure 2.17
shows an example of the gra f tal placement with relation to the camera distance.
Figure 2.17: A truffula tree top with static graftals organized in a three-level hierarchy. (a)
When the camera is close, all three levels are drawn. (b) As the camera zooms out, only
two levels are drawn, and (c) finally just the base level is drawn.
In the 2000s, research on NPR branched into different applications. [33], [18], [21].
Most notable of them included the NPR for interactive rendering and videos/animation
18
sequence. Lee [23] implemented a technique for rendering oriental black ink paintings
with realistic diffusion effects. This is based on a model that simulates a variety of
paper types and black ink properties. This explores real-time dynamic simulations
of realistic ink diffusion. Amount of water, coarse particles, density of paper/cloth are
some of the parameters used to explore the ink diffusion. See to Figure 2.18 for an example.
Figure 2.18: Black ink diffusion renderings using ink. (a)only a limited amount of water,
producing weak diffusion and (b) an abundant amount of water producing strong diffusion.
Kalnins et al. [20] presented a system for drawing stroke-based NPR styles directly
on 3D models. The system offers the choice of brush styles, paper textures, background
and base-coats. The artist decides a brush style, then draws strokes over the model from
one or more viewpoints. When the system renders the scene from any new viewpoint, it
adapts the number and placement of the strokes appropriately to maintain the original look.
See Figure 2.19
19
Figure 2.19: Artists directly annotated the same 3D teacup model to produce four distinct
rendering styles.
Chu et al. [4], presented a physically-based method for simulating ink dispersion in
absorbent paper. They developed an ink flow model based on the method of lattice Boltz-
mann equation (LBE). They implemented a painting system called MoXi using OpenGL
and the CG shading language. The ink simulation operations are implemented in fragment
programs running on the GPU (parallel processors).
The trend of using physics to produce artistic rendering was adopted by Olsen et al.
[30]. The research makes use of vortex dynamics and semi-Lagrangian fluid simulation to
create controlled vector fields. The vector field is used in the creation of painterly images
and animations. See Figure 2.20 for an example.
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(a) (b)
Figure 2.20: Interactive Vector Fields used for Painterly Rendering. (a) The application
showing the field and region editing windows, (b) Rendering of a red poppy
Figure 2.21: Real-time 3D cartoon smoke
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McGuire et al. designed an algorithm for rendering real-time interactive smoke an-
imations in stylized cartoon [27].The rendering algorithm implements four effects: cell
shading, shadowing, black outlines, and gradient fills. These can be selectively used to
approximate different cartoon styles and provide artistic control. Figure 2.21 shows an
example of this style of rendering.
Chen et al. [3] explored watercolor NPR in real-time Augmented reality using voro-
nio diagrams to mimic watercolor effects. To maintain visual coherence, edge detection
and re-tiling of the voronoi cells is needed. This work did not explore the inclusion of GI.
See figure 2.22
Lu et al. [26] explored the possibility of converting images, video, and 3D animation
sequences into painterly renderings in real-time. The parallel computing power of GPU
enables artists to execute the placement of brush strokes in real-time. See Figure 2.23
which shows the steps of the algorithm used for this type of rendering, and Figure 2.24
showing the variety of styles created using the software.
Imhof et al. [19] present a method for real-time painterly rendering by interpreting
off-surface paint strokes as volumetric data, near the surface of the 3Dmesh. Their method
is based on f in textures in which mesh edges are extended orthogonally off the surface and
textured to replicate the painterly renders of the custom offline rendering method. See
Figure 2.25 and Figure 2.26
Recently, Akleman et al. [1] generalized Gooch shading [14] using Barycentric al-
gebra to provide art-directed control of colors in the final images. This type of shader
22
(a) (b)
(c) (d)
(e)
Figure 2.22: Watercolor InspiredNon-Photorealistic Rendering for AugmentedReality. (a)
A Voronoi pattern, (b) An original AR frame , (c) Image processed by a Voronoi pattern,
(d) Detected edges in an AR frame , and (e) A final rendering, combining tiling and edges
guarantees the desired style irrespective of the underlying renderer and illumination model.
This method has successfully been used to generate shaders for Chinese ink-and-
brush paintings with reflection [25], refer to Figure 1.1. Similarly, the same barycen-
23
Figure 2.23: Main conceptual steps of Lu et al’s algorithm.
Figure 2.24: Variety of styles created using Lu et al’s algorithm.
24
Figure 2.25: Example fins extruded from mesh edges
Figure 2.26: This painterly cat rendered using fin texture approximation
25
tric shader was adopted in charcoal rendering with reflection [12], refer to Figure 1.2.
Liu’s work demonstrated global illumination effects such as reflections using Yang Ming’s
paintings as visual reference. Liu’s research provided a non-photorealistic water reflection
shader. Du’s work demonstrated effects such as reflection in charcoal renderings. These
shading approaches can only be used in post-production with no real-time interaction.
In this work, I provide a real-time interactive approach to rendering 3D versions of
paintings with GI while providing direct artistic control of resulting colors.
26
3 METHODOLOGY: STRUCTURE OF GENERIC BARYCENTRIC
SHADER
In this section, we present Barycentric Shaders a shading framework based on
barycentric algebra. Barycentric shaders provide an intuitive art-directed control over the
final output. Akleman et al. [1] demonstrated example scenarios where this framework
was used to produce user desired style of 3D scenes regardless of the underlying rendering
method and illumination model.
According to Akleman et al. [1], introducing an addition/subtraction operator in
shader development may result in negative values. The resulting color value is the differ-
ence between two points referred to as conceptual vector. The difference of two colors
may not result in a positive real value. Negative color values are difficult to understand
hence not intuitive to work with as control parameters.
The Barycentric Shader method poses a solution that uses operations that satisfies
partition of unity such as mixing operations. The results obtained are from colors defined
with positive real numbers. Using the barycentric algebra in shaders does not require a
significant conceptual change, it only requires the shader operator to be of the form given
by equation 3.1
c=
M
å
i=0
wi Ci where
M
å
i=0
wi = 1 and 8 wi  0 (3.1)
whereCi’s are colors, i.e. n-tuples of positive real numbers. The restriction that the weights
wi are all positive and sum to 1 is called the partition of unity property. This property
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guarantees that the solution c stay inside of the convex hull defined by the colors Ci. This
restriction does not impose any limit over the polynomials that can be used. Basis functions
of parametric polynomials used in geometric modeling, such as Bezier, B-splines and b -
splines satisfy this property.
Parametric rational, irrational or piecewise polynomial can be converted to a form
that satisfies the partition of unity property [2]. Choosing w0 = (1 - t) and w1 = t with 0 
t  1, which results in the mix operator, utilizing the basis functions of first degree Bezier
curves, which satisfy partition of unity.
In addition, the convex hull property that comes with partition of unity, is particu-
larly useful in practical shader development applications. It provides an intuitive control
mechanism for obtaining desired results.
The extension of the Barycentric algebra into shader development can be imple-
mented by adapting primitives similarly used in geometric modeling. There are practical
aspects of shader development that differentiate this problem from modeling curves and
surfaces. In order to resolve this Akleman et al. [1] separated the rendering architecture
into three phases. The front-end shader, interface between Front and Back-end shader, and
the back-end shader.
 Front-end shaders:
Compute information about the geometric surface including displacement, bump,
normal vectors and angles. Akleman et al. [1] use classical shader calculation to
deal with negative and complex numbers. This step is carried to produce parameters
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for the back-end shaders, that computes the final colors.
 Interface Between Front and Back-end Shaders:
The Front-end shaders combine all incoming radiance that produce a certain effect as
a lump sum term and turn this lump sum into a single color-point. Front end shader
also produce a single effect parameter for each effect. Let ki(p)2 [0; 1] denotes effect
parameter that corresponds to the weight of importance of that particular effect i in
a given shading point p.
 Back-end shaders:
They are constructed using the barycentric operations to compute the color based on
the parameters passed from the front-end shaders. While developing the back-end
shader, a reference image is used to ensure the desired style is maintained regardless
of how the parameters from the front-end shaders are computed.
3.1 Effect Parameters
The number of effect parameters corresponds to the dimension of the shading func-
tions which is dependent on the chosen painting. The front-end shader provides a single
color-pointCi and an effect parameter ki. Ci gives a lump sum of all light reaching a given
point and produces a particular effect, while ki gives the importance of that effect in a given
shading point. Akleman et al. [1] discuss 6 different effects. In this research, we discuss
only the effects that are relevant to our goal.
 Diffuse Reflection Shader:
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A diffuse front-end shader provides a single diffuse color-point that gives a lump
sum of all diffusely reflected light that reaches a given point and a diffuse effect
parameter that provides importance of that effect in that particular point. The lump
sum color point can be computed by including illumination coming from point lights,
ambient occlusion, environment illumination or final gathering or incoming photons.
It is helpful to compute shadow separately using either ray tracing or shadow maps.
Shadow parameter is used to adjust corresponding diffuse color-point, which gives
a better control over results.
 Specular Highlight Shader:
A specular highlight front-end shader provides a single color-point as a parameter
that is a lump sum of all specular reflected illumination for a given view direction and
specular highlight effect parameter. Specular highlights and true mirror reflection
are not compatible. A shader designer should decide how to compute the lump sum
parameter from the specular highlights and true mirror reflections.
 Silhouette Shader:
A silhouette front-end shader provides the silhouette color and effect parameter. It
provides information about the distance from the shading point to the silhouette edge
of an object from a given view direction. This effect parameter can be obtained as a
monotonically increasing function of nno .
 Transparency Shader:
Transparency front-end shader provides a color-point which is computed by com-
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bining refraction and mirror reflection. It makes use of the fresnel and transparency
effect parameter to describe the transparency of the point. Fresnel parameter is com-
puted as a function of the angle between normal vector, incident ray direction, and
index of refraction. Fresnel turns reflection and refraction into a lump sum parameter
that can be included as a single parameter.
3.2 Barycentric Formulation for Back-End Shaders
Barycentric shaders and parametric shapes originate from the same theoretical frame-
work, but there are significant differences between them, which can be broadly categorized
as follows:
 Position Dependency:
Every surface or volume point of a barycentric shader behaves differently. The
shader functions should consist of parameters of either texture coordinates (u, v)’s,
that correspond to surface positions, or volumetric positions (x, y, z)’s.
 Non-Scalar Parameters:
In shape modeling, parameters are single dimensional. For instance, a parametric
surface is defined by two single parameters. On the other hand, shading parameters
for each effect consists of one color-point and one effect parameter.
 Constraints on Colors:
For modeling objects, the entire parameter space is used to compute shapes. On the
other hand, in rendering we construct only a subset of allowed colors.
31
 Dimension:
In shape modeling, the number of parameters can be at most three; one for curves,
two for surfaces and three for volumes. On the other hand, the number of independent
shading effects can be much higher than three.
3.3 Extension
The parametric curve and surface methods in geometric modeling cannot be used
directly in the implementation of barycentric shaders. Akleman et al.[1] present solutions
that help in the development of these barycentric shaders.
3.3.1 Style Control with Control Images
The first approach Akleman et al. presents is based on using texture images as coeffi-
cients of parametric equations in Barycentric form. This formulation allows every shading
point to have different material property that can be derived from a set of texture or control
images.
Barycentric form provides partition of unity and guarantees that the final color of
any given shading point stays in the convex hull of control colors. The final color is just
a weighted average of the control colors. Thus a function computing the final color is a
weighted average of a set of control images, given as
I =
M
å
i=0
Wi Ii; and
M
å
i=0
Wi = 1; (3.2)
where Ii’s are the control images and Wi’s are the weight images, that are computed from
basis functions and parameters which ensures they satisfy extended partition of unity. 1 is
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a white image and I is the final rendering.
Figure 3.1: An example demonstrating the concept of control and weight images. I0 and
I1 are control images, W0 and W1 are weight images that satisfy partition of unity. I =
I0W0+ I1W1 is the final rendering obtained by taking a weighted average of the two control
images.
3.3.2 Style Control with Basis Functions
According to Akelman et al. control images determine overall style, and the basis
functions play an important role in obtaining desired styles. This is achieved by control-
ling how colors are distributed across the final image. An important element of visual
style is the functional continuities underlying the parametric function. G2 continuous
function appears significantly different in style than a function that is G0 discontinuous
in some regions. Apart from the number of discontinuous regions, the shapes and the
sizes of the functions influences our perception of style. The control texture images may
be discontinuous, which makes it difficult to evaluate the continuity of control images.
Where as we can always analyze properties of the basis functions that are used to create
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the final images. For instance, consider the two renderings presented in Figure 3.2(a) and
(b). Although these images are discontinuous, it is easy to see in (a) there are only two
and in (b) there are four distinct regions. These perceived regions result from the number
of zero-degree B-splines. Note that when the number of zero degree basis functions
increases, the final image approaches a linear interpolation.
(a) (b)
Figure 3.2: A comparison of the effect of the number of discontinuities in changing the
final style. To create consistency, we obtained the two new control images needed in (b)
by using linear interpolation of the original control images.
3.3.3 Rectangular Box Property
If weights for a given shader point (u;v) are unsaturated, i.e. greyscale colors, then
the convex hull property obtained is dependent on the colors, see Figure 3.3a. This is
similar to geometric modeling where the convex hull is dependent on the defined points.
However, if weights are just random colors, each dimension gives a convex hull property
independent from one another. This results in a wide range of color. An example is shown
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in Figure 3.3b.
(a) W0 : An unsatu-
rated (B&W) weight
image
(b) I: Final Rendering
using W0
(c) W0: A very satu-
rated weight image.
(d) I: Final Rendering
using W0
Figure 3.3: A comparison of convex hull vs. box property. A greyscale weight image
provides a convex hull. On the other hand, a very saturated weight image extends color
possibilities to a bounding box.
3.3.4 Painter’s Hierarchy
Handling a high number of effect parameters with a parametric equation can be chal-
lenging. This is simplified by using the painter’s hierarchy, i.e. following the layering order
the painter uses. A painter first creates a base image of the painting, which corresponds
roughly to diffuse reflection. Next, the other effects such as specular highlights, silhouette
edges, transparency and shadows are created. Similarly a hierarchy of effect parameters
can be created, starting with the most essential effect and the rest is added in sequence.
The most essential effect is denoted as I0 , the next one as I1 and so on.
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particular effect. This particular equation provides convex hull property. An additional
advantage of this formulation is that we do not have to make a significant conversion from
front-end shader to back-end shader. On the other hand, wemust still be careful in handling
negative numbers.
Establishing the painter’s hierarchy is critical in achieving the desired style of ren-
dering, i.e having the structure of the shader closely follow the exact hierarchy of the cho-
sen painting. Choosing the parametric equations is equally important, i.e establishing the
barycentric operations and the control colors. In simplex equations each barycentric op-
eration is a mixture of 2 colors, this number can vary. For instance in cartoon shading,
discontinuous functions such as zero-degree B-splines can be used as barycentric basis
functions. For smoother color changes functions such as first-degree B-splines, quadric or
cubic Bezier curves can be used. The control colors can be identified by carefully sampling
the colors in the chosen painting. Any software, such as Adobe Photoshop, with a color
picker can be used for this process.
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4 BARYCENTRIC SHADER USED FOR THE REAL-TIME NPR
SHADER
In this section, we present a simple non-photorealistic Barycentric shading network
that can be used in a real-time ray tracer. Barycentric shaders are capable of representing a
wide variety of non-photorealistic styles [1]. In this work, we focus on a real-time applica-
tion of Barycentric shaders for recreating expressive paintings. This section also describes
a basic structure of our generic Barycentric shader.
4.1 Hierarchical Zero-Degree Bezier Basis Functions to Represent Simplices in Color
Space
As discussed in the previous section, we use Barycentric basis functions to get a
controlled shader network. In this work, we use a specific type of Barycentric equations
that provides simplices, which are higher dimensional extensions of lines and triangles. An
M-simplex is a M-dimensional polytope defined as the convex hull of its M+1 points. An
M-simplex interpolates its M+1 end-colors denoted byCi, where i= 0;1; : : : ;M. Simplices
can be given using a high dimensional version of bilinear form, which is given iteratively
as follows:
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Ambient Term: This is the zeroth term given as I0 k0W0 where I0 is the control texture
choosen k0W0 = 1. If necessary k0W0 term can be used to to create darker regions.
Diffuse Reflection Term: I1 is the diffuse control texture that gives us how we want
the object to be rendered when there complete diffuse illumination. W1 represents the
lump sum of all diffusely reflected light that reaches a given point and k1 is a percentage
that controls the amount of diffuse reflection. If k1 = 0, then there is no diffuse reflection.
The lump sum color point W1 can be computed by including illumination coming from
point lights. In this work we do not include ambient occlusion, environment illumination,
final gathering or incoming photons. Shadow is computed separately using ray tracing.
Shadow parameter is used to adjust corresponding diffuse illumination W1, which gives a
better control over the results.
Silhouette Highlight Term: I2 is the silhouette control texture that determines how the
object is to be rendered in silhouette regions. W2 represents the term that controls silhouette
regions and k2 is a percentage that controls the the amount of silhouette. If k3 = 0, then
there is no silhouette.
Specular Highlight Term: I3 is the specular highlight control texture that controls
how the object is rendered when there is full specular illumination. W3 represents the lump
sum of all specularly reflected light that reaches a given point while k3 is a percentage that
controls the the amount of specular highlight. If k3 = 0, then there is no specular highlight.
The lump sum color pointW3 can be computed by including specular illumination coming
from point lights.
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(a) I0 (b) I1
(c) I1 (d) I3
(e) Final render
Figure 4.1: Barycentric NPR shader breakdown. Single colors used for I0, I1, I2, and I3.
We chose k0 = k1 = k2 = k3 = 1. We ignored transparency by choosing k4 = 0. Final image
shows the shader applied on a sphere.
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Transparency Term: I4 is the transparency control that determines how the object
is rendered in transparent regions. W4 is the term that combines incoming refraction and
reflection using Fresnel. In addition, k4 is a percentage that controls the amount of trans-
parency. In other words, if k4 = 0, then the object is opaque, otherwise it is transparent.
4.3.1 Effect of Control Textures
Figure 4.1 demonstrates the effect of control textures on final rendering. Note that
this particular shader does not have transparency since we chose k4 = 0.
4.3.2 Computing Wi Terms in Front-End Shader
Wi terms are standard terms computed by standard shaders. We frequently used
monotonically increasing functions to convert computed illumination to Wi. The simplest
and one of the most useful monotonically increasing function is clamp, which can be de-
fined as,
y=Clamp(t; t0; t1) =
8>>>>>>>><>>>>>>>>:
0 if t0  x;
t  t0
t1  t0 if t0 < t < t1;
1 if x t1;
(4.4)
This function monotonically increases only t0  t1. We can now provide howWi terms are
computed in Front-End shader. Figure 4.2 shows a graphical representation of the clamp
equation
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Figure 4.2: Monotonically increasing function represented as diagrams. (a) represents
interpolation between C0 and C1, (b) add t0 and t1 parameters to provide flexible controls
to blend the two colors C0 andC1
Diffusely Reflected Illumination
W1 is the lump sum of all diffusely reflected light that reaches a given point. It is
computed as
W1 =
N
å
i=0
shLi tLi CLi (4.5)
where N is the number of lights in the scene, CLi is the color of light source Li, shLi is
the shadow parameter for the light Li computed by ray tracer and tLi is the monotonically
increasing function. This is the cosq that is computed by dot product of surface normal~n
and light vector for the light Li ~nLi as
tLi = clamp(~n  ~nLi ; 1;1) = clamp(cosq ; 1;1): (4.6)
Note that, in this case, the monotonically increasing function clamp(cosq ; 1;1) is
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given by the following equation
clamp(cosq ; 1;1) = cosq +1
2
(4.7)
Silhouette
W2 is the silhouette illumination. To find out if a point on the surface of the 3D object
is the outline or silhouette, we check if the surface normal (N) is perpendicular to the eye
vector(camera ray), see Figure 4.3. It is computed as
W2 = clamp(1 ~n  ~nE ;min;max) (4.8)
where ~nE is the eye vector and max and min are used to control the size of the silhouette
and smooth transition region.
Figure 4.3: Surface normal(N) and eye vector/camera(I) ray are used to silhouette edge
detection
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the refracted ray using the incident/incoming ray, surface normal and index of refraction,
see Figure 4.7. The index of refraction (IOR) in nature typically ranges from 1/2 to 2. An
examples is vaccum that has an IOR of 1 and water with an IOR of 1.333.
Figure 4.4: Specular computation
Figure 4.5: Clamping the specular value to obtain the desired specular highlight
The OptiX API [29] has a routine that calculates the refracted ray, based on the given
incident/incoming ray, surface normal and index of refraction inputs, for a given point.
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W4 is the combination of reflection and refraction using Fresnel term f . It is com-
puted as
W4 = fCR+(1  f )CT (4.11)
where CR is the color of reflection andCT is the color of refraction.
Figure 4.6: How to compute a standard reflection ray for an incoming ray
Figure 4.7: How to compute a standard refraction ray for an incoming ray
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5 VISUAL ANALYSIS
In this work, we reconstruct Rachel Cunningham’s digital painting, Decido,
shown in Figure 5.1. For this we need to develop a set of shaders for every object in
the scene that can produce a look-and-feel that is consistent with the objects in the painting.
Figure 5.1: ’Decido’ - Primary visual reference. Digital painting by Rachel Cunningham
The generic Barycentric shader presented in section 4 provides a framework to sim-
plify the process of creating shaders for the objects in the scene. In order to create a new
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shader, we identify all the effects pertaining to the scene. Then analyse the layering tech-
nique used by the artist. This helped identify the shading hierarchy. The shader developed
using this information can be used for all the objects in the scene. This can be done by
using different texture maps, colors, and adjusting the effect parameters to achieve the de-
sired result. Therefore, the main problems are reduced to the identification of effects and
it’s order of application.
This identification of effects can be achieved by careful visual analysis of the
paintings we intend to reconstruct.
5.1 Visual Analysis
The purpose of this visual analysis is to discuss the artists’ use of shading, form,
shadow, reflection and refraction principles, that are then abstracted as effects. Since the
goal of this research is to explore the possibility of creating a real-time art-directed 3D
painting, the analysis emphasizes the artists style of painting, that is represented using
the generic barycentric shader. The result of this yielded a list of essential characteristics
and artistic aspects i.e effects and effect parameters used as guidelines for recreating the
painting in CG. These can be categorized as follows:
1. Diffuse Reflection Shader
2. Specular Highlight Shader
3. Silhouette Shader
4. Transparency Shader
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5.1.1 Diffuse Reflection Shader
In this subsection, we discuss color and tones of Cunningham’s painting. In this
analysis, we extract the darkest and brightest color from each region and create a color ramp
for each region using the color values we sampled correspondingly. We use the Barycentric
shading method, which interpolates between two colors/images; the brightest(illuminated)
and darkest(unlit) color(image), that we call bright image and dark image. The resulting
color (diffuse color) is an equation derived from RGBa channel of the bright and dark
images.
Figure 5.2: Color analysis of the main object in Cunningham’s painting, Decido
In Figure 5.2, FC corresponds to the darkest and lightest foreground color of one of
the tentacles. BC corresponds to the darkest and lightest color of the same tentacle behind
the semi-transparent creature. And MC corresponds to the darkest and lightest color of
the creature. The color values obtained by taking samples from the image are used in
producing the texture map inputs for the Diffuse Reflection shader equation.
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5.1.2 Specular Highlight Shader
The specular highlight in Cunningham’s painting is different for different parts of
the creature. On the body of the creature the specular is mostly diffused and, with a softer
fall off. On the eye of the rodent and snake the specular highlight is sharp. See figure 5.3.
Figure 5.3: Specular highlight analysis in Cunningham’s painting, Decido
5.1.3 Silhouette Shader
In this subsection, we discuss the edge or border that surrounds each character in
the painting. On close examination of the painting the character is surrounded by a thin
slightly jagged edge. The edge color is a slightly saturated value as compared to color of
the body. See Figure 5.4
52
Figure 5.4: Color analysis of the silhouetted edge in Cunningham’s painting, Decido
5.1.4 Transparency Shader
Reflection
The reflection in Cunningham’s painting is mainly seen in the water. The water
closer to the viewer has a hue that is darker as compared to that which is farther away from
the viewer. The water is murky as there is no representation of what could be below the
water surface. This reflection depicted is not physically accurate. By taking 2 sets of color
samples (the darkest and the lightest) from the region close to the viewer and farther away
from the viewer, we can map out the color range for the water based on the distance from
the camera. See Figure 5.5. The reflection as we can see is mostly objects near the water,
and there is no distinct sky reflection seen on the water surface. This can be handled by
using a hand painted environment map that is used while calculating the water reflections.
f is the Fresnel parameter, that is calculated using Schick’s approximation of Fres-
nel reflectance. This routine is provided by the OptiX API [29], this parameter is used
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to determine how to combine the reflection and refraction colors. We can customize the
parameter for the purposes of our thesis to make use of this routine and achieve the desired
look and feel for the final result.
Figure 5.5: Color analysis of the water in Cunningham’s painting, Decido
Refraction
In Cunningham’s painting, refraction although is not seen in the water, she has in-
corporated it in the main creatures body. The color breakdown in Figure 5.2 shows one of
the tentacles from behind the creature’s body.
Transparency
We notice that the color of the tentacle is influenced by the a certain alpha factor or the
color of the body. The creatures limbs are opaque and minimal refraction almost nearing
transparency in the main body. To replicate this look, we hand painted a transparency map.
For each point on the surface, the transparency value is obtained from the map, the value of
which ranges from 0 to 1. 0 being completely transparent and 1 being completely opaque.
54
5.2 Shadow
Another goal of this thesis is the inclusion of artistic shadows. We compute shadows
separately using ray tracing, provided by the Optix API [29]. While analysing the shadows
in the painting, we notice that the color value of the shadowed regions in the painting do
not go completely black (0,0,0). See Figure 5.6. This quality is very important to achieve
in CG in order to achieve the painterly CG rendering. In order to replicate this effect using
Barycentric shaders, we took two color/texture maps values for the same object, similar
to how the diffuse reflection shader is calculated. In order to have artistic control of the
shadows we introduced a shadow intensity parameter, W1. This is then used to adjust the
corresponding diffuse illumination, giving more control over the results.
Figure 5.6: Color analysis of the shadows in Cunningham’s painting, Decido
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6 IMPLEMENTATION
This section is about the implementation of the Barycentric shading method for NPR
as well as the process of creating the final 3D painting. Figure 6.1 illustrates the general
process and the stages to complete the interactive painting.
Figure 6.1: A flowchart showing the process for creating the interactive 3D painting
A 3D scene is created to represent the objects in the painting. This is shown in Figure
5.1. It consists of the main creature with the organs and its appendages, the land and the
water. Then, the Barycentric shader for NPR is developed in CUDA and attached to each
3D mesh. The user has real-time artistic controls to adjust the effect parameters.
In this research we use Autodesk Maya for 3D modeling, CUDA for developing
the shader and NVIDIA® OptiX™ ray tracing engine [29] to generate the interactive 3D
painting. Adobe Photoshop and The Foundry Mari were used for painting and editing
textures maps which were used in the Barycentric shader.
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The primary visual reference is a digital painting created by Rachel Cunningham
using Adobe Photoshop, called ’Decido’, see Figure 5.1. Cunningham mavkes uses of the
layering technique to add richness and depth to this painting. The characters in the painting
have silhouetted edges, artistic shadows, reflections and transparency. These attributes
made this painting a perfect choice to use as a test bed for this research.
Figure 6.2: 3D scene modeled in Autodesk Maya
NVIDIA®OptiX™ ray tracing engine [29] is a general purpose ray tracingAPI. It in-
creases the ray tracing speed using the NVIDIA® CUDA™ GPU computing architecture.
It has built in routines that handle recursive ray generation, collision detection, environment
mapping. Taking advantage of this technology, we developed a generic Barycentric shader
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for non-photorealistic real-time rendering. This shader handles real-time reflections, re-
fractions and shadows. This shader is largely based on the principle of the Barycentric
Shaders developed by Akleman et al [1].
6.1 Scene Modeling and Development
We modeled the characters in the 3D scene to match the characters in the reference
painting. The layout of the scene was designed to ensure the position of the characters
were similar to that of the reference painting. Finally a virtual camera was created in
Autodesk Maya to match the references’ point of view. Figure 6.2 shows an image capture
of the 3D scene.
(a) Normal Map (b) Beauty
Figure 6.3: Passes rendered of the Creature from Autodesk Maya using Mental Ray
6.1.1 Rendering Scene Using Mental Ray
To evaluate the visual aesthetics and the volume of the reconstructed scene, we first
rendered the geometry out of Autodesk Maya using Mental Ray renderer. The textures for
the 3D mesh were hand-painted, to achieve the same look and feel of the visual reference.
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These textures were plugged into Mental Ray’s shaders. We illuminated the scene with
carefully placed virtual lights mimicking the lighting in the original painting. Shaders in
Mental Ray didn’t offer enough artistic control. We rendered out beauty(contains diffuse,
specular, reflection, refraction and shadow color information), and normal passes for
every object in the scene. This was done to have more control of the final image in post
production. Figure 6.3 shows the beauty and normal map passes of one of the characters
of the painting modeled in 3D.
Figure 6.4: Post-processing of the 3D scene in Nuke
59
Figure 6.5: Final image of 3D scene
6.1.2 Digital Compositing/Post Processing
The rendered passes are imported into The Foundry’s Nuke, a compositing software
where post processing is done. Built-in nodes in Nuke which execute the basic 2D image
operations are used to achieve the final image. We used the blur, grade, and edge detect
nodes to assemble the passes for each of the objects in the scene. These are then combined
using the merge node. See Figure 6.4 showing the post-processing done in Nuk. Figure
6.5 which shows the final image.
The scene was rendered with a moving virtual camera. Several passes were needed
in order to have artistic control during post production. Each pass has a render time that
ranges from a few seconds up to 2 minutes, in Autodesk Maya. The final sequence is
rendered out of Nuke taking a minimum of 2 minutes per frame.
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6.2 Creating a Generic Barycentric Shader for Non-Photorealistic Real-time Rendering
The crux of this thesis is to create an art-directable Barycentric shader for real-time
rendering with GI. This shader is aimed at replicating the results, that were achieved in
post production, in real-time. The NVIDIA® OptiX™ ray tracing engine [29] gave us
a platform to explore this idea. The API is well suited for building custom shaders in
CUDA. CUDA is a parallel computing platform and an API model created by NVIDIA®.
We make use of CUDA to a build generic art-directable Barycentric shader for NPR in
real-time.
Figure 6.6: Real-time render of the main body of the creature with our custom shader
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Based on the visual analysis done in section 5, we developed a procedural shader
which computes the diffuse reflection, specular highlight, silhouette, transparency and
shadow. While testing the shader on the objects, we quickly realised that not every object
made use of every effect in the shader. This can be controlled by enabling the appropri-
ate effect parameter. Below we describe the generic shader used for each object and the
parameters provided to the user for art-directable control.
The customised barycentric shader that was used for the main creatures body, see
Figure 6.6 contained effects which computes the diffuse reflection, specular highlight, sil-
houette, and transparency. The effect parameters for all were set to 1. The shader included
controls for specific dark and light color/texture input, controls for the color of the silhou-
etted edges, and thickness of the edge. A control for transparency of the object, the index
of refraction and controls for setting the specular quality. To compute the diffuse reflec-
tion, two hand painted textures, one dark and one light were given as inputs. Similarly, to
compute the silhouette, a hand painted texture map was given as input and the edge param-
eter d0 and d1 values were defined. Figure 6.7 shows different thickness variations of the
silhouetted edge.
In order to control the transparency, a hand painted transparency map was provided
as input to the shader, see Figure 6.8.
And finally to control the amount of refraction, we defined the index of refraction,
fresnel minimum(0 to 1), fresnel maximum(0 to 1), fresnel exponent parameters, see Figure
6.9 (fresnel min = 0.1, fresnel maximum = 1.0, fresnel exponent = 3). NVIDIA’s API takes
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(a) d0 = 0 and d1 = 0.87 (b) d0 = 0 and d1 = 0.67
Figure 6.7: Main body of the creature with silhouette edge variations
(a) Without transparency map (b) With transparency map
Figure 6.8: Main body of the creature with transparency variations
in the value of these inputs to compute the refraction and reflection color for a given point
on the surface of the object.
Figure 6.10 shows hand painted textures for the creature’s body. The color values
for the textures were obtained by sampling colors from the original painting.
The customised barycentric shader used for the water in the scene computed for the
transparency (reflection& refraction) and specular effects. Figure 6.11 shows the reflection
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(a) IOR > 1 (b) IOR < 1
Figure 6.9: Main body of the creature with refraction variations
of the environment map on the surface of the water. The water geometry was created with
ripples to match the look of the painting. Based on the visual analysis done in section 5,
we created a custom sky map for the reflection on the water.
The customised barycentric shader used for the ant, rodent, ground, and cactus han-
dled shadows, and bump mapping. The visual analysis discussed on shadows in section
5 indicates that shadows aren’t completely black. In order to handle this the shader takes
in a dark diffuse and a light diffuse color or texture map. And based on the shadow in-
tensity or effect parameter (W0) we interpolated between the two colors or texture maps.
Figures 6.12, ??, ??, 6.13, show the custom texture maps used for the ant, rodent, ground
and cactus geometry. These textures were hand painted, the color values for them were ob-
tained by sampling colors from the original painting. Figure 6.14 which shows the shadow
interpolations.
For the clouds and the bird, we used hand painted textures and normal maps. This
shader computed the diffuse reflection and transparency effect to achieve the desired look.
As seen in Figure 6.15.
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(a) Diffuse - light (b) Diffuse - dark
(c) Silhouette (d) Normal
(e) Transparency (f) Specular
Figure 6.10: Custom textures used in the Body Shader
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6.3 Results
Figure 6.16 shows a screen capture of rendered frame. This is the final result of the
interactive 3D scene. The scene renders at 5 frames per second.
(a) Reflecting custom sky map (b) Reflecting environment map
Figure 6.11: Water geometry rendered real-time with custom shader
(a) Diffuse - light (b) Diffuse - dark
Figure 6.12: Custom textures used in the Ant Shader
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(a) Diffuse - light (b) Diffuse - dark
Figure 6.13: Custom textures used in the Cactus Shader
(a) tsh = 0.15 (b) tsh = 0.35
Figure 6.14: Shadow intensity variation seen on the ground and small creature
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Figure 6.15: Clouds and bird rendered real-time with the custom shader
Figure 6.16: Frame of the final render
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Comparison
Property In Maya using men-
tal ray
Real-time using
barycentric shaders
Time to render
one frame
20s - 2 mins 0.2s
Real time interac-
tion
No Yes
Artistic Control No Yes
Color space con-
trol
No Yes
Table 6.1: Comparison between mentral ray shader - maya rendering and barycentric
shader - real time rendering
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7 CONCLUSIONS AND FUTURE WORK
The goal of this research was to create a barycentric shader for NPR with GI for
real-time raytracing. The shader we created also allows user control over diffuse, specular,
reflection, refraction, transparency, silhouette and shadow effects. The shader was used
in an example scenario to replicate the look of a painting. We used a digital painting by
Rachel Cunningham Decido [6], as the primary visual reference.
In order to achieve the look and feel of the 2D painting in 3D, a visual analysis of the
paintingwas conducted to understand the essential effects. We then substituted our findings
in the generic barycentric shader to customize it for the characters in chosen painting. This
work shows a proof of concept that a barycentric shader can be art directable in real-time
NPR with GI. The shader and the control parameters it provided was effective in matching
the look and feel of the painting.
Although this approach provides artistic control in real-time, this process still re-
quires human efforts in terms of providing the 3D model of the painting, textures and
normal maps in order to get the desired look. The extension of this work would include ap-
plying this shader concept to achieve NPR style real-time rendering with GI in augmented
and virtual reality settings. Another extension of this work could include developing a
barycentric shader to render grass, hair or fur in real-time.
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APPENDIX A
SHADER CODE
s t a t i c __dev i ce__ vo id np rShade r ( f l o a t impo r t a n c e _ c u t o f f ,
f l o a t 3 c u t o f f _ c o l o r ,
f l o a t f r e s n e l _ e x p o n e n t ,
f l o a t f resne l_minimum ,
f l o a t fresnel_maximum ,
f l o a t r e f r a c t i o n _ i n d e x ,
i n t r e f r a c t i o n _maxd ep t h ,
i n t r e f l e c t i o n _maxd e p t h ,
f l o a t bo rde rWid thPa r ame t e r ,
f l o a t 3 r e f r a c t i o n _ c o l o r ,
f l o a t 3 r e f l e c t i o n _ c o l o r ,
f l o a t 3 e x t i n c t i o n _ c o n s t a n t ,
f l o a t 3 d i f f u s e _ l i g h t ,
f l o a t 3 d i f f u s e _ d a r k ,
f l o a t 3 s p e c_ co l o r ,
f l o a t 3 b o r d e r _ c o l o r ,
f l o a t 3 normalmap_color ,
f l o a t 3 t r a n s p a r e n cymap_co l o r ,
boo l e an k1 ,
boo l e an k2 ,
boo l e an k3 ,
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boo l ean k4 )
{
/ /       s u r f a c e normal       //
c o n s t f l o a t 3 normal = no rma l i z e ( r tT r an s fo rmNorma l (
RT_OBJECT_TO_WORLD, shad ing_no rma l ) ) ;
/ /       f r o n t h i t po i n t       //
c o n s t f l o a t 3 fhp = r t T r a n s f o rmPo i n t (RT_OBJECT_TO_WORLD,
f r o n t _ h i t _ p o i n t ) ;
/ /       back h i t po i n t        //
c o n s t f l o a t 3 bhp = r t T r a n s f o rmPo i n t (RT_OBJECT_TO_WORLD,
b a c k _ h i t _ p o i n t ) ;
/ /       world g eome t r i c normal       //
f l o a t 3 wo r l d_geome t r i c_no rma l = no rma l i z e ( r tT r an s fo rmNorma l (
RT_OBJECT_TO_WORLD, geome t r i c _no rma l ) ) ;
/ /        i n c i d e n t d i r e c t i o n        //
c o n s t f l o a t 3 i = r ay . d i r e c t i o n ;
/ /       t r a n sm i s s i o n d i r e c t i o n        //
f l o a t 3 t ;
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/ /        r e f l e c t i o n d i r e c t i o n        //
f l o a t 3 r ;
/ /       t a n g e n t t o t h e sh ad i ng normal       //
f l o a t 3 s h a d i n g _ t a n g e n t = make_ tangen t ( shad ing_no rma l ) ;
/ /       world sh ad i ng normal          //
c o n s t f l o a t 3 wor l d_ shad ing_no rma l = no rma l i z e ( r tT r an s fo rmNorma l (
RT_OBJECT_TO_WORLD, shad ing_no rma l ) ) ;
/ /       t a n g e n t t o t h e wor ld sh ad i ng normal        //
c o n s t f l o a t 3 wo r l d _ s h a d i n g _ t a n g e n t = no rma l i z e ( r tT r an s fo rmNorma l (
RT_OBJECT_TO_WORLD, s h a d i n g _ t a n g e n t ) ) ;
/ /       r e v e r s e normal          //
c o n s t f l o a t r evn = copy s i g n f ( 1 . f , do t (  r ay . d i r e c t i o n ,
wo r l d_geome t r i c_no rma l ) ) ;
/ /       f a c e fo rwa rd normal      //
f l o a t 3 f f n o rma l = wor l d_ shad ing_no rma l * revn ;
/ /                t e x t u r e / c o l o r i n p u t s                //
f l o a t 3 I0 = d i f f u s e _ l i g h t ;
f l o a t 3 I1 = d i f f u s e _ d a r k ;
f l o a t 3 I3 = s p e c _ c o l o r ;
f l o a t 3 I4 = b o r d e r _ c o l o r ;
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/ /         c a l c u l a t e d c o l o r ou t pu t s         //
f l o a t 3 I1_da sh ;
f l o a t 3 I2_da sh ;
f l o a t 3 I3_da sh ;
f l o a t 3 I4_da sh ;
f l o a t r e f l e c t i o n = 1 . 0 f ;
f l o a t 3 r e s u l t = make_ f l o a t 3 ( 0 . 0 f ) ;
f l o a t 3 cT = make_ f l o a t 3 ( 0 . 0 f ) ;
f l o a t 3 cR = make_ f l o a t 3 ( 1 . 0 f , 1 . 0 f , 1 . 0 f ) ;
c o n s t i n t dep th = p r d _ r a d i a n c e . dep th ;
f l o a t 3 b e e r _ a t t e n u a t i o n ;
/ /          Beer ’ s law a t t e n u a t i o n         //
i f ( do t ( normal , r ay . d i r e c t i o n ) > 0) {
b e e r _ a t t e n u a t i o n = exp ( e x t i n c t i o n _ c o n s t a n t * t _ h i t ) ;
} e l s e {
b e e r _ a t t e n u a t i o n = make_ f l o a t 3 ( 1 ) ;
}
/ /       r e f r a c t i o n c a l c u l a t i o n     //
i f ( r e f r a c t i o n _ i n d e x != 0 . 0 ) {
i f ( d ep th < min ( r e f r a c t i o n _maxd ep t h , max_depth ) )
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{i f ( r e f r a c t ( t , i , normal , r e f r a c t i o n _ i n d e x ) )
{
/ /      check f o r e x t e r n a l o r i n t e r n a l r e f l e c t i o n        //
f l o a t c o s _ t h e t a = do t ( i , normal ) ;
i f ( c o s _ t h e t a < 0 . 0 f )
c o s _ t h e t a =  c o s _ t h e t a ;
e l s e
c o s _ t h e t a = do t ( t , normal ) ;
/ /     f r e s n e l _ s c h l i c k method p r ov i d ed by t h e OptiX API
    //
r e f l e c t i o n = f r e s n e l _ s c h l i c k ( c o s _ t h e t a , f r e s n e l _ e x p o n e n t ,
f resne l_minimum , fresnel_maximum ) ;
f l o a t impo r t a n c e = p r d _ r a d i a n c e . impo r t a n c e * ( 1 . 0 f 
r e f l e c t i o n ) * o p t i x : : l uminance ( r e f r a c t i o n _ c o l o r * b e e r _ a t t e n u a t i o n
) ;
f l o a t 3 c o l o r = c u t o f f _ c o l o r ;
i f ( impo r t a n c e > impo r t a n c e _ c u t o f f ) {
c o l o r = TraceRay ( bhp , t , d ep th +1 , impo r t a n c e ) ;
}
cT += ( 1 . 0 f   r e f l e c t i o n ) * r e f r a c t i o n _ c o l o r * c o l o r ;
}
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}/ /       r e f l e c t i o n c a l c u l a t i o n       //
f l o a t 3 c u t o f f C o l o r = c u t o f f _ c o l o r ;
i f ( d ep th < min ( r e f l e c t i o n _maxd e p t h , max_depth ) )
{
r = r e f l e c t ( i , normal ) ;
f l o a t impo r t a n c e = p r d _ r a d i a n c e . impo r t a n c e * r e f l e c t i o n *
o p t i x : : l uminance ( r e f l e c t i o n _ c o l o r * b e e r _ a t t e n u a t i o n ) ;
i f ( impo r t a n c e > impo r t a n c e _ c u t o f f ) {
c o l o r = TraceRay ( fhp , r , d ep th +1 , impo r t a n c e ) ;
}
}
cT += r e f l e c t i o n * r e f l e c t i o n _ c o l o r * c u t o f f C o l o r ;
I2 = cR*cT ;
}
f l o a t 3 p_normal = f a c e f o rwa r d ( normal ,  r ay . d i r e c t i o n ,
wo r l d_geome t r i c_no rma l ) ;
/ /         r e f l e c t e d ray          //
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f l o a t 3 r e f l e c t e dR a y = r e f l e c t ( r ay . d i r e c t i o n , p_normal ) ;
/ /       s u r f a c e h i t po i n t       //
f l o a t 3 h i t _ p o i n t = r ay . o r i g i n + t _ h i t * r ay . d i r e c t i o n ;
un s i gned i n t num_ l i gh t s = l i g h t s . s i z e ( ) ;
/ /      Di f f u s e R e f l e c t i o n e f f e c t c a l c u l a t i o n       //
c o n s t f l o a t 3 temp = make_ f l o a t 3 ( 0 . 5 f , 0 . 5 f , 0 . 5 f ) ;
c o n s t f l o a t 3 normalMapConvert = 2 . 0 f * ( normalmap_co lo r   temp ) ;
c o n s t f l o a t 3 ndash = no rma l i z e ( ( normal+normalMapConvert ) / 2 . 0 f ) ;
f l o a t tnew = f a b s ( do t (  no rma l i z e ( r ay . d i r e c t i o n ) , n o rma l i z e ( normal ) )
) ;
omega_0= pow ( tnew , 4 . 0 f ) ;
/ /      S i l h o u e t t e e f f e c t c a l c u l a t i o n       //
f l o a t bnew = 1   tnew ;
i f ( bnew>bo rde rWid t hPa r ame t e r ) {
omega_1 = 1 . 0 f ;
}
e l s e {
omega_1 = 0 . 0 f ;
}
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/ /      t r a n s p a r e n c y e f f e c t c a l c u l a t i o n       //
f l o a t omega_2 = ( t r a n s p a r e n c ymap_ co l o r . z ) ;
/ /      Mixing D i f f u s e Colors      //
I 1_da sh = I0 *omega_0*k1 + I1 *(1 omega_0*k1 ) ;
/ /      Mixing S i l h o u e t t e wi th D i f f u s e         //
I 2_da sh = I4 *omega_1*k2 + I1_da sh *(1 omega_1*k2 ) ;
/ /      Mixing t r a n s p a r e n c y c o l o r wi th Border and D i f f u s e       //
/ /            t r a n s p a r e n c y om i t t e d i n t h e s i l h o u e t t e           //
i f ( omega_1 == 0 . 0 f ) {
I3_da sh = I2 *( omega_2*k3 ) + I2_da sh *(1 omega_2*k3 ) ;
}
/ /      Spe cu l a r h i g h l i g h t c a l c u l a t i o n       //
I 4_da sh = I3_da sh ;
/ /      l o o p i n g t h r ough l i g h t s       //
f o r ( i n t i = 0 ; i < num_ l i gh t s ; ++ i ) {
Ba s i cL i g h t l i g h t = l i g h t s [ i ] ;
/ /        l i g h t v e c t o r        //
f l o a t 3 L = o p t i x : : n o rma l i z e ( l i g h t . pos   h i t _ p o i n t ) ;
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/ /      Spe c u l a r Component      //
f l o a t snew = do t ( r e f l e c t e dRay , L ) ;
snew= ( snew  0.90 f ) / ( 0 . 9 9 f  0.90 f ) ;
i f ( snew > 1 . 0 f ) {
snew = 1 . 0 f ;
}
i f ( snew < 0 . 0 f ) {
snew = 0 . 0 f ;
}
omega_3=snew *0 .3 f ;
/ /    mixing s p e c u l a r h i g h l i g h t w i th c o l o r c a l c u l a t e d t h u s f a r
    //
I 4_da sh = I3 *omega_3*k4 + I4_da sh *(1 omega_3*k4 ) ;
}
/ /         r e t u r n i n g c a l c u l a t e d f i n a l co l o r        //
p r d _ r a d i a n c e . r e s u l t = I4_da sh ;
}
Listing A.1: Barycentric shader function written in CUDA
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