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Abstract
Applying the techniques of an earlier paper with Frenkel, we develop
a geometric realization of spin representations and Clifford algebras. In
doing so, we give an explicit parametrization of the irreducible components
of Nakajima varieties of type D in terms of Young diagrams. We explicity
compute the geometric action of the Lie algebra and are able to extend
the geometric action to the entire Clifford algebra used in the classical
construction of the spin representations.
Introduction
In [FS03], we related two apparently different bases in the representations of
affine Lie algebras of type A: one arising from statistical mechanics, the other
from gauge theory. In particular, using geometric methods associated to quiver
varieties, we were able to give an alternative and much simpler geometric proof
of a result of [DJKMO89] on the construction of bases of affine Lie algebra
representations. At the same time, we gave a simple parametrization of the
irreducible components of Nakajima quiver varieties associated to infinite and
cyclic quivers in terms of Young and Maya diagrams. In the current paper, we
consider the spin representations of the Lie algebra g = so2nC of type Dn. Ap-
plying the techniques of [FS03], we are able to give a very explicit parametriza-
tion of the irreducible components of the associated Nakajima varieties in terms
of Young diagrams of strictly decreasing row length with maximum length n−1.
We also explicitly compute the geometric action and thus obtain a realization of
the spin representations in terms of these diagrams. Furthermore, we are able
to extend the geometric action to the entire Clifford algebra used in the classical
construction of the spin representations. This is the first example of a geometric
realization of additional structure on irreducible representations extending the
module structure originally defined by Nakajima. Possible extensions of these
results to the affine case may suggest new statistical mechanics results for type
D analogous to those of type A mentioned above.
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1 Lusztig’s Quiver Varieties
In this section, we will recount the explicit description given in [L91] of the
irreducible components of Lusztig’s quiver variety for typeDn. See this reference
for details, including proofs.
1.1 General Definitions
Let I be the set of vertices of the Dynkin graph of a symmetric Kac-Moody Lie
algebra g and let H be the set of pairs consisting of an edge together with an
orientation of it. For h ∈ H , let in(h) (resp. out(h)) be the incoming (resp.
outgoing) vertex of h. We define the involution ¯ : H → H to be the function
which takes h ∈ H to the element ofH consisting of the same edge with opposite
orientation. An orientation of our graph is a choice of a subset Ω ⊂ H such
that Ω ∪ Ω¯ = H and Ω ∩ Ω¯ = ∅.
Let V be the category of finite-dimensional I-graded vector spaces V =
⊕i∈IVi over C with morphisms being linear maps respecting the grading. Then
V ∈ V shall denote that V is an object of V . Labelling the vertices of I by
1, . . . , n, the dimension ofV ∈ V is given by v = dimV = (dimV1, . . . , dimVn).
Given V ∈ V , let
EV =
⊕
h∈H
Hom(Vout(h),Vin(h)).
For any subset H ′ of H , let EV,H′ be the subspace of EV consisting of all
vectors x = (xh) such that xh = 0 whenever h 6∈ H ′. The algebraic group
GV =
∏
iAut(Vi) acts on EV and EV,H′ by
(g, x) = ((gi), (xh)) 7→ gx = (x
′
h) = (gin(h)xhg
−1
out(h)).
Define the function ε : H → {−1, 1} by ε(h) = 1 for all h ∈ Ω and ε(h) = −1
for all h ∈ Ω¯. For V ∈ V , the Lie algebra of GV is glV =
∏
i End(Vi) and it
acts on EV by
(a, x) = ((ai), (xh)) 7→ [a, x] = (x
′
h) = (ain(h)xh − xhaout(h)).
Let 〈·, ·〉 be the nondegenerate,GV-invariant, symplectic form onEV with values
in C defined by
〈x, y〉 =
∑
h∈H
ε(h) tr(xhyh¯).
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Figure 1: The Dynkin graph of type Dn. We represent the nth vertex by an
open dot to distinguish it from the (n− 1)st vertex.
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Figure 2: The quiver (oriented graph) of type Dn.
Note that EV can be considered as the cotangent space of EV,Ω under this form.
The moment map associated to the GV-action on the symplectic vector space
EV is the map ψ : EV → glV with i-component ψi : EV → EndVi given by
ψi(x) =
∑
h∈H, in(h)=i
ε(h)xhxh¯.
Definition 1.1 ([L91]). An element x ∈ EV is said to be nilpotent if there
exists an N ≥ 1 such that for any sequence h′1, h
′
2, . . . , h
′
N in H satisfying
out(h′1) = in(h
′
2), out(h
′
2) = in(h
′
3), . . . , out(h
′
N−1) = in(h
′
N ), the composi-
tion xh′1xh′2 . . . xh′N : Vout(h′N ) → Vin(h′1) is zero.
Definition 1.2 ([L91]). Let ΛV be the set of all nilpotent elements x ∈ EV
such that ψi(x) = 0 for all i ∈ I.
1.2 Type D
n
Let g = so2nC be the simple Lie algebra of type Dn. Let I = {1, 2, . . . , n} be
the set of vertices of the Dynkin graph of g, labelled as in Figure 1. We let Ω
be the orientation indicated in Figure 2.
Label each oriented edge by its incoming and outgoing vertices. That is, if
vertices i and j are connected by an edge, hi,j denotes the oriented edge with
out(h) = i, in(h) = j. The following is proven in [L91, Proposition 14.2].
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k’k k−1 k−2 k−3 k’+1
Figure 3: The string representing (V(k′, k), x(k′, k)), 1 ≤ k′ ≤ k ≤ n− 1.
k’n k’+1n−2 n−3 n−4
Figure 4: The string representing (V(k′, n), x(k′, n)), 1 ≤ k′ ≤ n− 2 or k′ = n.
Proposition 1.3. The irreducible components of ΛV are the closures of the
conormal bundles of the various GV-orbits in EV,Ω.
For two integers 1 ≤ k′ ≤ k ≤ n − 1, define V(k′, k) ∈ V to be the vector
space with basis {er | k′ ≤ r ≤ k}. We require that er has degree r ∈ I. Let
x(k′, k) ∈ EV(k′,k),Ω be defined by x(k
′, k)hr,r+1 : er 7→ er+1 for k
′ ≤ r < k, and
all other components of x(k′, k) are zero. We picture this representation as the
string of Figure 3.
For an integer k′ such that 1 ≤ k′ ≤ n − 2 or k′ = n, define V(k′, n) to be
the vector space with basis {er | k′ ≤ r ≤ n − 2 or r = n}. Again, we require
that er has degree r ∈ I. Let x(k′, n) ∈ EV(k′,n),Ω be defined by
x(k′, n)hr,r+1(er) =
{
er+1 if r < n− 2
0 otherwise
,
x(k′, n)hn−2,n(en−2) = en
and all other components of x(k′, k) are zero. We picture this representation as
the string of Figure 4.
Next, for an integer k′ such that 1 ≤ k′ ≤ n − 2, define V(k′, n + 1) to be
the vector space with basis {er | k′ ≤ r ≤ n} where the degree of er is r ∈ I.
x(k′, n+ 1) is defined by
x(k′, n+ 1)hr,r+1(er) =
{
er+1 if r ≤ n− 2
0 otherwise
,
x(k′, n+ 1)hn−2,n(en−2) = en
and all other components of x(k′, n+1) are zero. We picture this representation
as the (forked) string of Figure 5.
Finally, for 1 ≤ k′ < k ≤ n − 2, let V˜(k′, k) be the vector space with basis
{er | k ≤ r ≤ n} ∪ {e˜r | k′ ≤ r ≤ n− 2} where the degree of er and e˜r is r ∈ I.
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Figure 5: The (forked) string representing (V(k′, n+ 1), x(k′, n+ 1)), 1 ≤ k′ ≤
n− 2.
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Figure 6: The string representing (V˜(k′, k), x˜(k′, k)), 1 ≤ k′ < k ≤ n− 2.
Let x˜(k′, k) be defined by
x˜(k′, k)hr,r+1(er) =
{
er+1 if r ≥ n− 2,
0 otherwise
,
x˜(k′, k)hr,r+1(e˜r) =

e˜r+1 if r < n− 2,
en−1 if r = n− 2
0 otherwise
,
x˜(k′, k)hn−2,n(en−2) = en
x˜(k′, k)hn−2,n(e˜n−2) = en
and all other components of x˜(k′, k) are zero. We picture this representation as
the string of Figure 6.
Proposition 1.4. The above (V(k′, k), x(k′, k)) and (V˜(k′, k), x˜(k′, k)) are in-
decomposable representations of the Dn quiver with orientation Ω. Conversely,
any indecomposable finite-dimensional representation (V, x) of this quiver is
isomorphic to one of these representations.
Proof. It is easy to see that each of the above representations is indecomposable.
The fact that our list is exhaustive follows from the fact that the indecomposable
representations of the Dn quiver are in one-to-one correspondence with the
positive roots of the Lie algebra of type Dn (see [K80, K83]). 
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Let
Z ={(k′, k) | (k′, k) 6= (n− 1, n), (n− 1, n+ 1), (n, n+ 1), (n+ 1, n+ 1)}
∪ {(k′, k)∼ | 1 ≤ k′ < k ≤ n− 2},
and let Z˜ be the set of all functions Z → Z≥0 with finite support. It is clear
that for V ∈ V , the set of GV-orbits in EV,Ω is naturally indexed by the subset
Z˜V of Z˜ consisting of those f ∈ Z˜ such that∑
A(k′,k)∋i
f(k′, k) +
∑
B(k′,k)∋i
f((k′, k)∼)(dim V˜(k′, k))i = dimVi ∀ i ∈ I
where A(k′, k) is the set of all i ∈ I such that V(k′, k) contains a vector of
degree i and B(k′, k) is the set of all i ∈ I such that V˜(k′, k) contains a vector
of degree i. Note that we write f(k′, k) for f((k′, k)). Corresponding to a
given f is the orbit consisting of all representations isomorphic to a sum of
the indecomposable representations x(k′, k) and x˜(k′, k), each occurring with
multiplicity f(k′, k) and f((k′, k)∼) respectively. Denote by Of the GV-orbit
corresponding to f ∈ Z˜V. Let Cf be the conormal bundle to Of and let C¯f be
its closure. We then have the following proposition.
Proposition 1.5. The map f → C¯f is a one-to-one correspondence between the
set Z˜V and the set of irreducible components of ΛV.
Proof. This follows immediately from Propositions 1.3 and 1.4. 
2 Nakajima’s Quiver Varieties
We introduce here a description of the quiver varieties first presented in [N94]
for type Dn.
Definition 2.1 ([N94]). For v,w ∈ ZI≥0, choose I-graded vector spaces V and
W of graded dimensions v and w respectively. Then define
Λ ≡ Λ(v,w) = ΛV ×
∑
i∈I
Hom(Vi,Wi).
Now, suppose that S is an I-graded subspace of V. For x ∈ ΛV we say that
S is x-stable if x(S) ⊂ S.
Definition 2.2 ([N94]). Let Λst = Λ(v,w)st be the set of all (x, j) ∈ Λ(v,w)
satisfying the following condition: If S = (Si) with Si ⊂ Vi is x-stable and
ji(Si) = 0 for i ∈ I, then Si = 0 for i ∈ I.
The group GV acts on Λ(v,w) via
(g, (x, j)) = ((gi), ((xh), (ji))) 7→ ((gin(h)xhg
−1
out(h)), (jig
−1
i )).
and the stabilizer of any point of Λ(v,w)st inGV is trivial (see [N98, Lemma 3.10]).
We then make the following definition.
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Definition 2.3 ([N94]). Let L ≡ L(v,w) = Λ(v,w)st/GV.
Let IrrL(v,w) (resp. Irr Λ(v,w)) be the set of irreducible components of
L(v,w) (resp. Λ(v,w)). Then IrrL(v,w) can be identified with
{Y ∈ Irr Λ(v,w) |Y ∩ Λ(v,w)st 6= ∅}.
Specifically, the irreducible components of IrrL(v,w) are precisely those
Xf
def
=
((
C¯f ×
∑
i∈I
Hom(Vi,Wi)
)
∩ Λ(v,w)st
)
/GV
which are nonempty.
The following will be used in the sequel.
Lemma 2.4. One has
Λst =
x ∈ Λ
∣∣∣∣∣∣ ker ji ∩
⋂
h:out(h)=i
kerxh = 0 ∀ i
 .
Proof. Since each
⋂
h:outh=i kerxh is x-stable, the left hand side is obviously
contained in the right hand side. Now suppose x is an element of the right hand
side. Let S = (Si) with Si ⊂ Vi be x-stable and ji(Si) = 0 for i ∈ I. Assume
that S 6= 0. Since all elements of Λ are nilpotent, we can find a minimal value
of N such that the condition in Definition 1.1 is satisfied. Then we can find
a v ∈ Si for some i and a sequence h′1, h
′
2, . . . , h
′
N−1 (empty if N = 1) in H
such that out(h′1) = in(h
′
2), out(h
′
2) = in(h
′
3), . . . , out(h
′
N−2) = in(h
′
N−1) and
v′ = xh′1xh′2 . . . xh′N−1(v) 6= 0. Now, v
′ ∈ Si′ for some i′ ∈ I by the stability
of S (hence ji′(v
′) = 0) and v′ ∈
⋂
h:outh=i′ kerxh by our choice of N . This
contradicts the fact that x is an element of the right hand side. 
3 The Lie Algebra Action
We summarize here some results from [N94] that will be needed in the sequel.
See this reference for more details, including proofs. We keep the notation of
Sections 1 and 2.
Let w,v,v′,v′′ ∈ ZI≥0 be such that v = v
′ + v′′. Consider the maps
Λ(v′′,0)× Λ(v′,w)
p1
← F˜(v,w;v′′)
p2
→ F(v,w;v′′)
p3
→ Λ(v,w), (3.1)
where the notation is as follows. A point of F(v,w;v′′) is a point (x, j) ∈
Λ(v,w) together with an I-graded, x-stable subspace S of V such that dimS =
v′ = v − v′′. A point of F˜(v,w;v′′) is a point (x, j,S) of F(v,w;v′′) together
with a collection of isomorphisms R′i : V
′
i
∼= Si and R′′i : V
′′
i
∼= Vi/Si for each
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i ∈ I. Then we define p2(x, j,S, R′, R′′) = (x, j,S), p3(x, j,S) = (x, j) and
p1(x, j,S, R
′, R′′) = (x′′, x′, j′) where x′′, x′, j′ are determined by
R′in(h)x
′
h = xhR
′
out(h) : V
′
out(h) → Sin(h),
j′i = jiR
′
i : V
′
i →Wi
R′′in(h)x
′′
h = xhR
′′
out(h) : V
′′
out(h) → Vin(h)/Sin(h).
It follows that x′ and x′′ are nilpotent.
Lemma 3.1 ([N94, Lemma 10.3]). One has
(p3 ◦ p2)
−1(Λ(v,w)st) ⊂ p−11 (Λ(v
′′,0)× Λ(v′,w)st).
Thus, we can restrict (3.1) to Λst, forget the Λ(v′′,0)-factor and consider
the quotient by GV, GV′ . This yields the diagram
L(v′,w)
pi1← F(v,w;v − v′)
pi2→ L(v,w), (3.2)
where
F(v,w,v − v′)
def
= {(x, j,S) ∈ F(v,w;v − v′) | (x, j) ∈ Λ(v,w)st}/GV.
LetM(L(v,w)) be the vector space of all constructible functions on L(v,w).
For a subvariety Y of a variety A, let 1Y denote the function on A which takes
the value 1 on Y and 0 elsewhere. Let χ(Y ) denote the Euler characteristic of
the algebraic variety Y . Then for a map pi between algebraic varieties A and
B, let pi! denote the map between the abelian groups of constructible functions
on A and B given by
pi!(1Y )(y) = χ(pi
−1(y) ∩ Y ), Y ⊂ A
and let pi∗ be the pullback map from functions on B to functions on A acting
as pi∗f(y) = f(pi(y)). Then define
Hi :M(L(v,w)) →M(L(v,w)); Hif = uif,
Ei :M(L(v,w)) →M(L(v − e
i,w)); Eif = (pi1)!(pi
∗
2f),
Fi :M(L(v − e
i,w))→M(L(v,w)); Fig = (pi2)!(pi
∗
1g).
Here
u = t(u0, . . . , un) = w− Cv
where C is the Cartan matrix of g and we are using diagram (3.2) with v′ = v−ei
where ei is the vector whose components are given by eij = δij .
Now let ϕ be the constant function on L(0,w) with value 1. Let L(w) be the
vector space of functions generated by acting on ϕ with all possible combinations
of the operators Fi. Then let L(v,w) =M(L(v,w)) ∩ L(w).
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Proposition 3.2 ([N94, Thm 10.14]). The operators Ei, Fi, Hi on L(w) pro-
vide the structure of the irreducible highest weight integrable representation of g
with highest weight w. Each summand of the decomposition L(w) =
⊕
v
L(v,w)
is a weight space with weight w − Cv. That is, with weight∑
i∈I
(w − Cv)iΛi
where the Λi are the fundamental weights of g (i.e. Λi(αj) = δij where αj is
the simple root corresponding to the vertex j).
Let X ∈ IrrL(v,w) and define a linear map TX : L(v,w) → C as in
[L92, 3.8]. The map TX associates to a constructible function f ∈ L(v,w)
the (constant) value of f on a suitable open dense subset of X . The fact that
L(v,w) is finite-dimensional allows us to take such an open set on which any
f ∈ L(v,w) is constant. So we have a linear map
Φ : L(v,w)→ CIrrL(v,w).
The following proposition is proved in [L92, 4.16] (slightly generalized in [N94,
Proposition 10.15]).
Proposition 3.3. The map Φ is an isomorphism; for any X ∈ IrrL(v,w),
there is a unique function gX ∈ L(v,w) such that for some open dense subset O
of X we have gX |O = 1 and for some closed GV-invariant subset K ⊂ L(v,w)
of dimension < dimL(v,w) we have gX = 0 outside X ∪K. The functions gX
for X ∈ Irr Λ(v,w) form a basis of L(v,w).
4 Geometric Realization of the Spin Represen-
tations
We now seek to describe the irreducible components of Nakajima’s quiver variety
corresponding to the spin representations of the Lie algebra g of type Dn. By
the comment made in Section 2, it suffices to determine which irreducible com-
ponents of Λ(v,w) are not killed by the stability condition. By Definition 2.1
and Lemma 2.4, these are precisely those irreducible components which contain
points x such that
dim
 ⋂
h:out(h)=i
kerxh
 ≤ wi ∀ i. (4.1)
We will consider the spin representations of highest weights Λn−1 and Λn
which correspond to w = wn−1 and wn respectively, where wij = δij .
Let Y be the set of all Young diagrams with strictly decreasing row lengths of
length at most n−1, that is, the set of all strictly decreasing sequences (l1, . . . , ls)
of non-negative integers (lj = 0 for j > s) such that l1 ≤ n− 1. We will use the
9
terms Young diagram and partition interchangeably. For Y = (l1, . . . , ls) ∈ Y
and 1 ≤ i ≤ s, let
A+li =

(n− li, n) if i is odd and li > 1
(n, n) if i is odd and li = 1
(n− li, n− 1) if i is even
,
A−li =

(n− li, n) if i is even and li > 1
(n, n) if i is even and li = 1
(n− li, n− 1) if i is odd
and let
A±Y =
s⋃
i=1
A±li .
Theorem 4.1. The irreducible components of L(v,wn) (resp. L(v,wn−1)) are
precisely those Xf where f ∈ Z˜V such that
{(k′, k) | f(k′, k) = 1} = A±Y
for some Y ∈ Y, f(k′, k) = 0 for (k′, k) 6∈ A±Y , and f((k
′, k)∼) = 0 for all (k′, k).
Denote the component corresponding to such an f by X±Y . Thus, Y ↔ X
±
Y is a
natural 1-1 correspondence between the set Y and the irreducible components of
∪vL(v,wn) (resp. ∪vL(v,wn−1)). Here the plus signs correspond to the case
∪vL(v,wn) and the minus signs correspond to the case ∪vL(v,wn−1).
Proof. We prove only the ∪vL(v,wn) case. The other case in analogous. Con-
sider the two representations (V(k′1, k1), x(k
′
1, k1)) and (V(k
′
2, k2), x(k
′
2, k2)),
1 ≤ k′ ≤ k ≤ n − 1 of our oriented graph as described in Section 1 where
the basis of V(k′i, ki) is {e
i
r | k
′
i ≤ r ≤ ki}. Let W be the conormal bundle to
the GV-orbit through the point
xΩ = (xh)h∈Ω = x(k
′
1, k1)⊕ x(k
′
2, k2) ∈ EV(k′1,k1)⊕V(k′2,k2),Ω.
By the proof of Theorem 5.1 of [FS03], we see that for
x = (xΩ, xΩ¯) = ((xh)h∈Ω, (xh)h∈Ω¯) = (xh)h∈H ∈W,
all of V (k′2, k2) must be in the kernel of xΩ¯ unless k
′
2 > k
′
1 and k2 > k1.
If these conditions are satisfied, there exists a point (xΩ, xΩ¯) ∈ W such that
xhi,i−1(e
2
i ) = ce
1
i−1 for all k1 + 1 ≤ i ≤ k
′
2 (for a fixed non-zero c). We picture
such a representation as in Figure 7.
Similarly, for the two represenations (V(k′1, n), x(k
′
1, n)) and (V(k
′
2, n), x(k
′
2, n)),
Both V(k′1, n) and V(k
′
2, n) are in the kernel of any component xh, h ∈ Ω¯ of a
point in the conormal bundle to the orbit through x(k′1, n)⊕ x(k
′
2, n) (since the
left endpoints of the strings are the same).
However, for k′1 < k
′
2, there are points x in the conormal bundle to the orbit
through x(k′1, n)⊕x(k
′
2, n−1) such that xhi,i−1(e
2
i ) = ce
1
i−1 for all k
′
2 ≤ i ≤ n−1
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k1−1
k +11
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k2 k +12
Figure 7: If xhi,i−1 (e
2
i ) 6= 0 for some i, the commutativity of the above diagram
forces k′2 > k
′
1 and k2 > k1. The vertices in the upper (resp. lower) string rep-
resent the basis vectors defining the representation (V(k′1, k1), x(k
′
1, k1)) (resp.
(V(k′2, k2), x(k
′
2, k2))). A vertex labelled i represents e
j
i ∈ Vi (j = 1, 2). The
arrows indicate the action of the obvious component of x.
k’2
k’1n n−2
n−1 n−2
Figure 8: If xhi,i−1 (e
2
i ) 6= 0 for some i, the commutativity of the above diagram
forces k′2 > k
′
1. The vertices in the upper (resp. lower) string represent the
basis vectors defining the representation (V(k′1, n), x(k
′
1, n)) (resp. (V(k
′
2, n −
1), x(k′2, n− 1))). A vertex labelled i represents e
j
i ∈ Vi (j = 1, 2). The arrows
indicate the action of the obvious component of x.
and some non-zero c. These maps do not violate the moment map condition
since the left endpoints of the two strings are different. Such a representation is
pictured as in Figure 8. By symmetry, reversing the roles of n− 1 and n, there
are points x in the conormal bundle to the orbit through x(k′1, n− 1)⊕ x(k
′
2, n)
such that xhn,n−2(e
2
n) = ce
1
n−2 and xhi,i−1 (e
2
i ) = ce
1
i−1 for all k
′
2 ≤ i ≤ n− 2 and
some non-zero c if and only if k′1 < k
′
2
Now consider the representations (V(k′1, n− 1), x(k
′
1, n− 1)) and (V(k
′
2, n+
1), x(k′2, n+ 1)). Suppose there exists a point (xΩ, xΩ¯) in the conormal bundle
to the orbit through the point x(k′1, n− 1)⊕ x(k
′
2, n+ 1) such that (V(k
′
2, n+
1), x(k′2, n+ 1)) is not contained in the kernel of xΩ¯. Then there is some basis
element e2i ∈ V(k
′
2, n+1) that is not killed by xΩ¯. This implies that xhi,i−1(e
2
i ) =
ce1i−1 for some c 6= 0 since xhi,i−1(e
2
i ) can have no e
2
i−1 component by nilpotency.
As the cases above, this implies k′2 > k
′
1.
Now, let x = (xΩ, xΩ¯) lie in the conormal bundle to the point
s⊕
i=1
x(k′i, ki) ∈ E⊕si=1V(k′i,ki),Ω. (4.2)
We can assume (by reordering the indices if necessary) that k′1 ≤ k
′
2 ≤ · · · ≤ k
′
s.
By the above arguments, if k1 = n+1 then both e
1
n−1 and e
1
n lie in the kernel of
xΩ¯ (and hence x). But this violates the stability condition. So k1 ≤ n. Then we
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know from the above that e1k1 is in the kernel of xΩ¯ (and hence x) since k
′
j ≥ k
′
1
for all j. Thus
e1k1 ∈
⋂
h:out(h)=k1
kerxh.
By the stability condition, we must then have k1 = n and there can be no
other eji in
⋂
h:out(h)=i kerxh for any i. Suppose k2 = n+1. Then we must have
xhn,n−2(e
2
n) = ce
1
n−2. But then xhn−2,nxhn,n−2(e
2
n) = ce
1
n 6= 0 which violates
the moment map condition at the nth vertex. So k2 ≤ n. Then, by the above
considerations, e2k2 is in
⋂
h:out(h)=k2
kerxh unless k2 = n−1 and xhn−1,n−2(e
2
n−1)
is a non-zero multiple of e1n−2. Continuing in this manner, we see that we must
have
ki =
{
n if i is odd
n− 1 if i is even
and xhki+1,n−2(e
i+1
ki+1
) has non-zero ein−2 component for 1 ≤ i ≤ s− 1. Then by
the above we must have k′i+1 > k
′
i for 1 ≤ i ≤ s− 1. Setting
li =
{
n− k′i if k
′
i ≤ n− 2
1 if k′i = n− 1, n
we have an irreducible component of the type mentioned in the theorem. It re-
mains to consider the case where a summand x˜(k′, k) occurs with some non-zero
multiplicity. Using the moment map condition and the same sort of arguments
as above, one can see that xh for h ∈ Ω¯ acting on vectors of such summands
can only have non-zero components of vectors in other summands of this type
or summands x(k′, k) for k ≤ n − 2. Thus, it follows by the nilpotency and
stability conditions that no such summands can occur. The theorem follows. 
The Young diagrams enumerating the irreducible components of ∪vL(v,w
n)
can be visualized as in Figure 9. For the case of ∪vL(v,wn−1), simply inter-
change the labellings n − 1 and n. Note that the vertices in our diagram cor-
respond to the boxes in the classical Young diagram, and our arrows intersect
the classical diagram edges (cf. [FS03]).
It is relatively easy to compute the geometric action of the generators Ek
and Fk of g. We first note that for every v, L(v,wn) and L(v,wn−1) are either
empty or a point. This can be seen directly or from the dimension formula for
quiver varieties [N98, Cor. 3.12]. It follows that each X+Y (resp. X
−
Y ) is equal to
L(v,wn) (resp. L(v,wn−1)) for some unique v which we will denote v+Y (resp.
v−Y ).
Lemma 4.2. The function gX±
Y
corresponding to the irreducible component X±Y
where Y ∈ Y is simply 1X±
Y
, the function on X±Y with constant value one.
Proof. This is obvious since XY is a point. 
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k’1k’1n n−2
k’
k’
2
2
n
n
n−1
n−1
+1n−3
Figure 9: The irreducible components of ∪vL(v,wn) are enumerated by Young
diagrams.
Proposition 4.3. One has Fk1X±
Y
= 1X±
Y ′
where v±Y ′ = v
±
Y + e
k if such a Y ′
exists and Fk1X±
Y
= 0 otherwise. Also, Ek1X±
Y
= 1X±
Y ′′
where v±Y ′′ = v
±
Y − e
k
if such a Y ′′ exists and Ek1X±
Y
= 0 otherwise.
Proof. We prove the L(v,wn) case. The case of L(v,wn−1) is analogous. It is
clear from the definitions that Fk1X+
Y
= c11X+
Y ′
and Ek1X+
Y
= c21X+
Y ′′
for some
constants c1 and c2 if Y
′ and Y ′′ exist as described above and that these actions
are zero otherwise. We simply have to compute the constants c1 and c2. Now,
Fk1X+
Y
(x) = (pi2)!pi
∗
11X+
Y
(x)
= χ({S |S is x-stable, x|S ∈ X
+
Y })
= χ(pt)
= 1
if x ∈ XY ′ where v
+
Y ′ = v
+
Y + e
k and zero otherwise. The fact that the above
set is simply a point follows from the fact that Sk must be the sum of the
images of xh such that in(h) = k. That is, it must be the span of all the
vectors corresponding to the vertices in the column associated to Sk except the
bottommost vertex. Thus c1 = 1 as desired.
A similar argument shows that c2 = 1. For a Young diagram Y that contains
a removable vertex k (that is, a Y ′′ exists as described above), there is only one
way to extend the unique representation (up to isomorphism) corresponding to
Y ′′ (recall that L(vY ′′ ,w) is a point) to a representation corresponding to Y –
it must be the unique such representation (up to isomorphism). 
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We now compute the weights of the functions corresponding to the var-
ious irreducible components of the quiver variety. Let V = C2n with basis
{a1, . . . , an, b1, . . . , bn} and let
Q : V × V → C
be the nondegenerate, symmetric bilinear form on V given by
Q(ai, bi) = Q(bi, ai) = 1
Q(ai, aj) = Q(bi, bj) = 0
Q(ai, bj) = 0 if i 6= j.
Then the Lie algebra g = so2nC of type Dn consists of the endomorphisms
A : V → V satisfying
Q(Av,w) = Q(v,Aw) = 0 ∀ v, w ∈ V.
In the above basis, the Cartan subalgebra h is spanned by the matrices
Di = ei,i − en+i,n+i
where ei,j is the matrix with a one in entry (i, j) and zeroes everywhere else.
Thus the dual space h∗ is spanned by the functions {εi}ni=1 given by
εi(Dj) = δij .
The simples roots are given in this basis by
αi = εi − εi+1, 1 ≤ i ≤ n− 1
αn = εn−1 + εn
and
Λn−1 = (ε1 + · · ·+ εn−1 − εn)/2
Λn = (ε1 + · · ·+ εn−1 + εn)/2.
Let ⌈a⌉ denote the least integer greater than or equal to a and let ⌊a⌋ denote
the greatest integer less than or equal to a.
Proposition 4.4. For a Young diagram (or partition) Y = (λ1, . . . , λs) ∈ Y,
let µ = (µ1, . . . , µt) be the conjugate partition. Then the weight of 1X+
Y
is
Λn −
⌈µ1
2
⌉
αn −
⌊µ1
2
⌋
αn−1 −
t∑
i=2
µiαn−i
=
1
2
(
n−1∑
i=1
εi −
s∑
i=1
εn−λi
)
+
1
2
{
εn if l(λ) is even
−εn if l(λ) is odd
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and the weight of 1X−
Y
is
Λn−1 −
⌊µ1
2
⌋
αn −
⌈µ1
2
⌉
αn−1 −
t∑
i=2
µiαn−i
=
1
2
(
n−1∑
i=1
εi −
s∑
i=1
εn−λi
)
+
1
2
{
εn if l(λ) is odd
−εn if l(λ) is even
.
Proof. The first expression follows easily from counting the vertices in the Young
diagram and the second from switching to the bases given by the εi. For in-
stance, we see that the space V (k, n− 1) contributes a weight
−
n−1∑
i=k
αi = −
n−1∑
i=k
(εi − εi+1) = εn − εk
and the space V (k, n), k ≤ n− 2, contributes a weight
−αn −
n−2∑
i=k
αi = −(εn−1 + εn)−
n−2∑
i=k
(εi − εi+1) = −εn − εk.

5 Geometric Realization of the Clifford Algebra
The standard construction of the spin representations considered above is through
the use of the associated Clifford algebra. In this section, we will given a geo-
metric realization of this algebra.
5.1 Preliminaries
We first review the neccessary details concering the Clifford algebra. Proofs can
be found (for example) in [FH].
Let the vector space V and the bilinear form Q be as in the previous sec-
tion. Let C = C(Q) be the Clifford algebra associated to Q. That is, it is
the associative algebra generated by V with relations v · v = 12Q(v, v) · 1 or
equivalently
{v, w} = v · w + w · v = Q(v, w) ∀ v, w ∈ V.
Since the relations are linear combinations of elements of even degree, C inherits
a Z/2Z-grading C = Ceven ⊕ Codd. Obviously, Ceven is a subalgebra of C.
Let W = Span{a1, . . . , an}, W ′ = Span{b1, . . . , bn} and
∧
W ′ =
∧0
W ′ ⊕
· · · ⊕
∧nW ′. Recall that bI = bi1 ∧ bi2 ∧ · · · ∧ bik for I = {i1 < i2 < · · · < ik},
and with b∅ = 1 form a basis for
∧
W ′.
For w′ ∈ W ′, let Lw′ ∈ End(
∧
W ′) be left multiplication by w′:
Lw′(ξ) = w
′ ∧ ξ, ξ ∈
∧
W ′.
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For ϑ ∈ (W ′)∗, let Dϑ ∈ End(
∧
W ′) be the derivation of
∧
W ′ given by
Dϑ(w
′
1 ∧ · · · ∧ w
′
r) =
r∑
i=1
(−1)i−1ϑ(w′i)(w
′
1 ∧ · · · ∧ wˆ
′
i ∧ . . . w
′
r)
where wˆ′i means the factor w
′
i is missing. Define a map l : C → End(
∧
W ′) by
l(w′) = Lw′ , l(w) = Dϑ, w ∈ W,w
′ ∈W ′
where ϑ ∈ (W ′)∗ is given by ϑ(w′) = Q(w,w′) for all w′ ∈W ′.
Lemma 5.1. The map l is an isomorphism of algebras C ∼= End(
∧
W ′).
It follows that
Ceven ∼= End(
∧evenW ′)⊕ End(∧oddW ′).
From now on, we suppress the isomophism l and identify C with End(
∧
W ′).
We can view C as a Lie algebra with bracket given by the commutator.
Proposition 5.2. The map g→ Ceven given on generators by
Ek 7→ bk+1ak = Lbk+1Db∗k , 1 ≤ k ≤ n− 1
Fk 7→ bkak+1 = LbkDb∗k+1 , 1 ≤ k ≤ n− 1
En 7→ anan−1 = Db∗nDb∗n−1
Fn 7→ bn−1bn = Lbn−1Lbn
is an injective morphism of Lie algebras. This gives
∧
W ′ the structure of a
g-module and ∧
W ′ ∼= LΛn−1 ⊕ LΛn
as g-modules where Lλ is the irreducible representation of highest weight λ. In
particular
∧even
W ′ ∼=
{
LΛn if n is even
LΛn−1 if n is odd
,
∧
oddW ′ ∼=
{
LΛn if n is odd
LΛn−1 if n is even
.
The weight of the natural basis vector bI is
1
2
∑
i6∈I
εi −
∑
j∈I
εj
 .
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5.2 Geometric Realization
We now present a geometric construction of the Clifford algebra. Recall the
maps
L(v′,w)
pi1← F(v,w;v − v′)
pi2→ L(v,w)
of Diagram 3.2. For 1 ≤ k ≤ n− 1, define elements yk, zk ∈ Zn≥0 by
yki =
{
1 if k ≤ i ≤ n− 1
0 otherwise
zki =
{
1 if k ≤ i ≤ n− 2 or k = n
0 otherwise
.
Then consider the maps⋃
v
L(v,w)
pi1←
⋃
v
F(v,w;yk) ∪
⋃
v
F(v,w; zk)
pi2→
⋃
v
L(v,w) (5.1)
where pi1 and pi2 are as above. Now, for v ∈ Zn≥0, define v
∗ by
v∗i = vi, 1 ≤ i ≤ n− 2
v∗n−1 = vn, v
∗
n = v
∗
n−1.
Note that v 7→ v∗ is an involution. Let
κ : L(v,w) → L(v∗,w∗)
be the map that “switches” the vertices n− 1 and n. Specifically, for [(x, j)] ∈
L(v,w) ([(x, j)] denotes the GV-orbit through the point (x, j)), κ([(x, j)]) =
[(x′, j′)] where
x′h = xh for h 6= hn−1,n−2, hn,n−2, hn−2,n−1, hn−2,n
x′hn−1,n−2 = xhn,n−2 , x
′
hn−2,n−1
= xhn−2,n
x′hn,n−2 = xhn−1,n−2 , x
′
hn−2,n
= xhn−2,n−1
j′i = ji for i 6= n− 1, n
j′n−1 = jn
j′n = jn−1.
Note that κ2 is the identity map.
Recall that the set of v such that L(v,w) is non-empty is in 1-1 correspon-
dence with the set Y. Denote the Young diagram corresponding to such a v
by Yv. Recall that each row in the Young diagram corresponds to a string of
vertices of the Dynkin diagram of g. We say that the endpoint of the row is the
lowest index of the vertices appearing in that string with one exception: we say
that the endpoint of the string consisting of the single vertex n is n− 1. For a
Young diagram Y , let li(Y ) be the number of rows of Y with endpoint strictly
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less than i (or, equivalently, the number rows of length greater that n− i) and
l(Y ) the number of rows of Y . Note that
l(Yv) = vn−1 + vn.
Now, for w = wn−1 or wn and for 1 ≤ k ≤ n− 1 define
ak :M(L(v,w)) →M(L(v − y
k,w∗))⊕M(L(v − zk,w∗))
bk :M(L(v,w)) →M(L(v + y
k,w∗))⊕M(L(v + zk,w∗))
by
ak(f) = (−1)
lk(Yv)κ∗(pi1)!pi
∗
2f
bk(f) = (−1)
lk(Yv)κ∗(pi2)!pi
∗
1f
where we have used Diagram 5.1. Define
an :M(L(v,w)) →M(L(v,w
∗))
bn :M(L(v,w)) →M(L(v,w
∗))
by
an(f) =
{
(−1)l(Yv)κ∗f if dimwn + l(Yv) is even
0 if dimwn + l(Yv) is odd.
bn(f) =
{
(−1)l(Yv)κ∗f if dimwn + l(Yv) is odd
0 if dimwn + l(Yv) is even.
For v = v±Y for some Y ∈ Y, note that there exists a Y
+k such that v±
Y +k
=
v±Y + y
k or v±Y + z
k if and only if Y does not contain a row with endpoint k.
If this is the case, then Y +k is obtained from Y by adding such a row and if
v±
Y +k
= v±Y + y
k, then L(v±Y + z
k) is empty and vice versa. Similarly, there
exists a Y −k such that v±
Y −k
= v±Y − y
k or v±Y − z
k if and only if Y contains
a row with endpoint k. If this is the case, then Y −k is obtained from Y by
removing such a row and if v±
Y −k
= v±Y −y
k, then L(v±Y −z
k) is empty and vice
versa.
Proposition 5.3. Using Diagram 5.1,
(pi1)!pi
∗
21X±
Y
=
{
1X±
Y−k
if Y contains a row with endpoint k
0 otherwise
,
(pi2)!pi
∗
11X±
Y
=
{
1X±
Y +k
if Y does not contain a row with endpoint k
0 otherwise
,
κ∗1X±
Y
= 1X∓
Y
.
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Proof. It is clear from the definitions that (pi1)!pi
∗
21X±
Y
= c−k1X±
Y−k
for some
constant c−k if Y contains a row with endpoint k and is zero otherwise. Simi-
larly, it is clear that (pi2)!pi
∗
11X±
Y
= c+k1X±
Y +k
for some constant c+k if Y does
not contain a row with endpoint k and is zero otherwise. It remains to compute
the constants c−k and c+k. Assume Y does not contain a row with endpoint k.
Then,
(pi2)!pi
∗
11X±
Y
(x) = χ({S | S is x-stable, x|S ∈ X
±
Y })
= χ(pt)
= 1
if x ∈ X±
Y +k
and is zero otherwise. The fact that the above set is a point
follows from the fact that x-stability implies that S must be the span of the
vectors corresponding to the vertices of the Young diagram obtained from Y +k
by removing the lowest vertex of each of the first n−k columns. This is because
the vector corresponding to a given vertex lies in the smallest subspace of V
containing any vector below it, in the same column. Thus c+k = 1.
A similar argument shows that c−k = 1. For a Young diagram Y that
contains a row with endpoint k, there is only one way to extend the unique
representation (up to isomorphism) corresponding to Y −k (recall that L(vY ,w)
is a point) to a representation corresponding to Y – it must be the unique such
representation (up to isomorphism). 
Theorem 5.4. The operators ak, bk on L(w
n−1)⊕L(wn) provide the structure
of a representation of the Clifford algebra C. Moreover, as representations of
C,
L(wn−1)⊕ L(wn) ∼=
∧
W. (5.2)
Proof. For Y = (n− 1 ≥ l1 > · · · > ls ≥ 1) ∈ Y, let
I+Y =
{
{ls, . . . , l1} if s is even
{ls, . . . , l1, n} if s is odd
I−Y =
{
{ls, . . . , l1} if s is odd
{ls, . . . , l1, n} if s is even
.
Both sides of (5.2) have dimension 2n. We identify the two via the map 1X±
Y
7→
bI±
Y
. For a set I of indices between 1 and n that does not contain the index k, let
I+k be the set obtained by adding k. For a set I of indices between 1 and n that
contains the index k, let I−k be the set obtained by removing k. We view such
sets of indices as a partition or Young diagram as follows: for I = {i1, . . . , is},
let the corresponding Young diagram have rows of length n− ij (with endpoint
ij) for those 1 ≤ j ≤ s such that ij < n. Thus li(I) is defined – it is the number
19
of indices of I strictly less than i. Now, for 1 ≤ k ≤ n,
ak(bI±
Y
) = Db∗
k
(bI±
Y
) =
{
(−1)lk(IY )b(I±
Y
)−k if I
±
Y contains k
0 if I±Y does not contain k
,
bk(bI±
Y
) = Lbk(bI±
Y
) =
{
(−1)lk(IY )b(I±
Y
)+k if I
±
Y does not contain k
0 if I±Y contains k
.
Note that (I±Y )
±k = I∓
Y ±k
for 1 ≤ k ≤ n−1, (I±Y )
+n = I∓Y if I
±
Y does not contain
n and (I±Y )
−n = I∓Y if I
±
Y contains n.
Now, recalling that a plus sign indicates the case w = wn and a minus
sign indicates the case w = wn−1, we see that I±Y contains an n if and only if
wn + l(Y ) = wn + ln(Y ) is even. Thus the result follows from the definition of
the geometric action of the ak and bk and Proposition 5.3. 
We now show that the geometric action of the Clifford algebra we have
constructed is a natural extension of the geometric action of g.
Proposition 5.5. As operators on L(wn−1)⊕ L(wn),
Ek = bk+1ak, 1 ≤ k ≤ n− 1
Fk = bkak+1, 1 ≤ k ≤ n− 1
En = anan−1
Fn = bn−1bn.
Proof. It suffices to show that the relations hold on the 1X±
Y
since these functions
span L(wn−1)⊕ L(wn). Note that we can remove a vertex with degree k from
Y (and be left with an element of Y) if and only if it has a row with endpoint k
but no row with endpoint k + 1. Let Y be such a diagram. For 1 ≤ k ≤ n− 1,
bk+1ak1X±
Y
= (−1)lk(Y )bk+1κ
∗(pi1)!pi
∗
21X±
Y
= (−1)lk(Y )bk+1κ
∗1X±
Y−k
= (−1)lk(Y )bk+11X∓
Y−k
= (−1)lk(Y )(−1)lk+1(Y
−k)κ∗(pi2)
!pi∗11X∓
Y−k
= (−1)lk(Y )(−1)lk+1(Y
−k)κ∗1X∓
(Y−k)+(k+1)
= 1X±
(Y−k)+(k+1)
But (Y −k)+(k+1) is precisely the Young diagram obtained from Y by removing
a vertex k and so bk+1ak1X±
Y
= Ek1X±
Y
. The proof of the other three equations
is analogous. 
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6 Extensions
The results of this paper can be easily extended to type D∞. One obtains
an enumeration of the irreducible components of Nakajima’s quiver variety by
Young diagrams of stricly decreasing row lengths but with no condition on
maximum row length. The geometric Lie algebra and Clifford algebra actions
can be easily computed and are analogous to those obtained for type Dn.
If one is interested in the q-deformed analogues of the Clifford algebra and
spin representations (cf. [DF94]), this can also be handled by the methods of
the current paper. One simply has to consider the quiver varieties over a finite
field instead of over C.
To treat arbitrary finite dimensional irreducible representations instead of
just the spin representations considered here, somewhat different techniques are
required. This situation will be examined in a upcoming paper.
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grams and representations of ŝl(r,C). Advanced Studies in Pure Mathematics 19
(1989) 149–191.
[DF94] J. Ding, I. B. Frenkel, Spinor and oscillator representations of quantum groups,
in: Lie Theory and Geometry in Honor of Bertram Kostant, Progress in mathe-
matics 123 (Birkhauser, Boston 1994).
[FS03] I. B. Frenkel, A. Savage, Bases of representations of type A affine Lie algebras
via quiver varieties and statistical mechanics. Inter. Math. Res. Notices 28 (2003)
1521–1548.
[FH] W. Fulton, J. Harris, Representation Theory. Graduate Texts in Mathematics
129, Springer, New York, 1991.
[K80] V. G. Kac, Infinite root systems, representations of graphs and invariant theory.
Invent. Math. 56 (1980) 57–92.
[K83] V. G. Kac, Root systems, representations of graphs and invariant theory, In-
variant Theory, Lecture Notes in Mathematics 996 (ed. F. Gherardelli, Springer,
Berlin, 1983) 74–108.
[L91] G. Lusztig, Quivers, perverse sheaves, and quantized enveloping algebras. JAMS
4, no. 2 (1991) 365–421.
[L92] G. Lusztig, Affine quivers and canonical bases. IHES, no. 76 (1992) 111–163.
[N94] H. Nakajima, Instantons on ALE spaces, quiver varieties, and Kac-Moody al-
gebras. Duke Mathematical Journal 76, no. 2 (1994) 365–416.
[N98] H. Nakajima, Quiver varieties and Kac-Moody algebras. Duke Mathematical
Journal 91, no. 3 (1998) 515–560.
Alistair Savage,
The Fields Institute for Research in Mathematical Sciences and University of Toronto,
Toronto, Ontario, Canada,
email: alistair.savage@aya.yale.edu
21
