Abstract. The representativehess of a temperature observation is studied by measuring the deterioration of the reliability of the observation with time. The rathe of deterioration or amount of temperature change as a function of time is described statistically for two sets of data in terms of the root-mean-square successive deviation, the mean absolute deviation, th.e autocorrelation, and the frequency distribution of the deviations. The small-scale deviations are shown to be large enough to require their consideration in the d.esign of wnoptic measurement systems and many other applications. In one extreme situation temperature changes over 5 hours were greater than ___3øC 20% of the time.
This variability is particularly critical in many practical problems. For example, in the design of buoy systems for synoptic measurements, the areal spacing of the buoys and the sampling interval determine the maximum useful accuracy of the sensor elements. This question must be answered before the design specifications can be drawn for such a system. Inadequate specifica- Of the many important parameters, temperature is the easiest to measure. It seems reasonable, therefore, to study it first. This paper is devoted to only one phase of the problem of temperature variability, that of time changes, because data are not available to us for a study of the spatial scale. To describe the representativehess of temperature observations, the highfrequency or small-scale variability must be considered as well as the longer-term variability. This is especially important because the smallscale features will alias into the longer wavelengths or lower frequencies and thus yield a misleading result. As will be described later, careful design of observation systems and analysis of data can alleviate this problem.
Many Correlation functions and spectrums were computed to show the combined effect of temporal and spatial variation, since they were not separable. Wolff [1963] has given information on surface temperature variability with the conclusion that the variability in both space and time is not large enough to be important for weather prediction. However, values of temperature fluctuations of the order of 0.5øC over 1 hr and 9 km are presented, which for the purposes of this paper must be considered significant. Wolff sampled at 24-sec intervals, thus allowing relatively high frequencies to be studied; however, he did not publish information on them.
Haurwitz et al. Figure 10 shows the autocorrelation of the averaged time series derived from case 2. A definite fluctuation having about a 12-hr period is easily seen. This corresponds roughly to both the semidiurnal tidal period and the inertial period at the latitude of observation. Generally, for lags less than 5 hr, where they can be compared, the autocorrelations of the averaged series are, as expected, higher than those of the unfiltered series shown in Figure 5 . Figure 11 compares the rms deviations. Again, the averaged or filtered series shows smaller deviations than the unfiItered, and maximums occur at 6-hr intervals corresponding to fluctuations of 12-hr periods. If there were only a 12-hr period present, the autocorrelation would be near zero at 6 and 18 hr, and the rms deviation zero at 3 and 9 hr. At both the smaller and larger depths this is approximately true, but, at the intermediate depths there is at least one other wavelength present.
The periods of less than 2 hr were crudely filtered from the original series by the hourly averages. For case 2, bead 5, only about 25% of the amplitude of the rms successive differences was lost in the process. Thus there are significant long-period fluctuations which are perhaps more easily seen by the averaging process. A second averaging of the record was performed over 6-hr intervals. The result is shown by the crosses in Figure 11 . This decreased the magnitude of the hour averages by about 40% at lags of 12 hr or less. Slightly more than half the magnitude of the fluctuations is thus due to periods of less than 12 hr.
To summarize, aliasing will cause biased results. It can be avoided either by not using in- therefore, these results apply only to the time of the observations and the specific location we used. To arrive at the solution, we computed the rms consecutive differences S(L) and the frequency distribution in terms of S(L) for various lags L. From these two, the probability of temperature variations exceeding any given level can be computed. Of course, the same computation can be made from the original data also. As an example, Figures 12 and 13 have been prepared to show the recorded temperature deviations which were exceeded 20% of the time for various lags and depths for cases I and 2. This type of graph can describe the temperature variability and can be used to design observing systems or to test the real accuracy of temperature predictions. Specifically, Figure 12 shows, for example, that there is a 20% chance that two perfect, instantaneous observations taken 3 hr apart at about 30-m depth will disagree by at least 2øC. Thus, in this ease, 20% of the measurements will not describe the temperature 3 hr later with a greater accuracy than 2øC no matter how good the sensor. This is admittedly an extreme condition since it is in the thermocline, but even in the mixed layer 20% of the errors approach 1/2øC.
The temporal and spatial sampling interval must be consistent with the sensor accuracy for an efficient system, and we must ask whether it is worth while to use near-instantaneous sensing and whether the high accuracy of an instantaneous sensor is worth the extra cost.
Because the temperature changes that take place during the first few minutes are significant when compared with the changes that take place over several hours, the small-scale effects must be considered in order to eliminate aliasing so that the larger synoptically significant variations will not be obscured. Although it is almost impossible to forecast the small-scale fluctuations, a low-pass filtered series might be predictable. In other words, it is more feasible to predict the hourly average than the hourly value of temperature. Therefore, it might be worth while to observe the averages directly.
There are several methods of doing this. The simplest is to increase the time lag of the sensor by enclosing it in a bag or other covering. This, like the simpler electronic integrators, has the disadvantage of yielding a nonlinear average. Methods of shaping such filters are under study and will be reported at a later date. However, relatively simple and inexpensive mechanical integrators which can be built from a standard counter could be used. In this case the filter is shaped by specifying the times that the sensors are read. A pair of integrators with overlapping times would be most efficient, since observations must be taken at intervals of one-half the minimum period whereas filters require a full period.
Since the number recorded is the sum of many individual readings, the accuracy of the sensor need not be great, though it is important that each reading of the sensor be unbiased and without drift. A reasonable system to observe the hourly and longer fluctuations might be The sample times chosen would be biased to give more readings near the center of the interval than near the extremes. By the central limit theorem of classic statistics, the error in the average will have a standard deviation of less than 0.0055øC, which is adequate for synoptic purposes. This is a real gain of 80%. A knowledge of temperature variabilities is essential for efficient operation of underwater acoustic systems, synoptic networks, and similar apparatus. Without this knowledge one would expect accuracies which could never be attained with any reasonable consistency because of unknown temperature perturbations. Whenever ocean temperature is to be used as a parameter, both the small-scale temporal and spatial variabilities must be investigated before the largerscale variations can be understood.
The primary purpose of this paper is to arouse interest in this basic problem of representativeness of observations. Further study would require several three-dimensional arrays of sensors, so that both spatial and temporal changes could be studied simultaneously. This work should then be extended to the study of other depths, oceanic areas, and seasons. The variability of other parameters, such as salinity and current velocity, must also be investigated.
