We are concerned with the global weak continuity of the Cartan structural system -or equivalently, the Gauss-Codazzi-Ricci system -on semi-Riemannian manifolds. We prove the W 2,p weak continuity of the Cartan structural system for p > 2: For a family {W ε } of connection 1-forms on a semi-Riemannian manifold (M, g), if {W ε } is uniformly bounded in W 2,p loc and satisfies the Cartan structural system, then any weak W 2,p loc limit of {W ε } is also a solution of the Cartan structural system. Our proof is intrinsic and global, by establishing a geometric compensated compactness theorem on vector bundles (Theorem 3.6). Moreover, it is proved that the isometric immersions of any semi-Riemannian manifold into a semi-Euclidean space can be constructed from the distributional solutions of the Cartan structural system or the Gauss-Codazzi-Ricci system (Theorem 5.1), which directly implies the weak rigidity of isometric immersions of semi-Riemannian manifolds in W 2,p . As further applications, the weak continuity of Einstein's constraint equations, general immersed hypersurfaces, and the quasilinear wave equations is also established.
Introduction
We are concerned with isometric immersions of semi-Riemannian manifolds with arbitrary signature into semi-Euclidean spaces. We establish the weak continuity of two fundamental systems of nonlinear partial differential equations (PDEs): the Cartan structural system and the Gauss-Codazzi-Ricci (GCR) system, which constitute the compatibility equations for the existence of isometric immersions.
The isometric immersion problem has been of fundamental importance in the development of modern differential geometry. It has led to various new techniques and ideas in nonlinear analysis, nonlinear PDEs, and geometric analysis; cf. [8, 33, 34, 62] and the references therein. On the other hand, it has wide applications. For example, in theoretical physics, the manners in which our 4-dimensional space-time is immersed in the ambient universe correspond to different cosmological models (cf. Mars-Senovilla [44, 45] ); and the isometric immersion of round spheres into warped product manifolds is central to recent versions of quasi-local mass (cf. Guan-Lu [32] and Wang-Yau [61] ). Moreover, the isometric immersions of semi-Riemannian manifolds with lower regularity are fundamental in many scientific areas. Such immersions model the spacetimes with edges, cusps or discontinuities, which arise in the thin-shell model for gravitational source and the junction condition for gluing disjoint space-times; see [2, 19, 29] for the details.
In the classical work [49] , Nash established the existence of isometric embeddings of Riemannian manifolds with C k metrics (k ≥ 3) into Euclidean spaces of high dimensions. The analogous problem for semi-Riemannian manifolds, i.e. when the metrics are not necessarily positivedefinite, is posed as a natural extension. More importantly, the isometric immersion problem of semi-Riemannian manifolds is fundamental in general relativity and Lorentzian geometry. Clarke [18] proved the existence theorem of isometric embeddings of C k semi-Riemannian manifolds into semi-Euclidean spaces, under additional hypotheses on the signature. Despite these general existence theorems, the analysis for isometric immersions of semi-Riemannian manifolds appears more challenging than its Riemannian analog. In particular, the Laplace-Beltrami operator is no longer elliptic, thus precludes the standard elliptic PDE machineries. See Goenner [30] , Greene [31] , and the references cited therein for the earlier rigorous mathematical analysis on isometric immersions of semi-Riemannian manifolds.
Motivated by both mathematical and physical importance discussed above, in this paper, we study the isometric immersions of semi-Riemannian manifolds with lower regularity. One of the fundamental tools for investigating the isometric immersions is the GCR system (cf. [8, 13, 14, 30, 35, 40] ), which describes the geometry of the ambient space in terms of the geometry of the tangential and normal directions of the immersed submanifold. We are interested in the weak continuity of the GCR system, as well as the weak rigidity of the corresponding isometric immersions.
The analysis of the GCR system encompasses several challenges, primarily because they do not have a fixed type -elliptic, parabolic, or hyperbolic -in general. Even in the Riemannian case, when the immersed manifold has dimension higher than 3, it is proved by Bryant-Griffith-Yang [8] that the GCR system has no single type. The novel observation by Chen-Slemrod-Wang in [13, 14] (also see [12] ) shows that the GCR system for Riemannian manifolds possesses an intrinsic div-curl structure, so that the compensated compactness techniques for nonlinear analysis can be applied, which is independent of the types of systems.
However, in the semi-Riemannian setting, we meet with further complications. First, most proofs of the div-curl lemma rely on the ellipticity of the Laplace-Beltrami operator; cf. Evans [28] , Robbin-Rogers-Temple [51] , Kozono-Yanagisawa [38] , Chen-Li [12] , and the references cited therein. This does not hold for semi-Riemannian manifolds. Moreover, the non-trivial signatures of the semi-Riemannian metrics make it difficult to identify the div-curl structure globally.
To overcome such difficulties, we further exploit the geometry of isometric immersions of semi-Riemannian submanifolds. Rather than tackling the GCR system directly, we first establish the weak continuity of the Cartan structural system. This is proved to be equivalent to the GCR system, even for the semi-Riemannian manifolds with lower regularity in W 2,p . The Cartan structural system possesses a natural quadratic structure. For this purpose, we first establish a global, intrinsic compensated compactness theorem in the setting of vector bundles over semi-Riemannian manifolds and then apply it to give a rigorous proof of the weak continuity of the Cartan structural system.
The compensated compactness techniques have been developed in the study of nonlinear PDEs in the Euclidean space R d , especially for nonlinear conservation laws such as the Euler equations in fluid mechanics; see [11, 24, 28] and the references therein. One of the major results in the theory of compensated compactness is the quadratic theorem in R d (see [48, 58] ). For our purpose, we establish a generalized quadratic theorem that is of global and intrinsic nature on vector bundles. Our crucial observation is that the first-order differential constraints in the quadratic theorem in R d can be replaced by more general assumptions on the principal symbol of the associated differential operators, while the principal symbol is diffeomorphism-invariant on manifolds. This leads to an intrinsic formulation of the quadratic theorem on vector bundles over semi-Riemannian manifolds.
Other generalizations of the quadratic theorem were established in the literature. Misur-Mitrović in [47] studied the weak convergence of quadratic expressions N i,j=1 q ij u ε i v ε j , where {u ε } and {v ε } are weakly convergent in L p (R d ; R N ) and L q (R d ; R N ), respectively, for 1 p + 1 q ≤ 1. For this, coefficients q ij , i, j = 1, · · · , N , are allowed to depend on x ∈ R d , the conditions involve fractional derivatives, and the idea of H-distributions is used in the proof; also see §3 in Misur [46] . In contrast, our generalized quadratic theorem is geometric and global in nature, which serves for our purpose of establishing the weak continuity of both the Cartan structural system and the GCR system.
The results and techniques established in this paper have applications to semi-Riemannian geometry, from the perspectives of both mathematics and physics. For example, we deduce the weak rigidity of isometric immersions of semi-Riemannian manifolds by using the weak continuity of the Cartan structural system or the GCR system. The realizability of isometric immersions of Recall that the connections can be pulled back by using the maps between topological manifolds (see e.g. [55] ). In particular, ι : M ֒→M induces the pullback connection ι * ∇ : Γ(T M ) × Γ(ι * TM ) → Γ(ι * TM ) on the pullback bundle ι * TM , given by (ι * ∇ ) X (ι * α) = ι * (∇ dι(X) α) for any α ∈ Γ(TM ) and X ∈ Γ(T M ).
Hence, for a vector field V ∈ Γ(TM ) along M , i.e. V ∈ Γ(ι * TM ), we have
where dι(X) and dι(V ) can be viewed as the local extensions of X ∈ Γ(T M ) and V ∈ Γ(ι * TM ) to the vector fields in Γ(TM ).
For simplicity, we adopt the slight abuse of notations of systematically dropping the pullback operator ι * (see [26, 50, 60] )when no confusion arises. In effect, this amounts to viewing M as a subset ofM , and ι as the identity map from M to its image: Convention 2.4. Let ι : (M, g) ֒→ (M ,ḡ) be an isometric immersion of semi-Riemannian submanifolds. Then we replace (ι * TM , ι * ∇ ) by (TM ,∇).
With the above preparations, we now consider the following decomposition of connections: We note that ∇ is the Levi-Civita connection on (M, ι * ḡ ), whenever∇ is the Levi-Civita connection onM . Moreover, II and S are related bȳ g(II(X, Y ), ξ) =ḡ(S ξ X, Y ).
In addition, II is symmetric (equivalently, S ξ is self-adjoint) on Γ(T M ). The Riemann curvature tensor will be introduced in §2.2 below.
Finally, with gl(n; R) denoting the space of n × n real matrices, we define the semiorthogonal group of R n ν as O(ν, n − ν) := B ∈ gl(n; R) : B(v, w) = fi ǫ n,ν v · w for all v, w ∈ T R n ν , (2.9) with the signature matrix given by fi ǫ n,ν = diag(−1, · · · , −1 ν times , 1, · · · , 1 n − ν times ).
(2.10)
In other words, O(ν, n − ν) is the group of linear isometries from R n ν to itself. Here and in the sequel, R n ν denotes the semi-Euclidean space, i.e. manifold R n equipped with metric fi ǫ n,ν . Likewise, the Lie group O(τ, k − τ ) has the signature matrix:
We also denote by R n+k ν+τ the semi-Euclidean space R n+k with the metric:
The direct sum is understood as the block sum of matrices. Furthermore, we denote the Lie algebra of O(n, n − ν) as o(n, n − ν).
2.2.
Gauss-Codazzi-Ricci System and Isometric Immersions. The isometric immersion problem can be stated as follows: Given a semi-Riemannian manifold (M, g) and a target semi-Riemannian manifold (M ,ḡ) of higher dimension, seek an immersion f : (M, g) ֒→ (M ,ḡ) such that f * ḡ = g and that f (M ) is a semi-Riemannian submanifold ofM . A necessary compatibility condition for the existence of an isometric immersion f is that the Riemann curvature tensor ofM should be splitted nicely in the tangential and normal directions, i.e. in T M and T M ⊥ . In what follows, we discuss the Riemann curvature on semi-Riemannian manifolds and derive the compatibility equations, which are known as the GCR system. Again, for our purpose, we focus on the perspectives of vector bundles in comparison with [50] . One further convention is introduced for notational convenience: Convention 2.6. In the rest of the paper, we write ·, · forḡ(·, ·), g(·, ·), and any other semi-Riemannian metrics, unless further specified.
Let (M, g) be an n-dimensional semi-Riemannian manifold of index ν, and let E be a vector bundle over M with fibers F ∼ = R k τ , the semi-Euclidean space R k with index ν. Let ∇ E be an affine connection on bundle E, i.e. a linear map
This can be compactly written as
, where EndE is the endomorphism bundle on E. That is, EndE is the vector bundle over M with the typical fiber gl(F ), the group of linear transforms from F to itself. Note that, for α ∈ Γ(E), R E (X, Y, α) ∈ Γ(E). Also, R E is often written as the (0, 4)-tensor:
where we write ·, · E to emphasize the bundle metric. Now we may investigate the orthogonal splitting of Riemann curvature along the projections tan and nor (see §2.1). Given an isometric immersion f : (M, g) → (M ,ḡ), three vector bundles over M are of interests: E = T M , T M ⊥ , and f * TM . We denote the last bundle by TM in light of Convention 2.2. We also fix the notations:
where ∇ T M denotes the Levi-Civita connection on M .
In what follows, we are concerned with the special case:
Thus,R(X, Y ) ∈ Γ(EndTM ) constantly vanishes: 
2.3. Cartan Structural System. Now we introduce the Cartan structural system for the semi-Riemannian submanifolds, first appeared in the formalism of exterior differential calculus due to E. Cartan (cf. [20] ). These can be viewed as an equivalent form of the Gauss-Codazzi-Ricci system, which are more suitable for the weak continuity and realizability considerations in the subsequent sections. Cartan's formalism (a.k.a. the method of moving frames) is a classical tool in differential geometry; see [15, 54, 56] . In particular, it plays a crucial role in the establishment of the realization theorem for Riemannian submanifolds by Tenenblat [60] , as well as the existence and uniqueness of immersions of smooth manifolds into affine homogeneous spaces by Eschenburg-Tribuzy [27] . In this paper, we develop Cartan's formalism for the semi-Riemannian submanifolds. It serves as the foundation for the Cartan structural system.
To set up Cartan's formalism, we need to introduce the frame field on T M and its co-frame field on T * M , as well as the field of connection 1-forms. The following convention is adopted: Convention 2.8. From now on, the superscripts and subscripts obey the following rule:
1 ≤ i, j, k, l, s, t ≤ n; n + 1 ≤ α, β, γ ≤ n + k; 1 ≤ a, b, c, e ≤ n + k. Now, let {∂ 1 , . . . , ∂ n } ⊂ Γ(T M ) be a frame field for M ; that is, at each point P on M , {∂ i (P )} n 1 forms an orthonormal basis for the tangent space T p M . The orthonormality means ∂ i , ∂ j = δ i j ǫ i for all i, j ∈ {1, . . . , n} (2.15) in the semi-Riemannian settings. We write {θ 1 , . . . , θ n } ⊂ Γ(T * M ) for the co-frame field:
Similarly, we can also take {∂ n+1 , . . . , ∂ n+k } ⊂ Γ(E) to be a frame field for E, i.e. orthonormal with respect to the bundle metric g E , and {θ n+1 , . . . , θ n+k } ⊂ Γ(E * ) to be its co-frame field. In light of Convention 2.8, we define the connection 1-forms: Definition 2.9. Let (M, g) be a semi-Riemannian manifold, and let E be a vector bundle over M with bundle metric g E . The connection 1-form W is a 1-form-valued (n + k) × (n + k) matrix field:
(2.17) Remark 2.10. We identify
The right-most expression means the space of gl(n + k; R)-valued differential 1-forms. In general, for a Lie algebra g, the space of differential k-forms with entries in g is written as
This notation is needed for later developments.
Now we introduce the two structural systems of Cartan for semi-Riemannian manifolds. In particular, we show that the second structural system is equivalent to the GCR system introduced in §2.2. This result seems to be known in the semi-Riemannian geometry community; nevertheless, we have not be able to locate a proof in the literature, so it worths to present a detailed proof here for completeness.
Before that, we first demonstrate
). This lemma says that W is a "semi-skew-symmetric" matrix. Its proof is presented in the appendix. Note that W can be schematically represented in the block-matrix form:
Proposition 2.12. The GCR system (2.12)-(2.14) is equivalent to the following system for the connection 1-form (known as the second structural system):
Proof. We divide the arguments into four steps.
1.
We begin by observing that the definition of the connection 1-form W, i.e. Eq. (2.17), implies
One may deduce the following identities of the shape operator S:
Next, the Gauss equation (2.12) is equivalent to
Applying the symmetry of II twice (in the first and third equalities below), we obtain
where the last equality follows from Lemma 2.11. On the other hand, the Riemann curvature of the Levi-Civita connection on T M is computed directly from the definition:
Equating the preceding computations via Eq. (2.21), we conclude that dω s
In the penultimate equality, we have used the self-adjointness of II, i.e. ω i α (∂ j ) = ω j α (∂ i ). The final line follows from the definition of dω k γ and ω k β ∧ ω β γ . To compute the Lie bracket term in the last equality of Eq. (2.22), we invoke the torsionfree condition of the affine connection: is understood as an equality on Ω 2 (g). On the left-hand side, the exterior differential d is viewed as acting only on the T * M factor if W ∈ Ω 1 (g), where g = gl(n + k; R) in Eq. (2.18). Then dW ∈ Ω 2 (g) and is given by
On the right-hand side, the wedge product on Ω 1 (g) is taken by combining the wedge product on the T * M factor and the matrix multiplication on the g factor in Eq. (2.18). That is,
So far, we have established the equivalence between the GCR system and system (2.20) . It is known as the second structural system. In fact, the first structural system consists of the following identities on Ω 1 (gl(n; R)):
This is equivalent to the torsion-free property of connection ∇. As this property is independent of metrics (regardless of Riemannian or semi-Riemannian), it does not provide additional information to the isometric immersions. The proof is standard in differential geometry and will be presented in the appendix.
In the rest of the paper, we always refer as the Cartan structural system to the second structural system (2.20) . In §4, we establish its global weak continuity.
Weak Continuity of Quadratic Functions on Semi-Riemannian Manifolds
In order to establish the weak continuity of the Cartan structural system on semi-Riemannian manifolds with lower regularity, we need to pass to the weak limits of the quadratic nonlinear term W ∧ W, where W is the connection 1-form in Proposition 2.12. We establish a geometrically intrinsic compensated compactness theorem on vector bundle and apply it to develop a geometric, global approach to our problem. This is the main goal of this section.
Our motivation is to identify the structures and estimates essential to a prototypical result in compensated compactness in R d (cf. Murat [48] and Tartar [58] ) and generalize it in the setting of abstract harmonic analysis. Thus, we first obtain a quadratic theorem by using techniques from abstract harmonic analysis. This may be of independent interests.
3.1. Quadratic Theorem I: On Locally Compact Abelian Groups. We begin with recalling the basics of abstract harmonic analysis for subsequent developments (see Loomis [41] for the details).
First of all, a topological group G is a group with a topology, in which the group operation and the inverse are continuous. If a group G is abelian whose topology is Hausdorff and locally compact, we say that G is a locally compact abelian group, abbreviated as LCA group in the sequel. For any LCA group G, there exists an invariant Radon measure µ G , unique up to multiplicative constants, known as the Haar measure. The L p norm, 1 ≤ p < ∞, for a function u : G → C can then be defined as
Secondly, given any LCA group G, its group of characters,Ĝ := Hom(G; R/Z), is also an LCA group endowed with the local-uniform topology of any non-trivial Haar measure (which is the weakest topology making each element ofĜ continuous). It is also known as the dual of G, due to the Pontryagin duality theorem: G is canonically isomorphic toĜ. Then, for u ∈ L 1 (G), we can define its Fourier transformû :Ĝ → C bŷ
where ξ(g) is given by the duality pairing ofĜ and G. From now on, we write 0 ∈Ĝ as the group identity; this is in agreement with the definition,Ĝ := Hom(G; R/Z), which is the group of additive (not multiplicative) characters. Thirdly, the Plancherel formula extends to the general LCA groups:
with the Haar measures µ G and µĜ suitably normalized. In other words, the Fourier transform defined in Eq. (3.2) is an isometry between L 2 (G) and L 2 (Ĝ). Notice that all the constructions up to now can be extended naturally to vector-valued functions u : G → C I for I ≥ 1.
Finally, we say that T :
where m is known as the Fourier multiplier of T . More generally, for T :
That is, for each ξ ∈Ĝ, m(ξ) is a linear operator from C J to C I (equivalently, an I × J matrix).
In the sequel, for any matrix M ∈ Mat(I × J; C), we use |M | :=
In this context, we say that Q :
Equivalently, it means that
Now we state and prove our first generalized quadratic theorem: (C2) The end ofĜ retracts nicely onto a compact set. More precisely, for some compact set Ξ ⋐Ĝ containing 0, there exist another compact set K ⋐Ĝ \ {0} and a continuous surjective map Φ :
(3.8) That is, m(ξ) is an operator from C J to C I so that m(ξ)(λ) ∈ C I . According to this interpretation, another characterization of the cone is
Before giving the proof, we point out that the main strategy for the general case is similar to that in Tartar [58] (also see [48] ), in which separate estimates are derived in the Fourier spacê G for the low-frequency region (i.e. in a compact set Ξ around 0) and the high-frequency region (i.e. in the non-compact setĜ \ Ξ). Assumptions (C2)-(C3) are required only for controlling the high-frequency region. Notice that the high-frequency region always exists unlessĜ is compact, which is equivalent to the condition that G is discrete, for which Theorem 3.1 trivially holds.
Proof of Theorem 3.1. We divide the proof into five steps.
1. First, by substituting u ε with u ε − u, it suffices to assume that u ≡ 0. Indeed, an expansion of u ε − u yields
, by the Riemann-Lebesgue lemma on LCA groups, we can find a compact set Ξ ⋐Ĝ such that |û ε (ξ)| ≤ α for ξ ∈Ĝ \ Ξ, for each α > 0 (cf. Tao [59] ). In particular, sup {|û ε (ξ)| : ξ ∈Ĝ} ≤ M . On the other hand, for any φ ∈ L 2 (G; C J ), by the Plancherel formula, we have
which converges to zero as ε → 0 by assumption (C1). Thus, choosingφ = sgn(û ε ) χ Ξ , we obtain
Therefore, for the quadratic polynomial Q, we deduce
For the subsequent development, notice that there is a freedom of enlarging Ξ: It can be chosen as any large enough (with respect to µĜ) compact subset ofĜ containing 0.
3. In this step, we establish the following claim:
Claim: Given any δ > 0 and any compact subset K ⋐Ĝ such that 0 / ∈ K, there exists a constant C δ,K ∈ (0, ∞) so that, for any λ ∈ C J and η ∈ K,
13)
provided that Re(Q) ≥ 0 on Λ T . Meanwhile, under the same conditions for δ and K,
when Im(Q) ≥ 0 on Λ T . Notice that such a compact subset K exists, sinceĜ has locally compact topology.
Indeed, observe that the claim holds for λ = 0. For λ = 0, we prove by contradiction. If the statement were false, there would exist δ 0 > 0 such that, for each n ∈ N, there exist λ n ∈ C J and η n ∈ K so that
(3.15) Notice that this inequality is 2-homogeneous in λ n ; in particular, it is invariant under the scaling: λ n → cλ n for any c ∈ C \ {0}. Thus, without loss of generality, we may require |λ n | = 1 for all n, so that {λ n } converges to some λ ∞ ∈ C J of norm 1, after passing to a subsequence.
In this case, |Re(Q(λ n ))| is bounded uniformly in n (say, by C 0 ) so that
This forces |m(η ∞ )(λ ∞ )| = 0, where η ∞ ∈ K is a limit of {η n }, after passing to a further subsequence if necessary. Indeed, the subsequential convergence is guaranteed by the fact that G is Hausdorff, which is a part of the definition of LCA group. The assumptions on K ensure that η ∞ = 0. Thus, by the definition of the cone in Eq.
which contradicts the assumption that Re(Q) ≥ 0 on Λ T . Thus, the claim is proved for Re(Q).
The arguments for Im(Q) are exactly the same, hence are omitted here.
Now, employing the claim in
Step 3, we prove the following statement:
To prove this statement, we invoke assumption (C2) on the Fourier multiplier. As {[Φ * m]û ε } is pre-compact in L 2 (Ĝ; C J ), and {û ε } converges to zero weakly in L 2 (by the Plancherel formula), we have
Step 2. It shows that, for each δ > 0,
Then, integrating overĜ \ Ξ and sending ε → 0, we have
which is implied by assumption (C1) and the Plancherel formula. As δ > 0 is arbitrary, Eq. (3.16) is proved. The proof for the imaginary part, i.e. Eq. (3.17), holds analogously.
5.
To conclude the theorem, note that, by changing Q → −Q in Eq. (3.16), the following inequality holds:
By assumption (C3), i.e. Re(Q) = 0 on Λ T , this inequality together with (3.16) verifies the assertion outside a compact set Ξ, i.e. lim ε→0 Ĝ \Ξ Re(Q •û ε ) dµĜ = 0. Moreover, in Step 1, the same result on Ξ has been established in Eq. (3.12). Thus, in view of the Plancherel formula, we have lim
As in Steps 2-3, the analogous statement for Im(Q • u ε ) can be established similarly. This completes the proof.
We now discuss some examples for Theorem 3.1. First of all, take G = R K and
and define the deformation retraction Φ :
Then the Fourier multiplier of T is m(ξ) = −2πi L l=1 A jkl ξ l , while the cone of T is
In addition,
thanks to the Fourier characterization of spaces H s . By cutting off u with a test function of compact support in G, we obtain a prototypical result in compensated compactness (see Murat [48] and Tartar [58] ):
Then Q(u ε ) → Q(u) in the sense of distributions.
Condition (T2) is known as a first-order differential constraint on {u ε } (∇ l denotes the l-th partial derivative on R L ). Heuristically, it says that certain constant-coefficient linear combinations of the first-order derivatives of u ε is pre-compact in H −1 loc . Condition (T3) requires the quadratic form Q to vanish on cone Λ. This is desirable since the Fourier transform of the quantities in (T2) is zero on Λ. Conditions (T2)-(T3) together promote the weak-star L ∞ convergence of {Q(u ε )} -whose topology is not even metrizable -to the subsequential convergence in the sense of distributions.
Next, the first-order differential constraints in Corollary 3.2 can be relaxed: Consider a d-degree homogeneous polynomial P in (x 1 , . . . , x K ), the gradient ∇ = (∇ 1 , . . . , ∇ K ) on C K , and the corresponding d-order differential operator P (∇). Let u :
Then retraction Φ :
satisfies assumption (C2). Therefore, by a standard cut-off argument, we obtain
be a homogeneous polynomial of degree d, and
and that the quadratic polynomial Q : C J → C vanishes on the cone:
for some ξ = (ξ 1 , . . . , ξ K ) = 0 and each i = 1, 2, . . . , I .
Still more generally, the differential operator T requires neither to be homogeneous, nor to have integral orders: Suppose that T is a differential operator of order m ∈ R + . Denote all the components of T with order below m by T low . Then, for
, which is again an m-homogeneous differential operator. Then we have
be a polynomial of order m, and let
for β 1 , . . . , β K ∈ R + , constants A i;β 1 ,...,β K ;j ∈ C, and i = 1, 2, . . . , I. Suppose that {T u ε } is pre-compact in H −m loc (C K ; C I ) and the quadratic polynomial Q : C J → C vanishes on the cone:
. . , ξ K ) = 0 and each i = 1, 2, . . . , I´.
Then Re(Q • u ε ) converges to Re(Q • u) on C K in the sense of distributions.
Quadratic
Theorem II: On Vector Bundles. Our second quadratic theorem concerns the weakly convergent L 2 sections of a vector bundle E over a semi-Riemannian manifold M . In order to formulate it globally and intrinsically, two difficulties immediately arise:
(i) Being endowed with a semi-Riemannian metric, M is a real manifold. However, our theorem has to be formulated over C, since the proof is based on Fourier analysis, which brings about factor i = √ −1. (ii) Conditions (C2)-(C3) in Theorem 3.1 are proposed in terms of Fourier multiplier operators. However, the Fourier transform cannot be defined globally on a generic semi-Riemannian manifold. For u ∈ L 2 (M ; E), one way we can do is to definê
where exp x : T x M → M is the exponential map on the manifold, ·, · is the paring of T M and T * M given by metric g, and dV g is the volume form of g. However, it is only well-defined at x ∈ M up to the first conjugate point of x, for which exp −1 x can be specified unambiguously.
The above considerations call for a quadratic theorem on real manifolds, for which the differential constraints (i.e. operator T and cone Λ T in (C2)-(C3) of Theorem 3.1) are formulated globally and intrinsically. For this purpose, we introduce three new ingredients:
• The (principal) symbol of a differential operator;
• A quadratic polynomial defined globally on vector bundles;
• Complexifications of vector bundles and quadratic polynomials.
The rest of this subsection is organized as follows: We first present the definitions and basic properties of the principal symbol, quadratic polynomials, and the Sobolev norms of sections over semi-Riemannian manifolds. Then the second generalized quadratic theorem (cf. Theorem 3.6) is stated and proved. Finally, we obtain an analogous result for semi-Riemannian manifolds with lower regularity (cf. Corollary 3.8). From now on, let M be a semi-Riemannian manifold, and let E, F be two real vector bundles over M .
Principal Symbols. We collect only some basic facts here, and refer to [1] for the details.
Denote T ∈ Diff m (M ; E, F ) as an arbitrary differential operator T of order m that maps E-sections to F -sections:
It is a crucial observation in micro-local analysis that σ m (T ), the principal symbol of T , can be defined intrinsically. Indeed, for any ξ ∈ T * x M , we may choose a function f ∈ C ∞ (M ) such that d x f = ξ, and then set
It is easy to check that σ m (T )(x, ξ) ∈ Hom(E x , F x ) for any given ξ and that the definition is independent of the choice of f . Here and hereafter, E x ∼ = R J and F x ∼ = R I denote the fiber of E and F at point x ∈ M , respectively, and Hom(E x , F x ) denotes the space of vector space homomorphisms from E x to F x . Moreover, σ m is a homogeneous polynomial of order m on each fiber of T * M :
More abstractly, denoting P l (V, W ) as the vector space of degree-l homogeneous polynomials between the vector bundles V and W , the principal symbol map σ m defines the following vector space homomorphism:
where F C := F ⊗ R C is the complexified vector bundle, which is necessary since i = √ −1 appears in the definition of σ m in Eq. (3.22) . We adopt this abstract language in order to emphasize the global, intrinsic nature of the principal symbol.
For the application in §5, we now discuss the following example: The exterior differential
whose the principal symbol σ 1 (d) is given by
Owing to the presence of i = √ −1, we view the exterior algebra in the range of d as being complexified: For each ξ ∈ T * M , σ 1 (d)(ξ) ∈ P 1 ( q T * M ; q+1 T * M ⊗ C). In this case, notice that σ 1 (d)(ξ) = [−2πiξ∧], which is indeed a 1-homogeneous polynomial of operators from qtensors to complexified (q + 1)-tensors.
Intrinsic Formulation of Quadratic Polynomials. Now we define a quadratic polynomial on a vector bundle E:
where j(s) = (s, s) is the natural inclusion of the diagonal, and q ∈ Γ(Hom(E ⊗ E; C)) is conjugate 1-homogeneous in each argument:
for all s 1 , s 2 ∈ Γ(E) and λ, µ ∈ C.
In this case, we write Q ∈ P 2 (E; C).
Such constructions remain valid for C replaced by R, in which Q is said to be a real quadratic polynomial on E. It follows from the definition that any quadratic polynomial Q is 2-homogeneous:
the value of the quadratic polynomial Q at s is given by
Thus, the local representation of Q is obtained. That is, it is compatible with the characterization of quadratic polynomials on C J in Eq. (3.7), which is globally trivialized.
Sobolev Norms over Semi-Riemannian Manifolds. The Sobolev norms can be defined globally and intrinsically on a (connected) semi-
(i) First, we integrate a function f : (M, g) → R. This is the same as the integration over Riemannian manifolds, except that the absolute value of det g is now taken. More precisely, consider an atlas {U α } α∈I of coordinate charts on M , and diffeomorphisms {φ α } α∈I mapping each U α to R n ν with ν = Ind(M ). Moreover, let {ρ α } α∈I be a partitionof-unity subordinate to the atlas. Then
Moreover, for signature ǫ = (ǫ 1 , . . . , ǫ n ) ⊤ of g, we takẽ
as the diagonal matrix associated to ǫ. Then | det g| = det (ǫg), where (ǫg) is understood as the matrix multiplication so that
. As above, we write ǫ E as the diagonal matrix associated to the signature of g E , the bundle metric. Then we define
This formula is well-defined: We integrate f = |g E (α, α)| over manifold M as in (i) above. (iii) Finally, let ∇ E be an affine connection on bundle E, which is equivalent to a covariant derivative on E. Then we set
In this way, we have defined the Sobolev norms on sections of vector bundles over semi-Riemannian manifolds. This definition is intrinsic, as it is independent of the choice of atlas {U α } and the partition-of-unity. As usual, the corresponding Sobolev spaces are defined as the completion of smooth sections with respect to the W k,p -norms: With the preceding preparations, we are now at the stage of stating our geometric quadratic theorem on vector bundles. In the sequel, dV g denotes the volume form corresponding to metric g.
, and a quadratic polynomial Q : Γ(E) → R. If the following conditions hold:
Before presenting the proof, we make several remarks on Theorem 3.6:
(i) Theorem 3.6 is formulated globally and intrinsically on the semi-Riemannian manifold M , since symbol σ m , cone Λ T , and the Sobolev spaces H • of sections are all defined without referring to local coordinates. In addition, σ m is defined only by using the differentiable structure of M , without resort to the Riemannian or semi-Riemannian structure. Therefore, cone Λ T in (C3') depends only on the algebraic properties of T .
(ii) In the theorem above, we denote the target space of symbol σ m (T ) by Hom(E; F C ), which is understood as the vector bundle of R-bundle homomorphisms from E to the complexification of F , i.e. F C := F ⊗ C. It is also common to write it as
The following lemma concerns the naturality of the principal symbol under the action of diffeomorphism group. It is crucial for the proof of Theorem 3.6. 
where F * P denotes the pushforward of P under F :
Proof. This is a special case of Theorem 20 in [1] . In full generality, the first assertion holds for general pseudo-differential operators, and the second assertion holds for pseudo-differential operators with classical total symbols.
The strategy for the proof of Theorem 3.6 is as follows: First of all, using the partitionof-unity, together with the commutator estimate of T ∈ Diff m (M ; E, F ) and a multiplication operator, we reduce the theorem to a local problem on one single chart of the manifold. Next, thanks to Lemma 3.7, we can flatten the local chart to R n ; it is an LCA group, which suggests the application of Theorem 3.1. This cannot be done directly, owing to the non-trivial semi-Riemannian metrics on the manifold and the bundles; nevertheless, in view of the quadratic structure of Q, the signature of the semi-Riemannian metrics does not affect the proof. Therefore, locally we can regard the metrics as "close" to the Euclidean metrics, and then modify the arguments for Theorem 3.1 to complete the proof.
Proof of Theorem 3.6. The proof is divided into eight steps.
1. We first justify the following two reductions:
(i) It suffices to prove for u = 0, since the argument is the same as that of Step 1 in the proof of Theorem 3.1. (ii) We can localize the statement to each chart of the differentiable manifold M . To fix the notations, let {U α } α∈I be an atlas of the differentiable manifold M ; we claim that it suffices to prove Theorem 3.6 for sequence {u ε } supported on one single U α .
For this purpose, take any ψ ∈ C ∞ c (M ) and consider the following identity:
where [T , ψ] denotes the commutator of T and the operator of multiplication by ψ.
Clearly, [T , ψ] is a differential operator of order not exceeding m −
, which is compactly embedded in H −m loc by the Rellich lemma. Moreover, by condition (C2'), {ψT u ε } is also pre-compact in H −m loc . Thus, the same holds for {T (ψu ε )}. In addition, the transition function ϕ α,β between any two overlapping charts U α and U β is a diffeomorphism, so that T | U α and T | U β both have the principal symbols of order m, which are m-homogeneous polynomials in the fiber of the cotangent bundle T * M . Indeed, they differ only by a multiplicative factor controlled by the Lipschitz norm of ϕ α,β , which is bounded uniformly on M for all α, β ∈ I. Up to now, we have justified that the assumptions of the theorem are invariant under operation
is an arbitrary test function. It remains to establish the local-to-global result: If the assertion holds for {u ε } supported in each chart, then it also holds for arbitrary {u ε }. To this end, let {φ α } α∈I be a partition-of-unity subordinate to atlas {U α } α∈I , i.e. 0 ≤ φ α ≤ 1, φ α ∈ C ∞ c (U α ) for each α ∈ I, and α∈I φ α = 1 on M . Then we can find 0 ≤ ψ α ≤ 1 and ψ α ∈ C ∞ c (U α ) such that φ α = ψ 2 α for each α ∈ I. To proceed, suppose that Theorem 3.6 is proved for sequence
However, due to the uniqueness of subsequential weak limits, we have
Hence, we can write ψ βũ as ψ β u without ambiguity, according to the interpretation: the limit function u, previously defined only on U α , is now extended to domain U α ∪ U β . Now, since M is second-countable (which is a part of the definition of differentiable manifolds), we can take the index set I for the atlas to be at most countable. Thus, performing a diagonalization process to the arguments in the preceding paragraph, we obtain a subsequence (still denoted) {u ε } and a function u ∈ L 2 loc (M ; E) defined on manifold M such that ψ α u ε ⇀ ψ α u for each α ∈ I.
Therefore, for any test function ψ ∈ C ∞ c (M ), we can pass to the limits as follows:
In the first and the last lines above, we have used that α∈I ψ 2 α = 1 on M , while in the second and the fourth lines, we have used the quadratic structure of Q. Moreover, the order of summation over α ∈ I can be interchanged with the limit and the integration, because the partition-of-unity is locally finite. Then the localization argument is completed by using Eq. (3.33). 2. From now on, {u ε } is assumed to be supported on a single chart U α ⊂ M . In this step, we flatten the chart by transforming U α to R n via the coordinate map. First, without loss of generality, we assume that the vector bundles E and F are trivialized on U α : One simply performs refinements of atlas {U α } α∈I if necessary. Now, by the basic manifold theory, there exists a diffeomorphism F α :
(3.34)
Here and in the sequel, we assume that E and F have typical fibers R J and R I , respectively. Moreover, Lemma 3.7 implies
for all x ∈ U α and ζ ∈ R J . i.e. the cones of T and (F α ) * T coincide. Therefore, it suffices to prove the theorem with {dF α (ψ α u ε )} and (F α ) * T in place of {u ε } and T , respectively, where {ψ α : α ∈ I} is the partition-of-unity subordinate to atlas {U α : α ∈ I} as in Step 1. In addition, by the paracompactness of topological manifolds, we may assume ψ α to be supported in a compact subset of U α for each α ∈ I. Thus, in the sequel, we take dF α (ψ α u ε ) to be compactly supported in R n and identify it with the map on the whole of R n , obtained via the extension-by-zero. To simplify the notations, we still label {dF α (ψ α u ε )} as {u ε }. Thus, we reduce to the case: M = R n , which is an LCA group as in Theorem 3.1.
3.
Thanks to the localization and flattening arguments in Steps 1-2, from now on, we assume
To simplify the notations, we still write E = R n × R J and F = R n × R I , and denote the metric on R n by g with an abuse of notations, i.e. assuming that M = R n , and the bundles E, F are globally trivialized. In the subsequent steps, we complete the proof by adapting the arguments for Theorem 3.1.
To begin with, recall that the L p -norm of u : R n → E is defined as
where g E is the bundle metric on E, indices 1 ≤ j, k ≤ J are for the fiber of E, and ǫ k ∈ {±1} is the signature of the k-th component of g E such that h jk := ǫ k g E jk becomes positive definite. We 20 choose a coordinate system in which g E is diagonalized:
where λ j < 0 for 1 ≤ j ≤ τ , and λ j > 0 for τ + 1 ≤ j ≤ J. Correspondingly, ǫ 1 = · · · = ǫ τ = −1 and ǫ τ +1 = · · · = ǫ J = 1, where τ is the index of g. Now, define a new sequence of sections {v ε } ⊂ L 2 (R n ; E) by components:
That is, we write v ε = ((v ε ) 1 , . . . , (v ε ) J ) ⊤ . By this definition, v ε depends on g E , g, and u ε , and the following identity holds:
for each ε, (3.38) where g 0 denotes the Euclidean metric on R n . Thus, by condition (C1'), {v ε } is uniformly bounded in L 2 with respect to g 0 . Moreover, supp(v ε ) ⊂ supp(u ε ) for each ε so that all the terms of {v ε } are supported on a common compact set. At this stage, we can apply the arguments from Step 1 in the proof of Theorem 3.1 to sequence {v ε }, which yields
where K > 0 is a constant to be determined later.
As a remark, the norm on ξ is also taken with respect the Euclidean metric, since it is the metric induced by g 0 on the cotangent bundle T * M .
4.
Next we control the high-frequency region of {v ε }. For j = 1, 2, . . . , J, define
so that (v ε ) j = χ j (u ε ) j for each j. Notice that χ j > 0 strictly, by the non-degeneracy of metrics g and g E . Writing u ε = J j=1 (u ε ) j ∂ j and similarly for v ε in local coordinates, by the linearity of the differential operator T , we have
In II ε , [T , χ j ] is the commutator between T and the multiplication operator by χ j .
We now argue that {T v ε } is pre-compact in H −m (R n , g 0 ; F ). First of all, this sequence is compactly supported, by the construction of {v ε } and the locality of the differential operator T . Thus, we neglect subscript "loc" for the corresponding Sobolev spaces. By explicitly writing out g 0 in the subscript, we emphasize that M = R n is equipped with the Euclidean metric. To this end, we now prove that both {I ε } and {II ε } are pre-compact in H −m (R n , g 0 ; F ).
For I ε , first we compute:
Next, we show that the final term T u ε H −m (R n ,g 0 ;F ) can be related to T u ε H −m (R n ,g;F ) , whose pre-compactness is assumed by condition (C2'). For this purpose, it requires to invoke the Fourier characterization of the Sobolev norms · H −m (R n ,g 0 ;F ) and · H −m (R n ,g;F ) . Since we have localized sequence {u ε } to a chart U α of M , on which E and F are trivialized in Steps 1-2, g| Uα has no self-intersecting geodesics, provided that U α is contained in a geodesic normal neighborhood. This can be assumed by shrinking U α if necessary. Then the push-forwarded metric (F α ) * g -which is still labelled as g from Step 2 onward -satisfies the same property on R n = M , so that · H −m (R n ,g;F ) can be defined globally via the Fourier transform unambiguously.
In this way, we now obtain
where C depends only on m, g L ∞ (M ), and inf M | det g|. Together with Eq. (3.41), we have
whereC depends only on g, g E , and m, but independent of ε. In view of (C2'), {I ε } is precompact in H −m (R n , g; F ).
We now turn to {II ε }: Since T ∈ Diff m (M ; E, F ) and χ j is a multiplication operator,
This is because u ε ⇀ 0 in L 2 (see Step 1 of the same proof). Here R n is endowed with the Euclidean metric g 0 , and F has the bundle metric g F .
Now we estimate the Euclidean
T v ε is the standard Fourier transform on Euclidean spaces: see §3 in [1] . Combining with the lower order terms, we have
where |a α (x)| + |b β (x, ξ)| ≤ C 0 for all x ∈ M and ξ ∈ T * x M , and for each α and β. Then
where C 1 depends only on m, while C 2 = C 2 (sup x |b β (x)|, m). This is obtained by expanding the quadratic in the second line and separating the highest order term from the other terms. Now, 22 choosing K ≥ 1 so large that the second term is majorized by the first term in the last line, we have
which converges to 0 by Eq. (3.44), where C 3 depends on C 1 , C 2 , and K.
6. In this step, we complexify Q and Λ T . First, we view Q : Γ(E) → R as a complex quadratic polynomial Q C : Γ(E C ) → C, given by the following expression in local coordinates: 7. Now we adapt the arguments in Steps 2-3 in the proof of Theorem 3.1. First, the following pointwise inequality is established: For each δ > 0 and any compact set K ⋐ T * M \ {0}, there is a constant C δ,K ∈ (0, ∞) such that
for each η ∈ K and s ∈ Γ(E), (3.47) provided that Re(Q) ≥ 0 on Λ T . Here g E,C is the complexified bundle metric on E, obtained according to the same rule for Q → Q C , by viewing g E as a quadratic form on each fiber (i.e. a vector space) of E; and similarly for g F,C .
Indeed, since Eq. (3.47) is 2-homogeneous in s C , the scaling: s C → λs C by any λ ∈ C leaves it invariant. In particular, it is independent of the signatures of the semi-Riemannian bundle metrics g E and g F . Moreover, cone Λ T in (C3') is completely determined by T , which is independent of metrics g, g E , and g F , and sequences {u ε } and {v ε }. Thus, the proof of the analogous result in Theorem 3.1 remains valid (cf. Step 2 therein).
We now integrate Eq. (3.47) over {|ξ| ≥ K}, with K ≥ 1 specified at the end of Step 5 in this proof, s C = (v ε ) C , and η := ξ 2m (1+|ξ| 2 ) m . Then
We remark here that it is crucial for sequence {v ε } to be taken on M = R n with respect to the Euclidean metric (cf.
Step 3 of the same proof). In this case, the metric induced on the cotangent bundle T * M is also Euclidean, so that |ξ| = 0 for all ξ ∈ T * M \ {0}.
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To proceed,
where the last term on the right-hand side tends to zero as ε → 0 (cf.
Step 5). Therefore, we have
for arbitrary δ > 0, which implies that the left-hand side is non-negative. Applying the same argument for −Q in place of Q, thanks to condition (C3') and
Step 6 in this proof, we finally obtain lim ε→0 |ξ|≥K |v ε (ξ)| 2 dξ = 0. 8. Finally, we notice that Eq. (3.51) is equivalent to the following:
which follows from the definition of v ε ; see Eq. (3.38). As Q is quadratic, it implies
Moreover, we recall from Step 1 that the assertion of Theorem 3.6 is invariant under localizations, i.e. multiplication by test functions ψ ∈ C ∞ c (M ). Therefore, we can now conclude that {Q • u ε } converges to Q • u in the sense of distributions. This completes the proof.
We emphasize that the non-degeneracy condition of metric, det g = 0, is crucial to the proof. We need it in Eq. (3.42) to compare the H −m norms of Tû ε taken with respect to g and the Euclidean metric g 0 .
To conclude this section, we state an analogous result to Theorem 3.6 for non-smooth metrics g, g E , and g F , which is crucial to the development in §4. Notice that, in the proof of Theorem 3.6, only the C 0 -topology of the metrics are involved in the estimates. Thus, in view of the Sobolev embedding, the following result holds by an approximation argument: 
Global Weak Continuity of the Cartan Structural System
In this section, we establish the weak continuity of the Cartan structural system (2.20) on semi-Riemannian manifolds. The arguments are global and intrinsic, based on the geometric compensated compactness theorem, Theorem 3.6. This extends our earlier results on the weak continuity of the GCR system on Riemannian manifolds [12, 14] .
Theorem 4.1. Let (M, g) be a semi-Riemannian manifold of dimension n, with Ind(M ) = ν and g ∈ W 1,p loc (M, O(ν, n − ν)) for p > 2. Assume that a family of connection 1-forms {W ε } with the same index is uniformly bounded in L p loc , and that each W ε satisfies the Cartan structural system (2.20) in the sense of distributions. Then, after passing to a subsequence, W ε converges weakly in L p loc to a connection 1-form W that also satisfies system (2.20). By "{W ε } with the same index" we mean that there are fixed positive integers k and τ such that, for each ε,
Proof of Theorem 4.1. Our goal is to pass to the limit in the system:
We divide the arguments into four steps. Throughout the proof, we write h := o(ν + τ, (n + k) − (ν + τ )).
Take an arbitrary test differential form
where ⋆ : j T * M → n−j T * M is the Hodge star operator (a vector bundle isomorphism), and ϕ has no h-component. In the rest of the proof, we also use ⋆ to denote its natural extension ⋆ : j T * M ⊗ h → n−j T * M ⊗ h, given by ⋆(ω ⊗ A) := ⋆ω ⊗ A for ω ∈ j T * M and A ∈ h. In other words, we do not distinguish between ⋆ and ⋆ ⊗ id h .
2.
We now determine the differential constraints of Eq. (4.2). We start from the left-hand side. Notice that dW ε = W ε ∧ W ε with
Recall the following compact Sobolev embedding: If p < 2n,
On the other hand, if p ≥ 2n, we can first embed
and then compactly embed the right-hand side into
On the other hand, the Rellich lemma implies that {dW ε } is pre-compact in W −1,p loc (U ; 2 T * M ⊗ h) for p > 2. By interpolation, we find that {dW ε } is pre-compact in H −1 loc (U ; 2 T * M ⊗ h). Owing to the super-commutativity of d, we have
Next, consider the rightmost side of Eq. (4.2). Recall that the L 2 -adjoint of d (the codifferential), denoted by δ : j T * M → j−1 T * M for 1 ≤ j ≤ n, is related to d by δ = (−1) j(n−j)+1 ⋆ d ⋆ . 25 The Hodge star extends to an isometric isomorphism ⋆ : L q (U ; j T * M )→L q (U ; n−j T * M ) for each 0 ≤ j ≤ n. For M with signature ν,
where id denotes the identity map. Then we have obtained another differential constraint:
3. In view of the arguments in the previous step (in particular, Eqs. (4.3)-(4.4)), it suffices to establish the following claim, which is of generality:
Claim: Let {V ε } be a family of (n − 1)-forms so that {dV ε } is pre-compact in H −1 loc , and let {Z ε } be a family of (n − 1)-forms so that {δZ ε } is pre-compact in H −1 loc . Assume that V ε ⇀ V and Z ε ⇀ Z in the weak L p loc -topology. Then { V ε , Z ε } converges to V, Z in the sense of distributions.
Indeed, if the claim is true, we define
The above claim implies that W ε ∧ ϕ, ⋆W ε → W ∧ ϕ, ⋆W in the sense of distributions. Using the identities of the Hodge star and the super-commutativity of the wedge product, we deduce
Therefore, the previous convergence result is equivalent to the following:
in the sense of distributions. Since the test form ϕ is arbitrary, the proof is now complete.
4.
We now prove the claim in Step 3 by making crucial use of Theorem 3.6. The key is to specify operator T and the vector bundles E and F therein. Indeed, we define
where T is a bundle operator T : E → F . In this setting, the operator cone is given by
where we have utilized
It is an identity on P 1 (T * M ; Hom(E; F C )), i.e. the space of first-order homogeneous polynomials mapping the cotangent bundle to the homomorphism bundle from E to F C . We can further specify Λ T . Indeed, recall that the principal symbols of d and δ have global intrinsic representations (cf. §3.1, [1] ):
where ξ ♯ is the element of the tangent bundle T M canonically isomorphic to ξ (which can be obtained by raising the indices in local coordinates), and ι X is the interior multiplication of a differential form by the vector field X ∈ Γ(T M ). Then
ξ ∧ µ = 0 and ι ξ ♯ (λ) = 0 simultaneously for some ξ ∈ T * M \ {0}´. The bracket, ·, · , on the right-hand side is the combination of the inner product on n−1 T * M and the matrix product on h. Thus, for (µ, λ) ⊤ ∈ Λ T , we have
where · denotes the matrix multiplication. Then ξ ∧μ,λ = 0. Indeed, recall that the dot product ·, · on n−1 T * M is induced from the inner product on T * M by the following rule: For two (n − 1)-tuples of basic elements in the cotangent bundle T * M : {θ i 1 , . . . , θ i n−1 } and {θ j 1 , . . . , θ j n−1 }, definë
(4.8)
In particular, if some θ i k is orthogonal to θ j l in T * M , then the right-hand side of Eq. (4.8) vanishes. By Eq. (4.7) and the ensuing remark, ξ andλ are orthogonal, so that ξ ∧μ,λ = 0. Thus, the claim follows. In effect, we have checked the hypotheses on the operator cone in Theorem 3.6; that is, the quadratic polynomial Q vanishes on cone Λ T . In view of the above arguments, conditions (C1')-(C3') in Theorem 3.6 are verified. Applying this theorem and Corollary 3.8, we obtain
in the sense of distributions. Then the claim follows so that the theorem is proved.
The equivalence between the Cartan structural system and the GCR system (Proposition 2.12) implies the weak continuity of the GCR system: Assume that a family of second fundamental forms and normal affine connections {(II ε , ∇ ⊥,ε )} is uniformly bounded in L p loc , and that each (II ε , ∇ ⊥,ε ) satisfies the GCR system (2.12)- (2.14) in the sense of distributions. Then, after passing to a subsequence if necessary, {(II ε , ∇ ⊥,ε )} converges weakly in L p loc to (II, ∇ ⊥ ) that also satisfies Eqs. (2.12)-(2.14).
To conclude the section, we note that the weak continuity of the GCR and Cartan structural systems (Theorem 4.1 and Corollary 4.2) does not require any assumption on the topology of (M, g).
Realization Theorem: From the Cartan Structural Systems to Isometric Immersions of Semi-Riemannian Manifolds
In this section, we address the following problem: Given an n-dimensional semi-Riemannian manifold (M, g) of lower regularity satisfying the GCR system (cf. Theorem 2.7) in the distributional sense, seek an isometric immersion f : (M, g) ֒→ (R n+k , g 0 ) with the semi-Euclidean metric g 0 . We refer to it as the realization problem -Given a weak solution (II, ∇ ⊥ ) to the compatibility equations, we would like to realize it as the geometric data of an isometric immersion.
For a Riemannian manifold M , the realization problem is settled in the affirmative if M is simply-connected. The C ∞ case was proved by Tenenblat [60] , and the W 2,p loc case for p > dim(M ) by Mardare [42, 43] and Szopos [57] . In [12] , we also provided a geometric and intrinsic proof. Although the realization problem for semi-Riemannian manifolds is viewed as a "folklore theorem" (cf. Chen [10] ), we still find it necessary and non-trivial to give a detailed proof. Indeed, new ideas are required in the following two main points: (i) the interplay of Cartan's formalism and semi-Riemannian geometry, (ii) the treatment of manifolds of lower regularity. 
Indeed, condition (N1) holds since f is an isometry (f * g 0 = g), and a semi-Riemannian metric is non-degenerate by definition. For example, it rules out the possibility that a semi-Riemannian manifold is isometrically embedded into the lightcone of the Minkowski spaces. condition (N2) is a consequence of (N1) together with the direct sum decomposition in Eq. (2.3).
From now on, we fix the target semi-Euclidean metric to be g 0 (defined as in §2.1):
and fix Ind(M ) = ν. As before, we write the corresponding semi-Euclidean space as R n+k ν+τ . The main result of this section is Theorem 5.1 below. It gives an affirmative answer to the realization problem of semi-Riemannian manifolds with lower regularity, provided that conditions (N1)-(N2) are satisfied and that the manifold is simply-connected. ⊗ E) be a symmetric two-tensor, and let S be defined by g(S α X, Y ) = g E (II(X, Y ), α) for any X, Y ∈ Γ(T M ) and α ∈ Γ(E). Moreover, assume that the GCR system on E holds in the sense of distributions. Then there exists a W 2,p loc -isometric immersion f : (M, g) ֒→ (M = R n+k ν+τ , g 0 ) so that the normal bundle T M ⊥ := f * TM /T M , the second fundamental form, and the shape operator induced by f are identified with E, II, and S, respectively, and f is unique modulo the rigid motions in (M , g 0 ).
If g, ∇ E , g E , II ∈ C ∞ , then there exists a smooth isometric immersion f ∈ C ∞ (M ;M ).
Remark 5.2. Concerning the statement of Theorem 5.1, we have (i) ∇ E is said to be compatible with g E if, for any X ∈ Γ(T M ) and α, β ∈ Γ(E),
For example, the Levi-Civita connection on M is compatible with g. As in Convention 2.6, we may express Eq. (5.2) as X α, β = ∇ E X α, β + α, ∇ E X β . (ii) For a bundle E over M , Sym 2 E * denotes the space of symmetric 2-tensors defined on E, i.e. each M ∈ Γ(Sym 2 E * ) satisfies M (α, β) = M (β, α) for any α, β ∈ Γ(E). Note that, in general, a semi-Riemannian metric g on M does not lie in Γ(Sym 2 T * M ). Instead, g ∈ Γ(O(ν, n − ν)) as g ij ǫ j = g ji ǫ i (cf. §2.1 for the notations).
Remark 5.3. Theorem 5.1, together with Proposition 2.12, yields the equivalence of the following statements, provided that (M, g) is simply-connected and p > n = dim M :
(i) The existence of isometric immersions of semi-Riemannian manifolds;
(ii) The solvability of GCR system in the sense of distributions;
(iii) The solvability of the Cartan structural system in the sense of distributions.
5.2.
Proof of the Realization Theorem. Now we prove the realization theorem, Theorem 5.1. We first establish the C ∞ case, for which the Frobenius theorem on the equivalence of involutive and completely integrable distributions can be directly applied. In the case of lower regularity, we only need to replace the Frobenius theorem with an analogous existence and regularity theorem for certain first-order PDE systems with Sobolev coefficients.
Proof of Theorem 5.1. We divide the proof into seven steps.
1. We first prove the above statement in the C ∞ case. For this purpose, we start with solving a Pfaff system for the bundle connection A on T M ⊕ E. More precisely, we show that, for any x 0 ∈ M , the following initial value problem for first-order PDEs has a solution A ∈ C ∞ (U ; O(ν + τ, (n + k) − (ν + τ ))) in some neighborhood U of x 0 :
Indeed, without loss of generality, assume that x 0 = 0 in the local coordinate {∂ i } n 1 . Also, take Z = {Z a b } as the canonical frame field on gl(n + k; R) ∼ = R (n+k) 2 , with signature inherited fromM = R n+k ν+τ . For example, Z := g 0 is one suitable choice. Motivated by [60] , we consider the following map:
which is abbreviated in the sequel as follows:
Using the characterization of tangent spaces of the semi-orthogonal group and its Lie algebra (cf. the proof of Lemma 2.11 in the appendix), we see that Λ (x,Z) is well-defined. Indeed,
thanks to dZ(m) ∈ T Z O(ν + τ, (n + k) − (ν + τ )) and W(X) ∈ o(ν + τ, (n + k) − (ν + τ )). Next, we define the following distribution in the Frobenius sense:
Our goal is to show that it is completely integrable. Assuming so, we can find the unique maximal integral submanifold in some neighborhood of x 0 . Also, clearly
i.e. the distribution is transverse to the T M factor at point x 0 = 0, because
In view of the classical implicit function theorem, D (x,Z) is locally a graph of a smooth function 2. It now remains to prove the complete integrability of distribution D (x,Z) . By the Frobenius theorem, we show that D (x,Z) is involutive. That is, for any (X i , m i ) ∈ D (x,Z) for i = 1, 2, the commutator stays in D (x,Z) , that is,
Indeed, utilizing the following identity for the exterior differential:
, we reduce the problem to proving the identity:
dΛ (x,Z) ((X 1 , m 1 ), (X 2 , m 2 )) = 0. (5.7)
To this end, we compute dΛ (x,Z) . Since
where we have used the second structural system (2.20) , together with the definition of Λ in Eq. (5.4) , for the second equality. As (X i , m i ) ∈ D (x,Z) for i = 1, 2, we then have
This completes the proof of Eq. (5.7), which implies that the Pfaff system (5.3) is solvable.
3. Now, define Θ ‹ = (θ 1 , . . . , θ n , 0, . . . , 0) ⊤ ∈ Ω 1 (R n+k ), (5.8) and, for x 0 ∈ M , consider the Poincaré system: which is just the first structural system (2.23). Thus, we have established the solvability of the initial value problem for the Poincaré system (5.9).
4.
With the immersion f from the Poincaré system, we now identify the normal bundle T M ⊥ := f * TM /T M with the given bundle E, and identify the second fundamental form induced by f with the given symmetric tensor field II. Moreover, we can deduce the uniqueness of the local immersion up to the rigid motions of R n+k ν+τ , i.e. modulo the actions by the semi-Riemannian congruence group R n+k ⋊ O(ν + τ, (n + k) − (ν + τ )). the canonical orthonormal basis on M = R n+k ν+τ with respect to g 0 = ǫ n ν ⊕ ǫ k τ . In this basis, we set ∂ i := df (∂ i ), Now we verify that {∂ a } is indeed an orthonormal frame. First, using the Poincaré system (5.9) defining f , together with the characterization of the semi-orthogonal group (cf. Eq. (6.27) in the appendix), we have
Also, for the normal directions, using the shorthand notations in Eq. (5.12), we have
Finally, it follows from the Poincaré system (5.9) that 
Indeed, dI : T U ⊕ T F → TM coincides with df + norA; equivalently, one can write dI(∂ a ) =∂ a for each a ∈ {1, . . . , n + k}. In particular, dI(T U ) ⊂ T M and dI(F ) ⊂ T M ⊥ , namely that the identification map I preserves the horizontal and vertical subspaces of the vector bundles T M ⊕ E and TM . Moreover, as f is an immersion (justified in Step 3 above), we deduce that I is a diffeomorphism, by shrinking chart U if necessary. Thus, we have obtained an identification of E with T M ⊥ in the trivialized local charts.
In addition, by the construction of the moving frame {∂ a } on TM in Eq. (5.11), we have
for any U, V ∈ Γ(TM ). It follows that I is an isometry between T U ⊕ E and TM :
as block direct sum of matrices. Thus, f is a local isometric immersion.
4(c)
. Now, we identify the second fundamental form and the normal connection induced by f with II and ∇ E , respectively. This is done via Cartan's formalism for the isometric immersion f .
Let f : (V ⊂ M, g) → (R n+k , g 0 ) be the isometric immersion as above. We writeθ = (θ 1 , . . . ,θ n+k ) ∈ Ω 1 (R n+k ) ∼ = C ∞ (M ; T * M ⊗ T * M ) as the co-frame of {∂ a } n+k 1 . Recall from §2.3 that the GCR system for f are equivalent to the second structural system with respect to∂ or θ. In particular, the corresponding connection 1-form onM for the Levi-Civita connection is
; (5.14) see Eq. (2.19) . It satisfies
whereS is the shape operator associated to f , and ∇ ⊥ is the projection of∇ onto the normal bundle T M ⊥ . Also, by the torsion-free condition of∇, the first structural system (2.23) holds:
dθ =θ ∧W. 
4(d).
Finally, we prove the uniqueness of local isometric immersions up to rigid motions of the semi-Euclidean space. It is a direct consequence of the arguments in Step 3.
Indeed, if f ′ : (V, g) → (M , g 0 ) is another isometric immersion on V (a trivialized local chart) with f ′ (q ′ ) given, then, for any local frame {∂ ′ a }, we can take a rigid motion that transforms both q to q ′ and {∂ a } to {∂ ′ a }; that is, a translation composed with an element of O(ν + τ, (n + k) − (ν + τ )). Then the argument follows from the uniqueness of solutions of the Pfaff system (which in turn is based on the uniqueness of the maximal integral submanifold found by the Frobenius theorem), as well as the uniqueness of solutions of the Poincaré system up to an additive constant.
Therefore, we can conclude the realization theorem in the C ∞ case from Steps 4(a)-4(d). (5.9) are fulfilled, then f is indeed an W 2,p loc isometric immersion by construction. 32 The solvability of the Poincaré system with Sobolev coefficients is easy to be established. For any given A ∈ W 1,p loc (U ⊂ M ; O(ν + τ, (n + k) − (ν + τ ))), we want to solve for df = Θ ‹ · A in W 2,p loc (M ;M ). Since all the results are stated in local Sobolev spaces, it suffices to assume that U is a smooth bounded open subset of R n . In this setting, let J ε ∈ C ∞ (R n ) be the standard mollifier and set Θ ε := J ε * (Θ ‹ · A). It follows that
In particular, {Θ ε } is uniformly bounded in W 1,p . Now, Θ ε is a smooth closed 1-form (cf.
Step 3) for each ε > 0, so we again invoke the solvability of the Poincaré system to find some f ε ∈ C ∞ (U ;M ) with df ε = Θ ε . By adding a constant, we may assume that U f ε dx = 0. Then the Poincaré inequality gives us
Hence, thanks to the Rellich lemma and the uniform boundedness of {Θ ε } ⊂ W 1,p (U ;M ), we obtain that f ε W 2,p (U ;M ) ≤ C 0 < ∞. Therefore, there exists a limiting functionf so that f ε →f in W 2,p (U ;M ) (modulo subsequences) with df = Θ ‹ · A.
6. The Pfaff system with Sobolev coefficients is more difficult to tackle: The Frobenius theorem cannot be directly applied, since we need at least C 1 regularity; in addition, we cannot apply a simple mollification argument, since the compatibility condition (i.e. the second structural system dW = W ∧ W) contains quadratic nonlinear terms.
However, the following result serves for our purpose:
Lemma 5.4 (Mardare [43] ).
Let Ω ⊂ R n be a simply-connected open set, x 0 ∈ Ω, and M 0 ∈ gl(l; R). Then the following system: 20) with the matrix fields S i ∈ L p loc (Ω; gl(l; R)) for i = 1, 2, . . . , n, and p > n, has a unique solution M ∈ W 1,p loc (Ω; gl(l; R)) if and only if the following compatibility condition holds:
for each i, j = 1, 2, . . . , n, (5.21) in the sense of distributions.
Here we take
As Lemma 5.4 is formulated for Ω ⊂ R n , we correspondingly take U ⊂ M as a trivialized local chart so that bundle E can be regarded as U ×R k over U . Hence, on U , without loss of generality, we may assume that [∂ i , ∂ j ] = 0. Then
On the other hand, we have
Thus, the compatibility condition in Lemma 5.4 is verified by the second structural system (2.20).
The Pfaff system (5.3) with Sobolev coefficients is hence uniquely solvable on local charts. Therefore, combining the arguments in Steps 5-6, we conclude the existence of a local isometric immersion in the lower regularity case, provided that the second structural system (or equivalently, the GCR system) holds in the distributional sense.
7. Finally, we deduce the global existence of an isometric immersion, based on the local result established in Steps 2-7 above. It follows from a standard monodromy argument.
Given any two points x = y ∈ M , we connect them by a continuous curve (again since W 1,p loc ֒→ C 0 loc for p > n), denoted by γ : [0, 1] → M with γ(0) = x and γ(1) = y. More precisely, γ is chosen as a continuous representative in the Sobolev space. Let f be the W 2,p loc isometric immersion in a neighborhood of x, whose existence is guaranteed by the earlier steps. We cover γ([0, 1]) by finitely many charts {V 1 , . . . , V N }. By the uniqueness statement in Lemma 5.4, we can extend the isometric immersion f to N i=1 V i , especially including a neighborhood of y. Thus, it suffices to show that the extension of f is independent of the choice of γ. Indeed, if η : [0, 1] → M is another continuous curve connecting x and y, by concatenating γ with η, we form a loop L ⊂ M . As M is simply-connected, the restriction f | L is homotopic to a constant map so that (f • γ)(1) = (f • η) (1) . In this way, we have verified that f can be extended to a global isometric immersion of M intoM , provided that M is simply-connected.
Combining the arguments in Steps 1-7 above, we now complete the proof.
As a remark, in the realization theorem, Theorem 5.1, it requires that g ∈ W 1,p loc with p > n = dim M . This is because of both the regularity assumptions in Lemma 5.4 and the continuity requirements for the topological arguments (e.g. Step 7) . Moreover, (M, g) is assumed to be simply-connected, which prevents the occurrence of branched immersions.
Applications to the Weak Rigidity of Isometric Immersions of Semi-Riemannian
Manifolds. Now we are now ready to deduce the weak rigidity of isometric immersions of semi-Riemannian manifolds:
Theorem 5.5. Let (M, g) be a simply-connected semi-Riemannian manifold of dimension n, with Ind(M ) = ν and g ∈ W 1,p for p > n. Let {f ε } ⊂ W 2,p loc (M ; R n+k ) be a family of isometric immersions of semi-Riemannian submanifolds, with the second fundamental forms {II ε } and normal connections {∇ ⊥,ε } satisfying GCR system (2.12)- (2.14) . Assume that {f ε } is uniformly bounded in W 2,p loc and that R n+k is endowed with the semi-Euclidean metric g 0 as in Eq. (5.1). Then, after passing to a subsequence if necessary, {f ε } weakly converges in W 2,p to an isometric immersion f ∈ W 2,p loc (M ; R n+k ); in addition, the second fundamental form and the normal connection of f are the weak L p loc limits of {II ε } and {∇ ⊥,ε }, respectively, and satisfy the GCR system.
The same result holds if {(II ε , ∇ ⊥,ε )} are replaced by the connection 1-forms {W ε }, and the GCR system replaced by the Cartan structural system (2.20).
A µν IJK ξ µ ξ ν = 0 for any null co-vector ξ ∈ T * R 3+1 and I, J, K ∈ {1, 2, . . . , N },
where Q F I denotes the quadratic part in the Taylor expansion of F I about zero:
in the multi-index notations. In particular, by definition of the null condition, Q F I depends only on ∂u. We say that ξ ∈ T * R 3+1 is a null co-vector if and only if m µν ξ µ ξ ν = 0. For our purpose, we take the following bundle of type-(1, 1) tensors:
Then, for each I ∈ {1, 2, . . . , N }, define the bundle operator T I ∈ Hom(E; R):
where {θ K } ⊂ T * R N is the co-vector basis dual to {∂ K }. The associated operator cone is
The following observation is crucial: It can be defined intrinsically on Γ(E). It is easy to check that Q F I agrees with the quadratic terms of ∂φ of the source term F I . Now, applying Theorem 3.6 to the sequence of sections {∂φ ε } ⊂ L 2 loc (R 3+1 ; T * R 3+1 ⊗T R N ), we obtain the following compensated compactness framework, which enables us to verify the H 1 loc weak continuity of Eq. (6.3). Indeed, it requires to pass the limits in the source term F I (φ ε , ∂φ ε ), as the left-hand side of the equation is linear in φ ε . Proposition 6.2. Let the source term F I (φ, ∂φ) satisfy the null condition so that
for any s ∈ Λ T I , (6.9)
where the operator cone Λ T I is defined according to Eqs. (6.7)-(6.8). Assume that {φ ε } is a family of functions in
in the sense of distributions. As a consequence, if Eq. (6.3) admits a family of weak solutions {φ ε } ⊂ H 1 loc (R 3+1 , R N ) satisfying (i)-(ii), then the weak limit φ in H 1 is also a weak solution of (6.3).
In particular, a necessary condition for (6.9) above is that Q F I (λ ⊗ id) = 0 for any null co-vector λ ∈ T * R 3+1 .
The above proposition shows that the quasilinear wave equation with null condition in 3 + 1 dimensions is weakly continuous in H 1 loc . However, it is well-known (cf. Rodnianski [52] ) that the Einstein equations fail to satisfy the null conditions, even in the vacuum or scalar field 36 cases. It would be interesting to analyze further the weak continuity of the Einstein equations and other physical/geometric PDEs. 6.3. Weak Rigidity of General Immersed Hypersurfaces. We now discuss the weak rigidity of immersed hypersurfaces that are not semi-Riemannian submanifolds of the ambient spaces. It is remarked in §5.1 (cf. Condition (N1)) that, if metric g 0 is degenerate on a hypersurface Σ, then Σ cannot be obtained via an isometric immersion of any semi-Riemannian manifold. Nevertheless, such degenerate scenarios occur naturally in physics.
One primary example is the light cone Λ = {(t, 1, 1, 1) . Although, for any x, v ∈ Λ, g x (v, w) = 0 for all time-like vectors w in the tangent space at x, we see that g x (v, ·) ≡ 0 on T x Λ, where Λ is known as a null hypersurface. In addition, the stationary limit surface of Kerr's vacuum solution is everywhere time-like, except at points on the axis where it is null and tangent to the horizon (cf. [44] ). A more recent example in [45] is the glueing of two Antide-Sitter (AdS) 5-dimensional space-times with different cosmological constants along a general hypersurface Σ = Σ E ⊔ Σ null ⊔ Σ L , where Σ null is 3-dimensional, such that the restriction of the metric is time-like on Σ L , space-like on Σ E , and null on S. If the coordinate system is suitably chosen, Σ null may lie in the hypersurface of form {t = t 0 }. This example gives a possible model for the transition between two distinct AdS universes across the brane Σ, whence Σ null models the big-bang singularity.
Motivated by the physical applications above, a treatment for the realization problem and the weak rigidity of general hypersurfaces is desired. However, the constructions in §2.2, especially the derivation of the GCR system or the Cartan structural system, fail in this casethe orthogonal decomposition of tangent spaces as in Eq. (2.2) is no longer valid.
To overcome this difficulty, we employ the construction of rigging vector fields; cf. [39, 40, 44, 53] . The idea is as follows: Consider the hypersurface via the local embedding ι : Σ ֒→ (M ,ḡ). If ι * ḡ is null, we find a non-vanishing vector field ℓ ∈ Γ(ι * TM ) along Σ so that
(6.10)
Thus, we can derive the Gauss-Codazzi equations (for hypersurfaces, the Ricci equation is always trivial) from the orthogonal decomposition (6.10). However, technicalities are unavoidable because the rigging field ℓ never coincides with the normal vector field, whenever Σ is nullthis leads to three Codazzi equations instead of one. From now on, α always denotes a co-vector field, i.e. an element of Γ(T * Σ). This is in agreement with [44, 53] . The first main result in this subsection is Theorem 6.3. Let ι : Σ ֒→ (R n+1 , g 0 ) be a W 2,p loc immersion of a simply-connected general hypersurface for p > n, for which the pullback tensor ι * g 0 is allowed to degenerate on Σ. Let the normal 1-form of Σ to be n ∈ Γ(ι * T * R n+1 ). Moreover, assume that ℓ ∈ Γ(T R n+1 ) is a rigging vector field, i.e. n(ℓ) = 1 everywhere on Σ. Take {e i } n i=1 ⊂ Γ(T Σ) as an orthonormal frame on Σ, and {θ i } n i=1 ⊂ Γ(T * Σ) as its co-frame. Furthermore, define the tensor fields K ∈ W 1,p loc (Σ; 2 T * Σ) and Ψ ∈ W 1,p loc (Σ; T Σ ⊗ T * Σ) = W 1,p loc (Σ; End T Σ) by K :=∇n, Ψ :=∇ℓ, that is,
for each X, Y ∈ Γ(T Σ) and α ∈ Γ(T * Σ).
Define also ψ ∈ W 1,p loc (Σ; T * Σ) by ψ(X) := n(∇ X ℓ). (6.11) 37 Then the following equations hold in the distributional sense:
for X, Y, Z ∈ Γ(T Σ) and α ∈ Γ(T * Σ) such that α(l) = 0, and R is the Riemann curvature of Σ.
Conversely, if Eqs. (6.12)-(6.15) hold in the sense of distributions for K ∈ W 1,p loc (Σ; 2 T * Σ), Ψ ∈ W 1,p loc (Σ; End T Σ), and ψ ∈ W 1,p loc (Σ; T * Σ), then there exist an immersion ι ∈ W 2,p loc (Σ; R n+1 ) and a rigging vector field ℓ ∈ Γ(T R n+1 ) such that K =∇n, Ψ =∇ℓ, and ψ(X) = n(∇ X ℓ).
Eq. (6.12) and Eqs. (6.13)-(6.15) are known as the Gauss equation and the Codazzi equations of the general hypersurface Σ, respectively. As in the physics literature (cf. [19, 44, 53] ), the geometric quantities {K, Ψ, ψ} are interpreted as the intrinsic, extrinsic, and normal second fundamental forms of Σ, respectively. If metric g 0 is Lorentzian (with signature {−1, +1, . . . , +1}), the rigging field ℓ can be chosen as time-like, whose trajectory thus corresponds to the worldline of an observer. On the other hand, if g 0 | Σ is non-degenerate, then ℓ can be chosen as the unit normal vector field, and Eqs. (6.12)-(6.15) reduce to the usual Gauss-Codazzi equations in §2.2.
Proof of Theorem 6.3. The proof consists of three steps. We emphasize the difference between the case of general hypersurfaces and the case of semi-Riemannian submanifolds (Theorem 5.1), while the parallel arguments are only briefly sketched.
1. We first deduce the Gauss-Codazzi equations (6.12)-(6.15) from the immersion ι. As in §2, these equations are obtained by expressing the flatness of R n+1 (that is, the Riemann curvaturē R = 0) with respect to the orthogonal splitting T x R n+1 ∼ = T x Σ ⊕ span (ℓ x ). Indeed, from the definition of Riemann curvature, we havē The detailed computation can be found in §3, [44] , with a slightly different sign convention for R. The Gauss equation is obtained by contracting with α. Since α(ℓ) = 0, we have
which yields (6.12) by the definition of Ψ.
To obtain the Codazzi equation (6.13), we consider n(R(X, Y )Z) = 0, where n is the normal 1-form. Invoking Eq. (6.16) forR again yields n(R(X, Y )Z) = − K(X, ∇ Y Z) + K(Y, ∇ X Z) − K([X, Y ], Z) − n(∇ X (K(Y, Z)ℓ)) + n(∇ Y (K(X, Z)ℓ)).
On the other hand, the Leibniz rule of the connection gives us n(∇ Y (K(X, Z)ℓ)) = Y K(X, Z)n(ℓ) − K(X, Z)n(∇ Y ℓ), which, together with n(ℓ) = 1 and the definition of ψ, implies Eq. (6.13).
Next we considerR(X, Y )ℓ :=∇ X∇Y ℓ −∇ Y∇X ℓ +∇ [X,Y ] ℓ. Notice that
where the following key identities are utilized:
A similar expression holds for∇ Y∇X ℓ by interchanging X and Y :
Thus, contracting with α ∈ Ω 1 (Σ) and noting that α(ℓ) = 0, we conclude the Codazzi equation (6.14) . Finally, the Codazzi equation (6.15) is obtained by contractingR(X, Y )ℓ with the normal 1-form n. Similarly to the above computations, we have n(∇ X∇Y ℓ) = n(∇ X ( Therefore, computing for n(∇ Y∇X ℓ) in the similar manner:
we can deduce Eq. (6.15). Furthermore, observe that the above computations still hold in the sense of distributions for immersions with lower regularity, i.e. ι ∈ W 2,p loc (Σ; R n+1 ). This proves the first part of the theorem.
2. Now we tackle the realization problem, i.e. finding an immersion ι from Eqs. (6.12)-(6.15). As in the semi-Riemannian submanifolds case, the key is to verify the second structural system (2.20) for a suitable connection 1-form.
For this purpose, we invoke the following identity for differential forms:
where β ∈ Γ(T * Σ) is arbitrary. Thus, we can rewrite the three Codazzi equations as follows: More precisely, in local coordinates, we write W Σ := Γ k ij θ k Ψ(θ i , ·) K(e i , ·) ψ(·), (6.21) where, as usual, the Christoffel symbols are defined via ∇ e i e j = n k=1 Γ k ij e k and computed from Γ k ij = 1 2 g kl (∂ i g jl +∂ j g li −∂ l g ij ). The block-matrix representation of W in Eq. (6.20) is interpreted via the following identifications:        Γ = Γ k ij θ k ∈ W 1,p loc (Σ ; T * Σ ⊗ gl(n; R)), Ψ, K ∈ W 1,p loc (Σ ; T * Σ ⊗ R n ), ψ ∈ W 1,p loc (Σ ; T * Σ). Thus, we can recast the Gauss equation (6.12) and the Codazzi equations in the form of (6.19) into the following schematic equalities:
where the juxtaposition of matrices (e.g. KΓ) denotes the matrix multiplication, and ∧ is an intertwining of the wedge product on differential forms and the matrix multiplication.
On the other hand, simple manipulations on block matrices lead to
(6.22)
In this notation, the Riemann curvature is given by R = dΓ − Γ ∧ Γ ∈ L p loc (Σ ; 2 T * Σ ⊗ gl(n; R)). (6.23)
Then the preceding two equations yield dW Σ − W Σ ∧ W Σ = 0, (6.24)
i.e. the second structural system as in Eq. (2.20). Invoking again Lemma 5.4 by Mardare [43] , we obtain the local solution A ∈ W 1,p loc (U ⊂ Σ; gl(n + 1, R)) to the following Pfaff system: dA = W Σ · A, (6.25) where U ⊂ Σ is an open trivialized neighborhood.
3. Now we solve for the local isometric immersion ι : Σ ֒→ R n+1 via the Poincaré system:
dι =θ · A, (6.26) whereθ = (θ 1 , . . . , θ n , 0) ⊤ : U ⊂ Σ → R n+1 ⊗ T * Σ is the R n+1 -valued differential 1-form. As before, it is solvable if and only if the following first structural system is satisfied:
For
Step 4 of the proof of Theorem 5.1 and the appendix, we know that the first structural system holds whenever the affine connection ∇ = ι * ∇ is torsion-free. Here, as K(X, Y ) = K(Y, X) (cf. [39, 44] ), the torsion-free condition is verified, which leads to the existence of a solution ι ∈ W 2,p loc (U ; R n+1 ).
The assertion now follows from the proof of Theorem 5.1; in particular, Steps 6-7 therein. This completes the proof. Remark 6.4. Theorem 6.3 has been proved locally in [40] by computations in local coordinates. Our proof above, being global and intrinsic in nature, both helps clarify the geometric meanings of {K, Ψ, ψ} and serves as a crucial step towards the establishment of the weak rigidity theorem, Theorem 6.5, for general hypersurfaces below.
In the proof above, it is crucial to establish the equivalence of the Gauss-Codazzi equations (6.12)-(6.15) with Eq. (6.24), namely the second structural system for W Σ , which is defined in Eq. (6.20) in terms of the Christoffel symbol Γ and the intrinsic, extrinsic, and normal second fundamental forms {K, Ψ, ψ}. Therefore, by invoking the quadratic theorem (Theorem 3.6) and establishing the weak continuity of dW Σ = W Σ ∧ W Σ again, we arrive at the weak rigidity theorem for the general hypersurfaces: On the other hand, W Σ ∈ W 1,p loc implies that dW Σ ∈ L p loc , which is compactly embedded into W −1,p loc due to the Rellich lemma. Using Eq. (6.22) and the interpolations of Sobolev spaces, we deduce that {dW ε Σ } is pre-compact in H −1 loc . Therefore, with the above pre-compactness result, the proof proceeds as that for Theorem 5.5. In particular, we establish the weak continuity of the Cartan structural system dW Σ = W Σ ∧ W Σ . Then, in view of the realization theorem (Theorem 6.3) for general hypersurfaces, it implies the existence of the limiting immersion f , together with a rigging vector field ℓ, for which the intrinsic, extrinsic, and normal second fundamental forms {K, Ψ, ψ} are well-defined. After passing to subsequences if necessary, {K ε , Ψ ε , ψ ε } converges in the weak L p loc topology to {K, Ψ, ψ} due to the uniqueness of weak limits. Then the proof is completed.
