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QUASI-CONVEXITY OF HYPERBOLICALLY EMBEDDED
SUBGROUPS
ALESSANDRO SISTO
Abstract. We show that any infinite order element g of a virtually
cyclic hyperbolically embedded subgroup of a group G is Morse, that
is to say any quasi-geodesic connecting points in the cyclic group C
generated by g stays close to C. This answers a question of Dahmani-
Guirardel-Osin. What is more, we show that hyperbolically embedded
subgroups are quasi-convex.
Finally, we give a definition of what it means for a collection of sub-
spaces of a metric space to be hyperbolically embedded and we show
that axes of pseudo-Anosovs are hyperbolically embedded in Teichmu¨ller
space endowed with the Weil-Petersson metric.
1. Introduction
Hyperbolically embedded subgroups have been introduced by Dahmani-
Guirardel-Osin in [DGO11], and they give a way to capture common prop-
erties of several classes of groups including (relatively) hyperbolic groups,
mapping class groups, Out(Fn), many groups acting on CAT (0) spaces and
many others.
Osin further showed in [Osi13] that the class of groups containing non-
degenerate hyperbolically embedded subgroups coincides with other classes
of groups that have been defined for the same purpose of providing a common
perspective on all groups listed above [BF02, Ham08, Sis11].
Given the extensive list of examples, it is interesting to study the geom-
etry of (word metrics of) groups with hyperbolically embedded subgroups.
In particular, [DGO11, Problems 9.3,9.4] are about the existence of Morse
elements in groups containing non-degenerate hyperbolically embedded sub-
groups. An element g is Morse if the map n 7→ gn is a quasi-isometric
embedding and any (µ, c)-quasi-geodesic whose endpoints are in 〈g〉 is con-
tained in the neighbourhood NC(〈g〉), where C = C(µ, c). The following
gives a positive answer to Problem 9.4 and hence Problem 9.3 as well.
Theorem 1. Let G be a finitely generated group. If the infinite order ele-
ment g ∈ G is contained in a virtually cyclic subgroup E(g) which is hyper-
bolically embedded in G, then g is Morse.
Several special cases of the theorem are known already [Beh06, DMS10,
AK11, BC12].
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In view of the fact that loxodromic elements for acylindrical actions on
hyperbolic spaces give rise to hyperbolically embedded subgroups [DGO11,
Theorem 4.42], Theorem 1 generalises [DMS10, Theorem 4.9].
We will actually prove the following more general result.
Theorem 2. Let G be finitely generated subgroup and let {Hi} be a finite
family of finitely generated subgroups of G. If {Hi} ↪→h G, then for each
µ, c there exists C with the property that all (µ, c)-quasi-geodesics in G whose
endpoints are in Hi are contained in NC(Hi).
Theorem 2 was previously known for relatively hyperbolic groups [DS05].
Of course, the proof requires understanding geometric features of hyper-
bolically embedded subgroups, and the key one we will show is, roughly
speaking, that if H ↪→h (G,X) then balls in Cay(G,X) are geometrically
separated in the word metric of G, see Lemma 3.3.
Hyperbolically embedded subspaces? The most important geometric
question about groups with hyperbolically embedded subgroups is whether
this notion is a quasi-isometry invariant (there is actually more than one
way to specify what this means).
In order to study this question it is probably useful to have an appropri-
ate notion of what it means for a family of subspaces to be hyperbolically
embedded in a metric space. In the case of relatively hyperbolic groups,
it has been the development of the theory of relatively hyperbolic metric
spaces started in [DS05] that lead to the proof of quasi-isometric rigidity, at
first with additional hypotheses in [DS05] and then in general in [Dru09].
Drawing inspiration from the key geometric fact we show about groups
with hyperbolically embedded subgroups, Lemma 3.3, in Section 5 we sug-
gest a possible definition of hyperbolic embedded family of subspaces of a
metric space. It is straightforward to check that this definition is quasi-
isometry invariant using the quasi-isometry invariance of relative hyperbol-
icity, see Proposition 5.3. Analysing this definition, or suitable variations,
might shed light on the question of quasi-isometry invariance of hyperboli-
cally embedded subgroups.
A “naturally occurring” example of metric space that is not a group and is
not relatively hyperbolic but contains hyperbolically embedded subspaces is
Teichmu¨ller space with the Weil-Petersson metric, the hyperbolically embed-
ded subspaces being axes of pseudo-Anosovs, see Theorem 5.5. For the non-
existence of nontrivial relatively hyperbolic structures on the Teichmu¨ller
space of any sufficiently complicated surface see [BDM09, BM08].
2. Background
We denote the Cayley graph of a group G with respect to the generating
system Y by Cay(G, Y ). For X a metric space, we denote its metric by dX .
Balls of radius r are denote by BXr (·) (with “X” dropped if unambiguous).
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Similarly, the (closed) neighbourhood of radius R of the subset A of a metric
space is denoted by NXR (A) or NR(A).
Definition 2.1. Let X be a metric space. We say that A,B ⊆ X are
geometrically separated if for each D the diameter of ND(A) ∩B is finite.
The most convenient characterization of hyperbolically embedded sub-
groups for our purposes is the following, see [Sis12, Theorem 6.4].
Definition 2.2. For G a finitely generated group and H1, . . . ,Hn < G
finitely generated subgroups we say that {Hi} is hyperbolically embedded in
(G, Y ), where Y is a subset of G, if Γ = Cay(G, Y ) is hyperbolic relative
to the collections {gHi} of the left costs of the H ′is and dΓ|Hi is proper for
each i. In such case we write {Hi} ↪→h (G, Y ).
Relatively hyperbolic spaces are also referred to in the literature as asymp-
totically tree-graded, most notably in [DS05].
The only facts we need about relatively hyperbolic spaces are collected
in the following lemma. The first item is [DS05, Theorem 4.1-(α1)], while
(stronger versions of) the other two can be deduced from results in [DS05]
and can be found in [Sis13].
Lemma 2.3. Let X be a metric space hyperbolic relative to the collection
of subsets P. For P ∈ P, denote by ρP : X → P any map satisfying
d(x, ρP (x)) ≤ d(x, P ) + 1.
(1) For each D there exists B so that whenever P,Q ∈ P are distinct
the diameter of ND(P ) ∩Q is at most B.
(2) There exists C so that for each P ∈ P and x, y ∈ X we have
d(ρP (x), ρP (y)) ≤ Cd(x, y) + C.
(3) There exists C so that for each P ∈ P if d(ρP (x), ρP (y)) ≥ C for
some x, y ∈ X then d(x, y) ≥ d(x, P ).
3. Geometric separation of fibres in G
In general, when H ↪→h (G, Y ) the action of G on Cay(G, Y ) need not
be acylindrical. Osin shows that if one is allowed to change Y then one can
make the action acylindrical, but we will not need this fact and we introduce
the following definition instead.
Definition 3.1. Let G be a group acting on the metric space X and let
H ⊆ X a subspace. We say that the action is acylindrical along H if for
every r there exists R so that for any x, y ∈ H with d(x, y) ≥ R there are
only finitely many g ∈ G so that d(x, gx), d(y, gy) ≤ r.
It has to be mentioned that the weak proper discontinuity property of
Bestvina and Fujiwara [BF02] is very similar to the acylindricity condition
we gave above.
First of all, let us show that the definition applies to the context we are
interested in.
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Lemma 3.2. If {Hi}i=1,...,n ↪→h (G, Y ) then the action of G on Γ =
Cay(G, Y ) is acylindrical along each Hi.
Proof. This follows easily from the geometric separation of the cosets of
Hi in Γ (Lemma 2.3-(1)), which implies that if g is as in the definition of
acylindricity along Hi and R is large enough, then g actually lies in Hi. The
conclusion follows from the fact that there are finitely many elements of Hi
in any given ball of radius r, as the restriction of dΓ to Hi is proper. 
The key fact we use to prove Theorem 1 is the following.
Lemma 3.3. Let X be a metric space and H ⊆ X a subspace. Suppose that
the group G acts acylindrically on X along H and let pi be the orbit map of
the basepoint x0 ∈ X. Then for each r there exists R so that if x, y ∈ X
satisfy d(x, y) ≥ R then pi−1(BXr (x)) and pi−1(BXr (y)) are geometrically
separated in a Cayley graph of G.
Proof. In this proof we denote dX by d, and similarly balls are taken in X
unless otherwise stated. A word metric on G will be denote d dG.
Given r, choose R so that there are finitely many elements h ∈ G so that
d(x, hx), d(y, hy) ≤ 2r whenever d(x, y) ≥ R− 2r and x, y ∈ H.
In the notation of the lemma, we say that g ∈ G is a bridge with anchor
point a ∈ G if pi(a) ∈ Br(x), pi(ag) ∈ Br(y).
Figure 1. g is a bridge with anchor point a.
We claim that for any g ∈ G there are finitely many elements a so that
g is a bridge with anchor point a. As there are finitely many elements in
a given ball of radius, say, D in a given Cayley graph of G, assuming the
claim we conclude that for each D we can find K so that if pi(a) ∈ Br(x),
pi(b) ∈ Br(y) (so that a−1b is a bridge) and dG(a, 1), dG(1, b) > K then
d(a, b) > D. This is the same as saying that pi−1(Br(x)) and pi−1(Br(y)) are
geometrically separated in a Cayley graph of G.
We are left to prove the claim. Suppose that a1 and a2 are anchor points
for g ∈ G. Then d(a−11 a2x0, x0) ≤ 2r, as pi(ai) ∈ Br(x) means by definition
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that aix0 is in Br(x). Similarly
d(a−11 a2(gx0), gx0) = d(a2gx0, a1gx0) ≤ 2r,
as aigx0 ∈ Br(y). As d(x0, gx0) = d(a1x0, a1gx0) ≥ R − 2r, we see that
a−11 a2 is one of finitely many possible elements by our choice of R. This
proves the claim. 
The statement we actually need is the following.
Lemma 3.4. Suppose that the group G acts acylindrically on the metric
space X and let pi be the orbit map of the basepoint x0 ∈ X. Let H be a
subset of G so that pi|H is proper. Then for each x ∈ H and r ≥ 0 there exists
R so that if y ∈ H satisfies d(x, y) ≥ R then the following holds. For each D
there exists B not depending on y so that NGD (pi
−1(BXr (x)))∩pi−1(BXr (y)) ⊆
NB(H).
Proof. We can choose R as in Lemma 3.3 with r replaced by 2r. Let M be a
Lipschitz constant for pi. For a fixed D, by compactness of W = BXMD+2r(x)
it is easy to see that we can find B so that the required property holds for
each y ∈W , as one can find a finite family of balls of radius 2r so that any
ball of radius r with centre in W is contained in a ball in the family. On the
other hand, if y /∈ W , then there cannot be g, h with pi(g) ∈ BXr (x), pi(h) ∈
BXr (y) and dG(x, y) ≤ D. 
4. Superlinear divergence
We fix the notation of the theorem and denote throughout the section
X = Cay(G, Y ) for Y ⊆ G so that {Hi} ↪→h (G, Y ). To slightly simplify
the notation, we denote H = H1. Also, for h ∈ H and r1 ≤ r2 we set
A(h, r1, r2) = H ∩ (BXr2(h)\B˚Xr1(g)) and S(h, r1) = A(h, r1, r1).
All paths we consider are discrete, meaning that their domain is an inter-
val in Z. The length of the path α with domain [m,n] is just
l(α) =
∑
m≤i<n
d(α(i), α(i+ 1)).
From now on, d denotes dX , while we always use the subscript dG when
referring to a fixed word metric on G.
4.1. The idea of the proof. Let us illustrate the idea of the proof in the
case when H is cyclic. Suppose we have a Lipschitz path α in G connecting
points in H. Our aim is to show that α is very long if it strays far from
H. Let us regard α as a path in X. We fix sufficiently far away “check-
points” along H between the endpoints of α and ask ourselves whether α
intersects balls of sufficiently large radius around the checkpoints. Avoiding
one such ball “costs” a lot of length, because X is hyperbolic, so a subpath
of α that avoids a checkpoint ball is very long. In particular, if there are
many checkpoint balls that are not intersected by α, then α is very long, as
required. Otherwise, there are many consecutive pairs of checkpoint balls
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both intersected by α. In this case we will use geometric separation with
respect to dG to say that points in the intersection of the given balls and α
are far away in G, and in particular a subpath of α connecting them has to
be very long.
Figure 2. α1 is long because of geometric separation,
while α2 is long because it is a detour in a hyperbolic
space.
Some care has to be taken in choosing the constants involved in the con-
struction, and actually we will be forced to consider sufficiently far apart
balls instead of consecutive balls. Also, in the general case we replace check-
points by annuli. The way we “keep track of α” along H is via a closest
point projection to H.
4.2. The proof. The following is a form of superlinear divergence for H.
Proposition 4.1. For each L there exists K with the following property.
Let α be a 1-Lipschitz path in G from h1 ∈ H to h2 ∈ H that avoids
NGK(A(h1, r1, r2)), where 0 < r1 < r2 < d(h1, h2). Then
l(α) ≥ L(r2 − r1).
We now deduce Theorem 2 from the proposition. If H was cyclic, the
conclusion would follow more quickly from results in [DMS10].
Proof of Theorem 2. Consider a (µ′, c′)-quasi-geodesic β′ in G from 1 to
h ∈ H. For some µ = µ(µ′, c′), c = c(µ′, c′) there exists a 1-Lipschitz path
β : (I ⊆ Z) → G with endpoints 1, h, whose image is within Hausdorff
distance c from the image of β′ and so that for each x, y ∈ I we have
l(β|[x,y]) ≤ µd(β(x), β(y)) + c. (1)
Let K be given by the proposition setting L = µ+ 1. Suppose that β(I)
is not contained in NGK(H), for otherwise we are done, and let x, y ∈ I be
so that β|[x,y] intersects NGK(H) only at its endpoints. Our goal is now to
give a bound B on l(β|[x,y]) depending on µ, c,H, which in turn gives us
β(I) ⊆ NGK+B(H), as required.
Consider the path α obtained concatenating (in the appropriate order)
β|[x,y] and geodesics of length at most K connecting x, y to some h1, h2 ∈ H
respectively. We can assume d(h1, h2) > 2K, for otherwise it is easy to find
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a bound on d(β(x), β(y)) and hence, using (1), on l(β|[x,y]). We can set
r1 = K, r2 = d(h1, h2)−K and apply the proposition to get
l(β|[x,y]) ≥ l(α)− 2K ≥ Ld(h1, h2)− 2KL− 2K ≥
(µ+ 1)d(β(x), β(y))− 2K(µ+ 1)− 2KL− 2K.
This contradicts (1) if d(β(x), β(y)) is sufficiently large. So, we get a bound
on d(β(x), β(y)) and in turn a bound on l(β|[x,y]) again using (1). 
We are left to prove the proposition.
Proof of Proposition 4.1. Fix from now on L ≥ 0. Let ρ : X → H be a
map satisfying, for each x ∈ X, d(x, ρ(x)) = d(x,H). (The minimum exists
because d|H is proper.)
By Lemma 2.3-(2), the map ρ is coarsely Lipschitz, meaning that it sat-
isfies d(ρ(x), ρ(y)) ≤ C1d(x, y) + C1 for a suitable constant C1.
Lemma 4.2. There exists C2 ≥ 10C1 + 1 with the following property. If
β is a 1-Lipschitz path in X from x to y and there exist h ∈ H, r > 0 so
that NC2(S(x, r)) ∩ β = ∅, d(h, ρ(x)) < r −C2 and d(h, ρ(y)) > r +C2 then
l(β) ≥ 103C2L.
Proof. Lemma 2.3-(3) says that there exists C so that if d(ρ(x), ρ(y)) ≥ C
then d(x, y) ≥ d(x,H). Now, if we choose any C2 ≥ 100C1 + 100C, using
the fact that ρ is coarsely Lipschitz we see that there exist points p1, . . . , pn
on β (appearing in the given order) and a constant D = D(C,C1) so that
(1) n ≥ C2/D + 1,
(2) d(ρ(pi), ρ(pi+1)) ≥ C,
(3) ρ(pi) ∈ NC2/2(S(x, r)).
As NC2(S(x, r)) ∩ β = ∅, from 3) we see d(pi, H) ≥ C2/2. Then, using 2)
we have d(pi, pi+1) ≥ C2/2. Finally, the length of β is at least
∑
d(pi, pi+1)
and hence at least C22/(2D). To conclude the proof, we are only left to pick
C2 large enough. 
Fix C2 as in the lemma, and assume r2−r1 ≥ max{104C2R}, where R ≥ 1
is an integer as in Lemma 3.4 with r = C2. We can make this assumption
because the distance between h1, h2 is always at least K, so that l(β) ≥ K,
and hence we can use K large enough so that the proposition holds for
r2 − r1 ≤ max{104C2R}.
Consider radii {ri}i=1,...,n with the following properties.
(1) ri ∈ [r1, r2],
(2) ri+1 − ri ≥ 3C2,
(3) n ≥ (r2 − r1)/(10C2),
Consider the sets Ti = NC2(S(h1, ri)). If α ∩ Ti = ∅ then we can take a
subpath αi of α so that the lemma applies to β = αi (except if i = 1 or
i = n). All such subpaths can be chosen to be disjoint because of condi-
tion 2). In particular, if the set of i’s so that α ∩ Ti = ∅ has cardinality
at least (r2 − r1)/(100C2) then the length of β is larger than (r2 − r1)L,
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as required. Suppose that this is not the case. Then subdividing the in-
tegers up to n according to their remainder modulo R and using a sim-
ple counting argument gives that there exists s so that there are at least
(r2−r1)/(100C2R) indices i so that β∩TiR+s, β∩T(i+1)R+s 6= ∅. In such case
pick any pi ∈ β ∩TiR+s, pi+1 ∈ β ∩T(i+1)R+s. By Lemma 3.4 with x = ρ(pi)
and y = ρ(pi+1), if we take K large enough we get d(pi, pi+1) ≥ 100C2RL.
More in detail, in our case pi is the identity map, r = C2, H is our given hy-
perbolically embedded subgroup, x = ρ(pi), y = ρ(pi+1) and D = 100C2RL.
Notice that d(x, y) ≥ 3C2R − 2C2 ≥ R, and we have pi ∈ pi−1(BC2(x)),
pi+1 ∈ pi−1(BC2(y)). Also, the constant B from Lemma 3.4 can be chose to
be independent of x because we can use the action of H to assume x = 1.
Now, if d(pi, pi+1) was at most 100C2RL then pi would be at distance at
most B from a point h ∈ H. Such h would be at distance at most B + C2
from ρ(pi) in X, which would in turn imply, as distance measured between
points in H are comparable when measured in X or in G, that we can
uniformly bound dG(pi, ρ(pi)). However, ρ(pi) ∈ A(h1, r1, r2), so we get a
contradiction with the hypothesis that β avoids NGK(A(h1, r1, r2)) if K is
large enough.
Clearly,
∑
d(pi, pi+1) is a lower bound for l(α), and hence l(α) ≥ L(r2 −
r1), as required. 
5. Towards hyperbolically embedded metric spaces?
As mentioned in the introduction, in this section we give a tentative
definition of what it means for a collection of subspaces of a metric space to
be hyperbolically embedded. First, we give a preliminary definition.
Definition 5.1. (cfr. Lemma 3.3) Let X,Y be metric spaces, H ⊆ Y and
let pi : X → Y be a map. We say that pi is acylindrical along H is for
each r there exists R so that pi−1(BYr (x)) is geometrically separated from
pi−1(BYr (y)) whenever x, y ∈ H satisfy d(x, y) ≥ R.
Here is a the definition of hyperbolic embeddability for metric space. The
author makes no claim that this is the “right” one. A map f : X → Y , for
X,Y metric spaces, is coarsely Lipschitz (resp. coarsely surjective) if there
exists a constant C so that dY (f(x), f(y)) ≤ Cd(x, y) + C for any x, y ∈ X
(resp. NYC (f(X)) = Y ).
Definition 5.2. Let X be a geodesic metric space, P a collection of subsets
and pi : X → Y a coarsely Lipschitz and coarsely surjective map, with Y
another geodesic metric space. We say that P is hyperbolically embedded
in (X,pi), and write P ↪→h (X,pi), if Y is hyperbolic relative to {pi(P )}P∈P ,
pi|P is proper and pi is acylindrical along pi(P ) for each P ∈ P.
At first, it may seem that the acylindricity condition should not be in-
cluded, as in the groups case it follows from the other conditions. However,
it is needed to exclude an example of the following kind: just take any rel-
atively hyperbolic space Y , cross it with R to obtain X and consider the
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projection on the first factor pi. Also, the proof of the acylindricity condition
in the groups case involves in a rather essential way the group action and
the properness of a Cayley graph of G, so it seems likely that one needs to
have extra conditions in the metric setting.
We make the observation that, in a natural sense, the definition we gave
is invariant under quasi-isometries. If pii : Xi → Yi, for i = 0, 1 are maps
between metric spaces, we say that f : X0 → X1 is coarsely compatible with
pi0, pi1 if for each y ∈ Y0 and r ≥ 0, we have that pi1 ◦ f(pi−10 (BY0r (y))) has
diameter bounded by C = C(f, r).
Proposition 5.3. Suppose P1 ↪→h (X1, pi1), where pi1 : X1 → Y1 and let
pi0 : X0 → Y0 be coarsely Lipschitz and coarsely surjective. Suppose that
f : X0 → X1 is a quasi-isometry so that both f and any quasi-inverse of f
are compatible with pi0, pi1.
Then there exists D0 so that for each D ≥ D0 we have P0 ↪→h (X0, pi0)
for P0 = {f−1(ND(P ))}P∈P1.
Proof. Consider a map f : Y0 → Y1 mapping y to any point in pi1 ◦
f(pi−10 (B
Y0
R (y))), where R is large enough that the image NR(pi0(X0)) = Y0.
This map is easily seen to be coarsely Lipschitz. Also, it has a coarsely Lips-
chitz quasi-inverse, constructed in a similar way starting from a quasi-inverse
of f .
Figure 3. The diagram coarsely commutes.
In particular, f is a quasi-isometry. By quasi-isometry invariance of rel-
ative hyperbolicity, we see that Y0 is hyperbolic relative to the collection
of subsets P0 = {pi0(f−1(ND(P )))}P∈P1 . This is because the Hausdorff
distance between the image via f of pi0(f
−1(ND(P ))) is within uniformly
bounded Hausdorff distance of pi1(P ).
The fact that pi0|P0 is proper for each P0 ∈ P0 and the acylindricity
condition are readily checked just chasing the definitions. 
The following corollary is immediate.
Corollary 5.4. Suppose P1 ↪→h (X1, pi1) and let f : X0 → X1 be a quasi-
isometry. Then there exists D0 so that for each D ≥ D0 we have P0 ↪→h
(X0, pi1 ◦ f) for P0 = {f−1(ND(P ))}P∈P1.
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We now proceed showing a naturally occurring example of hyperbolically
embedded family in a non-relatively hyperbolic space (which is not a group).
Theorem 5.5. Let TeichWP (Sg,p) be the Teichmu¨ller space of the closed
connected orientable surface of genus g with p punctures endowed with the
Weil-Petersson metric dWP , and suppose 3g + p ≥ 6. Let φ : Sg → Sg be
a pseudo-Anosov with axis A in TeichWP (Sg,p) and let A be a collection of
distinct axes of conjugates of φ. Then
A ↪→h (TeichWP (Sg,p), pi),
for pi : TeichWP (Sg,p) → C(Sg,p) the shortest-curve map to the curve com-
plex C(Sg,p) of Sg,p.
An analogous theorem holds for the pants graph, as it is quasi-isometric
to TeichWP (Sg,p) [Bro03].
Proof. As C(Sg,p) is hyperbolic [MM99], it is hyperbolic relative to B =
{pi(A)} if (and only if) all elements of B are uniformly quasi-convex and for
each D there exists B so that all distinct B1, B2 ∈ B have the property that
the diameter of ND(B1) ∩ B2 is at most B, see [Bow12, Section 7]. This is
the case because pseudo-Anosovs act loxodromically on the curve complex
[MM99] and the action of a mapping class group on the corresponding curve
complex is acylindrical [Bow08] (this is the same reason why φ is contained
in a virtually cyclic hyperbolically embedded subgroup of the mapping class
group of Sg,p, [DGO11, Theorem 6.47]).
Also, the fact that φ acts loxodromically on the curve complex also implies
that pi is proper when restricted to A or one of its translates.
In order to show the geometric separation property, we can use the fol-
lowing results from [MM00] about Teichmu¨ller space (see also the discussion
before and after [BMM11, Theorem 2.6]). We write A ≈K,C B if the quan-
tities A,B satisfy
A/K − C ≤ B ≤ KA+ C.
Let {{A}}L denote A if A ≥ L and 0 otherwise.
Theorem 5.6. For Y a non-annular subsurface of Sg,p and for x, y ∈
TeichWP (Sg,p), denote by dC(Y )(x, y) the diameter in the curve complex
C(Y ) of Y of piY (x) ∪ piY (y), where piY denotes the subsurface projection
on C(Y ).
(1) (Distance Formula) There exists L0 with the property that for each
L ≥ L0 there are K,C so that, for each x, y ∈ TeichWP (Sg,p),
dWP (x, y) ≈K,C
∑
Y
{{dY (x, y)}}L,
where the sum is taken over all (isotopy classes of) non-annular
subsurfaces Y of S.
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(2) (Bounded Geodesic Image Theorem) There exists C with the fol-
lowing property. If γ is a geodesic in C(S) so that for some proper
subsurface Y we have that piY (v) is non-empty for every vertex v ∈ γ
then piY (γ) has diameter at most C.
Suppose that pi(x), pi(y) ∈ pi(A) are far enough compared to r. Pick p, q in
Teichmu¨ller space so that pi(p) ∈ BC(Sg,p)r (pi(x)), pi(q) ∈ BC(Sg,p)r (pi(y)), and
suppose dWP (p, q) ≤ D. There is a bound C1 = C1(D,Sg,p), coming from
the distance formula, on dC(Y )(piY (p), piY (q)) for any subsurface Y ⊆ Sg,p.
By the Bounded Geodesic Image theorem (up to increasing C1) we know
that any proper subsurface Y so that dC(Y )(p, x) ≥ C1 appears along any
geodesic from pi(p) to pi(x). For any such subsurface Y , as any geodesic from
pi(q) to pi(y) is far from ∂Y in C(Sg,p), using the Bounded Geodesic Image
theorem we can make the estimate
dC(Y )(x, p) ≤ dC(Y )(x, y) + dC(Y )(y, q) + dC(Y )(q, y) ≤ dC(Y )(x, y) + C2,
where C2 depends on C1 and Sg,p only. In particular, using the distance
formula with threshold L > max{dC(Y )(x, y) + C2}, we get a bound on
dWP (x, p), and the proof is complete. 
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