Given a vector bundle E on a connected compact complex manifold X, [FLS] use a notion of completed Hochschild homology d HH of Diff(E ) such that d HH0(Diff(E )) is isomorphic to H 2n (X, C). On the other hand, they construct a trace on d HH0(Diff(E )). This therefore gives to a linear functional on H 2n (X, C). They show that this functional is R X if E has non zero Euler characteristic. They conjecture that this functional is R X for all E .
Introduction
Let X be a compact complex manifold dim C X = n. Let E be a vector bundle on X. Let Diff(E) be the sheaf of holomorphic differential operators on E. One is interested in understanding the Hochschild homology of Diff(E) which is the algebra of global sections of Diff(E). This is however, not an object that one can easily analyze. Following [FLS] we replace this by where Dolb(X, Diff(E)) is Dolb • (X, O X ) ⊗ OX Diff where Dolb • (X, O X ) is the Dolbeau resolution of the sheaf O X of holomorphic functions on X.
In [FLS] , a trace on the Hochschild homology of Diff • (E) is constructed. On elements in the 0th Hochschild homology of Diff • (E) that arise out of elements of Diff(E), this trace is precisely the super trace. Recall that any differential operator D acts on the ith co homology H i (X, E). The super trace of D is given by strD :
This trace is constructed in [FLS] algebraically, and it is shown that it extends to a trace on a suitable completion of the Hochschild homology of Diff • E. On the other hand, it is argued there that HH −i (Diff • (E))→H 2n−i (X, C), where choch denotes the completed Hochschild homology. Denote the isomorphism in the opposite direction by I E when i = 0. Further letTr : HH 0 (Diff • (E)) → C be the trace on the completed Hochschild homology of Diff • (E). We then have a composite
The following theorem was proven in [FLS] Theorem 1 (FLS). If the Euler characteristic χ E of E is nonzero, then I E = X Further, in [FLS] , it was conjectured that this result was true for all vector bundles E , even those of nonzero Euler characteristic. In these notes, we prove the following theorem Theorem 2. If E and G are two vector bundles on X, then I E = I G The following corollary is immediate from this and Theorem 1.
Corollary 1. If X has a vector bundle G whose Euler characteristic χ G is nonzero, then for any vector bundle E on X, I E = X In particular, compact complex manifolds that are complex projective varieties indeed have vector bundles with nonzero Euler characteristic. For example, one could take a very ample line bundle and twist it so that all higher co homologies with coefficients in the chosen twist vanish. This can be done by Serre Vanishing. But the very ample line bundle will still have global sections. Thus, this proves that if E is a vector bundle on a complex projective variety X, then I E = X . Further, in [FLS] the construction of the trace on the completed Hochschild homology of Diff • E is extended to the construction of multiple tracesTr 2i : HC −2i (Diff • (E)) → C. On the other hand, it is shown that one has an isomorphism
Denote the inverse of this isomorphism by I i E . We then have a composite I E,2i : H 2n (X, C) ⊕ H 2n−2 (X, C) ⊕ ..... ⊕ H 2n−2i (X, C)
Let I E,2i,2k : H 2n−2k (X, C) → C be the composition of I E,2i with the natural inclusion of H 2n−2k (X, C) in H 2n (X, C) ⊕ H 2n−2 (X, C) ⊕ ..... ⊕ H 2n−2i (X, C) for 0 ≤ k ≤ i. In [FLS] it was conjectured that I E,2,0 = C. X where C is a constant independent of E. Further, there was a prediction in [FLS] that I E,2,2 is the integral over a cycle related to the Chern classes of E and those of vector bundles intrinsic to X. In this note, we prove the following theorem The latter part is more than what [FLS] expected in their work, though a piece of circumstantial evidence for it to be 0 is provided there. By this theorem and Corollary 1, I E,2i,0 = C. X whenever X has a vector bundle with nonzero Euler characteristic. In particular, this happens when X is a complex projective variety.
Outline of this note
The proofs of theorems 2 and 3 are simple and involve two easy "bookkeeping" lemmas. We also remark here that we use a notion of the completed Hochschild complex that is somewhat different from that used in [FLS] . This notion has been mentioned in [FLS] who remark that it enables the use of elementary sheaf theoretic methods to verify the isomorphisms and from the corresponding local theorems. On the other hand, it requires that we recheck the assertion regarding the trace extending to completed Hochschild homology for our definition.
In section 2, we recall the basic set up for this note from [FLS] . In particular, we construct the trace map and show that it extends to the completed Hochschild homology following [FLS] .We however have to do this check for the definition of completed Hochschild complex that we use. The "bookkeeping lemma" involving traces will also be dealt with here. In Section 3 we shall discuss the isomorphism and prove the "bookkeeping lemma" for that isomorphism. Theorem 2 will follow immediately from the two "bookkeeping lemmas". Section 4 will examine the traces on completed cyclic homology carefully to prove Theorem 3.
We follow the notation used in [FLS] as closely as possible in these notes.
I am grateful to Prof. Madhav Nori and Dr. Victor Protsak for useful discussions.
The trace map
• (E)). Then, K • E decomposes as the direct sum of a complex with zero differential and an acyclic complex i.e,
• 0 E has 0 differential and K • 1 E is acyclic. This is a consequence of Hodge theory (for instance,see Theorem 5.24 in [V]).
The main construction in [FLS] is that of an
Recall that an A ∞ morphism F from a dg associative algebra A to a dg associative algebra B is a collection of morphisms
Here δ denotes the internal differential on A ⊗k , . denotes the multiplication in A and • denotes the product in B.
They then proceed to give the following propositions stated below.
Proposition 1 (FLS). An A ∞ morphism F from an associative algebra A to an associative algebra B induces a map F Hoch from the Hochschild chain complex of A to the Hochschild chain complex of B. The second proposition is a graded analogue of the statement on Morita equivalence of Hochschild homology (see Section 1.2 in [Lod]). We are interested in using Propositions 1 and 2 in the situation when A = Diff • (E) and B = End(K • 0 E ) . Proposition 1 enables us to pull back the canonical super trace on End(K • 0 E ) (which is described in Proposition 2) to a trace on Diff • (E). In other words, the map str • F Hoch : HH 0 (Diff • (E)) → C is the (super) trace constructed on Diff • (E).
The following key proposition expresses this trace more explicitly using the "Taylor components" F k of the A ∞ map F . This is easily seen from Proposition 2 and the formula for F Hoch .
Proposition 3 (FLS). The trace str•F Hoch : HH 0 (Diff • (E)) → C is described by the trace map taking a 0 Hochschild cycle a 1 ⊗...⊗a k to s=k−1 s=0 str(F k (C s (a))).
Here, C(a 1 ⊗ ... ⊗ a k ) = ±a k ⊗ a 1 ⊗ ... ⊗ a k−1 . The sign is given by
Even though we cannot directly define F Hoch and pull back the canonical super trace when the Hochschild complex fir Diff • E is replaced by a completed Hochschild complex, [FLS] check that the formula described in Proposition 3 makes sense for cycles in the completed Hochschild complex. Since we are using a slightly different version of completed Hochschild complex than [FLS] , we need to re do the check. For this we will recall the construction of the A ∞ map from [FLS].
Some facts about
to K • E respectively. We recall the following formula for Ω D
Here, ∆ is the Laplacian corresponding to a Kahler metric on X. To write Ω D this way , we require that ∆ has discrete non negative spectrum (which is the case for a compact kahler manifold).∂ * is the Hodge adjoint of∂.
This can be rewritten as
Proving that Ω D actually converges and that F k defined in this manner gives us an A ∞ morphism is done in [FLS].
2.2
The first step towards a completed Hochschild complex of Diff • (E)
Some topological recollections and observations
1. We recall that if U ⊂ X is open in X, then O U , the space of holomorphic functions on U has the structure of a locally convex topological vector space. The topology of O U is given by the family of semi norms indexed by the compact subsets of U . If K is a compact subset of U and f ∈ O U , then
2. We further recall that Diff(U ) = lim − → Diff ≤k (U ). Diff(U ) may therefore, be given the inductive limit topology, where the topology on Diff ≤k (U ) is given by the semi norms ||.|| K , where K are the compact subsets of U and ||D|| K = sup{||Df || K | ||f || K ≤ 1}. Further, the product in Diff(U ) is continuous.
3. We can write X as a union of open sets U i on each of which E is trivial. Using a partition of unity subordinate to the cover ∪ i U i of X, and writing E| Ui = U i × C n , we obtain the following (i) A semi norm on the space of C ∞ sections of E| K where K is any compact subset of X. A section of s of E| Ui is identified with a function (f 1 , ..., f n ) from U i to C n . Observe that F s,i : x → |f 1 (x) 2 | + ...... + |f n (x)| 2 is a continuous function on U i . If {f i } is a partition of unity subordinate to U i , then F s : i f i .F s,i is a continuous function on X which is positive valued. Given a compact K ⊂ X we can thus look at ||s|| K := sup{F s (x) : x ∈ K}.
(ii) Analogous to the case when E = O X , we can define a topology on the space of C ∞ sections on E by looking at the family of semi norms ||.|| k,D where K is a compact subset of X, D is a differential operator on E and ||s|| K,D = ||Ds|| K . 4. In a similar fashion , one can define a family of semi norms giving a topology for K • E . On an open subset U of X , this family is indexed by the compact subsets of U and differential operators on E.
5.
We also note that we can equip Diff(E| U ) with the structure of a locally convex topological vector space in a similar fashion. Further if V ⊂ U is a smaller open set, we note that the restriction Diff(E| U ) → Diff(E| V ) is continuous. Further, the product in Diff(E| U ) is continuous. 6 . Recall that if W is a complete locally convex topological vector space, we can define the kth projective tensor product W b ⊗k of W . Recall that if I is the indexing set of the family of semi norms defining the topology on W , then W b ⊗k is the completion of W by the family
The pre completed Hochschild complex of Diff • (E)
We define D b ⊗k to be the sheaf associated to the pre sheaf
where ⊗k on the right denotes the k th projective tensor product and C ∞ (
is just the C ∞ sections of the Dolbeaux resolution of O U . We observe that the restriction maps are indeed well defined and that when k = 1 , D(E) is just the sheaf U → Diff • (E| U ) . Further, note that C ∞ (U ) acts on D b ⊗k | U by multiplication on its second factor. It follows that D b ⊗. (E) is a module over the sheaf of smooth functions on X.
Remark: Diff(E) is actually a left O X module. Throughout the rest of these notes, and multiplication of a function (holomorphic or C ∞ with a differential operator will be with the function multiplied on the left. This has to be kept in mind while reading the rest of this note.
Moreover, we have the following proposition
Proposition 4. The Hochschild differential extends to a differential
Proof. (Sketch of a proof) In this proof everything is restricted to a small open subset U of X. We note that
Recall that if A is a differential graded algebra , the Hochschild differential d :
where m : A ⊗2 → A is the multi plication map. In the i th term, m is in the ith position starting from the left. ν is the permutation taking a 1 ⊗ ... ⊗ a n to a n ⊗ a 1 ⊗ ... ⊗ a n−1 Given this, to show that this extends to the differential we want, we need to show that the multiplication m on Diff • (E) extends to a multiplication m :
Once we prove the differential extends to a map on D b ⊗• then, continuity of the Hochschild differential will ensure that d • d = 0 even on the new complex.
For showing that the multiplication extends as we desire, we must equip Diff • (E| U ) with an appropriate topology, so that it is complete under that topology and Diff
In that case, m will extend as we desire.
But, we observe that Diff(E| U ) maps to the space G U of C ∞ differential operators on U which have no anti holomorphic derivatives . This embedding is continuous and extends to a continuous embedding into
⊗k . We only need to see now that the multiplication extends to a map from (
. But this follows from the fact that the multiplication is continuous.
We define the pre completed Hochschild complex of Diff • (E) to be the complex (Γ(X, D b ⊗. ), d) where d is the Hochschild differential, which by Proposition 4 extended to this complex. We now prove the following proposition.
Proposition 5. The trace str : HH 0 (Diff • (E)) → C extends to a traceŝ tr :
The rest will follow because the formula in Proposition 3 will in that case make sense for an arbitrary a ∈ Γ(X, D(E) b ⊗k ). One more detail to be checked is that
. Both these steps are undertaken in the following two propositions. Proposition 6. The formula s=k−1 s=0 str(F k (C s (a))) makes sense for an arbi-
3. Recall that the topology on K • E | U is defined by a family of semi norms indexed by compact sunsets of U , and some differential operators on U (essentially similar to the semi norms defining the topology on K • OU , which in turn are indexed by the same set as the family of semi norms defining the topology on C ∞ (U ) ). Let I be the indexing set of this family of semi norms. Given a section λ of K • E and a semi norm ||.|| α on K • E on can define a semi norm on End(K • E ) such that ||ϕ|| α,λ = ||ϕ(λ)|| α . This gives a family of semi norms on End(K • E ). We can check that End(K • E | U ) is complete with respect to the topology thus defined. This will follow from the fact that K • E itself is complete with respect to the topology defined on it.
It follows that the embedding Diff
⊗k . This can be further seen to yield a map from Diff
Thus a U as in point 2 of this proof can be thought of as an element of End
5. From observation 3, and the continuity of m, the multiplication m :
. This proves that m(Φ • a U ) makes sense as an element on End(K • E | U ).
Proof. This is done using the corresponding fact for non pre completed Hochschild boundaries that is evident from the fact that on the naive Hochschild complex of Diff • (E), the formula we are using gives a trace. To prove this for the pre completed Hochschild complex, we need a continuity argument.
1. We can take a cover of X by open subsets U i such that on each
Take a partition of unity {f i } subordinate to this cover of X. It suffices to prove the assertion of this proposition for f i b instead of b. Since the Hochschild differential, F k and super trace are all C linear.
2. We can thus assume without loss of generality that b is a global section
The proposition will then follow from the continuity of the maps F k , the Hochschild differential and the super trace.
The completed Hochschild complex of Diff • (E)
We denote by Diff(E) b ⊗k the sheaf associated to the presheaf U Diff(E| U ) b ⊗k .
We will denote the complex (Diff(E) b ⊗• , d Hoch ) by hoch(Diff • (E)). This is the completed Hochschild complex of Diff • (E).
Next, we note that we have a natural (degree preserving) map of hoch(Diff
). All chain complexes are converted to co chain complexes by changing the sign of all degrees. Since the complex D b ⊗. (E) is a complex ofC ∞ modules, its hypercohomology is computed by the complex Γ(X, D b ⊗. (E)). This enables us to restate Proposition 5 as follows Corollary 2. (Corollary to Proposition 5) The trace str : HH 0 (Diff • (E)) → C extends to a traceŝ tr :
It is then immediate that γ •ŝ tr gives us a trace on H 0 (X, hoch(Diff • (E))). We state this as a corollary for emphasis Corollary 3. The traceŝ tr in the previous corollary gives us a traceŝ tr :
The first bookkeeping lemma
Consider E as a sub bundle of E ⊕ F where F is another vector bundle on X. We then have an embedding of Diff(E) into Diff(E ⊕ F that preserves addition and multiplication. This also induces an embedding of Diff • (E) into Diff • (E ⊕F).
The map from Diff(E) ⊗k to Diff(E ⊕ F) ⊗k is easily seen to be continuous. It follows that we have a map from D(E) b ⊗k to D(E ⊕ F) b ⊗k . We denote this by ι. The following "bookkeeping lemma" holds Lemma 1. The following diagram commutes :
We observe that the following diagram clearly commutes :
and the maps involved are continuous with respect to the topologies (for the projective tensor product) defined on K • E and K • E⊕F , we observe that the following diagram commutes
Further, the following diagram is seen to commute too
We only need to check that the following diagram commutes
⊗k This is clear.
The following corollary now follows Corollary 4. The following diagram commutes 
This follows from the fact that H . (X, L • ) is the co homology of the total complex of the Cech complex of L • corresponding to the cover U = ∪ α U α of X, together with the fact that this is computed using a spectral sequence whose E pq 1 term isĈ p U (H q (L • )) and the corresponding facts for M • and N • .
Recall that we have the completed Hochschild complex of differential operators on X. This is the complex (Diff(X) b ⊗• , d Hoch ) where Diff(X) b ⊗k is the sheaf associated to the pre sheaf U Diff(U ) b ⊗k . This complex will be denoted by hoch(Diff(X)).
Lemma 2 (Bryl). hoch(Diff(X)) is quasi isomorphic to C[2n]
where n is the dimension of X.
Proof. (Sketch of the Proof) It is enough to check the above fact for any small open subset U of X, at the level of pre sheaves. In other words, it is enough to show that the complex Diff(U ) b ⊗. with Hochschild differential is quasi isomorphic to C[2n].
We filter Diff(U ) by degree. The associated graded gr(Diff(U )) is the space of functions O T * U on the cotangent bundle T * U that are algebraic along the fibres. We get a spectral sequence converging to the homology of the complex Diff(U ) b
⊗k whose E 1 m term is m th homology of the completed Hochschild complex of O T * U . By Theorem 3.1.1 and corollary 2. If E is any vector bundle on X, recall that we have the completed Hochschild complex hoch(Diff • (E)). If E = O X then this is precisely hoch(Diff(X)).
Proof. This is again something that needs to be verified locally. We imitate the proof of the Morita invariance of Hochschild homology in [Loday] Section ... here.
Recall from [Loday] that if A is any algebra, and if M n (A) denotes the algebra of n × n matrices with entries in A, then we have a map tr from the Hochschild complex of M n (A) to that of A. The Hochschild chain
is an exterior multiplication. There is also a map of complexes inc in the opposite direction which is induced by the inclusion of A in M n (A) taking an element a of A to the matrix with a.E 11 . tr • inc = id and there is a pre simplicial homotopy h from inc • tr to id. This homotopy is given by h
The sum here is over all possible tuples of indices (j, r, ..., p, q). [Loday] (Section 1.2). E ij (x) = x.E ij , where E ij is the elementary matrix whose only nonzero entry is a 1 at the ij position.
We apply this to the situation where A = Diff(U ). Further, we note that all the maps tr ,inc and the homotopy h are continuous with respect to the topologies that are used to construct the projective tensor product on A ⊗• and M n (A) ⊗• . It follows from this observation and the above that if A = Diff(U ) then the quasi isomorphism tr with quasi inverse inc from the naive Hochschild complex of M n (A) to the naive Hochschild complex of A extends to a quasi isomorphism from the Hochschild complex (M n (A) b ⊗k , d Hoch ) to the Hochschild
If U is a small open subset of X, on which E is trivial, then Diff(E| U ) is isomorphic to M r (Diff(U ) ) . This gives us the desired result by Lemma 2 , provided that we check that the quasi isomorphism is independent of the choice of trivialization. For this, we need to note that two different trivializations of E yield isomorphisms from Diff(E| U ) to M r (Diff(U )) which are conjugate to each other by an r × r matrix N of holomorphic functions on U .
We therefore need to show that the endomorphism on completed Hochschild complex of M r (Diff(U )) induced by the endomorphism α N αN −1 induces the identity at the level of homology.
We recall that we Diff(U ) is a filtered algebra with F m (Diff(U )) = Diff ≤m (U ) , the space of (holomorphic) differential operators on U of order at most m. This yields us a filtration on M r (Diff(U )) with F m (M r (Diff(U ))) = M r (Diff ≤m (U )). We have gr(M r (Diff(U ))) = M r (gr(Diff(U ))).
The above filtration gives us a spectral sequence with E 1 p,q = HH p+q (gr(M r (Diff(U )))) and E ∞ n = HH n (M r (Diff(U ) )). The endomorphism induced by the endomorphism α N αN −1 where N is a matrix of holomorphic functions preserves the filtration on M r (Diff(U )) and thus induces a endomorphism of spectral sequences on the spectral sequence described above.
Note that on gr(M r (Diff(U ))) = M r (gr(Diff(U ))), the endomorphism induced by conjugation by N is still conjugation by N . Since gr(Diff(U )) is a commutative algebra, we obtain the following commutative diagram, since the trace of a matrix with entries in a commutative algebra is invariant under conjugation by an invertible matrix with entries in that algebra
This tells us that the map induced by conjugation by N at the E 1 level of the spectral sequence converging to the Hochschild homology of M r (Diff(U )) is the identity.
We think of the complex (Diff(E) b ⊗k , d Hoch ) as a co chain complex with Diff(E) b ⊗k living in degree −k. We can now state the following immediate corollary to Lemma 3 Corollary 5.
We denote the isomorphism described in this corollary by β E
The second "bookkeeping" lemma
We once more look at the situation where E is a direct summand of E ⊕ F. Notation is as in Section 2.4 of this note. We have a map ι :
This induces a map , also denoted by ι from the completed Hochschild complex of Diff(E) to that of Diff(E ⊕ F). The following lemma holds Lemma 4. The following diagram commutes
We choose an open cover ∪ α U α of X so that E and F are trivial on U α for each α. Denote the quasi isomorphism in Lemma 3 by i E . By Proposition 8, it suffices to check that i E | Uα = i E⊕F | Uα • ι| Uα . Thus the proof reduces to proving that for any open subset U of X on which E and F are trivial,
Most of the hard work necessary for this step has been done already. We recall the proof of Lemma 3. We denote the map tr described in the proof of Lemma 3 by tr r . Once we choose trivializations of E and F on U , we obtain isomorphisms θ E and θ E⊕F respectively from the completed Hochschild complex of Diff(E)| U to that of M r (Diff(U ) ) and the completed Hochschild complex of Diff(E ⊕ F) to that of M r+s (Diff(U )) respectively. Here r and s are the ranks of E and F respectively. The map ι in this case is identified with the embedding of r × r matrices with entries in Diff(U ) into (r + s) × (r + s) matrices with entries in Diff(U ) taking an r × r matrix α toᾱ whereᾱ ij = α ij if (i, j) ∈ {1, ..., r} × {1, ..., r} andᾱ ij = 0 otherwise. We note that the following diagram commutes
To see this note that the all arrows in the diagram above are extensions by continuity of the corresponding arrows at the level of the uncompleted Hochschild complexes. The above diagram commutes because the corresponding diagram with the usual Hochschild complex for an arbitrary unital algebra A commutes.
Further, we note that the following diagram commutes
The desired lemma follows by the fact that i E = β • tr r • θ E and i E⊕F = β • tr r+s • θ E⊕F , where β denotes the quasi isomorphism of Lemma 2.
Proof of theorem 2
Proof. (Proof of theorem 2)
Corollary 4 may therefore, states that the following diagram commutes
− −−− → C Lemma 4 for i = 0 now states that the following diagram commutes
It follows thatŝ tr • β E −1 =ŝ tr • β E⊕F −1 . In the notation of Theorem 2, this says that I E = I E⊕F . A symmetric argument shows that I F = I E⊕F . This completes the proof of Theorem 2.
The completed Cyclic homology of Diff(E)

Prelimnaries
We recall that the cyclic homology of a algebra A is given by the homology of the total complex of the following double complex (called Tsygan's double complex) . Here, t(a 1 ⊗ ...⊗ a n ) = (−1) n−1 (a n ⊗ a 1 ⊗ ....⊗ a n−1 ). N = 1 + t+ t 2 + ...+ t n−1 on A ⊗n . The even degree columns are equipped with the Hochschild differential b and the odd ones are equipped with the bar differential b ′ .
We note that the odd columns of this complex are just the Bar complex of A. If A is a unital algebra , they are acyclic (see [Loday] , for instance). We denote this the total complex of this double complex by cycl • (A). It is a co chain complex if we let everything live in non positive degrees, so that all differentials increase the degree. We denote the −i th cyclic homology of A by HC −i (A). The following propositions are important to us If A is a differential graded algebra, the even columns of Tsygan's double complex for A are the Hochschild complex of A, and the odd columns are the Bar complex of calgA. However, the map t comes with some signs. If a 1 , ..., a n are homogenous elements of A, then t(a 1 ⊗ ... ⊗ a n ) = (−1) (|an|+1)(|a1|+....+|an−1|+n−1) (a n ⊗ a 1 ⊗ ... ⊗ a n−1 ). The map N is just 1 + t + ... + t n−1 . Further, the trace map tr 2i yielding the above isomorphism, is obtained by mapping a −2i cycle in cycl(B) given by a tuple (b 2i , b 2i−1 , ...., b 0 ) to str(b 0 ) where b j is a degree j element in the 2i − j th column of the Tsygan's double complex of B.
Proof. The proposition follows from looking at the spectral sequence converging to the cyclic homology of B whose E 1 terms are obtained by taking the homology along the columns of Tsygan's double complex. The even columns are , by Proposition 2, quasi isomorphic to C at degree 0 while the odd ones are acyclic, being equal to the Bar complex of the unital algebra B.
Tsygan's double complex for B is thus quasi isomorphic to C⊕C[2]⊕..... The first part of the proposition is thus evident. The second part follows similarly from this argument and the second part of Proposition 2.
We recall that we have an exact sequence of complexes
The first complex is the complex obtained by taking the total complex of the first two columns of Tsygan's double complex. This is quasi isomorphic to the Hochschild complex of B. The map S is obtained by projection to the double complex obtained from Tsygan's double complex by truncating the first two columns. This description together yields us the following proposition.
Proposition 10. The following diagram commutes (all notation as in the previous proposition)
is an A ∞ morphism with Taylor components F k , we have the following proposition Proposition 11. The map F Hoch mentioned in Proposition 1 extends to a map F cycl of complexes from cycl • (A) to cycl • (B)
Proof. We first recall the formula for F Hoch from [FLS]. We denote by F k1 ⊠ .... ⊠ F k l the map which takes a 1 ⊗ .
Also, another definition of an A ∞ morphism states that the map F bar from the bar complex of A to that of B is a map of complexes where
The following verifications to complete the proof are left to the reader.
We now turn our attention to the situation when A = Diff • (E) and B = End(K • 0 E ), as we did in the Hochschild case. Combining Proposition 9 and Proposition 3, we obtain the following proposition, which holds true when B = End(V • ), where V • is as in Proposition 9.
Proposition 12. A and B as in Proposition 9. Suppose that F is an A ∞ morphism from A to B. The trace map tr 2i • F cycl is described by the map taking a cyclic cycle (a 2i , ...., a 0 ) to str • F Hoch (a 0 ). If a 0 = x 1 ⊗ ... ⊗ x k where the right hand side is of degree k − 1, (and thus total degree 0 in the Hochschild complex of A) , this is given by the formula
where C is as in Proposition 3.
Proof. This is just putting Proposition 9 and Proposition 3 together in a convenient fashion. The only thing that we should note to do this if that F cycl preserves the columns of Tsygan's double complex.
The pre completed cyclic complex of Diff • (E)
As for the pre-completed Hochschild complex, we define the pre completed cyclic complex on Diff • (E) by replacing Diff • (E) ⊗k in Tsygan's double complex for Diff • (E) by Γ(X, D(E) b ⊗k ). We have already shown in Proposition 4 that the Hochschild differential extends to a differential on the complex obtained by replacing Diff • (E) ⊗k with Γ(X, D(E) b ⊗k ). The proof sketched for Proposition 4 will also show the same fact for the bar differential. That the horizontal differentials extend to this new complex is also easy to see. We put these observations together in the following proposition Proposition 13. All differentials in Tsygan's double complex for Diff • (E) extend to differentials on the pre completed Tsygan's double complex
We denote the total complex of this double complex by cycl • (Diff • (E)). This enables us to define the pre completed cyclic complex of Diff • (E) as the complex Γ(X, cycl • (Diff • (E))).
The following cyclic analog of Proposition 5 follows from Proposition 12 and the fact that t = C and s t s (1 − t) = 0. We denote the −i th co homology of Γ(X, cycl • (Diff • (E))) by HC −2i (Diff • (E)).
Proposition 14. The formula described in Proposition 12 extends to yield us a tracetr 2i :
Proof. The fact that the formula makes sense is just Proposition 6. To show that it vanishes on co boundaries, we recall that Proposition 7 tells us that it vanishes on the image of the b differential. We only need to verify that it vanishes on the image of the 1 − t differential. This is a consequence of the remark we made before stating this proposition.
Recall that we had a map S : cycl • (Diff • (E)) → cycl •+2 (Diff • (E)). It is easy to verify that this yields us a map S : cycl
(Diff • (E)) . A direct consequence of the formula in Proposition 12 is the following proposition Proposition 15. The following diagram commutes This subsection is the cyclic homology analog of Section 3. We recall that Diff(E) b ⊗k is the sheaf associated to the pre sheaf U Diff(E| U ) b ⊗k where ⊗k denotes the projective tensor product. We can construct a complex of sheaves on X by taking the completed Hochschild complex hoch(Diff • (E)). Similarly we can define the completed Bar complex of Diff(E). The terms of this complex are the same as in hoch(Diff • (E)) but the differential is the bar differential. We denote this by bar(Diff • (E)).
We can obtain a the completed Tsygan's double complex of Diff(E). This is a complex of sheaves on X, whose even columns are hoch • (Diff • (E)) and whose odd columns are bar(Diff • (E)) . The horizontal differentials in Tsygan's double complex extend to this situation to give us well defined horizontal differentials. We will denote the total complex of this double complex by cycl
Before we proceed, we note as before that we have a (degree preserving) natural map of complexes cycl
). Note that the map S extends to a map of complexes cycl
(Diff • (E)) .Further, we have the following commutative diagram
Further, the complex We denote by HC −j (Diff • (E)) the hypercohomology H −j (X, cycl • (Diff • (E))).
Again we note that the complex cycl • (Diff • (E)) is a complex ofC ∞ modules.
Thus, its hypercohomology is precisely HC . (Diff • (E) ). It follows that we have the following corollaries of Propositions 14 and 15 respectively analogous to Corollary 3. 
This is an immediate consequence of Proposition 15 and the commutative diagram shown immediately before Corollary 6 .
We have the following cyclic analog to Lemma 3
Proof. It suffices to verify this assertion locally at the level of pre sheaves. In other words, we need to look at Tsygan's double complex for Diff(E| U ) where U is an open set so that E is trivial on U . Of course, all tensor products here are projective completions of the naive tensor products.
The bar complex of Diff(E| U ) is acyclic and the complex hoch • (Diff(E| U )) is quasi isomorphic to C[2n] by Lemma 3. It follows that Tsygan's double complex for Diff(E| U ) is quasi isomorphic to the double complex whose (−2j, −2n) term is C and all of whose differentials are zero. The desired lemma follows immediately from this.
Corollary 8. HC −2i (Diff • (E)) = H 2n (X, C) ⊕ H 2n−2 (X, C) ⊕ ... ⊕ H 2n−2i (X, C) Denote the isomorphism in the above corollary by J 2i . Then, following the proof of the above lemma we obtain the following proposition The horizontal arrow in the bottom is the obvious projection.
Proof of theorem 3
Proof. (Proof of Theorem 3)
We apply Corollary 7 i times to obtain the following diagram
We apply Proposition 16 i times to obtain the following diagram
In the notation used to state Theorem 3, this tells us that I E,2i,0 = I E,0,0 and I E,2i,2k = 0 for k > 0. Lastly, we can also check that I E,0,0 = I E . This follows from Proposition 12, or rather, its proof.
Remark 1: The constant C occurring in the statement of Theorem 3 is due to the different normalization used for the higher traces in [FLS] . It depends only on i and not on anything else. Remark 2: Our notion of completed Hochschild and cyclic homologies seems to differ in detail from that used in [FLS] . This forced us to rework some steps of [FLS] in particular, Proposition 5 and related matters, in our situation.
Remark 3:
The key step in the proof of Theorem 1 in [FLS] consists of showing on one hand that the trace defined in [FLS] applied to the operator id in Diff(E) is indeed its super trace i.e, the Euler characteristic of E, and showing that the image of id in HH 0 (Diff • (E) gives the class ch(E).td(T X ) 2n ( this part is done by citing [NT1] and [NT2]) after passing to H 2n (X, C) and then applying the Hirzebruch R-R theorem. In spite of the differences in detail between our construction of completed Hochschild homology and that of [FLS] it may be checked that these two key steps go through, thus maintaining Theorem 1 in this situation.
