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Abstract
Perovskite ferroelectrics and antiferroelectrics have attracted a lot of attention owing to their
potential for device applications including THz sensors, solid state cooling, ultra high density computer memory, and electromechanical actuators to name a few. The discovery of
ferroelectricity at the nanoscale provides not only new and exciting possibilities for device
miniaturization, but also a way to study the fundamental physics of nanoscale phenomena
in these materials. Ferroelectric nanowires show a rich variety of physical characteristics
which are advantageous to the design of nanoscale ferroelectric devices such as exotic dipole
patterns, a strong dependence of the polarization and phonon frequencies on the electrical
and mechanical boundary conditions, as well as a dependence of the transition temperatures
on the diameter of the nanowire. Antiferroelectricity also exists at the nanoscale and, due
to the proximity in energy of the ferroelectric and antiferroelectric phases, a phase transition from the ferroelectric to the antiferroelectric phase can be facilitated through the
application of the appropriate mechanical and electrical boundary conditions. While much
progress has been made over the past several decades to understand the nature of ferroelectricity/antiferroelectricity in nanowires, many questions remain unanswered. In particular,
little is known about how the truncated dimensions affect the soft mode frequency dynamics or how various electrical and mechanical boundary conditions might change the nature
of the phase transitions in these ferroelectric nanowires. Could nanowires offer a distinct
advantage for solid state cooling applications? Few studies have been done to elucidate
the fundamental physics of antiferroelectric nanowires. How the polarization in ferroelectric
nanowires responds to a THz electric field remains relatively underexplored as well. In this
work, the aim is to to develop and use computational tools that allow first-principles-based
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modeling of electric-field-induced phenomena in ferroelectric/antiferroelectric nanowires in
order to address the aforementioned questions.
The effective Hamiltonian approach is a well validated model which reliably reproduces
many static and dynamic properties of perovskite ferroelectric and antiferroelectrics. We
begin by developing an effective Hamiltonian for the prototypical ferroelectric potassium
niobate, a lead-free material which undergoes multiple structural phase transitions. Density functional theory calculations within the LDA and GGA are used to determine the
effective Hamiltonian parameters for KNbO3 . By simulating an annealing within an NPT
ensemble, we find that the KNbO3 parameters found from first principles underestimate the
experimental transition temperatures. We apply a universal scaling technique to all of the
first-principles derived parameters and are thus able to more accurately reproduce the transition temperatures predicted by experiment as well as a number of other static and dynamic
properties of potassium niobate.
Having determined the parameters of the effective Hamiltonian for KNbO3 , we use this
as well as previously determined effective Hamiltonian parameters for PbTiO3 and BaTiO3
to study the electrocaloric effect in nanowires made of these materials. We determined that,
in general, the electrocaloric effect in ferroelectric nanowires is diminished due to the reduced
correlation length resulting from the finite lateral dimensions. However, certain temperature ranges were identified near ambient temperature where the electrocaloric response is
enhanced with respect to bulk. The effective Hamiltonian model was also employed to study
the response of the spontaneous polarization and temperature to tailored electric fields. We
identified a novel means of reversing the polarization in ferroelectric nanowires which could
potentially be used in the design of nanoscale THz sensors of ultra high density ferroelectric
memory devices.
While the soft mode frequency dynamics of bulk ferroelectrics under various mechanical boundary conditions have been studied extensively, the effects of different mechanical
boundary conditions on the soft mode dynamics in ferroelectric nanowires remains relatively
xii

under-explored. We conduct a comprehensive study on PbTiO3 nanowires which explores
the effects of hydrostatic pressure, applied uniaxial stress, and biaxial strain on the structural
properties, transition temperatures, and soft mode dynamics. We found that depending on
the particular type of mechanical boundary condition, the nanowire can exhibit either monodomain or polydomain vortex phases, drastically different from what is found for PbTiO3
bulk and originates from the critical role of the depolarizing field. We found a rich variety
of dipole patterns, particularly for the polydomain states with the dipoles arranged in single and double polarization vortices depending on the type and strength of the mechanical
boundary conditions. The soft mode frequency dynamics are also strongly affected by the
mechanical boundary conditions. In particular we find that the frequency of the E mode
in the P4mm phase is significantly larger than the A1 mode which is in contrast with bulk
PbTiO3 . This striking finding is attributed to the presence of the depolarizing field along
the truncated directions which leads to mode hardening.
In the last chapter, we identify the emergence of a ferroelectric state in antiferroelectric
PbZrO3 nanowires and describe possible ways to stabilize the ferroelectric phase. Finally,
we explore how our findings could potentially be used to improve existing technologies such
as energy storage devices and electromechanical actuators as well as future technologies like
solid state cooling devices.
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Introduction

1.1

Historical Background

For centuries the pyroelectric effect, or, the ability of certain materials to generate a spontaneous dipole moment upon heating or cooling, was known of but not well understood. This
was explained as the difference between the charge developed from uniform and non-uniform
heating was due to the resulting thermal stress created in the material. Of all the early
known pyroelectric materials, none were ferroelectric since none possessed a reversible electric dipole moment. The first known true ferroelectric material N aKC4 H4 O6 · 4H2 O, also
known as Rochelle salt, has a relatively complex structure and was consequently not well
understood at the time of its discovery. Additionally, given that it was the only known example of a ferroelectric material, ferroelectricity was believed to be somewhat of an anomaly
in nature. It was not until the years of 1935 to 1938 that a group of ferroelectric materials
was discovered which showed any kind of a structural pattern, the phosphates and the arsenates. Of the phosphates, the primary example is potassium dihydrogen phosphate with
chemical formula KH2 P O4 , better known as KDP. Discovered also were the ammonium salts
which did not develop a macroscopic polarization below their critical or Curie temperature.
Though it was not known at the time, the reason for this is that pN H4 q H2 P O4 , abbreviated
ADP, is actually an antiferroelectric so no net polarization should exist below the Curie
temperature. During the World War II era, ADP replaced Rochelle Salt in sonar devices as
it was not as sensitive to changes in temperature [2].
In the 1940’s barium titanate, a ceramic with a dimensionless dielectric constant of 1000 to
3000 at room temperature was discovered. It was later found that barium titanate (BaTiO3 )
was ferroelectric at room temperature. The crystal structure of BaTiO3 is much simpler than
that of all previously discovered ferroelectrics making it much easier to study and understand.
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Its discovery compelled scientists to search for other ferroelectrics with the same perovskite
ABO3 crystal structure. In the following years, other materials which were already known
of were found to be ferroelectric. Some of these materials include KNbO3 , KTaO3 , LiNbO3 ,
LiTaO3 , and PbTiO3 . The relatively simple crystal structure of these perovskites allowed for
the development of a microscopic theory of ferroelectric phase transitions. In 1950 John C.
Slater proposed that the ferroelectric behavior in BaTiO3 was due to the long-range dipolar
forces which tend to destabilize the high-symmetry configuration which was favoured by the
short-range forces. This assumption was correct and has since been verified by experiment
and further theoretical development. In 1960 Anderson and Cochran proposed the soft mode
theory of ferroelectrics. They proposed that only certain phonon modes are important to
ferroelectric phase transitions and that the others can be safely neglected without loss of
generality. [2]
The first application of thermodynamics to ferroelectric systems, Rochelle salt, was by
Mueller in 1940. He wrote the free energy as an expansion in powers of polarization and
strain. The expansion parameters were determined by associating them with measurable
quantities. The theory was capable of explaining dielectric, piezoelectric, and elastic behavior
at finite temperature using a free-energy polynomial containing a limited number of terms.
This technique was further developed to describe polar and non-polar phases by Ginzburg
and Devonshire with specific reference to BaTiO3 . It undergoes three phase transitions with
each ferroelectric phase having a different polar axis. In 1951, Kittel further generalized the
theory to include antiferroelectrics materials as well. [2]
Over the next several decades, a number of materials which had been previously studied
were found to be ferroelectric. Many of the crystals for which dielectric anomalies had been
reported were found to be ferroelectric or antiferroelectric. The list of materials known to be
ferroelectric numbered in the hundreds. The problem had shifted from a preponderance of
ferroelectric materials to that of a tendency to classify any antidistortive crystal as antiferroelectric and to categorize materials with merely a metastable polarization as ferroelectric [2].
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A new theory, and rigorous definition of ferroelectricty, was needed to accurately characterize
materials as ferroelectric.
Since the 1960’s, the theoretical emphasis has been on the lattice-dynamical or soft mode
description of ferroelectricity. In the mid-nineties, the pioneering works of Zhong, Vanderbilt,
Rabe et. al. [3–5] has cast our theoretical understanding into the context of the effective
Hamiltonian description of ferroelectric phase transitions. This interpretation capitalizes on
the lattice-dynamics with the effective Hamiltonian written in terms of the soft modes and
strain variables only. The effective Hamiltonian in general enough to describe essentially
all types of ferroelectric instabilities yet simple enough to remain tractable such that the
general aspects of ferroelectricity which are common to all systems can be identified. This
is especially true of the perovskite ferroelectrics as their relatively basic crystal structure
allows for theoretical progress to be made.

1.2

Theory of Ferroelectrics & Antiferroelectrics

Modern theories of ferroelectrics and antiferroelectrics can be divided into two main categories, macroscopic and microscopic approaches. The former typically use thermodynamic
principles and symmetry arguments to describe ferroelectric phase transitions in a broad
sense. These macroscopic theories are useful for comparison to experimental findings or
for models which attempt to quantify results for application purposes, however they give
no interpretation of the underlying mechanisms responsible for material properties and for
complex phenomena such as structural phase transitions. Microscopic theories on the other
hand have the capability of explaining why these phenomena occur by appealing to an
atomistic description of the physical systems being studied, often times with nanometer
spatial resolution and femtosecond temporal resolution. In the following sections, we will
begin with an overview of ferroelectrics and antiferroelectrics, followed by a thermodynamic
description of phase transitions, and a theoretical description of the electrocaloric effect.
We will also discuss experimental techniques for synthesizing ferroelectric/antiferroelectric
3

nanowires, current and potential applications of ferroelectrics and antiferroelectrics, concluding with a discussion of how these applications can be improved through the incorporation
of ferroelectric/antiferroelectric nanowires into their design.

1.2.1

Crystallography of Perovskites

Crystals are divided into 7 different crystal classes depending on their geometry. These
different classes possess varying degrees of crystal symmetry with the triclinic system having
the lowest symmetry and the cubic system being the most symmetric. Other phases include
monoclinic, orthorhombic, tetragonal, rhombohedral, and hexagonal. These crystal systems
are further divided into different crystal classes, of which there are 32 in total. Of these
32 classes, 11 possess a center of symmetry and therefore have no polar properties. If a
uniform stress is applied to a centrosymmetric crystal, the resulting displacement of charge
is distributed symmetrically throughout the crystal which causes full compensation of relative
charge separations and no dipole moment. Though the application of an electric field does
produce a strain, this strain is unchanged by the reversal of the electric field. This induced
strain is known as electrostriction and is present in all materials, crystalline or amorphous.
Of the 21 remaining crystal classes, 20 of them are piezoelectric meaning they exhibit electric
polarity when subjected to a stress. Of these 20 classes, 10 of them possess a unique polar
axis. Crystals belonging to these classes are classified as polar since they have a polarization
or a dipole moment per unit volume. If this polarization is discontinuous, for instance at
the surface of a ferroelectric sample, it creates a depolarizing electric field which opposes the
polarization. This depolarizing field can be compensated by the flow of free charge within
the crystal and in the surrounding medium. The free charge can originate from a number
of sources including free change carriers, molecular adsorbates, intrinsic surface states, and
oxygen vacancies. The polarization is in most cases temperature dependent, a phenomenon
known as pyroelectricity. The polarization can then be detected from the flow of charge to
and from the surfaces as the temperature of the crystal is changed. These 10 remaining
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crystal classes are thus referred to as the pyroelectric classes. [2, 6, 7]
A ferroelectric is a material which possesses a spontaneous polarization in the absence
of an electric field which can be reversed by the application of an electric field. The ability
of the orientational state to be reversed by the electric field is essential for classification of
a material as a ferroelectric. These orientational states are identical in crystal structure,
however they differ by the direction of the electric polarization vector at zero electric field.
Additionally, these states should represent a completely stable configuration in the absence
of an external electric field for the material to be classified as a true ferroelectric. In some
materials, a metastable state can exist, often times induced by the external field, which can
be switched upon reversal of the field. Technically, these materials are not classified as a
true ferroelectric.
The term prototype phase is used to describe the highest symmetry phase that a ferroelectric crystal can exist in. It is with respect to this phase that the small displacements of
the ions are described in reference to. The prototype phase exists as the highest temperature
paraelectric phase, face-centered cubic, in PbTiO3 , Pb(Ti0.6 Zr0.4 )O3 , and KNbO3 . A ferroelectric phase transition represents a change in crystal structure accompanied by the onset
of a spontaneous polarization. Figures 1.1(a) and (b) show data from a simulated annealing
of PbTiO3 bulk. At the Curie temperature, about 605 K in computational temperature,
the material undergoes a phase transition accompanied by the polarization spontaneously
acquiring a non-zero component along one of the crystallographic directions. In most ferroelectrics, a diverging dielectric response or permittivity, ε, is typically associated with the
phase transition from the paraelectric to the ferroelectric phase. This can be seen in Fig.
1.1(a) in which the inverse of the dielectric permittivity (1/ε) with respect to temperature
nearly goes to zero at the Curie temperature. Figure 1.1(b) shows the spontaneous strain
which is induced by the structural phase transition from cubic to tetragonal symmetry.
Figure 1.2(a) shows an example of a perovskite ABO3 conventional cell in which the
A (Pb) and B (Zr) ions are positively charged while the oxygen ions, 6 per conventional
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Figure 1.1: Spontaneous polarization and inverse dielectric susceptibility (a) and spontaneous
strain (b) as a function of temperature for PbTiO3 bulk.

cell forming an oxygen octahedron, are negatively charged. It is usually the case that a
ferroelectric phase transition is associated with the condensation of a low-frequency mode
(soft mode) of lattice vibration at the Brillouin zone center. Figure 1.2(b) shows the ionic
displacement associated with the condensation of this phonon mode. When a structural
phase transition is triggered by a zone-center soft mode it is called ferrodistortive. The
definition of a ferroelectric can then be amended as a subgroup of the class of ferrodistortive
transitions which involves the condensation of a polar or optically active mode which causes
the appearance of a long-range polar order in the crystal. When mode condensation occurs at
a place in the Brillouin zone other than the zone center, it is referred to as an antidistortive
or antiferrodistortive structural phase transition. This most often occurs at the Brillouin
zone boundary of the high-temperature phase and usually involves a doubling of the unit
cell to account for both polarization directions. An example of this cell doubling can be seen
in Fig. 1.2(c) in which the lead ions are displaced relative to one another in the Σ mode.
Figure 1.2(d) depicts the oxygen octahedron rotations associated with the antiferrodistortive
structural phase transition.
1

Figure 1.2 has been previously published in A. K. Tagantsev et al., “The origin of antiferroelectricity
in PbZrO3 ”, Nature Communications, vol. 4, p. 2229, 2013, and has been reproduced with permission from
Nature Publishing
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Figure 1.2: Perovskite ABO3 structure for PbZrO3 (a). Γ-point distortion responsible for
polar mode and dielectric anomaly (b). Lead displacements in the Σ point in the Brillouin
zone (c). Antiferrodistortive (non-polar) oxygen octahedron rotations at the R point in the
Brillouin zone (d). Taken from Ref. [1]

Though most ferroelectrics are ferrodistortive, it is not a necessary condition that a zonecenter polar mode be the driving instability which leads to the structural phase transition.
Due to a strong coupling between the soft mode and the long wavelength acoustic phonons,
often referred to as strain variables, it is possible that a driving antidistortive mode can
indirectly induce a spontaneous polarization. Such a transition is labelled intrinsically antidistortive but extrinsically ferroelectric. The primary order parameter is of antidistortive
character making the spontaneous polarization the secondary order parameter of the phase
transition. There always exists only one primary order parameter, however there can be a
number of secondary or induced order parameters resulting from phonon couplings. [2, 6]
Due to the piezoelectric interaction, resulting from the coupling of polar modes to acoustic
modes, a spontaneous strain is virtually a universal characteristic of all ferroelectrics since
they are all piezoelectric. If this strain can be reversed by the application of a stress, then
7

the material is said to be ferroelastic. Technically, the crystal is ferroelastic if it possesses
two or more orientational states in the absence of both mechanical stress and an electric field
and can be shifted from one to the other of these states by the application of a mechanical
stress. These orientational states are identical in crystal structure and differ only in the
mechanical strain tensor at zero mechanical stress and electric field.

1.2.2

Thermodynamics

The thermal, elastic, and dielectric behavior of a homogeneous dielectric is completely described by 6 different physical quantities, namely the temperature (T), the entropy (S),
stress (σi ), strain (ηi ), electric field (E), and displacement electric field (D). There are 6
components of both stress and strain and 3 components of the electric and displacement
fields giving a total of 20 thermodynamic coordinates necessary to fully specify the state of
the system. A thermodynamic description of ferroelectrics typically begins with the first law
of thermodynamics which states that the change in internal energy per unit volume is equal
to the infinitesimal quantity of heat transferred to the unit volume plus the work done on
the ferroelectric by electrical or mechanical forces and is given by

dU = dQ + dW

(1.1)

during the resulting quasi-static transformation. For quasi-static processes, the change in
state of the system is reversible which further simplifies calculations such that the infinitesimal quantity of heat received by the unit volume is related to the absolute temperature and
change in entropy of the system by the expression dQ = T dS where S is the entropy of the
system. The work done by a uniform mechanical stress and uniform electric displacement
field can be separated into their individual contributions giving
Z
dW = dWM + dWE =

pσi dηi + Ei dDi q dV.
V
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(1.2)

Combining these two equations, the first law can be rewritten as

dU = T dS + σi dηi + Ei dDi

(1.3)

where both strain and electric displacement fields are assumed to be uniform. From equation
(1.3), the exact differentials take their simplest form if S, or ηi , or D are held constant. These
are referred to as principal variables for the internal energy. It is then possible to calculate
T , σi , and E from Eq. 1.3
ˆ
T =

∂U
∂S

˙

ˆ
,
η,D

σi =

∂U
∂ηi

˙

ˆ
,

Ei =

S,D

∂U
∂Di

˙
(1.4)
S,η

where these three expressions describe the calorimetric, elastic, and dielectric equations of
state respectively.
An example of a typical experimental situation under which static measurements are
performed is with T , σi , and Ei held constant. The thermodynamic potential in this case is
the Gibbs free energy defined as

G = U − T S − σi ηi − Ei Di

(1.5)

which can be used to derive the equation of state. The differential form is

dG = −SdT − ηi dσi − Di dEi

(1.6)

The differential form of the Gibbs free energy represented by equation 1.6 implies that
the free energy is, in equilibrium, a stationary function with respect to changes in the principle variables. The second law of thermodynamics states that if a closed system is in a
configuration that is not the equilibrium configuration, the most probable consequence will
be that the entropy of the system will increase monotonically in successive instants of time,
referred to as the law of increase of entropy. [8] Application of this law to the differential
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of the thermodynamic potential in equation 1.6 with reference to non-equilibrium configurations reveals that these processes have the effect of bringing the system to a state of
thermodynamic equilibrium. Consequently, as the system approaches equilibrium with the
independent variables held constant, the free energy is minimized given that the variables
being constrained are the principal ones. For the principle variables T , σi , and Ei , it is
the Gibbs free energy which is minimized with respect to the constrained variables as the
system reaches equilibrium. As a result, the values of the constrained variables then define
the equilibrium values of the unconstrained variables in terms of T , σi , and Ei .
ˆ
S=−

∂G
∂T

˙

ˆ
ηi = −

,
σ,E

∂G
∂σi

˙

ˆ
Di = −

,
T,E

∂G
∂Ei

˙
(1.7)
T,σ

Using these final relationships, the minimized free energy is thus expressed in terms of
the principal values alone as
ˆ
dG =

∂G
∂T

˙

ˆ
dT +
σ,E

∂G
∂σi

˙

ˆ
dσi +
T,E

∂G
∂Ei

˙
dEi

(1.8)

T,σ

If two or more states are locally stable for the same set of constraints, the state with
the smallest value of the free energy is called the absolutely stable state while the others
are referred to as metastable state. In other words, the metastable states represent local
minima in the free energy landscape, while the global minimum is the absolutely stable
configuration. [2, 9]

1.2.3

Landau-Devonshire Models & Phase Transitions

The Landau-Devonshire theory provides a description of ferroelectric behavior near phase
transition for a system in equilibrium. The model is based solely on symmetry arguments
and essentially relates measurable quantities to one another using a minimum set of input
parameters which can be found either by experiment or from first-principles calculations. As
previously mentioned, the thermodynamic state of a system is completely specified by the
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values of certain variables. For bulk ferroelectrics these variables are the temperature (T),
the polarization (P), the electric field (E), the strain (η), and the stress (σ). Typically, an
electric field and elastic stresses are applied externally so the polarization and strain can be
regarded as being dependent variables. Landau-Devonshire theory utilizes two fundamental
postulates of thermodynamics applied to bulk ferroelectrics: The free energy F of a system
can be expressed generally as a function of ten variables (three components of polarization,
six components of a stress tensor, and a temperature); and the values of the dependent
variables (polarization and strain) in thermal equilibrium are obtained at the free-energy
minimum when the free energy is optimized. [9]
A thermodynamic system cannot change smoothly between two phases of different symmetry. Additionally, since the thermodynamic states of two phases that are symmetrically
distinct are required to be the same at their shared transition line, the symmetry of one
phase must be higher than the symmetry of the other. The transition is characterized in
terms of the order parameter, a physical entity which is zero in the highest symmetry disordered phase and changes to a finite value as the symmetry is lowered. In the vicinity of
the phase transition, the free energy is expanded in powers of the dependent variables or
order parameters, the polarization and the strain, with the coefficients to be found from
experiment or from ab initio calculations. Only symmetry compatible terms are retained in
the expansion. Due to cubic symmetry, in an expansion of the free energy in polarization,
only terms with even powers in the polarization would survive while terms with P , P 3 , etc.
dependence are discarded. [7, 9]
The Landau-Devonshire model is strictly a macroscopic theory and cannot describe any
microscopic physics associated with the phase transition such as atomic displacements, domain wall formation or motion, etc. In general, for Landau-Devonshire theory to be valid the
local fluctuations in the order parameter must be small compared to the value of the order
parameter itself. The characteristic length scale over which these fluctuations are considered
is given by the correlation length denoted by ξ. The correlation length corresponds to the
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length scale over which the polarization exists above T0 , at T = T0 the correlation length ξ
diverges, and for T < T0 it describes the length scale over which P varies from its equilibrium
value. Landau theory works well when coordination number, or, the number of interacting
neighbors for a given site, is high. This is achieved by large dimensionality or by long-range
interactions. In ferroelectric systems, significant dipolar interactions contribute to these
long-range interactions making Landau Theory a useful tool, however angular dependence
of the dipolar force leads to non-Landau behaviour near phase transition. [2, 9]
In the Landau-Devonshire phenomenological model of ferroelectricity, the free energy of
a system can be written using the general expression
1
1
1
FP = a pT − T0 q P 2 + bP 4 + cP 6 − EP
2
4
6

(1.9)

with a and c being positive coefficients for all known ferroelectric materials. From this
equation, two distinct situations arise depending on the sign of b. For a 2nd order or
continuous phase transition, b > 0 and the transition occurs at T = T0 . For a 2nd order
transition, the free energy changes continuously and smoothly as shown in Fig. (1.3a).
Above T0 , the only stable energy state exists at zero polarization. As the temperature is
lowered below the transition temperature, the classic double-well energy landscape develops
giving rise to the two stable polarization states. A 2nd order transition is termed continuous
since as the temperature is decreased, the order parameter P goes continuously to zero at
the transition temperature as illustrated in Fig. (1.3b). In contrast, dielectric susceptibility
diverges at T0 as it is governed by the expression

χ=

∂P
∂E

=
P0

1
pT − T0 q−1
2a

(1.10)

where a is the coefficient from Eq. 1.9 and P0 is the equilibrium polarization. The divergence
of the susceptibility predicted by Landau-Devonshire theory of course does not occur in
nature. In practice, χ reaches finite albeit extremely large values in real ferroelectric materials
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which undergo 2nd order phase transitions [9].
(b)
(a)

F
P
P

(c)
T > T0
T = T0
T < T0

T0

T

1/χ

χ

T0

T

Figure 1.3: Second-order ferroelectric phase transition. (a) Free energy as a function of
the polarization for T > T0 , T = T0 , and T < T0 ; (b) Spontaneous polarization P0 pT q as
a function of temperature. (c) The susceptibility and its inverse, where χ = ∂P/∂E|P0 is
evaluated at the equilibrium polarization P0 pT q.

For negative values of b, the material will undergo a 1st order or discontinuous phase
transition. Figure (1.4a) depicts this situation where, even for temperatures above the
Curie point, the free energy landscape might have local minima with non-zero polarization
vectors representing metastable states. As the temperature of the system is further reduced,
equivalent to reducing a, these energy minima will further reduce until at temperatures
T0 < TC , below the transition temperature, these states will drop below the energy of the
zero polarization state and become the thermodynamically favored configuration. These
energy minima represent the two stable ferroelectric states of the crystal, being equivalent
in energy in the absence of an electric field with the unpolarized state being unstable. By
applying an electric field, the system can be biased such that one energy state will be lower
than the other. This will become the thermodynamically favored energy state; the dipole
moments of each unit cell will tend to align themselves with the electric field leading to a
preferred dipole configuration. A reversal of the electric field direction essentially amounts
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to a reflection of the free energy vs. polarization curve about the energy axis with the dipoles
reacting by reversing their directions [2, 9].
(b)
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P
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T

Figure 1.4: First-order ferroelectric phase transition. (a) Free energy as a function of the
polarization at T > TC , T = TC , and T = T0 < TC ; (b) Spontaneous polarization P0 pT q
as a function of temperature. (c) Susceptibility χ as a function of temperature.

An important feature characterizing the 1st order transition is that the order parameter
P jumps discontinuously to zero at the transition temperature, as illustrated by Fig. (1.4b).
Consequently, the dielectric susceptibility also jumps discontinuously at the Curie temperature, TC , as is shown in Fig. (1.4c). At T = TC , all three states are energetically degenerate;
the thermodynamic behavior of the system depends on whether the crystal is being heated
from the lower temperature ferroelectric phase up to TC or being lowered to TC from the high
temperature paraelectric phase. This is a phenomenon known as thermal hysteresis where
the transition temperature depends on whether the sample is heated or cooled, depicted in
Fig. (1.5). In Fig. 1.5, a simulated annealing and heating of a KNbO3 bulk sample, the
transition temperatures are lower for the cooling cycle than for heating by approximately
100 K.
Another type of hysteresis which is characteristic of ferroelectrics is that of electrical
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Figure 1.5: Thermal hysteresis loops for KNbO3 bulk.

hysteresis as shown in Fig. 1.6. As the applied electric field is varied, the free energy
minima change depth and switch their relative positions and the polarization in the material
consequently reverses direction as the dipoles shift their spatial orientations. As there is an
energy barrier between the two minima, a small electric field will not immediately reverse
the polarization. [9]
P

E

Figure 1.6: Schematic diagram of hysteresis in an idealized ferroelectric. Accompanying the
hysteresis curve are the corresponding free energy curves depicting the shape of the energy
wells and the polarization orientation in the ferroelectric crystal.
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The amount of polarization that remains when the electric field is zero is referred to as
the remnant polarization represented by the point of intersection of the hysteresis curve and
the polarization axis. The saturation polarization is the maximum amount of polarization
achieved at the maximum electric field applied. This is the polarization that exists in the
stable state at the minimum of energy (bottom of the lowest energy well). The coercive
electric field is the electric field required to bring the polarization from one of the stable
states to zero. This is the point where the hysteresis curve intersects with the electric field
axis, where the polarization reversal occurs. [2]
It is important to recognize that in real physical systems, phase transitions are never
completely 1st or 2nd order but instead represent some combination of these two idealized
cases. Some phase transitions are predominately 1st or 2nd order, but these two extremes
essentially represent limiting cases for the behavior of real crystal systems. They serve as
tools for modelling ferroelectric materials and for predicting and explaining different features
and properties of the system being studied.

1.3

The Electrocaloric Effect

The electrocaloric effect is defined as the adiabatic change in temperature or equivalently
the isothermal change in entropy upon application of an external electric field. Due to their
large dielectric susceptibility, ferroelectric materials display a strong electrocaloric response
making them suitable candidates for studying the electrocaloric effect which could potentially
be used in solid-state cooling applications. We will now provide a brief introduction to the
physical concepts and mathematical expressions used to describe the electrocaloric effect.

1.3.1

Electrocaloric Cycles

The essential operating principles of an electrocaloric refrigeration cycle are analogous to
those of a vapor compression cooling cycle. There must be some mechanism by which the
electrocaloric material transfers heat to the surrounding environment as well as absorbs heat
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from it. This is incorporated into a thermodynamic cycle as depicted in Fig. 1.7, a schematic
representation of an electrocaloric refrigeration cycle. The cycle goes as follows :
1. Adiabatic polarization (A → B) - An isolated electrocaloric material is subjected to
an electric field from E1 to E2 which results in ordering of the electric dipoles. The electric
field polarizes the material causing the dipoles to align along the direction of the electric
field. The refrigerant heat capacity and configurational entropy decreases (S1 to S2 ) and
since the process is adiabatic (refrigerant isolated to heat exchange with environment) the
temperature of the material increases as (T0 + ∆T ).
2. Heat transfer (B → C) - The refrigerant is put into thermal contact with a hot
reservoir (Th ), the electric field is held constant to ensure the process is isothermal (constant
refrigerant temperature). Heat is expelled from the refrigerant to the heat reservoir according
to Qh = Th ∆Sh where ∆Sh = S3 − S2
E1 , T0 , S1

(A)

disordered dipoles

E2 , T0 + ΔT , S2
Field increased
adiabatically

(B)

ordered dipoles

Tc
HEAT LOAD

Isothermal
process
E4 , T0 – ΔT , S4

Th

(D)

disordered dipoles

Isothermal
process

E3 , T0 , S3
Field decreased
adiabatically

HEAT SINK

(C)

ordered dipoles

Figure 1.7: Schematic diagram of an electrocaloric refrigeration cycle.

3. Adiabatic depolarizing (C → D) - The electrocaloric material is again isolated from
the heat reservoir while the electric field is decreased (E3 to E4 ) allowing the dipoles to
relax and depolarize, causing the configurational entropy to increase (S3 to S4 ). Since the
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material is isolated from its surroundings (adiabatic conditions), no heat is exchanged and
the refrigerant cools down (T0 − ∆T ).
4. Entropy transfer (D → A) - The refrigerant is placed in thermal contact with the cold
reservoir (or heat load). Heat migrates from the cold reservoir to the refrigerant causing the
cold reservoir to cool down to Tc . The electrocaloric refrigerant absorbs heat from the cold
reservoir as Qc = Tc ∆Sc with ∆Sc = S1 − S4 [10].
The Carnot cycle depicted in Fig. 1.7 is the most commonly studied and reported
refrigeration cycle for electrocaloric refrigeration, other thermodynamic cycles have also been
considered including the Brayton [11], Ericsson [10,12,13], Stirling cycles [10,14,15]. Another
quantity of interest in electrocalorics research is the refrigerant capacity
Z

Th

∆SdT ≈ −∆Sm × F W HM

RC =

(1.11)

Tc

where the integral is the area under the δS pT q curve and F W HM is the full width at half
maximum of the ∆S pT q curve. A similar quantity is the relative cooling power defined as
RCP = ∆Tmax × δTF W HM where ∆Tmax is the maximum electrocaloric change in temperature and δTF W HM is the full width at half maximum of the ∆T pT q curve. These quantities
are used to benchmark caloric materials in a reversible cycle to serve as a basis of comparison.
It is a way to quantitatively measure which materials would perform best in caloric cooling
devices. The coefficient of performance of the ideal Carnot cycle shown above is given as
COPCR =

Tc
Th −Tc

while the efficiency of a refrigerator relative to the ideal Carnot cycle is

η=

1
1+

Th Sgen
∆Sc pTh −Tc q

(1.12)

where Sgen = ∆Sh − ∆Sc is the entropy from irreversible processes. Equation 1.12 predicts
that in the limit that Sgen → 0 or the product ∆Sc pTh − Tc q → ∞, the efficiency of the real
refrigeration cycle equals that of the ideal Carnot cycle. This means that efficiency can be
achieved by minimizing the entropy due to irreversible processes and maximizing the change
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in temperature times the change in configurational entropy.

1.3.2

Indirect Method for Estimating ∆TECE

Given that the electrocaloric effect originates from an isothermal entropy change in the material, by appealing to equations from classical thermodynamics and electrodynamics, an
equation which characterizes the electrocaloric effect in dielectric materials can be found.
Beginning with the Gibbs free energy and by incorporating the Maxwell relations, an expression can be derived for the change in temperature as a function of the change in the
polarization [10, 16].
In most experimental environments, the temperature, stress, and electric field are the
independent variables making the Gibbs free energy the quantity of interest. The Gibbs free
energy is written as follows

G = U − Xij xij − Ei Di − T S

(1.13)

where Xij are the components of the stress tensor, xij is the corresponding strain components,
Ei the electric field components, and Di are the components of the electric displacement field.
The subscripts i and j denote the fact that Ei and di are vectors while Xij and xij are 2nd
rank tensors. In differential form we have

dG = −xij dXij − Di dEi − SdT

(1.14)

for infinitesimal changes in Xij , Ei , and T . If we consider the solid to be isolated from its
environment, the derivative of the Gibbs free energy yields
ˆ

∂G
∂Xij

˙

ˆ
= −xij ,
E,T

∂G
∂Ei

˙

ˆ
= −Di ,
X,T

∂G
∂T

˙
= −S

(1.15)

E,X

The equations represent the principal effects, elasticity, dielectric permittivity, and heat
capacity respectively [10]. The Maxwell relations are obtained by taking further derivatives
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of the principle effects equations giving mixed partial derivatives :

˙
ˆ
˙
ˆ
˙
∂xij
∂Dk
∂ 2G
=
=
= dijk
−
∂Xij ∂Ek T
∂Ek X,T
∂Xij E,T
ˆ 2
˙
ˆ
˙
ˆ
˙
∂ G
∂xij
∂S
−
=
=
= αij
∂Xij ∂T E
∂T X,E
∂Xij E,T
ˆ 2 ˙
ˆ
˙
ˆ
˙
∂ G
∂Di
∂S
−
=
=
= pi
∂Ei ∂T X
∂T X,E
∂Ei X,T
ˆ

(1.16)
(1.17)
(1.18)

Equation 1.18 states that
ˆ

∂Di
∂T

˙

ˆ
=
σ,E

∂S
∂Ei

˙
(1.19)
σ,T

thus
E2

Z
∆S =

E1

ˆ

∂Di
∂T

˙
dEj

(1.20)

X,E

where E0 and E0 + ∆E are the initial and final electric fields. Equation 1.20 is the adiabatic change in entropy under an applied electric field. To derive the adiabatic change in
temperature, we begin with the full differential of the entropy as a function of temperature
and electric field
ˆ
dS =

∂S
∂T

˙

ˆ
dT +
E

∂S
∂E

˙
dE.

(1.21)

T

Under adiabatic conditions the change in entropy is zero (dS = 0), thus Eq. 1.21 becomes
ˆ
−

∂S
∂T

˙

ˆ
dT =
E

∂S
∂E

˙
dE.
T

The definition of heat capacity at constant electric field is
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(1.22)

ˆ

∂S
CE = T
∂T
` ∂S ˘
gives
which substituted into Eq. 1.22 for ∂T
E
ˆ

CE
−
dT =
T

˙
(1.23)
E

∂S
∂E

˙
dE

(1.24)

T

for the adiabatic change in temperature where the negative sign indicates that for a positive
` ˘
i
change in Ei the temperature change resulting from the negative slope of ∂D
is positive.
∂T X,E
Finally, we substitute Eq. 1.19 into Eq. 1.24 to arrive at
dT
T
=−
dEi
CE

ˆ

∂Di
∂T

˙
(1.25)
X,E

Equation 1.25 is a first order differential equation with a solution T pEq satisfying the
initial condition T pE0 q = T0 [16]. The heat capacity is, in principle slightly dependent
on the electric field and strongly dependent on the temperature. Equation 1.25 cannot be
solved analytically, though a convenient way to approximate the electrocaloric change in
temperature is through the expression
Z

E0 +∆E

∆T = −
E0

T
CE

ˆ

∂Di
∂T

˙
dEj

(1.26)

X,E

where the temperature dependence of the heat capacity is ignored since it is approximately
constant over the small temperature changes considered. Strictly speaking, this is not mathematically correct since it treats the temperature variable T as a constant over the interval
E0 → E0 + ∆E while calculating the change in temperature. Further simplifications can be
introduced by using equations from classical electrostatics relating the displacement field to
the electric field and the electric susceptibility. Recognizing that for ferroelectric materials
the susceptibility, χe , is much greater than 1, we can approximate the displacement field as
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χe  1

D = 0 E + P0 + ε0 χe E = P0 + 0 p1 + χe q E

⇒

D ≈ P0 + 0 χe E = P (1.27)

in the linear approximation where P0 is the spontaneous polarization. Equation (1.26) can
then be written as follows
T
∆T = −
CE

Z

E0 +∆E

ˆ

E0

∂Pi
∂T

˙
dEi

(1.28)

X,E

where we have removed T from the integral under the assumption that the change in temperature is small.
This equation is in practice easier to use since the polarization as a function of T is
typically available from either experimental or computational data. Equation 1.28 can be
integrated numerically using data for P pT q where the numerical integration should be done
using a dense grid of points to ensure the highest degree of possible accuracy. The P pT q
curves calculated at different E are fitted with a polynomial of arbitrary order.

1.3.3

Direct Method for Obtaining ∆TECE

The most common experimental technique for directly measuring the adiabatic change in
temperature in a material is differential scanning calorimetry, or DSC [10]. This method is
relatively sensitive for detecting enthalpy changes on the order of 0.01 J/g and is able to
operate on relatively small samples ∼ 10 mg. The method works by imposing a constant
heat flow

dHr
dt

on the reference sample resulting in a linear temperature ramp. A feed-back

loop forces the sample temperature to follow the reference temperature which changes the
s
s
r
sample power input dH
. The differential power, the measured quantity, dH
= dH
− dH
dt
dt
dt
dt
R
is integrated as dH
dt, providing the enthalpy related to the thermal process taking place
dT

in the sample. From the measured heat flow, the electrocaloric entropy or electrocaloric
temperature change can be calculated [10].
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Greater accuracy and precision can be achieved using the modified high-resolution calorimetry technique which provides very precise control of the thermal shield, resulting in near adiabatic conditions, and high-resolution measurements of the sample temperature [10]. This
method instead of attempting to control the heat flow applies an electric field at constant
temperature (an applied electric field under adiabatic conditions consistent with the definition of the electrocaloric effect). The electrocaloric heat can then be obtained by integrating
R E ` dQ ˘ 0
dE . The entropy change can then be determined by ∆S = Q
.
the equation Q = 0 dE
0
T
To obtain Q pT q, multiple measurements can be performed at different measurement temperatures from heating to cooling. The electrocaloric change in temperature is related to
the changes in entropy as ∆T =

T ∆S
Cp0q

where C p0q is a constant zero-field and temperature

independent heat capacity [17].

1.3.4

Applications of Bulk Ferroelectrics/Antiferroelectrics

The number of publications concerning ferroelectrics and related materials has risen drastically over the last 50 years, mostly owing to the diversity of technological applications for
which ferroelectrics are essential. Studies of antiferroelectrics is gaining attention given that
antiferroelectrics possess many properties which are attractive for the design of technological
devices. The device applications which ferroelectrics and antiferroelectrics are currently or
could potentially be used for include piezoelectric actuators and sensors, pyroelectric infrared
imaging devices, and energy converters, solid-state refrigerators, ferroelectric random access
memory (FRAM), nanoscale terahertz sensors and image resolution, and high permittivity
dielectric capacitors. The following is a brief introduction to the theoretical concepts and
design behind some of these technologies.
Antiferroelectrics have a small to non-existent remnant polarization and large saturation
polarization meaning that the energy storage capability is large in these materials with
relatively small dielectric losses coming from their characteristic double hysteresis loops.
The energy storage densities seen in antiferroelectric materials are around 50 - 60 J/cm3
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compared to values for materials like Pt-buffered silicon of 7 - 8 J/cm3 [18]. It is the
electric field induced transition from the antiferroelectric to ferroelectric state which makes
antiferroelectric materials excellent prospects for energy storage applications such as charge
capacitors. Could the use of antiferroelectric nanowires further enhance the energy storage
capabilities for use in capacitors or possibly increase the tunability of such devices allowing
them to operate in a wider range of temperatures?
Ferroelectrics can also be utilized for energy conversion applications including the conversion of thermal energy to electrical energy via the pyroelectric effect [19, 20] and also the
conversion of solar energy to electricity in ferroelectric based solar cells [21]. In a recent
article published by Science Daily [22] based on a Nature Photonics article by Jonathan E.
Spanier of Drexel University [23], the depolarizing field present in ferroelectric nanostructures promotes impact ionization and carrier multiplication, increasing the efficiency of the
solar cells. This application of ferroelectric materials to inorganic solar cell research could
help create more efficient energy conversion mechanisms allowing for cheaper clean energy
in the future. Currently, one of the major drawbacks of solar power is its lack of efficiency; a
problem that nanoscaling of photoelectronic devices could potentially remedy especially since
the depolarizing field is largely enhanced and highly tunable in ferroelectric nanostructures.
The characteristic frequency of the soft mode for ferroelectric materials is typically ∼ 1 6 terahertz (THz) which falls between microwaves and infrared light on the electromagnetic
spectrum. This makes ferroelectric materials perfect for the design of THz sensing and
imaging applications as they are highly responsive to light of this frequency, though other
materials are also used for these purposes. These applications are useful for a number of
tasks including : THz ray spectroscopy, tomography, image rendering, bioaffinity sensing,
as well as detecting “hidden objects” such as explosive devices and illegal drugs through
layers of plastic and cloth [24–27]. Terahertz imaging devices essentially work the same way
optical imaging devices work except that the THz rays propagate through many materials
while being strongly absorbed by others. A THz source produces the rays which end up
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at the THz detector with the object to be imaged between the two. The THz detector
then reproduces a false color visible light image of the object. In other situations the THz
detector is used as a spectrograph with different chemical compounds being identified by
their unique cross-section vs. frequency signature. The use of ferroelectric nanostructures
such as nanowires and nanotubes could revolutionize the field of THz frequency sensing and
imaging by allowing devices to become smaller, even down to the micro and nanoscales.
Ferroelectric materials are currently being used in the design of computer memory called
FRAM standing for ferroelectric random access memory and products are commercially
available [28, 29] as shown in Fig. 1.8. Ferroelectric RAM works by using an electric field
to polarize a sample of ferroelectric material, typically PZT, to store a bit of information
depending on the direction of polarization. The information can later be read out by measuring the current output associated with the reorientation of the dipoles, a destructive process
requiring the data to be re-written after reading. Figure 1.8 also shows a schematic diagram
of the structure of a FRAM memory cell. The advantages of FRAM over conventional RAM
are its low power usage, faster write performance, exceedingly long data retention times
∼ 10 years at 85◦ C, and greater read/write endurance ∼ 1010 - 1014 cycles [30, 31]. Much
of the current focus in the area of ferroelectric RAM is in developing ways of miniaturizing
memory chips to improve the memory density while maintaining all of the advantages over
conventional RAM previously mentioned [32–35].
The pyroelectric effect is the coupling of temperature to the polarization in a material.
This means it will generate an electrical signal as the temperature of the material is changed
[38]. There are two types of pyroelectric devices which are characterized by whether or not
the operating temperature coincides with the Curie temperature. Conventional pyroelectrics
are poled materials and operate in a temperature range below the Curie temperature away
from the phase transition. The other type are called the phase-switching pyroelectrics which
2

Figure 1.8(a). 1T FeRAM cell structure. Cyferz at English Wikipedia, 2007, via en.wikipedia. Used
under Creative Commons Attribution-Share Alike 3.0 Unported license.
3
Figure 1.8(b) has been reproduced with permission from Cypress Semiconductor.
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Figure 1.8: (a) Schematic diagram of the ferroelectric RAM cell structure [36]. (b) Image of
a FRAM chip commercially available through Ramtron International Corporation [37].

operate near the transition temperature using a bias field to stabilize the pyroelectric effect
[39]. The electrical response in a pyroelectric is proportional to the rate of change of the
polarization with respect to the temperature and pyroelectric devices can detect radiation
from soft x-ray
to far infrared though the detectable
file:///C:/Users/ryan/Downloads/1T_FeRAM_cell_structure.svg
4/19/2017 frequency can be controlled with an
optical filter [40]. The pyroelectric effect can be used in fire alarms, gas analyzers, intrusion
detectors, differential detectors, microwave and x-ray detectors, biomedical imaging, and
thermal imaging devices [40]. Figure 1.9 shows an example of a false color rendering taken
using an infrared imaging device. The figure also shows a schematic diagram of an infrared
sensor built using a pyroelectric chip to detect changes in current produced by the materials
change in polarization due to variations in temperature.
For roughly a century vapor compression techniques have been the dominant means of
refrigeration and engineering air conditioning systems. Though these methods are reliable
and inexpensive, they are extremely inefficient and harmful to the environment and possibly to individuals. Devices which utilize the electrocaloric effect offer a very promising
and economical alternative to vapor compression cooling. Other cooling methods have been
proposed and developed, namely those relying on thermoelectric and magnetocaloric effects.
4

Figure 1.9(a). Cold nose, warm touch - Thermography of Cat. yellowcloud from Germany, 2011,
(flicker). This file is licensed under the Creative Commons Attribution 2.0 Generic license.
5
Figure 1.9(b). Pyroelectric detectors from InfraTec. InfraTec GmbH (www.infratec.de), 2011. This file
is licensed under the Creative Commons Attribution-Share Alike 4.0 International license.
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(a)

(b)

Figure 1.9: (a) IR image of a cat taken using a pyroelectric sensor [41]. (b) Examples of
pyroelectric sensor devices [42].

However these methods have a number of drawbacks. Thermoelectric devices are very inefficient requiring large amounts of input energy for little cooling power. Magnetocaloric coolers
require large magnetic fields to operate and consequently, large and bulky magnets [10]. This
makes the prospect of miniaturization much more difficult to realize. Electrocaloric coolers
display high efficiency similar to that found in magnetocaloric coolers, but offer additional
benefits as solid-state-cooling devices, such as, compact size, less weight, and easy device
integration [10]. The electrocaloric effect was, for a long time, thought to be too small to
be of any practical importance. However, due to the discovery of the giant electrocaloric
effect of ∼ 12 K in PbZr0.95 Ti0.05 O3 thin films close to the antiferroelectric-paraelectric phase
transition at 225◦ C, the field has received a renewed interest and electrocaloric materials are
now seen as the key to future solid-state-cooling devices [43]. A Physics Today Online article stated that “Such materials (ferroelectrics) thus hold promise for compact, small-scale,
solid-state refrigeration” [44].
Though ECE solid-state refrigeration has not yet reached the production stage, the concept of a solid-state refrigerator which utilizes the electrocaloric effect has been tested in the
laboratory environment providing proof of principle [11]. One such experiment was done by
designing a working electrocaloric solid-state refrigerator which implemented and characterized the electrocaloric Brayton cycle using doped BaTiO3 ferroelectric layers in a multilayer
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capacitor as the cooling element [11]. The capacitor is mechanically actuated allowing it to
move between a heat source and a heat sink making thermal contact with each sequentially.
The application of a bias electric field is synchronized with the mechanical motions creating
a complete and controlled thermodynamic cycle. A schematic representation of this device
is shown in Fig. 1.10 along with the temperature as a function of time profile for a cycle
using a 300 kV/cm electric field. The total change in temperature is moderate, roughly
0.8◦ C from peak to trough and the period of the temperature change is about 150 seconds. This experiment proves that the electrocaloric effect can indeed be used in the design
of solid-state refrigerators which will help eliminate the need for inefficient and hazardous
vapor-compression refrigerators in the future.
(b)

(a)

Figure 1.10: (a) Experimental setup used to demonstrate the electrocaloric Brayton cooling
cycle in doped BaTiO3 ferroelectric layers in a multilayer capacitor. (b) Temporal temperature profile upon application and removal of a bias field of magnitude 300 kV/cm [11].

1.4

Nanowire Fabrication & Characterization Techniques

Various experimental techniques have been developed to synthesize 1-D nanostructures with
different compositions, morphologies, and device applications. This section provides a brief
summary of the methods used to create perovskite nanowires and nanotubes as well as
6

Figure 1.10 has been previously published in Y. Jia and Y. Sungtaek Ju, “A solid-state refrigerator based
on the electrocaloric effect,” Applied Physics Letters, vol. 100, p. 242901, 2012., and has been reproduced
with permission from Applied Physics Letters
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characterization techniques. One of the more commonly employed ways to synthesize 1-D
nanostructures in a laboratory is hydrothermal synthesis. This involves the crystallization
of various chemical substances, chemical precursors, by annealing from high temperature an
aqueous solution at relatively high vapor pressures. As the mixture is slowly cooled, the water
evaporates and the chemicals react to form the desired crystal structure. This method has
been used extensively to synthesize perovskite 1-D nanostructures [45,46]. The hydrothermal
method was also recently used to synthesize individual PbTiO3 nanowires with diameters in
the range 40 - 500 nm and lengths of ∼ 400 µm [47]. These nanowires were found to exhibit a
tetragonal structure with cell parameters a = b = 3.905 Å and c = 4.156 Å giving a c/a ratio
of 1.064. Another commonly synthesized ferroelectric nanowire is Pb(Zr1−x Tix )O3 (PZT)
with different compositions of Zirconium and Titanium. This was done recently by Wang
et. al. using the hydrothermal growth mechanism producing nanowires with a stoichiometry
of roughly Pb(Zr0.17 Ti0.83 )O3 with a monocrystalline tetragonal structure having their [001]
direction along the axial direction of the nanowires. The polarization vector was along the
axial direction of the nanowires as indicated from TEM-SAED analysis and the nanowires
had average diameters of ∼ 50 to several hundred nanometers [45].
Another technique often used to grow nanocrystals and nanowires, especially using titanium oxide, is the sol-gel method. In this process, inorganic molecules particularly monomers,
are mixed in a colloidal suspension (sol) which is subsequently evolved into a continuous liquid phase through the process of gelation (gel). This method was used to synthesize PbTiO3 ,
Pb(Zr1−x Tix )O3 , and BaTiO3 nanowires [48, 49]. Nanowires can also be grown parallel to a
substrate surface as rows of nanowires. This was done using the sol-gel method using a
microwave oven to anneal the BaTiO3 nanowires for 2.5 - 5.0 minutes [49]. The lengths of
the nanowires depends on how long they are annealed and ranged from 100 nm to 900 nm.
Such nanowire arrays could be used for high density computer memory applications where
sections of the nanowires could store bits of information.
The sol-gel and hydrothermal methods can also be combined as was done recently to
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create Kx Na1−x NbO3 (KNN) nanowires with average diameter and length of 150 nm and
4 µm respectively [50]. These nanowires have various concentrations of potassium and niobium at the A site; the average concentration was determined from XRF results to be
K0.52 Na0.48 NbO3 . While KNbO3 is a ferroelectric, NaNbO3 is an antiferroelectric material
so the nanowires are expected to have interesting properties. The chemical precursor used
in the sol-gel/hydrothermal method was K1−x Nax NbO3 which was heated to 190◦ C for 12
hours. Figure 1.11(a) shows an SEM image of the free-standing KNbO3 nanowires. Raman
spectroscopy done at room temperature confirms the nanowires to be in the KNbO3 orthorhombic phase. Figure 1.11(b) shows the dielectric constant as a function of temperature
for the K0.52 Na0.48 NbO3 nanowires heated to 220◦ C for 12 hours. The dielectric response
peaks at 555◦ C to a value of about 825 in dimensionless units.
(a)

(b)

Figure 1.11: (a) SEM image of KNbO3 nanowires in the orthorhombic phase grown through
the sol-gel/hydrothermal method. (b) Dielectric constant of KNbO3 nanowire powder vs.
temperature where the frequencies of the applied electric fields are 1 kHz (solid line) and 10
kHz (dashed line) [50].

Ferroelectric nanowires have also been created not as free standing nanowires but as
nanowire arrays grown on a substrate [51–54]. In one such study, PbTiO3 nanowire arrays
were synthesized combining a liquid phase deposition method with alumina templates [52].
The liquid phase deposition method causes metal oxides to form through hydrolysis on a
7

Figure 1.11 has been previously published in C. Fu, W. Cai, L. Zhou, H. Chen, and Z. Liu, “Synthesis
of self-assembly BaTiO3 nanowire by sol-gel and microwave method,” Applied Surface Science, vol. 255, p.
9444, 2009, and has been reproduced with permission from Elsevier Publishing
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substrate which is immersed in an aqueous solution of the reactants. The result is an array
of highly crystalline and highly ordered nanowires which are homogeneous in diameter and
length. The template is used to order the nanowires and arrange them as an array but is later
removed chemically. These nanowires were characterized using X-ray diffraction (XRD), and
selected area electron diffraction (SAED) via transmission electron microscopy (TEM).
Another process used to form ferroelectric/antiferroelectric nanostructures is pulsed laser
deposition, or PLD. This method was employed to create PbZrO3 nanotubes using an aluminium oxide template to force the deposited atoms to conform to the correct morphology.
A disk shaped target made of an alloy of ZrO2 and PbO was created by sintering at 1200◦ C
for 8 hours. In an environment of free oxygen atoms, a high powered laser beam was used to
evaporate the material from the target creating a plume of atoms which were then deposited
onto the surface of the template. The resulting PbZrO3 nanotubes had an orthorhombic
crystal structure with average diameters of around 185 - 235 nm [55].
Ferroelectric nanowires are commercially available through companies which produce
relatively large quantities of highly pure samples through the methods previously described.
Figure 1.12 (a) and (b) show examples of PbTiO3 and Pb(Tix Zr1−x )O3 nanowires sold by the
gram to anyone wanting to use them for experiment or industrial purposes. The technological
applications of ferroelectric and antiferroelectric nanowires will be discussed in section 1.5.

(a)

(b)

Figure 1.12: (a) Scanning Electron Microscopy images of commercially available PbTiO3 [56]
and (b) Pb(Tix Zr1−x )O3 nanowires [57].
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1.5

Current/Future Applications of Ferroelectric & Antiferroelectric Nanowires

Very recently, owing to advancements in experimental growth and characterization techniques [50, 55, 58–60] as well as in computing power and computational algorithms [61], and
pursuit of device miniaturization [15,33,62–64], ferroelectric/antiferroelectric nanostructures
are receiving increased attention [55, 65–69]. These ferroelectric nanostructures have properties not seen in their bulk counterparts. Particularly, ferroelectric nanowires develop a
spontaneous polarization at the nanoscale [63, 70–73] mainly due to the influence of electrical boundary conditions [71] which do not affect bulk materials with a large bulk to surface
ratio. The polarization can be manipulated through coupling to temperature (pyroelectricity) [19, 74] , external stress inducing a strain (piezoelectricity) [58, 73, 75] as well as through
the application of an external electric field [13,39,76]. Nanowires also allow for device miniaturization [63,67,70–72,74,77–79] and exhibit exotic dipole patterns [67,70,71,78] not found
in bulk. Ferroelectric and antiferroelectric nanowires could be used in the technological
devices listed in section 1.3.4 and could possibly improve the functionality, efficiency, or operating range (temperature, frequency, ect.) of these devices. Additionally, some potential
nanoscale applications rely on the smaller size and/or unique characteristics of ferroelectric/antiferroeletric nanowires in order to operate. Examples of these include nanoscale
electrical power generators and energy converters, ultra-high density computer memory, and
logical computing elements to replace silicon-based microprocessors.
Figure 1.13 depicts the temperature as a function of the change in entropy for both 1st
order and 2nd order phase transitions. This illustrates the essential difference between 1st
8

Figure 1.12(a) has been previously published in Tomoaki Yamada, Jin Wang, Osami Sakata, Cosmin S.
Sandu, Zhanbing He, Takafumi Kamo, Shintaro Yasui, Nava Setter, Hiroshi Funakubo, “Synchrotron X-ray
diffraction study on a single nanowire of PX-phase lead titanate,” Journal of the European Ceramic Society,
vol. 30, p. 3259, 2010, and has been reproduced with permission from Elsevier Publishing
9
Figure 1.12(b) has been previously published in Alexander Kvasov, Leo J. McGilly, Jin Wang, Zhiyong
Shi, Cosmin S. Sandu, Tomas Sluka, Alexander K. Tagantsev, Nava Setter, “Piezoelectric enhancement
under negative pressure,” Nature Communications, vol. 7, p. 12136, 2016, and has been reproduced with
permission from Nature Publishing
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and 2nd order phase transitions as they relate to solid-state refrigeration design. The abrupt
structural change associated with the 1st order phase transition (right-hand plot) causes a
large change in the entropy at the Curie temperature resulting in a large electrocaloric change
in temperature. In a 2nd order phase transition (left-hand plot) the change in entropy
is smaller resulting in a weaker electrocaloric response, however the change in entropy is
not abrupt but smooth and continuous. So for a 2nd order phase transition while the
total entropy change is smaller, the effect takes place over a larger range of temperatures
as evidenced by the larger distance between TC − ∆T and TC + ∆T as compared to the
1st order transition where the range is smaller. There is essentially a trade-off between
the operational temperature range and the maximum electrocaloric response depending on
whether the phase transition is more 1st order or more 2nd order. For bulk ferroelectrics,
the transition is typically 1st order and little can be done to change this behavior. For
ferroelectric nanowires, the order of the phase transition depends on the diameter of the
nanowire with TC being decreased for thinner nanowires [63]. This allows for increased tuning
capabilities in solid-state refrigeration devices where the operational temperature range can
be different depending on the desired application. Nanowires of different diameters could
also be combined into a single device to provide both a wide operational temperature range
as well as a strong electrocaloric response.

Figure 1.13: Schematic presentation of T p∆Sq diagram for the electrocaloric material with
the second order ferroelectric → paraelectric phase transition (left) and first order
ferroelectric → paraelectric phase transition (right) [80].
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Another potential technological application for which ferroelectric nanowires could prove
useful is for nanoscale sensing and energy harvesting. Figure 1.14 gives an example of one
such device designed using a dense array of BaTiO3 nanowires. The figure shows a schematic
diagram depicting the design of the device as well as the basic operating principle behind
its function. After fabricating the accelerometer device, the nanowires were poled using a
dc field of ∼ 75 kV/cm across the two electrodes for 12 hours. This aligns the dipoles in the
material along the direction of the electric field, the axial direction of the nanowires. The
acceleration is then determined by mounting the sensor to a vibrating surface and measuring
the induced piezoelectric potential resulting from the dynamic stress created by the inertia
of the solder on the nanowires top surface. The applied stress must be dynamic in order
for the device to maintain a piezoelectric voltage; if the stress is constant or zero then the
voltage will vanish. The piezoelectric voltage also depends on the direction, amplitude, and
frequency of the stress yielding the dynamic characteristics of the system. This coupled
with the small size of the apparatus makes piezoelectric sensors of this sort ideal for use in
nano-electromechanical systems as nanosensors and power harvesting devices [51].
(a)

(b)

(c)

Figure 1.14: Scanning Electron Microscopy cross-sectional image of BaTiO3 nanowires (a).
Schematic diagram of sensor device using BaTiO3 nanowire arrays (b). Schematic of piezoelectric voltage generation from nanowires (c). Polarization direction (P) represents the
alignment direction of the dipoles. Application of dynamic stress (σ(t)) on nanowire arrays
produces voltage (V(t)) generation. [51].
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Figure 1.13 has been previously published in M. Ožbolt, A. Kitanovski, J. Tušek, and A. Poredoš,
“Electrocaloric refrigeration: Thermodynamics, state of the art and future perspectives,” International
Journal of Refrigeration, vol. 40, p. 174, 2014., and has been reproduced with permission from Elsevier
Publishing
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Figure 1.15 shows a schematic diagram of the experimental setup used to study the
polarization reversal of a single BaTiO3 nanowire synthesized through solution-phase decomposition of barium titanium isopropoxide [77]. The study reveals a possible avenue
for utilizing individual ferroelectric nanowires for memory storage applications which could
greatly improve the storage density. In the experiment, an SEM tip is used to manipulate
the polarization domains in the ∼ 12 nm diameter nanowire by applying a voltage perpendicular to the axial direction. The length of the segment over which a given domain
occupies is ∼ 30 nm and the polarization was still present after 5 days in a high vacuum
environment illustrating that the bit of information are non-volatile in nature. Images of the
polarization manipulation can also be seen in Fig. 1.15 showing how the polarization direction is switched using the SEM tip. Ferroelectric nanowires have the potential to be used in
integrated circuits for performing calculations [81, 82] including a patent filed in 2000 [83].

(A)

Figure 1.15: (A) Schematic diagram showing how an SEM tip is used to apply a voltage and
control the polarization in a BaTiO3 nanowire. (a) Three-dimensional topographic image
of a 12 nm diameter BaTiO3 nanowire. (b)-(f) Successive three-dimensional EFM images
showing that four distinct polarization domains can be independently manipulated by an
external electric field. In these EFM images, the bright and dark colors correspond to a
resonance frequency shift of +10 Hz and -10 Hz, respectively, and the white arrows indicate
the polarization directions. The upward and downward polarization spots were written with
Vtip -10 V and Vtip +10 V, respectively. The distance between the tip and the top surface
of the nanowire was 10 nm during the writing procedure and 35 nm during the reading
procedure [63].

11

Figure 1.14 has been previously published in A. Koka and H. A. Sodano, “High-sensitivity accelerometer
composed of ultra-long vertically aligned barium titanate nanowire arrays,” Nature Communications, vol. 4,
p. 2682, 2013., and has been reproduced with permission from Nature Publishing
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Figure 1.15 has been previously published in J. E. Spanier, A. M. Kolpak, J. J. Urban, I. Grinberg, L.
Ouyang, W. S. Yun, A. M. Rappe, and H. Park, “Ferroelectric phase transition in individual single-crystalline
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As the applications scale down, the question arises whether or not we can take these
applications to the nanoscale, potentially even finding new applications at the nanoscale! The
most efficient way to address the question is to begin with an understanding of fundamental
properties at the nanoscale. Ferroelectric nanostructures have been successfully synthesized
[47, 52, 84–87] and are commercially available [88, 89]. Among the different ferroelectric and
antiferroelectric nanostructures, nanowires appear as promising candidates since they can
be synthesized in a variety of ways [50, 55, 90], could be grown in the form of arrays [52, 91],
and could potentially be used to improve existing technological devices or allow for the
creation of technology which requires the unique properties of nanowires in order to function
[32,46,62,92]. However, while very promising from a technological point of view, achieving a
fundamental understanding of such nanowires is a rather challenging task given the limitation
of experimental tools. Therefore, the goal of this study is to develop and use accurate
computational methods in order to advance our fundamental understanding of ferroelectric
and antiferroelectric nanowires and predict novel potential applications. Specifically we aim :
Objective 1: To develop and use computational tools that allow first-principles-based
modeling of electric-field-induced phenomena in ferroelectric/antiferroelectric nanowires.
Objective 2: To explore the fundamental and applied aspects of ultra fast dynamics in
ferroelectric/antiferroelectric nanowires induced by tailored electric fields.
Objective 3: To establish an understanding of the intrinsic features of the electrocaloric
effect in ferroelectric/antiferroelectric nanowires and possible ways to enhance this effect.

BaTiO3 nanowires,” Nano Letters, vol. 6, p. 735, 2006., and has been reproduced with permission from the
American Chemical Society
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2

Methodology

Computational methods can be broken up into two main categories : classical and quantum
mechanical approaches; the essential difference being whether the algorithm uses classical
or quantum mechanical laws. Another way of looking at the difference is that classical
methods do not explicitly take into account the electronic contribution to the energy, they
ignore the internal structure of the particles involved in the interactions, while quantum
mechanical methods treat the system as a collection of interacting electrons and nuclei.
Density functional theory is a quantum mechanical approach as it attempts to solve an
approximation of the time independent Scrödinger equation for many-body systems. The
effective Hamiltonian Monte Carlo and Molecular Dynamics methods used in the present
work are classical approaches as they are derived from classical theories of Newtonian and
statistical mechanics.

2.1

Density Functional Theory

First principle calculations have, in recent years, become a valuable tool for determining the
ground state (0 Kelvin) properties of ferroelectric materials. These methods find approximate
solutions to the Schrödinger equation, requiring no empirical input. Plane wave density
functional theory (DFT) is a particular first-principles method capable of describing the
properties of a well-defined collection of atoms in their ground state using a plane wave basis
set. Using DFT, one can answer the question of how the energy of a material changes as the
positions of the atoms are altered. We use plane wave density functional theory to perform
0 Kelvin ground state structure calculations.
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2.1.1

Basics of DFT Methods

Density functional theory attempts a numerical solution to an approximation of the timeindependent Scrödinger equation by solving what are known as the Kohn-Sham equations.
For a typical collection of atoms or molecules, the electrons are much lighter than the nuclei
to which they are bound and respond much faster to an external stimulus than do the
nuclei. This allows for the use of the Oppenheimer Approximation; interactions involving
the electrons and interactions involving the nuclei can be considered separate mathematically.
For materials in which many particles (electrons and nuclei) interact with each other, the
time-independent Scrödinger equation is written as a summation over all particles considered
to become
„


N
N
N X
X
h̄ X 2 X
∇ +
V pri q +
U pri , rj q ψ = Eψ
−
2m i=1 i
i=1
i=1 j<i

(2.1)

where m is the mass of the electron and ψ is the electronic wave function that is a function of
the spatial coordinates of the N electrons, ψ = ψ pr1 , · · · , rN q. The three terms in brackets
which make up the Hamiltonian operator are in order, the kinetic energy of each electron,
the interaction energy between each electron and the collection of atomic nuclei, and the
interaction energy between the different electrons. [93, 94]
The second approximation necessary to solve the Scrödinger is to express the electronic
wave function as the product of single electron wave functions with the following equation

ψ pr1 , · · · , rN q ≈

N
Y

ψi prq = ψ1 prq ψ2 prq , · · · , ψN prq

(2.2)

i=1

which is known as the Hartree product which assumes that the electrons are non-interacting.
The motivation for this approximation is that the total number of electrons N is much larger
than the number of nuclei M since each atom contains many electrons for every nucleus. For
systems of practical interest, ∼ 5 to several hundred atoms, the full wave functions would
have 3 times the number of atoms dimensions which would render the problem intractable.
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The third term in brackets in equation 2.1, the electron-electron interaction term, prevents
an exact analytical solution. [93, 94]
The solution proposed by Hohenberg and Kohn was to consider the ground state electron
density n prq rather than the probability ψ ∗ pr1 , · · · , rN q ψ pr1 , · · · , rN q of measuring the N
electrons with the set of coordinates r1 , · · · , rN . Their first theorem specifically states: The
ground-state energy from Scrödinger’s equation is a unique functional of the electron density
given by

n prq = 2

X

ψi∗ prq ψi prq

(2.3)

i

where the summation is over all the discrete electron wave functions which are occupied
by electrons. Their second theorem states: The electron density that minimizes the energy
of the overall functional is the true electron density corresponding to the full solution of
the Scrödinger equation. The exact form is not known; progress is made by using approximate forms in conjunction with the variational principle to numerically solve the Scrödinger
equation. [93]
In DFT, the energy E r{ψi }s is the minimum of a functional of the charge density n prq
R
where we impose the constraint that n prq dr = N . The energy functional can be written
as follows
Z
Z
h̄2 X
∗ 2
3
ψi ∇ ψi d r +
V (r) n (r) d3 r
E [{ψi }] = −
m i
Z Z
n (r) n (r 0 ) 3 3 0
e2
+
d rd r + Eion + EXC [{ψi }]
2
|r − r 0 |

(2.4)

where the terms (from left to right) include the electron kinetic energies, the Coulomb
interactions between the electrons and the atomic nuclei, the Coulomb interactions between
pairs of electrons, the Coulomb interactions between pairs of nuclei, and the exchangecorrelation functional. This final term is defined to include all interactions which are not
accounted for in the four previous terms. This is still however a many-body problem. Kohn
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and Sham showed that to find the correct electron density, one can consider solving a single
set of equations which involve only single electrons. These are referred to as the Kohn-Sham
equations and take the form
„


h̄2 2
∇ + V prq + VH prq + VXC prq ψi prq = εi ψi prq .
−
2m

(2.5)

The terms include, the kinetic energy of the electron, the interaction between the electron
and the nuclei, the Hartree potential, and the exchange-correlation energy. The Hartree
potential describes the Coulomb repulsion experienced by the electron in one of the KohnSham equations due to the total electron density from all of the electrons. The solutions to
the Kohn-Sham equations are single-electron wave functions which depend on three spatial
variables.

2.1.2

Density Functional Theory Algorithm

The general algorithm, illustrated by Fig. (2.1), used to solve the Kohn-Sham equations to
find the ground state electron density is as follows:
1. Define some initial trial electron density n prq
2. The Kohn-Sham equations are solved using the trial electron density giving the singleparticle wave functions.
3. The electron density is then calculated using these Kohn-Sham single-particle wave
P
functions from the previous step with the expression nKS prq = 2 i ψi∗ prq ψi prq.
4. The two electron densities, n prq and nKS prq are compared. If their difference is
within some small, predetermined value, the convergence criterion is satisfied and nKS prq is
the ground state electron density. Otherwise the electron density is updated and the process
is repeated beginning at step 2.
As can be seen from Fig. (2.1), this is an iterative process in which the electron density
is used to calculate the effective potential, which is then used to solve the Kohn-Sham
equations from which we get the new electron density. This solving of the Kohn-Sham
40

Provide an Initial Electron Density
and Randomized Wavefunctions :
𝜌ሺ𝑟റሻ
𝜓𝑖 ሺ𝑟റሻ

Calculate the Effective Potential :
𝑣𝑒𝑓𝑓 ሺ𝑟റሻ = 𝑉𝑒𝑓𝑓 ሺ𝑟റሻ + න

𝜌൫𝑟റ ʹ ൯
𝑑𝑟റ ʹ + 𝑉𝑋𝐶 ሾ𝜌ሺ𝑟റሻሿ
ȁ𝑟റ − 𝑟റ ʹ ȁ

Solve the Kohn-Sham Equations :
ቈ−

ћ2 2
∇ + 𝑉ሺ𝑟റሻ + 𝑉𝐻 ሺ𝑟റሻ + 𝑉𝑋𝐶 ሺ𝑟റሻ 𝜓𝑖 ሺ𝑟റሻ = 𝜀𝑖 𝜓𝑖 ሺ𝑟റሻ
2𝑚

Check for
Convergence

Calculate Final Quantities :
Forces, Stresses, Eigenvalues, Phonon
Frequencies, etc.

Figure 2.1: Schematic diagram depicting the density functional theory algorithm.

equations defines an iteration of the self-consistent field (scf) loop in which the electronic
charge distribution is determined for the existing ionic configuration. After each iteration,
the difference in energy compared to the previous iteration is compared to a predetermined
energy convergence criteria. If the value of the energy difference is less than the convergence
criteria, the scf loop is completed and the properties are calculated. It is at this time that
the interatomic forces are calculated and the positions of the ions are updated if necessary.
Solving the Kohn-Sham equations requires the specification of an exchange-correlation
functional EXC r{ψi }s. Though the Hohenberg-Kohn theorem guarantees its existence, the
exact form of this functional is unknown necessitating the use of approximations when defining the exchange-correlation functional. There is one case in particular for which the KohnSham equations can be solved for exactly, the uniform electron gas. The exchange-correlation
functional is set as the known exchange-correlation potential for a uniform electron gas at the
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electron density found at that position. This approximation is referred to as the local density
approximation (LDA) since it uses only the electron density in the vicinity of the points considered [95]. While VXC prq is by definition the exact exchange-correlation functional for the
homogeneous electron gas, it works well to describe highly homogeneous systems and serves
as a good starting point for more complex systems. This is one of the functionals used in our
research, along with another well known class of functionals called the generalized gradient
approximation or GGA. The GGA uses information about the local electron density coupled
with the local gradient in the electron density to solve the Kohn-Sham equations.
The Hellmann-Feynman theorem, in its most general form, relates the derivative of the
total energy of the system E with respect to a parameter λ to the expectation value of
the derivative of the Hamiltonian Ĥ with respect to the same parameter. The equivalent
statement in equation form is
dEλ
=
dλ

Z

ψλ∗

dĤλ
ψλ dr3 .
dλ

(2.6)

If the parameter is taken to be the ionic displacement R and the spatial distribution
of the electrons is known, the interatomic forces can be calculated using electrostatics [96].
These are referred to as the Hellmann-Feynmen forces and are one of the most important
quantities which are calculated in DFT.
Another useful technique to calculate ground state properties is density functional perturbation theory (DFPT) in which the interatomic force constant matrix is calculated explicitly
through knowledge of the ground-state charge density, n prq, as well as of its linear response
to a distortion of the nuclear geometry,

∂nprq
∂R

[97]. This method works to calculate such

properties as the Born effective charge (Z ∗ ), the optical dielectric constant (∞ ), or the elastic constants (B11 , B12 , B44 ) where a perturbation, electric field or strain, is applied to the
system and the relationship between the desired properties and the perturbation are known.
To achieve accurate results, the perturbation must be small.
Calculation of phonon modes is also done using DFPT. The key approximation used in
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this theory is the harmonic approximation. This states that if the perturbations applied to
a system are small such that the system remains close to equilibrium, the energy can be
accurately represented by the lowest order terms in a Taylor series about the equilibrium
position. This allows the derivation of a secular determinant of the form

Dαβ,ij pkq − δαβ δij ω 2 pkq = 0

(2.7)

where Dαβ,ij pkq is the dynamical matrix, related to the interatomic force constants matrix by a factor of the atomic masses, α and β denote atomic coordinates, i and j are atomic
indices, and ω pkq are the phonon frequencies. The solution to this equation yields the normal modes of the lattice. The perovskite ABO3 unit cell is modeled using a 5 atom unit
cell. This means that the IFC matrix will have dimensions of 15x15 resulting in 15 eigenvalues (phonon modes) in total. Due to degeneracy, there are only 5 distinct eigenvalues
and 5 corresponding eigenvectors. For ferroelectrics, we are only concerned with 2 of these
phonon modes, the lowest energy transverse optical mode and the long-wavelength acoustic mode. These correspond to the soft mode and the strain acoustic modes respectively.
How these modes are identified in practice will be discussed in the chapter concerning the
parametrization of KNbO3 .

2.2

Effective Hamiltonian Method

Around 1994, a macroscopic computational approach that derived its origin in the soft mode
theory of ferroelectrics was developed and applied to study prototypical ferroelectrics like
BaTiO3 and PbTiO3 [3, 5, 98, 99]. This method is now known as the effective Hamiltonian. It has since been extended to include quantitative descriptions of solid solutions like
Pb(Tix Zr1−x )O3 [100,101] as well as to include antiferrodistortive [61,102] and magnetic [103]
degrees of freedom useful for describing materials like PbZrO3 and BiFeO3 respectively.
In computational physics, it is advantageous to deduce the simplest Hamiltonian possible
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which still encapsulates all relevant features and characteristics of the system being studied.
In this way, the intrinsic properties of the system can be probed and its statistical behavior
studied. From this understanding, experimental deviations from this fundamental behavior
can be interpreted as being due to small deviations of a real-system Hamiltonian. In the
effective Hamiltonian method we first identify the most important degrees of freedom in a
ferroelectric material, and then, based on symmetry arguments, we construct the internal
energy of the system as a function of these degrees of freedom and their interactions. [104]

2.2.1

General Concept & Approximations

For a system in thermodynamic equilibrium, the partition function which can be found from
the total potential energy function, can be used to determine the statistical properties of the
system at finite temperature. From statistical mechanics the partition function is
1
Z=
N ! h3N

Z

Z
···

e−β Ĥpr,qq drdq

(2.8)

where Ĥ is the Hamiltonian of the N -body system, h is Planck’s constant [105]. The contribution to the partition function, Eq. 2.8, decreases exponentially with increasing energy.
This makes it possible to obtain an accurate partition function while only including in the
summation terms resulting from low energy contributions. For ferroelectric perovskites,
these low energy configurations are due to small ionic displacements from strain deformations of the crystal structure as compared to the prototypical cubic structure. That is, all
ionic configurations with significant contributions to the partition function will be close to
the cubic structure [3]. This assumption allows for the energy surface to be approximated
by a low-order Taylor series expansion in displacements from the cubic structure.
An exact analytical description of ferroelectricity would require 3 acoustic mode and
12 optical normal-mode coordinates per k-point in reciprocal space. However, experimentally measured and first-principles calculated phonon dispersion curves suggest that only
the lowest energy transverse optical (TO) modes (soft modes) and long wavelength acoustic
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phonons (strain variables) make an appreciable contribution to the phonon density of states
at low energies. The softening, or shifting to lower frequencies, is known to occur during a
ferroelectric phase transition along with the appearance of a strain in the crystal. Our second approximation is to assume that the ferroelectric phase transition can be well described
by considering only the soft mode and strain variables in our calculations and the effective
Hamiltonian depends on these variables only. This reduces the degrees of freedom per unit
cell from 15 to 6. [3, 99]
In this methodology, the zone center (k=0) soft mode is described over the entire Brillouin
Zone as a collective motion of local modes. The eigenvector of the soft mode is given by
¨

Ξsof t

ξA

˛

‹
˚
˚ξ ‹
˚ B‹
‹
˚
‹
˚
= ˚ ξOk ‹
‹
˚
‹
˚
˚ξO⊥ ‹
‚
˝

(2.9)

ξO⊥
where ξA , ξB , ξOk , and ξO⊥ are the normalized displacements for the A and B ions as
well as the oxygen atoms, located at the cube faces, distinguished in terms of their position
relative to the cube face with Ok being parallel to the cube face and O⊥ perpendicular. For
perovskite ABO3 ferroelectrics, the local mode is either centered on the A or the B ion. This
is determined by comparing the normalized displacements associated with the A and B ions
in the soft mode. For an A-centered material like PbTiO3 , ξA will be larger than ξB and
visa versa for B-centered materials [5]. In the case of an B-centered system, the local mode
is then described as a motion of the central B atom by an amount ξB , the eight neighboring
A atoms by amounts

ξA
,
8

and the six neighboring O atoms by amounts

ξOk
2

or

ξO⊥
2

along the

jth Cartesian direction. An arbitrary zone-center soft mode is then described as a linear
superposition of these local modes having identical amplitudes in every cell. The local dipole
moment of a given unit cell is proportional to the local mode of that cell and the macroscopic
polarization is proportional to the sum of all the individual local modes in the supercell. This
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is shown in Fig. 2.2 for the case a B-centered local mode, examples of materials having this
local mode centering include barium titanate and lead zirconate titanate. [3, 98, 99]

Figure 2.2: The relationship between the macroscopic soft mode and the microscopic local
mode in perovskite ABO3 ferroelectrics [106]. Note that the local mode is centered at the B
ion.

2.2.2

Total Energy Landscape of a Prototypical Ferroelectric

In the framework of the effective Hamiltonian the total energy of a ferroelectric material is
given by [3]

E tot = E self p{u}q + E dpl p{u}q + E short p{u}q
(2.10)
+E

elas

p{η}q + E

int

p{u}, {η}q

where respectively u and η are the local soft modes and the local strain variables, E self
is the energy of an isolated local mode, E dpl is the dipole-dipole interaction between local
modes of different unit cells, E short is the short-range interaction between local modes, E elas
is the elastic energy, the coupling energy between the local strain and the local mode is given
by E int . [3, 99]. I will now describe each term of the effective Hamiltonian in detail.
The first term in Eq. (2.10) describes the sum of the self energies of single isolated local
modes at unit cell Ri with amplitude ui relative to the perfect cubic structure and is given
13

Figure 2.2 has been previously published in Q. Zhang, Properties of Ferroelectric Perovskite Structures
under Non-equilibrium Conditions Graduate School Theses and Dissertations, January 2011., and has been
reproduced with permission from Dr. Qingteng Zhang
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by

E self p{u}q =

X

E pui q

(2.11)

i

and is a function of the local mode only. Given that the reference structure is cubic, only
even-order terms are included in the summation which is terminated at 4th order yielding
the expression

`
˘
E pui q = κ2 u2i + αu4i + γ u2ix u2iy + u2iy u2iz + u2iz u2ix .

(2.12)

where ui = |ui | and κ2 , α, and γ are expansion parameters which are determined from
first-principles calculations.
The term E pui q contains both harmonic and anharmonic contributions; the anharmonic
terms being necessary since ferroelecricity is intrinsically anharmonic phenomenon. (see fig
1.4 and 1.3 for explanation)
The second term in the total energy expression describes the long-range dipole-dipole
interaction between local modes. Only dipole-dipole interactions are considered since higher
order terms tend to be of short-range and their effect will be quantified in the short-range
interaction term. For a unit cell i, the associated dipole moment of that cell is di = Z ∗ ui ,
where Z ∗ is the Born effective charge for the soft mode and is given by

∗
∗
Z ∗ = ξA ZA∗ + ξB ZB∗ + ξOk ZOk
+ 2ξO⊥ ZO⊥

(2.13)

∗
∗
where ZA∗ , ZB∗ , ZOk
, ZO⊥
are the Born effective charges for the individual ions.

From classical electrostatics, the dipole interaction energy
´

E dpl p{u}q =

Z ∗2
∞

¯´
¯
X ui · uj − 3 R̂ij · ui R̂ij · uj
3
Rij

i<j

(2.14)

where ∞ is the optical dielectric constant of the material, Rij = |Rij |, Rij = Ri −Rj , and
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R̂ij = Rij /Rij . For systems with periodic boundary conditions, equation 2.14 is not useful
for calculation of the dipole-dipole interaction; we instead use an equation which utilizes
an Ewald construction in its derivation. An Ewald-Kornfeld summation explicitly accounts
for the periodic boundary conditions necessary for simulating ferroelectric bulk in which the
supercell is replicated along all three Cartesian directions. Formulating the dipole-dipole
interaction in this way takes into consideration the wrap-around effect; a dipole existing at
the boundary of the supercell interacts with neighboring dipoles that exist in the replicated
supercells along all directions for which periodic boundary conditions are applied. The
expression used to calculate the dipole-dipole interaction is

E dpl

2Z ∗2
=
∞

«

˜
¸
ff
X λ3 u2
|G|2 X
π X 1
?i
exp − 2
pG · ui q pG · uj q cospG · Rij q −
Ωc G6=0 |G|2
4λ
3
π
ij
i
(2.15)

where Ωc is the volume of the supercell and G is the reciprocal lattice vector. The sum
in equation 2.15 is terminated such that zone-center (k = 0) modes of the supercell will
represent physical TO(Γ) modes. Also, the decay constant λ is chosen to be small enough
such that the real-space summation can be entirely neglected. The calculation of E dpl is the
most time consuming part of the calculations in the effective Hamiltonian model. To reduce
the computational load, a well justified approximation is implemented. The Rij term in the
denominator of equation 2.14 is in principle strain dependent. However, this dependence can
be ignored since the equations representing the inter-site interactions between local modes
are expanded only up to harmonic order and strain-induced changes of the dipole-dipole
interaction are of greater than 2nd order [3]. To achieve this, all the reciprocal lattice
vectors G and all the atomic position vectors Ri remain fixed throughout the simulation.
The dipole energy terms thus becomes

E dpl =

X

Qij,αβ ui,α uj,β

ij,αβ
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(2.16)

with

Qij,αβ

2Z ∗2
=
∞

«

¸
ff
˜
π X 1
λ3
|G|2
exp − 2 cos pG · Rij qGα Gβ − ? δαβ δij
Ωc G6=0 |G|2
4λ
3 π

(2.17)

where α and β denote Cartesian coordinates. The matrix Q is a constant and is calculated
initially and stored for later use for calculation of the dipole-dipole interaction. [3]
The short-range interaction term accounts for the short-range interactions between local
modes. This energy term comes from differences of the short-range repulsion and electronic
hybridization between two adjacent local modes and two isolated local modes. Combined
with the dipole-dipole interaction, this determines the soft mode energy away from the zone
center (k = 0). The equation quantifying the short-range interaction is

E short p{u}q =

1 XX
Jij,αβ uiα ujβ
2 i6=j αβ

(2.18)

where the coupling matrix Jij,αη is a function of Rij and decays quickly with increasing
|Rij |. We consider up to 3rd nearest neighbor since interactions between further neighbors
makes a much smaller contribution to the total energy than does the dipole-dipole energy
and can thus be neglected. The interaction matrix Jij,αβ is greatly simplified due to cubic
symmetry with the interaction parameters calculated from the following expressions

”

ı
first NN :
Jij,αβ = j1 + pj2 − j1 q |R̂ij,α | δαβ ,
”
ı
?
second NN :
Jij,αβ = j4 + 2 pj3 − j4 q |R̂ij,α | δαβ + 2j5 R̂ij,α R̂ij,β p1 − δα,β q ,
third NN :

Jij,αβ = j6 δαβ + 3j7 R̂ij,α R̂ij,β p1 − δαβ q

(2.19a)
(2.19b)
(2.19c)

where R̂ij,α is the α component of Rij /Rij . The physical meaning of the coefficients
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j1 , j2 , . . . , j7 is illustrated in Fig. 2.3 which depicts the positions of the neighbors and the
directions of the ”π”-like interactions between them.

Figure 2.3: Illustration of inter-site dipole interactions between 1st, 2nd, and 3rd nearest
neighbors. [3].

To describe the state of elastic deformations of the ferroelectric crystal, we use local
strain variables ηl pRi q where the Voigt notation is used (l = 1 , . . . , 6) and Ri labels the
cell center (B site). The term E elas , the elastic energy, is separated into two contributions,
the homogeneous and inhomogeneous strain.

E elas p{ηl }q = EIelas p{ηI,l }q + EHelas p{ηH,l }q

(2.20)

The total elastic energy is expanded to quadratic order where the homogeneous strain
energy is given by

EHelas p{ηH,l }q =

˘
` 2
N
2
2
B11 ηH,1
+ ηH,2
+ ηH,3
2

+ N B12 pηH,1 ηH,2 + ηH,2 ηH,3 + ηH,3 ηH,1 q
` 2
˘
N
2
2
+ B44 ηH,4
+ ηH,6
+ ηH,6
.
2
14

(2.21)

Figure 2.3 has been previously published in W. Zhong, D. Vanderbilt, and K. Rabe, “First-principles
theory of ferroelectric phase transitions for perovskites: The case of BaTiO3 ,” Physical Review B, vol. 52,
p. 6301, 1995., and has been reproduced with permission from the American Physical Society

50

The homogeneous strain is calculated by introducing six homogeneous strain components
ηH,l which allow the entire simulation cell to vary in shape and size. The constants B11 , B12 ,
and B44 are the elastic constants of the material expressed in energy units (B11 = a3 C11 )
and N is the number of primitive cells in the supercell. For the inhomogeneous strain
deformations, the six variables per unit cell {ηl pRi q} are not independent, they are found
from three independent displacement variables (local strain variables related to the acoustic
phonons) per unit cell. These are the dimensionless displacements v pRi q which are in units of
the lattice constant a defined at the cell corner (A sites) as Ri + pa/2 , a/2 , a/2q. To satisfy
the requirement of invariance under translations and rotations of the crystal as a whole,
the energy is expanded in scalar products of differences between the v pRi q. Additionally,
the cubic crystal symmetry greatly reduces the number of independent parameters in the
expansion. The inhomogeneous strain energy is then defined in terms of these dimensionless
displacement variables as
X
elas
EI =
γ11 [vx (Ri ) − vy (Ri ± x)]2 + γ12 [vx (Ri ) − vx (Ri ± x)] [vy (Ri ) − vy (Ri ± y)]
i
2

+ γ44 [vx (Ri ) − vx (Ri ± y) + vy (Ri ) − vy (Ri ± x)]


+ cyclic permutations ,
(2.22)

which corresponds to bond stretching, bond correlation, and bond bending, respectively.
Here, x ≡ ax̂ , y ≡ aŷ , z ≡ aẑ and ± indicates multiple terms to be summed. The γ
coefficients are related to the elastic constants by γ11 = B11 /4, γ12 = B12 /8, and γ44 = B44 /8.
Defining the inhomogeneous contribution to the elastic deformations in terms of the variables
v pRi q keeps the acoustic phonon frequencies well behaved throughout the entire Brillouin
zone.
The E int p{u}, {η}q term describes the coupling between the local mode and the strain
and includes contributions from both homogeneous and inhomogeneous strain variables
ηl pRi q = ηH,l pRi q + ηI,l pRi q. As all ferroelectrics and antiferroelectrics are piezoelectrics,
the soft phonon mode is coupled to the long-wavelength acoustic phonon mode meaning
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that a ferroelectric or antiferrodistortive phase transition is accompanied by the onset of a
strain. Conversely, the presence of a strain can induce a ferroelectric or antiferrodistortive
phase transition or increase the magnitude of polar and non-polar distortions. Physically,
the E int p{u}, {η}q interaction quantifies the coupling between the soft mode and the acoustic
mode allowing the Hamiltonian to capture this piezoelectric behavior. The equation which
describes the on-site coupling between the elastic deformation and the local modes is given
by

E int p{u} , {ηl }q =

1 XX
Blαβ ηl pRi q uα pRi q uβ pRi q
2 i l,α,β

(2.23)

where Blαβ is the coupling constant, α and β represent Cartesian coordinates. As a result
of cubic symmetry, there are only three independent coupling constants Blαβ , specifically:

B1xx = B2yy = B3zz ,

(2.24a)

B1yy = B1zz = B2xx = B2zz = B3xx = B3yy ,

(2.24b)

B4yz = B4zy = B5xz = B5zx = B6xy = B6yx .

(2.24c)

The strain tensor contains both homogeneous and inhomogeneous parts

ηl pRi q = ηH,l pRi q + ηI,l pRi q .

(2.25)

The inhomogeneous strain variables, ηI,l pRi q, are expressed in terms of the local displacement vectors v as follows. Six average differential displacements are defined which are
associated with the Ri as

∆vxx =

X

rvx pRi − d − yq − vx pRi − dqs ,

d=0,y,z,y+z
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(2.26)

∆vxy =

X

rvy pRi − d − yq − vy pRi − dqs ,

(2.27)

d=0,y,z,y+z

and their cyclic permutations where v pRi q is associated with position Ri + pa/2 , a/2 , a/2q
[107]. This implies that ηI,1 pRi q = ∆vxx /4 , ηI,4 pRi q = p∆vyz + ∆vzy q /4 , ect.
The existence of dipoles in infinite bulk ferroelectrics creates alternating positive and
negative charges which, when averaged over space, cancel out resulting in a zero net charge
inside the material. In ferroelectric nanostructures, the dimensions of the sample are finite
in 1 or more directions, creating a surface. Experimentally, this surface is present in a bulk
sample though the ratio of surface to bulk is negligibly small and the sample can be modelled
as infinite. The presence of a surface in a nanostructure creates an abrupt termination of
the dipole pattern resulting in a build-up of positive and negative charge on either end of
the sample. This point is illustrated in Fig. 2.4 with a net positive (negative) charge at the
top (bottom) surface. The difference in potential created by the surface charge gives rise
to a depolarizing electric field in the interior of the sample. The direction of this field is
opposite to that of the polarization; the field attempts to destroy it. A common method for
modelling the depolarizing field in dielectrics is to approximate the geometry of the sample
as an ellipsoid where the components of the polarization P = Px x̂ + Py ŷ + Pz ẑ are referred to
the principle axes of the ellipsoid. The components of the depolarizing field are then given
by the following equations

Ex(dep) = −

Nx Px
ε0

;

Ey(dep) = −

Ny Py
ε0

;

Ez(dep) = −

Nz Pz
ε0

(2.28)

where Nx , Ny , Nz are called the depolarization factors which are all positive and satisfy
Nx + Ny + Nz = 1 [6]. This formulation allows for straightforward calculations of the depolarization factors for the limiting cases of 2-D, 1-D, and 0-D nanostructures. Approximating
the nanowire as a long circular cylinder oriented along the z axis, the depolarization factors
are Nx = Ny = 1/2 and Nz = 0. This means the depolarizing field will have non-zero
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Figure 2.4: Diagram illustrating the origin of surface charge in ferroelectric nanostructures
where the arrows indicate the direction of net polarization and the depolarizing field [106].

components in the transverse directions and no component along the axial or longitudinal
direction, of the nanowire.
The values for these depolarization factors represent theoretical limits. In our effective
Hamiltonian simulations of nanowires, we apply some amount of surface charge compensation
which decreases the strength of the depolarizing field, reducing effective Nx and Ny .
To calculate the depolarizing energy in low-dimensional ferroelectrics, in our case ferroelectric nanowires, we recognize the fact that a system under perfect open-circuit (OC)
electrical boundary conditions exhibits a maximum depolarizing field (if the polarization lies
along a non-periodic direction), while ideal short-circuit (SC) electrical boundary conditions
leads to a complete screening of charges at the ferroelectric nanostructures surfaces which
fully annihilates any depolarizing field. Technically, this means that the depolarizing energy
and field experienced by the ferroelectric nanostructure should involve a difference between
the dipole-dipole interactions associated with these two extreme electrical boundary conditions. Within the effective Hamiltonian approach, the energy of the dipole-dipole interaction
in any ferroelectric system can be written in the form [71]

15

Figure 2.4 has been previously published in Q. Zhang, Properties of Ferroelectric Perovskite Structures
under Non-equilibrium Conditions Graduate School Theses and Dissertations, January 2011., and has been
reproduced with permission from Dr. Qingteng Zhang
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pDq

Edip =

Z ∗2 X pS,Dq
Q
uα pri q uβ prj q ,
2V αβ,ij αβ,ij

(2.29)

where D=3,2,1 represents a system periodic in 3, 2, and 1 directions, respectively; D=0
corresponds to non-periodic systems, and V is the volume. For bulk systems periodic in
pS,3q

three directions, the Qαβ,ij matrix is given by Eq. 2.17. For ferroelectric nanowires the
pS,1q

Qαβ,ij matrix is [71]

(
X
2
pS,1q
G2 cospG · zij q K0 pGρij q δαz δβz +
Qαβ,ij =
a G
)
δαx δβx + δαy δβy
1
K1 pGρij q − 2 K2 pGρij q ρα,ij ρβ,ij
Gρij
ρij
2X
1
−
G sinpG · zij qK1 pGρij q ρ−1
ij Gα ρβ,ij +
a G
a3
pδαx δβx + δαy δβy − 2δαzδβz q

∞
X
n=−∞

0

|n +

(2.30)

zij −3
|
a

for nanowires which are periodic along only one direction (z in our case) where λ is
referred to as the Ewald parameter. The Kronecker delta symbol is denoted by δij , ρij and
zij are the projections of rij (the vector connecting the atomic sites i and j) on the {x, y}
plane and the z axis respectively (i.e. rij = ρij + zij ), ρij = |ρij |, and zij is the component
of the zij vector which lies along the z axis. The supercell length in the z direction is given
by a and Kn are the modified Bessel’s functions. We exclude contributions from ρij =0 in
pS,1q

pS,1q

Qαβ,ij and the prime on the right-hand side of Qαβ,ij indicates that the term n=0 has to be
excluded when i=j. [68]
Combining equation 2.29 with the Q matrix defined by equation 2.30 describe dipolar
interactions in nanowires under ideal OC conditions. The dipole-dipole energy corresponding
to ideal SC boundary conditions is that described by the D=3 Q matrix of Eq. 2.17.
pDq

The maximum depolarizing energy per unit volume Edep in a ferroelectric nanowire is thus
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calculated as the difference in dipole-dipole energies between perfect OC and SC electrical
boundary conditions via the equation

p1q

p1q

p3q

εdep = εdip − εdip =
pS,1q

ı
1 X ” pS,1q
pS,3q
Qαβ,ij − Qαβ,ij pα pri q pβ prj q
2V αβ,ij

(2.31)

pS,3q

where Qαβ,ij and Qαβ,ij are given by equations 2.17 and 2.30 respectively.
Specifically the surface charge screening is achieved by mimicking a screening of the
maximum depolarizing field, with the magnitude of this screening being controlled by the
coefficient β as

E screen = Z ∗ β

X

hEdep i · u pri q

(2.32)

i

where Edep is the average depolarizing electric field given by [71]
p1q
−1 X ∂εdep
.
hEdep i =
N ε∞ Z ∗ j ∂u prj q

(2.33)

This gives us the capability of simulating both open and short circuit boundary conditions where β=1 and β=0 corresponding to ideal SC and OC electrical boundary conditions
respectively. To simulate more realistic electrical boundary conditions, a value of β inbetween these two extremes can be used. For instance, in our simulations of PbTiO3 and
Pb(Ti0.6 Zr0.4 )O3 nanowires, we use a value β=0.1 to simulate realistic OC boundary conditions in which a small amount of the surface charge is screened. This is what would be
expected for free-standing ferroelectric nanowires surrounded by air. The term E screen included in Eq. 2.10 essentially models a screening of the surface charge by free carriers [71].
The free carriers could be supplied by metal electrodes applied to the nanowire. This difference in potential will result in an electric field which will oppose the depolarizing field such
that the total field inside the nanowire will depend on the polarization as well as the applied
voltage [108]. The parameter β can be related to the finite screening length of the electrodes,
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λef f , and the nanowire’s lateral size, d, as follows β = (1 + 2

λef f −1
)
d

[109]. The surface charge

compensation does not necessarily require electrodes. Examples include surface charge compensation due to molecular adsorbates, charge carriers, intrinsic surface states, oxygen or
other ionic vacancies, and others [110–114]. In these cases the screening parameter could
be related to the concentration of free carriers, n, as β =

qnd
,
2Pbulk

where q is the free carrier

charge and Pbulk is the spontaneous polarization in the bulk [109].
In order to study the interaction of ferroelectrics and antiferroelectrics with an electric
field, the Hamiltonian of Eq. 2.10 is further extended to include a term which describes
the interaction of the local mode with an external electric field. The energy term used to
characterize this interaction is given by

E f ield = Z ∗

X

E · ui

(2.34)

i

where E is the applied electric field. From electrostatics, the potential energy of an electric
dipole in an electric field is given by Edip = −p · E [115]. Through this term we are able to
apply static as well as time dependent electric fields.

2.2.3

Energy Terms Resulting from Antiferrodistortive Degrees of Freedom

The Hamiltonian of Eq. 2.10 was extended to study antiferroelectrics in Ref. [61]. The
ground state structure of bulk PbZrO3 is an antiferroelectric (AFE) orthorhombic distorted
perovskite structure. The dominant lattice distortions are from the Σ2 and R4+ phonon
modes with wavevectors q =

2π
a

p1/4, 1/4, 0q and q =

2π
a

p1/2, 1/2, 1/2q respectively. While

distortion associated with the Σ2 mode is responsible for the antipolar arrangements of the
lead ions along the [110] direction, the R4+ distortion arises due to the oxygen octahedra
rotation around the [110] direction [116].
Figure 2.5 gives the amplitude of the structural distortions for different symmetries of
16

Figure 2.5 has been previously published in B. K. Mani, S. Lisenkov, and I. Ponomareva, “Finitetemperature properties of antiferroelectric PbZrO3 from atomistic simulations,” Phys. Rev. B, vol. 91, p.
134112, 2015., and has been reproduced with permission from the American Physical Society
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Figure 2.5: Amplitude of structural distortions of different symmetry in the ground state
of PbZrO3 (shown by rectangles) and the cumulative energy gain (shown by circles) due
to addition of each distortion. The energy of undistorted cubic structure is taken as the
reference point. [61]

the ground state of PbZrO3 as well as the cumulative energy gain due to each additional
distortion. In other words, the bar graph shows the relative contributions from the different
phonon modes to the total energy of the ground state structure, providing insight into
which modes are predominantly responsible for the ground state orthorhombic structure of
antiferroelectric PbZrO3 . Note that the energy of the undistorted cubic structure is chosen
as the zero energy reference point. The phonon modes Σ2 and R4+ are structurally and
energetically the most influential distortions. Indeed these two distortions together with the
elastic deformations provide more than 92% of the energy gain associated with the distortion
of the ideal cubic perovskite structure. Based on this analysis the model was built to include
Σ2 and R4+ modes and strain deformations, ηi . Σ2 and R4+ modes are localized on the A and
B sites of the ABO3 unit cell, respectively, following the approach of Ref. [117]. Furthermore,
the local Σ2 mode (or just the local mode) u is defined from the atomic displacements in
the Σ2 mode, while the local R4+ mode (or antiferrodistortive local mode) ω is defined from
∆r =

a0
R̂ij
2

× pωi − ωj q [117], where ∆r is the oxygen displacement in a mode and a0

is the cubic lattice constant. The three-dimensional vector ω is non-polar and describes
antiferrodistortive oxygen octahedron tilts about the pseudocubic axes. The corresponding
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order parameters are computed by averaging the local modes in the associated point of the
Brillouin zone.
The additional degrees of freedom for the antiferrodistortive (AFD) extension of the
Hamiltonian are the oxygen octahedron tilts about pseudocubic axes, ωi , that describe
oxygen octahedron rotation. An additional term is added to the Hamiltonian of Eq. 2.10,
E AFD , which gives the energy due to the antiferrodistortive oxygen octahedra rotation mode
that is similar to E AFE but excludes the dipole-dipole interactions as the antiferrodistortive
local modes are nonpolar. The short-range antiferrodistortive interaction is implemented in
exactly the same way as the short-range ferroelectric interactions described in Eq. 2.18 of
section 2.2.2.
The terms E AFE−elas , E AFD−elas , and E AFE−AFD are the energy contributions due to the
interactions between the antiferroelectric local modes and the strain, the antiferrodistortive
local modes and the strain, and the antiferroelectric and antiferrodistortive local modes, respectively [3,117] and we consider only on-site couplings. The coupling between the acoustic
phonons and the antiferrodistortive modes is written as [117]

E AFD−elas =

1X
Blαβγ ηl pRi q rω̄i,α pxq ω̄i,α pxq + ω̄i,α p−xq ω̄i,α p−xqs
2 ilαβ

+ cyclic permutations

(2.35)

where ω̄i,α pdq ≡ ωα pRi + dq − ωα pRi q and d is defined in Eq. 2.26 of section 2.2.2. Cubic
symmetry dictates that of the 162 possible matrix elements in Blαβγ , only 4 are independent
coupling constants denoted B1yyx , B2yyx , B3yyx , and B4yzx .
The coupling between the ferroelectric soft mode and the antiferrodistortive mode contains terms which are linear in both ui and ωi as well as terms quadratic in these variables,
denoted with the subscripts 1 and 2 respectively. The ferroelectric-antiferrodistortive coupling energy is then written as
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E ferro,AFD = E1ferro,AFD + E2ferro,AFD .

(2.36)

The lowest order (linear) coupling between the ferroelectric and antiferrodistortive degrees
of freedom are expressed as [117]

X

E1ferro,AFD = =

Gxy ux pRi q rωy pRi + zq − ωy pRi − zqs

i

+ cyclic permutations

(2.37)

though for the case of PbZrO3 , the coupling term Gxy was found from first-principles calculations to be negligibly small and is approximated in the effective Hamiltonian as 0. The
quadratic coupling is written as [117]

E2ferro,AFD =

X“

` 2
˘‰
2
2
Gxxxx u2i,x wi,x
+ Gxxyy u2i,x wi,y
+ wi,z

i

+ cyclic permutations

(2.38)

where the wi,x in Eq. 2.38 are defined as

wi,x =

1 X
rωx pRi + dq − ωx pRi qs
8 d=±y,±z

(2.39)

and similarly for wi,y and wi,z .
In our effective Hamiltonian, the degrees of freedom associated with the antipolar Σ2
mode are the local modes. Therefore, the E FE−elas coupling terms described in Eq. 2.23 also
account for the E AFE−elas coupling. Similarly, the E FE−AFD terms given in eqs. 2.36, 2.37,
and 2.38 account for the E AFE−AFD coupling.
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2.2.4

Alloy Specific Energy Terms : Case of Lead Zirconate Titanate

Some perovskite ferroelectrics, referred to as alloys or solid solutions, have the A, B, or both
lattice sites occupied by different species of atoms. Two of the most technologically important
ferroelectric alloys are Lead Zirconate Titanate, Pb(Tix Zr1−x )O3 , and Barium Strontium
Titanate, (Bax Sr1−x )TiO3 . In a disordered alloy, the lattice sites at which mixing occurs, A
site for Barium Strontium Titanate and B site for Lead Zirconate Titanate, could contain
either species of atom. The atomic species are randomly distributed throughout the sample;
a realistic approach given that growing crystals with exact atomistic precision is not yet
feasible. The different possible compositions can greatly vary the properties of the material.
For instance, Pb(Ti0.6 Zr0.4 )O3 is a ferroelectric material which undergoes one phase transition
from cubic to tetragonal symmetry. However pure PbTiO3 is a ferroelectric material while
pure PbZrO3 is antiferroelectric. The transition temperature and crystal symmetry of the
alloy can be altered by changing the relative compositions of the different ions. Figure
2.6 depicts the phase diagram for Pb(Tix Zr1−x )O3 as a function of Zr concentration and
temperature. For higher concentrations of Ti, the ferroelectric phase is tetragonal while for
lower concentrations of Ti it is rhombohedral. For very small Ti concentrations, less than
7%, Pb(Tix Zr1−x )O3 becomes antiferroelectric orthorhombic below the Curie temperature.
The effective Hamiltonian which yields a total energy surface given by 2.10 requires
extension in order to account for alloy effects in the crystal; in addition to the local mode
and strain degrees of freedom compositional degrees of freedom are included. The total
energy becomes

E tot = EV CA p{ui } , {vi } , {ηH }q + Eloc p{ui } , {vi } {σj }q

(2.40)

where σj characterizes the atomic configuration where σj =+1 or -1 corresponding to
the presence of a Zr or Ti atom respectively at the B position of lattice site j [100]. The
energy term EV CA represents all the contributions to the total energy involving the soft mode,
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Figure 2.6: Pb(Tix Zr1−x )O3 phase diagram depicting various phases as a function of Ti
concentration and temperature.

strain, and their mutual couplings, the same Hamiltonian defined in Eq. 2.10, while the {σj }
parameters are incorporated into the second energy term Eloc .
The parameters used in the EV CA energy term are found using first-principles calculations through the application of the virtual crystal approximation (VCA), i.e. replacing
˘
` 0
, Bx00 O3 by a uniform but composition-dependent “virtual” ABO3 system. The mixA B1−x
ing of the two elemental species is done at the pseudopotential level with periodic boundary
conditions applied to the system. The resulting parameters consequently reflect the properties of a true alloy at the specified concentration. The Eloc term can be thought of as
a perturbative term stemming from the fact that Pb(Tix Zr1−x )O3 systems possess real Zr
and Ti atoms on the B-sites rather than a virtual compositionally dependent hAi atom. It
includes the onsite effect of alloying on the self-energy up to 4th order in ui and intersite
interactions which are linear in ui and vi given by
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Eloc p{ui }, {vi }, {σj }q =

X“

`
˘‰
∆α pσi q u4i + ∆γ pσi q u2ix u2iy + u2iy u2iz + u2iz u2ix

i

+

X

rQj,i pσj q eji · ui + Rj,i pσj q fji · vi s

(2.41)

ij

where j runs over the mixed sublattice sites [100]. The onsite contribution of alloying
is denoted using ∆α pσi q and ∆γ pσi q; the change in the anharmonic coefficients relative to
the VCA ABO3 onsite energy term. The matrices Qj,i pσj q and Rj,i pσj q are related to alloyinduced intersite interactions, eji is a unit vector joining site j to the center of the soft mode
vector ui , and fji is a unit vector joining site j to the origin of the displacement vector vi .
Though terms with higher powers of ui and vi could be included in the energy expression
to possibly improve the accuracy, numerous studies [100, 101, 104] have found that this level
of expansion produces results which are in good agreement with experiment. Additionally,
Qj,i pσj q and Rj,i pσj q decrease rapidly as the distance between i and j increases meaning
that contributions up to 3rd nearest neighbors for Qj,i pσj q and over 1st nearest neighbor
shell for Rj,i pσj q are sufficient.

2.3

Molecular Dynamics

Molecular Dynamics (MD) is a computational method used to calculate the time evolution
of classical many-body systems. It uses numerical integration and Newton’s laws to solve N
coupled equations of motion where N is the number of particles which make up the supercell.
The motion of the constituent particles obey classical mechanics and MD provides a means of
essentially simulating an experiment [118]. Molecular Dynamics is a deterministic algorithm
meaning that the initial conditions determine the state of the system at any subsequent time.
This implies that the state of the system at any step depends on the state of the system
at all previous steps; in other words the initial conditions determine completely the time
evolution of the system. In order to compare the ensemble averages multiple calculations
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with randomized velocities are required.

2.3.1

Numerical Integration Technique : Predictor-Corrector Algorithm

Our effective Hamiltonian Molecular Dynamics simulations use a predictor-corrector algorithm to numerically integrate the equation of motion

Mu∗

d2 u
= F pu, tq
dt2

(2.42)

for the local mode variable u and time t. The integration is a two-step process, the
predictor step which solves Eq. 2.42 and the corrector step which makes any necessary
corrections to the previously calculated integration. The predictor step for the γ = px, y, zq
coordinate of the local mode is defined by the following two expressions [119]

2

uγ pt + ∆tq = uγ ptq + ∆tu9 γ ptq + p∆tq

k−1
X

αi f puγ , t + r1 − is ∆tq

(2.43)

αi0 f puγ , t + r1 − is ∆tq

(2.44)

i=1

∆tu9 γ pt + ∆tq = uγ pt + ∆tq − uγ ptq + p∆tq

2

k−1
X
i=1

where ∆t is the chosen time step for the integration which is specified as an input parameter. The predictor extrapolates the value of uγ pt + ∆tq using the values of the position
:γ at previous times t = t, t = t − ∆t, etc. The
uγ , the velocity u9 γ , and the acceleration u
corrector step is then used to recalculate values for x and x9 which were estimated in the
predictor step. The corrector is defined by the equations

uγ pt + ∆tq = uγ ptq + ∆tu9 γ ptq + p∆tq2

k−1
X
i=1
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βi f puγ , t + r2 − is ∆tq

(2.45)

∆tu9 γ pt + ∆tq = uγ pt + ∆tq − uγ ptq + p∆tq2

k−1
X

βi0 f puγ , t + r2 − is ∆tq

(2.46)

i=1

where α, α0 , β, and β 0 are predetermined coefficients. These coefficients, as well as the
predictor-corrector equations 2.43 - 2.46 themselves, are from the Adams-Boshford method
of Ref. [119]. The value of k, which determines the order of expansion and therefore the
degree of accuracy of the integration, is set to the value 4. This order provides reasonable
efficiency without loss of precision and accuracy.

2.3.2

Statistical & Thermodynamic Ensembles

In any Molecular Dynamics calculation, the collection of particles is simulated within a specified statistical ensemble in which different thermodynamical variables are held constant. This
allows for simulation of various thermodynamical potentials (Gibbs, Helmholtz, etc.) and
mimics the controlled environment of an experiment. A statistical ensemble is a collection
of all possible systems which have different microscopic states but have an identical macroscopic or thermodynamic state. In other words, it is a large number of virtual copies of a
system (probability distribution for the states of the system), each of which represents a
possible state that the real system might be in. A closely related idea is that of a thermodynamic ensemble : a specific type of statistical ensemble that, in thermal equilibrium, is
used to derive the macroscopic properties of the thermodynamic system (i.e. temperature,
polarization, energy, etc.) [120]. A number of thermodynamic ensembles are used in Molecular Dynamics simulations, each one distinguished by the variables which are held constant
throughout the calculation which determines the thermodynamic environment the system
experiences during the simulation.
True classical Newtonian mechanics corresponds to an NVE (microcanonical) ensemble
with a constant number of particles (N), volume (V), and total energy (E). In an NVE
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ensemble, the total energy of the system is naturally conserved as long as the potential is
a function of only the coordinates of the particles. Other ensembles include the canonical
(NVT) ensemble where T is the temperature and the isothermal-isobaric (NPT) ensemble
with P representing the pressure of the system. The characteristic state function for the NVT
ensemble is the Helmholtz free energy (A pV, T q = U − T S) while the NPT ensemble uses the
Gibbs free energy defined as G pP, T q = U + P V − T S for a constant number of particles. In
experiments, the Gibbs free energy is of practical interest since the number of particles, the
pressure and the temperature are relatively easy to control. For this reason, we commonly
use the NPT ensemble in our simulations. The canonical and isothermal-isobaric ensembles
both simulate a system in thermal contact with a heat bath; practically this is achieved
in Molecular Dynamics simulations through the use of a thermostat. The thermostat used
in our Molecular Dynamics simulations is the Evans-Hoover thermostat [119] in which the
temperature is controlled through introducing a friction force into the equation of motion.
We simulate constant pressure by including a P V term in the effective Hamiltonian [121].
This term ensures constant pressure by varying the homogeneous strain tensor (describes
supercell deformations) throughout the simulation to compensate for fluctuations in pressure.
The Ergodic hypothesis states that a phase point for any isolated system passes in succession through every point compatible with the energy of the system before finally returning
to its original position in the phase space [122]. If x̄ is the time average of x and h i denotes
the ensemble average then a consequence of the Ergodic hypothesis is that

hxi = x̄

(2.47)

for a stochastic process whose joint probability distribution does not vary over time
[105]. In Molecular Dynamics simulations, it is preferred that every possible state that the
system can exist in be accessible in the simulation. In other words, every accessible point in
configurational space can be reached by a finite number of Molecular Dynamics steps starting
at any point in the space. In a Molecular Dynamics simulation, all possible states at a single
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point in time cannot be determined. However if the system is ergodic and is allowed to visit
all of the energetically relevant states by allowing for a sufficiently long simulation time,
then through the ergodic hypothesis we are able to calculate meaningful values for statistical
average of various quantities of interest.

2.3.3

Calculating Soft Mode Frequency at Finite Temperatures from ε pωq

First-principles techniques are useful for calculating phonon frequencies at 0 K. However, we
are also interested in studying the soft mode frequency dynamics at finite temperatures. The
characteristic soft mode frequency of a typical ferroelectric material falls within the range
of 2 to 6 THz. Under a frequency dependent electric-field (0 to 15 THz in our calculations),
a ferroelectric material will be most responsive to the electric field at the characteristic
frequency. The frequency response will also depend on the temperature with the soft mode
decreasing in frequency near the transition temperatures. This responsiveness of the material
to an electric field is characterized by the frequency dependent dielectric response. Therefore,
to study the frequency dynamics of ferroelectrics we first calculate the complex dielectric
response following the approach of Refs. [121, 123]
1
ε pνq − 1 =
3ε0 V kB T

„
M

2

Z
+ 2πiν

∞
2πiνt

e


hM ptq · M p0qi dt

(2.48)

0

where “h i” denotes the thermal average, V is the volume of the supercell, and t and
ν are the time and frequency, respectively. The hM 2 i is the time-averaged square of the
total dipole moment of the supercell while hM ptq · M p0qi is the average autocorrelation
function (ACF) for the dipole moment. The simulation begins with 20,000 MD steps within
an NPT ensemble to equilibrate the structure for the chosen temperature. This was done
in the presence of the bias field. This was followed by 5,000 steps within an NVE ensemble
for which the thermostat and barostat are turned off and the homogeneous strain variable
are held fixed. This ensemble allows to obtain dynamical properties and was subsequently
used for the remainder of the simulation for 2,975,000 additional MD steps yielding 10,000
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individual M ptq · M p0q functions. The M ptq · M p0q functions are calculated for the time
interval [0:8.2] ps and utilize the overlap approach of Ref. [119]. These M ptq·M p0q functions
are next averaged to obtain the autocorrelation functions. The M 2 is averaged over the final
2,975,000 NVE steps of the simulation to obtain hM 2 i. This average is used, along with the
Fourier transform of the ACF, to determine ε pνq from Eq. 2.48.
The dielectric function generated in our calculations is fit with the classical damped
harmonic oscillator Lorentzian function

ε pνq = ε∞ +

ν02

S0
− ν 2 + iνγ0

(2.49)

where ν0 , γ0 , and S0 are the characteristic frequency, damping constant, and oscillator
strength respectively. The high-frequency permittivity ε∞ is not considered in the simulated response of our calculations since our model only accounts for a single ionic polar
displacement per unit cell. We found that for the nanowires, computed ε pνq can be fitted
well with a single Lorentzian oscillator function. For PbTiO3 bulk, the single mode splits
below the transition temperature into the individual A1(TO1) and E(TO1) modes. This
requires the use of two separate Lorentzian oscillator functions to properly fit the data. The
results of the fit yield the mode characteristic frequency ν0 as a function of temperature (T)
and the bias electric field (Edc ) as well as S0 pT, Edc q and γ0 pT, Edc q.

2.4

Monte Carlo Methods

Another computational method that allows us to model various thermodynamical ensembles
and is used in our research is Monte Carlo, so named for the fact that it incorporates
probability into the calculations. As opposed to Molecular Dynamics, Monte Carlo (MC)
methods do not calculate the time evolution of the system. They are used to find equilibrium
properties of the system. Contrary to the deterministic Molecular Dynamics algorithm
described in the previous section, Monte Carlo methods fall under the category of stochastic
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methods. A stochastic process is a time sequence representing the evolution of some system
represented by a variable whose change is subject to a random variation [124].
The central problem of Metropolis Monte Carlo is to calculate the thermal average of a
quantity Q which is given by the classical expression
R
hQi =

`
˘
N N
dpN dr N Q pN , r N er−βHpp ,r qs
R
dpN dr N er−βHppN ,rN qs

where Q is the observable to be averaged, β =

1
,
kb T

(2.50)

H is the Hamiltonian of the system,

N is the number of sites or particles, and p and r are the momentum and position vectors
respectively. The integration over the momenta can be done analytically leaving only the
` ˘
integration over the coordinates for Q r N to be done numerically.
For a given integration mesh, the majority of points would yield an integrand for Eq.
2.50 which is nearly zero which can be safely neglected. This point is the motivation behind
a method known as importance sampling; sampling mostly those points in phase space
for which the Boltzmann factor has a non-zero value and ignoring points for which it is
vanishingly small. Importance sampling is a way of reducing the amount of phase space
which the algorithm needs to explore in order to converge on the lowest energy state. The
basic idea is that some of the input variables which are varied in order to calculate the energy
difference (the local mode u and the local strain η in effective Hamiltonian Monte Carlo) have
more impact on the potential energy function. That is, some local mode and strain variable
configurations affect the energy landscape more significantly than other configurations and
some configurations yield extremely high energies which lie far from the equilibrium value.
The Metropolis Monte Carlo algorithm is one such example of importance sampling.
The Metropolis Monte Carlo algorithm we use to calculate equilibrium properties of ferroelectrics/antiferroelectrics is summarized in Fig. 2.7. The simulation is initialized using
randomized local mode and local strain variables. We then attempt to update one of the
variables (local mode of local strain) by replacing the x, y, and z components of the variable
with a randomly generated set of components and the change in energy resulting from the
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variable update is calculated. If the system energy is lower as a result of the update, the
trial move is accepted. If the variable update results in an increase in energy, the trial move
is accepted with a probability proportional to the Boltzmann factor. To determine if a trial
move will be accepted or rejected, a random number is generated from a uniform distribution
within the interval [0,1] and compared with the probability of acceptance. The trial move
is accepted if the random number in less than the probability of acceptance and rejected
otherwise. This process is repeated over all sites for a predetermined number of Monte Carlo
steps.
Initialize simulation with randomized
values for local mode and strain

Attempt to update

If the energy move is downhill
then
accept the new configuration and energy

If the energy move is uphill
accept the move
with probability

then

Check if maximum number of Monte
Carlo steps has been reached : if
NO
YES

Exit simulation

Figure 2.7: Flow chart depicting the basic Metropolis Monte Carlo algorithm.

2.4.1

Adiabatic Monte Carlo

While the Metropolis Monte Carlo method explained previously simulates a canonical (NVT)
ensemble, we are also interested in using Monte Carlo simulations to study ferroelectric/antiferroelectric
materials during an adiabatic process in which the temperature is allowed to vary but there
is no heat exchange with the surroundings. We use this approach in order to directly compute the electrocaloric effect. To derive such an approach, we begin with the enthalpic form
70

of the first law of thermodynamics

dH = dQ − xi dXi − Di dEi

(2.51)

where H = U − Xi xi − Ei Di is the enthalpy, dQ is an infinitesimal quantity of heat, U is
the internal energy, and Xi and xi are the stress and strain respectively. Since we are using
this method to study the electrocaloric effect, an adiabatic process by definition, dQ = 0.
In order to achieve adiabatic simulations, we follow the spirit of Creutz microcanonical
Monte Carlo algorithm [125, 126] and introduce additional degrees of freedom, referred to
as “demons”, which absorb, carry, or redistribute energy throughout the sample. In our
simulations, the enthalpy is defined as follows :

1
H=
V

˜
U

pot

+

N
dem
X

Eidem

∗

− V Xi xi − Z E

NX
sites

i=1

¸
uj

j=1

=H+

N
dem
X

Eidem

(2.52)

i=1

where Upot is the potential energy given by the effective Hamiltonian, Eidem is the energy
carried by the ith demon, Z ∗ is the Born effective charge, uj is the local mode at site j [16].
H is the enthalpy less the energy of all the demons. We determine the appropriate number
of demons required to reproduce the computational value for CE=0 through the equation

„

Ndem

1
= integer
kB

ˆ

∂U pot
CE=0 −
∂T

˙

„

∂U pot
= integer
∂T

ˆ

˙

1
15 1
−1 +
= 8 (2.53)
kB V
2 V

At each Monte Carlo step, an update for a degree of freedom is attempted and compared
with the energy of a randomly chosen (or sequentially picked) demon Eidem . If Eidem −∆H > 0
the move is accepted and the enthalpy and demon energy are updated as H → H + ∆H
and Eidem → Eidem − ∆H. If instead Eidem − ∆H < 0, the trial move is rejected and
the selected demon energy remains the same. One Monte Carlo sweep attempts to update
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all the degrees of freedom sequentially. The temperature is calculated after each sweep
PNdem dem
as T = i=1
Ei /kB Ndem and is averaged over an appropriate number of Monte Carlo
steps [16].
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3

Parameterization of Potassium Niobate

Recently there has been concern regarding materials containing lead such as PbTiO3 and
Pb(Ti0.6 Zr0.4 )O3 which is known to be toxic to both humans and the environment. As a
result, there is a push for lead-free alternatives for materials which could potentially be
used for technological application. For the perovskite ABO3 class of materials, this can be
achieved by using materials with less toxic elements such as Barium, Bismuth, or Potassium.
The lead compounds Pb(Ti0.6 Zr0.4 )O3 and PbTiO3 have excellent caloric and ferroelectric
properties; our goal is to identify whether lead-free materials can be used for potential
applications which rely on these properties. We decided to focus on KNbO3 since it remains
relatively under-explored. KNbO3 undergoes the same sequence of phase transitions as
BaTiO3 except at elevated transition temperatures. This means KNbO3 could potentially
be used for applications requiring a higher operating temperature range. The goal of this
project is to derive a set of parameters for the effective Hamiltonian which will be used to
study static and dynamic properties in KNbO3 bulk and nanowires.
We used the Vienna Ab-Initio Simulation Package (VASP) to perform plane-wave density
functional theory computations. [127–130] The functionals used were Projector augmented
wave (PAW) [131,132] within the LDA [133] as well as the Perdew-Burke-Ernzerhof generalized gradient approximation PBE-GGA [134, 135] functional. To represent points in k-space
we used a Monkhorst-Pack [136] k-point mesh. For calculations involving a single perovskite
unit cell, a mesh of 11x11x11 was used; for calculations involving multiple unit cells, we
decrease the k-point mesh to 5x5x5 to take into account the size of the supercell in real
space. The plane wave basis was truncated at 600 eV for all calculations and we used the
default kinetic energy cutoff defined in the pseudopotential files for the respective chemical
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elements. We shall now describe the various parametrization steps in detail.

3.1

Lattice Constant

The parametrization begins with computation of the lattice constant, alat , corresponding
to the perfect cubic perovskite structure. Since an effective Hamiltonian is a Taylor series
expansion in small distortions from the cubic structure [3], the value of the lattice can have
a large impact on the predictions of the model.
In order to determine the cubic lattice constant, we ran a series of total energy calculations
on a single unit cell of KNbO3 where the total energy, Elat , is computed as a function of alat .
The computational data are fitted with a third order polynomial

Elat = E0 + C1 alat + C2 a2lat + C3 a3lat

(3.1)

where C1 , C2 , and C3 are the fitting parameters. Equation 3.1 is subsequently minimized
analytically to find the value of alat . Figure 3.1 shows the points for which calculations were
carried out as well as the polynomial used to fit the data. The optimal lattice constant was
different for the two functionals used. The lattice constant is 7.55 a.u. for LDA and 7.68
a.u. for GGA. These compare very well with the experimentally measured values of 7.63 a.u
reported by Ref. [5] and 7.50 Å reported by Ref. [137].
A second method we used to find the cubic lattice constant was to allow the VASP code
to relax the volume of a cubic unit cell. The code calculates the total energy of the unit cell
with respect to volume using a conjugate gradient algorithm until the forces acting on the
ions are zero and there are no stresses on the unit cell. The values of the lattice constants
found by the relaxation method are 7.56 a.u. for LDA and 7.67 a.u. for GGA, in agreement
with the first method.
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Figure 3.1: The total energy of the KNbO3 cubic unit cell as a function of the lattice constant
using the LDA. The points represent the data calculated at each lattice constant value while
the dashed line indicates the best fit.

3.2

Eigenvector of the Soft Mode

In the soft mode theory of ferroelectrics, the local dipole moment which gives rise to the
macroscopic polarization is due to the relative displacement of the ions in the perovskite
unit cell. These displacements are proportional to the dimensionless eigenvector, ξi , of the
unstable zone-center phonon mode in the cubic phase. Therefore, the next step in the
parametrization is the calculation of the normal phonon modes for the optimized cubic unit
cell. In our first principle phonon calculations, we determine the eigenvalues and associated eigenvectors of the normal modes by diagonalization of the interatomic force constant
(IFC) matrix whose elements are the second derivatives of the energy with respect to atomic
displacement. The method we use to calculate the IFC matrix is referred to as the linear
response method. It uses density functional perturbation theory (DFPT) in the linear response region in order to calculate the forces on the individual atoms [138]. We use numerical
methods to diagonalize the 15x15 IFC matrix, also known as the Hessian matrix, obtained
from the DFPT implementation VASP. Technically, the ions are displaced and the forces
between them are calculated yielding the Hessian matrix. The eigenvalue associated with
the soft mode is both negative and triply degenerate and the eigenvector corresponding to
this eigenvalue is the soft mode eigenvector. This eigenvector points in the direction of the
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energy decrease.
Table 3.1: Components of the normalized eigenvectors for GGA and LDA describing the
local mode in KNbO3 . Other values for the eigenvector determined using Vanderbilt ultrasoft pseudopotentials within LDA (Ref. [5]) as well as values derived from experimentally
measured displacements. (Ref. [137]).
GGA

LDA

Ref. [5]

Exp. Ref. [137]

ξA
ξB
ξk

-0.092
-0.815
0.207

-0.173
-0.808
0.320

0.18
0.80
-0.31

0.32
0.73
-0.33

ξ⊥

0.492

0.335

-0.37

-0.38

Table 3.1 shows our computed eigenvectors and those reported in Ref. [5] as well as the
ones calculated from experimentally measured displacements in Ref. [137]. The largest ionic
displacement is seen, for both LDA and GGA, for the B-site while for the A-site there is
almost no displacement. This suggests that KNbO3 is a B-centered perovskite and that
the dipole moment which develops in the ferroelectric phase of KNbO3 is a result of the
relative displacement of the B ion with respect to the oxygen octahedron. We will compare
our parameters to those found from the first-principles calculations of Ref. [5] as well as
experimental values given in Ref. [137] whenever possible. The first-principles parameter set
provided by Ref. [5] is limited and does not contain all of the necessary parameters to run
effective Hamiltonian simulations. The Hamiltonian used in this reference accounts for all
dipole interactions through a single parameter κ which is proportional to the square of the
local mode. The Hamiltonian used in the total energy expression (Eq. 2.10) separates the
dipole energy into a dipole self interaction, short-range dipole interactions, and long-range
dipole interactions. To our knowledge, a full set of effective Hamiltonian parameters did not
exist for KNbO3 prior to our parametrization.

3.3

Anharmonic Coefficients α and γ

The energy of an isolated local mode is given by equation 2.12 where ui is the magnitude of
the local mode for a single cell (i=1). The local mode self interaction contains a harmonic
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term as well as two anharmonic terms for which the coefficients are α and γ. These anharmonic coefficients were found by calculating the total energy of the unit cell while varying
the amplitude of the local mode u. This was done by applying a local mode along the [001],
[110], and [111] directions. The displacements from the ideal cubic structure, vi , are found
in accordance with the equation vi = u ξi where ξi is the dimensionless displacement for
atom i in the soft mode and u is the magnitude of the local mode. Computational data for
the total energy of the unit cell as a function of local mode are given in Fig. 3.2. The red,
green, and blue curves correspond to ionic displacements along the [001], [110], and [111]
crystallographic directions, respectively. Only positive values of the local mode are considered due to the symmetry of cubic structure. Figure 3.2 predicts a rhombohedral ground
state with the polarization vector along the [111] direction, in the absence of coupling with
the strain. This finding is in qualitative agreement with experiment [137].
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(b)
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Figure 3.2: The total energy of the unit cell as a function of local mode for the three directions
of the local mode for LDA (a) and GGA (b).
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The computational data of Fig. 3.2 was fitted using Eq. 2.12 as follows

E pr001sq = κu2 + αu4 ,

(3.2a)

γ0 4
u,
4
γ 00
E pr111sq = κu2 + αu4 + u4 .
3
E pr110sq = κu2 + αu4 +

(3.2b)
(3.2c)

During fitting, the value for κ is set to half the value of the soft mode eigenvalue. To
find the value of α, we fit Eq. 3.2 a while γ is found by using the results of fitting eqs. 3.2
b and 3.2 c in conjunction with

γ=

γ 0 + γ 00
.
2

(3.3)

Table 3.2 summarizes the values obtained from our first principle calculations for α and
γ showing good agreement with Ref. [5] which used the LDA.
Table 3.2: The anharmonic coefficients α and γ for the LDA and GGA from our calculations
and those of Ref. ( [5]) for comparison.

α
γ

3.4

GGA

LDA

LDA from ref. [5]

0.4453
-0.7438

0.1213
-0.5943

0.378
-0.613

Harmonic Coefficient & Short-Range Interaction Parameters

The harmonic coefficient κ2 and the short-range interaction parameters j1 - j7 are determined
through the approach proposed in Ref. [3]. A series of energy and force calculations which
utilize the conjugate-gradient method to minimize the forces between the atoms, nine in
total, are performed for different configurations of local modes which are shown in Fig. 3.3.
For each configuration the energies and forces are calculated through the frozen phonon
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method using the VASP. They represent different arrangements of local mode configurations
which are characterized by different wave vectors (k) and polarization vectors (P ). Figure
3.3 a represents the zone-center Γ-point distortion, Figs. 3.3 b and c correspond to the
zone-boundary k-point X = pπ/a, 0, 0q with the local mode vector in the ẑ and x̂ directions
respectively. Figures 3.3 d and 3.3 e represent the M = pπ/a, π/a, 0q point in the Brillouin
zone with local mode vector in the ẑ and x̂ directions respectively while Fig. 3.3 f represents
R = pπ/a, π/a, π/aq with local mode vector in the z direction. The remaining two figures
correspond to four-cell calculations in which the local mode vector has more than one nonzero component. The red point and vector signifies the corner of the supercell at which the
origin is positioned. For the configurations in Figs. 3.3 a - f the calculations were done using
a cubic supercell of 2x2x2 unit cells in size, while calculations for figures 3.3 g and 3.3 h
required a larger supercell with nx = nz = 4 and ny = 2. For each local mode configuration,
we performed self-consistent energy calculations for various local mode amplitudes |u|= u.
The local mode amplitude was systematically increased for each calculation, from 0 to 0.1
in units of the equilibrium lattice constant. The maximum local mode displacement was
limited to 0.1 since ferroelectricity in crystals is a result of small displacements from the
ideal cubic structure.
For the calculations using figures 3.3 a - f , the data for the energy is fitted with the
equations

Ef ig puq = κf ig u2 + αu4

(3.4)

while for the 160 atom supercell calculations in the direction u r101s, we fit with the
expressions
γ
Ef ig puq = κf ig u2 + αu4 + u4
4

17

Figure 3.3 has been used with the permission of Dr. Brajesh Kumar Mani
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(3.5)

Figure 3.3: The eight local mode configurations used to compute the short-range coupling
parameters (ji ) as well as the on-site harmonic coefficient. The energy of the local mode
is calculated for each configuration and fit with quadratic equation to find the harmonic
coefficient κf ig in each case [139].

where κf ig , α, and γ are the fitting parameters. Note we obtain different κf ig values for
each local mode configuration depicted in Fig. 3.3. By fitting the energy of each local mode
configuration we can determine the harmonic coefficients corresponding to each configuration. The κf ig parameter represents contributions from three different interactions, namely
the local mode self energy, the long-range dipole-dipole interaction, and the short-range
inter-site interaction the strength of which is given by the parameters j1 · · · j7 . The κf ig
associated with different local mode configurations given by figures 3.3 a - h are expressed
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using the following set of linear equations

κ pF ig.2aq = −2.094C + κ2 + 2j1 + j2 + 4j3 + 2j4 + 4j6 ,

(3.6a)

κ pF ig.2bq = 4.844C + κ2 + 2j1 − j2 − 4j3 + 2j4 − 4j6 ,

(3.6b)

κ pF ig.2cq = −2.422C + κ2 + j2 − 2j4 − 4j6 ,

(3.6c)

κ pF ig.2dq = −2.677C + κ2 − 2j1 + j2 − 4j3 + 2j4 + 4j6 ,

(3.6d)

κ pF ig.2eq = 1.338C + κ2 − j2 − 2j4 + 4j6 ,

(3.6e)

κ pF ig.2f q = 0C + κ2 − 2j1 − j2 + 4j3 + 2j4 − 4j6 ,

(3.6f)

κ pF ig.2gq = 2.932C + κ2 + j1 − 2j5 − 4j7 ,

(3.6g)

κ pF ig.2hq = 0.416C +

κ2
− 2j7 .
2

(3.6h)

where the first term gives the contribution from the dipole-dipole interaction and the constant C =

Z ∗2
∞ a3lat

[140]. This set of linear equations is solved using a Gaussian elimination

with back substitution algorithm to find the values of κ2 and j1 - j7 . The computational
values are given in table 3.3.
Table 3.3: Short-range interaction parameters, j1 - j7 , and the quadratic self-energy coefficient κ2 in units of Ha/a20 .

κ2
j1
j2
j3
j4
j5
j6
j7

GGA

LDA

0.1101
-0.0165
-0.0738
0.0045
-0.0032
-0.0185
0.0014
0.0047

0.1213
-0.0212
-0.0488
0.0058
-0.0040
-0.0161
0.0018
0.0012
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3.5

Born effective Charge, Optical Dielectric Constant & Mass of
Local Mode

The next three parameters which were calculated were the Born effective charge, Z ∗ , the
mass of the local mode, Mu∗ , and the optical dielectric constant, ∞ . The Born effective
charge for each ionic species and the optical dielectric constant are calculated internally
using DFPT in VASP. Specifically, the Born effective charge tensor is calculated as [141]

Zij∗ =

Ω ∂Pi
e ∂uj

i, j = x, y, z

(3.7)

where Ω is the volume of the unit cell, ui is the lattice displacement, and Pi is the polarization.
The ion-clamped optical dielectric constant is calculated using the expression [141]

∞
ij = δij +

4π ∂Pi
,
0 ∂Ej

i, j = x, y, z.

(3.8)

During this calculation, the coordinates of the ions are held fixed to ensure that the resultant
polarization is electronic. The Born effective charge of the local mode is calculated as

∗
∗
∗
Z ∗ = ξK ZK
+ ξN b ZN∗ b + ξOk ZOk
+ 2ξO⊥ ZO⊥

(3.9)

where the subscript denotes the atomic species. Note that for a 5 atom unit cell there are
2 oxygen atoms perpendicular to the direction of polarization and 1 parallel. Due to the
symmetry of the Born effective charge tensor, x and y components yield similar values for
the Born effective charge of the local mode. The local mode mass is defined as

Mu∗ =

X ` ˘2
ξzi M i

(3.10)

i

with M i being the mass of the ith atom found in any periodic table of the elements. These
parameters are listed in table 3.4 for both functionals.
The final entry in table 3.4 gives the value for the inhomogeneous strain mass. This was
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Table 3.4: Values of the Born effective charge, Z ∗ , optical dielectric constant, ε∞ , the local
mode effective mass, Mu∗ and the inhomogeneous strain mass Mη∗in . The Born effective charge
has units of e, the static dielectric constant is dimensionless and the effective masses have
units of amu.

Z∗
ε∞
Mu∗
Mη∗in

GGA

LDA

9.924
6.712
66.895
180.001

9.892
6.836
67.234
180.001

calculated by adding up the contributions from each atomic species to the total mass of the
5-atom unit cell as

Mη∗in = MK + MN b + 3MO

3.6

(3.11)

Phonon Dispersion Curve

At this point we have all the parameters necessary to compute phonon dispersion curves in
the cubic phase. The phonon dispersion curves are obtained by computing the IFC matrix in
different points of the Brillouin zone and diagonalizing the matrix to obtain the eigenvalues.
Only parameters ∞ , Z ∗ , κ2 , j1 - j7 , and alat contribute to these calculations. The computed
curves are given in Fig. 3.4. The data predicts two instabilities, one between the M and Γ
points and another between the Γ and R points in the Brillouin zone which are inconsistent
with ferroelectricity.
The local mode configurations given in Figs. 3.3 b, e, and f are A-site dominated meaning the largest ionic displacements are on the A-sites while the local mode for KNbO3 is
B-centered. This means that phonon modes corresponding to these higher energy configurations are not reproduced well using the frozen phonon method leading to errors in the
calculation of the phonon dispersion curves. To correct for these phonons which are not
well-behaved, we again use the 40 atom supercells corresponding to Figs. 3.3 b, e, and f to
perform density functional perturbation theory calculations (see sections 3.1.4 & 3.1.5) after
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Figure 3.4: Phonon dispersion curves for KNbO3 using the parameters derived from the LDA
(a) and GGA (b). The curves predicts instabilities to the left and right of the Γ-point. The
labels (a - f) indicate which local mode arrangement from Fig. 3.3 is associated with which
point.

relaxing the atomic positions of the structure while holding the lattice vectors fixed in the
ideal cubic positions. We then extract the κf ig values described in the previous section by diagonalizing the interatomic force constant (IFC) matrix generated by the VASP code during
the calculation. We use these new κf ig values to re-calculate κ2 and the ji parameters using
the same method explained in section (3.4). Once we have the new values for ji , we replace
those found from the Figs. 3.3 b, e, and f frozen phonon calculations with those calculated
using DFPT. For both the LDA and GGA, the energies predicted by DFPT at points b, e,
and f are increased with respect to the energies calculated using the frozen phonon method,
most significantly for point f . This has the effect of altering the energy landscape in the
vicinity of the Γ point, lowering this energy with respect to the surrounding energy in the
surrounding reciprocal space. This provides us with a better set of parameters which more
accurately predicts phonon dispersion for KNbO3 . The Γ points for both LDA and GGA in
Fig. 3.5 represent the global minimum of energy indicating that the ferroelectric phase is
stable after incorporating the new ji parameters.
Figure 3.5 shows the phonon dispersion curves for KNbO3 generated using the updated
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Figure 3.5: Phonon dispersion curves for KNbO3 using the parameters derived from the LDA
(a) and GGA (b) with the j-parameters from the figure b, e, and f local mode calculations
replaced with those generated from the 40 atom DFPT calculations. The curves shows an
instability at the Γ-point located at q = p0, 0, 0q. The labels (a - f) indicate which local mode
arrangement from Fig. 3.3 is associated with point.

parameters for both LDA (a) and GGA (b). We see that the instabilities now lie at the
Γ point for both exchange-correlation functionals predicting a ferroelectric ground state for
both.

3.7

Elastic Stiffness Constants

The elastic stiffness constants for the perovskite crystal Cij are denoted by B11 , B12 , and
B44 . Due to cubic symmetry, these are the only three independent elastic constants. They
are expressed in atomic units of energy (Hartree) [3]. We calculate these constants using
density functional perturbation theory (DFPT) in the linear response. The code applies
six finite distortions to the lattice and the elastic constants are derived from the associated
stress-strain relationship [141] as described in ref. [142]. The values for the elastic stiffness
constants are summarized in table 3.5. The values given by the VASP code are multiplied by
the volume of the cell to give the constants which are reported. Our parameters agree well
with those found from first-principles calculations [5]. The B11 and B44 coupling constants
shown in table 3.5 agree well with those reported from experimental Ref. [143] at 300 K,
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Table 3.5: Values of the elastic stiffness constants obtained from DFT. We compare to elastic
constants calculated by Ref. [5] using the ultrasoft psudopotential method in the LDA as
well as to experimental values reported in Ref. [143]. Units of the stiffness constants are Ha.
GGA
B11
B12
B44

5.71
1.11
1.38

LDA Ref. [5]
6.40
1.12
1.34

6.54
0.96
1.37

Ref. [143]
3.48
1.15

especially after taking into account the temperature dependence of the elastic constants. As
temperature decreases, the the lattice stiffens and the elastic constants get larger reaching a
maximum at 0 K [6].
One effect which can occur during first-principle calculations that can lead to an error in
the values of the elastic stiffness constants is called Pulay stress. The error originates from
the fact that the plane wave basis set is not complete with respect to the changes in the
volume of the cell. As a result, the diagonal elements of the stress tensor are all offset by
a constant amount. The Pulay stress, being isotropic, has the effect of decreasing the real
fully relaxed volume of the crystal as a whole. The way we remove the Pulay stress is by
setting the plane wave energy cutoff to a slightly larger value than the default, specifically
30% larger in order to ensure that we achieve full convergence of the stress tensor. [141, 144]
We adopted this approach in our calculations by using an energy cut-off of 800 eV for this
set of calculations.

3.8

Strain-Local Mode Coupling Constants

The coupling between the local mode and the strain is described using the on-site interaction
by Eq. 2.23 where Blαβ are the coupling coefficients, l is the strain component and runs from
1 to 6, and α and β represent Cartesian coordinates. The three independent Blαβ are B1xx ,
B1yy , and B4yz . We performed first-principles energy and force calculations for different
u in the range 0.00 - 0.06 in units of cubic lattice constant and for different amounts of
applied strain in the range -0.02 to 0.02. Specifically, we choose the Γ point local mode
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configuration (Fig.2a) and apply strain along the z direction for computing B3zz , the y
direction for computing B2zz , and the x-z direction (shear strain) for computing B5xz . These
coupling coefficients are equivalent to B1xx , B1yy and B4yz , respectively, as a result of cubic
symmetry and we report the coupling constants using the latter notation to conform to that
of Ref. [5]. By fitting the energy as a function of local mode using a 6th order polynomial,
we can extract the harmonic coefficient (κη ) for each value of strain. We then fit the data
for κη as a function of relative strain using the following expression

κη pηq = κ0 + Blαβ ηl

(3.12)

Equation 2.23 reduces to Eq. 3.12 for the case when the local mode u is constant. It is
found by taking the second order derivative of the total energy (Eq. 2.10) with respect to
the local mode (u) in the harmonic approximation. In this case, the anharmonic terms of
Eq. 2.12 are neglected, the derivative of the elastic energy with respect to local mode is zero,
and the second derivative of all terms harmonic in local mode are constant. The surviving
term which in linear in strain comes from the strain-local mode coupling energy (Eq. 2.23).
The slope of the line of best fit is therefore equal to the coupling coefficient Blαβ . Figure 3.6
shows the data for κ versus relative strain for the three sets of calculations along with the
linear regression.
A second method by which we determined the coupling coefficients was through a series
of DFPT calculations with various amounts of compressive, tensile, and shear strain applied
to the 5 atom unit cells. These calculations generate an IFC matrix which was diagonalized
using the standard LAPACK libraries yielding the respective eigenvalues for each value of
strain. The first set of calculations was done to find B1xx and B1yy , such that η1 6= 0.
From the 15 different eigenvalues, two of the negative eigenvalues which are degenerate
correspond to the case where the strained crystallographic direction and the direction of
the ionic displacement are perpendicular to one another; this corresponds to B1yy . Another
non-degenerate but negative eigenvalue corresponds to the configuration where the ionic
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Figure 3.6: Results of frozen phonon calculations showing κη as a function of relative strain
used to determine the strain-local mode coupling constants.

displacements are along the same direction as the applied strain; this gives access to B1xx . A
second set of DFPT calculations was done for η4 6= 0, the case of shear strain on the unit cell
where the ionic displacements are along the [011] crystallographic direction in the y-z plane.
This set of calculations will produce the coefficient B4yz . For each case, the value of κη is
taken to be half of the eigenvalue and we again fit the data for κη as a function of relative
strain via Eq. 3.12 yielding B1xx , B1yy , and B4yz . Figure 3.7 shows the results of these LDA
DFPT calculations depicting κη versus η for the three different coupling constants. The
slope of each line gives the corresponding coupling constant.
Table 3.6 summarizes the final sets of strain-local mode parameters for the GGA and
LDA. Additionally, we include the coupling constants found from the 5 atom frozen phonon
calculations and also those found from the LDA calculations of Ref. [5].
Of the two methods we have followed to calculate the coupling coefficients, each has its
advantages. The frozen phonon method allows one to place the atoms at the exact locations
necessary to produce the desired local mode distortion. However this method requires data
fitting at two points in the process which could introduce additional error into the final
parameters. In the DFPT method, the eigenvector may be slightly different from the one
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Figure 3.7: Results of 5-atom calculations showing κ vs. η used to extract strain-local mode
coupling coefficients.
Table 3.6: Blαβ parameters for KNbO3 using the GGA and the LDA. Other theoretically
calculated values are provided for comparison. The units of strain-local mode coupling
constants is Ha/a20 .

B1xx
B1yy
B4yz

GGA

LDA

LDA DFPT

Ref. [5]

-3.19
0.043
0.002

-2.93
0.39
0.05

-2.86
0.35
-0.003

-3.01
0.33
-0.01

used to define u and the perturbations introduced by the code may not exactly represent the
desired local mode displacements. For B1xx and B1yy , the magnitude of the DFPT values
are smaller than those found using the frozen phonon method for both the LDA and the
GGA meaning that DFPT predicts a weaker coupling between the two phonon modes.

3.9

Parameter Assessment

The phonon dispersion curve calculations of section 3.6 provided a qualitative test of the effective Hamiltonian parameters by confirming that the lowest energy configuration of dipoles
is associated with ferroelectricity. We test both parameter sets to determine how well they
reproduce various static and dynamic properties of KNbO3 ( such as the spontaneous polarization, phase transition sequence, unit cell volume, transition temperatures, and phonon
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Table 3.7: Complete list of effective Hamiltonian parameters for KNbO3 for LDA and GGA.

alat
ξA
ξB
ξk
ξ⊥
α
γ
B1xx
B1yy
B4yz
B11
B12
B44
κ2
j1
j2
j3
j4
j5
j6
j7
Z∗
ε∞
Mu∗
Mη∗in

GGA

LDA

Ref [5]

7.681
-0.0920
-0.8150
0.2067
0.4924
0.4453
-0.7438
-3.193700
0.04280100
0.00153284
5.7092387
1.11327531
1.376800153
0.11013649
-0.01648479
-0.07377966
0.00453245
-0.00315302
-0.01851650
0.00143965
0.00468119
9.92395
6.712
67.23432
180.0010

7.550
-0.1730
-0.8080
0.3202
0.3351
0.3475
-0.5943
-2.931760
0.392880
-0.0501142
6.40499696
1.11818552
1.33974462
0.12139664
-0.02117859
-0.04880503
0.00576144
-0.00397203
-0.01608666
0.00179957
0.00117830
9.89223
6.836
66.89473
180.0010

7.472
0.18
0.80
-0.31
-0.37
0.378
-0.613
-3.01
0.33
-0.01
6.54
0.96
1.37
65.992
-

Lattice Constant
Components
of Soft Mode
Eigenvector
Anharmonic
Coefficients
Coupling
Coefficients
Elastic
Constants
Harmonic
On-site
and Short-Range
Interaction
Parameters

Born Eff. Charge
Optical Dielectric Constant
Local Mode Eff. Mass
Inhom. Strain Eff. Mass

frequencies ) at finite temperatures. The following sections will describe the results of this
testing. Table 3.7 provides a complete list of parameters obtained using both the GGA and
LDA as well as a comparison to Ref. [5] when available.
We first calculate the spontaneous polarization as a function of temperature using a
simulated annealing approach which allows us to determine the sequence of phase transitions
and associated transition temperatures. For this we use our effective Hamiltonian Molecular
Dynamics within an NPT ensemble. A bulk sample is simulated with supercell 16x16x16
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unit cells with periodic boundary conditions applied in all directions. A simulated annealing
starts at 400 K for LDA and 800 K for GGA and proceeds in 5 K decrements, using 40,000 MD
steps per temperature, until a temperature of 5 K is reached. The parameters listed in table
3.7 are used. Figure 3.8 depicts the polarization components as a function of temperature for
the LDA (a) and GGA (b) parameters. In the high temperature phase, all three components
of the polarization are zero which is indicative of the cubic phase. As the temperature is
lowered, the polarization develops a single non-zero component indicating a transition from
the cubic to the tetragonal phase below TC . Further reduction of the temperature results
in additional non-zero components of the polarization as the material undergoes additional
phase transitions into first the orthorhombic followed by the rhombohedral phases. The
temperatures at which these transitions occur correspond to the structural phase transitions
in KNbO3 . Both sets of parameters yield the correct sequence of phase transitions from
cubic to tetragonal, tetragonal to orthorhombic, and finally orthorhombic to rhombohedral.
However, the LDA set of parameters severely underestimate the transition temperatures.
The GGA set underestimates transition temperatures from TC→T and TT →O while TO→R is
overestimated as seen in Fig. 3.8.
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Figure 3.8: Dependence of the polarization components on temperature for bulk KNbO3
using the LDA parameters (a) and GGA parameters (b). The vertical lines are the experimental transition temperatures.
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The possible origin for the overestimation/underestimation of the transition temperatures
is found by examining the energy as a function of local mode for the 5-atom unit cell. The
depth of the well for the energy as a function of local mode plot shown in Fig. 3.9 can
be used to estimate the transition temperature by converting the energy from Hartree to
degrees Kelvin. A shallower energy well corresponds to a lower transition temperature. By
renormalizing the anharmonic coefficients in Eq. 3.2 to incorporate the effects of strain, we
can better estimate the transition temperatures. In Fig. 3.9, the solid lines represent data
in the absence of strain corrections while the dashed lines represent the strain-renormalized
energy curves. We notice that the inclusion of strain has the effect of lowering the energy
as a function of local mode. This lowering of the energy results from allowing for possible
additional relaxations of the system through the coupling of the soft mode to the acoustic
phonons [5]. For both the LDA and the GGA, the renormalized energy curves predict
a rhombohedral ground state consistent with experimental findings [137]. Comparing the
depths of the renormalized energy wells found using the LDA and GGA parameters, we find
that the change in energy relative to the energy of the ideal cubic is smallest for LDA. These
shallow energy wells result in the LDA parameters severely underestimating the transition
temperatures. The local mode values considered in the calculation of E puq were within
the range of -0.06 to 0.06 in units of the ideal cubic lattice constant. The local mode
displacements corresponding to the energy minima for the GGA are larger than those for
the LDA. Recalling that the dipole moment of the unit cell is proportional to the local mode
displacement explains the larger spontaneous polarization seen for GGA than for LDA in
Fig. 3.8.
Table 3.8 summarizes the data presented in Fig. 3.9 by including numerical values for
the energy minima and their corresponding local mode displacements as well as the changes
in energy and local mode resulting from the change in crystal symmetry. The change in
energy between the tetragonal-orthorhombic and orthorhombic-rhombohedral symmetries
can be used to qualitatively explain the temperature over which KNbO3 exists in a given
92

0

(a)

0

(b)

-0.01
-0.002

E - E0 [eV]

E - E0 [eV]

-0.02
-0.004

-0.006
(001)
(110)
(111)
(001) with η
(110) with η
(111) with η

-0.008

-0.01
-0.06

-0.04

-0.02
0
0.02
u [in unit of lattice constant]

-0.03
-0.04
-0.05
(001)
(110)
(111)
(001) with η
(110) with η
(111) with η

-0.06
-0.07
0.04

-0.08
-0.06

0.06

-0.04

-0.02
0
0.02
u [in unit of lattice constant]

0.04

0.06

Figure 3.9: Change in first-principles energy as a function of local mode for LDA (a) and
GGA (b). Solid (dashed) lines are in the absence (presence) of strain.

phase in Fig. 3.8. Comparing the magnitudes of the change in energy in the presence of
strain for LDA (∆ET→O compared to ∆EO→R ) we see a larger change in going from the
tetragonal to orthorhombic symmetry which predicts that KNbO3 will be in the tetragonal
phase over a wider range temperature range. We see a similar trend when comparing the
changes in energy predicted by the GGA. In Fig. 3.8 we see a larger change in spontaneous
polarization in going from the tetragonal to the orthorhombic phase then from orthorhombic
to rhombohedral. We can again appeal to table 3.8 for an explanation. For both GGA and
LDA we see the largest change in the local mode displacement between the tetragonal and
orthorhombic symmetries. This larger displacement leads to a larger change in the average
dipole moment per unit volume.
Table 3.9 summarizes different static properties calculated through our effective Hamiltonian using the LDA and GGA parameters. Wherever possible, we have compared to
experimental values found in Ref. [137] and Ref. [145].
Figure 3.8 also allows for the analysis of the spontaneous polarization and comparison
to experimental values from Ref. [137] for the tetragonal and orthorhombic phases. Table 3.9 lists the maximum spontaneous polarization for each phase; the maximum typically
corresponding to the polarization just before a phase transition. The spontaneous polar93

Table 3.8: Energy minima, corresponding local mode, energy minima differences, and change
in local mode corresponding to energy minima differences for LDA, GGA, as well as LDA
and GGA incorporating the effects of strain. Energies are reported in eV and local modes
in units of the ideal cubic lattice constant.
GGA

LDA

GGA with η

LDA with η

T
Emin

-0.0206818

-0.00276264

-0.0449962

-0.00634823

uT
min

0.0264432

0.0173187

0.0390495

0.0262631

O
Emin

-0.0355096

-0.00482561

-0.0574466

-0.00721979

uO
min

0.0346673

0.0229015

0.044092

0.028004

R
Emin

-0.0466606

-0.00642485

-0.0632833

-0.00756604

uR
min

0.0397699

0.0263832

0.0462531

0.0286643

∆ET→O

-0.0148278

-0.00206297

-0.0124504

-0.00087156

∆uT→O

0.0082241

0.0055828

0.0050425

0.0017409

∆EO→R

-0.0111510

-0.00159924

-0.0058367

-0.00034625

∆uO→R

0.0051026

0.0034817

0.0021611

0.0006603

Table 3.9: Some static properties of KNbO3 compiled from LDA, GGA, and from two
experimental references.

Ps (T)
Ps (O)
Ps (R)
V (T)
V (O)
V (R)
C-T
T-O
O-R

GGA

LDA

Ref [137]

Ref [145]

41.31
36.33
35.62
68.729
68.925
69.271
620 K
435 K
345 K

31.58
25.11
23.44
64.202
64.246
64.319
235 K
115 K
80 K

30 ± 2
32 ± 3
64.911
708 K
498 K
263 K

63.6
-
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Spontaneous
Polarization
µC/cm2
Unit cell
Volume
Å3
Ferroelectric
Transition
Temperatures

ization shows the correct trend with the values increasing with decreasing symmetry. The
spontaneous polarization for the tetragonal phase calculated using the LDA parameters,
Ps (T) = 31.58 µC/cm2 , compares particularly well with the experimental value of PTexp =
30 ± 2 µC/cm2 [137]. The measured spontaneous polarization of POexp = 32 ± 3 µC/cm2 [137]
(O) =
(O) = 36.33 and PLDA
lies between that calculated for LDA and GGA, PGGA
s
s
25.11 µC/cm2 respectively.
Figure 3.10 shows the volume of the unit cell as a function of temperature calculated for
both sets of parameters. At the highest temperature, the material is in the cubic paraelectric
phase. In the cubic phase we see a different V pT q response for LDA and GGA. For the case
of LDA, a decrease in temperature leads to a decrease in the volume of the unit cell while for
GGA we notice increase in volume with decreasing temperature. Once the Curie temperature is reached, the volume changes abruptly as a result of the structural phase transition.
As the temperature is further reduced, the volume changes abruptly at the tetragonal to
orthorhombic and orthorhombic to rhombohedral transitions before approaching the ground
state value at 5 K. Table 3.9 lists for LDA and GGA the volumes calculated at the temperature corresponding to the maximum value of polarization in each phase. The unit cell
3

volume for LDA, V(T) = 64.2 Å , agrees well with the experimentally measured value of
3

VTexp = 64.9 Å from Ref. [137] taken for KNbO3 in the tetragonal phase. The volume of the
3

unit cell in the orthorhombic phase calculated using the LDA parameters, V(O) = 64.2 Å ,
3

closely matches the experimentally measured volume from Ref. [145] of VOexp = 63.6 Å for
the same phase. In conclusion, we find better agreement with experimental measurements
for the unit cell volume using our LDA parameters, though the GGA parameters provide a
better prediction of the transition temperatures.

3.10

Tuning TC through Scaling of Hef f Parameters

At this point, we have calculated effective Hamiltonian parameters with the LDA and GGA
and assessed the accuracy of these parameters by using them to calculate a number of static
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Figure 3.10: Dependence of the unit cell volume on temperature for bulk KNbO3 using the
LDA parameters (a) and GGA parameters (b). The vertical lines are the computational
transition temperatures.

properties. The results from the simulations using the two parameters sets, while in qualitative agreement, predict significantly different transition temperatures. The inaccuracy in the
transition temperature calculations is too large to allow ECE modeling. Given the variance
in the transition temperatures predicted by the two exchange-correlation energy approximations, we must look beyond first-principles calculations in order to achieve parameters which
more accurately describe the phase transitions in KNbO3 and it is unlikely that further DFT
calculations would correct this issue. The remedy is to tune the first-principles parameters
we have calculated from LDA and GGA to better reproduce the correct transition temperatures. To do this, we follow a two step process. Firstly, we rescale all the parameters in
such a way that the different energy terms in the effective Hamiltonian are scaled with the
same factor k. Specifically, we rescale the parameters so as to increase the contribution from
the long-range dipole-dipole interactions which favor the ferroelectric phase and decrease the
contribution form the short-range interactions which favor the cubic paraelectric phase. This
leads to the onset of ferroelectricity at higher temperatures where the thermal fluctuations
would destroy the polarization for the unscaled interactions. A factor of k > 1 is expected
to deepen the double wells of the energy profile (see Fig. 3.2 for example) and therefore in-
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crease the transition temperatures. This changes both the transition temperatures and the
spontaneous polarization since the former is related to the depth of the well while the latter
is proportional to the amplitude of the local mode. We run additional annealing calculations
using a range of scaling factors [1.42 - 1.48] to determine the one which provides the most
improvement. The best improvement was found for a factor of 1.44 for LDA and 1.050 for
GGA. The associated annealing data are presented in Fig. 3.11 where the vertical lines are
used to label the experimental transition temperatures [137]. The transition temperatures
for the LDA show a substantial improvement over those predicted by the unscaled first principles parameters; the new transition temperatures being TC→T = 715 K, TT →O = 340 K,
and TO→R = 255 K. The scaled GGA parameters produce transition temperatures which are
closer to the experimental values of TC→T = 708K and TT →O = 498K [137], the new transition temperatures being TC→T = 705 K, TT →O = 505 K. However given that the method
we used to scale the effective Hamiltonian parameters moves all the transition temperatures
in the same direction and the unscaled GGA parameters overestimated the orthorhombic
to rhombohedral transition temperature, this transition temperature TO→R = 390 K is now
even further from the experimental value of TO→R = 263K [137].
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Figure 3.11: Dependence of the polarization components on temperature for bulk KNbO3
using the scaled LDA parameters (a) and GGA parameters (b). The vertical lines are the
experimental transition temperatures.
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Table 3.10: Complete list of universally scaled effective Hamiltonian parameters for KNbO3
for LDA and GGA.

alat
α
γ
B1xx
B1yy
B4yz
B11
B12
B44
κ2
j1
j2
j3
j4
j5
j6
j7
Z∗
ε∞
Mu∗
Mη∗in

GGA

LDA

Ref [5]

7.681
0.424135
-0.708426
-3.041619
0.040762
0.001459
5.437370
1.060262
1.311238
0.11564331
-0.0086545
-0.0387343
0.0023795
-0.00165533
-0.00972116
0.00075582
0.0024576
10.1690227
6.712
67.23432
180.0010

7.550
0.241335
-0.412689
-2.035944
0.272833
-0.034801
4.447914
0.776518
0.930377
0.1748111
-0.0152485
-0.0351396
0.0041482
-0.0028598
-0.01158239
0.00129568
0.00084837
11.870676
6.836
66.89473
180.0010

7.472
0.378
-0.613
-3.01
0.33
-0.01
6.54
0.96
1.37
65.992
-
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Lattice Constant
Anharmonic
Coefficients
Coupling
Coefficients
Elastic
Constants
Harmonic
On-site
and Short-Range
Interaction
Parameters

Born Eff. Charge
Optical Dielectric Constant
Local Mode Eff. Mass
Inhom. Strain Eff. Mass

Another static property we calculated to serve as a basis for comparison to experiment is
∂P
where P and V in the derivative are temperathe bulk modulus, defined as B(T ) = −V0 ∂V

ture dependent. We find that V (P ) is linear so that the derivative is a constant; also since V
depends weakly on the temperature we use the 0 pressure volume V0 to calculate B. In our
effective Hamiltonian simulations P is the independent variable so we calculate the volume
of the unit cell for hydrostatic pressure, in the range 0.0 - 2.0 GPa, and take the inverse of the
derivative. Figure 3.12 shows the bulk modulus as a function of temperature for both sets
of parameters. The three minima in the data occur at temperatures in the vicinities of the
phase transitions and are due to the fact that the maximum change in unit cell volume occurs
when the structural changes are the greatest. As the temperature is decreased, the point
where B(T ) begins to decrease abruptly corresponds to the transition temperature. This is
where a change in the hydrostatic pressure will produce the largest change in the volume
of the unit cell. The temperature dependence of the bulk modulus agrees qualitatively with
experimental data for bulk BaTiO3 given in Ref. [146] where the minimum is centered at
approximately 130◦ C, close to the experimental transition temperature of 120◦ C [147]. Our
results for LDA (BLDA (O) = 111.22 GPa) and GGA (BGGA (O) = 104.76 GPa) underestimate
by 50% the experimental value of 190.4 GPa reported for KNbO3 in Ref. [145]. These measurements were taken at ambient temperature where the bulk sample has the orthorhombic
crystal structure. The bulk moduli associated with the minima in Fig. 3.12 for both functionals are given in table 3.11. The rate of change in B(T ) with respect to temperature near
the phase transitions is larger for the calculations using the GGA parameters than for LDA,
particularly for the tetragonal to orthorhombic and orthorhombic to rhombohedral phase
transitions owing to the more abrupt change in V (T ) seen in GGA as opposed to LDA at
the transition temperatures.
Next the data given in Fig. 3.12 are used to determine the thermal expansion coefficient
as a function of temperature, shown in Fig. 3.13. The thermal expansion coefficient, up to a
` ˘
. We again see the maximum refirst order approximation, is defined as αexp pT q = V1 ∂V
∂T P
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Figure 3.12: Dependence of the bulk modulus on temperature for bulk KNbO3 using the
scaled LDA parameters (a) and GGA parameters (b). The vertical lines are the computational transition temperatures.

sponse at the transition temperatures where the largest change in the volume of the unit cell
is seen. Table 3.11 lists all αexp associated with the three phase transitions seen in KNbO3
bulk. We compare our data to the experimental results of Ref. [148] and Ref. [149] which
reported thermal expansion coefficients of 0.322 x 10−5 K−1 for K0.95 Li0.05 Ta0.22 Nb0.78 O3 single crystals and 1.4 x 10−5 K−1 for KNbO3 bulk in the orthorhombic phase respectively. Our
LDA parameters produce αexp = 3.59 x 10−5 K−1 while GGA yields αexp = 1.19 x 10−5 K−1 ;
both results comparing well to Ref. [149] though a full order of magnitude larger then those
reported by Ref. [148]. These results also compare well with data found by measuring the
refractive index of KNbO3 and fitting the data with the first order derivative of a two pole
Sellmeier equation [150]. They too report a value of 1.4 x 10−5 K−1 for a sample at ambient
temperature of 22◦ C.
Figure 3.14 shows the heat capacity as a function of temperature for the LDA (a)
and the GGA (b). The heat capacity at constant pressure is defined as CP = CE=0 =
´ pot
¯
∂UE
1
15
+ 2 kB where V is the unit cell volume, UEpot is the potential energy defined in
V
∂T
Eq. 2.10, and kB is Boltzmann’s constant. The factor of

15
2

reflects the fact that there

are 5 atoms per unit cell which each contribute 21 kB per degree of freedom to the kinetic
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Figure 3.13: Dependence of the thermal expansion coefficient on temperature for bulk KNbO3
using the scaled LDA parameters (a) and GGA parameters (b). The vertical lines are the
computational transition temperatures.
Table 3.11: Values for bulk modulus, thermal expansion coefficient, and heat capacity at
constant pressure of KNbO3 for LDA and GGA.
GGA
B (T)
B (O)
B (R)
αexp (T)
αexp (O)
αexp (R)
CP (T)
CP (O)
CP (R)

LDA

97.06 102.86
104.76 111.22
108.64 113.89
11.6905 6.3060
1.1903 3.5891
1.0998 2.2477
15.077 16.082
15.023 16.016
14.975 15.991

Ref. [148]

Ref. [145]

Ref. [149]

0.322
-

190.4
-

1.4
-

Bulk
Modulus
(GPa)
Thermal
Expansion Coeff.
(x10 −5 K−1 )
Heat Capacity @
Constant Pressure
(MJ/K m3 )

energy. Within each phase, the UEpot pT q data are fit with a linear function, the slope being
equal to

pot
∂UE
.
∂T

The heat capacity for both LDA and GGA are proportional to temperature

in the ferroelectric phases. As the temperature of KNbO3 is raised, more energy must be
added to the material to bring about an equivalent change in temperature. At the transition
temperatures where the structural phase transitions occur, the CP pT q data are divergent
resulting from discontinuities in the UEpot pT q curves where the change in potential energy
with respect to temperature becomes large. Note that divergent points have been removed to
preserve scale. For the LDA calculations, the heat capacity becomes inversely proportional
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to the temperature in the cubic phase while for the GGA data it approaches a maximum
value of approximately 15.12 MJ/K m3 . Table 3.11 lists the calculated heat capacities at
the transition temperatures.
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Figure 3.14: Dependence of the heat capacity on temperature for bulk KNbO3 using the
scaled LDA parameters (a) and GGA parameters (b). The vertical lines are the computational transition temperatures.

3.11

Further Tuning Through Scaling Blαβ

The next step in improving the predicted transition temperatures is to scale the strainlocal mode coupling coefficients, in particular B1xx and B1yy since they make the largest
contribution to the strength of the coupling. We chose to rescale the Blαβ for several reasons
: (I) We need parameters which are involved in renormalizing the energy surface in the
presence of strain which limits us to either the strain-local mode coupling coefficients or the
elastic constants (II) The elastic constants are found using a DFPT algorithm internal in the
VASP, the results of which are generally more reliable than the energy calculations outlined in
section 3.8 used to determine the Blαβ coefficients (III) The stability of the ferroelectric phase
is more sensitive to the values of the elastic constants than to the Blαβ parameters and even a
slight modification of the elastic constants could render the ferroelectric phases unstable (IV)
the elastic constants reported in table 3.10 agree well with the experimental values given in
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table 3.5 while experimental coupling coefficients are not readily available. The coefficients
were varied in the ranges of -1.758 to -4.102 and 0.234 to 0.546 for B1xx and B1yy respectively
corresponding to ± 40 % of their first-principles values. This has the effect of shifting the
transition temperatures with respect to one another, a relative shift rather than shifting all
transition temperatures by the same amount and in the same direction as before. We then
performed an extensive set of simulated annealing calculations, varying one parameter by
1 % while holding the other fixed, to determine which set produces the greatest improvement.
Figure 3.15 shows the spontaneous polarization as a function of temperature for the data set
yielded by the best combination of parameters, bringing the Curie temperature to within a
few Kelvin of the experimental value and improving the tetragonal to orthorhombic transition
temperature at the cost of decreasing the accuracy of the lowest transition temperature. The
final set of transition temperatures is TC→T = 705 K, TT →O = 420 K, and TO→R = 330 K.
Given that the improvement to the TC→T and TT →O transition temperatures for the GGA
parameters came at the cost of worsening the TO→R transition temperature, we decided not
to pursue any further rescaling of the Blαβ parameters.
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Figure 3.15: Dependence of the polarization on temperature for bulk KNbO3 using scaled
LDA parameters. The temperatures above the graph are the experimental transition temperatures.

The coupling coefficients are summarized in table 3.12 listing the final scaled LDA and
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Table 3.12: Scaled strain-local mode coupling constants of the effective Hamiltonian.

B1xx
B1yy

scaled LDA

original LDA

% Change

Units

-2.067
0.239

-2.93
0.39

29.5 %
-38.7 %

Ha/a0 2
Ha/a0 2

Table 3.13: Complete list of transition temperatures for KNbO3 using unscaled LDA and
GGA parameters and at various stages of the scaling procedure. The last column are the
experimental transition temperatures.

C-T
T-O
O-R

GGA

LDA

GGA-Scaled Ĥef f

LDA-Scaled Ĥef f

LDA-Scaled Blαβ

Ref [137]

620 K
435 K
345 K

235 K
115 K
80 K

705 K
505 K
390 K

715 K
340 K
255 K

705 K
420 K
330 K

708 K
498 K
263 K

Ferroelectric
Transition
Temperatures

original LDA values as well as the percentage change from that predicted by first-principles.
The percent changes between the unscaled and scaled are relatively large, especially for the
B1yy coefficient though this does less than B1xx to scale the interaction energy term defined
in Eq. 2.23.
Table 3.13 codifies the transition temperatures associated with all sets of parameters
both scaled and unscaled. The transition temperatures for the final set of LDA parameters
represents a compromise with the error in the 2 low temperature phase transitions equally
distributed while maintaining the accuracy of the Curie temperature. The scaled GGA
parameters reproduce well the Curie point as well as the temperature for tetragonal to
orthorhombic transition. The LDA parameters in which no further scaling was done to
the Blαβ coefficients however predict the correct orthorhombic crystal symmetry at room
temperature, important for studies concerning possible ferroelectric device applications.

3.12

Dynamical Properties

Thus far the properties we have reported, i.e. spontaneous polarization, transition temperatures, bulk modulus, thermal expansion coefficient, etc., have all been static in nature.
However, we are also interested in studying dynamic properties of KNbO3 such as the soft
phonon mode dynamics. In order to test how well our parameters reproduce the dynamic
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characteristics of KNbO3 we calculate the soft phonon mode frequency using several different
methods and compare our results to the experimental data of Ref [67] and previous theoretical work [5]. The first method we use is to calculate the frequencies analytically using
expressions derived from the effective Hamiltonian. To derive these expressions, we solve the
equations of motion for the local mode given by

Mu∗

∂ 2u
= −∇u Hef f
∂t2

(3.13)

where

`
˘
Hef f = κu2 + α0 u4 + γ 0 u2x u2y + u2y u2z + u2x u2z

(3.14)

˘2
`
where u4 = u2x + u2y + u2z and the variable u9 is the first time derivative of the local soft
mode. The potential energy of Eq. 3.14 is that of Eq. 2.12 with a substitution made for the
anharmonic coefficients, α → α0 and γ → γ 0 . These parameters α0 and γ 0 incorporate the
effects of strain, renormalizing the original anharmonic coefficients (α and γ) by adding terms
proportional and inversely proportional to the elastic constants and the strain-local mode
coupling constants [5]. These are defined in terms of the effective Hamiltonian parameters
as
«
ff
2
2
pB
q
pB
q
1
+
2B
−
B
1xx
1yy
1xx
1yy
+2
α0 = α −
24
B11 + 2B12
pB11 − B12 q

(3.15)

«
ff
2
2
pB
q
−
B
1
B
1xx
1yy
4yz
−
.
γ0 = γ +
2 2 pB11 − B12 q
B44

(3.16)

and

The energy in Eq. 3.14 is expanded in a Taylor series about the ground state value of the
local mode u0,α with the substitution τα = uα − u0,α . These ground state local mode is given
by [5]
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and
c
ux = uy = uz = −

κ
6α0 + 2γ 0

(3.17)

for the rhombohedral ground state. The corresponding energies for the tetragonal and rhombohedral ground states are
κ2
4α0

(3.18)

κ2
4 pα0 + γ 0 /3q

(3.19)

ET = −
and

ER = −

The frequency of the A1 mode is given by
d
ω A1 =

−

4κ
Mu∗

(3.20)

and the E mode is given by
d
ωE =

2κγ 0
Mu∗ p3α0 + γ 0 q

(3.21)

for the rhombohedral ground state. The A1 mode describes the case where the local
mode vibrates along the direction of the polarization while ωE corresponds to the vibrations
of the local mode perpendicular to the direction of polarization. We calculate the frequencies
analytically using Eq. 3.21 by first computing the dynamical mass of the local mode using
Eq. 3.20 solved for Mu∗ using the first-principles DFPT values for ωA1 . The first 2 columns of
table 3.14 are the phonon frequencies calculated for the unscaled LDA and GGA parameters,
the next 2 columns for the case in which all Hef f parameters have been scaled by the same
factor, and the 5th column the frequencies incorporating the additional scaling of the Blαβ
parameters. Equation 3.21 predicts νE soft mode frequencies which are lower than those
found through DFPT and from Raman spectroscopy measurements reported in Ref. [67].
106

Table 3.14: Phonon frequencies of KNbO3 for LDA and GGA. Reference [67] reports soft
mode phonon frequencies at 300 K found through Raman spectroscopy.

ωA1
ωE

GGA Hef f

LDA Hef f

GGA Hef f
Scaled

LDA Hef f
Scaled

LDA Blαβ
Scaled

5.25
2.33

5.47
1.69

5.25
2.33

5.47
1.69

5.47
1.94

GGA
LDA
DFPT DFPT
5.25
5.20

5.47
4.55

GGA LDA
MD
MD
5.93
2.60

5.07
1.56

Ref [5]

Ref [67]

29.59
10.49

6.15
5.25

Phonon Freqs.
THz

The universal scaling has no effect on the frequency of the E mode since the parameters
used to calculate νE are all scaled by the same amount and the differences cancel out. The
additional scaling of the Blαβ parameters shifts the frequency of νE up slightly from 1.69 THz
to 1.94 THz. We find the best agreement for the νE mode with experiment using the GGA
parameters though the calculated frequencies are still about half what is found using DFPT.
We also calculated the 0 K phonon modes using DFPT as implemented in the VASP (for
details of the calculation see section 3.2) with the unit cell having rhombohedral symmetry.
Using the knowledge that ωE and ωA1 are the soft mode frequencies which are the lowest
energy transverse optical modes, we select the lowest frequency optical phonon modes. Of
these 3 phonon frequencies, 2 are degenerate corresponding to ωE since 2 directions are
perpendicular to the polarization; the remaining phonon frequency describing the ωA1 mode.
The DFPT results agree well with experiment.
The two methods for calculating ωA1 and ωE are limited to 0 K as they are, in the first case
calculated analytically using the ground state of the effective Hamiltonian, or in the latter
case calculated directly from first-principles. Next we test how well our parameters reproduce
the soft mode frequencies in KNbO3 at finite temperatures. To determine this we calculate
the dielectric response of the material using effective Hamiltonian Molecular Dynamics (for
details of the calculation see 4.1.4) as proposed in Ref. [121]. This is done using the parameter
sets in which the scaling has been applied to all of the effective Hamiltonian parameters
with no additional scaling to the Blαβ coefficients. The values reported in table 3.14 were
calculated at 5 K. We find that the frequencies calculated using Hamiltonian Molecular
Dynamics agree well with those calculated analytically using Eqs. 3.20 and 3.21. The
frequency of the A1 mode for LDA and GGA agree well with the A1 frequencies calculated
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from DFPT.
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4

Ferroelectric Nanowires

In section 1.4 we discussed the experimental fabrication and characterization techniques
used in the study of ferroelectric nanowires while section 1.5 was devoted to explaining
current and possible applications. In this chapter, we explore both fundamental properties
and nanoscale device applications of ferroelectric nanowires using our effective Hamiltonian.
These theoretical findings provide insight into the static and dynamic properties of nanowires
which could aid in the design of development of devices and help guide future research, both
theoretical and experimental, into ferroelectric nanowires.

4.1

Fundamental Properties

In the following sections we discuss various fundamental properties of ferroelectric nanowires
including size dependence of the transition temperature, smearing of the phase transition and
dielectric response, emergence of polydomain vortex states, as well as the soft mode phonon
frequency dynamics under different mechanical boundary conditions and in the presence of
an electric field.

4.1.1

Electric Properties of Ferroelectric Nanowires

We begin our investigation of fundamental properties by examining the equilibrium properties of nanowires. It has been learned in the recent decades that ferroelectricity, which was
once thought to vanish at a small scale due to the decreased long-range ordering of dipoles,
is actually stable in nanostructures down to a few cells [69]. Experimental measurements
show that bulk BaTiO3 undergoes a sequence of phase transitions starting from paraelectric
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cubic to a ferroelectric tetragonal phase transition at 393 K, followed by a transition to a
ferroelectric orthorhombic phase at 273 K, and a transition to a ferroelectric rhombohedral
phase at 183 K [147]. However, ferroelectricity has been found to exist in ultra-thin BaTiO3
nanowires down to diameters ∼ 1.2 nm [151]. In BaTiO3 nanowires with polarization perpendicular to the nanowires axis, atomic force microscopy has been used to determine that
the Curie temperature is depressed as the nanowire diameter dnw decreases [63]. This 1/dnw
scaling is illustrated in Fig. 4.1 (a) where for smaller diameters the transition temperature
is strongly dependent on the diameter, this effect reaching saturation in the bulk limit.
To calculate the size dependence of the Curie temperature, we simulate nanowires made
of BaTiO3 ferroelectric perovskites modeled with a NxN unit cells square lateral cross-section
and grown along the [001] pseudocubic direction where N ranges from 5 to 100 unit cells
(1.98 to 39.54 nm). Nanowires made of BaTiO3 have been synthesized experimentally [49].
Infinitely long nanowires are simulated using periodic boundary conditions applied along the
nanowire’s axial direction (z-direction in our case). The use of periodic boundary conditions
models a nanowire with an aspect ratio D/L  1, where D and L are the nanowire’s diameter
and length respectively. We used a first-principles based effective Hamiltonian method in the
framework of classical Molecular Dynamics as described in chapter 2. We simulate nanowires
with realistic open-circuit electrical boundary conditions by screening 10% of the surface
charge [68]. This percentage of surface charge screening models a situation where nanowires
are surrounded by a non-conducting medium such as air. A small concentration of molecular
adsorbates and ionic vacancies would account for a small amount of partial surface charge
screening. We begin our simulated annealing at 525 K and decrease the temperature in steps
of 10 K (300,000 MD steps per temperature) until the temperature reaches 10 K. Figure 4.1
(b) shows computational data for the Curie temperature as a function of temperature for
BaTiO3 nanowires of different diameters.
18

Figure 4.1 (a) has been previously published in J. E. Spanier, A. M. Kolpak, J. J. Urban, I. Grinberg, L.
Ouyang, W. S. Yun, A. M. Rappe, and H. Park, “Ferroelectric phase transition in individual single-crystalline
BaTiO3 nanowires,” Nano Letters, vol. 6, p. 735, 2006., and has been reproduced with permission from the
American Chemical Society
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Figure 4.1: (a) Curie temperature as a function of diameter in BaTiO3 nanowires [63]. The
solid circles are the experimentally determined TC , the error bars are the uncertainties, and
the solid line is the result of the fit using the 1/dnw scaling relation. (b) Computational
Curie temperature as a function of diameter for BaTiO3 nanowires under realistic opencircuit boundary conditions, 10% screening.

This 1/dnw scaling in ferroelectric nanowires can be attributed to a reduced correlation
length in the nanowires. A variational method was used to solve for the Euler-Lagrange
equation for the polarization by varying the polarization of the free energy functional ∆G =
∆GV + ∆GS where ∆GV represents the bulk part and ∆GS the surface part of the free
energy variation [152]. It was found that in ferroelectric nanowires the short-range forces are
strengthened in the lateral direction (resulting from bond contraction) while the long-range
forces are enhanced along the axial direction (resulting from the elongation of bonds in the
longitudinal direction). This causes the long-range correlations to become more pronounced
in the axial direction (polar direction for the case of open-circuit boundary conditions) in
comparison to the short-range forces. Since the long-range interactions favor the ferroelectric
phase while the short-range forces favor the cubic phase, the ferroelectric phase is stabilized
at lower temperatures as the diameter of the nanowire decreases. They also found that when
considering transition temperature as a function of the radial and longitudinal dimensions of
the nanowire, separate terms arise describing the shift in TC due to correlation effects as well
as the depolarization field. Since these terms are always negative, they can only decrease
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the transition temperature with respect to TC in a bulk ferroelectric sample. The TC ph, Rq
dependence in the limit that the nanowire length is much greater than the radius (h  R)
also suggests that as the nanowire radius increases the shift in the transition temperature is
smaller approaching 0 in the bulk limit. This agrees well with the experimental data shown
in Fig. 4.1 (a).

4.1.2

Smearing of the Phase Transition and the Dielectric Response

We simulate three nanowires of fixed diameter made of PbTiO3 , BaTiO3 , and KNbO3 ferroelectric perovskites with a square lateral cross-section of 12x12 unit cells. We follow a
similar approach from the previous section using periodic boundary conditions and realistic
open-circuit boundary conditions within Molecular Dynamics simulations. Nanowires made
of KNbO3 [50] and PbTiO3 [47] have been synthesized experimentally. We cross-checked
our results using a 12x12x24 supercell and found no dependence on the size of the supercell
along the periodic direction. To elucidate the effect of reduced dimensions, we compare our
nanowire data to that of bulk. The three materials we simulate are chosen as representatives
of ferroelectrics with single (PbTiO3 ) and multiple (BaTiO3 and KNbO3 ) phase transitions.
Experimentally, bulk PbTiO3 undergoes a single transition from a paraelectric cubic to a
ferroelectric tetragonal phase at 763 K [153]. Bulk KNbO3 exhibits the same sequence of
phase transitions as BaTiO3 , but at elevated temperatures of 708 K (the Curie point), 498 K,
and 263 K [137].
We first investigate the sequence of phase transitions in nanowires using the simulated
annealing approach. In such an approach the simulations begin at a temperature well above
the Curie point and proceeds in steps of 5 K decrements until the simulated temperature
reaches 5 K. For each temperature 3×105 MD steps are used. The temperature evolution of
the polarization obtained from the annealing simulations is given in Fig.4.2. For comparison
19

Sections 4.1.2 and 4.1.3 have been adapted from work which was previously published in R. Herchig,
C.-M. Chang, B. K. Mani, and I. Ponomareva, “Electrocaloric effect in ferroelectric nanowires from atomistic
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we also include data for bulk. Note that the bulk material is simulated by applying periodic
boundary conditions along all three Cartesian directions. Figure 4.2(a) shows the data for
PbTiO3 nanowire and the bulk. It demonstrates that the reduction in dimensionality leads
to a decrease in transition temperature and a smearing of the phase transition [154]. The
term smearing refers to the shift towards a more 2nd order type of phase transition behavior
in the P (T ) curves. The decrease in transition temperature is in a qualitative agreement
with the predictions from the semi-phenomenological theory [152, 155, 156]. For the BaTiO3
nanowire (see Fig.4.2(b)) we find very little change in the ferroelectric transition temperature
as compared to the bulk. However, the phase transition sequence is drastically different
from the one in the bulk. We do not find any polarization along the nanowire’s truncated
dimensions due to a prohibitively large depolarizing field associated with the chosen electrical
boundary conditions. The ferroelectric transition in the nanowire has a slightly smeared
character as compared to bulk. KNbO3 nanowire data are given in Fig.4.2(c) and exhibit
trends similar to the BaTiO3 nanowire. In particular, the ferroelectric phase transition
appears to be smeared, while no polarization is developed along the nanowire’s truncated
dimensions.
To gain further insight into the ferroelectric phases and phase transitions character we
computed dielectric constant ε33 for all nanowires and their bulk counterparts using a direct
simulation approach. In such an approach the electric field is applied along the z− Cartesian
direction in increments of 36 kV/cm, while the polarization is computed for each value of
the electric field. For each electric field increment 5×105 MD steps are used. The zero field
slope in the polarization versus electric field data is used to calculate the dielectric constant.
The data are given in Figs.4.2(d)-(f). For the PbTiO3 nanowire we observe a smearing of
the dielectric constant; a broadening and shortening of the peak in the ε(T ). A sharper
peak corresponds to a more 1st order transition while a broader peak indicates a more 2nd
order transition. Similar trends were also observed for the ferroelectric thin films [157].
For the BaTiO3 nanowire the smearing of the dielectric constant is less pronounced. The
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Figure 4.2: Dependence of the polarization components on the temperature in bulk and
nanowires (a)-(c). Dependence of the dielectric constant on the temperature in bulk and
nanowire (d)-(f).

dielectric constant of KNbO3 nanowire is also smeared, though not as strongly as PbTiO3 .
For comparison, in nanowires composed of K0.52 Na0.48 NbO3 the dielectric response exhibits a
peak at 555◦ C with a value of about 825 in dimensionless units [50] which agrees qualitatively
with our data where we see a peak at around 515◦ C.

4.1.3

Emergence of Toriodal Moment of Polarization

In the case of BaTiO3 , we notice a small peak in the dielectric constant around 120 K. To
trace the origin of the peak we turn to the dipole pattern evolution which reveals that at
135 K the nanowire undergoes a transition into a polydomain phase that is best described
by a combination of two order parameters - the polarization and the toroidal moment of
P
Z∗
polarization [70], G. The toroidal moment of polarization is defined as G = 2N
i ri × ui ,
where N is the number of unit cells and ri is the location of the local mode i [70]. In this
case both order parameters align along the nanowire’s axial direction. The temperature evo114

lution of the toroidal moment of polarization is given in Fig.4.3(c)-(d). A similar transition
occurs in KNbO3 nanowire at a higher temperature of 420 K. Previous studies involving
Pb(Ti0.6 Zr0.4 )O3 nanodots [68] and nanodisks and nanorods [70] have found similar dipole
2

patterns having a toroidal moment of polarization of 27 and ∼ 25 eÅ respectively. These
2

2

values compare well with our values of 28 eÅ for BaTiO3 nanowires and 36 eÅ for KNbO3
nanowires. A similar polydomain state has been found experimentally in Pb(Ti0.6 Zr0.4 )O3
nanodot arrays which agree with our results for BaTiO3 and KNbO3 nanowires qualitatively
showing a similar dipole pattern [53].

(a)

(c)

~
E

(b)

~
↑E

(d)

Figure 4.3: Dipole patterns for BaTiO3 at (a) 5.0 K and (b) 200.0 K. Toroidal moment of
polarization for BaTiO3 (c) and KNbO3 (d).

Our computational data predict that ferroelectric nanowires with a poorly compensated
surface charge develop ferroelectric phases with a polarization along the axial direction.
Nanowires, made of materials which undergo multiple phase transitions in bulk, may develop polydomain phases with multiple order parameters. The common features are the
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smearing of the phase transition and the dielectric constant, strongest in PbTiO3 . They
can be attributed to the decrease in the correlation length due to the reduced dimensionality. Previously, the correlation effects were found to decrease the transition temperature in
nanorods [152]. Smaller correlation lengths are usually associated with diffuse phase transitions [2]. Interestingly, ferroics with smeared phase transitions are quite desirable for caloric
applications as they usually demonstrate a broadened caloric response [158].

4.1.4

Soft Mode Dynamics in Electrically Biased Ferroelectric Nanowires

As previously mentioned, the width of the imaginary part of the dielectric response function determines the frequency range for which ferroelectric materials are sensitive to THz
radiation. This frequency range is an important characteristic in the design of THz radiation sensors [104, 159] and piezoelectric sensors [160–162]. Ferroelectric materials could also
be used in the design of THz radiation waveguides which offer unique advantages for biochemical sensing, non-invasive imaging, and spectroscopy applications [163]. Ferroelectric
nanowires offer the additional advantages of allowing for the design of nanoscale versions of
these devices as well as increased tunability of the frequency response and phase transition
temperatures.
Experimental studies on SrTiO3 single crystals have found that the dielectric permittivity
can be tuned through the application of an external electric field [164]. This change in
dielectric permittivity is inversely proportional to the soft mode frequency and proportional
to the oscillator strength ∆ε =

S0
.
ν02

Upon cooling a ferroelectric, the frequency of the

soft mode decreases leading to an increase in the dielectric response. However in order
to stay within a specified temperature range, other methods must be used to tune the
dielectric response. The application of an electric field to ferroelectric nanowires offers an
energy efficient means of controlling the dielectric response which could in turn be used to
create solid state variable capacitors “varactors” or improve the design of already existing
technologies such as THz radiation sensors and piezoelectric sensors.
116

To determine the tunability of the frequency dependent dielectric response in the PbTiO3
nanowires, it is necessary to study the soft mode dynamics, ω pEq since this determines the
bandwidth over which these devices operate. We have completed calculations for PbTiO3
bulk and nanowires both in the presence and absence of an electric field at 300 K. The dc
field used in our simulations varies in strength from 50 - 150 % of the polarization reversal
field for the PbTiO3 nanowire at ambient temperature. The aim of this study is to determine
what is the effect of an electric field on the soft mode dynamics in both bulk and nanowires.
We performed classical Molecular Dynamics calculations using the first-principles based
approach of Ref. [121, 123] using the effective Hamiltonian [3] outlined in section 2.2.2. We
simulated nanowires made of PbTiO3 with square cross-sections of 21.8 nm2 and bulk crystals
with supercells 21.8 nm3 . Bulk PbTiO3 crystal is simulated by applying periodic boundary
conditions along all three crystallographic directions, while for nanowires periodic boundary
conditions were applied only along the axial direction, [001] in our case. We first perform
simulated annealings using an NPT ensemble, constant number of particles, pressure, and
temperature. The simulated annealings were run from 1250 K down to 5 K in steps of
5 K. For each temperature we used 40,000 MD steps with a time step of 1.0 fs. The Curie
temperature was found to be 605 K for bulk and 540 K for the nanowire. The experimental
transition temperatures for PbTiO3 are 763 K for bulk [153] and 747 K for nanowires [165].
The results from the simulated annealing provide the equilibrated dipole configurations for
all temperatures in the range considered to be used for further calculation of the frequency
dependent dielectric response. Specifically, we follow the method of [121] outlined in section
2.3.3 to calculate the autocorrelation functions which are Fourier transformed to produce
ε pωq. This data is fit with the single Lorentzian oscillator function defined in Eq. 2.49 to
find the characteristic frequency ν0 , damping constant γ0 , and oscillator strength S0 .
These calculations were performed for PbTiO3 in both bulk and nanowire geometry in the
temperature range of 1250 - 5 K and under a biased field with strengths from 194.22 kV/cm
- 496.34 kV/cm. We simulated electric fields applied parallel to the direction of the initial
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polarization vector first and then the field direction was changed to being anti-parallel to
P. As a basis of comparison we also ran calculations in the absence of an external electric
field. In our previous study [166] we found that for a ferroelectric nanowire polarized along
the axial direction, the strength of the bias field required to reverse the direction of the
polarization decreases linearly with temperature. This field is referred to as the polarization
reversal field, or PRF. This dependence is the same as that found in experimental results for
ultrathin ferroelectric polymers [167]. For such films, the intrinsic coercive field was found
to decrease linearly as the temperature is increased to the Curie point. The bias fields used
in this study were chosen to represent different percentages of the electric field required to
completely reverse the polarization in the PbTiO3 nanowire, specifically from 45 to 115 %
of this threshold field at 300 K. At 300 K 100 % of this threshold field is sufficient to reverse
the polarization; for lower temperatures where the system has less thermal energy the corresponding PRF is higher since the dipoles are more stable in their current configuration. For
higher temperatures, the increased thermal energy in the system allows for the polarization
to be reversed with a lower dc field than the PRF at 300 K.
Figures 4.4 and 4.5 show the characteristic frequency as a function of temperature for
several representative electric fields for bulk and nanowires respectively. The zero field ν0 pT q
curves are also included for comparative purposes. Comparison of the figures for bulk and
nanowires confirms that the change in geometry affects the Curie temperature, shifting it
to lower temperatures for the nanowire. We found a shift in the Curie temperature of 65 K
in going from bulk to nanowire. The degree of softening of the optical phonon mode also
changes from bulk to nanowires with the mode reaching a lower minimum frequency for the
former.
The presence of the bias field also strongly influences the soft mode frequency for both
systems. In general, the effect of the bias field is to shift the ν0 pT q curves with respect
to their zero electric field positions. For the electric field and polarization anti-parallel
(parallel), the curves are shifted to the left (right). The discontinuity in the curves for the
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Figure 4.4: Characteristic frequency of the soft mode as a function of temperature for bulk
PbTiO3 with electric field parallel (a) and anti-parallel (b) to the polarization.

anti-parallel polarization and electric field vectors is due to the reversal of the polarization
in the nanowire. Technically, the nanowire undergoes a transition from a metastable state
with the polarization and electric field vectors being anti-parallel to a state with the vectors
aligned in parallel. The temperature at which this transition occurs is determined by the
PRF at the given temperature. Since the PRF decreases as the temperature of the nanowire
increases, for larger bias fields the discontinuity occurs at lower temperatures. After the
polarization reverses, the dynamics are essentially the same as for the case of the electric
field parallel to the polarization.
We found that for both the nanowire and bulk, the mode softening at the Curie temperature lessens with increasing bias field strength. In other words, the ν0 pT q branches are
shifted to higher frequencies with respect to the zero field curves for temperatures in the
vicinity of the transition temperature (see Figs. 4.4 and 4.5). Though the minimum characteristic frequency at the transition temperature for each curve increases with the electric
field, it does so less as the field strength gets larger. Quantitatively, for the nanowire the
mode frequency increases by approximately 0.1 THz for every 100 kV/cm that the bias field
is increased. Similarly, the transition temperature is also shifted to higher values as a result
of the electric field. For instance, the transition temperature for the nanowire is 55 K higher
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Figure 4.5: Characteristic frequency of the soft mode as a function of temperature for PbTiO3
nanowire with electric parallel (a) and anti-parallel (b) to the polarization.

for the 302 kV/cm curve than for the 194 kV/cm branch in Fig. 4.5. In a study which used a
Green’s functions method to examine the electric field dependence of the Curie temperature
in displacive ferroelectrics, it was determined that the shift in the Curie temperature under
an applied field was a result of anharmonic effects of the lattice [168]. In their model, the
relative magnitudes of the anharmonic coefficients govern the change in Curie temperature
in the presence of an electric field.

4.1.5

Effect of Mechanical Boundary Conditions on the Soft Mode Dynamics
of PbTiO3 Nanowires

In a typical ferroelectric, the soft mode phonon which is responsible for ferroelectricity is
strongly coupled to the acoustic phonons. As explained in section 1.2.1, this produces a
coupled ferroelectric phase transition in which the dynamics of the soft mode phonon will
exhibit a strong dependence on the mechanical boundary conditions such as hydrostatic pressure, stress, and strain [169]. Various studies concerning the effects of mechanical stresses,
strains, and pressures on the frequency dynamics in ferroelectric bulk crystals have found
that these dynamics are strongly influenced by the mechanical boundary conditions. Raman
spectroscopy has shown that the soft mode frequency in bulk ferroelectrics is proportional
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to positive uniaxial stress [170] and compressive hydrostatic pressure [171]. Bulk polycrystalline BaTiO3 samples showed a shift in frequency of the lower νA1 (TO) branch of about
30 cm−1 over a change in pressure of 9 GPa. First-principles DFT calculations on PbTiO3
at 0 K revealed a colossal enhancement of piezoelectricity resulting from hydrostatic pressure [172]. Raman spectroscopy has also been used to determine the effect of stress [173] and
epitaxial strain [174] on PbTiO3 thin films. Reference [173] found that a biaxial stress of
≈ 1 GPa resulted in a shift in the soft mode frequency of about 6.3 cm−1 . In the epitaxially
strained PbTiO3 thin films, the range of strains considered was between -1% to 1% over
which the soft mode frequency change was about 20 cm−1 . While studies on ferroelectrics
with bulk and thin film geometries are relatively numerous [170, 171, 173, 174], studies concerning the effects of mechanical boundary conditions on ferroelectric nanowires are more
limited [57, 175, 176]. Given the strong depolarizing field present in ferroelectric nanowires
under open-circuit boundary conditions resulting in a reduced correlation length for the polarization, the soft mode dynamics are likely to be significantly distinct from those in bulk
and thin film geometries.
Recent studies on PbTiO3 nanowires have revealed that negative hydrostatic pressure,
once thought to be unachievable in experiment, can be created through the structural transition from a lower density P X phase to a higher density perovskite phase in PbTiO3
nanowires [175]. The phase transition begins at the surface of the nanowire and continues inward causing the difference in densities between the two phases to induce a negative
pressure while the transition occurs. This study found a large enhancement in the tetragonality (c/a ratio) which is attributed to the large induced negative pressure, however, the
exact origin of the increased tetragonality remains unclear. The work also revealed a dependence of the soft mode frequency on the pressure, though the proposed analysis was
unable to decouple the size effects from those resulting from the induced negative pressure.
It was hypothesized that this method of producing hydrostatic negative pressure could be
further extended to other ferroelectric materials [176]. This was confirmed by subsequent
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experiments on PbTiO3 , Pb(Tix Zr1−x )O3 , and BaTiO3 in which an enhancement in the
c/a ratio, spontaneous polarization, and the piezoelectric constants was found for nanowires
made of these materials [57]. Phenomenological studies have been carried out on ferroelectric
nanowires, in the context of Ginzburg-Landau theory, which have determined that biaxial
compressive stress enhances the coercive electric field and remnant strain, while biaxial tensile stress has contrary effect [177]. If hydrostatic pressure is applied, increase in surface
tension due to a decrease in the size of the nanowire, both the coercive field and remnant
strain decrease. While these studies provide valuable insight into the effects of mechanical boundary conditions on the properties of ferroelectric nanowires, the effect of pressure,
stress, and strain on the soft-mode dynamics remains unexplored. A comprehensive, atomistic study addressing the exact nature of the effect of mechanical boundary conditions on
the soft mode frequency dynamics in ferroelectric nanowires is necessary. The goals of this
study are to: (i) to determine the equilibrium phases in PbTiO3 nanowires subjected to
different mechanical boundary conditions (ii) compare these dynamics with the limiting case
of bulk PbTiO3 .
We simulate PbTiO3 nanowires under different mechanical boundary conditions using
the first-principles-based effective Hamiltonian for PbTiO3 [178] extended to nanostructures
in Ref. [179] and outlined in section 2.2.2 with classical Molecular Dynamics (MD) [119,121].
We apply realistic open-circuit electrical boundary conditions (10% surface charge screening) under which the nanowires develop a spontaneous polarization along the axial direction
in the absence of a hydrostatic pressure, mechanical stress, or strain. The dimensions of
a nanowire is 20x20x12 (square lateral cross-section of 60.6 nm2 ) with periodic boundary
conditions applied along the axial (z) direction. In addition to the energy terms described
in section 2.2.2, the Hamiltonian used in this work contains a +σj ηjhom term which gives the
interaction of the homogeneous strain variables, ηjhom , with the external stress given by the
stress tensor σj . In order to allow for comparison with previous work [169] concerning the
effects of pressure on bulk PbTiO3 , we assign a positive sign to compressive stress and a neg122

ative sign to tensile stress. The P V term explained in section 2.3.2 characterizes the energy
contribution due to the external hydrostatic pressure P and the volume of the supercell V .
The Hamiltonian for PbTiO3 correctly predicts different structural, thermodynamical, and
dynamical properties of PbTiO3 bulk including the polarization, Curie point, tetragonality,
and the soft mode frequencies [178]. It has also been used previously to study dynamical properties in PbTiO3 nanowires [166] as well as static properties such as spontaneous
polarization and static dielectric response [180].
The effective Hamiltonian is used to calculate the force-field for the PbTiO3 nanowires
using a local mode mass taken from [178] since it reproduces soft mode frequencies which
agree well with both first-principles calculations and experiment. We first use MD to obtain
the equilibrium dipole configurations within a given thermodynamical ensemble. Depending
on the specified mechanical boundary conditions, we simulate an N P T (constant number
of particles, pressure, and temperature), N σT (constant number of particles, stress, and
temperature), or an N ηT (constant number of particles, strain, and temperature) ensemble.
Within the N P T ensemble, we apply an Evans-Hoover thermostat [119] and a barostat [121]
which is mimicked by the P V term in Eq. 2.10 to simulate the effect of hydrostatic pressure
on the soft mode dynamics. The N σT is simulated by applying a thermostat while introducing a non-zero stress to the supercell defined in the σj ηjhom term of the effective Hamiltonian.
The N ηT ensemble is simulated through application of a thermostat while simultaneously
fixing some components of the homogeneous strain tensor; this simulates an epitaxial strain.
The nanowire is slowly annealed from 1200 K down to 10 K in steps of 10 K using 100,000
MD steps (50 ps with a time step of 0.5 fs) per temperature, sufficient to reach equilibrium.
These equilibrium configurations are then used to initialize the subsequent 2.1 ns MD
calculations in which the dipole moment of the supercell is used to calculate the autocorrelation functions in accordance with the method outlined in [121] and section 2.3.3. One
crucial difference between our calculations and that of Ref. [121] is our use of the various
thermodynamical ensembles to maintain the specified mechanical boundary conditions. The
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autocorrelation functions are then Fourier transformed in order to obtain the complex dielectric response ε pν0 q as explained in section 2.3.3. We fit the complex dielectric response
data with a damped harmonic oscillator function defined in the same section in order to
determine the characteristic soft mode frequency at each temperature.
The pressure and stresses we apply are within the range accessible in experiments. For
example, in a recent study involving PbTiO3 nanowires, a hydrostatic pressure of 4.5 GPa
was achieved [175]. Ab-initio studies done on BaTiO3 , PbTiO3 , and Pb(Tix Zr1−x )O3 found
that the perovskite unit cell was structurally stable under hydrostatic pressures of up to
-5 GPa [57]. We apply external pressure and stresses in the range of -2 GPa to 2 GPa
which for ferroelectric perovskites is within the linear regime [175]. Negative values of
pressure/stress correspond to expansion/tension while positive values correspond to contraction/compression. For uniaxial stress, we chose one component of the stress tensor to
be non-zero. We simulate uniaxial stress along one of the lateral directions as well as the
axial direction of the nanowire. The epitaxial strain is applied within the range of -2 % to
2 % relative to the computational zero Kelvin lattice constant of cubic PbTiO3 with the sign
convention that negative strain corresponds to compression and positive strain to tension.
The strains are also chosen to model realistic experimental conditions [181, 182].
In a recent paper, the soft mode dynamics of PbTiO3 bulk was studied for uniaxial and
biaxial stresses, uniaxial and biaxial strains, as well as hydrostatic pressure [169]. This
study revealed a strong dependence of the soft mode frequency on the mechanical boundary
conditions as well as the temperature. The present work systematically explores the effects
of hydrostatic pressure, stress, and strain on the soft mode dynamics in PbTiO3 nanowires.
4.1.5.1

Hydrostatic Pressure

We begin our study with the case of positive and negative hydrostatic pressure. In order
to understand the frequency dynamics in the PbTiO3 nanowire under hydrostatic pressure,
we first examine how the pressure affects the structural properties of the nanowire. Due
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to the strong coupling between the soft mode and the acoustic phonons, the structural
distortions of the unit cell influence the behaviour of the soft mode phonon frequencies.
Figure 4.6 (a) shows the c/a ratio as a function of temperature for representative values
of hydrostatic pressure. The tetragonality is increased for negative pressure compared to
the case of zero pressure while compressive hydrostatic pressure, by contrast, decreases the
tetragonality. Our results for the tetragonality as a function of temperature agree qualitatively with the experimental results of Ref. [175] for PbTiO3 nanowires under tensile pressure.
Figure 4.6 (b) shows the spontaneous polarization as a function of temperature for the same
values of pressure referenced in Fig 4.6 (a). The increased tetragonality resulting from a
larger displacement of charge leads to a larger spontaneous polarization compared to P =
0 GPa. On the other hand the polarization is diminished for positive pressure resulting from
a smaller relative displacement of the oppositely charged ions.
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Figure 4.6: The c/a ratio (a) and spontaneous polarization (b) for PbTiO3 nanowire as a
function of temperature for different hydrostatic pressures.
For all pressures within the range of -2 GPa to 2 GPa we observe a single phase transition from a paraelectric cubic Pm−3m to a ferroelectric tetragonal P4mm phase. The Curie
temperature as a function of hydrostatic pressure is given in Fig 4.7. We find that TC depends linearly on the applied pressure, with an increase in pressure resulting in a decrease
in the Curie temperature. These results agree with the phenomenological model of Ref. [2]
as well as those found through effective Hamiltonian Molecular Dynamics calculations for
PbTiO3 bulk [169]. Positive pressure favors the short-range interactions while negative pres125

sure favors the long-range interactions. It is this increased contribution from the short-range
interactions which leads to a decrease in the Curie temperature while the enhanced role of
the long-range dipole-dipole interactions give rise to the increase in TC [2].
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Figure 4.7: Transition temperature as a function of hydrostatic pressure for PbTiO3
nanowire.

Having established how the structural properties of the unit cell depend on the applied
pressure, we now turn to examining its effect on the soft mode dynamics. Figure 4.8 (a)
depicts the square of the soft mode frequency as a function of the hydrostatic pressure
for both tensile (negative) and compressive (positive) pressure. Throughout the project,
we only report the frequency of the lowest frequency transverse optical modes which are
usually labeled (1TO); for convenience we have omitted this label. The lower frequency
mode (νA1 ) is the frequency of ionic vibrations parallel to the direction of polarization while
the higher frequency mode (νE ) represents the frequency of ionic vibrations perpendicular
to the direction of polarization. Surprisingly, we see that the frequency of the E mode is
much higher than that of the A1 mode, contrary to what is known for bulk ferroelectrics
[169, 171, 174]. This effect is exactly the same as TO-LO mode splitting for small wave
vectors. More precisely, the larger depolarizing field along the truncated directions leads to
a significant hardening of the E mode. Figure 4.8 (a) shows that as the hydrostatic pressure
increases from -2.0 GPa to 2.0 Gpa, the νA1 mode softens or decreases in frequency. This
can be understood by considering the c/a ratio and the spontaneous polarization for the
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PbTiO3 nanowires as a function of hydrostatic pressure shown in Figs. 4.6 (a) and (b)
respectively. As the pressure increases, the polarization in the nanowire decreases. The
increase in hydrostatic pressure favors the short-range forces which leads to mode hardening
and a decrease in the polarization. Negative hydrostatic pressure, by contrast, favors longrange forces conducive to mode softening and an increased polarization. This is consistent
with the 0 K findings of Ref. [172] where it was shown that a large hydrostatic pressure
leads to a decreased polarization in PbTiO3 . Our computational data for the dependence of
the A1 mode frequency on the hydrostatic pressure agrees well with the results for PbTiO3
bulk under hydrostatic pressure within the same range [169]. The same linear behavior is
seen for both systems with the soft mode frequency decreasing as the pressure increases,
though the frequency of νA1 is slightly higher in the nanowires than in bulk. Surprisingly,
the νE mode is unaffected by the change in hydrostatic pressure and the frequency remains
constant throughout the entire range of pressures. This insensitivity of the E mode to the
hydrostatic pressure is related to the finite size of the nanowire and the fact that the pressure
is applied equally to all sides of the nanowire. Figure 4.8 (b) shows the spontaneous strain
as a function of temperature for several representative values of hydrostatic pressure. We
find a large value of the η3 component for each pressure while the η1 and η2 components
remain relatively unchanged upon the application of pressure. The nanowire is better able to
accommodate the hydrostatic pressure along the truncated directions associated with η1 and
η2 while the axial direction associated with η3 is strongly affected by the pressure. It is this
relatively small change in the unit cell dimensions along the lateral directions which leads
to an insensitivity of the E mode to the pressure while the large change in the dimensions
along the axial direction leads to a pressure dependence of the A1 mode.
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Figure 4.8: (a) Soft mode frequency squared as a function of hydrostatic pressure for representative temperatures; colors differentiate temperatures. (b) Spontaneous strain as a
function of temperature for representative values of the hydrostatic pressure.

4.1.5.2

Uniaxial Stress : Lateral Directions

We next turn to examining the soft mode dynamics under uniaxial stress in the range
of -2.0 GPa to 2.0 GPa acting on the planes perpendicular to the [100] crystallographic
direction (x-axis in our simulations). Note that the convention used in this project which
assigns positive (negative) values to compressive (tensile) stress is used to keep with the sign
convention used to describe hydrostatic pressure. We adopt this sign convention throughout
the entire project. Figure 4.9 shows data for the cell parameters ax , ay , and az of the unit cell
for uniaxial stresses 2.0, 0.2, -0.6, and -2.0 GPa. The horizontal line represents the value of
the cubic lattice constant. In going from an applied stress of 2.0 GPa to -2.0 GPa, we see the
deformation of the unit cell change from being expanded along the axial direction to being
expanded along the lateral direction. The degree of unit cell distortion varies depending on
the amount of applied stress and for the entire range of stresses considered, we find that
ax 6= ay 6= az . The uniaxial stress has the effect of lowering the symmetry with respect to a
free nanowire.
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Figure 4.9: Unit cell parameters as a function of temperature for uniaxial stresses σ = 2.0 Gpa
(a), σ = 0.2 Gpa (b), σ = -0.6 Gpa (c), and σ = -2.0 Gpa (d) acting on the planes perpendicular to the [100] direction. Horizontal dashed line represents the cubic lattice constant.

The uniaxial stress applied to the planes perpendicular to the [100] direction changes the
nature of the phase transitions in the PbTiO3 nanowire significantly. Figure 4.10 gives the
Curie temperature as a function of the uniaxial stress. We find that for uniaxial stress greater
than or equal to -0.2 GPa, the nanowire exists in a monodomain state. For this range of
stresses we observe a similar linear dependence of the Curie temperature on the perturbation
as we did for the case of hydrostatic pressure except that an increase in uniaxial stress leads
to an increase in TC . The application of compressive uniaxial stress causes an increase in the
Curie temperature with a change of 80 K in going from -0.2 GPa to 2.0 GPa. However, when
we apply tensile uniaxial stress, we see no transition into the tetragonal ferroelectric phase
but rather to a polydomain vortex state with counter-clockwise rotation of polarization.
The polarization vortex state points along the −ẑ direction. This change in behavior of
the system, transitioning from the ferroelectric tetragonal to the polydomain phase with a
polarization vortex, occurs between -0.2 and -0.4 GPa of uniaxial stress.
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Figure 4.10: Transition temperature as a function of uniaxial lateral stress acting on the
planes perpendicular to the [100] direction for PbTiO3 nanowire.

The monodomain state in Fig. 4.10 found within the range σ = -0.2 GPa to 2.0 GPa is
P
best characterized by the spontaneous polarization order parameter defined as P = Z ∗ i ui
where Z ∗ is the Born effective charge and ui is the ith local mode. Figure 4.11 (a) shows
the spontaneous polarization as a function of temperature for uniaxial stress with the zero
stress data is given as a reference. The nanowire undergoes a phase transition at 630 K from
the paraelectric P4/mmm phase into the ferroelectric Pmm2 phase. At 100 K the spontaneous
polarization is about 76.6 µC/cm2 . Comparing the spontaneous polarization to the case of
zero stress, we see that the compressive stress increases the polarization due to the increased
tetragonality. The polarization is effectively zero for tensile stress for all temperatures considered. The origin of this zero polarization can be understood by recognizing that the dipole
configuration for the polarization vortex is characterized by another order parameter, the
P
Z∗
toroidal moment of polarization. It is defined as G = 2N
i ri × ui , where N is the number
of unit cells and ri is the location of the ith local mode [70]. The component of polarization
along the axial direction for the vortex states found for uniaxial stress within the range -0.4
to -2.0 GPa averages to zero since roughly as many dipoles posses a positive z component as
130

do a negative one. Figure 4.11 (b) shows the toroidal moment of polarization as a function
of temperature for uniaxial stress. For the case of σ = 0 GPa, the toroidal moment of polarization is zero. As the external stress on the supercell is decreased the toroidal moment takes
2

on a non-zero value below the Curie temperature reaching a maximum of 1.76 eÅ at 0 K
for the case of σ = −0.6 GPa. For σ= -2 GPa, the nanowire develops a double polarization
vortex state in which one vortex run clockwise and the other counter-clockwise polarized in
the ẑ and −ẑ directions. Due to the opposite chirality of these vortex states the toroidal
moment of polarization is on average zero through the cancellation of G and −G.
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Figure 4.11: Spontaneous polarization (a) and toroidal moment of polarization (b) vs. temperature for nanowire under uniaxial stress acting on the planes perpendicular to the [100]
direction.

We next turn to the effect of uniaxial stress applied to the planes perpendicular to the
[100] direction on the soft mode dynamics of the nanowire. Figure 4.12 (a) shows the square
of the soft mode frequency as a function of the applied uniaxial stress. Within the stress
range of -0.2 to 2.0 GPa, the dependence of νA1 on the uniaxial stress is similar to bulk
PbTiO3 , a linear dependence with the frequency increasing as the pressure increases [169].
As with the case of the E mode found under applied hydrostatic pressure, the B1 mode is
insensitive to the applied stress. This could be due to the influence of the depolarizing field
which lessens the effects of the mechanical stress on the soft mode frequency. Note that
due to the lack of symmetry between the 3 cell parameters in Fig. 4.9 we expect to see a
total of 3 modes present for σ ≥ -0.2 GPa in the monodomain phase, 1 low frequency mode
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and 2 high frequency modes. The small differences between the ax and ay cell parameters
result from small changes in the strain between the 2 directions which would cause the
peaks associated with oscillations along each direction to be very close to one another. Our
method of determining the soft mode frequency by fitting the imaginary part of the complex
dielectric response with a damped harmonic oscillator does not have sufficient resolution to
discern separate peaks. The abrupt change in the soft mode frequency between -0.2 and
-0.4 GPa is indicative of a structural phase transition. It is within this range of stresses
that we see the change in the nanowire from transitioning from the ferroelectric tetragonal
to the polarization vortex state. For σ ≤ -0.4 GPa, the nanowire exists in the polydomain
state characterized by the toroidal moment of polarization, G. We find that the lower
frequency mode is associated with the dipole vibrations parallel to G. The higher frequency
mode is associated with dipole vibrations along the lateral directions. Interestingly, the
significant decrease in the mode frequency for the polydomain state may suggest a new way
to identify such vortex states. The toroidal moment of polarization found in the vortex
state is typically associated with an ultra low frequency soft mode, as we see in Fig. 4.12
for stresses less than -0.2 GPa. Below -0.2 GPa, the lack of symmetry resulting from the
formation of the polydomain state does not allow us to identify the proper mode labels and
we will refer to them simply as the high and low frequency modes. For negative stresses,
the high frequency mode shows a temperature dependence and the mode hardens slightly
with decreasing stress. The low frequency mode shows a small dependence on the stress,
also increasing with decreasing stress.
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Figure 4.12: Frequency squared as a function of uniaxial stress applied to the planes perpendicular to the [100] direction for representative temperatures. Note that in the polydomain
phase (σ < -0.2 GPa) the frequencies could not be labeled.

4.1.5.3

Uniaxial Stress : Axial Direction

To further explore the effect of uniaxial stress on the PbTiO3 nanowires, we next simulate
tensile and compressive stress acting on the planes perpendicular to the [001] direction (axial
direction of the nanowire). Figure 4.13 (a) shows the unit cell parameters as a function of
temperature for 2.0 GPa of compressive axial stress. The stress compresses the unit cell
along the z direction while expanding the unit cell in the x and y directions. Note that for
all axial stresses, the cell parameters in the x and y directions are approximately the same
due to the equivalence of these directions by symmetry. The data for σ3 = 0.2 GPa is shown
in panel (b) of Fig. 4.13. Here we see the same distortion of the unit cell as for σ3 = 2.0 GPa
but the magnitude of the distortion is reduced. For panel (c), σ3 = −0.6 GPa, the unit cell
is expanded in the z direction. Figure 4.13 (d) shows data for the case of -2.0 GPa axial
stress for which the expansion in the axial direction is increased.
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Figure 4.13: Unit cell parameters as a function of temperature for uniaxial stresses
σ = 2.0 Gpa (a), σ = 0.2 Gpa (b), σ = -0.6 Gpa (c), and σ = -2.0 Gpa (d) acting on
the planes perpendicular to the [001] direction. Horizontal dashed line represents the cubic
lattice constant.

For the case of uniaxial stresses acting on the planes perpendicular to the [100] direction,
we found that the nanowire transitions into a ferroelectric tetragonal state for stresses greater
than 0.4 GPa. In contrast, when the uniaxial stress acts on the planes perpendicular to the
[001] direction, it is for stresses below 0 GPa that we see a transition into the tetragonal
ferroelectric state. This is illustrated by Fig. 4.14 where we have plotted the Curie temperature as a function of the axial stress. For positive axial stress, the nanowire transitions into
the polydomain phase with a single polarization vortex with the axis of rotation oriented
along the nanowire axial direction. For both positive and negative stress, we find a linear
dependence of TC on the applied stress, however the change in TC is larger for tensile stress
compared to compressive stress.
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Figure 4.14: Transition temperature as a function of axial stress acting on the planes perpendicular to the [001] direction for representative temperatures for PbTiO3 nanowire.

Figure 4.15 (a) shows the spontaneous polarization as a function of temperature for
representative axial stresses of σ = 2.0, 0.0, and -2.0 GPa. For an applied stress of -2.0 GPa,
the dipoles are in a monodomain state with the polarization vector in the ẑ direction. Figure
4.15 shows an increased spontaneous polarization resulting from the large tensile stress as
compared to the σ = 0 curve. When a stress of 2.0 GPa is applied, the dipoles are in
a polarization vortex state which produces no net polarization. This can be seen from
the σ = 2.0 GPa curve in Fig. 4.15 (a) in which the polarization remains at zero for all
temperatures. In Fig. 4.15 (b) the toriodal moment of polarization data is shown for σ =
-2.0 and 2.0 GPa. For the case of negative axial stress where the spontaneous polarization
takes on a finite value, the toriodal moment of polarization is zero. By contrast, when we
apply a compressive stress along the axial direction, a vortex of polarization is induced and
the toriodal moment of polarization is non-zero.
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Figure 4.15: Spontaneous polarization (a) and toroidal moment of polarization (b) vs. temperature for nanowire under uniaxial stress acting on the planes perpendicular to the [001]
direction.

Next we turn to examining the soft mode dynamics of the PbTiO3 nanowire under axial
stress. Figure 4.16 reports the square of the soft mode frequency as a function of the
axial stress for representative temperatures. Comparing the data from Figs. 4.12 and 4.16,
we notice that due to the symmetry of the nanowire the transition into the monodomain
state is now seen for negative stresses while lateral stress produced a monodomain state
for σ ≥ −0.2 GPa. We see that for compressive axial stress, the polydomain vortex state
significantly decreases the frequency of vibration parallel to the nanowire axis while the
influence of the depolarizing field hardens the high frequency mode. For negative axial stress,
we again see the linear dependence of the B1u mode on the applied stress as well as a softening
of the mode with increasing temperature. This is the same behaviour found in PbTiO3
bulk under tensile stress in the tetragonal ferroelectric phase [169]. Under compressive
stress however, the PbTiO3 bulk transitions into a ferroelectric tetragonal state below the
Curie temperature and the polarization vortices are not found for negative uniaxial stress.
Consequently, the mode softening in PbTiO3 bulk is not as drastic as in the nanowires since
it is this polydomain state which softens the frequency of the mode. The B2u mode also
hardens slightly with increasing tensile axial stress. The temperature dependence of the B2u
mode is less pronounced compared to that of the B1u mode.

136

90

T = 100 K
T = 200 K
80 T = 300 K
T = 500 K
70

P4mm
B2u

ν2 (103 cm-2)

60
50
40

B1u

30
20
10
0

-2

-1.5

-1

-0.5

0
σ (GPa)

0.5

1

1.5

2

Figure 4.16: Frequency squared as a function of uniaxial stress acting on the planes perpendicular to the [001] direction for representative temperatures.

4.1.5.4

Epitaxial Strain

Having analyzed the effects of hydrostatic pressure as well as uniaxial stress on the soft
mode dynamics in a PbTiO3 nanowire, we next turn to examining how the presence of a
biaxial strain applied in the x-z plane of the nanowire affects these dynamics. Specifically, we
apply epitaxial strain by simulating a PbTiO3 nanowire grown on the surface of a substrate
along the [010] direction (y-axis in our case). Figure 4.17 shows a schematic diagram of a
nanowire grown on a substrate which would produce an epitaxial strain in the X-Z plane
of the nanowire. Ferroelectric 1-D nanostructures have been grown experimentally on the
surface of a substrate, as arrays of BaTiO3 nanowires [49] and PbTiO3 nanotubes [183]. We
apply strain within the range of -2% to 2% in steps of 0.02% where the negative (positive)
values corresponds to compressive (tensile) strain.
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Figure 4.17: Schematic diagram of a nanowire grown on a substrate producing an epitaxial
strain in the X-Z plane of the nanowire.
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To understand the soft mode dynamics under epitaxial strain, we begin with structural
characterization of the nanowire. Figure 4.18 (a)-(d) shows the cell parameters as a function
of temperature for representative strains of η = 0.02 (a), η = 0.01 (b), η = -0.01 (c), and
η = -0.02 (d) applied epitaxially in the x − z plane of the nanowire. For all applied strains,
the ax and az cell parameters are fixed to the lattice constant of the substrate to provide the
desired strain. For 2.0% strain, the ax and az parameters are increased with respect to the
cubic lattice constant while the ay parameter is reduced. In this case we find the nanowire to
be in the monodomain state with the polarization pointing along the axial direction. As the
strain is reduced to 1.0%, the distortion of the unit cell is reduced and the cell parameters
are closer to the cubic values as compared to 2.0% strain. Figure 4.18 (c) shows the cell
parameters under -1.0% strain; here we see that the unit cell distortions are reversed for
negative strain such that ay is larger than the cubic lattice constant while ax and az are
smaller. This reversal of the cell distortions results in the phase transition to the vortex
states with no net polarization. As the strain is further decreased to -2.0%, we find that the
unit cell is expanded in the y direction and further contracted along z.
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Figure 4.18: Unit cell parameters as a function of temperature for biaxial strain η = 0.02
(a), η = 0.01 (b), η = -0.1 (c), and η = -0.02 (d) applied in the x − z plane of the nanowire.
Horizontal dashed line represents the cubic lattice constant.
The Curie temperature as a function of epitaxial strain is plotted in Fig. 4.19 over the
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range of -2% to 2% strain. For strains of 0.4% and smaller, the nanowire transitions into a
polydomain phase; a polarization vortex. For strain larger than 0.4%, the nanowire is in the
ferroelectric Pmm2 phase below the Curie temperature. Within the range of epitaxial strains
of 0.6% to 2.0%, the Curie temperature shows a strong linear dependence on the strain
increasing with increasing strain. Our data suggest the epitaxial strain has a larger effect
on the static properties than the stress. The Curie temperature changes by 330 K over the
range of strains of η = 0.4% to 2.0% compared to a change of 230 K seen for the application
of axial stress over the range of σ = 0 to 2.0 GPa. PbTiO3 bulk show a similar trend with
the transition temperature increasing linearly with respect to positive biaxial strain [169].
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Figure 4.19: Transition temperature as a function of biaxial strain for PbTiO3 nanowire.
Next we study the effects of the epitaxial strain on the soft mode frequency. The square
of the soft mode frequency vs. the biaxial strain is shown in Fig. 4.20. For the case of
biaxial strain, we observe sudden changes in the soft mode frequency resulting from abrupt
structural changes associated with phase transitions. Due to the symmetry of the nanowire
and the biaxial strain, we observe 3 distinct phonon modes as opposed to the case of uniaxial
stress acting on planes perpendicular to the [001] direction in which we find only 2. For
strains within the range of η = -2.0% to η = 0%, we find 1 low frequency mode and 2
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higher frequency modes. For strains greater than η = 0%, we find 2 low frequency modes
with similar frequency and 1 high frequency mode. For η ≥ 0.6% where we find a nonzero value for P, the separation in frequency of the low frequency modes is diminished as
the temperature increases. This separation between the low frequency modes goes to 0 at
TC . In the polydomain phase, we observe the extreme softening of the low frequency mode
associated with the polarization vortex.
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Figure 4.20: Frequency squared as a function of biaxial strain applied along the x and z
directions for representative temperatures.

We have examined the effect of various mechanical boundary conditions on the structural parameters and soft mode dynamics in PbTiO3 nanowires. We found that depending
on the particular type of mechanical boundary condition, the nanowire can exhibit either
monodomain or polydomain vortex phases which is drastically different from the bulk sample
and originates from the critical role of the depolarizing field. For monodomain phases the
Curie temperature was found to depend linearly on the pressure, stress, or biaxial strain, in
agreement with findings for bulk PbTiO3 [169]. We found a rich variety of dipole patterns,
particularly for the polydomain states with the dipoles arranged in single and double polarization vortices depending on the type and strength of the mechanical boundary conditions.
Small positive values of biaxial strain yield a dipole pattern with both a toroidal moment of
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polarization as well as a spontaneous polarization. The soft mode frequency dynamics are
also strongly affected by the mechanical boundary conditions. In particular we find that the
frequency of the E mode in the P4mm phase is significantly larger than the A1 mode which is
in contrast with bulk PbTiO3 . This striking finding is attributed to the presence of the depolarizing field along the truncated directions which leads to mode hardening. Where the A1
mode with atomic vibrations along the axial direction responds to mechanical deformations
similar to bulk, the E mode with vibrations along the lateral directions is significantly less
dependent on the mechanical deformations. Another remarkable finding is that in the polydomain phase, the mode associated with ionic vibrations perpendicular to G has relatively
low frequency which may open a way to a new identification technique for such phases.

4.2

Proposed Applications

The following sections explore possible applications of ferroelectric nanowires such as nanoscale
THz radiation sensors and logical elements which could be used to create ultra-dense computer memory. These applications are specific to ferroelectric nanowires and exploit their
unique properties which were discussed in sections 1.4 and 1.5.

4.2.1

Ferroelectric Nanowires for Terahertz Sensors

From the perspective of nanoscale applications, ferroelectric nanowires are also attractive as
functional elements for nanoscale sensors. Similar to bulk ferroelectrics, the sensing potential
of ferroelectric nanowires derives its origin from the dependence of the spontaneous polarization on the stress, strain and temperature [162]. One attractive feature which distinguishes
ferroelectric nanowires from their bulk counterparts is the dependence of the nanowires’ fer20

Content from section 4.2.1 has been adapted from work which was previously published in R. Herchig, K.
Schultz, K. McCash, and I. Ponomareva, “Terahertz sensing using ferroelectric nanowires,” Nanotechnology,
vol. 24, p. 045501, 2013., and has been reproduced with permission from IOP Science Publishing
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roelectric properties on their size which offers opportunities for creating nanoscale devices
with enhanced tunability [67, 74]. The purpose of this study was to investigate the temperature and polarization response in ferroelectric nanowires through the application of a THz
electric field pulse. We develop a mathematical model to approximate the resulting change in
temperature and corresponding change in polarization under adiabatic conditions. Finally,
we examine the potential for using these nanowires for nanoscale THz sensing applications.
We explored the possibility of polarization control via THz pulses by doing a systematic study of the interaction of a Gaussian shaped electric field pulse with nanowires of 2
different diameters. We simulated nanowires made of Pb(Ti0.6 Zr0.4 )O3 with square lateral
cross-sections of 4.8 and 6.4 nm. The nanowires are grown along the [001] crystallographic
direction with [100], [101], and [001] corresponding to the x, y, and z directions respectively. The surface charge is partially screened in order to realistically simulate open-circuit
boundary conditions. Under these boundary conditions the nanowires are known to develop
polarization along the axial or [001] direction [73]. Nanowires made of PbTiO3 were found
to have the same symmetry, exhibiting a tetragonal structure and polarized along the axial
direction [47].
Prior to studying the dynamics, the Pb(Ti0.6 Zr0.4 )O3 nanowires were equilibrated within
an isothermal-isobaric ensemble. To achieve this we perform a simulated annealing in which
the initial temperature of the nanowires was 2000 K. The nanowires were cooled down to
10 K in steps of 5 K using an Evans-Hoover thermostat [119, 184] and a barostat which
was created using a PV term in the effective Hamiltonian was used to maintain constant
pressure [121]. We used 40 000 MD steps for each temperature with each MD step being 1.0
femtosecond.
We developed a computational approach to study the intrinsic dynamics of the nanowires
due to the applied electric field. The nanowires were subjected to a time-dependent Gaussianshaped electric field pulse in the THz frequency range. The pulse was modeled using the
equation
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E ptq = E0 e−p

t−t0
τ

2

q cos pωtq

(4.1)

where E0 is the amplitude of the electric field, ω = 2πν is its frequency, t0 is the time
around which the Gaussian pulse is centered, and τ is the full width at half maximum.
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Figure 4.21: Time evolution of the polarization and temperature in 4.8 nm thick nanowire
subject to pulses with τ = 4 ps and E0 =0.5 MV/cm and frequencies ν = 1 THz (panels (a)
and (b)) or ν = 4 THz (panels (c) and (d)).

Figure 4.21 shows the polarization and temperature as a function of time for the 4.8
nm thick Pb(Ti0.6 Zr0.4 )O3 nanowire. Initially, the nanowires temperature is 300 K and the
polarization is P0 = −0.84 C/m2 . A THz Gaussian pulse with parameters E0 = 0.5 MV/cm,
τ = 4 ps, and ν = 1 THz (panels (a) and (b)) and ν = 4 THz (panels (c) and (d)) is
applied to the nanowire under adiabatic conditions. Figure 4.21 reveals that the nanowire
responds differently to the electric field pulse of different frequency. For Pb(Ti0.6 Zr0.4 )O3 the
intrinsic frequency is between 3.5 and 4.0 THz. Interestingly, depending on how close the
pulse frequency is to the characteristic frequency of the material, the nanowire reacts to the
stimulus of the pulse in different ways. The 1.0 THz pulse is well outside this range which
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causes the temperature and the polarization to oscillate in phase with the electric field. For
the higher frequency pulse (ν = 4 THz) the polarization and temperature oscillations lag
behind the electric field. This implies a difference in the interaction mechanism between the
two cases. For the lower-frequency pulse no energy is absorbed by the nanowire during the
interaction since the dipoles are able to keep up with the oscillations of the electric field.
For the higher frequency pulse the dipoles are not able to adjust to the oscillations of the
electric field and energy is consequently absorbed by the electric field. As energy is absorbed
from the electric field, the temperature of the nanowire increases from 300 K to 390 K.
This in turn causes the polarization to increase from its original value to P = −0.82 C/m2 .
This suggests that the presence of the 4.0 THz pulse has been “imprinted” in the nanowire.
This change in polarization in ferroelectric nanowires in response to a THz pulse could find
potential application in nanoscale THz radiation sensors.
In order to gain a quantitative understanding of how the THz pulse interacts with the
nanowire, we begin with the first law of thermodynamics dU = dQ + EdD, where dU is
the internal energy of the nanowire, dQ is the quantity of heat received, and E and D
are the electric and electric displacement fields respectively. Under adiabatic conditions in
which no heat is allowed to be exchanged, dQ = 0 indicating that the change in the internal
energy of the nanowire is entirely due to the work done by the electric field, dU = EdD. To
estimate the change in the nanowires internal energy during one period of the electric field
T =

2π
,
ω

we first assume that the electric field given by Eq. (4.1) can be approximated by

E ptq = A pti q cos pωtq where A pti q is the average field amplitude during the time ti −
ti + T2 . This essentially amounts to assuming that

2π
ω

T
2

to

 τ , or that the period of oscillations

of the electric field are much shorter than the duration of the entire pulse. The response of
the nanowire to the periodic field becomes D ptq = Aε0 pti q rε1 cos pωtq + ε2 sin pωtqs where ε1
and ε2 are the real and imaginary parts of the complex dielectric response function ε pω, T q.
R
t−t0 2
Under this approximation we have ∆UT = T EdD = A2 ptq ε2 ε0 ω2 where A ptq = E0 e−p τ q
is the Gaussian function. We can then calculate the total change in the internal energy of
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the nanowire due to its interaction with the pulse as

Z

∞

u ptq dt =

∆U =
−∞

given that

2π
ω

ω
E02 ε2 ε0 e

−2t2
0
τ2

Z

∞

e

2

−2t2
τ2

e

4t0
t
τ2

c
dt =

−∞

π
ε2 (ω, T )ε0 E02 τ ω
8

(4.2)

 τ . The change in the nanowire temperature can then be expressed

in terms of the change in internal energy as ∆T =

∆U
CP

where CP is the heat capac-

ity at constant pressure. The associated change in the polarization can be computed as
R
∆P = ∆T p pT q dT ≈ p pT q ∆T where p pT q is the pyroelectric coefficient of the material.
Combining these equations with ∆U from Eq. 4.2 gives
c
∆T ≈

π ε2 (ω, T )ε0 E02 τ ω
8
CP
c

∆P ≈ p pT q ∆T =

π ε2 (ω, T )ε0 E02 τ ωp pT q
8
CP

(4.3)

(4.4)

Note, that these equations were derived under the assumption of adiabatic conditions.
In practice such conditions are maintained since the interaction of the nanowires with the
THz pulse occurs on an ultrafast femtosecond time scale, which is much shorter than the
time typically required for thermalization of the nanowire with its surroundings. In other
words, nearly adiabatic conditions will be maintained as long as the thermalization with the
environment occurs at a slower rate as compared to the rate at which the THz radiation
modifies the polarization of the nanowire.
Equations 4.3 and (4.4) can be used to analyze our computational data given that the
changes in temperature and polarization are relatively small since under these conditions,
CP and p pT q can be regarded as constants while the temperature dependence of ε2 pω, T q
can be neglected. Figure 4.22(a) depicts the change in temperature of the nanowire as a
function of the pulse width τ . According to Eq. (4.3), the change in temperature is expected
to increase linearly with increasing pulse width which is indeed the behavior seen in Fig.
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4.22(a). Figure 4.22(b) shows a quadratic dependence of ∆T on E0 , in accordance with
Eq. (4.3). Equation (4.3) states that the dependence of ∆T on the frequency of the pulse
is non-linear. Since it depends on the product of ε2 pωq with ω. Figure 4.22(c) shows the
non-linear dependence of ∆T on the pulse linear frequency where ν =

ω
.
2π

For ferroelectric

materials, the imaginary part of the dielectric response peaks in the THz frequency range due
to the soft mode phonon [121, 185–187]. We have calculated the loss function ε2 pωq for bulk
Pb(Ti0.6 Zr0.4 )O3 at 300 K using the computational approach of Ref. [121]. Figure 4.22(d)
shows the product of this dielectric loss function and the frequency ε2 pωq ω as a function of
linear frequency ν. By comparing Fig. 4.22(c) and Fig. 4.22(d), we observe good agreement
in the shapes of the curves with the peaks both centered around the intrinsic frequency of
Pb(Ti0.6 Zr0.4 )O3 . This further confirms the accuracy of Eq. (4.3), in particular its ability to
predict the frequency dependence of the change in temperature of the nanowire for a given
electric field pulse. The broadening of the curves in Fig. 4.22(c) as compared to Fig. 4.22(d)
is likely due to the approximations made in neglecting the temperature dependence of CP and
ε2 pω, T q in deriving Eq. (4.3). Also, the data for Fig. 4.22(d) was calculated for bulk rather
than for a nanowire which could cause further differences between the shapes of the curves.
Neglecting the temperature dependence of p pT q would introduce further small discrepancies
in calculating the change in the nanowire’s polarization. In general, Figs. 4.22(a-d) confirm
that the thermodynamics of the nanowire’s interaction with the Gaussian shaped THz pulse
is indeed described by Eqs. (4.3) and (4.4).
In summary, our data suggest that under adiabatic conditions, ∆T and ∆P can be well
approximated by modeling the electric field as a periodic function with an average amplitude.
It also predicts that the nanowire responds to the THz pulse by a change in polarization and
temperature, confirming their potential as nanoscale THz radiation sensors. The change in
polarization ∆P can be converted into an external current with an average current density of
hji =

∆P
∆t

where ∆P is the change in polarization in the nanowire and ∆t is the time it takes

for this ∆P to occur. For example, the average current density associated with the change
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Figure 4.22: Simulation data for the 4.8 nm thick nanowire. (a) The dependence of ∆T
on the pulse half-width τ obtained from simulations with ν =3 THz and E0 =0.1 MV/cm
(circles); ν =0.6 THz and E0 =2.0 MV/cm (triangles); ν =4 THz and E0 =0.1 MV/cm
(squares). (b) The dependence of ∆T on the E02 obtained from simulations with τ =32 ps and
ν =3 THz (circles); τ =22 ps and ν =4 THz (triangles); τ =32 ps and ν =4 THz (squares).
(c) The dependence of ∆T on the ν obtained from simulations with E0 = 0.1 MV/cm and
τ =32 ps (circles); E0 = 0.2 MV/cm and τ =22 ps (triangles) E0 = 0.2 MV/cm and τ =32 ps
(squares). (d) The dependence of the product ε2 (ω)ω on the frequency ν using ε2 (ω) of bulk
Pb(Ti0.6 Zr0.4 )O3 .

in polarization given in Fig. 4.22(c) is 1.6 kA mm−2 . The imaginary part of the dielectric
response function ε2 pωq determines the bandwidth of the sensor, the wider the curve the
larger the frequency range of the response. For ferroelectric nanowires, it is expected that
the loss function ε2 will depend on the diameter of the nanowire giving increased tunability.
Furthermore, the pyroelectric coefficient p pT q of the nanowire should also be size dependent
which opens up more possibilities for tuning of these nanoscale sensors [188].
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4.2.2

Remote Polarization Switching Using an Applied Electric Field

One challenge which impedes technological progress is that of energy efficiency and for this
reason, devices should use the lowest operational fields possible. Ferroelectric nanowires
could potentially be used in the design of memory technology which would rely on the
ability to efficiently reverse electric polarization. More precisely, the read-write operation
is achieved via polarization reversal by the application of an electric field. To meet the
ever increasing demand for energy efficiency, it is desirable to use a relatively low electric
field. However for many ferroelectrics the coercive field or, the electric field required to
depolarize a ferroelectric material that is polarized to saturation, can be quite large [189–
191]. The previous section examined how the application of a Gaussian-shaped THz electric
field pulse to Pb(Ti0.6 Zr0.4 )O3 nanowires under open-circuit boundary conditions affects the
temperature and polarization. The electric pulse adds energy to the system which, under
adiabatic conditions, results in an increase in temperature and a change in the polarization.
Though the application of an electric field resulted in a change in polarization, complete
polarization reversal was not achieved since the electric field was applied along the lateral
direction of the nanowire. In this study, we have proposed a way to effectively reduce
the polarization reversal field (PRF) in ferroelectric nanowires. Our approach was based
on the superposition of a relatively low dc electric field (the bias field) and a Gaussian
shaped pulse of ac electric field with a THz frequency (THz pulse). The bias field could
be as low as half of the PRF at a given temperature. Nevertheless, it will reverse the
21
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polarization if superpositioned with a properly tailored THz pulse. Moreover, this strategy
could be attractive for other potential applications, such as THz radiation sensing and remote
polarization switching. Alternatively, the THz pulses may be used to remotely switch the
polarization. To demonstrate the concept we carried out computational experiments in which
the nanowires are subjected to a variety of superpositioned fields. Our results demonstrate
that; (i) it is indeed possible to reverse the polarization in the nanowire by applying a
superposition of a relatively small bias electric field and THz pulsed radiation under adiabatic
conditions and, (ii) there exists a controllable route to such polarization reversal.
Polarization reversal in BaTiO3 nanowires under short-circuit electrical boundary conditions has been achieved experimentally [192,193]. This was done by applying a dc field using
an AFM tip to a nanowire grown on a gold substrate. Though polarization reversal was
achieved in these nanowires, maintaining the final polarization state required the continued
application of the dc field and the polarization reverted back to its original direction once the
bias was removed. This is due to the fact that a locally switched segment with reversed polarization becomes energetically highly unfavorable and as a result it spontaneously switches
back to the original orientation [193]. By applying a combination of a dc field and a Gaussian THz electric field pulse to a nanowire grown under open-circuit boundary conditions,
polarization reversal could be achieved with minimal energy expenditure. Once polarization
reversal has been achieved, the bias field could be removed with the polarization remaining
stable. This characteristic is an important requirement for non-volatile memory applications
in which a stable polarization state in the absence of an external power source is necessary.
Several experimental studies have also been carried out in BaTiO3 nanowires in which an
axial polarization was reversed [73,194]. However, in these studies it was also found that the
switched polarization was unstable and subsequently reverted back to its original orientation
upon removal of the bias field.
A computational approach similar to that of section 4.2.1 was used in this study to model
both PbTiO3 and Pb(Ti0.6 Zr0.4 )O3 nanowires with square cross sections of 21.8 nm2 . The
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electric field used in these simulations consisted of a small bias field and a Gaussian shaped
THz pulse. Using the equilibrated configurations for temperatures ranging from 5 to 1000 K
in steps of 5 K we first identify how the polarization reversal field of the nanowires depends
on the temperature. To accomplish this the nanowires are subjected to a bias field (Edc ) for
5 - 20 ps. The longer times are used for electric fields which are closer to the PRF at a given
temperature. The dc electric fields used in the calculations were in the range of 10 - 2560
kV/cm. The data is reported in Fig. 4.23(a). The field, EP R , is found to decrease linearly
with increasing temperature, in agreement with experimental data from Ref. [167].
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Figure 4.23: Panel (a) shows the dependence of the polarization reversal field in PbTiO3
nanowire on the temperature. Panel (b) summarizes the data for the dependence of the
characteristic frequency on the temperature in bulk PbTiO3 , biased and unbiased PbTiO3
nanowire. The bias field is 450 kV/cm.

Figure 4.23 suggests that if the temperature of the nanowire is increased, the PRF will be
effectively decreased. Equation 4.3 predicts that an electric pulse can be used to increase the
temperature of the nanowire. Therefore, a combination of a subswitching bias field (dc electric field which is insufficient to reverse the polarization) and an electric pulse could be used
reverse the direction of the polarization. The bias field provides a “preferential” direction
for the polarization by increasing the depth of the energy well creating an asymmetry in the
free energy vs. polarization while the electric pulse provides the additional energy needed to
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overcome the energy barrier. To test this we applied, E ptq, under adiabatic conditions an
external electric field

E ptq = Eb + E0 e−p

t−t0
τ

2

q cos pωtq,

(4.5)

where Eb is the bias field. The amplitudes of the electric field pulses are chosen to satisfy
the inequality E0 + Eb < EP R . This ensures that the maximum electric field of the nanowire
never exceeds the PRF associated with the initial temperature. The pulse width is varied
from 18 − 78 ps in order to tailor the THz pulse since the change in temperature increases
linearly with τ . The parameter t0 is chosen to be large enough as to allow the nanowire
sufficient time to equilibrate before the pulse has an appreciable effect on it.
In order for the pulse to effectively raise the temperature of the nanowire, the frequency,
ω, of the pulse must lie within the frequency range associated with the large imaginary
part of the complex dielectric susceptibility, ε2 , of the nanowire. This is the frequency
range corresponding to the characteristic frequency of the nanowire, the “lossy” region. To
calculate the frequency range for different temperatures, we use the computational method
outlined in Ref. [121]. From this we were able to calculate the real and imaginary parts
of the susceptibility for the nanowire for a range of temperatures and identify the peak
associated with the imaginary part of ε2 pω, T q as described in section 4.1.4. In PbTiO3 the
soft mode is underdamped at room temperature which causes a sharp peak or equivalently
a narrow frequency range for which the nanowire is most responsive to the electric field.
In Fig. 4.23(b) we report the characteristic frequency of the A1 mode, ν0 , as a function
of temperature for the 21.8 nm2 PbTiO3 nanowire and bulk PbTiO3 for comparison. It is
evident from the figure that the reduced dimensions associated with the nanowire have the
effect of shifting the ν0 pT q branches towards the lower frequency. The bias field also has
an effect on the complex dielectric response of the nanowire. To investigate the effect of
the bias field on the soft mode dynamics, we computed the characteristic frequencies of the
nanowire in the presence of a dc field of strength 450 kV/cm depicted in Fig. 4.23(b). The
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effect of the bias field is again to shift the ν0 pT q branches even further to lower frequency.
For temperatures well below the Curie point, the characteristic frequencies are about 1.0
THz lower than without the bias field present. The discontinuity in the ν0 pT q is due to the
transition from a metastable state with the polarization pointing opposite to the bias field
(for temperatures below 308 ± 5 K) to a stable state with the polarization vector aligned
with the bias field direction (for temperatures 305 ± 5 K). In the absence of the bias field,
the soft mode frequency is expected to be around 2.5 THz at ambient temperature. However,
the bias field shifts this value to around 1.5 THz at 300 K.
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Figure 4.24: Time dependence of the temperature (panel (a)) and polarization (panel (b))
in PbTiO3 nanowire. The curve contours the Gaussian envelope of THz pulse.

In Fig. 4.24(a) the instantaneous temperature as a function of time is shown for an
electric field pulse with the parameters Eb = 143 kV/cm, E0 = 214 kV/cm, ν = 1.5 THz,
and τ = 48 ps. The switching field for the nanowire at 300 K is 450 kV/cm. The sum of
Eb and E0 is 357 kV/cm and does no exceed 0.74EP R of the switching field strength. Figure
4.24(b) shows the instantaneous polarization as a function of time for the same parameters.
The lines represent the Gaussian envelope used in the calculations. The polarization switches
direction as the nanowire reaches 336 K and continues to increase in magnitude as it interacts
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with the pulse. The temperature reaches a final value of 350 K with the polarization being
completely reversed having a magnitude nearly equal to the initial value of P0 = -0.57 C/m2
but with opposite sign. It is important to note that the switching of the polarization is in
fact due to the sub-switching bias field. The purpose of applying the THz pulse is to raise
the temperature in the nanowire. If the bias field is removed, no polarization reversal occurs
while the temperature of the nanowire still increases.
With proof of principle being provided by the data in Fig. 4.24, we next turn attention
to the possibility of controlled polarization reversal through the application of tailored THz
electric pulses coupled with bias fields (Eb ) of various strengths. As previously mentioned,
the bias field is entirely responsible for the polarization reversal. However in order for the
polarization reversal to occur, sufficient energy needs to be supplied by the pulse in order to
elevate the nanowire’s temperature. The degree to which the temperature is elevated can be
controlled by careful choice of the pulse parameters E0 , ν, and τ . The temperature difference
required to achieve polarization reversal can be estimated from

∆T ≈
where

dT
dEP R

dT
rEb + E0 − EP R pTinit qs ,
dEP R

(4.6)

indicates the slope of the T pEP R q curve in Fig. 4.23. However, the change in

temperature in the nanowire due entirely to the influence of the THz pulse was found earlier
and is given by Eq. (4.3). Equating these two expressions gives
c

π
ε2 (ω, T, Eb )E02 τ ω = CP rEb + E0 − EP R pTinit qs ,
8

(4.7)

which provides a relationship between the parameters of the electric field associated
with polarization reversal. In other words, the set of parameters (Eb , E0 , ν, and τ ) which
satisfies Eq. (4.7) is expected to reverse the polarization in the nanowire. The number of
parameters can be further reduced by recognizing that when the frequency ω is relatively
large, the E0 term on the right hand side of Eq. (4.7) can be neglected. This is because
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the period of oscillations of the electric field is much shorter than the time associated with
the polarization reversal. For instance in Fig. 4.24, the time required for the polarization to
reverse is approximately 90.0 ps whereas the period of oscillations associated with the pulse
frequency of ω = 9.42 THz is T = 0.106 ps, about 850 times shorter than the switching time.
This high degree of tunability is advantageous when designing THz radiation sensors or even
ferroelectric memory devices since the conditions for which the polarization will reverse can
be controlled via the parameters associated with the pulse and the bias field.
A series of further calculations were carried out to test the validity of Eq. (4.7). For
these calculations the parameters (Eb , E0 , ν, and τ ) were varied with the restriction that
E0 + Eb < EP R . Figure 4.25(a) reports the inverse square of the pulse amplitude ( E12 ) as a
0

function of the field frequency for several different bias field strengths. Equation 4.7 suggest
that if τ is held constant, the curve in Fig. 4.25(a) should follow ε2 pω, T, Eb q ω. This is
indeed the case. Furthermore, the inverse square of the field amplitude is seen to be linear
in τ as suggested by Eq. 4.7. The computational data presented in Fig. (4.25) confirms the
validity of Eq. (4.7) and demonstrates the possibility of controlling the polarization reversal
in nanowires by using a subswitching bias field coupled with a tailored THz electric field
pulse. This also opens up the possibility for the sensing of THz radiation using ferroelectric
nanowires especially given that Fig. 4.25(a) shows the nanowires to be sensitive to only a
narrow region of the THz frequency range which is desirable for THz sensing applications.
We would also like to comment on our data for the Pb(Ti0.6 Zr0.4 )O3 nanowire for which
the same calculations were carried out. The effective Hamiltonian used here overestimates
the Curie temperature, meaning a computational temperature of 600 K should be used to
model an ambient temperature of 300 K. In general, the same trends were observed in the
Pb(Ti0.6 Zr0.4 )O3 data as were seen in the PbTiO3 nanowire. The PRF depends linearly with
a PRF of 940 kV/cm at ambient temperature, 600 K in the case of Pb(Ti0.6 Zr0.4 )O3 . As for
the case of PbTiO3 we found the the polarization can be reversed by simultaneous application
of a subswitching bias field and a THz pulse. A series of simulations for different parameters
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Figure 4.25: Dependence of the inverse square of the pulse field amplitude on the field’s
frequency (panel (a)) and on the Gaussian envelope full width at half maximum (panel (b)).

(Eb , E0 , ν, and τ ) confirmed the validity of Eq. 4.7 for the Pb(Ti0.6 Zr0.4 )O3 nanowire as well.
Although the simulation temperature and PRF differed for the Pb(Ti0.6 Zr0.4 )O3 nanowire as
opposed to the PbTiO3 nanowire, similar trends were found in the data. [166]
In summary, we have proposed a novel route to polarization reversal in ferroelectric
nanowires which combines a sub-switching bias electric field and a Gaussian-shaped THz
electric field pulse. We have explored the electric field parameter space and quantified the
interaction between the polarization and the electric field under adiabatic conditions allowing
for a predictable polarization reversal in nanowires under open-circuit electrical boundary
conditions. Our approach allows for a substantial reduction in the polarization reversal field
which could potentially lead to lower energy consumption in applications utilizing polarization reversal. This polarization reversal mechanism could potentially be used in the design of
ferroelectric memory elements in which each individual nanowire stores a bit of information
as a polarization state. Additionally, the proposed approach could find applications in THz
radiation sensors and remote switches given that the polarization reversal is triggered by a
THz pulse.
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5

Electrocaloric Properties of Ferroelectric Nanowires

Over the past decade, ferroelectric materials have received considerable attention as possible
candidates for solid state cooling devices due to their strong thermal response to an applied
electric field, a well known example being the giant electrocaloric response discovered in
2006 in thin films made of PbZr0.95 Ti0.05 O3 [43]. The electrocaloric effect (ECE), defined as
an adiabatic change in temperature or equivalently an isothermal change in entropy due to
an applied electric field, could be used to extract heat from a system during a solid state
refrigeration cycle. Practically, ferroelectric nanostructures seem the most attractive as they
allow the application of a much larger applied electric field, impose fewer design restrictions
as compared to bulk, allow increased tunability with respect to the operable temperature
range as well as peak temperature response, could potentially be used for cooling nanoscale
devices. In fact, the majority of giant electrocaloric effects were reported for thin films
and polymer ferroelectric samples [43, 66, 195, 196]. While these materials have received
much attention in caloric effect studies, research on other low dimensional structures such as
nanowires and nanodots is limited at best [197–199]. Electrocaloric changes in temperature
of ∼ 12 K were found in PbTiO3 nanotubes using a Landau-Devonshire model when an
electric field is applied in combination with a compressive strain of ε11 = ε22 = −0.39%
applied in the plane of the nanotube (azimuthal direction in cylindrical coordinates) [198].
A giant ECE of 15-20 K was found in EuTiO3 nanowires at room temperature using a
phenomenological thermodynamic model [200]. This study also revealed that the ECE can be
22
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enhanced by adjusting the nanowire diameter as well as the external tensile stress. However,
these studies were carried out using the indirect approach for calculating ∆TECE . In the
absence of experimental measurements on nanowires, first-principles-based simulations are
critical to establish the effect the reduced dimensionality will have on the electrocaloric
properties of ferroelectrics. Therefore, our goal in this study is to: (i) predict the intrinsic
features of the ECE in ferroelectric ultrathin nanowires; (ii) to elucidate the effect of reduced
dimensionality and size on the electrocaloric properties of nanoscale ferroelectrics; (iii) to
explore the potential of ferroelectric nanowires for nanoscale cooling applications.

5.1

Electrocaloric Effect in Nanowires

Having established the equilibrium phases and electric properties of nanowires in section
4.1, we turn to the modeling of the ECE and developing a quantitative model for estimating
the adiabatic change in temperature in terms of the spontaneous polarization and dielectric
susceptibility. We use the equilibrated dipole configurations which were calculated while
studying the static properties of PbTiO3 , BaTiO3 , and KNbO3 nanowires through simulated
annealings of section 4.1.

5.1.1

~
Adiabatic Temperature Change Under Application of E

To simulate the ECE we apply an electric field along the nanowire’s axial direction under
adiabatic conditions using the computational approach described in Refs [16, 201]. In bulk
the electric field is applied along the polarization direction. Technically, the electric field
was first applied and then removed very slowly at a rate of 100 V/m per one MC sweep to
ensure reversibility. A total of 2,000,000 MC sweeps were used for each simulation. Figure
5.1 shows the adiabatic change in temperature as a function of the applied electric field for
nanowires of all three materials. The data points for both increasing and decreasing electric
field strength are plotted demonstrating the reversibility of the process.
The electrocaloric temperature was computed as a function of the applied field for dif157
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Figure 5.1: Adiabatic change in temperature as a function of applied electric field for PbTiO3
(a), BaTiO3 (b), and KNbO3 (c).

ferent initial temperatures. The electrocaloric change in temperature as a function of the
initial temperature is given in Fig.5.2 for a few different values of the applied electric field.
We have also included data for the linear electrocaloric response, dT /dE, at low fields which
were computed by taking the zero field slope of temperature versus electric field data. It
should be noted that our computational data for BaTiO3 are in excellent agreement with
the direct experimental measurements on BaTiO3 multilayer thick film (see Fig.5.2(b)). For
the PbTiO3 nanowire, we find a reduction in the maximum electrocaloric response as compared to the bulk. Similarly, we observe a reduced maximum electrocaloric response in both
BaTiO3 and KNbO3 nanowires as compared to their bulk counterparts. Both BaTiO3 and
KNbO3 mostly loose their electrocaloric properties in polydomain phases.
These qualitative findings, the reduction in the maximum ECE response and the lack of
response in the polydomain phase, can be elucidated with the help of Maxwell relation for
the electrocaloric change in temperature (see section 1.3.2)
T
dT
=−
dE
CE

ˆ

∂P
∂T

˙
(5.1)
E

where CE is the volumetric heat capacity, P is the polarization, T and E are the temperature and the electric field, respectively. For a ferroelectric material, the total polarization
is given by
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Figure 5.2: The electrocaloric change in temperature as a function of initial temperature for
a few values of the electric field (a)-(c). In (b) the triangles give the experimental data from
the direct measurements on thick films [202]. The linear ECE as a function of the initial
temperature. Note, that for bulk the electric field is applied along the polarization direction
(d)-(f).

P = Pspon + ε0 εE

(5.2)

in the linear approximation valid for low electric fields. Substituting this expression for
P into Eq. 5.1, the change in temperature with respect to electric field can be approximated
as
dT
T
≈−
dE
CE

„ˆ

∂Pspon
∂T

˙

ˆ
+ ε0
E=0

∂ε
∂T

˙


E

(5.3)

E=0

where Pspon is the spontaneous polarization and ε is the dielectric constant. The latter expression suggests that the linear ECE is proportional to the pyroelectric coefficient
´
¯
∂Pspon
and the derivative of the dielectric constant with respect to temperature. Both
∂T
E=0
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the spontaneous polarization and the dielectric constant are reduced in the nanowire as evident from Fig.4.2 due to the reduced correlation length. This explains the observed decrease
in the maximum ECE in the nanowire as compared to bulk and also why the reduction in
ECE response is greatest when transitioning from bulk to nanowires in PbTiO3 , then KNbO3 ,
and decreased only slightly in BaTiO3 . To elucidate the reason why BaTiO3 and KNbO3
lose their ECE response in the polydomain phase we first notice that below the ferroelectric
transition temperature the ECE is dominated by the pyroelectric coefficient. Indeed in a
ferroelectric phase the two terms in the Maxwell relation have the opposite sign (as could be
seen from inspection of Fig.5.3) and compete with each other. The overall sign of the ECE
is determined by the largest of the two terms and is positive in this case (see Fig.5.2). The
¯
´
spon
makes a dominant
positive sign of ECE implies that the pyroelectric coefficient ∂P∂T
E=0

contribution to the ECE. In the polydomain phase the spontaneous polarization depends on
the temperature only weakly (see Fig.4.2) resulting in very small values of the pyroelectric
coefficient and the associated ECE. More intuitively, the reduction of ECE in a polydomain
phase could be understood by recalling that inside each domain the polarization is at an
~ = E ẑ, as shown in Fig. 4.3(a) where G
~ = Gẑ. As a
angle with the applied electric field E
result the application of a relatively low electric field does not significantly affect the configurational disorder and the entropy associated with it. The lack of the entropy change results
in a negligible ECE.
Figure 5.3(a)-(c) shows the linear pyroelectric coefficient as a function of temperature
for PbTiO3 , BaTiO3 , and KNbO3 nanowires respectively as well as the temperature derivative of the dielectric susceptibility versus temperature (d)-(f). The strongest response for
both derivatives is found in the vicinity of the Curie temperature leading to the largest
electrocaloric changes in temperature. The two features in Fig. 5.3(e) and 5.3(f) near the
polydomain to monodomain phase transition can clearly be seen as well as the flattening
out of the pyroelectric response for the polydomain states of BaTiO3 and KNbO3 ; this is
especially pronounced in KNbO3 with dP/dT being essentially flat in the range of 0 to 400 K.
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Figure 5.3: Pyroelectric coefficient (a)-(c) and temperature derivative of the dielectric susceptibility (d)-(f) vs. temperature for PbTiO3 , BaTiO3 , and KNbO3 nanowires. The vertical
lines correspond to the temperature at which the nanowire transitions into the polydomain
phase.

5.1.2

Relative Cooling Power

To investigate the potential of the nanowires for cooling applications we computed the relative cooling power [203] RCP = ∆Tmax × δTF W HM , where ∆Tmax is the maximum of the
electrocaloric temperature change and, δTF W HM is the full width at half maximum. The
RCP values for different electric fields are given in Table 5.1. In all cases we find that the
RCP is reduced in nanowires, on an average by 20%.
Table 5.1: RCP values in K2 for different electric fields.
Electric field (kV/cm)
50
200
500

PbTiO3
nanowire bulk
448
560
1628
1768
4514
5914

BaTiO3
nanowire bulk
248
298
821
936
2593
3202

KNbO3
nanowire bulk
393
540
1253
1743
4040
4973

Interestingly, our computational data predict that, while the maximum electrocaloric
∆T as well as RCP are reduced in nanowires, their room temperature response could be
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significantly enhanced. Indeed all nanowires exhibit a decrease in the ferroelectric transition
temperature and associated shift in both dielectric and electrocaloric response (see Fig.4.2(c)(d) and Fig.5.2(c)-(d)). As a result the room temperature ∆T of BaTiO3 nanowire remains
comparable to ∆T in bulk, while PbTiO3 nanowire exhibits a 30% enhancement in the room
temperature ∆T , which is very attractive for near room temperature refrigeration.
In summary, we studied the ECE in poorly compensated ferroelectric ultrathin nanowires
and compared the findings to the ECE in bulk ferroelectrics. The computational data demonstrate a reduction in the ECE in nanowires as compared to bulk which is attributed to the
reduced correlation length. In nanowires with polydomains the ECE is nearly negligible. The
electrocaloric change in temperature exhibits a strong correlation with the dielectric susceptibility. Among the three ferroelectric perovskites studied in this work we find the largest
ECE and RCP in PbTiO3 followed by KNbO3 and BaTiO3 . This behavior is well correlated
with the trends in the dielectric susceptibility and the spontaneous polarization data where
we find the largest values in PbTiO3 , followed by KNbO3 and BaTiO3 . While nanowires
exhibit reduction in maximum ECE, they offer the opportunity to tune the electrocaloric
temperature change through variation of the transition temperature. For example, in case of
PbTiO3 nanowires we find nearly 30% increase in the room temperature ∆T , which makes
such nanowires attractive for room temperature cooling applications.
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6

Antiferroelectric Nanowires

Antiferroelectrics are antipolar materials that develop long-range order but no spontaneous
polarization. A feature which characterizes these materials is the existence of a ferroelectric
phase which is very close in energy to the antiferroelectric phase. Through the application
of an electric field, the transition between the ferroelectric and antiferroelectric phase can
be facilitated which gives rise to the double hysteresis loops indicative of antiferroelectrics.
There exist alternative ways to induce the ferroelectric-antiferroelectric phase transition in
antiferroelectrics, one being the application of epitaxial strain. This can be done either
through hetrostructuring layers of antiferroelectric material with substrate layers [204, 205]
or by growing antiferroelectric nanostructures on a substrate layer [65,206]. In both of these
methods the driving force responsible for the stabilization of the ferroelectric phase is the epitaxial strain resulting from the lattice mismatch between the antiferroelectric material and
the substrate. Experimental evidence for this effect has been found in epitaxially strained
PbZrO3 single crystal thin films grown on SrRuO3 /SrTiO3 substrates [205]. The films ranged
in thickness from 5 to 160 nm with films thicker than 22 nm exhibiting the characteristic
double hysteresis loops, while those thinner than 22 nm showing a single ferroelectric-like hysteresis behaviour. At zero electric field, all the films were reported to have non-zero remnant
polarization indicative of a mixed ferroelectric-antiferroelectric character. In another study
23
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done using PbZrO3 thin layers in epitaxial PbZrO3 /Pb(Zr0.8 Ti0.2 )O3 multilayers, the samples
were found to either have mixed antiferroelectric-ferroelectric or only ferroelectric behaviour
depending on the number of bilayers. These layers were arranged as (PZOt /PZTt )m bilayers
where t refers to the thickness of the single layer, m is the number of layers, and T is the total
thickness of the sample. The thickness of the film was held constant, T = 100 nm, while the
number of bilayers was varied as (m=1,2,4,6, and 8). These values of m correspond to single
layer thicknesses of (t=50, 25, 12.5, ∼ 9, and ∼ 6 nm). It was determined that in samples
with t ≤ 9 the ferroelectric phase is stable while thicker films yield the antiferroelectricferroelectric behaviour [204]. These results suggest that for the thinner films where the
epitaxial strain would have a greater effect on the antiferroelectric material, the strain tends
to stabilize the ferroelectric phase.
In epitaxial PbZrO3 films at room temperature, the orientation of the films was found
to determine whether it existed in a ferroelectric, antiferroelectric, or mixed phase [206].
Throughout the temperature range of 4.2 to 400 K, PbZrO3 films were grown with either a
(120)O or (001)O orientation. The films with the (120)O orientation show a mixed ferroelectric
and antiferroelectric behaviour through the entire temperature range with the ferroelectric
phase being more stable at low temperatures. The (001)O films show ferroelectric behaviour
only up to 60 K, above which they exhibit the characteristic double-loop hysteresis signature
of an antiferroelectric [206].
While studies on thin films [204–214] have begun to reveal the nature of phase transitions
and electric properties of quasi-2D antiferroelectrics, very little is known about antiferroelectric nanowires. Antiferroelectric nanowires composed of NaNbO3 were synthesized and characterized [58]. It was found that the nanowires are ferroelectric after annealing from 500◦ C
down to ambient temperature. This same study found however that NaNbO3 microcubes are
in an antiferroelectric phase. This raises the question of whether dimensionality determines
the phase.
In a recent study [102], first-principles-based effective Hamiltonian calculations were
164

used to predict a surface effect which could be responsible for the size-driven ferroelectricantiferroelectric transition in antiferroelectric nanostructures. This surface effect stabilizes
the ferroelectric phase by removing energetically costly short-range interactions between
“head-to-tail” dipoles. Compared to thin films, nanowires have smaller interfacial area with
a substrate as well as a larger surface-to-volume ratio which could result in an enhanced surface effect. Could this mechanism lead to the emergence of ferroelectricity in antiferroelectric
nanowires?
This study aims to fill the gap in our current understanding of the antiferroelectric nanostructures through the use of first-principles based Monte Carlo simulations. Specifically we
aim to: (i) predict the size-driven onset of ferroelectricity in antiferroelectric nanowires; (ii)
establish the role of electrical boundary conditions, or partial surface charge compensation,
in the nanoscale phases of such nanowires; (iii) to gain a microscopic understanding of the
size effects in antiferroelectric nanowires.

6.1

Computational Methodology

Recent developments in the effective Hamiltonian model for antiferroelectric PbZrO3 have
made possible realistic simulations of nanoscale antipolar materials [61]. We simulate stressfree PbZrO3 nanowires with square cross sections using a super cell of dimensions N × N ×
20 where N ranges from 8 to 20 unit cells corresponding to lateral sizes, d, in the range
3.3 - 8.3 nm. Periodic boundary conditions are applied along the axial direction to simulate
infinitely long nanowires grown along the [001] pseudocubic direction. The first-principlesbased Hamiltonian used in this study is that of Ref. [61] and outlined in section 2.2.3. We
simulate different electrical boundary conditions using the screening energy term explained in
section 2.2.2. This surface charge screening simulates indirectly electrodes or compensation
due to molecular adsorbates, charge carriers, intrinsic surface states, oxygen or other ionic
vacancies, as well as other mechanisms [110–114, 215, 216]. The parameter β which controls
the amount of surface charge screening ranges in values from 0 to 1 with 0 representing perfect
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open-circuit boundary conditions and 1 being perfect short-circuit boundary conditions. For
our nanowires, we consider realistic short-circuit boundary conditions using β values in the
range of 0.80 to 0.95 corresponding to 80 - 95 % of the surface charge being compensated.
Nanowires made of BaTiO3 have been synthesized under short-circuit electrical boundary
conditions (nanowire grown on conducting substrate) in which the polarization was found
to point along the radial direction of the nanowire [90]. The electric hysteresis loops are
simulated using the term that describes the interaction with the electric field in the effective
Hamiltonian described in section 2.2.2. To obtain the electric hysteresis loops the electric
field is applied in the x direction, perpendicular to the axial direction of the nanowire as
shown in Fig. 6.1. For each MC run, we simulate a different strength electric field; starting
from E = 0.0 kV/cm until the maximum of E = 4.0 kV /cm which we consider to be an
equilibration period. We use at least 40,000 Monte Carlo sweeps for a single run with a
canonical ensemble with the energy given by the effective Hamiltonian.

Figure 6.1: Schematic setup for a possible route to performing the electric measurements in
PbZrO3 nanostructures.

It is well known that the equilibrium phases in polar nanostructures are extremely sensitive to the surface charge compensation [63, 67, 71, 113, 217]. Yet the exact amount of the
compensating charge remains impossible to measure or control experimentally. In fact, often times it is the nature of the nanostructure’s equilibrium phase that suggests whether
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the surface charge compensation is efficient. In particular, polar phases with polarization
perpendicular to the nanostructure surface are usually associated with good surface charge
compensation [63,67,113], while patterns with no net polarization are typically attributed to
poor surface charge compensation [71, 217]. On the other hand, the surface charge compensation due to extrinsic free carriers or molecular absorbates is likely to vary from nanowire
to nanowire or even within the same nanowire. To accommodate for both the uncertainty
and variation in the amount of compensating charge, we carry out simulations for the range
of β from 80 to 95% that is associated with relatively good surface charge compensation.

6.2

Emergence of Ferroelectricity in Antiferroelectric
PbZrO3 Nanowires

Since the appearance of a ferroelectric phase is likely to result in a large depolarizing field,
the stabilization of the ferroelectric phase in antiferroelectric nanowires requires a relatively
efficient mechanism for surface charge compensation. We presently consider nanowires with
good surface charge compensation, specifically with 86% - 98% of the surface charge screened.
Figure 6.2 shows the hysteresis loops obtained for nanowires of different diameters and different values of β. Figure 6.2(a) indicates that as the lateral cross section decreases the coercive
field decreases, saturation polarization increases, and the loops transition from the antiferroelectric double loop structure to mixed antiferroelectric-ferroelectric loops. These loops,
however, are not associated with the coexistence of antiferroelectric and ferroelectric phases.
For the smallest diameter nanowires we observe a ferroelectric behaviour with relatively small
coercive fields. In other words, the thinnest nanowires behave as soft ferroelectrics. Under
the chosen electrical boundary conditions, PbZrO3 nanowires exhibit an unusual “mixed”
antiferroelectric-ferroelectric electric hysteresis similar to experimental findings for PbZrO3
films [206]. These hysteresis loops are the result of a strong competition between the antiferroelectric and ferroelectric phases and could indicate the possibility of stabilizing either
of these phases in a zero electric field.
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Figure 6.2: Room temperature hysteresis loops for PbZrO3 nanowires with different percentages of charge compensation.

Figure 6.2(b) gives computational data for the nanowires with very well compensated
surface charge that allows for a ferroelectric phase formation. Indeed we notice that in
this case all nanowires exhibit a ferroelectric phase. We observe that as the diameter of
the nanowires is reduced, the coercive field and remnant polarization increase signifying a
further stabilization of ferroelectricity by the surface effects. Our data predict that antiferroelectric nanowires exhibit pronounced size effects that include the emergence of ferroelectric
phases below some critical lateral size, tunability of the electrical properties, and competition
between the antiferroelectric and ferroelectric phases. As stated previously it was recently
proposed that, the presence of a surface favors the formation and stabilization of ferroelectric phase in antiferroelectrics by eliminating energetically costly “head-to-tail” dipoles [102].
This stabilizing effect is expected to increase as the surface-to-bulk dipole ratio increases.
The dipole pattern in Fig. 6.3(b) reveals that the antiferroelectric phase in the nanowires
with the largest d are associated with the Σ2 point in the Brillouin zone and closely resembles
the dipole pattern for bulk PbZrO3 . The dipoles are arranged in a striped domain pattern
with dipoles pointing in opposite directions with a periodicity of 4 unit cells and showing
orthogonal symmetry. Evidence for the surface effect can also be seen in this dipole pattern
with the arrangement deviating significantly from the one inside the nanowire as the surface
dipoles exhibit a tendency to align perpendicular to the surface. Figure 6.3(c), on the other
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hand, shows the dipole pattern for the nanowires with the smallest d. The dipoles are
arranged in a monodomain state with the average dipole moment pointing along the lateral
x direction. For these figures, we used the dipole pattern found at 5 K to reduce the effect of
thermal fluctuations. Our calculations predict that ultrathin PbZrO3 nanowires with good
surface charge compensation develop ferroelectric phases below a certain critical diameter.
(a)

(b)

Figure 6.3: (a) Low temperature zero field dipole pattern in the thickest nanowires used in
Fig. 6.2(a). (b) Low temperature zero field dipole pattern in the thinnest nanowires used in
Fig. 6.2(a).

6.3

Role of Surface Charge Compensation in Stabilization of the
Ferroelectric Phase

We next look at the effect of partial surface charge compensation on the equilibrium phases,
electrical properties, and antiferroelectric-ferroelectric phase transitions in PbZrO3 nanowires.
Figure 6.4(a) shows hysteresis loops for a nanowire with d = 5.8 nm obtained using different
percentages of surface charge compensation. For poorly compensated nanowires (β=0.20),
we observe only a linear response of polarization to the applied electric field and no fieldinduced transition into the ferroelectric or antiferroelectric phase. As a greater percentage
of the surface charge is compensated for (β = 0.91), the characteristic double hysteresis loop
emerges and the nanowires response to the electric field is similar to that of the bulk anti169

ferroelectric. Further improvement of the surface charge compensation (β = 0.95) results in
ferroelectric behaviour in the nanowire.
(a) Nanowire, d=5.8 nm
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Figure 6.4: (a) Room temperature hysteresis loops for PbZrO3 nanowires with different percentages of partial charge compensation. (b) Room temperature polarizations as a function
of surface charge compensation for nanowires with different lateral sizes.

Figure 6.4(b) shows the spontaneous polarization as a function of the surface charge
compensation for a few representative nanowire lateral sizes. For all lateral sizes shown,
poor surface charge compensation results in the formation of an antiferroelectric bulk-like
phase with no spontaneous polarization and the double striped dipole pattern shown in
Fig. 6.3(b). As the quality of the surface charge screening improves, the nanowires exhibit
an onset of ferroelectricity as evident from the abrupt increase in the polarization. Our
calculations predict that the quality of the surface charge compensation plays a critical role
in the development of the ferroelectric phases in antiferroelectric nanowires. Specifically, only
nanowires with very good surface charge compensation are able to develop a ferroelectric
phase while poor surface charge compensation leads to a large residual depolarizing field
which is incompatible with the ferroelectric phase. This behaviour can be seen in Fig.
6.4(b) where for the nanowire with d = 4.1 nm, the ferroelectric phase develops around
β = 0.88 while the thicker nanowire (d = 8.3 nm) transitions into the ferroelectric phase
at β = 0.92. That is, as the lateral size of the nanowires decreases, the P (β) curves move
to the left indicating that smaller nanowires require less compensation charge to form the
ferroelectric phases. Additionally, for the thicker nanowires the total polarization is reduced
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as compared to thinner nanowires at the same β value.
Interestingly, when we compare the data from Fig. 6.4(b) to data for similar calculations
for PbZrO3 nanodots and thin films [218], the evidence for the stabilizing effect resulting from
the presence of surface which favors the formation and stabilization of ferroelectric phase
in antiferroelectrics [102] is even more pronounced. The ferroelectric phase in PbZrO3 thin
films is most sensitive to the amount of surface charge compensation requiring an excellent
surface charge screening to develop a ferroelectric phase. By contrast, PbZrO3 nanodots are
able to develop a ferroelectric phase with a much less efficient screening mechanism resulting
in much poorer surface charge compensation. For thin films with thickness roughly the same
as the lateral size of the nanowires in Fig. 6.4(b), almost complete screening of the surface
charge is required in order for a ferroelectric phase to develop with β ∼ 95 - 98 % efficient.
However, nanodots with approximately the same lateral dimensions only require ∼ 82 86 % surface charge screening. This can be explained by the surface effects which favor the
ferroelectric phase and disfavor the antiferroelectric phase [102]. Since the nanodot has the
largest surface-to-volume ratio, it exhibits the largest stabilizing effect by more efficiently
eliminating energetically costly “head-to-tail” dipoles while the thin film with only one finite
dimension exhibits the weakest effect.
We find that the PbZrO3 nanowires do not develop vortex states commonly found in ferroelectric nanowires under poor surface charge compensation [71, 180]. The antiferroelectric
nanowires rather remain in the antiferroelectric bulk-like phase under these conditions. This
is a consequence of the energetic proximity of the antiferroelectric phase to the ferroelectric
phase in antiferroelectrics [102].
We next discuss how the equilibrium phases and electrical properties of the PbZrO3
nanowires respond to a reduction in lateral cross section. Figure 6.5 shows the dependence
of the spontaneous polarization on the lateral size, d, for a few selected β associated with
good surface charge compensation. The thickest nanowires exhibit no spontaneous polarization and remain in the antiferroelectric phase. As the lateral cross section of the nanowires
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Figure 6.5: Room temperature polarization as a function of lateral size, d, for nanowires
with different percentages of surface charge compensation.

decreases, holding the degree of surface charge compensation constant, they undergo a phase
transition into the ferroelectric phase at some critical thickness. Below this critical thickness
a decrease in the lateral size leads to an increase in the polarization due to further stabilization of the ferroelectric phase by the surface effects. The critical thickness for the size driven
antiferroelectric-ferroelectric phase transition depends strongly on the surface charge compensation but typically is below 10 nm. These results agree well with experimental findings
for PbZrO3 thin layers in epitaxial PbZrO3 /Pb(Zr0.8 Ti0.2 )O3 multilayers [204]

6.4

Proposed Applications

The ever increasing need for energy supply has propelled the quest for cleanly-generated
and renewable energy. At present the electric energy demand is increasing twice as fast
as overall energy use and expected to rise by more than two-thirds by 2035. For example, in 2012 42% of primary energy used was converted into electricity [219]. This in turn
drives the demands for devices for efficient storing, absorbing, supplying, and converting
electricity. These devices require high energy storage densities, high power density, high energy efficiency and conversion characteristics. The demand for functional materials is even
more urgent for miniaturized and integratable electronics and electrical systems. Among
bulk materials antiferroelectrics are receiving a lot of attention owing to their potential
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for energy storage and conversion that stems from the large saturation polarization, small
remnant polarization, and excellent electromechanical characteristics. For example, optimized (Pb0.97 La0.02 )(Zr0.98 Ti0.02 )O3 thick films can exhibit energy storage density of up to
60 J/cm3 and nearly 40% efficiency [220]. This is to be compared with a typical dielectric
capacitor that can only store up to 2 J/cm3 of energy [18]. Another unique and technologically desirable feature of antiferroelectrics is the large change in strain that accompanies the
antiferroelectric-to-ferroelectric phase transition induced by an electric field. For example,
in antiferroelectric bulk ceramics the difference in strain between the antiferroelectric and
ferroelectric phases can reach up to 0.4% making them excellent candidates for microactuators [221].
While antiferroelectrics have emerged as strong competitors in the area of materials for
energy applications, their prospects for use as miniaturized devices remain largely unknown.
The majority of studies to date have focused on the thin film geometry owing to the advances
in the films’ growth techniques [18, 221]. Antiferroelectric films have been reported to have
an energy storage density in the range of 7- 37 J/cm3 [18] which is lower than the values
found for the bulk. Somewhat similar is the trend in the electromechanical response which
seems to become weaker in thin films. For instance, the strain in antiferroelectric thin films
can only reach up to 0.2% [222,223]. Could this deterioration of properties be caused by the
tendency of the antiferroelectric thin films to develop ferroelectric phases [204,205,207–209]?
On the other hand, the properties of antiferroelectric nanostructures beyond the planar geometry is even less investigated and understood [58, 224–227], which is especially true for
antiferroelectric nanowires. Nanowires can be synthesized using a variety of experimental
techniques [58, 72, 224] and are particularly valuable as both interconnects and functional
units in the fabrication of electronic, optoelectronic, electrochemical, and electromechanical nanodevices [228]. At the same time the prospects of antiferroelectric nanowires for
energy related applications remain virtually unknown. Can antiferroelectric nanowires outperform their bulk counterparts for energy storing and converting properties or will the onset
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of ferroelectricity at the nanoscale indeed cause a deterioration in functionality? While a
definite experimental answer is pending, the atomic-scale first-principles-based simulations
can already provide some valuable guidelines. Here we use first-principles-based simulations
to calculate various static properties in PbZrO3 nanowires and explore the ways in which
these antiferroelectric nanowires could potentially enhance the performance of technological
devices.

6.4.1

Energy Storage Applications

Figure 6.6 (a) shows that for nanowires with poorly compensated surface charge the double
hysteresis loops characteristic of antiferroelectrics is seen while for more efficient surface
charge compensation mechanisms, the loops depict ferroelectric behavior while intermediate
values lead to a mixed behavoir. As previously mentioned in section 6.1, uncertainty and
variation in the amount of compensating charge exist under experimental conditions. In
order to more realistically reproduce these conditions in our calculations, the data for a
given nanowire lateral size are averaged over the entire range of β = 0.85 − 0.96; this can
be understood as an averaging of the range of hysteresis behaviour depicted in Fig. 6.6(a).
Such an approach models closely experimental conditions where the compensating charge is
only known at a qualitative level.
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Figure 6.6: Electrical hysteresis behavior for 5.0 nm nanowire for representative β (a) Dependence of the polarization on the electric field for nanowires of different lateral sizes obtained
by averaging over different β (b).

Fig.6.6(b) shows the room temperature P (E) loops obtained by averaging over different
β for nanowires with d of 5.0 and 8.3 nm. Note that for the remainder of the chapter we
report data averaged over the entire range of β. We notice that the thinner nanowire exhibits
a ferroelectric behavior while the thicker nanowire responds to the electric field similar to
a lossy dielectric. Interestingly, our computational data for the thicker nanowire resemble
closely the loops obtained for 22-100 nm thick PbZrO3 films [205, 208, 209] which suggests
that our model of variable surface charge compensation captures well the polarization charge
screening in nanoscale antiferroelectrics. One remarkable feature of the P (E) loops is the relatively large dP/dE slope as compared to a typical dielectric. The reason behind such a large
response is the mixed antiferroelectric-ferroelectric character of the room temperature phase.
Both ferroelectric and antiferroelectric phases share large saturation polarization, however,
the antiferroelectric phase leads to a reduced value of remnant polarization. We computed
the dielectric response of different nanowires by calculating dP/dE and extrapolating the
slope to zero electric field (zero-field dP/dE slopes). Because our computational method
underestimates the dielectric susceptibility, χ, of bulk PbZrO3 , the values for the nanowires
are reported in Fig.6.7(b) relative to the computational susceptibility of bulk PbZrO3 . Our
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computations predict a dramatic (up to eight times) increase of χ in nanowires as compared
to the bulk. The improvement in the dielectric response is attributed to the contribution
from the ferroelectric phase.
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Figure 6.7: The dielectric susceptibility reported relative to bulk as a function of d (a);
recoverable energy density (b) and efficiency (c) as a function of nanowire lateral size.

The combination of large polarization with slim hysteresis loops is favorable for energy
storage. For an equivalent difference in potential, a material with high dielectric constant
will possess a greater energy density. As evidenced from Fig. 6.7(b), PbZrO3 nanowires
possess significantly larger dielectric constants than their bulk counterparts. Therefore,
comparable energy densities can be achieved in PbZrO3 nanowires at lower electric fields.
This will increase energy efficiency while reducing the risk of dielectric breakdown or electrical
aging/fatigue in the material [229]. To estimate the performance of PbZrO3 nanowires in
energy storage applications we calculated the recoverable energy density, Wr , and efficiency,
ηef f . These quantities are defined by the expressions
Z
Wr =

EdP

ηef f =

2Wr
2Wr + Wloss

(6.1)

where E is the applied electric field, dP is the infinitesimal change in the polarization,
and Wloss represents the energy density lost per cycle and is depicted in Fig. 6.8.
The Wr and ηef f for nanowires of different lateral sizes computed for the maximum
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Figure 6.8: Hysteresis loop depicting the recoverable and non-recoverable portions of the
energy density for d = 8.3 nm nanowire. Light green shaded area inside the hysteresis curve
shows Wloss while the blue area above the curve in the first quadrant shows Wr .

electric field of 4.0 MV/cm are given in Fig.6.7(b) and (c) respectively. The straight horizontal lines give the value for bulk PbZrO3 . We first note that the bulk value for Wr of 53
J/cm2 compares well with the experimental values of 37-53 J/cm2 obtained for optimized
(Pb0.2 La0.02 )(Zr0.95 La0.05 )O3 thick films under comparable electric fields [230]. Secondly, our
model predicts that PbZrO3 nanowires could significantly outperform their bulk counterparts in terms of the recoverable energy density. Indeed Wr for thicker nanowires is about
50% larger than the bulk value. The enhancement in Wr is attributed to smaller electric
hysteresis in the thicker nanowires [see Fig.6.7(a)]. Thinner nanowires develop a ferroelectric
phase which increases the electric hysteresis leading to a reduction in Wr , while the efficiency
is comparable to bulk. Based on our numerical data we conclude that PbZrO3 nanowires
are promising candidates for energy storage applications in miniaturized devices.

6.4.2

Electrocaloric Coolers

Next we turn to the temperature evolution of the remnant polarization, Pr , in the nanowires.
The data were obtained by heating the poled nanowires from 5 to 1200 K. Fig.6.9(a) gives
a representative dependence Pr (T ) for the d = 5.0 nm nanowire. We notice the gradual
onset of remnant polarization which originates from the coexistence of the ferroelectric and
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antiferroelectric phases that compete with each other. The antiferroelectric phase is favored
at higher temperatures, while the ferroelectric phase is preferred at lower temperatures. This
is in agreement with the experimental findings for ultra thin PbZrO3 films [206]. Such broad
Pr (T ) dependence is highly desirable for cooling applications that utilize the electrocaloric
effect as it allows for a much larger operating temperature range. Fig.6.9(b) shows the
dependence of the temperature associated with the onset of spontaneous polarization, TP , on
the nanowires’ lateral size. TP increases with the decrease in d consistent with the stabilizing
role of the surface in the formation of the ferroelectric phase in PbZrO3 nanostructures. In
other words, as the lateral size of the nanowires decreases, the ferroelectric phase is favored
at increasingly higher temperatures.
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Figure 6.9: (a) Temperature dependence of the remnant polarization. (b) Dependence of the
temperature associated with the onset of spontaneous polarization on the nanowire size.

6.4.3

Electromechanical Applications

Next we discuss the electromechanical properties of PbZrO3 nanowires. Fig.6.10(a) and (b)
shows the dependence of the η1 and η3 components of the strain tensor on the electric field
for one representative nanowire (d =8.3 nm). The η1 (E) loop for the nanowire is in excellent
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qualitative agreement with the standard ferroelectric amplitude curve for NaNbO3 nanowires
[58]. One interesting feature of the η(E) loops is the diffused character of the field induced
antiferroelectric-ferroelectric phase transition. Similar features were previously reported for
antiferroelectric PLZST films [221]. In both cases the effect originates from the modified
competition between the antiferroelectric and ferroelectric phases. In films the perturbation
was attributed to the thermal mismatch between the film and substrate, while in nanowires
considered here the perturbation is due to the surface charge compensation. Such diffused
character of the antiferroelectric-ferroelectric phase transition is very attractive for analog
actuation applications that require a faster response and more precise micropositioning [221].
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Figure 6.10: Dependence of the different components of the strain tensor on the electric field
in 8.3 nm nanowire (a) and (b); Dependence of the piezoelectric coefficients on the nanowire
size (c); Temperature evolution of spontaneous strain in 5 nm nanowire (d).

We have used the η1 (E) and η3 (E) dependencies to compute the piezoelectric coefficients
´ ¯
´ ¯
∂ην
∂Pi
d11 and d13 , respectively, using the defining equation diν = ∂Ei
= ∂σ
[231]. Here,
ν
σ

E

Ei and Pi are the ith components of the macroscopic electric field and the corresponding
component of the polarization vector, and ν = {1, 2, 3, 4, 5, 6} denotes the component of
the strain tensor in Voigt notation. Due to the symmetry of the nanowire, we calculate
only the piezoelectric coefficients for the strain along the axial and non-axial directions due
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to an electric field along the x (non-axial) direction. The computational data are given
in Fig.6.10(c). The coefficients are in the range of 20 to 30 pC/N which is comparable
to the coefficients in PZT away from the morphotropic phase boundary. Both coefficients
are more than an order of magnitude larger than the coefficients of 1.1 pC/N computed
for bulk PbZrO3 . The enhancement of the piezoelectric coefficients is a consequence of the
diffused character of the field induced antiferroelectric-ferroelectric phase transition in the
nanowires. We also computed the temperature evolution of the spontaneous strain in the
nanowires. A representative data for d =5.0 nm nanowire are given in Fig.6.10(d). The data
predict a large variation of spontaneous strain in a wide temperature range which is very
desirable for piezocaloric applications. In such applications the temperature is controlled
by the application of external stress [201]. Our computational data suggest that PbZrO3
nanowires have promising electromechanical properties.
In summary, our simulations predict that PbZrO3 nanowires with imperfect surface
charge compensation exhibit a strong competition between antiferroelectric and ferroelectric
phases that is strongly influenced by the surface effects. This competition leads to the onset
of ferroelectricity in ultra thin nanowires, and strong enhancement of both dielectric susceptibility and energy storage characteristics. The electric-field-induced phase transition acquires
a diffused character leading to the enhancement of the piezoelectric constants in comparison
with bulk. In fact, the piezoelectric coefficients in PbZrO3 nanowires are predicted to exceed
the ones for a typical piezoelectric material, ZnO. Furthermore, the temperature dependencies of the spontaneous polarization and strain in PbZrO3 nanowires have a rather monotonic
character which is attractive for potential applications in solid-state coolers.
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7

Summary and Concluding Remarks

In conclusion, we have used an effective Hamiltonian approach to provide insight into the
static and dynamic properties of ferroelectric/antiferroelectric nanowires at an atomistic
scale. We developed an effective Hamiltonian for KNbO3 which accurately predicts the
Curie temperature and correct sequence of phase transitions, important for the study of
caloric properties. The effective Hamiltonian was subsequently tested through the calculation of numerous static and dynamic properties including the unit cell volume, spontaneous
polarization, bulk modulus, thermal expansion coefficients, phonon dispersion and frequencies.
We studied the fundamental properties of ferroelectric nanowires, identifying the emergence of a toroidal moment of polarization in BaTiO3 and KNbO3 nanowires within a low
temperature polydomain phase. We also shed light on the nature of the ferroelectric phase
transition in nanowires which, due to a reduced correlation length associated with the truncated dimensions, exhibit a smearing of the phase transition and dielectric response not
found in bulk ferroelectrics. We conducted an extensive computational study on PbTiO3
nanowires which explored the effects of hydrostatic pressure, applied uniaxial stress, and
biaxial strain on the structural properties, transition temperatures, and soft mode dynamics. We discovered that depending on which specific mechanical boundary conditions were
applied, the nanowire can exhibit either monodomain or polydomain vortex phases. This
behavior is not found in bulk PbTiO3 and originates from the critical role of the depolarizing
field. We found a rich variety of dipole patterns, particularly for the polydomain states with
the dipoles arranged in single and double polarization vortices depending on the type and
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strength of the mechanical boundary conditions. The soft mode frequency dynamics are also
strongly affected by the mechanical boundary conditions. For monodomain phases the Curie
temperature was found to have a linear dependence on the pressure, stress, or biaxial strain,
in agreement with findings for bulk PbTiO3 . In particular, we found that the frequency of
the E mode in the P4mm phase is significantly larger than the A1 mode which is in contrast
with bulk PbTiO3 . This striking finding is attributed to the presence of the depolarizing
field along the truncated directions which leads to mode hardening.
We explored the possibility of using tailored electric field pulses to control the temperature and polarization in ferroelectric nanowires under open-circuit boundary conditions using
effective Hamiltonian Molecular Dynamics simulations within an NVE ensemble. Our data
suggest that under adiabatic conditions, ∆T and ∆P can be well approximated by modeling
the electric field as a periodic function with an average amplitude. It also predicts that the
nanowire responds to the THz pulse by a change in polarization and temperature, confirming their potential as nanoscale THz radiation sensors. The imaginary part of the dielectric
response function ε2 pωq determines the bandwidth of the sensor, the wider the curve the
larger the frequency range of the response. For ferroelectric nanowires, it is expected that
the loss function ε2 will depend on the diameter of the nanowire giving increased tunability.
Furthermore, the pyroelectric coefficient p pT q of the nanowire should also be size dependent
which opens up more possibilities for tuning of these nanoscale sensors. We have proposed a
novel route to polarization reversal in ferroelectric nanowires which combines a sub-switching
bias electric field and a Gaussian-shaped THz electric field pulse. We have explored the electric field parameter space and quantified the interaction between the polarization and the
electric field under adiabatic conditions allowing for a predictable polarization reversal in
nanowires. Our approach allows for a substantial reduction in the polarization reversal field
which could potentially lead to lower energy consumption in applications utilizing polarization reversal. This polarization reversal mechanism could potentially be used in the design of
ferroelectric memory elements in which each individual nanowire stores a bit of information
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as a polarization state. Additionally, the proposed approach could find applications in THz
radiation sensors and remote switches given that the polarization reversal is triggered by a
THz pulse.
We used the effective Hamiltonian method to study the ECE in poorly compensated ferroelectric ultrathin nanowires and compared the findings to the ECE in bulk ferroelectrics.
The computational data demonstrate a reduction in the ECE in nanowires as compared to
bulk which is attributed to the reduced correlation length. In nanowires with polydomains
the ECE is nearly negligible. The electrocaloric change in temperature exhibits a strong
correlation with the dielectric susceptibility. Among the three ferroelectric perovskites studied in this work we find the largest ECE and RCP in PbTiO3 followed by KNbO3 and
BaTiO3 . This behavior is well correlated with the trends in the dielectric susceptibility and
the spontaneous polarization data where we find the largest values in PbTiO3 , followed by
KNbO3 and BaTiO3 . While nanowires exhibit reduction in maximum ECE, they offer the
opportunity to tune the electrocaloric temperature change through variation of the transition temperature. For example, in case of PbTiO3 nanowires we find nearly 30% increase
in the room temperature ∆T , which makes such nanowires attractive for room temperature
cooling applications.
Atomistic simulations were carried out to explore static properties of antiferroelectric
PbZrO3 nanowires under short-circuit boundary conditions. Our simulations predict that
PbZrO3 nanowires with imperfect surface charge compensation exhibit a strong competition
between antiferroelectric and ferroelectric phases that is strongly influenced by the surface effects. This competition leads to the onset of ferroelectricity in ultra thin nanowires,
and strong enhancement of both dielectric susceptibility and energy storage characteristics.
The electric-field-induced phase transition acquires a diffused character leading to the enhancement of the piezoelectric constants in comparison with bulk. In fact, the piezoelectric
coefficients in PbZrO3 nanowires are predicted to exceed the ones for a typical piezoelectric
material, ZnO. Furthermore, the temperature dependencies of the spontaneous polarization
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and strain in PbZrO3 nanowires have a rather monotonic character which is attractive for
potential applications in solid-state coolers.
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[164] V. Skoromets, C. Kadlec, J. Drahokoupil, J. Schubert, J. Hlinka, and P. Kužel, “Systematic study of terahertz response of srtio3 based heterostructures: Influence of strain,
temperature, and electric field,” Physical Review B, vol. 89, p. 214116, 2014.
[165] A. Nafari, C. C. Bowland, and H. A. Sodano, “Ultra-long vertically aligned lead titanate nanowire arrays for energy harvesting in extreme environments,” Nano Energy,
vol. 31, p. 168, 2017.
[166] R. Herchig, C.-M. Chang, B. K. Mani, and I. Ponomareva, “An unusual route to polarization reversal in ferroelectric ultrathin nanowires,” Applied Physics Letters, vol. 105,
p. 012907, 2014.
[167] S. Ducharme, V. M. Fridkin, A. V. Bune, S. P. Palto, L. M. Blinov, N. N. Petukhova,
and S. G. Yudin, “Intrinsic ferroelectric coercive field,” Physical Review Letters, vol. 84,
p. 175, 2000.
[168] U. C. Naithani and B. S. Semwal, “Electric field dependence of the curie temperature and microwave absorption in displacive ferroelectrics with impurities,” Pramana,
vol. 14, p. 149, 1980.
[169] K. McCash, B. K. Mani, C.-M. Chang, and I. Ponomareva, “The role of mechanical boundary conditions in the soft mode dynamics of PbTiO3 ,” Journal of Physics:
Condensed Matter, vol. 26, p. 435901, 2014.
[170] B. N. Ganguly, F. G. Ullman, R. D. Kirby, and J. R. Hardy, “Effect of uniaxial stress on
the unstable A1 (TO) phonon in ferroelectric gadolinium molybdate,” Physical Review
B, vol. 12, p. 3783, 1975.

202

[171] U. D. Venkateswaran, V. M. Naik, and R. Naik, “High-pressure raman studies of
polycrystalline batio3 ,” Physical Review B, vol. 58, p. 14256, 1998.
[172] Z. Wu and R. E. Cohen, “Pressure-induced anomalous phase transitions and colossal
enhancement of piezoelectricity in pbtio3 ,” Physical Review Letters, vol. 95, p. 037601,
2005.
[173] A. Bartasyte, O. Chaix-Pluchery, J. Santiso, M. Boudard, J. Kreisel, C. Jimenez,
A. Abrutis, F. Weiss, and Z. Saltyte, “Raman spectroscopy and x-ray diffraction studies of stress effects in PbTiO3 thin films,” in 2007 Sixteenth IEEE International Symposium on the Applications of Ferroelectrics, p. 282, May 2007.
[174] L. Sun, Y.-F. Chen, L. He, C.-Z. Ge, D.-S. Ding, T. Yu, M.-S. Zhang, and N.-B. Ming,
“Phonon-mode hardening in epitaxial pbtio3 ferroelectric thin films,” Physical Review
B, vol. 55, p. 12218, 1997.
[175] J. Wang, B. Wylie-van Eerd, T. Sluka, C. Sandu, M. Cantoni, X.-K. Wei, A. Kvasov,
L. J. McGilly, P. Gemeiner, B. Dkhil, A. Tagantsev, J. Trodahl, and N. Setter,
“Negative-pressure-induced enhancement in a freestanding ferroelectric,” Nature Materials, vol. 14, p. 985, 2015.
[176] D. G. Schlom and C. J. Fennie, “Ferroelectrics: The positives of going negative,”
Nature Materials, vol. 14, p. 969, 2015.
[177] Y. Q. Chen, Y. F. En, Y. Huang, X. D. Kong, X. J. Zheng, and Y. D. Lu, “Effects of
surface tension and axis stress on piezoelectric behaviors of ferroelectric nanowires,”
Applied Physics Letters, vol. 99, p. 203106, 2011.
[178] B. K. Mani, C.-M. Chang, and I. Ponomareva, “Atomistic study of soft-mode dynamics
in PbTiO3 ,” Physical Review B, vol. 88, p. 064306, 2013.

203

[179] I. Ponomareva, I. I. Naumov, I. Kornev, H. Fu, and L. Bellaiche Phys. Rev. B, vol. 72,
pp. 140102–140106, 2005.
[180] R. Herchig, C.-M. Chang, B. K. Mani, and I. Ponomareva, “Electrocaloric effect in
ferroelectric nanowires from atomistic simulations,” Scientific Reports, vol. 5, p. 17294,
2015.
[181] M. Tyunina, J. Narkilahti, M. Plekh, R. Oja, R. M. Nieminen, A. Dejneka, and
V. Trepakov, “Evidence for strain-induced ferroelectric order in epitaxial thin-film
ktao3 ,” Physical Review Letters, vol. 104, p. 227601, 2010.
[182] D. H. Kim, H. N. Lee, M. D. Biegalski, and H. M. Christen, “Effect of epitaxial strain on
ferroelectric polarization in multiferroic bifeo3 films,” Applied Physics Letters, vol. 92,
p. 012911, 2008.
[183] P. M. Rrvik, K. Tadanaga, M. Tatsumisago, T. Grande, and M.-A. Einarsrud,
“Template-assisted synthesis of PbTiO3 nanotubes,” Journal of the European Ceramic
Society, vol. 29, p. 2575, 2009.
[184] P. H. Hünenberger, Thermostat Algorithms for Molecular Dynamics Simulations,
pp. 105–149. Berlin, Heidelberg: Springer Berlin Heidelberg, 2005.
[185] J. Hlinka, T. Ostapchuk, D. Nuzhnyj, J. Petzelt, P. Kuzel, C. Kadlec, P. Vanek,
I. Ponomareva, and L. Bellaiche, “Coexistence of the phonon and relaxation soft modes
in the terahertz dielectric response of tetragonal BaTiO3 ,” Physical Review Letters,
vol. 101, p. 167402, 2008.
[186] C. H. Perry, B. N. Khanna, and G. Rupprecht, “Infrared studies of perovskite titanates,” Physical Review, vol. 135, p. A408, 1964.
[187] J. Sanjurjo, E. Lopez-Cruz, and G. Burns, “High-pressure raman study of zone-center
phonons in PbTiO3 ,” Solid State Communications, vol. 48, p. 221, 1983.
204

[188] R. Herchig, K. Schultz, K. McCash, and I. Ponomareva, “Terahertz sensing using
ferroelectric nanowires,” Nanotechnology, vol. 24, p. 045501, 2013.
[189] C. J. Dias and D. K. DasGupta, “Hysteresis measurements on ferroelectric composites,” Journal of Applied Physics, vol. 74, p. 6317, 1993.
[190] R. Gaynutdinov, M. Minnekaev, S. Mitko, A. Tolstikhina, A. Zenkevich, S. Ducharme,
and V. Fridkin, “Scaling of the coercive field in ferroelectrics at the nanoscale,” JETP
Letters, vol. 98, p. 339, 2013.
[191] S. Kim, V. Gopalan, and A. Gruverman, “Coercive fields in ferroelectrics: A case study
in lithium niobate and lithium tantalate,” Applied Physics Letters, vol. 80, p. 2740,
2002.
[192] Z. Wang, J. Hu, and M.-F. Yu, “One-dimensional ferroelectric monodomain formation
in single crystalline BaTiO3 nanowire,” Applied Physics Letters, vol. 89, p. 263119,
2006.
[193] Z. Wang, J. Hu, and M.-F. Yu, “One-dimensional ferroelectric monodomain formation
in single crystalline BaTiO3 nanowire,” Applied Physics Letters, vol. 89, p. 263119,
2006.
[194] Z. Wang, J. Hu, and M.-F. Yu, “Axial polarization switching in ferroelectric BaTiO3
nanowire,” Nanotechnology, vol. 18, p. 235203, 2007.
[195] B. Neese, B. Chu, S.-G. Lu, Y. Wang, E. Furman, and Q. M. Zhang, “Large electrocaloric effect in ferroelectric polymers near room temperature,” Science, vol. 321,
p. 821, 2008.
[196] A. S. Mischenko, Q. Zhang, R. W. Whatmore, J. F. Scott, and N. D. Mathur, “Giant
electrocaloric effect in the thin film relaxor ferroelectric 0.9PbMg1/3 Nb2/3 O3 -0.1PbTiO3
near room temperature,” Applied Physics Letters, vol. 89, no. 24, p. 242912, 2006.
205

[197] S. Prosandeev, I. Ponomareva, and L. Bellaiche, “Electrocaloric effect in bulk and lowdimensional ferroelectrics from first principles,” Physical Review B, vol. 78, p. 052103,
2008.
[198] M. Liu and J. Wang, “Giant electrocaloric effect in ferroelectric nanotubes near room
temperature,” Scientific Reports, vol. 5, 2015.
[199] Y. K. Zeng, B. Li, J. B. Wang, X. L. Zhong, W. Wang, F. Wang, and Y. C. Zhou,
“Influence of vortex domain switching on the electrocaloric property of a ferroelectric
nanoparticle,” RSC Advances, vol. 4, p. 30211, 2014.
[200] X. Wang, R. Chu, Z. Dong, C. Zhong, Y. Huang, Y. Min, M. Wang, P. Zhou, G. Yuan,
and S. Wei, “The giant electrocaloric effect in eutio3 nanowires near room temperature,” Journal of Alloys and Compounds, vol. 649, p. 261, 2015.
[201] S. Lisenkov and I. Ponomareva,

“Giant elastocaloric effect in ferroelectric

Ba0.5 Sr0.5 TiO3 alloys from first-principles,” Physical Review B, vol. 86, p. 104103, 2012.
[202] Y. Bai, G. Zheng, and S. Shi, “Direct measurement of giant electrocaloric effect in
BaTiO3 multilayer thick film structure beyond theoretical prediction,” Applied Physics
Letters, vol. 96, p. 192902, 2010.
[203] K. A. Gschneidner and V. K. Pecharsky, “Magnetocaloric materials,” Annual Review
Materials Science, vol. 30, p. 387, 2000.
[204] K. Boldyreva, L. Pintilie, A. Lotnyk, I. B. Misirlioglu, M. Alexe, and D. Hesse,
“Thickness-driven antiferroelectric-to-ferroelectric phase transition of thin PbZrO3 layers in epitaxial PbZrO3 /Pb(Zr0.8 Ti0.2 )O3 multilayers,” Applied Physics Letters, vol. 91,
p. 122915, 2007.

206

[205] A. Roy Chaudhuri, M. Arredondo, A. Hähnel, A. Morelli, M. Becker, M. Alexe, and
I. Vrejoiu, “Epitaxial strain stabilization of a ferroelectric phase in PbZrO3 thin films,”
Physical Review B, vol. 84, p. 054112, 2011.
[206] L. Pintilie, K. Boldyreva, M. Alexe, and D. Hesse, “Coexistence of ferroelectricity and
antiferroelectricity in epitaxial PbZrO3 films with different orientations,” Journal of
Applied Physics, vol. 103, p. 024101, 2008.
[207] S. E. Reyes-Lillo and K. M. Rabe Physical Review B, vol. 88, p. 180102, 2013.
[208] P. Ayyub, S. Chattopadhyay, R. Pinto, and M. S. Multani Physical Review B, vol. 57,
p. 6135, 1998.
[209] J. Zhai, Y. Yao, X. Li, T. F. Hung, Z. K. Xu, H. Chen, E. V. Colla, and T. B. Wu
Journal of Applied Physics, vol. 92, p. 3990, 2002.
[210] B. A. SCOTT and G. BURNS, “Crystal growth and observation of the ferroelectric
phase of PbZrO3 ,” Journal of the American Ceramic Society, vol. 55, p. 331, 1972.
[211] V. J. Tennery, “A study of the phase transitions in PbZrO3 ,” Journal of the Electrochemical Society, vol. 112, p. 1117, 1965.
[212] V. J. TENNERY, “High-temperature phase transitions in PbZrO3 ,” Journal of the
American Ceramic Society, vol. 49, p. 483, 1966.
[213] R. W. Whatmore and A. M. Glazer, “Structural phase transitions in lead zirconate,”
Journal of Physics C: Solid State Physics, vol. 12, p. 1505, 1979.
[214] I. MacLaren, Z. L. Wang, H. S. Wang, and Q. Li, “Strain-induced crystal structure
change in ultrathin films of Pr0.7 Sr0.3 MnO3 ,” Applied Physics Letters, vol. 80, p. 1406,
2002.
[215] J. Shin, V. B. Nascimento, G. Geneste, J. Rundgren, E. W. Plummer, B. Dkhil, S. V.
Kalinin, and A. P. Baddorf, “Atomistic screening mechanism of ferroelectric surfaces:
207

An in situ study of the polar phase in ultrathin BaTiO3 films exposed to H2 O,” Nano
Letters, vol. 9, p. 3720, 2009.
[216] M. J. Highland, T. T. Fister, M.-I. Richard, D. D. Fong, P. H. Fuoss, C. Thompson,
J. A. Eastman, S. K. Streiffer, and G. B. Stephenson, “Polarization switching without
domain formation at the intrinsic coercive field in ultrathin ferroelectric PbTiO3 ,”
Physical Review Letters, vol. 105, p. 167601, 2010.
[217] D. D. Fong, G. B. Stephenson, S. K. Streiffer, J. A. Eastman, O. Auciello, P. H. Fuoss,
and C. Thompson Science, vol. 304, p. 1650, 2004.
[218] B. K. Mani, R. Herchig, E. Glazkova, S. Lisenkov, and I. Ponomareva, “Emergence of
ferroelectricity in antiferroelectric nanostructures,” Nanotechnology, vol. 27, p. 195705,
2016.
[219] W. N. Association, “World energy needs and nuclear power,” tech. rep., 2015.
[220] Y. Wang, X. Hao, J. Yang, J. Xu, and D. Zhao Journal of Applied Physics, vol. 112,
p. 034105, 2012.
[221] B. Xu, L. Cross, and J. J. Bernstein Thin Solid Films, vol. 377, p. 712, 2000.
[222] K. Singh Ferroelectrics, vol. 94, p. 433, 1989.
[223] X. Chen, F. Cao, H. Zhang, G. Yu, G. Wang, X. Dong, Y. Gu, H. He,
and Y. Liu, “Dynamic hysteresis and scaling behavior of energy density in
Pb0.99 Nb0.02 [(Zr0.60 Sn0.40 )0.95 Ti0.05 ]O3 antiferroelectric bulk ceramics,” Journal of the
American Ceramic Society, vol. 95, p. 1163, 2012.
[224] H. Liu and B. Dkhil, “A brief review on the model antiferroelectric PbZrO3 ,” Zeitschrift
für Kristallographie - Crystalline Materials, vol. 226, p. 163, 2010.
[225] P. Ayyub, V. R. Palkar, S. Chattopadhyay, and M. Multani Physical Review B, vol. 51,
p. 6135, 1995.
208

[226] S. Chattopadhyay Nanostructured Materials, vol. 9, p. 551, 1997.
[227] S. Chattopadhyay, P. Ayyub, V. R. Palkar, A. V. Gurjar, R. M. Wankar, and M. Multani Journal of Physics: Condensed Matter, vol. 9, p. 8135, 1997.
[228] Y. Zhang, M. K. Ram, E. K. Stefanakos, and D. Y. Goswami Journal of Nanomaterials,
vol. 2012, p. 624520, 2012.
[229] A. Chauhan, S. Patel, R. Vaish, and C. R. Bowen, “Anti-ferroelectric ceramics for high
energy density capacitors,” Materials, vol. 8, p. 5439, 2015.
[230] B. Ma, D.-K. Kwon, M. Narayanan, and U. (Balu) Balachandran Journal of Materials
Research, vol. 24, p. 2993, 2009.
[231] A. Garcı́a and D. Vanderbilt, “Electromechanical behavior of BaTiO3 from first principles,” Applied Physics Letters, vol. 72, 1998.

209

Appendix A

Proof of Copyright Permissions

210

4/4/2017

Open access | Nature Communications

Open access
Nature Communications is an open access journal.
As of January 2016, the journal only publishes open access content, and legacy
subscription content has been made freely accessible alongside the open access
articles published in Nature Communications prior to 2016.

Creative Commons Licenses
Nature Communications articles are published open access under a CC BY license
(Creative Commons Attribution 4.0 International License). The CC BY license allows
for maximum dissemination and re-use of open access materials and is preferred by
many research funding bodies. Under this license users are free to share (copy,
distribute and transmit) and remix (adapt) the contribution including for commercial
purposes, providing they attribute the contribution in the manner specified by the
author or licensor (read full legal code).
Some historical papers have been published under a non-commercial license. Users
may request permission to use the works for commercial purposes or to create
derivative works by emailing permissions@nature.com.
Under Creative Commons, authors retain copyright in their articles.
Visit our open research site for more information about Creative Commons licensing.

Benefits of open access
Open access publication can lead to:

http://www.nature.com/ncomms/about/open access

1/3

③④⑤⑥⑦⑧⑨⑤ ③⑩❶❶⑩❷❸ ❹⑤❺⑥❻ ③⑩❼⑤

❽⑦⑦❾❸❿➀➀➁④⑤⑥⑦⑧⑨⑤➁⑩❶❶⑩❷❸➂⑩④❺➀❻⑧➁⑤❷❸⑤❸➀➃➄➅❷➁➅❸⑥➀➆➂➇➂➂➂
✁✂✄☎✆✝✂ ✞✟✟✞✠✡

☛☞☞✌✍✎✏☞✍✑✒✓✔✑✒✕✑✖✖✗✌✘✍✙✚✓✛✜✙✌✗☛✚✍✢✗ ✣✤✥
✦✧★✩✪✫✬★ ✦✭✮✮✭✯✰ ✦✭✧✱✭✧✩✪✫✭✯ ✫✰ ✯✭✪ ✩ ✲✩✳ ✴✫✧✮ ✩✯✵ ✵✭★✰ ✯✭✪ ✱✧✭✬✫✵★ ✲★✶✩✲
✰★✧✬✫✦★✰✷ ✵✫✰✪✧✫✸✹✪✫✭✯ ✭✴ ✪✺✫✰ ✲✫✦★✯✰★ ✵✭★✰ ✯✭✪ ✦✧★✩✪★ ✩✯ ✩✪✪✭✧✯★✻✼✦✲✫★✯✪
✧★✲✩✪✫✭✯✰✺✫✱✷ ✦✧★✩✪✫✬★ ✦✭✮✮✭✯✰ ✱✧✭✬✫✵★✰ ✪✺✫✰ ✫✯✴✭✧✮✩✪✫✭✯ ✭✯ ✩✯ ✽✩✰✼✫✰✽ ✸✩✰✫✰✷
✦✧★✩✪✫✬★ ✦✭✮✮✭✯✰ ✮✩✾★✰ ✯✭ ✳✩✧✧✩✯✪✫★✰ ✧★✶✩✧✵✫✯✶ ✪✺★ ✫✯✴✭✧✮✩✪✫✭✯ ✱✧✭✬✫✵★✵✿ ✩✯✵
✵✫✰✦✲✩✫✮✰ ✲✫✩✸✫✲✫✪✻ ✴✭✧ ✵✩✮✩✶★✰ ✧★✰✹✲✪✫✯✶ ✴✧✭✮ ✫✪✰ ✹✰★✷
❀❁❂❃❄❅❃
✪✺★ ✳✭✧✾ ❆✩✰ ✵★✴✫✯★✵ ✸★✲✭✳❇ ✫✰ ✱✧✭✬✫✵★✵ ✹✯✵★✧ ✪✺★ ✪★✧✮✰ ✭✴ ✪✺✫✰ ✦✧★✩✪✫✬★ ✦✭✮✮✭✯✰
✱✹✸✲✫✦ ✲✫✦★✯✰★ ❆✽✦✦✱✲✽ ✭✧ ✽✲✫✦★✯✰★✽❇✷ ✪✺★ ✳✭✧✾ ✫✰ ✱✧✭✪★✦✪★✵ ✸✻ ✦✭✱✻✧✫✶✺✪ ✩✯✵❈✭✧ ✭✪✺★✧
✩✱✱✲✫✦✩✸✲★ ✲✩✳✷ ✩✯✻ ✹✰★ ✭✴ ✪✺★ ✳✭✧✾ ✭✪✺★✧ ✪✺✩✯ ✩✰ ✩✹✪✺✭✧✫❉★✵ ✹✯✵★✧ ✪✺✫✰ ✲✫✦★✯✰★ ✭✧
✦✭✱✻✧✫✶✺✪ ✲✩✳ ✫✰ ✱✧✭✺✫✸✫✪★✵✷
✸✻ ★❊★✧✦✫✰✫✯✶ ✩✯✻ ✧✫✶✺✪✰ ✪✭ ✪✺★ ✳✭✧✾ ✱✧✭✬✫✵★✵ ✺★✧★✿ ✻✭✹ ✩✦✦★✱✪ ✩✯✵ ✩✶✧★★ ✪✭ ✸★ ✸✭✹✯✵
✸✻ ✪✺★ ✪★✧✮✰ ✭✴ ✪✺✫✰ ✲✫✦★✯✰★✷ ✪✺★ ✲✫✦★✯✰✭✧ ✶✧✩✯✪✰ ✻✭✹ ✪✺★ ✧✫✶✺✪✰ ✦✭✯✪✩✫✯★✵ ✺★✧★ ✫✯
✦✭✯✰✫✵★✧✩✪✫✭✯ ✭✴ ✻✭✹✧ ✩✦✦★✱✪✩✯✦★ ✭✴ ✰✹✦✺ ✪★✧✮✰ ✩✯✵ ✦✭✯✵✫✪✫✭✯✰✷
❋● ❍■❏❑▲▼▲◆❑❖
❩✷ P◗◆❘❘■❙▼▲❚■ ❯◆❱❲P ❳❨❩❬❭ ❩ ❪❫❴❵✿ ❭❛❜❝ ❩❭ ❩ ❞❨❴❡❫❢❡❜❩❣ ❡❭❭❛❨✿ ❩❬❤❝❫❣❫✐❥ ❫❴
❨❬❜❥❜❣❫❞❨❢❡❩✿ ❡❬ ❪❝❡❜❝ ❤❝❨ ✳❫❴❵ ❡❬ ❡❤❭ ❨❬❤❡❴❨❤❥ ❡❬ ❛❬❳❫❢❡❦❨❢ ❧❫❴❳✿ ❩❣❫❬✐ ❪❡❤❝ ❩
❬❛❳♠❨❴ ❫❧ ❫❤❝❨❴ ❜❫❬❤❴❡♠❛❤❡❫❬❭✿ ❜❫❬❭❤❡❤❛❤❡❬✐ ❭❨❞❩❴❩❤❨ ❩❬❢ ❡❬❢❨❞❨❬❢❨❬❤ ❪❫❴❵❭ ❡❬
❤❝❨❳❭❨❣♥❨❭✿ ❩❴❨ ❩❭❭❨❳♠❣❨❢ ❡❬❤❫ ❩ ❜❫❣❣❨❜❤❡♥❨ ❪❝❫❣❨✷ ✩ ❪❫❴❵ ❤❝❩❤ ❜❫❬❭❤❡❤❛❤❨❭ ❩
✦❫❣❣❨❜❤❡♥❨ ✳❫❴❵ ❪❡❣❣ ❬❫❤ ♠❨ ❜❫❬❭❡❢❨❴❨❢ ❩ ✵❨❴❡♥❩❤❡♥❨ ✳❫❴❵ ❆❩❭ ❢❨❦❬❨❢ ♠❨❣❫❪❇ ❧❫❴ ❤❝❨
❞❛❴❞❫❭❨❭ ❫❧ ❤❝❡❭ ✲❡❜❨❬❭❨✷
♠✷ P❍■❱▲❚♦▼▲❚■ ❯◆❱❲P ❳❨❩❬❭ ❩ ❪❫❴❵ ♠❩❭❨❢ ❛❞❫❬ ❤❝❨ ✳❫❴❵ ❫❴ ❛❞❫❬ ❤❝❨ ✳❫❴❵ ❩❬❢ ❫❤❝❨❴
❞❴❨✼❨♣❡❭❤❡❬✐ ❪❫❴❵❭✿ ❭❛❜❝ ❩❭ ❩ ❤❴❩❬❭❣❩❤❡❫❬✿ ❳❛❭❡❜❩❣ ❩❴❴❩❬✐❨❳❨❬❤✿ ❢❴❩❳❩❤❡q❩❤❡❫❬✿
❦❜❤❡❫❬❩❣❡q❩❤❡❫❬✿ ❳❫❤❡❫❬ ❞❡❜❤❛❴❨ ♥❨❴❭❡❫❬✿ ❭❫❛❬❢ ❴❨❜❫❴❢❡❬✐✿ ❩❴❤ ❴❨❞❴❫❢❛❜❤❡❫❬✿ ❩♠❴❡❢✐❳❨❬❤✿
❜❫❬❢❨❬❭❩❤❡❫❬✿ ❫❴ ❩❬❥ ❫❤❝❨❴ ❧❫❴❳ ❡❬ ❪❝❡❜❝ ❤❝❨ ✳❫❴❵ ❳❩❥ ♠❨ ❴❨❜❩❭❤✿ ❤❴❩❬❭❧❫❴❳❨❢✿ ❫❴
❩❢❩❞❤❨❢✿ ❨♣❜❨❞❤ ❤❝❩❤ ❩ ❪❫❴❵ ❤❝❩❤ ❜❫❬❭❤❡❤❛❤❨❭ ❩ ✦❫❣❣❨❜❤❡♥❨ ✳❫❴❵ ❪❡❣❣ ❬❫❤ ♠❨ ❜❫❬❭❡❢❨❴❨❢
❩ ✵❨❴❡♥❩❤❡♥❨ ✳❫❴❵ ❧❫❴ ❤❝❨ ❞❛❴❞❫❭❨ ❫❧ ❤❝❡❭ ✲❡❜❨❬❭❨✷ ✴❫❴ ❤❝❨ ❩♥❫❡❢❩❬❜❨ ❫❧ ❢❫❛♠❤✿ ❪❝❨❴❨
❤❝❨ ✳❫❴❵ ❡❭ ❩ ❳❛❭❡❜❩❣ ❜❫❳❞❫❭❡❤❡❫❬ ❫❴ ❭❫❛❬❢ ❴❨❜❫❴❢❡❬✐✿ ❤❝❨ ❭❥❬❜❝❴❫❬❡q❩❤❡❫❬ ❫❧ ❤❝❨ ✳❫❴❵
❡❬ ❤❡❳❨❢✼❴❨❣❩❤❡❫❬ ❪❡❤❝ ❩ ❳❫♥❡❬✐ ❡❳❩✐❨ ❆✽❭❥❬❜❝❡❬✐✽❇ ❪❡❣❣ ♠❨ ❜❫❬❭❡❢❨❴❨❢ ❩ ✵❨❴❡♥❩❤❡♥❨
✳❫❴❵ ❧❫❴ ❤❝❨ ❞❛❴❞❫❭❨ ❫❧ ❤❝❡❭ ✲❡❜❨❬❭❨✷
❜✷ Pr▲❙■❑❖◆❱P ❳❨❩❬❭ ❤❝❨ ❡❬❢❡♥❡❢❛❩❣ ❫❴ ❨❬❤❡❤❥ ❤❝❩❤ ❫s❨❴❭ ❤❝❨ ✳❫❴❵ ❛❬❢❨❴ ❤❝❨ ❤❨❴❳❭ ❫❧ ❤❝❡❭
✲❡❜❨❬❭❨✷
❢✷ Pt❱▲✉▲❑♦❘ ✈✇▼①◆❱P ❳❨❩❬❭ ❤❝❨ ❡❬❢❡♥❡❢❛❩❣ ❫❴ ❨❬❤❡❤❥ ❪❝❫ ❜❴❨❩❤❨❢ ❤❝❨ ✳❫❴❵✷
❨✷ P❯◆❱❲P ❳❨❩❬❭ ❤❝❨ ❜❫❞❥❴❡✐❝❤❩♠❣❨ ❪❫❴❵ ❫❧ ❩❛❤❝❫❴❭❝❡❞ ❫s❨❴❨❢ ❛❬❢❨❴ ❤❝❨ ❤❨❴❳❭ ❫❧ ❤❝❡❭
✲❡❜❨❬❭❨✷
❧✷ P②◆✇P ❳❨❩❬❭ ❩❬ ❡❬❢❡♥❡❢❛❩❣ ❫❴ ❨❬❤❡❤❥ ❨♣❨❴❜❡❭❡❬✐ ❴❡✐❝❤❭ ❛❬❢❨❴ ❤❝❡❭ ✲❡❜❨❬❭❨ ❪❝❫ ❝❩❭ ❬❫❤
➈ ⑩➉ ➇

➊➋➀➈➌➀➆➊➈➍ ➊➆❿➈➌ ➎➏

▼◆❖P◗❘❙❖ ▼❚❯❯❚❱❲ ❳❖❨P❩ ▼❚❬❖

❭◗◗❪❲❫❴❴❵◆❖P◗❘❙❖❵❚❯❯❚❱❲❛❚◆❨❴❩❘❵❖❱❲❖❲❴❜❝❞❱❵❞❲P❴❡❛❢❛❛❛

✁✂✄☎✆✝✞✟✠ ✄☎✆✟✡☛✂☞ ☛✌✂ ☛✂✁✍✞ ✆✎ ☛✌☎✞ ✏☎✑✂✒✞✂ ✓☎☛✌ ✁✂✞ ✂✑☛ ☛✆ ☛✌✂ ✔✆✁✕✖ ✆✁ ✓✌✆ ✌✡✞
✁✂✑✂☎✄✂☞ ✂✗ ✁✂✞✞ ✂✁✍☎✞✞☎✆✒ ✎✁✆✍ ☛✌✂ ✏☎✑✂✒✞✆✁ ☛✆ ✂✗✂✁✑☎✞✂ ✁☎✘✌☛✞ ✝✒☞✂✁ ☛✌☎✞ ✏☎✑✂✒✞✂
☞✂✞ ☎☛✂ ✡ ✁✂✄☎✆✝✞ ✄☎✆✟✡☛☎✆✒✙
✘✙ ✚✛✜✢✣✤✥✣ ✦✧✣★✣✤✩✥✚ ✍✂✡✒✞ ☛✌✂ ✎✆✟✟✆✓☎✒✘ ✌☎✘✌✪✟✂✄✂✟ ✟☎✑✂✒✞✂ ✡☛☛✁☎✫✝☛✂✞ ✡✞ ✞✂✟✂✑☛✂☞ ✫✠
✏☎✑✂✒✞✆✁ ✡✒☞ ☎✒☞☎✑✡☛✂☞ ☎✒ ☛✌✂ ☛☎☛✟✂ ✆✎ ☛✌☎✞ ✏☎✑✂✒✞✂✬ ✭☛☛✁☎✫✝☛☎✆✒✖ ✮✆✒✑✆✍✍✂✁✑☎✡✟✖
✯✌✡✁✂✭✟☎✕✂✙
✰✱ ✲✳✜✴ ✵✥✣ ✶✜✷✸✩✥✱ ✮✆☛✌☎✒✘ ☎✒ ☛✌☎✞ ✟☎✑✂✒✞✂ ☎✞ ☎✒☛✂✒☞✂☞ ☛✆ ✁✂☞✝✑✂✖ ✟☎✍☎☛✖ ✆✁ ✁✂✞☛✁☎✑☛ ✡✒✠ ✁☎✘✌☛✞ ✡✁☎✞☎✒✘
✎✁✆✍ ✎✡☎✁ ✝✞✂✖ ✹✁✞☛ ✞✡✟✂ ✆✁ ✆☛✌✂✁ ✟☎✍☎☛✡☛☎✆✒✞ ✆✒ ☛✌✂ ✂✗✑✟✝✞☎✄✂ ✁☎✘✌☛✞ ✆✎ ☛✌✂ ✑✆ ✠✁☎✘✌☛ ✆✓✒✂✁ ✝✒☞✂✁
✑✆ ✠✁☎✘✌☛ ✟✡✓ ✆✁ ✆☛✌✂✁ ✡ ✟☎✑✡✫✟✂ ✟✡✓✞✙
✺✱ ✛✜✢✣✤✥✣ ✻✴✳✤✩✱ ✯✝✫✼✂✑☛ ☛✆ ☛✌✂ ☛✂✁✍✞ ✡✒☞ ✑✆✒☞☎☛☎✆✒✞ ✆✎ ☛✌☎✞ ✏☎✑✂✒✞✂✖ ✏☎✑✂✒✞✆✁ ✌✂✁✂✫✠ ✘✁✡✒☛✞ ✽✆✝ ✡
✓✆✁✟☞✓☎☞✂✖ ✁✆✠✡✟☛✠✪✎✁✂✂✖ ✒✆✒✪✂✗✑✟✝✞☎✄✂✖ ✂✁ ✂☛✝✡✟ ✾✎✆✁ ☛✌✂ ☞✝✁✡☛☎✆✒ ✆✎ ☛✌✂ ✡ ✟☎✑✡✫✟✂ ✑✆ ✠✁☎✘✌☛✿
✟☎✑✂✒✞✂ ☛✆ ✂✗✂✁✑☎✞✂ ☛✌✂ ✁☎✘✌☛✞ ☎✒ ☛✌✂ ✔✆✁✕ ✡✞ ✞☛✡☛✂☞ ✫✂✟✆✓✬
✡✙ ☛✆ ✁✂ ✁✆☞✝✑✂ ☛✌✂ ✔✆✁✕✖ ☛✆ ☎✒✑✆✁ ✆✁✡☛✂ ☛✌✂ ✔✆✁✕ ☎✒☛✆ ✆✒✂ ✆✁ ✍✆✁✂ ❀✆✟✟✂✑☛☎✄✂ ✔✆✁✕✞✖
✡✒☞ ☛✆ ✁✂ ✁✆☞✝✑✂ ☛✌✂ ✔✆✁✕ ✡✞ ☎✒✑✆✁ ✆✁✡☛✂☞ ☎✒ ☛✌✂ ❀✆✟✟✂✑☛☎✄✂ ✔✆✁✕✞❁
✫✙ ☛✆ ✑✁✂✡☛✂ ✡✒☞ ✁✂ ✁✆☞✝✑✂ ❂✂✁☎✄✡☛☎✄✂ ✔✆✁✕✞❁
✑✙ ☛✆ ☞☎✞☛✁☎✫✝☛✂ ✑✆ ☎✂✞ ✆✁ ✌✆✒✆✁✂✑✆✁☞✞ ✆✎✖ ☞☎✞ ✟✡✠ ✝✫✟☎✑✟✠✖ ✂✁✎✆✁✍ ✝✫✟☎✑✟✠✖ ✡✒☞ ✂✁✎✆✁✍
✝✫✟☎✑✟✠ ✫✠ ✍✂✡✒✞ ✆✎ ✡ ☞☎✘☎☛✡✟ ✡✝☞☎✆ ☛✁✡✒✞✍☎✞✞☎✆✒ ☛✌✂ ✔✆✁✕ ☎✒✑✟✝☞☎✒✘ ✡✞ ☎✒✑✆✁ ✆✁✡☛✂☞
☎✒ ❀✆✟✟✂✑☛☎✄✂ ✔✆✁✕✞❁
☞✙ ☛✆ ☞☎✞☛✁☎✫✝☛✂ ✑✆ ☎✂✞ ✆✁ ✌✆✒✆✁✂✑✆✁☞✞ ✆✎✖ ☞☎✞ ✟✡✠ ✝✫✟☎✑✟✠✖ ✂✁✎✆✁✍ ✝✫✟☎✑✟✠✖ ✡✒☞ ✂✁✎✆✁✍
✝✫✟☎✑✟✠ ✫✠ ✍✂✡✒✞ ✆✎ ✡ ☞☎✘☎☛✡✟ ✡✝☞☎✆ ☛✁✡✒✞✍☎✞✞☎✆✒ ❂✂✁☎✄✡☛☎✄✂ ✔✆✁✕✞❁
❃✌✂ ✡✫✆✄✂ ✁☎✘✌☛✞ ✍✡✠ ✫✂ ✂✗✂✁✑☎✞✂☞ ☎✒ ✡✟✟ ✍✂☞☎✡ ✡✒☞ ✎✆✁✍✡☛✞ ✓✌✂☛✌✂✁ ✒✆✓ ✕✒✆✓✒ ✆✁ ✌✂✁✂✡✎☛✂✁
☞✂✄☎✞✂☞✙ ❃✌✂ ✡✫✆✄✂ ✁☎✘✌☛✞ ☎✒✑✟✝☞✂ ☛✌✂ ✁☎✘✌☛ ☛✆ ✍✡✕✂ ✞✝✑✌ ✍✆☞☎✹✑✡☛☎✆✒✞ ✡✞ ✡✁✂ ☛✂✑✌✒☎✑✡✟✟✠ ✒✂✑✂✞✞✡✁✠
☛✆ ✂✗✂✁✑☎✞✂ ☛✌✂ ✁☎✘✌☛✞ ☎✒ ✆☛✌✂✁ ✍✂☞☎✡ ✡✒☞ ✎✆✁✍✡☛✞✙ ✭✟✟ ✁☎✘✌☛✞ ✒✆☛ ✂✗ ✁✂✞✞✟✠ ✘✁✡✒☛✂☞ ✫✠ ✏☎✑✂✒✞✆✁ ✡✁✂
✌✂✁✂✫✠ ✁✂✞✂✁✄✂☞✖ ☎✒✑✟✝☞☎✒✘ ✫✝☛ ✒✆☛ ✟☎✍☎☛✂☞ ☛✆ ☛✌✂ ✁☎✘✌☛✞ ✞✂☛ ✎✆✁☛✌ ☎✒ ✯✂✑☛☎✆✒✞ ❄✾✂✿ ✡✒☞ ❄✾✎✿✙
❅✱ ✶✣✥✩✴✜✢✩✜❆✤✥✱❃✌✂ ✟☎✑✂✒✞✂ ✘✁✡✒☛✂☞ ☎✒ ✯✂✑☛☎✆✒ ❇ ✡✫✆✄✂ ☎✞ ✂✗ ✁✂✞✞✟✠ ✍✡☞✂ ✞✝✫✼✂✑☛ ☛✆ ✡✒☞ ✟☎✍☎☛✂☞ ✫✠
☛✌✂ ✎✆✟✟✆✓☎✒✘ ✁✂✞☛✁☎✑☛☎✆✒✞✬
✡✙ ✽✆✝ ✍✡✠ ☞☎✞☛✁☎✫✝☛✂✖ ✝✫✟☎✑✟✠ ☞☎✞ ✟✡✠✖ ✝✫✟☎✑✟✠ ✂✁✎✆✁✍✖ ✆✁ ✝✫✟☎✑✟✠ ☞☎✘☎☛✡✟✟✠ ✂✁✎✆✁✍ ☛✌✂
✔✆✁✕ ✆✒✟✠ ✝✒☞✂✁ ☛✌✂ ☛✂✁✍✞ ✆✎ ☛✌☎✞ ✏☎✑✂✒✞✂✖ ✡✒☞ ✽✆✝ ✍✝✞☛ ☎✒✑✟✝☞✂ ✡ ✑✆ ✠ ✆✎✖ ✆✁ ☛✌✂
❈✒☎✎✆✁✍ ❉✂✞✆✝✁✑✂ ❊☞✂✒☛☎✹✂✁ ✎✆✁✖ ☛✌☎✞ ✏☎✑✂✒✞✂ ✓☎☛✌ ✂✄✂✁✠ ✑✆ ✠ ✆✁ ✌✆✒✆✁✂✑✆✁☞ ✆✎ ☛✌✂
✔✆✁✕ ✽✆✝ ☞☎✞☛✁☎✫✝☛✂✖ ✝✫✟☎✑✟✠ ☞☎✞ ✟✡✠✖ ✝✫✟☎✑✟✠ ✂✁✎✆✁✍✖ ✆✁ ✝✫✟☎✑✟✠ ☞☎✘☎☛✡✟✟✠ ✂✁✎✆✁✍✙
✽✆✝ ✍✡✠ ✒✆☛ ✆❋✂✁ ✆✁ ☎✍ ✆✞✂ ✡✒✠ ☛✂✁✍✞ ✆✒ ☛✌✂ ✔✆✁✕ ☛✌✡☛ ✡✟☛✂✁ ✆✁ ✁✂✞☛✁☎✑☛ ☛✌✂ ☛✂✁✍✞ ✆✎
☛✌☎✞ ✏☎✑✂✒✞✂ ✆✁ ☛✌✂ ✁✂✑☎ ☎✂✒☛✞● ✂✗✂✁✑☎✞✂ ✆✎ ☛✌✂ ✁☎✘✌☛✞ ✘✁✡✒☛✂☞ ✌✂✁✂✝✒☞✂✁✙ ✽✆✝ ✍✡✠ ✒✆☛
✞✝✫✟☎✑✂✒✞✂ ☛✌✂ ✔✆✁✕✙ ✽✆✝ ✍✝✞☛ ✕✂✂ ☎✒☛✡✑☛ ✡✟✟ ✒✆☛☎✑✂✞ ☛✌✡☛ ✁✂✎✂✁ ☛✆ ☛✌☎✞ ✏☎✑✂✒✞✂ ✡✒☞ ☛✆
☛✌✂ ☞☎✞✑✟✡☎✍✂✁ ✆✎ ✓✡✁✁✡✒☛☎✂✞✙ ✽✆✝ ✍✡✠ ✒✆☛ ☞☎✞☛✁☎✫✝☛✂✖ ✝✫✟☎✑✟✠ ☞☎✞ ✟✡✠✖ ✝✫✟☎✑✟✠ ✂✁✎✆✁✍✖
✆✁ ✝✫✟☎✑✟✠ ☞☎✘☎☛✡✟✟✠ ✂✁✎✆✁✍ ☛✌✂ ✔✆✁✕ ✓☎☛✌ ✡✒✠ ☛✂✑✌✒✆✟✆✘☎✑✡✟ ✍✂✡✞✝✁✂✞ ☛✌✡☛ ✑✆✒☛✁✆✟
✡✑✑✂✞✞ ✆✁ ✝✞✂ ✆✎ ☛✌✂ ✔✆✁✕ ☎✒ ✡ ✍✡✒✒✂✁ ☎✒✑✆✒✞☎✞☛✂✒☛ ✓☎☛✌ ☛✌✂ ☛✂✁✍✞ ✆✎ ☛✌☎✞ ✏☎✑✂✒✞✂
✭✘✁✂✂✍✂✒☛✙ ❃✌✂ ✡✫✆✄✂ ✡ ✟☎✂✞ ☛✆ ☛✌✂ ✔✆✁✕ ✡✞ ☎✒✑✆✁ ✆✁✡☛✂☞ ☎✒ ✡ ❀✆✟✟✂✑☛☎✄✂ ✔✆✁✕✖ ✫✝☛
☛✌☎✞ ☞✆✂✞ ✒✆☛ ✁✂❍✝☎✁✂ ☛✌✂ ❀✆✟✟✂✑☛☎✄✂ ✔✆✁✕ ✡ ✡✁☛ ✎✁✆✍ ☛✌✂ ✔✆✁✕ ☎☛✞✂✟✎ ☛✆ ✫✂ ✍✡☞✂
✞✝✫✼✂✑☛ ☛✆ ☛✌✂ ☛✂✁✍✞ ✆✎ ☛✌☎✞ ✏☎✑✂✒✞✂✙ ❊✎ ✽✆✝ ✑✁✂✡☛✂ ✡ ❀✆✟✟✂✑☛☎✄✂ ✔✆✁✕✖ ✝ ✆✒ ✒✆☛☎✑✂ ✎✁✆✍
✡✒✠ ✏☎✑✂✒✞✆✁ ✽✆✝ ✍✝✞☛✖ ☛✆ ☛✌✂ ✂✗☛✂✒☛ ✁✡✑☛☎✑✡✫✟✂✖ ✁✂✍✆✄✂ ✎✁✆✍ ☛✌✂ ❀✆✟✟✂✑☛☎✄✂ ✔✆✁✕
✡✒✠ ✑✁✂☞☎☛ ✡✞ ✁✂❍✝☎✁✂☞ ✫✠ ✑✟✡✝✞✂ ❄✾☞✿✖ ✡✞ ✁✂❍✝✂✞☛✂☞✙ ❊✎ ✽✆✝ ✑✁✂✡☛✂ ✡ ❂✂✁☎✄✡☛☎✄✂ ✔✆✁✕✖
✝ ✆✒ ✒✆☛☎✑✂ ✎✁✆✍ ✡✒✠ ✏☎✑✂✒✞✆✁ ✽✆✝ ✍✝✞☛✖ ☛✆ ☛✌✂ ✂✗☛✂✒☛ ✁✡✑☛☎✑✡✫✟✂✖ ✁✂✍✆✄✂ ✎✁✆✍ ☛✌✂
❂✂✁☎✄✡☛☎✄✂ ✔✆✁✕ ✡✒✠ ✑✁✂☞☎☛ ✡✞ ✁✂❍✝☎✁✂☞ ✫✠ ✑✟✡✝✞✂ ❄✾☞✿✖ ✡✞ ✁✂❍✝✂✞☛✂☞✙
✫✙ ✽✆✝ ✍✡✠ ☞☎✞☛✁☎✫✝☛✂✖ ✝✫✟☎✑✟✠ ☞☎✞ ✟✡✠✖ ✝✫✟☎✑✟✠ ✂✁✎✆✁✍✖ ✆✁ ✝✫✟☎✑✟✠ ☞☎✘☎☛✡✟✟✠ ✂✁✎✆✁✍ ✡
❂✂✁☎✄✡☛☎✄✂ ✔✆✁✕ ✆✒✟✠ ✝✒☞✂✁ ☛✌✂ ☛✂✁✍✞ ✆✎ ☛✌☎✞ ✏☎✑✂✒✞✂✖ ✡ ✟✡☛✂✁ ✄✂✁✞☎✆✒ ✆✎ ☛✌☎✞ ✏☎✑✂✒✞✂
✓☎☛✌ ☛✌✂ ✞✡✍✂ ✏☎✑✂✒✞✂ ■✟✂✍✂✒☛✞ ✡✞ ☛✌☎✞ ✏☎✑✂✒✞✂✖ ✆✁ ✡ ❀✁✂✡☛☎✄✂ ❀✆✍✍✆✒✞ ☎❀✆✍✍✆✒✞
✟☎✑✂✒✞✂ ☛✌✡☛ ✑✆✒☛✡☎✒✞ ☛✌✂ ✞✡✍✂ ✏☎✑✂✒✞✂ ■✟✂✍✂✒☛✞ ✡✞ ☛✌☎✞ ✏☎✑✂✒✞✂ ✾✂✙✘✙ ✭☛☛✁☎✫✝☛☎✆✒✪
✮✆✒❀✆✍✍✂✁✑☎✡✟✪✯✌✡✁✂✭✟☎✕✂ ❏✙❑ ▲✡ ✡✒✿✙ ✽✆✝ ✍✝✞☛ ☎✒✑✟✝☞✂ ✡ ✑✆ ✠ ✆✎✖ ✆✁ ☛✌✂ ❈✒☎✎✆✁✍

❡ ❚❣ ❢

❤✐❴❥❦❴❡❤❥❧ ❤❡❫❥❦ ♠♥

❲❳❨❩❬❭❪❨ ❲❫❴❴❫❵❛ ❜❨❝❩❞ ❲❫❡❨

❢❬❬❣❛❤✐✐❥❳❨❩❬❭❪❨❥❫❴❴❫❵❛❦❫❳❝✐❞❭❥❨❵❛❨❛✐❧♠♥❵❥♥❛❩✐♦❦♣❦❦❦

✁✂✄☎✆✝✁ ✞✟✁✠✡☛☞✁✆ ✌✄✆✍ ✡✎☛✂ ✏☛✝✁✠✂✁ ✄✆ ✄✡✎✁✆ ✑☛✝✁✠✂✁ ✂✒✁✝☛☞✁✟ ☛✠ ✡✎✁ ✒✆✁✓☛✄☎✂ ✂✁✠✡✁✠✝✁
✔☛✡✎ ✁✓✁✆✕ ✝✄✒✕ ✄✆ ✒✎✄✠✄✆✁✝✄✆✟ ✄✌ ✁✖✝✎ ✗✁✆☛✓✖✡☛✓✁ ✘✄✆✙ ✚✄☎ ✟☛✂✡✆☛✛☎✡✁✍ ✒☎✛✑☛✝✑✕
✟☛✂✒✑✖✕✍ ✒☎✛✑☛✝✑✕ ✒✁✆✌✄✆✜✍ ✄✆ ✒☎✛✑☛✝✑✕ ✟☛✢☛✡✖✑✑✕ ✒✁✆✌✄✆✜✣ ✚✄☎ ✜✖✕ ✠✄✡ ✄✤✁✆ ✄✆ ☛✜✒✄✂✁
✖✠✕ ✡✁✆✜✂ ✄✠ ✡✎✁ ✗✁✆☛✓✖✡☛✓✁ ✘✄✆✙✂ ✡✎✖✡ ✖✑✡✁✆ ✄✆ ✆✁✂✡✆☛✝✡ ✡✎✁ ✡✁✆✜✂ ✄✌ ✡✎☛✂ ✏☛✝✁✠✂✁ ✄✆
✡✎✁ ✆✁✝☛✒☛✁✠✡✂✥ ✁✦✁✆✝☛✂✁ ✄✌ ✡✎✁ ✆☛✢✎✡✂ ✢✆✖✠✡✁✟ ✎✁✆✁☎✠✟✁✆✍ ✖✠✟ ✚✄☎ ✜☎✂✡ ✙✁✁✒ ☛✠✡✖✝✡ ✖✑✑
✠✄✡☛✝✁✂ ✡✎✖✡ ✆✁✌✁✆ ✡✄ ✡✎☛✂ ✏☛✝✁✠✂✁ ✖✠✟ ✡✄ ✡✎✁ ✟☛✂✝✑✖☛✜✁✆ ✄✌ ✔✖✆✆✖✠✡☛✁✂✣ ✚✄☎ ✜✖✕ ✠✄✡
✟☛✂✡✆☛✛☎✡✁✍ ✒☎✛✑☛✝✑✕ ✟☛✂✒✑✖✕✍ ✒☎✛✑☛✝✑✕ ✒✁✆✌✄✆✜✍ ✄✆ ✒☎✛✑☛✝✑✕ ✟☛✢☛✡✖✑✑✕ ✒✁✆✌✄✆✜ ✡✎✁
✗✁✆☛✓✖✡☛✓✁ ✘✄✆✙ ✔☛✡✎ ✖✠✕ ✡✁✝✎✠✄✑✄✢☛✝✖✑ ✜✁✖✂☎✆✁✂ ✡✎✖✡ ✝✄✠✡✆✄✑ ✖✝✝✁✂✂ ✄✆ ☎✂✁ ✄✌ ✡✎✁
✘✄✆✙ ☛✠ ✖ ✜✖✠✠✁✆ ☛✠✝✄✠✂☛✂✡✁✠✡ ✔☛✡✎ ✡✎✁ ✡✁✆✜✂ ✄✌ ✡✎☛✂ ✏☛✝✁✠✂✁ ✧✢✆✁✁✜✁✠✡✣ ★✎✁ ✖✛✄✓✁
✖✒✒✑☛✁✂ ✡✄ ✡✎✁ ✗✁✆☛✓✖✡☛✓✁ ✘✄✆✙ ✖✂ ☛✠✝✄✆✒✄✆✖✡✁✟ ☛✠ ✖ ✩✄✑✑✁✝✡☛✓✁ ✘✄✆✙✍ ✛☎✡ ✡✎☛✂ ✟✄✁✂ ✠✄✡
✆✁✪☎☛✆✁ ✡✎✁ ✩✄✑✑✁✝✡☛✓✁ ✘✄✆✙ ✖✒✖✆✡ ✌✆✄✜ ✡✎✁ ✗✁✆☛✓✖✡☛✓✁ ✘✄✆✙ ☛✡✂✁✑✌ ✡✄ ✛✁ ✜✖✟✁ ✂☎✛✫✁✝✡
✡✄ ✡✎✁ ✡✁✆✜✂ ✄✌ ✡✎☛✂ ✏☛✝✁✠✂✁✣
✝✣ ✚✄☎ ✜✖✕ ✠✄✡ ✁✦✁✆✝☛✂✁ ✖✠✕ ✄✌ ✡✎✁ ✆☛✢✎✡✂ ✢✆✖✠✡✁✟ ✡✄ ✚✄☎ ☛✠ ✬✁✝✡☛✄✠ ✭ ✖✛✄✓✁ ☛✠ ✖✠✕
✜✖✠✠✁✆ ✡✎✖✡ ☛✂ ✒✆☛✜✖✆☛✑✕ ☛✠✡✁✠✟✁✟ ✌✄✆ ✄✆ ✟☛✆✁✝✡✁✟ ✡✄✔✖✆✟ ✝✄✜✜✁✆✝☛✖✑ ✖✟✓✖✠✡✖✢✁ ✄✆
✒✆☛✓✖✡✁ ✜✄✠✁✡✖✆✕ ✝✄✜✒✁✠✂✖✡☛✄✠✣ ★✎✁ ✁✦✝✎✖✠✢✁ ✄✌ ✡✎✁ ✘✄✆✙ ✌✄✆ ✄✡✎✁✆ ✝✄✒✕✆☛✢✎✡✁✟
✔✄✆✙✂ ✛✕ ✜✁✖✠✂ ✄✌ ✟☛✢☛✡✖✑ ☞✑✁✮✂✎✖✆☛✠✢ ✄✆ ✄✡✎✁✆✔☛✂✁ ✂✎✖✑✑ ✠✄✡ ✛✁ ✝✄✠✂☛✟✁✆✁✟ ✡✄ ✛✁
☛✠✡✁✠✟✁✟ ✌✄✆ ✄✆ ✟☛✆✁✝✡✁✟ ✡✄✔✖✆✟ ✝✄✜✜✁✆✝☛✖✑ ✖✟✓✖✠✡✖✢✁ ✄✆ ✒✆☛✓✖✡✁ ✜✄✠✁✡✖✆✕
✝✄✜✒✁✠✂✖✡☛✄✠✍ ✒✆✄✓☛✟✁✟ ✡✎✁✆✁ ☛✂ ✠✄ ✒✖✕✜✁✠✡ ✄✌ ✖✠✕ ✜✄✠✁✡✖✆✕ ✝✄✜✒✁✠✂✖✡☛✄✠ ☛✠
✝✄✠✠✁✝✡☛✄✠ ✔☛✡✎ ✡✎✁ ✁✦✝✎✖✠✢✁ ✄✌ ✝✄✒✕✆☛✢✎✡✁✟ ✔✄✆✙✂✣
✟✣ ✞✌ ✕✄☎ ✟☛✂✡✆☛✛☎✡✁✍ ✒☎✛✑☛✝✑✕ ✟☛✂✒✑✖✕✍ ✒☎✛✑☛✝✑✕ ✒✁✆✌✄✆✜✍ ✄✆ ✒☎✛✑☛✝✑✕ ✟☛✢☛✡✖✑✑✕ ✒✁✆✌✄✆✜ ✡✎✁
✘✄✆✙ ✄✆ ✖✠✕ ✗✁✆☛✓✖✡☛✓✁ ✘✄✆✙✂ ✄✆ ✩✄✑✑✁✝✡☛✓✁ ✘✄✆✙✂✍ ✚✄☎ ✜☎✂✡ ✙✁✁✒ ☛✠✡✖✝✡ ✖✑✑ ✝✄✒✕✆☛✢✎✡
✠✄✡☛✝✁✂ ✌✄✆ ✡✎✁ ✘✄✆✙ ✖✠✟ ✒✆✄✓☛✟✁✍ ✆✁✖✂✄✠✖✛✑✁ ✡✄ ✡✎✁ ✜✁✟☛☎✜ ✄✆ ✜✁✖✠✂ ✚✄☎ ✖✆✁
☎✡☛✑☛✯☛✠✢✰ ✱☛✲ ✡✎✁ ✠✖✜✁ ✄✌ ✡✎✁ ✳✆☛✢☛✠✖✑ ✧☎✡✎✄✆ ✱✄✆ ✒✂✁☎✟✄✠✕✜✍ ☛✌ ✖✒✒✑☛✝✖✛✑✁✲ ☛✌ ✂☎✒✒✑☛✁✟✍
✖✠✟✴✄✆ ✱☛☛✲ ☛✌ ✡✎✁ ✳✆☛✢☛✠✖✑ ✧☎✡✎✄✆ ✖✠✟✴✄✆ ✏☛✝✁✠✂✄✆ ✟✁✂☛✢✠✖✡✁ ✖✠✄✡✎✁✆ ✒✖✆✡✕ ✄✆ ✒✖✆✡☛✁✂
✱✁✣✢✣ ✖ ✂✒✄✠✂✄✆ ☛✠✂✡☛✡☎✡✁✍ ✒☎✛✑☛✂✎☛✠✢ ✁✠✡☛✡✕✍ ✫✄☎✆✠✖✑✲ ✌✄✆ ✖✡✡✆☛✛☎✡☛✄✠ ☛✠ ✏☛✝✁✠✂✄✆✥✂
✝✄✒✕✆☛✢✎✡ ✠✄✡☛✝✁✍ ✡✁✆✜✂ ✄✌ ✂✁✆✓☛✝✁ ✄✆ ✛✕ ✄✡✎✁✆ ✆✁✖✂✄✠✖✛✑✁ ✜✁✖✠✂✍ ✡✎✁ ✠✖✜✁ ✄✌ ✂☎✝✎
✒✖✆✡✕ ✄✆ ✒✖✆✡☛✁✂✵ ✡✎✁ ✡☛✡✑✁ ✄✌ ✡✎✁ ✘✄✆✙ ☛✌ ✂☎✒✒✑☛✁✟✵ ✡✄ ✡✎✁ ✁✦✡✁✠✡ ✆✁✖✂✄✠✖✛✑✕ ✒✆✖✝✡☛✝✖✛✑✁✍
✡✎✁ ✶✠☛✌✄✆✜ ✁✂✄☎✆✝✁ ✞✟✁✠✡☛☞✁✆✍ ☛✌ ✖✠✕✍ ✡✎✖✡ ✏☛✝✁✠✂✄✆ ✂✒✁✝☛☞✁✂ ✡✄ ✛✁ ✖✂✂✄✝☛✖✡✁✟ ✔☛✡✎
✡✎✁ ✘✄✆✙✍ ☎✠✑✁✂✂ ✂☎✝✎ ✶ ✞ ✟✄✁✂ ✠✄✡ ✆✁✌✁✆ ✡✄ ✡✎✁ ✝✄✒✕✆☛✢✎✡ ✠✄✡☛✝✁ ✄✆ ✑☛✝✁✠✂☛✠✢
☛✠✌✄✆✜✖✡☛✄✠ ✌✄✆ ✡✎✁ ✘✄✆✙✵ ✖✠✟ ☛✠ ✡✎✁ ✝✖✂✁ ✄✌ ✖ ✗✁✆☛✓✖✡☛✓✁ ✘✄✆✙✍ ✖ ✝✆✁✟☛✡ ☛✟✁✠✡☛✌✕☛✠✢ ✡✎✁
☎✂✁ ✄✌ ✡✎✁ ✘✄✆✙ ☛✠ ✡✎✁ ✗✁✆☛✓✖✡☛✓✁ ✘✄✆✙ ✱✁✣✢✣✍ ✷✸✆✁✠✝✎ ✡✆✖✠✂✑✖✡☛✄✠ ✄✌ ✡✎✁ ✘✄✆✙ ✛✕
✳✆☛✢☛✠✖✑ ✧☎✡✎✄✆✍✷ ✄✆ ✷✬✝✆✁✁✠✒✑✖✕ ✛✖✂✁✟ ✄✠ ✄✆☛✢☛✠✖✑ ✘✄✆✙ ✛✕ ✳✆☛✢☛✠✖✑ ✧☎✡✎✄✆✷✲✣ ✬☎✝✎
✝✆✁✟☛✡ ✜✖✕ ✛✁ ☛✜✒✑✁✜✁✠✡✁✟ ☛✠ ✖✠✕ ✆✁✖✂✄✠✖✛✑✁ ✜✖✠✠✁✆✵ ✒✆✄✓☛✟✁✟✍ ✎✄✔✁✓✁✆✍ ✡✎✖✡ ☛✠ ✡✎✁
✝✖✂✁ ✄✌ ✖ ✗✁✆☛✓✖✡☛✓✁ ✘✄✆✙ ✄✆ ✩✄✑✑✁✝✡☛✓✁ ✘✄✆✙✍ ✖✡ ✖ ✜☛✠☛✜☎✜ ✂☎✝✎ ✝✆✁✟☛✡ ✔☛✑✑ ✖✒✒✁✖✆
✔✎✁✆✁ ✖✠✕ ✄✡✎✁✆ ✝✄✜✒✖✆✖✛✑✁ ✖☎✡✎✄✆✂✎☛✒ ✝✆✁✟☛✡ ✖✒✒✁✖✆✂ ✖✠✟ ☛✠ ✖ ✜✖✠✠✁✆ ✖✡ ✑✁✖✂✡ ✖✂
✒✆✄✜☛✠✁✠✡ ✖✂ ✂☎✝✎ ✄✡✎✁✆ ✝✄✜✒✖✆✖✛✑✁ ✖☎✡✎✄✆✂✎☛✒ ✝✆✁✟☛✡✣
✁✣ ✸✄✆ ✡✎✁ ✖✓✄☛✟✖✠✝✁ ✄✌ ✟✄☎✛✡✍ ✔✎✁✆✁ ✡✎✁ ✘✄✆✙ ☛✂ ✖ ✜☎✂☛✝✖✑ ✝✄✜✒✄✂☛✡☛✄✠✰
☛✣ ✹✺✻✼✽✻✾✿❀❁✺ ❂✽❃✿❄❅❆✺❇ ❈❀❉✺✻ ❊❄✿❀❋✺❅ ●❆❁✺❀❇✺❇✣ ✏☛✝✁✠✂✄✆ ✆✁✂✁✆✓✁✂
✡✎✁ ✁✦✝✑☎✂☛✓✁ ✆☛✢✎✡ ✡✄ ✝✄✑✑✁✝✡✍ ✔✎✁✡✎✁✆ ☛✠✟☛✓☛✟☎✖✑✑✕ ✄✆ ✓☛✖ ✖ ✒✁✆✌✄✆✜✖✠✝✁
✆☛✢✎✡✂ ✂✄✝☛✁✡✕ ✱✁✣✢✣ ✧✬✩✧❍✍ ■❏✞✍ ✬❑✬✧✩✲✍ ✆✄✕✖✑✡☛✁✂ ✌✄✆ ✡✎✁ ✒☎✛✑☛✝
✒✁✆✌✄✆✜✖✠✝✁ ✄✆ ✒☎✛✑☛✝ ✟☛✢☛✡✖✑ ✒✁✆✌✄✆✜✖✠✝✁ ✱✁✣✢✣ ✔✁✛✝✖✂✡✲ ✄✌ ✡✎✁ ✘✄✆✙ ☛✌
✡✎✖✡ ✒✁✆✌✄✆✜✖✠✝✁ ☛✂ ✒✆☛✜✖✆☛✑✕ ☛✠✡✁✠✟✁✟ ✌✄✆ ✄✆ ✟☛✆✁✝✡✁✟ ✡✄✔✖✆✟
✝✄✜✜✁✆✝☛✖✑ ✖✟✓✖✠✡✖✢✁ ✄✆ ✒✆☛✓✖✡✁ ✜✄✠✁✡✖✆✕ ✝✄✜✒✁✠✂✖✡☛✄✠✣
☛☛✣ ▲✺❁▼✿❀❆❁✿❄ ❂❆◆▼❅❇ ✿❀❉ ❖❅✿❅P❅✽✻❃ ❂✽❃✿❄❅❆✺❇✣ ✏☛✝✁✠✂✄✆ ✆✁✂✁✆✓✁✂ ✡✎✁
✁✦✝✑☎✂☛✓✁ ✆☛✢✎✡ ✡✄ ✝✄✑✑✁✝✡✍ ✔✎✁✡✎✁✆ ☛✠✟☛✓☛✟☎✖✑✑✕ ✄✆ ✓☛✖ ✖ ✜☎✂☛✝ ✆☛✢✎✡✂
✖✢✁✠✝✕ ✄✆ ✟✁✂☛✢✠✖✡✁✟ ✖✢✁✠✡ ✱✁✣✢✣ ◗✖✆✆✕ ✸✄✦ ✧✢✁✠✝✕✲✍ ✆✄✕✖✑✡☛✁✂ ✌✄✆ ✖✠✕
✒✎✄✠✄✆✁✝✄✆✟ ✚✄☎ ✝✆✁✖✡✁ ✌✆✄✜ ✡✎✁ ✘✄✆✙ ✱✷✝✄✓✁✆ ✓✁✆✂☛✄✠✷✲ ✖✠✟ ✟☛✂✡✆☛✛☎✡✁✍
✂☎✛✫✁✝✡ ✡✄ ✡✎✁ ✝✄✜✒☎✑✂✄✆✕ ✑☛✝✁✠✂✁ ✝✆✁✖✡✁✟ ✛✕ ❘❙ ✶✬✩ ✬✁✝✡☛✄✠ ❘❘❚ ✄✌ ✡✎✁
✶✬ ✩✄✒✕✆☛✢✎✡ ✧✝✡ ✱✄✆ ✡✎✁ ✁✪☎☛✓✖✑✁✠✡ ☛✠ ✄✡✎✁✆ ✫☎✆☛✂✟☛✝✡☛✄✠✂✲✍ ☛✌ ✚✄☎✆
✟☛✂✡✆☛✛☎✡☛✄✠ ✄✌ ✂☎✝✎ ✝✄✓✁✆ ✓✁✆✂☛✄✠ ☛✂ ✒✆☛✜✖✆☛✑✕ ☛✠✡✁✠✟✁✟ ✌✄✆ ✄✆ ✟☛✆✁✝✡✁✟
✡✄✔✖✆✟ ✝✄✜✜✁✆✝☛✖✑ ✖✟✓✖✠✡✖✢✁ ✄✆ ✒✆☛✓✖✡✁ ✜✄✠✁✡✖✆✕ ✝✄✜✒✁✠✂✖✡☛✄✠✣
✌✣ ❯✺❱❁✿❇❅❆❀◆ ❂❆◆▼❅❇ ✿❀❉ ❖❅✿❅P❅✽✻❃ ❂✽❃✿❄❅❆✺❇✣ ✸✄✆ ✡✎✁ ✖✓✄☛✟✖✠✝✁ ✄✌ ✟✄☎✛✡✍ ✔✎✁✆✁

q ❫r ♣

st✐✉✈✐♦s✉✇ s♦❤✉✈ ①②

❭❪❫❴❵❛❜❫ ❭❝❞❞❝❡❢ ❣❫❤❴✐ ❭❝❥❫

❦❵❵❧❢♠♥♥♦❪❫❴❵❛❜❫♦❝❞❞❝❡❢♣❝❪❤♥✐❛♦❫❡❢❫❢♥qrs❡♦s❢❴♥t♣✉♣♣♣

✁✂ ✄☎✆✝ ✞✟ ✠ ✟☎✡☛☞ ✆✂✌☎✆☞✞☛✍✎ ✏✞✌✂☛✟☎✆ ✆✂✟✂✆✑✂✟ ✁✂ ✂✒✌✓✡✟✞✑✂ ✆✞✍✁

☎ ✌☎✓✓✂✌ ✎

✔✁✂ ✁✂✆ ✞☛☞✞✑✞☞✡✠✓✓✕ ☎✆ ✑✞✠ ✠ ✖✂✆✗☎✆✘✠☛✌✂✙✆✞✍✁ ✟ ✟☎✌✞✂ ✕ ✚✂✛✍✛ ✜☎✡☛☞✢✒✌✁✠☛✍✂✣✎
✆☎✕✠✓ ✞✂✟ ✗☎✆ ✁✂ ✖✡✤✓✞✌ ☞✞✍✞ ✠✓ ✖✂✆✗☎✆✘✠☛✌✂ ✚✂✛✍✛ ✔✂✤✌✠✟ ✣ ☎✗ ✁✂ ✄☎✆✝✎ ✟✡✤✥✂✌

☎ ✁✂

✌☎✘✖✡✓✟☎✆✕ ✓✞✌✂☛✟✂ ✌✆✂✠ ✂☞ ✤✕ ✦✧ ★✜✩ ✜✂✌ ✞☎☛ ✦✦✪ ☎✗ ✁✂ ★✜ ✩☎✖✕✆✞✍✁ ✫✌ ✚☎✆ ✁✂
✂✬✡✞✑✠✓✂☛ ✞☛ ☎ ✁✂✆ ✥✡✆✞✟☞✞✌ ✞☎☛✟✣✎ ✞✗ ✭☎✡✆ ✖✡✤✓✞✌ ☞✞✍✞ ✠✓ ✖✂✆✗☎✆✘✠☛✌✂ ✞✟ ✖✆✞✘✠✆✞✓✕
✞☛ ✂☛☞✂☞ ✗☎✆ ☎✆ ☞✞✆✂✌ ✂☞ ☎✔✠✆☞ ✌☎✘✘✂✆✌✞✠✓ ✠☞✑✠☛ ✠✍✂ ☎✆ ✖✆✞✑✠ ✂ ✘☎☛✂ ✠✆✕
✌☎✘✖✂☛✟✠ ✞☎☛✛
✮✯ ✰✱✲✳✱✴✱✵✶✷✶✸✹✵✴✺ ✻✷✳✳✷✵✶✸✱✴ ✷✵✼ ✽✸✴✾✿✷✸❀✱✳
★❁✏✢✜✜ ❂❃❄✢❅✄❆✜✢ ❇★❃★✫✏✏✭ ✫❈❅✢✢❉ ❃❂ ❊✭ ❃❄✢ ❋✫❅❃❆✢✜ ❆❁ ✄❅❆❃❆❁❈✎ ✏❆✩✢❁✜❂❅ ❂●●✢❅✜ ❃❄✢
✄❂❅❍ ✫✜✙❆✜ ✫❁❉ ❇✫❍✢✜ ❁❂ ❅✢❋❅✢✜✢❁❃✫❃❆❂❁✜ ❂❅ ✄✫❅❅✫❁❃❆✢✜ ❂● ✫❁✭ ❍❆❁❉ ✩❂❁✩✢❅❁❆❁❈ ❃❄✢
✄❂❅❍✎ ✢■❋❅✢✜✜✎ ❆❇❋✏❆✢❉✎ ✜❃✫❃★❃❂❅✭ ❂❅ ❂❃❄✢❅✄❆✜✢✎ ❆❁✩✏★❉❆❁❈✎ ✄❆❃❄❂★❃ ✏❆❇❆❃✫❃❆❂❁✎
✄✫❅❅✫❁❃❆✢✜ ❂● ❃❆❃✏✢✎ ❇✢❅✩❄✫❁❃❆❊❆✏❆❃✭✎ ●❆❃❁✢✜✜ ●❂❅ ✫ ❋✫❅❃❆✩★✏✫❅ ❋★❅❋❂✜✢✎
❁❂❁❆❁●❅❆❁❈✢❇✢❁❃✎ ❂❅ ❃❄✢ ✫❊✜✢❁✩✢ ❂● ✏✫❃✢❁❃ ❂❅ ❂❃❄✢❅ ❉✢●✢✩❃✜✎ ✫✩✩★❅✫✩✭✎ ❂❅ ❃❄✢
❋❅✢✜✢❁✩✢ ❂● ✫❊✜✢❁✩✢ ❂● ✢❅❅❂❅✜✎ ✄❄✢❃❄✢❅ ❂❅ ❁❂❃ ❉❆✜✩❂❏✢❅✫❊✏✢✛ ✜❂❇✢ ❑★❅❆✜❉❆✩❃❆❂❁✜ ❉❂
❁❂❃ ✫✏✏❂✄ ❃❄✢ ✢■✩✏★✜❆❂❁ ❂● ❆❇❋✏❆✢❉ ✄✫❅❅✫❁❃❆✢✜✎ ✜❂ ✜★✩❄ ✢■✩✏★✜❆❂❁ ❇✫✭ ❁❂❃ ✫❋❋✏✭ ❃❂ ✭❂★✛
▲✯ ▼✸❀✸✶✷✶✸✹✵ ✹✵ ▼✸✷◆✸✿✸✶❖✯ ✢■✩✢❋❃ ❃❂ ❃❄✢ ✢■❃✢❁❃ ❅✢P★❆❅✢❉ ❊✭ ✫❋❋✏❆✩✫❊✏✢ ✏✫✄✎ ❆❁ ❁❂ ✢❏✢❁❃
✄❆✏✏ ✏❆✩✢❁✜❂❅ ❊✢ ✏❆✫❊✏✢ ❃❂ ✭❂★ ❂❁ ✫❁✭ ✏✢❈✫✏ ❃❄✢❂❅✭ ●❂❅ ✫❁✭ ✜❋✢✩❆✫✏✎ ❆❁✩❆❉✢❁❃✫✏✎
✩❂❁✜✢P★✢❁❃❆✫✏✎ ❋★❁❆❃❆❏✢ ❂❅ ✢■✢❇❋✏✫❅✭ ❉✫❇✫❈✢✜ ✫❅❆✜❆❁❈ ❂★❃ ❂● ❃❄❆✜ ✏❆✩✢❁✜✢ ❂❅ ❃❄✢ ★✜✢ ❂●
❃❄✢ ✄❂❅❍✎ ✢❏✢❁ ❆● ✏❆✩✢❁✜❂❅ ❄✫✜ ❊✢✢❁ ✫❉❏❆✜✢❉ ❂● ❃❄✢ ❋❂✜✜❆❊❆✏❆❃✭ ❂● ✜★✩❄ ❉✫❇✫❈✢✜✛
◗✯ ❘✱✳❀✸✵✷✶✸✹✵
✠✛ ❃✁✞✟ ✏✞✌✂☛✟✂ ✠☛☞ ✁✂ ✆✞✍✁ ✟ ✍✆✠☛ ✂☞ ✁✂✆✂✡☛☞✂✆ ✔✞✓✓ ✂✆✘✞☛✠ ✂ ✠✡ ☎✘✠ ✞✌✠✓✓✕ ✡✖☎☛ ✠☛✕
✤✆✂✠✌✁ ✤✕ ✭☎✡ ☎✗ ✁✂ ✂✆✘✟ ☎✗ ✁✞✟ ✏✞✌✂☛✟✂✛ ❆☛☞✞✑✞☞✡✠✓✟ ☎✆ ✂☛ ✞ ✞✂✟ ✔✁☎ ✁✠✑✂ ✆✂✌✂✞✑✂☞
❉✂✆✞✑✠ ✞✑✂ ✄☎✆✝✟ ☎✆ ✩☎✓✓✂✌ ✞✑✂ ✄☎✆✝✟ ✗✆☎✘ ✭☎✡ ✡☛☞✂✆ ✁✞✟ ✏✞✌✂☛✟✂✎ ✁☎✔✂✑✂✆✎ ✔✞✓✓ ☛☎
✁✠✑✂ ✁✂✞✆ ✓✞✌✂☛✟✂✟ ✂✆✘✞☛✠ ✂☞ ✖✆☎✑✞☞✂☞ ✟✡✌✁ ✞☛☞✞✑✞☞✡✠✓✟ ☎✆ ✂☛ ✞ ✞✂✟ ✆✂✘✠✞☛ ✞☛ ✗✡✓✓
✌☎✘✖✓✞✠☛✌✂ ✔✞ ✁ ✁☎✟✂ ✓✞✌✂☛✟✂✟✛ ✜✂✌ ✞☎☛✟ ✦✎ ❙✎ ❚✎ ❯✎ ✧✎ ✠☛☞ ❱ ✔✞✓✓ ✟✡✆✑✞✑✂ ✠☛✕
✂✆✘✞☛✠ ✞☎☛ ☎✗ ✁✞✟ ✏✞✌✂☛✟✂✛
✤✛ ✜✡✤✥✂✌

☎ ✁✂ ✠✤☎✑✂ ✂✆✘✟ ✠☛☞ ✌☎☛☞✞ ✞☎☛✟✎ ✁✂ ✓✞✌✂☛✟✂ ✍✆✠☛ ✂☞ ✁✂✆✂ ✞✟ ✖✂✆✖✂ ✡✠✓ ✚✗☎✆

✁✂ ☞✡✆✠ ✞☎☛ ☎✗ ✁✂ ✠✖✖✓✞✌✠✤✓✂ ✌☎✖✕✆✞✍✁ ✞☛ ✁✂ ✄☎✆✝✣✛ ❁☎ ✔✞ ✁✟ ✠☛☞✞☛✍ ✁✂ ✠✤☎✑✂✎
✏✞✌✂☛✟☎✆ ✆✂✟✂✆✑✂✟ ✁✂ ✆✞✍✁

☎ ✆✂✓✂✠✟✂ ✁✂ ✄☎✆✝ ✡☛☞✂✆ ☞✞❲✂✆✂☛ ✓✞✌✂☛✟✂ ✂✆✘✟ ☎✆ ☎ ✟ ☎✖

☞✞✟ ✆✞✤✡ ✞☛✍ ✁✂ ✄☎✆✝ ✠ ✠☛✕ ✞✘✂❳ ✖✆☎✑✞☞✂☞✎ ✁☎✔✂✑✂✆ ✁✠ ✠☛✕ ✟✡✌✁ ✂✓✂✌ ✞☎☛ ✔✞✓✓ ☛☎
✟✂✆✑✂ ☎ ✔✞ ✁☞✆✠✔ ✁✞✟ ✏✞✌✂☛✟✂ ✚☎✆ ✠☛✕ ☎ ✁✂✆ ✓✞✌✂☛✟✂ ✁✠ ✁✠✟ ✤✂✂☛✎ ☎✆ ✞✟ ✆✂✬✡✞✆✂☞ ☎
✤✂✎ ✍✆✠☛ ✂☞ ✡☛☞✂✆ ✁✂ ✂✆✘✟ ☎✗ ✁✞✟ ✏✞✌✂☛✟✂✣✎ ✠☛☞ ✁✞✟ ✏✞✌✂☛✟✂ ✔✞✓✓ ✌☎☛ ✞☛✡✂ ✞☛ ✗✡✓✓ ✗☎✆✌✂
✠☛☞ ✂❲✂✌ ✡☛✓✂✟✟ ✂✆✘✞☛✠ ✂☞ ✠✟ ✟ ✠ ✂☞ ✠✤☎✑✂✛
❨✯ ❩✸✴✾✱✿✿✷✵✱✹❬✴
✠✛ ✢✠✌✁ ✞✘✂ ✭☎✡ ☞✞✟ ✆✞✤✡ ✂ ☎✆ ✖✡✤✓✞✌✓✕ ☞✞✍✞ ✠✓✓✕ ✖✂✆✗☎✆✘ ✁✂ ✄☎✆✝ ☎✆ ✠ ✩☎✓✓✂✌ ✞✑✂ ✄☎✆✝✎
✁✂ ✏✞✌✂☛✟☎✆ ☎❲✂✆✟ ☎ ✁✂ ✆✂✌✞✖✞✂☛ ✠ ✓✞✌✂☛✟✂ ☎ ✁✂ ✄☎✆✝ ☎☛ ✁✂ ✟✠✘✂ ✂✆✘✟ ✠☛☞
✌☎☛☞✞ ✞☎☛✟ ✠✟ ✁✂ ✓✞✌✂☛✟✂ ✍✆✠☛ ✂☞ ☎ ✭☎✡ ✡☛☞✂✆ ✁✞✟ ✏✞✌✂☛✟✂✛
✤✛ ✢✠✌✁ ✞✘✂ ✭☎✡ ☞✞✟ ✆✞✤✡ ✂ ☎✆ ✖✡✤✓✞✌✓✕ ☞✞✍✞ ✠✓✓✕ ✖✂✆✗☎✆✘ ✠ ❉✂✆✞✑✠ ✞✑✂ ✄☎✆✝✎ ✏✞✌✂☛✟☎✆
☎❲✂✆✟ ☎ ✁✂ ✆✂✌✞✖✞✂☛ ✠ ✓✞✌✂☛✟✂ ☎ ✁✂ ☎✆✞✍✞☛✠✓ ✄☎✆✝ ☎☛ ✁✂ ✟✠✘✂ ✂✆✘✟ ✠☛☞ ✌☎☛☞✞ ✞☎☛✟
✠✟ ✁✂ ✓✞✌✂☛✟✂ ✍✆✠☛ ✂☞ ☎ ✭☎✡ ✡☛☞✂✆ ✁✞✟ ✏✞✌✂☛✟✂✛
✌✛ ❆✗ ✠☛✕ ✖✆☎✑✞✟✞☎☛ ☎✗ ✁✞✟ ✏✞✌✂☛✟✂ ✞✟ ✞☛✑✠✓✞☞ ☎✆ ✡☛✂☛✗☎✆✌✂✠✤✓✂ ✡☛☞✂✆ ✠✖✖✓✞✌✠✤✓✂ ✓✠✔✎ ✞ ✟✁✠✓✓
☛☎ ✠❲✂✌

✁✂ ✑✠✓✞☞✞ ✕ ☎✆ ✂☛✗☎✆✌✂✠✤✞✓✞ ✕ ☎✗ ✁✂ ✆✂✘✠✞☛☞✂✆ ☎✗ ✁✂ ✂✆✘✟ ☎✗ ✁✞✟ ✏✞✌✂☛✟✂✎

✠☛☞ ✔✞ ✁☎✡ ✗✡✆ ✁✂✆ ✠✌ ✞☎☛ ✤✕ ✁✂ ✖✠✆ ✞✂✟ ☎ ✁✞✟ ✠✍✆✂✂✘✂☛ ✎ ✟✡✌✁ ✖✆☎✑✞✟✞☎☛ ✟✁✠✓✓ ✤✂
✆✂✗☎✆✘✂☞ ☎ ✁✂ ✘✞☛✞✘✡✘ ✂✒ ✂☛ ☛✂✌✂✟✟✠✆✕ ☎ ✘✠✝✂ ✟✡✌✁ ✖✆☎✑✞✟✞☎☛ ✑✠✓✞☞ ✠☛☞
✂☛✗☎✆✌✂✠✤✓✂✛
☞✛ ❁☎ ✂✆✘ ☎✆ ✖✆☎✑✞✟✞☎☛ ☎✗ ✁✞✟ ✏✞✌✂☛✟✂ ✟✁✠✓✓ ✤✂ ☞✂✂✘✂☞ ✔✠✞✑✂☞ ✠☛☞ ☛☎ ✤✆✂✠✌✁ ✌☎☛✟✂☛ ✂☞
☎ ✡☛✓✂✟✟ ✟✡✌✁ ✔✠✞✑✂✆ ☎✆ ✌☎☛✟✂☛ ✟✁✠✓✓ ✤✂ ✞☛ ✔✆✞ ✞☛✍ ✠☛☞ ✟✞✍☛✂☞ ✤✕ ✁✂ ✖✠✆ ✕ ☎ ✤✂
✌✁✠✆✍✂☞ ✔✞ ✁ ✟✡✌✁ ✔✠✞✑✂✆ ☎✆ ✌☎☛✟✂☛ ✛

✈ ❝✇ ✉

①✈♥②③♥t①②④ ①t♠②③ ⑤⑥

✿❀❁❂❃❄❅❁ ✿❆❇❇❆❈❉ ❊❁❋❂● ✿❆❍❁

■❃❃❏❉❑▲▲▼❀❁❂❃❄❅❁▼❆❇❇❆❈❉◆❆❀❋▲●❄▼❁❈❉❁❉▲❖P◗❈▼◗❉❂▲❘◆❙◆◆◆

✝✖ ✁✂✄ ☎✂✆✝✞✄✝ ✆✟✞✄✠✂✠✡✠✝✄ ✠✁✝ ✝✞✠✂☛✝ ☞✌☛✝✝✍✝✞✠ ✎✝✠✏✝✝✞ ✠✁✝ ✑☞☛✠✂✝✄ ✏✂✠✁ ☛✝✄✑✝✆✠ ✠✟ ✠✁✝
✒✟☛✓ ✔✂✆✝✞✄✝✕ ✁✝☛✝✖ ✁✝☛✝ ☞☛✝ ✞✟ ✡✞✕✝☛✄✠☞✞✕✂✞✌✄✗ ☞✌☛✝✝✍✝✞✠✄ ✟☛ ☛✝✑☛✝✄✝✞✠☞✠✂✟✞✄ ✏✂✠✁
☛✝✄✑✝✆✠ ✠✟ ✠✁✝ ✒✟☛✓ ✞✟✠ ✄✑✝✆✂✘✝✕ ✁✝☛✝✖ ☎✂✆✝✞✄✟☛ ✄✁☞✔✔ ✞✟✠ ✎✝ ✎✟✡✞✕ ✎✙ ☞✞✙ ☞✕✕✂✠✂✟✞☞✔
✑☛✟✚✂✄✂✟✞✄ ✠✁☞✠ ✍☞✙ ☞✑✑✝☞☛ ✂✞ ☞✞✙ ✆✟✍✍✡✞✂✆☞✠✂✟✞ ✛☛✟✍ ✜✟✡✖ ✁✂✄ ☎✂✆✝✞✄✝ ✍☞✙ ✞✟✠ ✎✝
✍✟✕✂✘✝✕ ✏✂✠✁✟✡✠ ✠✁✝ ✍✡✠✡☞✔ ✏☛✂✠✠✝✞ ☞✌☛✝✝✍✝✞✠ ✟✛ ✠✁✝ ☎✂✆✝✞✄✟☛ ☞✞✕ ✜✟✡✖
✢☛✝☞✠✂✚✝ ✢✟✍✍✟✞✄ ✂✄ ✞✟✠ ☞ ✑☞☛✠✙ ✠✟ ✠✁✂✄ ☎✂✆✝✞✄✝✗ ☞✞✕ ✍☞✓✝✄ ✞✟ ✏☞☛☛☞✞✠✙ ✏✁☞✠✄✟✝✚✝☛ ✂✞
✆✟✞✞✝✆✠✂✟✞ ✏✂✠✁ ✠✁✝ ✒✟☛✓✖ ✢☛✝☞✠✂✚✝ ✢✟✍✍✟✞✄ ✏✂✔✔ ✞✟✠ ✎✝ ✔✂☞✎✔✝ ✠✟ ✜✟✡ ✟☛ ☞✞✙ ✑☞☛✠✙ ✟✞ ☞✞✙ ✔✝✌☞✔
✠✁✝✟☛✙ ✛✟☛ ☞✞✙ ✕☞✍☞✌✝✄ ✏✁☞✠✄✟✝✚✝☛✗ ✂✞✆✔✡✕✂✞✌ ✏✂✠✁✟✡✠ ✔✂✍✂✠☞✠✂✟✞ ☞✞✙ ✌✝✞✝☛☞✔✗ ✄✑✝✆✂☞✔✗ ✂✞✆✂✕✝✞✠☞✔
✟☛ ✆✟✞✄✝✣✡✝✞✠✂☞✔ ✕☞✍☞✌✝✄ ☞☛✂✄✂✞✌ ✂✞ ✆✟✞✞✝✆✠✂✟✞ ✠✟ ✠✁✂✄ ✔✂✆✝✞✄✝✖ ✤✟✠✏✂✠✁✄✠☞✞✕✂✞✌ ✠✁✝ ✛✟☛✝✌✟✂✞✌
✠✏✟ ✥✦✧ ✄✝✞✠✝✞✆✝✄✗ ✂✛ ✢☛✝☞✠✂✚✝ ✢✟✍✍✟✞✄ ✁☞✄ ✝★✑☛✝✄✄✔✙ ✂✕✝✞✠✂✘✝✕ ✂✠✄✝✔✛ ☞✄ ✠✁✝ ☎✂✆✝✞✄✟☛ ✁✝☛✝✡✞✕✝☛✗
✂✠ ✄✁☞✔✔ ✁☞✚✝ ☞✔✔ ☛✂✌✁✠✄ ☞✞✕ ✟✎✔✂✌☞✠✂✟✞✄ ✟✛ ☎✂✆✝✞✄✟☛✖
✩★✆✝✑✠ ✛✟☛ ✠✁✝ ✔✂✍✂✠✝✕ ✑✡☛✑✟✄✝ ✟✛ ✂✞✕✂✆☞✠✂✞✌ ✠✟ ✠✁✝ ✑✡✎✔✂✆ ✠✁☞✠ ✠✁✝ ✒✟☛✓ ✂✄ ✔✂✆✝✞✄✝✕ ✡✞✕✝☛ ✠✁✝
✢✢✪☎✗ ✞✝✂✠✁✝☛ ✑☞☛✠✙ ✏✂✔✔ ✡✄✝ ✠✁✝ ✠☛☞✕✝✍☞☛✓ ✫✢☛✝☞✠✂✚✝ ✢✟✍✍✟✞✄✫ ✟☛ ☞✞✙ ☛✝✔☞✠✝✕ ✠☛☞✕✝✍☞☛✓ ✟☛ ✔✟✌✟
✟✛ ✢☛✝☞✠✂✚✝ ✢✟✍✍✟✞✄ ✏✂✠✁✟✡✠ ✠✁✝ ✑☛✂✟☛ ✏☛✂✠✠✝✞ ✆✟✞✄✝✞✠ ✟✛ ✢☛✝☞✠✂✚✝ ✢✟✍✍✟✞✄✖ ✬✞✙ ✑✝☛✍✂✠✠✝✕ ✡✄✝
✏✂✔✔ ✎✝ ✂✞ ✆✟✍✑✔✂☞✞✆✝ ✏✂✠✁ ✢☛✝☞✠✂✚✝ ✢✟✍✍✟✞✄✭ ✠✁✝✞✮✆✡☛☛✝✞✠ ✠☛☞✕✝✍☞☛✓ ✡✄☞✌✝ ✌✡✂✕✝✔✂✞✝✄✗ ☞✄ ✍☞✙
✎✝ ✑✡✎✔✂✄✁✝✕ ✟✞ ✂✠✄ ✏✝✎✄✂✠✝ ✟☛ ✟✠✁✝☛✏✂✄✝ ✍☞✕✝ ☞✚☞✂✔☞✎✔✝ ✡✑✟✞ ☛✝✣✡✝✄✠ ✛☛✟✍ ✠✂✍✝ ✠✟ ✠✂✍✝✖
✢☛✝☞✠✂✚✝ ✢✟✍✍✟✞✄ ✍☞✙ ✎✝ ✆✟✞✠☞✆✠✝✕ ☞✠ ✁✠✠✑✄✯✰✰✆☛✝☞✠✂✚✝✆✟✍✍✟✞✄✖✟☛✌✰✖
✱ ✲✳✴✵ ✶✷ ✸✷✹✹✷✺✻ ✼✽✽✾

❙ ❆❚ ❙

❯❱▲❲❳▲❘❯❲❨ ❯❘❑❲❳ ❩❬

NATURE PUBLISHING GROUP LICENSE
TERMS AND CONDITIONS
Apr 05, 2017

This Agreement between Ryan C Herchig ("You") and Nature Publishing Group ("Nature
Publishing Group") consists of your license details and the terms and conditions provided by
Nature Publishing Group and Copyright Clearance Center.
License Number

4082681343096

License date

Apr 05, 2017

Licensed Content Publisher

Nature Publishing Group

Licensed Content Publication Nature Communications
Licensed Content Title

The origin of antiferroelectricity in PbZrO3

Licensed Content Author

A. K. Tagantsev, K. Vaideeswaran, S. B. Vakhrushev, A. V.
Filimonov, R. G. Burkovsky et al.

Licensed Content Date

Jul 29, 2013

Licensed Content Volume

4

Type of Use

reuse in a dissertation / thesis

Requestor type

academic/educational

Format

electronic

Portion

figures/tables/illustrations

Number of
figures/tables/illustrations

1

High-res required

no

Figures

Figure 1

Author of this NPG article

no

Your reference number
Title of your thesis /
dissertation

Complex Electric-field Induced Phenomena in
Ferroelectric/Antiferroelectric Nanowires

Expected completion date

May 2017

Estimated size (number of
pages)

227

Requestor Location

Ryan C Herchig
2256 Cabana Club Ct.
apt 102
TAMPA, FL 33612
United States
Attn: Ryan C Herchig

Billing Type

Invoice

Billing Address

Ryan C Herchig
2256 Cabana Club Ct.
apt 102

TAMPA, FL 33612
United States
Attn: Ryan C Herchig
Total

0.00 USD

Terms and Conditions

Terms and Conditions for Permissions
Nature Publishing Group hereby grants you a non-exclusive license to reproduce this
material for this purpose, and for no other use,subject to the conditions below:
1. NPG warrants that it has, to the best of its knowledge, the rights to license reuse of this
material. However, you should ensure that the material you are requesting is original to
Nature Publishing Group and does not carry the copyright of another entity (as credited in
the published version). If the credit line on any part of the material you have requested
indicates that it was reprinted or adapted by NPG with permission from another source,
then you should also seek permission from that source to reuse the material.
2. Permission granted free of charge for material in print is also usually granted for any
electronic version of that work, provided that the material is incidental to the work as a
whole and that the electronic version is essentially equivalent to, or substitutes for, the
print version.Where print permission has been granted for a fee, separate permission must
be obtained for any additional, electronic re-use (unless, as in the case of a full paper, this
has already been accounted for during your initial request in the calculation of a print
run).NB: In all cases, web-based use of full-text articles must be authorized separately
through the 'Use on a Web Site' option when requesting permission.
3. Permission granted for a first edition does not apply to second and subsequent editions and
for editions in other languages (except for signatories to the STM Permissions Guidelines,
or where the first edition permission was granted for free).
4. Nature Publishing Group's permission must be acknowledged next to the figure, table or
abstract in print. In electronic form, this acknowledgement must be visible at the same
time as the figure/table/abstract, and must be hyperlinked to the journal's homepage.
5. The credit line should read:
Reprinted by permission from Macmillan Publishers Ltd: [JOURNAL NAME] (reference
citation), copyright (year of publication)
For AOP papers, the credit line should read:
Reprinted by permission from Macmillan Publishers Ltd: [JOURNAL NAME], advance online
publication, day month year (doi: 10.1038/sj.[JOURNAL ACRONYM].XXXXX)
Note: For republication from the British Journal of Cancer, the following credit
lines apply.
Reprinted by permission from Macmillan Publishers Ltd on behalf of Cancer Research UK:
[JOURNAL NAME] (reference citation), copyright (year of publication)For AOP papers, the
credit line should read:
Reprinted by permission from Macmillan Publishers Ltd on behalf of Cancer Research UK:
[JOURNAL NAME], advance online publication, day month year (doi: 10.1038/sj.[JOURNAL
ACRONYM].XXXXX)
6. Adaptations of single figures do not require NPG approval. However, the adaptation should
be credited as follows:
Adapted by permission from Macmillan Publishers Ltd: [JOURNAL NAME] (reference
citation), copyright (year of publication)
Note: For adaptation from the British Journal of Cancer, the following credit line
applies.
Adapted by permission from Macmillan Publishers Ltd on behalf of Cancer Research UK:

[JOURNAL NAME] (reference citation), copyright (year of publication)
7. Translations of 401 words up to a whole article require NPG approval. Please visit
http://www.macmillanmedicalcommunications.com for more information.Translations of up
to a 400 words do not require NPG approval. The translation should be credited as follows:
Translated by permission from Macmillan Publishers Ltd: [JOURNAL NAME] (reference
citation), copyright (year of publication).
Note: For translation from the British Journal of Cancer, the following credit line
applies.
Translated by permission from Macmillan Publishers Ltd on behalf of Cancer Research UK:
[JOURNAL NAME] (reference citation), copyright (year of publication)

We are certain that all parties will benefit from this agreement and wish you the best in the
use of this material. Thank you.
Special Terms:
v1.1
Questions? customercare@copyright.com or +1-855-239-3415 (toll free in the US) or
+1-978-646-2777.

AIP PUBLISHING LLC LICENSE
TERMS AND CONDITIONS
Apr 05, 2017

This Agreement between Ryan C Herchig ("You") and AIP Publishing LLC ("AIP
Publishing LLC") consists of your license details and the terms and conditions provided by
AIP Publishing LLC and Copyright Clearance Center.
License Number

4082691224653

License date
Licensed Content Publisher

AIP Publishing LLC

Licensed Content Publication Applied Physics Letters
Licensed Content Title

A solid-state refrigerator based on the electrocaloric effect

Licensed Content Author

Yanbing Jia,Y. Sungtaek Ju

Licensed Content Date

Jun 11, 2012

Licensed Content Volume

100

Licensed Content Issue

24

Type of Use

Thesis/Dissertation

Requestor type

Student

Format

Electronic

Portion

Figure/Table

Number of figures/tables

2

Title of your thesis /
dissertation

Complex Electric-field Induced Phenomena in
Ferroelectric/Antiferroelectric Nanowires

Expected completion date

May 2017

Estimated size (number of
pages)

227

Requestor Location

Ryan C Herchig
2256 Cabana Club Ct.
apt 102
TAMPA, FL 33612
United States
Attn: Ryan C Herchig

Billing Type

Invoice

Billing Address

Ryan C Herchig
2256 Cabana Club Ct.
apt 102
TAMPA, FL 33612
United States
Attn: Ryan C Herchig

Total
Terms and Conditions

0.00 USD

AIP Publishing LLC -- Terms and Conditions: Permissions Uses
AIP Publishing hereby grants to you the non-exclusive right and license to use and/or distribute
the Material according to the use specified in your order, on a one-time basis, for the specified
term, with a maximum distribution equal to the number that you have ordered. Any links or other
content accompanying the Material are not the subject of this license.
1. You agree to include the following copyright and permission notice with the reproduction of
the Material:"Reprinted from [FULL CITATION], with the permission of AIP Publishing." For
an article, the credit line and permission notice must be printed on the first page of the
article or book chapter. For photographs, covers, or tables, the notice may appear with the
Material, in a footnote, or in the reference list.
2. If you have licensed reuse of a figure, photograph, cover, or table, it is your responsibility
to ensure that the material is original to AIP Publishing and does not contain the copyright
of another entity, and that the copyright notice of the figure, photograph, cover, or table
does not indicate that it was reprinted by AIP Publishing, with permission, from another
source. Under no circumstances does AIP Publishing purport or intend to grant permission
to reuse material to which it does not hold appropriate rights.
You may not alter or modify the Material in any manner. You may translate the Material
into another language only if you have licensed translation rights. You may not use the
Material for promotional purposes.
3. The foregoing license shall not take effect unless and until AIP Publishing or its agent,
Copyright Clearance Center, receives the Payment in accordance with Copyright Clearance
Center Billing and Payment Terms and Conditions, which are incorporated herein by
reference.
4. AIP Publishing or Copyright Clearance Center may, within two business days of granting
this license, revoke the license for any reason whatsoever, with a full refund payable to
you. Should you violate the terms of this license at any time, AIP Publishing, or Copyright
Clearance Center may revoke the license with no refund to you. Notice of such revocation
will be made using the contact information provided by you. Failure to receive such notice
will not nullify the revocation.
5. AIP Publishing makes no representations or warranties with respect to the Material. You
agree to indemnify and hold harmless AIP Publishing, and their officers, directors,
employees or agents from and against any and all claims arising out of your use of the
Material other than as specifically authorized herein.
6. The permission granted herein is personal to you and is not transferable or assignable
without the prior written permission of AIP Publishing. This license may not be amended
except in a writing signed by the party to be charged.
7. If purchase orders, acknowledgments or check endorsements are issued on any forms
containing terms and conditions which are inconsistent with these provisions, such
inconsistent terms and conditions shall be of no force and effect. This document, including
the CCC Billing and Payment Terms and Conditions, shall be the entire agreement between
the parties relating to the subject matter hereof.

This Agreement shall be governed by and construed in accordance with the laws of the State
of New York. Both parties hereby submit to the jurisdiction of the courts of New York
County for purposes of resolving any disputes that may arise hereunder.
V1.1
Questions? customercare@copyright.com or +1-855-239-3415 (toll free in the US) or
+1-978-646-2777.

ELSEVIER LICENSE
TERMS AND CONDITIONS
Apr 05, 2017

This Agreement between Ryan C Herchig ("You") and Elsevier ("Elsevier") consists of your
license details and the terms and conditions provided by Elsevier and Copyright Clearance
Center.
License Number

4082700230508

License date
Licensed Content Publisher

Elsevier

Licensed Content Publication Materials Science and Engineering: B
Licensed Content Title

Synthesis of potassium sodium niobate nanostructures by
hydrothermal combining with the sol-gel method

Licensed Content Author

Xianghe Meng,Wen Wang,Hua Ke,Jiancun Rao,Yu Zhou

Licensed Content Date

October 2016

Licensed Content Volume

212

Licensed Content Issue

n/a

Licensed Content Pages

6

Start Page

1

End Page

6

Type of Use

reuse in a thesis/dissertation

Intended publisher of new
work

other

Portion

figures/tables/illustrations

Number of
figures/tables/illustrations

2

Format

electronic

Are you the author of this
Elsevier article?

No

Will you be translating?

No

Order reference number
Original figure numbers

Figure 3 (a) , Figure 5

Title of your
thesis/dissertation

Complex Electric-field Induced Phenomena in
Ferroelectric/Antiferroelectric Nanowires

Expected completion date

May 2017

Estimated size (number of
pages)

227

Elsevier VAT number

GB 494 6272 12

Requestor Location

Ryan C Herchig
2256 Cabana Club Ct.
apt 102

TAMPA, FL 33612
United States
Attn: Ryan C Herchig
Publisher Tax ID

98-0397604

Total

0.00 USD

Terms and Conditions

INTRODUCTION
1. The publisher for this copyrighted material is Elsevier. By clicking "accept" in
connection with completing this licensing transaction, you agree that the following terms
and conditions apply to this transaction (along with the Billing and Payment terms and
conditions established by Copyright Clearance Center, Inc. ("CCC"), at the time that you
opened your Rightslink account and that are available at any time at
http://myaccount.copyright.com).
GENERAL TERMS
2. Elsevier hereby grants you permission to reproduce the aforementioned material subject to
the terms and conditions indicated.
3. Acknowledgement: If any part of the material to be used (for example, figures) has
appeared in our publication with credit or acknowledgement to another source, permission
must also be sought from that source. If such permission is not obtained then that material
may not be included in your publication/copies. Suitable acknowledgement to the source
must be made, either as a footnote or in a reference list at the end of your publication, as
follows:
"Reprinted from Publication title, Vol /edition number, Author(s), Title of article / title of
chapter, Pages No., Copyright (Year), with permission from Elsevier [OR APPLICABLE
SOCIETY COPYRIGHT OWNER]." Also Lancet special credit - "Reprinted from The
Lancet, Vol. number, Author(s), Title of article, Pages No., Copyright (Year), with
permission from Elsevier."
4. Reproduction of this material is confined to the purpose and/or media for which
permission is hereby given.
5. Altering/Modifying Material: Not Permitted. However figures and illustrations may be
altered/adapted minimally to serve your work. Any other abbreviations, additions, deletions
and/or any other alterations shall be made only with prior written authorization of Elsevier
Ltd. (Please contact Elsevier at permissions@elsevier.com). No modifications can be made
to any Lancet figures/tables and they must be reproduced in full.
6. If the permission fee for the requested use of our material is waived in this instance,
please be advised that your future requests for Elsevier materials may attract a fee.
7. Reservation of Rights: Publisher reserves all rights not specifically granted in the
combination of (i) the license details provided by you and accepted in the course of this
licensing transaction, (ii) these terms and conditions and (iii) CCC's Billing and Payment
terms and conditions.
8. License Contingent Upon Payment: While you may exercise the rights licensed
immediately upon issuance of the license at the end of the licensing process for the
transaction, provided that you have disclosed complete and accurate details of your proposed
use, no license is finally effective unless and until full payment is received from you (either
by publisher or by CCC) as provided in CCC's Billing and Payment terms and conditions. If
full payment is not received on a timely basis, then any license preliminarily granted shall be
deemed automatically revoked and shall be void as if never granted. Further, in the event
that you breach any of these terms and conditions or any of CCC's Billing and Payment

terms and conditions, the license is automatically revoked and shall be void as if never
granted. Use of materials as described in a revoked license, as well as any use of the
materials beyond the scope of an unrevoked license, may constitute copyright infringement
and publisher reserves the right to take any and all action to protect its copyright in the
materials.
9. Warranties: Publisher makes no representations or warranties with respect to the licensed
material.
10. Indemnity: You hereby indemnify and agree to hold harmless publisher and CCC, and
their respective officers, directors, employees and agents, from and against any and all
claims arising out of your use of the licensed material other than as specifically authorized
pursuant to this license.
11. No Transfer of License: This license is personal to you and may not be sublicensed,
assigned, or transferred by you to any other person without publisher's written permission.
12. No Amendment Except in Writing: This license may not be amended except in a writing
signed by both parties (or, in the case of publisher, by CCC on publisher's behalf).
13. Objection to Contrary Terms: Publisher hereby objects to any terms contained in any
purchase order, acknowledgment, check endorsement or other writing prepared by you,
which terms are inconsistent with these terms and conditions or CCC's Billing and Payment
terms and conditions. These terms and conditions, together with CCC's Billing and Payment
terms and conditions (which are incorporated herein), comprise the entire agreement
between you and publisher (and CCC) concerning this licensing transaction. In the event of
any conflict between your obligations established by these terms and conditions and those
established by CCC's Billing and Payment terms and conditions, these terms and conditions
shall control.
14. Revocation: Elsevier or Copyright Clearance Center may deny the permissions described
in this License at their sole discretion, for any reason or no reason, with a full refund payable
to you. Notice of such denial will be made using the contact information provided by you.
Failure to receive such notice will not alter or invalidate the denial. In no event will Elsevier
or Copyright Clearance Center be responsible or liable for any costs, expenses or damage
incurred by you as a result of a denial of your permission request, other than a refund of the
amount(s) paid by you to Elsevier and/or Copyright Clearance Center for denied
permissions.
LIMITED LICENSE
The following terms and conditions apply only to specific license types:
15. Translation: This permission is granted for non-exclusive world English rights only
unless your license was granted for translation rights. If you licensed translation rights you
may only translate this content into the languages you requested. A professional translator
must perform all translations and reproduce the content word for word preserving the
integrity of the article.
16. Posting licensed content on any Website: The following terms and conditions apply as
follows: Licensing material from an Elsevier journal: All content posted to the web site must
maintain the copyright information line on the bottom of each image; A hyper-text must be
included to the Homepage of the journal from which you are licensing at
http://www.sciencedirect.com/science/journal/xxxxx or the Elsevier homepage for books at
http://www.elsevier.com; Central Storage: This license does not include permission for a
scanned version of the material to be stored in a central repository such as that provided by
Heron/XanEdu.

Licensing material from an Elsevier book: A hyper-text link must be included to the Elsevier
homepage at http://www.elsevier.com . All content posted to the web site must maintain the
copyright information line on the bottom of each image.
Posting licensed content on Electronic reserve: In addition to the above the following
clauses are applicable: The web site must be password-protected and made available only to
bona fide students registered on a relevant course. This permission is granted for 1 year only.
You may obtain a new license for future website posting.
17. For journal authors: the following clauses are applicable in addition to the above:
Preprints:
A preprint is an author's own write-up of research results and analysis, it has not been peerreviewed, nor has it had any other value added to it by a publisher (such as formatting,
copyright, technical enhancement etc.).
Authors can share their preprints anywhere at any time. Preprints should not be added to or
enhanced in any way in order to appear more like, or to substitute for, the final versions of
articles however authors can update their preprints on arXiv or RePEc with their Accepted
Author Manuscript (see below).
If accepted for publication, we encourage authors to link from the preprint to their formal
publication via its DOI. Millions of researchers have access to the formal publications on
ScienceDirect, and so links will help users to find, access, cite and use the best available
version. Please note that Cell Press, The Lancet and some society-owned have different
preprint policies. Information on these policies is available on the journal homepage.
Accepted Author Manuscripts: An accepted author manuscript is the manuscript of an
article that has been accepted for publication and which typically includes authorincorporated changes suggested during submission, peer review and editor-author
communications.
Authors can share their accepted author manuscript:
• immediately
◦ via their non-commercial person homepage or blog
◦ by updating a preprint in arXiv or RePEc with the accepted manuscript
◦ via their research institute or institutional repository for internal institutional
uses or as part of an invitation-only research collaboration work-group
◦ directly by providing copies to their students or to research collaborators for
their personal use
◦ for private scholarly sharing as part of an invitation-only work group on
commercial sites with which Elsevier has an agreement
• After the embargo period
◦ via non-commercial hosting platforms such as their institutional repository
◦ via commercial sites with which Elsevier has an agreement
In all cases accepted manuscripts should:
• link to the formal publication via its DOI
• bear a CC-BY-NC-ND license - this is easy to do
• if aggregated with other manuscripts, for example in a repository or other site, be
shared in alignment with our hosting policy not be added to or enhanced in any way to
appear more like, or to substitute for, the published journal article.

Published journal article (JPA): A published journal article (PJA) is the definitive final
record of published research that appears or will appear in the journal and embodies all
value-adding publishing activities including peer review co-ordination, copy-editing,
formatting, (if relevant) pagination and online enrichment.
Policies for sharing publishing journal articles differ for subscription and gold open access
articles:
Subscription Articles: If you are an author, please share a link to your article rather than the
full-text. Millions of researchers have access to the formal publications on ScienceDirect,
and so links will help your users to find, access, cite, and use the best available version.
Theses and dissertations which contain embedded PJAs as part of the formal submission can
be posted publicly by the awarding institution with DOI links back to the formal
publications on ScienceDirect.
If you are affiliated with a library that subscribes to ScienceDirect you have additional
private sharing rights for others' research accessed under that agreement. This includes use
for classroom teaching and internal training at the institution (including use in course packs
and courseware programs), and inclusion of the article for grant funding purposes.
Gold Open Access Articles: May be shared according to the author-selected end-user
license and should contain a CrossMark logo, the end user license, and a DOI link to the
formal publication on ScienceDirect.
Please refer to Elsevier's posting policy for further information.
18. For book authors the following clauses are applicable in addition to the above:
Authors are permitted to place a brief summary of their work online only. You are not
allowed to download and post the published electronic version of your chapter, nor may you
scan the printed edition to create an electronic version. Posting to a repository: Authors are
permitted to post a summary of their chapter only in their institution's repository.
19. Thesis/Dissertation: If your license is for use in a thesis/dissertation your thesis may be
submitted to your institution in either print or electronic form. Should your thesis be
published commercially, please reapply for permission. These requirements include
permission for the Library and Archives of Canada to supply single copies, on demand, of
the complete thesis and include permission for Proquest/UMI to supply single copies, on
demand, of the complete thesis. Should your thesis be published commercially, please
reapply for permission. Theses and dissertations which contain embedded PJAs as part of
the formal submission can be posted publicly by the awarding institution with DOI links
back to the formal publications on ScienceDirect.
Elsevier Open Access Terms and Conditions
You can publish open access with Elsevier in hundreds of open access journals or in nearly
2000 established subscription journals that support open access publishing. Permitted third
party re-use of these open access articles is defined by the author's choice of Creative
Commons user license. See our open access license policy for more information.
Terms & Conditions applicable to all Open Access articles published with Elsevier:
Any reuse of the article must not represent the author as endorsing the adaptation of the
article nor should the article be modified in such a way as to damage the author's honour or
reputation. If any changes have been made, such changes must be clearly indicated.
The author(s) must be appropriately credited and we ask that you include the end user
license and a DOI link to the formal publication on ScienceDirect.
If any part of the material to be used (for example, figures) has appeared in our publication
with credit or acknowledgement to another source it is the responsibility of the user to
ensure their reuse complies with the terms and conditions determined by the rights holder.

Additional Terms & Conditions applicable to each Creative Commons user license:
CC BY: The CC-BY license allows users to copy, to create extracts, abstracts and new
works from the Article, to alter and revise the Article and to make commercial use of the
Article (including reuse and/or resale of the Article by commercial entities), provided the
user gives appropriate credit (with a link to the formal publication through the relevant
DOI), provides a link to the license, indicates if changes were made and the licensor is not
represented as endorsing the use made of the work. The full details of the license are
available at http://creativecommons.org/licenses/by/4.0.
CC BY NC SA: The CC BY-NC-SA license allows users to copy, to create extracts,
abstracts and new works from the Article, to alter and revise the Article, provided this is not
done for commercial purposes, and that the user gives appropriate credit (with a link to the
formal publication through the relevant DOI), provides a link to the license, indicates if
changes were made and the licensor is not represented as endorsing the use made of the
work. Further, any new works must be made available on the same conditions. The full
details of the license are available at http://creativecommons.org/licenses/by-nc-sa/4.0.
CC BY NC ND: The CC BY-NC-ND license allows users to copy and distribute the Article,
provided this is not done for commercial purposes and further does not permit distribution of
the Article if it is changed or edited in any way, and provided the user gives appropriate
credit (with a link to the formal publication through the relevant DOI), provides a link to the
license, and that the licensor is not represented as endorsing the use made of the work. The
full details of the license are available at http://creativecommons.org/licenses/by-nc-nd/4.0.
Any commercial reuse of Open Access articles published with a CC BY NC SA or CC BY
NC ND license requires permission from Elsevier and will be subject to a fee.
Commercial reuse includes:
•
•
•
•

Associating advertising with the full text of the Article
Charging fees for document delivery or access
Article aggregation
Systematic distribution via e-mail lists or share buttons

Posting or linking by commercial companies for use by customers of those companies.
20. Other Conditions:
v1.9
Questions? customercare@copyright.com or +1-855-239-3415 (toll free in the US) or
+1-978-646-2777.

♣qrst✉✈q✇① ②③q✇t④⑤⑥⑦ ✈q⑧⑦✇✉⑦

stt⑨✉⑩❶❶✉❷❸❸❹⑧❺⑨❻③qrst❹⑧❺❼❶❽❾✉t❺❼⑦③❿➀❼q✇❶②✈➁❹➂❹❹❹
✁✂ ✄☎ ✆ ✁☎✝ ✞✂
✟ ✆✠✂ ✡✞☛ ✝☞✞☛☎✟☎☞✞✂

✌✍✎ ✏✑✒ ✓✔✏✕

✖✗✘✙ ✚✛✜✢✢✣✢✤✥ ✦✢✥✧✢✢✤ ★✩✪✤ ✫ ✬✢✜✭✗✘✛ ✮✯✰✱✲✯✳ ✪✤✴ ✵✶✙✢✷✘✢✜
✮✯✵✶✙✢✷✘✢✜✯✳ ✭✱✤✙✘✙✥✙ ✱✸ ✩✱✲✜ ✶✘✭✢✤✙✢ ✴✢✥✪✘✶✙ ✪✤✴ ✥✗✢ ✥✢✜✣✙ ✪✤✴ ✭✱✤✴✘✥✘✱✤✙
✹✜✱✷✘✴✢✴ ✦✩ ✵✶✙✢✷✘✢✜ ✪✤✴ ✫✱✹✩✜✘✛✗✥ ✫✶✢✪✜✪✤✭✢ ✫✢✤✥✢✜✺
✻✼✽✾✿❀✾ ❁❂❃❄✾✎
✻✼✽✾✿❀✾ ❉❊❋✾
✻✼✽✾✿❀✾❉ ●❍✿❋✾✿❋ ■❂❄❏✼❀❑✾✎
✻✼✽✾✿❀✾❉ ●❍✿❋✾✿❋ ■❂❄❏✼✽❊❋✼❍✿
✻✼✽✾✿❀✾❉ ●❍✿❋✾✿❋ ❙✼❋❏✾

✑✔❅✕❆❇✔✏✑✑❆❈✕

▲❏❀✾▼✼✾✎
◆✿❋✾✎✿❊❋✼❍✿❊❏ ❖❍❂✎✿❊❏ ❍P ◗✾P✎✼❘✾✎❊❋✼❍✿
▲❏✾✽❋✎❍✽❊❏❍✎✼✽ ✎✾P✎✼❘✾✎❊❋✼❍✿❚ ❙❑✾✎❃❍❉❯✿❊❃✼✽❀✒ ❀❋❊❋✾ ❍P ❋❑✾ ❊✎❋ ❊✿❉ P❂❋❂✎✾
✍✾✎❀✍✾✽❋✼▼✾❀
❱❲ ❳❨❄❍❏❋✒✌❲ ❩✼❋❊✿❍▼❀❬✼✒❖❲ ❙❂❭✾❬✒✌❲ ■❍✎✾❉❍❭
✻✼✽✾✿❀✾❉ ●❍✿❋✾✿❋ ✌❂❋❑❍✎
✌✍✎✼❏ ✓✔✏✑
✻✼✽✾✿❀✾❉ ●❍✿❋✾✿❋ ❪❊❋✾
✑✔
✻✼✽✾✿❀✾❉ ●❍✿❋✾✿❋ ❫❍❏❂❃✾
✻✼✽✾✿❀✾❉ ●❍✿❋✾✿❋ ◆❀❀❂✾
✿❴❊
✏❇
✻✼✽✾✿❀✾❉ ●❍✿❋✾✿❋ ■❊❘✾❀
❵❋❊✎❋ ■❊❘✾
✏✕✑
▲✿❉ ■❊❘✾
✏❅❅
✎✾❂❀✾ ✼✿ ❊ ❋❑✾❀✼❀❴❉✼❀❀✾✎❋❊❋✼❍✿
❙❯✍✾ ❍P ❛❀✾
◆✿❋✾✿❉✾❉ ✍❂❄❏✼❀❑✾✎ ❍P ✿✾❜ ❜❍✎❬ ❍❋❑✾✎
■❍✎❋✼❍✿
P✼❘❂✎✾❀❴❋❊❄❏✾❀❴✼❏❏❂❀❋✎❊❋✼❍✿❀
✏
❁❂❃❄✾✎ ❍P P✼❘❂✎✾❀❴❋❊❄❏✾❀
❴✼❏❏❂❀❋✎❊❋✼❍✿❀
❝❍✎❃❊❋
✾❏✾✽❋✎❍✿✼✽
✌✎✾ ❯❍❂ ❋❑✾ ❊❂❋❑❍✎ ❍P ❋❑✼❀
❁❍
▲❏❀✾▼✼✾✎ ❊✎❋✼✽❏✾❞
❡✼❏❏ ❯❍❂ ❄✾ ❋✎❊✿❀❏❊❋✼✿❘❞
❁❍
❳✎❉✾✎ ✎✾P✾✎✾✿✽✾ ✿❂❃❄✾✎
❳✎✼❘✼✿❊❏ P✼❘❂✎✾ ✿❂❃❄✾✎❀
❝✼❘❂✎✾ ✓
❙✼❋❏✾ ❍P ❯❍❂✎ ❋❑✾❀✼❀❴❉✼❀❀✾✎❋❊❋✼❍✿ ●❍❃✍❏✾❢ ▲❏✾✽❋✎✼✽❣P✼✾❏❉ ◆✿❉❂✽✾❉ ■❑✾✿❍❃✾✿❊ ✼✿ ❝✾✎✎❍✾❏✾✽❋✎✼✽❴✌✿❋✼P✾✎✎❍✾❏✾✽❋✎✼✽
❁❊✿❍❜✼✎✾❀
▲❢✍✾✽❋✾❉ ✽❍❃✍❏✾❋✼❍✿ ❉❊❋✾
❱❊❯ ✓✔✏✕
▲❀❋✼❃❊❋✾❉ ❀✼❤✾ ✐✿❂❃❄✾✎ ❍P
✓✓✕
✍❊❘✾❀❥
▲❏❀✾▼✼✾✎ ❫✌❙ ✿❂❃❄✾✎
❦❧ ✑♠✑ ❆✓✕✓ ✏✓
◗✾♥❂✾❀❋❍✎ ✻❍✽❊❋✼❍✿
◗❯❊✿ ● ♦✾✎✽❑✼❘
✓✓❇❆ ●❊❄❊✿❊ ●❏❂❄ ●❋❲
❊✍❋ ✏✔✓
❙✌❱■✌✒ ❝✻ ❈❈❆✏✓
❷ ❺➃ ➄

❸➅❶❷➅❶➆❸❷➇ ❸➈⑩➆➉ ❿➊

⑤⑥⑦⑧⑨⑩❶⑥❷❸ ❹❺⑥❷⑨❻❼❽❾ ❶⑥❿❾❷⑩❾

✓✔✕✖✂✟✑☎✎ ✗✞✘ ✙✚
★✂✖✖✂✁✒ ✗☞✩☎
★✂✖✖✂✁✒ ✠✆✆✎☎✟✟

✗✫✄✞✖
✗☎✎✴✟ ✞✁✆ ✌✫✁✆✂✄✂✫✁✟

⑧⑨⑨➀⑩➁➂➂⑩➃➄➄➅❿➆➀➇❺⑥⑦⑧⑨➅❿➆➈➂➉➊⑩⑨➆➈❾❺➋➌➈⑥❷➂❹❶➍➅➎➅➅➅
✁✂✄☎✆ ✝✄✞✄☎✟
✠✄✄✁✡ ☛☞✞✁ ✌ ✍☎✎✏✑✂✒
✛✜✢✣✤✛✥✦✣✧
✙✁✪✫✂✏☎
☛☞✞✁ ✌ ✍☎✎✏✑✂✒
✬✬✭✦ ✌✞✕✞✁✞ ✌✖✔✕ ✌✄✮
✞✩✄ ✯✣✬
✗✠✰✓✠✱ ✲✳ ✤✤✦✯✬
✁✂✄☎✆ ✝✄✞✄☎✟
✠✄✄✁✡ ☛☞✞✁ ✌ ✍☎✎✏✑✂✒
✣✮✣✣ ✝✚

✵✶✷✸✹✺✻✼✷✵✹✶
✽✾ ✿❀❁ ❂❃❄❅❆❇❀❁❈ ❉❊❈ ❋❀❆❇ ●❊❂❍❈❆■❀❋❁❏ ❑▲❋❁❈❆▲❅ ❆❇ ▼❅❇❁◆❆❁❈✾ ❖❍ ●❅❆●P❆◗■
❘▲●●❁❂❋❘ ❆◗ ●❊◗◗❁●❋❆❊◗ ❙❆❋❀ ●❊❑❂❅❁❋❆◗■ ❋❀❆❇ ❅❆●❁◗❇❆◗■ ❋❈▲◗❇▲●❋❆❊◗❚ ❍❊❃
▲■❈❁❁ ❋❀▲❋ ❋❀❁ ❉❊❅❅❊❙❆◗■ ❋❁❈❑❇ ▲◗❏ ●❊◗❏❆❋❆❊◗❇ ▲❂❂❅❍ ❋❊ ❋❀❆❇ ❋❈▲◗❇▲●❋❆❊◗
❯▲❅❊◗■ ❙❆❋❀ ❋❀❁ ❖❆❅❅❆◗■ ▲◗❏ ❱▲❍❑❁◗❋ ❋❁❈❑❇ ▲◗❏ ●❊◗❏❆❋❆❊◗❇ ❁❇❋▲❄❅❆❇❀❁❏ ❄❍
❲❊❂❍❈❆■❀❋ ❲❅❁▲❈▲◗●❁ ❲❁◗❋❁❈❚ ❳◗●✾ ❯❘❲❲❲❘❨❚ ▲❋ ❋❀❁ ❋❆❑❁ ❋❀▲❋ ❍❊❃ ❊❂❁◗❁❏
❍❊❃❈ ❩❆■❀❋❇❅❆◗P ▲●●❊❃◗❋ ▲◗❏ ❋❀▲❋ ▲❈❁ ▲◆▲❆❅▲❄❅❁ ▲❋ ▲◗❍ ❋❆❑❁ ▲❋
❀❋❋❂❬❭❭❑❍▲●●❊❃◗❋✾●❊❂❍❈❆■❀❋✾●❊❑❨✾
❪❫✶❫✸❴❵ ✷❫✸❛❜
❝✾ ▼❅❇❁◆❆❁❈ ❀❁❈❁❄❍ ■❈▲◗❋❇ ❍❊❃ ❂❁❈❑❆❇❇❆❊◗ ❋❊ ❈❁❂❈❊❏❃●❁ ❋❀❁
▲❉❊❈❁❑❁◗❋❆❊◗❁❏ ❑▲❋❁❈❆▲❅ ❇❃❄❞❁●❋ ❋❊ ❋❀❁ ❋❁❈❑❇ ▲◗❏ ●❊◗❏❆❋❆❊◗❇ ❆◗❏❆●▲❋❁❏✾
❡✾ ❢●P◗❊❙❅❁❏■❁❑❁◗❋❬ ❳❉ ▲◗❍ ❂▲❈❋ ❊❉ ❋❀❁ ❑▲❋❁❈❆▲❅ ❋❊ ❄❁ ❃❇❁❏ ❯❉❊❈ ❁❣▲❑❂❅❁❚
❤■❃❈❁❇❨ ❀▲❇ ▲❂❂❁▲❈❁❏ ❆◗ ❊❃❈ ❂❃❄❅❆●▲❋❆❊◗ ❙❆❋❀ ●❈❁❏❆❋ ❊❈ ▲●P◗❊❙❅❁❏■❁❑❁◗❋
❋❊ ▲◗❊❋❀❁❈ ❇❊❃❈●❁❚ ❂❁❈❑❆❇❇❆❊◗ ❑❃❇❋ ▲❅❇❊ ❄❁ ❇❊❃■❀❋ ❉❈❊❑ ❋❀▲❋ ❇❊❃❈●❁✾ ❳❉
❇❃●❀ ❂❁❈❑❆❇❇❆❊◗ ❆❇ ◗❊❋ ❊❄❋▲❆◗❁❏ ❋❀❁◗ ❋❀▲❋ ❑▲❋❁❈❆▲❅ ❑▲❍ ◗❊❋ ❄❁ ❆◗●❅❃❏❁❏
❆◗ ❍❊❃❈ ❂❃❄❅❆●▲❋❆❊◗❭●❊❂❆❁❇✾ ✐❃❆❋▲❄❅❁ ▲●P◗❊❙❅❁❏■❁❑❁◗❋ ❋❊ ❋❀❁ ❇❊❃❈●❁
❑❃❇❋ ❄❁ ❑▲❏❁❚ ❁❆❋❀❁❈ ▲❇ ▲ ❉❊❊❋◗❊❋❁ ❊❈ ❆◗ ▲ ❈❁❉❁❈❁◗●❁ ❅❆❇❋ ▲❋ ❋❀❁ ❁◗❏ ❊❉
❍❊❃❈ ❂❃❄❅❆●▲❋❆❊◗❚ ▲❇ ❉❊❅❅❊❙❇❬
❘❩❁❂❈❆◗❋❁❏ ❉❈❊❑ ❱❃❄❅❆●▲❋❆❊◗ ❋❆❋❅❁❚ ❥❊❅ ❭❁❏❆❋❆❊◗ ◗❃❑❄❁❈❚ ❢❃❋❀❊❈❯❇❨❚ ✿❆❋❅❁ ❊❉
▲❈❋❆●❅❁ ❭ ❋❆❋❅❁ ❊❉ ●❀▲❂❋❁❈❚ ❱▲■❁❇ ❦❊✾❚ ❲❊❂❍❈❆■❀❋ ❯❧❁▲❈❨❚ ❙❆❋❀ ❂❁❈❑❆❇❇❆❊◗
❉❈❊❑ ▼❅❇❁◆❆❁❈ ♠♥❩ ❢❱❱♦❳❲❢❖♦▼ ✐♥❲❳▼✿❧ ❲♥❱❧❩❳♣q✿ ♥r❦▼❩s✾❘ ❢❅❇❊
♦▲◗●❁❋ ❇❂❁●❆▲❅ ●❈❁❏❆❋ t ❘❩❁❂❈❆◗❋❁❏ ❉❈❊❑ ✿❀❁ ♦▲◗●❁❋❚ ❥❊❅✾ ◗❃❑❄❁❈❚
❢❃❋❀❊❈❯❇❨❚ ✿❆❋❅❁ ❊❉ ▲❈❋❆●❅❁❚ ❱▲■❁❇ ❦❊✾❚ ❲❊❂❍❈❆■❀❋ ❯❧❁▲❈❨❚ ❙❆❋❀ ❂❁❈❑❆❇❇❆❊◗
❉❈❊❑ ▼❅❇❁◆❆❁❈✾❘
✉✾ ❩❁❂❈❊❏❃●❋❆❊◗ ❊❉ ❋❀❆❇ ❑▲❋❁❈❆▲❅ ❆❇ ●❊◗❤◗❁❏ ❋❊ ❋❀❁ ❂❃❈❂❊❇❁ ▲◗❏❭❊❈ ❑❁❏❆▲
❉❊❈ ❙❀❆●❀ ❂❁❈❑❆❇❇❆❊◗ ❆❇ ❀❁❈❁❄❍ ■❆◆❁◗✾
✈✾ ❢❅❋❁❈❆◗■❭✇❊❏❆❉❍❆◗■ ✇▲❋❁❈❆▲❅❬ ❦❊❋ ❱❁❈❑❆❋❋❁❏✾ q❊❙❁◆❁❈ ❤■❃❈❁❇ ▲◗❏
❆❅❅❃❇❋❈▲❋❆❊◗❇ ❑▲❍ ❄❁ ▲❅❋❁❈❁❏❭▲❏▲❂❋❁❏ ❑❆◗❆❑▲❅❅❍ ❋❊ ❇❁❈◆❁ ❍❊❃❈ ❙❊❈P✾ ❢◗❍
❊❋❀❁❈ ▲❄❄❈❁◆❆▲❋❆❊◗❇❚ ▲❏❏❆❋❆❊◗❇❚ ❏❁❅❁❋❆❊◗❇ ▲◗❏❭❊❈ ▲◗❍ ❊❋❀❁❈ ▲❅❋❁❈▲❋❆❊◗❇
❇❀▲❅❅ ❄❁ ❑▲❏❁ ❊◗❅❍ ❙❆❋❀ ❂❈❆❊❈ ❙❈❆❋❋❁◗ ▲❃❋❀❊❈❆①▲❋❆❊◗ ❊❉ ▼❅❇❁◆❆❁❈ ♦❋❏✾
❯❱❅❁▲❇❁ ●❊◗❋▲●❋ ▼❅❇❁◆❆❁❈ ▲❋ ❂❁❈❑❆❇❇❆❊◗❇②❁❅❇❁◆❆❁❈✾●❊❑❨✾ ❦❊ ❑❊❏❆❤●▲❋❆❊◗❇
●▲◗ ❄❁ ❑▲❏❁ ❋❊ ▲◗❍ ♦▲◗●❁❋ ❤■❃❈❁❇❭❋▲❄❅❁❇ ▲◗❏ ❋❀❁❍ ❑❃❇❋ ❄❁ ❈❁❂❈❊❏❃●❁❏
❆◗ ❉❃❅❅✾
③✾ ❳❉ ❋❀❁ ❂❁❈❑❆❇❇❆❊◗ ❉❁❁ ❉❊❈ ❋❀❁ ❈❁④❃❁❇❋❁❏ ❃❇❁ ❊❉ ❊❃❈ ❑▲❋❁❈❆▲❅ ❆❇ ❙▲❆◆❁❏ ❆◗

➏ ➆➐ ➑

➄➒➂➃➒➂➏➄➃➓ ➄➔➁➏→ ➋➣

✾✿❀❁❂❃❄✿❅❆ ❇❈✿❅❂❉❊❋● ❄✿❍●❅❃●

❁❂❂■❃❏❑❑❃▲▼▼◆❍❖■P❈✿❀❁❂◆❍❖◗❑❘❙❃❂❖◗●❈❚❯◗✿❅❑❇❄❱◆❲◆◆◆

✁✂✄ ✂☎✄ ✆☎✝✞✟ ✠✡✞✆✄✞ ☛✞ ✆☞✌✂✄✞☞ ✁✆ ✍✎✏✑ ✒✏ ✏✑✞ ✑✞✓✏✞✄ ✄ ✒✎✑ ✔✡✄✞✌✂✞✑
✕✆ ✞✑✂✆✡✄ ✕✆✍ ✆ ✑✆✝ ✆ ✒✞✞✖
✗✖ ✘✞✄✞✑✌✆ ✂✎☎ ✎✒ ✘✂✙✁ ✄✚ ✛✏☛✡✂✄✁✞✑ ✑✞✄✞✑✌✞✄ ✆✡✡ ✑✂✙✁ ✄ ☎✎ ✄✠✞✝✂✜✝✆✡✡✍
✙✑✆☎ ✞☞ ✂☎ ✁✞ ✝✎✕☛✂☎✆ ✂✎☎ ✎✒ ✢✂✣ ✁✞ ✡✂✝✞☎✄✞ ☞✞ ✆✂✡✄ ✠✑✎✌✂☞✞☞ ☛✍ ✍✎✏ ✆☎☞
✆✝✝✞✠ ✞☞ ✂☎ ✁✞ ✝✎✏✑✄✞ ✎✒ ✁✂✄ ✡✂✝✞☎✄✂☎✙ ✑✆☎✄✆✝ ✂✎☎✟ ✢✂✂✣ ✁✞✄✞ ✞✑✕✄ ✆☎☞
✝✎☎☞✂ ✂✎☎✄ ✆☎☞ ✢✂✂✂✣ ✤✤✤✥✄ ✦✂✡✡✂☎✙ ✆☎☞ ✛✆✍✕✞☎ ✞✑✕✄ ✆☎☞ ✝✎☎☞✂ ✂✎☎✄✖
✧✖ ★✂✝✞☎✄✞ ✤✎☎ ✂☎✙✞☎ ✩✠✎☎ ✛✆✍✕✞☎ ✚ ✪✁✂✡✞ ✍✎✏ ✕✆✍ ✞✫✞✑✝✂✄✞ ✁✞ ✑✂✙✁ ✄
✡✂✝✞☎✄✞☞ ✂✕✕✞☞✂✆ ✞✡✍ ✏✠✎☎ ✂✄✄✏✆☎✝✞ ✎✒ ✁✞ ✡✂✝✞☎✄✞ ✆ ✁✞ ✞☎☞ ✎✒ ✁✞
✡✂✝✞☎✄✂☎✙ ✠✑✎✝✞✄✄ ✒✎✑ ✁✞ ✑✆☎✄✆✝ ✂✎☎✟ ✠✑✎✌✂☞✞☞ ✁✆ ✍✎✏ ✁✆✌✞ ☞✂✄✝✡✎✄✞☞
✝✎✕✠✡✞ ✞ ✆☎☞ ✆✝✝✏✑✆ ✞ ☞✞ ✆✂✡✄ ✎✒ ✍✎✏✑ ✠✑✎✠✎✄✞☞ ✏✄✞✟ ☎✎ ✡✂✝✞☎✄✞ ✂✄ ✜☎✆✡✡✍
✞✬✞✝ ✂✌✞ ✏☎✡✞✄✄ ✆☎☞ ✏☎ ✂✡ ✒✏✡✡ ✠✆✍✕✞☎ ✂✄ ✑✞✝✞✂✌✞☞ ✒✑✎✕ ✍✎✏ ✢✞✂ ✁✞✑ ☛✍
✠✏☛✡✂✄✁✞✑ ✎✑ ☛✍ ✤✤✤✣ ✆✄ ✠✑✎✌✂☞✞☞ ✂☎ ✤✤✤✥✄ ✦✂✡✡✂☎✙ ✆☎☞ ✛✆✍✕✞☎ ✞✑✕✄
✆☎☞ ✝✎☎☞✂ ✂✎☎✄✖ ✭✒ ✒✏✡✡ ✠✆✍✕✞☎ ✂✄ ☎✎ ✑✞✝✞✂✌✞☞ ✎☎ ✆ ✂✕✞✡✍ ☛✆✄✂✄✟ ✁✞☎
✆☎✍ ✡✂✝✞☎✄✞ ✠✑✞✡✂✕✂☎✆✑✂✡✍ ✙✑✆☎ ✞☞ ✄✁✆✡✡ ☛✞ ☞✞✞✕✞☞ ✆✏ ✎✕✆ ✂✝✆✡✡✍ ✑✞✌✎✮✞☞
✆☎☞ ✄✁✆✡✡ ☛✞ ✌✎✂☞ ✆✄ ✂✒ ☎✞✌✞✑ ✙✑✆☎ ✞☞✖ ✯✏✑ ✁✞✑✟ ✂☎ ✁✞ ✞✌✞☎ ✁✆ ✍✎✏
☛✑✞✆✝✁ ✆☎✍ ✎✒ ✁✞✄✞ ✞✑✕✄ ✆☎☞ ✝✎☎☞✂ ✂✎☎✄ ✎✑ ✆☎✍ ✎✒ ✤✤✤✥✄ ✦✂✡✡✂☎✙ ✆☎☞
✛✆✍✕✞☎ ✞✑✕✄ ✆☎☞ ✝✎☎☞✂ ✂✎☎✄✟ ✁✞ ✡✂✝✞☎✄✞ ✂✄ ✆✏ ✎✕✆ ✂✝✆✡✡✍ ✑✞✌✎✮✞☞ ✆☎☞
✄✁✆✡✡ ☛✞ ✌✎✂☞ ✆✄ ✂✒ ☎✞✌✞✑ ✙✑✆☎ ✞☞✖ ✩✄✞ ✎✒ ✕✆ ✞✑✂✆✡✄ ✆✄ ☞✞✄✝✑✂☛✞☞ ✂☎ ✆
✑✞✌✎✮✞☞ ✡✂✝✞☎✄✞✟ ✆✄ ✰✞✡✡ ✆✄ ✆☎✍ ✏✄✞ ✎✒ ✁✞ ✕✆ ✞✑✂✆✡✄ ☛✞✍✎☎☞ ✁✞ ✄✝✎✠✞ ✎✒
✆☎ ✏☎✑✞✌✎✮✞☞ ✡✂✝✞☎✄✞✟ ✕✆✍ ✝✎☎✄ ✂ ✏ ✞ ✝✎✠✍✑✂✙✁ ✂☎✒✑✂☎✙✞✕✞☎ ✆☎☞
✠✏☛✡✂✄✁✞✑ ✑✞✄✞✑✌✞✄ ✁✞ ✑✂✙✁ ✎ ✆✮✞ ✆☎✍ ✆☎☞ ✆✡✡ ✆✝ ✂✎☎ ✎ ✠✑✎ ✞✝ ✂ ✄
✝✎✠✍✑✂✙✁ ✂☎ ✁✞ ✕✆ ✞✑✂✆✡✄✖
✱✖ ✪✆✑✑✆☎ ✂✞✄✚ ✛✏☛✡✂✄✁✞✑ ✕✆✮✞✄ ☎✎ ✑✞✠✑✞✄✞☎ ✆ ✂✎☎✄ ✎✑ ✰✆✑✑✆☎ ✂✞✄ ✰✂ ✁
✑✞✄✠✞✝ ✎ ✁✞ ✡✂✝✞☎✄✞☞ ✕✆ ✞✑✂✆✡✖
✲✳✖ ✭☎☞✞✕☎✂ ✍✚ ✴✎✏ ✁✞✑✞☛✍ ✂☎☞✞✕☎✂✒✍ ✆☎☞ ✆✙✑✞✞ ✎ ✁✎✡☞ ✁✆✑✕✡✞✄✄
✠✏☛✡✂✄✁✞✑ ✆☎☞ ✤✤✤✟ ✆☎☞ ✁✞✂✑ ✑✞✄✠✞✝ ✂✌✞ ✎✬✂✝✞✑✄✟ ☞✂✑✞✝ ✎✑✄✟ ✞✕✠✡✎✍✞✞✄
✆☎☞ ✆✙✞☎ ✄✟ ✒✑✎✕ ✆☎☞ ✆✙✆✂☎✄ ✆☎✍ ✆☎☞ ✆✡✡ ✝✡✆✂✕✄ ✆✑✂✄✂☎✙ ✎✏ ✎✒ ✍✎✏✑ ✏✄✞
✎✒ ✁✞ ✡✂✝✞☎✄✞☞ ✕✆ ✞✑✂✆✡ ✎ ✁✞✑ ✁✆☎ ✆✄ ✄✠✞✝✂✜✝✆✡✡✍ ✆✏ ✁✎✑✂✵✞☞ ✠✏✑✄✏✆☎ ✎
✁✂✄ ✡✂✝✞☎✄✞✖
✲✲✖ ✶✎ ✷✑✆☎✄✒✞✑ ✎✒ ★✂✝✞☎✄✞✚ ✷✁✂✄ ✡✂✝✞☎✄✞ ✂✄ ✠✞✑✄✎☎✆✡ ✎ ✍✎✏ ✆☎☞ ✕✆✍ ☎✎
☛✞ ✄✏☛✡✂✝✞☎✄✞☞✟ ✆✄✄✂✙☎✞☞✟ ✎✑ ✑✆☎✄✒✞✑✑✞☞ ☛✍ ✍✎✏ ✎ ✆☎✍ ✎ ✁✞✑ ✠✞✑✄✎☎
✰✂ ✁✎✏ ✠✏☛✡✂✄✁✞✑✥✄ ✰✑✂ ✞☎ ✠✞✑✕✂✄✄✂✎☎✖
✲✸✖ ✶✎ ✹✕✞☎☞✕✞☎ ✔✫✝✞✠ ✂☎ ✪✑✂ ✂☎✙✚ ✷✁✂✄ ✡✂✝✞☎✄✞ ✕✆✍ ☎✎ ☛✞ ✆✕✞☎☞✞☞
✞✫✝✞✠ ✂☎ ✆ ✰✑✂ ✂☎✙ ✄✂✙☎✞☞ ☛✍ ☛✎ ✁ ✠✆✑ ✂✞✄ ✢✎✑✟ ✂☎ ✁✞ ✝✆✄✞ ✎✒ ✠✏☛✡✂✄✁✞✑✟ ☛✍
✤✤✤ ✎☎ ✠✏☛✡✂✄✁✞✑✥✄ ☛✞✁✆✡✒✣✖
✲✺✖ ✻☛✼✞✝ ✂✎☎ ✎ ✤✎☎ ✑✆✑✍ ✷✞✑✕✄✚ ✛✏☛✡✂✄✁✞✑ ✁✞✑✞☛✍ ✎☛✼✞✝ ✄ ✎ ✆☎✍ ✞✑✕✄
✝✎☎ ✆✂☎✞☞ ✂☎ ✆☎✍ ✠✏✑✝✁✆✄✞ ✎✑☞✞✑✟ ✆✝✮☎✎✰✡✞☞✙✕✞☎ ✟ ✝✁✞✝✮ ✞☎☞✎✑✄✞✕✞☎
✎✑ ✎ ✁✞✑ ✰✑✂ ✂☎✙ ✠✑✞✠✆✑✞☞ ☛✍ ✍✎✏✟ ✰✁✂✝✁ ✞✑✕✄ ✆✑✞ ✂☎✝✎☎✄✂✄ ✞☎ ✰✂ ✁
✁✞✄✞ ✞✑✕✄ ✆☎☞ ✝✎☎☞✂ ✂✎☎✄ ✎✑ ✤✤✤✥✄ ✦✂✡✡✂☎✙ ✆☎☞ ✛✆✍✕✞☎ ✞✑✕✄ ✆☎☞
✝✎☎☞✂ ✂✎☎✄✖ ✷✁✞✄✞ ✞✑✕✄ ✆☎☞ ✝✎☎☞✂ ✂✎☎✄✟ ✎✙✞ ✁✞✑ ✰✂ ✁ ✤✤✤✥✄ ✦✂✡✡✂☎✙ ✆☎☞
✛✆✍✕✞☎ ✞✑✕✄ ✆☎☞ ✝✎☎☞✂ ✂✎☎✄ ✢✰✁✂✝✁ ✆✑✞ ✂☎✝✎✑✠✎✑✆ ✞☞ ✁✞✑✞✂☎✣✟ ✝✎✕✠✑✂✄✞
✁✞ ✞☎ ✂✑✞ ✆✙✑✞✞✕✞☎ ☛✞ ✰✞✞☎ ✍✎✏ ✆☎☞ ✠✏☛✡✂✄✁✞✑ ✢✆☎☞ ✤✤✤✣ ✝✎☎✝✞✑☎✂☎✙
✁✂✄ ✡✂✝✞☎✄✂☎✙ ✑✆☎✄✆✝ ✂✎☎✖ ✭☎ ✁✞ ✞✌✞☎ ✎✒ ✆☎✍ ✝✎☎✽✂✝ ☛✞ ✰✞✞☎ ✍✎✏✑
✎☛✡✂✙✆ ✂✎☎✄ ✞✄ ✆☛✡✂✄✁✞☞ ☛✍ ✁✞✄✞ ✞✑✕✄ ✆☎☞ ✝✎☎☞✂ ✂✎☎✄ ✆☎☞ ✁✎✄✞
✞✄ ✆☛✡✂✄✁✞☞ ☛✍ ✤✤✤✥✄ ✦✂✡✡✂☎✙ ✆☎☞ ✛✆✍✕✞☎ ✞✑✕✄ ✆☎☞ ✝✎☎☞✂ ✂✎☎✄✟ ✁✞✄✞
✞✑✕✄ ✆☎☞ ✝✎☎☞✂ ✂✎☎✄ ✄✁✆✡✡ ✝✎☎ ✑✎✡✖

❳ ❖❨ ❩

▼❬❑▲❬❑❭▼▲❪ ▼❫❏❭❴ ❚❵

❱❲❳❨❩❬❭❲❪❫ ❴❵❲❪❩❛❜❝❞ ❭❲❡❞❪❬❞

❨❩❩❢❬❣❤❤❬✐❥❥❦❡❧❢♠❵❲❳❨❩❦❡❧♥❤♦♣❬❩❧♥❞❵qr♥❲❪❤❴❭s❦t❦❦❦

✁✂ ✄☎✆✝✞✟✠✡✝☛☞ ✌✍✎☎✆✡☎✏ ✝✏ ✑✝✒✓✏✡✔✕✠ ✑✍☎✟✏✟☛✞☎ ✑☎☛✠☎✏ ✖✟✓ ✗☎☛✓ ✠✕☎
✒☎✏✖✡✎✎✡✝☛✎ ✗☎✎✞✏✡✘☎✗ ✡☛ ✠✕✡✎ ✙✡✞☎☛✎☎ ✟✠ ✠✕☎✡✏ ✎✝✍☎ ✗✡✎✞✏☎✠✡✝☛✚ ✛✝✏ ✟☛✓
✏☎✟✎✝☛ ✝✏ ☛✝ ✏☎✟✎✝☛✚ ✜✡✠✕ ✟ ✛✢✍✍ ✏☎✛✢☛✗ ✒✟✓✟✘✍☎ ✠✝ ✓✝✢✂ ✣✝✠✡✞☎ ✝✛ ✎✢✞✕
✗☎☛✡✟✍ ✜✡✍✍ ✘☎ ✖✟✗☎ ✢✎✡☛✔ ✠✕☎ ✞✝☛✠✟✞✠ ✡☛✛✝✏✖✟✠✡✝☛ ✒✏✝✆✡✗☎✗ ✘✓ ✓✝✢✂
✤✟✡✍✢✏☎ ✠✝ ✏☎✞☎✡✆☎ ✎✢✞✕ ☛✝✠✡✞☎ ✜✡✍✍ ☛✝✠ ✟✍✠☎✏ ✝✏ ✡☛✆✟✍✡✗✟✠☎ ✠✕☎ ✗☎☛✡✟✍✂ ✥☛
☛✝ ☎✆☎☛✠ ✜✡✍✍ ✌✍✎☎✆✡☎✏ ✝✏ ✑✝✒✓✏✡✔✕✠ ✑✍☎✟✏✟☛✞☎ ✑☎☛✠☎✏ ✘☎ ✏☎✎✒✝☛✎✡✘✍☎ ✝✏
✍✡✟✘✍☎ ✛✝✏ ✟☛✓ ✞✝✎✠✎✚ ☎✦✒☎☛✎☎✎ ✝✏ ✗✟✖✟✔☎ ✡☛✞✢✏✏☎✗ ✘✓ ✓✝✢ ✟✎ ✟ ✏☎✎✢✍✠ ✝✛ ✟
✗☎☛✡✟✍ ✝✛ ✓✝✢✏ ✒☎✏✖✡✎✎✡✝☛ ✏☎✧✢☎✎✠✚ ✝✠✕☎✏ ✠✕✟☛ ✟ ✏☎✛✢☛✗ ✝✛ ✠✕☎ ✟✖✝✢☛✠★✎✩
✒✟✡✗ ✘✓ ✓✝✢ ✠✝ ✌✍✎☎✆✡☎✏ ✟☛✗✪✝✏ ✑✝✒✓✏✡✔✕✠ ✑✍☎✟✏✟☛✞☎ ✑☎☛✠☎✏ ✛✝✏ ✗☎☛✡☎✗
✒☎✏✖✡✎✎✡✝☛✎✂
✫✬✭✬✮✯✰ ✫✬✱✯✲✳✯
✴✕☎ ✛✝✍✍✝✜✡☛✔ ✠☎✏✖✎ ✟☛✗ ✞✝☛✗✡✠✡✝☛✎ ✟✒✒✍✓ ✝☛✍✓ ✠✝ ✎✒☎✞✡✵✞ ✍✡✞☎☛✎☎ ✠✓✒☎✎☞
✶✂ ✮✷✸✹✺✻✸✼✽✾✹☞ ✴✕✡✎ ✒☎✏✖✡✎✎✡✝☛ ✡✎ ✔✏✟☛✠☎✗ ✛✝✏ ☛✝☛✿☎✦✞✍✢✎✡✆☎ ✜✝✏✍✗
✯✹❀✻✽✺❁ ✏✡✔✕✠✎ ✝☛✍✓ ✢☛✍☎✎✎ ✓✝✢✏ ✍✡✞☎☛✎☎ ✜✟✎ ✔✏✟☛✠☎✗ ✛✝✏ ✠✏✟☛✎✍✟✠✡✝☛
✏✡✔✕✠✎✂ ✥✛ ✓✝✢ ✍✡✞☎☛✎☎✗ ✠✏✟☛✎✍✟✠✡✝☛ ✏✡✔✕✠✎ ✓✝✢ ✖✟✓ ✝☛✍✓ ✠✏✟☛✎✍✟✠☎ ✠✕✡✎
✞✝☛✠☎☛✠ ✡☛✠✝ ✠✕☎ ✍✟☛✔✢✟✔☎✎ ✓✝✢ ✏☎✧✢☎✎✠☎✗✂ ❂ ✒✏✝✛☎✎✎✡✝☛✟✍ ✠✏✟☛✎✍✟✠✝✏ ✖✢✎✠
✒☎✏✛✝✏✖ ✟✍✍ ✠✏✟☛✎✍✟✠✡✝☛✎ ✟☛✗ ✏☎✒✏✝✗✢✞☎ ✠✕☎ ✞✝☛✠☎☛✠ ✜✝✏✗ ✛✝✏ ✜✝✏✗
✒✏☎✎☎✏✆✡☛✔ ✠✕☎ ✡☛✠☎✔✏✡✠✓ ✝✛ ✠✕☎ ✟✏✠✡✞✍☎✂
❃✂ ❄✾✺✼✽✹❀ ✻✽❅❆✹✺❆❇ ❅✾✹✼❆✹✼ ✾✹ ✸✹❈ ❉❆❊✺✽✼❆☞ ✴✕☎ ✛✝✍✍✝✜✡☛✔ ✠☎✏✖✎
✟☛✗ ✞✝☛✗✡✠✡✝☛✎ ✟✒✒✍✓ ✟✎ ✛✝✍✍✝✜✎☞ ✙✡✞☎☛✎✡☛✔ ✖✟✠☎✏✡✟✍ ✛✏✝✖ ✟☛ ✌✍✎☎✆✡☎✏
❋✝✢✏☛✟✍☞ ❂✍✍ ✞✝☛✠☎☛✠ ✒✝✎✠☎✗ ✠✝ ✠✕☎ ✜☎✘ ✎✡✠☎ ✖✢✎✠ ✖✟✡☛✠✟✡☛ ✠✕☎ ✞✝✒✓✏✡✔✕✠
✡☛✛✝✏✖✟✠✡✝☛ ✍✡☛☎ ✝☛ ✠✕☎ ✘✝✠✠✝✖ ✝✛ ☎✟✞✕ ✡✖✟✔☎● ❂ ✕✓✒☎✏✿✠☎✦✠ ✖✢✎✠ ✘☎
✡☛✞✍✢✗☎✗ ✠✝ ✠✕☎ ❍✝✖☎✒✟✔☎ ✝✛ ✠✕☎ ❋✝✢✏☛✟✍ ✛✏✝✖ ✜✕✡✞✕ ✓✝✢ ✟✏☎ ✍✡✞☎☛✎✡☛✔ ✟✠
✕✠✠✒☞✪✪✜✜✜✂✎✞✡☎☛✞☎✗✡✏☎✞✠✂✞✝✖✪✎✞✡☎☛✞☎✪❋✝✢✏☛✟✍✪✦✦✦✦✦ ✝✏ ✠✕☎ ✌✍✎☎✆✡☎✏
✕✝✖☎✒✟✔☎ ✛✝✏ ✘✝✝■✎ ✟✠ ✕✠✠✒☞✪✪✜✜✜✂☎✍✎☎✆✡☎✏✂✞✝✖● ✑☎☛✠✏✟✍ ❏✠✝✏✟✔☎☞ ✴✕✡✎
✍✡✞☎☛✎☎ ✗✝☎✎ ☛✝✠ ✡☛✞✍✢✗☎ ✒☎✏✖✡✎✎✡✝☛ ✛✝✏ ✟ ✎✞✟☛☛☎✗ ✆☎✏✎✡✝☛ ✝✛ ✠✕☎ ✖✟✠☎✏✡✟✍
✠✝ ✘☎ ✎✠✝✏☎✗ ✡☛ ✟ ✞☎☛✠✏✟✍ ✏☎✒✝✎✡✠✝✏✓ ✎✢✞✕ ✟✎ ✠✕✟✠ ✒✏✝✆✡✗☎✗ ✘✓
❍☎✏✝☛✪❑✟☛✌✗✢✂
✙✡✞☎☛✎✡☛✔ ✖✟✠☎✏✡✟✍ ✛✏✝✖ ✟☛ ✌✍✎☎✆✡☎✏ ✘✝✝■☞ ❂ ✕✓✒☎✏✿✠☎✦✠ ✍✡☛■ ✖✢✎✠ ✘☎
✡☛✞✍✢✗☎✗ ✠✝ ✠✕☎ ✌✍✎☎✆✡☎✏ ✕✝✖☎✒✟✔☎ ✟✠ ✕✠✠✒☞✪✪✜✜✜✂☎✍✎☎✆✡☎✏✂✞✝✖ ✂ ❂✍✍
✞✝☛✠☎☛✠ ✒✝✎✠☎✗ ✠✝ ✠✕☎ ✜☎✘ ✎✡✠☎ ✖✢✎✠ ✖✟✡☛✠✟✡☛ ✠✕☎ ✞✝✒✓✏✡✔✕✠ ✡☛✛✝✏✖✟✠✡✝☛
✍✡☛☎ ✝☛ ✠✕☎ ✘✝✠✠✝✖ ✝✛ ☎✟✞✕ ✡✖✟✔☎✂
❄✾✺✼✽✹❀ ✻✽❅❆✹✺❆❇ ❅✾✹✼❆✹✼ ✾✹ ✯✻❆❅✼✷✾✹✽❅ ✷❆✺❆✷▲❆☞ ✥☛ ✟✗✗✡✠✡✝☛ ✠✝ ✠✕☎
✟✘✝✆☎ ✠✕☎ ✛✝✍✍✝✜✡☛✔ ✞✍✟✢✎☎✎ ✟✏☎ ✟✒✒✍✡✞✟✘✍☎☞ ✴✕☎ ✜☎✘ ✎✡✠☎ ✖✢✎✠ ✘☎
✒✟✎✎✜✝✏✗✿✒✏✝✠☎✞✠☎✗ ✟☛✗ ✖✟✗☎ ✟✆✟✡✍✟✘✍☎ ✝☛✍✓ ✠✝ ✘✝☛✟ ✵✗☎ ✎✠✢✗☎☛✠✎
✏☎✔✡✎✠☎✏☎✗ ✝☛ ✟ ✏☎✍☎✆✟☛✠ ✞✝✢✏✎☎✂ ✴✕✡✎ ✒☎✏✖✡✎✎✡✝☛ ✡✎ ✔✏✟☛✠☎✗ ✛✝✏ ✓☎✟✏
✝☛✍✓✂ ▼✝✢ ✖✟✓ ✝✘✠✟✡☛ ✟ ☛☎✜ ✍✡✞☎☛✎☎ ✛✝✏ ✛✢✠✢✏☎ ✜☎✘✎✡✠☎ ✒✝✎✠✡☛✔✂
◆✂ ❖✾✷ P✾◗✷✹✸✻ ✸◗✼❁✾✷✺❘ ✠✕☎ ✛✝✍✍✝✜✡☛✔ ✞✍✟✢✎☎✎ ✟✏☎ ✟✒✒✍✡✞✟✘✍☎ ✡☛
✟✗✗✡✠✡✝☛ ✠✝ ✠✕☎ ✟✘✝✆☎☞
❄✷❆❙✷✽✹✼✺❘
❂ ✒✏☎✒✏✡☛✠ ✡✎ ✟☛ ✟✢✠✕✝✏❚✎ ✝✜☛ ✜✏✡✠☎✿✢✒ ✝✛ ✏☎✎☎✟✏✞✕ ✏☎✎✢✍✠✎ ✟☛✗ ✟☛✟✍✓✎✡✎✚ ✡✠
✕✟✎ ☛✝✠ ✘☎☎☛ ✒☎☎✏✿✏☎✆✡☎✜☎✗✚ ☛✝✏ ✕✟✎ ✡✠ ✕✟✗ ✟☛✓ ✝✠✕☎✏ ✆✟✍✢☎ ✟✗✗☎✗ ✠✝ ✡✠
✘✓ ✟ ✒✢✘✍✡✎✕☎✏ ★✎✢✞✕ ✟✎ ✛✝✏✖✟✠✠✡☛✔✚ ✞✝✒✓✏✡✔✕✠✚ ✠☎✞✕☛✡✞✟✍ ☎☛✕✟☛✞☎✖☎☛✠
☎✠✞✂✩✂
❂✢✠✕✝✏✎ ✞✟☛ ✎✕✟✏☎ ✠✕☎✡✏ ✒✏☎✒✏✡☛✠✎ ✟☛✓✜✕☎✏☎ ✟✠ ✟☛✓ ✠✡✖☎✂ ❯✏☎✒✏✡☛✠✎
✉ ❧✈ ✇

❥✉❤✐✉❤①❥✐② ❥③❣①④ q⑤

❍■❏❑▲▼◆■❖P ◗❘■❖▲❙❚❯❱ ◆■❲❱❖▼❱

❑▲▲❳▼❨❩❩▼❬❭❭❪❲❫❳❴❘■❏❑▲❪❲❫❵❩❛❜▼▲❫❵❱❘❝❞❵■❖❩◗◆❡❪❢❪❪❪

✁✂✄☎✆ ✝✂✞ ✟✠ ✡✆✆✠✆ ✞✂ ✂☛ ✠✝✁✡✝☞✠✆ ✌✝ ✡✝✍ ✎✡✍ ✌✝ ✂☛✆✠☛ ✞✂ ✡✏✏✠✡☛ ✑✂☛✠
☎✌✒✠✓ ✂☛ ✞✂ ✄✟ ✞✌✞✄✞✠ ✔✂☛✓ ✞✁✠ ✕✝✡☎ ✖✠☛ ✌✂✝ ✂✔ ✡☛✞✌☞☎✠ ✁✂✎✠✖✠☛ ✡✄✞✁✂☛
☞✡✝ ✄✏✆✡✞✠ ✞✁✠✌☛ ✏☛✠✏☛✌✝✞ ✂✝ ✡☛✗✌✖ ✂☛ ✘✠✙✚☞ ✎✌✞✁ ✞✁✠✌☛ ✛☞☞✠✏✞✠✆ ✛✄✞✁✂☛
✜✡✝✄ ☞☛✌✏✞ ✢ ✠✠ ✟✠☎✂✎✣✤
✥✔ ✡☞☞✠✏✞✠✆ ✔✂☛ ✏✄✟☎✌☞✡✞✌✂✝✓ ✎✠ ✠✝☞✂✄☛✡✦✠ ✡✄✞✁✂☛ ✞✂ ☎✌✝✒ ✔☛✂✑ ✞✁✠
✏☛✠✏☛✌✝✞ ✞✂ ✞✁✠✌☛ ✔✂☛✑✡☎ ✏✄✟☎✌☞✡✞✌✂✝ ✖✌✡ ✌✞ ✧★✥✤ ✜✌☎☎✌✂✝ ✂✔ ☛✠ ✠✡☛☞✁✠☛
✁✡✖✠ ✡☞☞✠ ✞✂ ✞✁✠ ✔✂☛✑✡☎ ✏✄✟☎✌☞✡✞✌✂✝ ✂✝ ✩☞✌✠✝☞✠✧✌☛✠☞✞✓ ✡✝✆ ✂ ☎✌✝✒
✎✌☎☎ ✁✠☎✏ ✄ ✠☛ ✞✂ ✕✝✆✓ ✡☞☞✠ ✓ ☞✌✞✠ ✡✝✆ ✄ ✠ ✞✁✠ ✟✠ ✞ ✡✖✡✌☎✡✟☎✠ ✖✠☛ ✌✂✝✤
✙☎✠✡ ✠ ✝✂✞✠ ✞✁✡✞ ✪✠☎☎ ✙☛✠ ✓ ✫✁✠ ✬✡✝☞✠✞ ✡✝✆ ✂✑✠ ✂☞✌✠✞✍✭✂✎✝✠✆ ✁✡✖✠
✆✌✮✠☛✠✝✞ ✏☛✠✏☛✌✝✞ ✏✂☎✌☞✌✠ ✤ ✥✝✔✂☛✑✡✞✌✂✝ ✂✝ ✞✁✠ ✠ ✏✂☎✌☞✌✠ ✌ ✡✖✡✌☎✡✟☎✠ ✂✝
✞✁✠ ✯✂✄☛✝✡☎ ✁✂✑✠✏✡✦✠✤
✰✱✱✲✳✴✲✵ ✰✶✴✷✸✹ ✺✻✼✶✽✱✹✾✳✴✽✿ ✛✝ ✡☞☞✠✏✞✠✆ ✡✄✞✁✂☛ ✑✡✝✄ ☞☛✌✏✞ ✌ ✞✁✠
✑✡✝✄ ☞☛✌✏✞ ✂✔ ✡✝ ✡☛✞✌☞☎✠ ✞✁✡✞ ✁✡ ✟✠✠✝ ✡☞☞✠✏✞✠✆ ✔✂☛ ✏✄✟☎✌☞✡✞✌✂✝ ✡✝✆
✎✁✌☞✁ ✞✍✏✌☞✡☎☎✍ ✌✝☞☎✄✆✠ ✡✄✞✁✂☛✭✌✝☞✂☛✏✂☛✡✞✠✆ ☞✁✡✝✦✠ ✄✦✦✠ ✞✠✆ ✆✄☛✌✝✦
✄✟✑✌ ✌✂✝✓ ✏✠✠☛ ☛✠✖✌✠✎ ✡✝✆ ✠✆✌✞✂☛✭✡✄✞✁✂☛ ☞✂✑✑✄✝✌☞✡✞✌✂✝ ✤
✛✄✞✁✂☛ ☞✡✝ ✁✡☛✠ ✞✁✠✌☛ ✡☞☞✠✏✞✠✆ ✡✄✞✁✂☛ ✑✡✝✄ ☞☛✌✏✞❀
✌✑✑✠✆✌✡✞✠☎✍
✖✌✡ ✞✁✠✌☛ ✝✂✝✭☞✂✑✑✠☛☞✌✡☎ ✏✠☛ ✂✝ ✁✂✑✠✏✡✦✠ ✂☛ ✟☎✂✦
✟✍ ✄✏✆✡✞✌✝✦ ✡ ✏☛✠✏☛✌✝✞ ✌✝ ✡☛✗✌✖ ✂☛ ✘✠✙✚☞ ✎✌✞✁ ✞✁✠ ✡☞☞✠✏✞✠✆
✑✡✝✄ ☞☛✌✏✞
✖✌✡ ✞✁✠✌☛ ☛✠ ✠✡☛☞✁ ✌✝ ✞✌✞✄✞✠ ✂☛ ✌✝ ✞✌✞✄✞✌✂✝✡☎ ☛✠✏✂ ✌✞✂☛✍ ✔✂☛
✌✝✞✠☛✝✡☎ ✌✝ ✞✌✞✄✞✌✂✝✡☎ ✄ ✠ ✂☛ ✡ ✏✡☛✞ ✂✔ ✡✝ ✌✝✖✌✞✡✞✌✂✝✭✂✝☎✍
☛✠ ✠✡☛☞✁ ☞✂☎☎✡✟✂☛✡✞✌✂✝ ✎✂☛✒✭✦☛✂✄✏
✆✌☛✠☞✞☎✍ ✟✍ ✏☛✂✖✌✆✌✝✦ ☞✂✏✌✠ ✞✂ ✞✁✠✌☛ ✞✄✆✠✝✞ ✂☛ ✞✂ ☛✠ ✠✡☛☞✁
☞✂☎☎✡✟✂☛✡✞✂☛ ✔✂☛ ✞✁✠✌☛ ✏✠☛ ✂✝✡☎ ✄ ✠
✔✂☛ ✏☛✌✖✡✞✠ ☞✁✂☎✡☛☎✍ ✁✡☛✌✝✦ ✡ ✏✡☛✞ ✂✔ ✡✝ ✌✝✖✌✞✡✞✌✂✝✭✂✝☎✍ ✎✂☛✒
✦☛✂✄✏ ✂✝ ☞✂✑✑✠☛☞✌✡☎ ✌✞✠ ✎✌✞✁ ✎✁✌☞✁ ✚☎ ✠✖✌✠☛ ✁✡ ✡✝
✡✦☛✠✠✑✠✝✞
✛✔✞✠☛ ✞✁✠ ✠✑✟✡☛✦✂ ✏✠☛✌✂✆
✖✌✡ ✝✂✝✭☞✂✑✑✠☛☞✌✡☎ ✁✂ ✞✌✝✦ ✏☎✡✞✔✂☛✑ ✄☞✁ ✡ ✞✁✠✌☛
✌✝ ✞✌✞✄✞✌✂✝✡☎ ☛✠✏✂ ✌✞✂☛✍
✖✌✡ ☞✂✑✑✠☛☞✌✡☎ ✌✞✠ ✎✌✞✁ ✎✁✌☞✁ ✚☎ ✠✖✌✠☛ ✁✡ ✡✝ ✡✦☛✠✠✑✠✝✞
✥✝ ✡☎☎ ☞✡ ✠ ✡☞☞✠✏✞✠✆ ✑✡✝✄ ☞☛✌✏✞

✁✂✄☎✆❀

☎✌✝✒ ✞✂ ✞✁✠ ✔✂☛✑✡☎ ✏✄✟☎✌☞✡✞✌✂✝ ✖✌✡ ✌✞ ✧★✥
✟✠✡☛ ✡ ✪✪✭❁❂✭❃✪✭❃✧ ☎✌☞✠✝ ✠ ✭ ✞✁✌ ✌ ✠✡ ✍ ✞✂ ✆✂
✌✔ ✡✦✦☛✠✦✡✞✠✆ ✎✌✞✁ ✂✞✁✠☛ ✑✡✝✄ ☞☛✌✏✞ ✓ ✔✂☛ ✠❄✡✑✏☎✠ ✌✝ ✡ ☛✠✏✂ ✌✞✂☛✍ ✂☛
✂✞✁✠☛ ✌✞✠✓ ✟✠ ✁✡☛✠✆ ✌✝ ✡☎✌✦✝✑✠✝✞ ✎✌✞✁ ✂✄☛ ✁✂ ✞✌✝✦ ✏✂☎✌☞✍ ✝✂✞ ✟✠
✡✆✆✠✆ ✞✂ ✂☛ ✠✝✁✡✝☞✠✆ ✌✝ ✡✝✍ ✎✡✍ ✞✂ ✡✏✏✠✡☛ ✑✂☛✠ ☎✌✒✠✓ ✂☛ ✞✂
✄✟ ✞✌✞✄✞✠ ✔✂☛✓ ✞✁✠ ✏✄✟☎✌ ✁✠✆ ✯✂✄☛✝✡☎ ✡☛✞✌☞☎✠✤
❅✶❆❇✾✽✷✲✵ ❈✸✶✹✼✻❇ ✻✹✴✾✱❇✲ ❉❊❅✰❋✿ ✛ ✏✄✟☎✌ ✁✠✆ ✯✂✄☛✝✡☎ ✡☛✞✌☞☎✠ ✢✙●✛✣ ✌
✞✁✠ ✆✠✕✝✌✞✌✖✠ ✕✝✡☎ ☛✠☞✂☛✆ ✂✔ ✏✄✟☎✌ ✁✠✆ ☛✠ ✠✡☛☞✁ ✞✁✡✞ ✡✏✏✠✡☛ ✂☛ ✎✌☎☎
✡✏✏✠✡☛ ✌✝ ✞✁✠ ✯✂✄☛✝✡☎ ✡✝✆ ✠✑✟✂✆✌✠ ✡☎☎ ✖✡☎✄✠✭✡✆✆✌✝✦ ✏✄✟☎✌ ✁✌✝✦ ✡☞✞✌✖✌✞✌✠
✌✝☞☎✄✆✌✝✦ ✏✠✠☛ ☛✠✖✌✠✎ ☞✂✭✂☛✆✌✝✡✞✌✂✝✓ ☞✂✏✍✭✠✆✌✞✌✝✦✓ ✔✂☛✑✡✞✞✌✝✦✓ ✢✌✔

❣ ❫❤ ✐

❭❥❩❬❥❩❦❭❬❧ ❭♠❨❦❣ ❝♥

❱❲❳❨❩❬❭❲❪❫ ❴❵❲❪❩❛❜❝❞ ❭❲❡❞❪❬❞

❨❩❩❢❬❣❤❤❬✐❥❥❦❡❧❢♠❵❲❳❨❩❦❡❧♥❤♦♣❬❩❧♥❞❵qr♥❲❪❤❴❭s❦t❦❦❦

✁✂✁✄☎✆✝✞ ✟☎✠✡✆☎✝✡☛✆ ☎✆☞ ☛✆✂✡✆✁ ✁✆ ✡✌✍✎✁✆✝✏
✑☛✂✡✌✡✁✒ ✓☛ ✒✍☎ ✡✆✠ ✟✔✕✂✡✒✍✡✆✠ ✖☛✔ ✆☎✂ ☎ ✝✡✌✂✁✒ ☞✡✗✁ ✓☛ ✒✔✕✒✌ ✡✟✝✡☛✆ ☎✆☞
✠☛✂☞ ☛✟✁✆ ☎✌✌✁✒✒ ☎ ✝✡✌✂✁✒✘
✙✚✛✜✢✣✤✥✦✤✧★ ✩✣✦✤✢✪✫✜✬ ✭✓ ✮☛✔ ☎ ✁ ☎✆ ☎✔✝✍☛ ✯ ✟✂✁☎✒✁ ✒✍☎ ✁ ☎ ✂✡✆✰ ✝☛ ✮☛✔
☎ ✝✡✌✂✁ ☎✝✍✁ ✝✍☎✆ ✝✍✁ ✓✔✂✂✱✝✁✲✝✏ ✳✡✂✂✡☛✆✒ ☛✓ ✁✒✁☎ ✌✍✁ ✒ ✍☎✄✁ ☎✌✌✁✒✒ ✝☛
✝✍✁ ✓☛ ✎☎✂ ✟✔✕✂✡✌☎✝✡☛✆✒ ☛✆ ✴✌✡✁✆✌✁✵✡ ✁✌✝✯ ☎✆☞ ✒☛ ✂✡✆✰✒ ✶✡✂✂ ✍✁✂✟ ✮☛✔
✔✒✁ ✒ ✝☛ ✷✆☞✯ ☎✌✌✁✒✒✯ ✌✡✝✁✯ ☎✆☞ ✔✒✁ ✝✍✁ ✕✁✒✝ ☎✄☎✡✂☎✕✂✁ ✄✁ ✒✡☛✆✏
✸✍✁✒✁✒ ☎✆☞ ☞✡✒✒✁ ✝☎✝✡☛✆✒ ✶✍✡✌✍ ✌☛✆✝☎✡✆ ✁✎✕✁☞☞✁☞ ✑✹✺✒ ☎✒ ✟☎ ✝ ☛✓ ✝✍✁
✓☛ ✎☎✂ ✒✔✕✎✡✒✒✡☛✆ ✌☎✆ ✕✁ ✟☛✒✝✁☞ ✟✔✕✂✡✌✂✮ ✕✮ ✝✍✁ ☎✶☎ ☞✡✆✠ ✡✆✒✝✡✝✔✝✡☛✆
✶✡✝✍ ✵✻✭ ✂✡✆✰✒ ✕☎✌✰ ✝☛ ✝✍✁ ✓☛ ✎☎✂ ✟✔✕✂✡✌☎✝✡☛✆✒ ☛✆ ✴✌✡✁✆✌✁✵✡ ✁✌✝✏
✭✓ ✮☛✔ ☎ ✁ ☎✗✡✂✡☎✝✁☞ ✶✡✝✍ ☎ ✂✡✕ ☎ ✮ ✝✍☎✝ ✒✔✕✒✌ ✡✕✁✒ ✝☛ ✴✌✡✁✆✌✁✵✡ ✁✌✝ ✮☛✔
✍☎✄✁ ☎☞☞✡✝✡☛✆☎✂ ✟ ✡✄☎✝✁ ✒✍☎ ✡✆✠ ✡✠✍✝✒ ✓☛ ☛✝✍✁ ✒✼ ✁✒✁☎ ✌✍ ☎✌✌✁✒✒✁☞
✔✆☞✁ ✝✍☎✝ ☎✠ ✁✁✎✁✆✝✏ ✸✍✡✒ ✡✆✌✂✔☞✁✒ ✔✒✁ ✓☛ ✌✂☎✒✒ ☛☛✎ ✝✁☎✌✍✡✆✠ ☎✆☞
✡✆✝✁ ✆☎✂ ✝ ☎✡✆✡✆✠ ☎✝ ✝✍✁ ✡✆✒✝✡✝✔✝✡☛✆ ✽✡✆✌✂✔☞✡✆✠ ✔✒✁ ✡✆ ✌☛✔ ✒✁ ✟☎✌✰✒ ☎✆☞
✌☛✔ ✒✁✶☎ ✁ ✟ ☛✠ ☎✎✒✞✯ ☎✆☞ ✡✆✌✂✔✒✡☛✆ ☛✓ ✝✍✁ ☎ ✝✡✌✂✁ ✓☛ ✠ ☎✆✝ ✓✔✆☞✡✆✠
✟✔ ✟☛✒✁✒✏
✾✧✪✿ ❀✥✫★ ✩✢✢✫✜✜ ✩✣✦✤✢✪✫✜✬ ✳☎✮ ✕✁ ✒✍☎ ✁☞ ☎✌✌☛ ☞✡✆✠ ✝☛ ✝✍✁ ☎✔✝✍☛ ✱
✒✁✂✁✌✝✁☞ ✁✆☞✱✔✒✁ ✂✡✌✁✆✒✁ ☎✆☞ ✒✍☛✔✂☞ ✌☛✆✝☎✡✆ ☎ ❁ ☛✒✒✳☎ ✰ ✂☛✠☛✯ ✝✍✁ ✁✆☞
✔✒✁ ✂✡✌✁✆✒✁✯ ☎✆☞ ☎ ✵✻✭ ✂✡✆✰ ✝☛ ✝✍✁ ✓☛ ✎☎✂ ✟✔✕✂✡✌☎✝✡☛✆ ☛✆ ✴✌✡✁✆✌✁✵✡ ✁✌✝✏
✑✂✁☎✒✁ ✁✓✁ ✝☛ ❂✂✒✁✄✡✁ ✼✒ ✟☛✒✝✡✆✠ ✟☛✂✡✌✮ ✓☛ ✓✔ ✝✍✁ ✡✆✓☛ ✎☎✝✡☛✆✏
❃❄✏ ❅✧✣ ✛✧✧❆ ❇✚✦❈✧✣✜ ✝✍✁ ✓☛✂✂☛✶✡✆✠ ✌✂☎✔✒✁✒ ☎ ✁ ☎✟✟✂✡✌☎✕✂✁ ✡✆ ☎☞☞✡✝✡☛✆ ✝☛
✝✍✁ ☎✕☛✄✁✘ ✺✔✝✍☛ ✒ ☎ ✁ ✟✁ ✎✡✝✝✁☞ ✝☛ ✟✂☎✌✁ ☎ ✕ ✡✁✓ ✒✔✎✎☎ ✮ ☛✓ ✝✍✁✡
✶☛ ✰ ☛✆✂✡✆✁ ☛✆✂✮✏ ❉☛✔ ☎ ✁ ✆☛✝ ☎✂✂☛✶✁☞ ✝☛ ☞☛✶✆✂☛☎☞ ☎✆☞ ✟☛✒✝ ✝✍✁
✟✔✕✂✡✒✍✁☞ ✁✂✁✌✝ ☛✆✡✌ ✄✁ ✒✡☛✆ ☛✓ ✮☛✔ ✌✍☎✟✝✁ ✯ ✆☛ ✎☎✮ ✮☛✔ ✒✌☎✆ ✝✍✁
✟ ✡✆✝✁☞ ✁☞✡✝✡☛✆ ✝☛ ✌ ✁☎✝✁ ☎✆ ✁✂✁✌✝ ☛✆✡✌ ✄✁ ✒✡☛✆✏ ❊✧✜✦✤★❋ ✦✧ ❇ ✣✫✥✧✜✤✦✧✣●✬
✺✔✝✍☛ ✒ ☎ ✁ ✟✁ ✎✡✝✝✁☞ ✝☛ ✟☛✒✝ ☎ ✒✔✎✎☎ ✮ ☛✓ ✝✍✁✡ ✌✍☎✟✝✁ ☛✆✂✮ ✡✆ ✝✍✁✡
✡✆✒✝✡✝✔✝✡☛✆✼✒ ✁✟☛✒✡✝☛ ✮✏
❃❍✏ ■❈✫✜✤✜❏❑✤✜✜✫✣✦❇✦✤✧★✘ ✭✓ ✮☛✔ ✂✡✌✁✆✒✁ ✡✒ ✓☛ ✔✒✁ ✡✆ ☎
✝✍✁✒✡✒▲☞✡✒✒✁ ✝☎✝✡☛✆ ✮☛✔ ✝✍✁✒✡✒ ✎☎✮ ✕✁ ✒✔✕✎✡✝✝✁☞ ✝☛ ✮☛✔ ✡✆✒✝✡✝✔✝✡☛✆ ✡✆
✁✡✝✍✁ ✟ ✡✆✝ ☛ ✁✂✁✌✝ ☛✆✡✌ ✓☛ ✎✏ ✴✍☛✔✂☞ ✮☛✔ ✝✍✁✒✡✒ ✕✁ ✟✔✕✂✡✒✍✁☞
✌☛✎✎✁ ✌✡☎✂✂✮✯ ✟✂✁☎✒✁ ✁☎✟✟✂✮ ✓☛ ✟✁ ✎✡✒✒✡☛✆✏ ✸✍✁✒✁ ✁▼✔✡ ✁✎✁✆✝✒ ✡✆✌✂✔☞✁
✟✁ ✎✡✒✒✡☛✆ ✓☛ ✝✍✁ ◆✡✕ ☎ ✮ ☎✆☞ ✺ ✌✍✡✄✁✒ ☛✓ ❁☎✆☎☞☎ ✝☛ ✒✔✟✟✂✮ ✒✡✆✠✂✁
✌☛✟✡✁✒✯ ☛✆ ☞✁✎☎✆☞✯ ☛✓ ✝✍✁ ✌☛✎✟✂✁✝✁ ✝✍✁✒✡✒ ☎✆☞ ✡✆✌✂✔☞✁ ✟✁ ✎✡✒✒✡☛✆ ✓☛
✑ ☛▼✔✁✒✝▲❖✳✭ ✝☛ ✒✔✟✟✂✮ ✒✡✆✠✂✁ ✌☛✟✡✁✒✯ ☛✆ ☞✁✎☎✆☞✯ ☛✓ ✝✍✁ ✌☛✎✟✂✁✝✁
✝✍✁✒✡✒✏ ✴✍☛✔✂☞ ✮☛✔ ✝✍✁✒✡✒ ✕✁ ✟✔✕✂✡✒✍✁☞ ✌☛✎✎✁ ✌✡☎✂✂✮✯ ✟✂✁☎✒✁ ✁☎✟✟✂✮ ✓☛
✟✁ ✎✡✒✒✡☛✆✏ ✸✍✁✒✁✒ ☎✆☞ ☞✡✒✒✁ ✝☎✝✡☛✆✒ ✶✍✡✌✍ ✌☛✆✝☎✡✆ ✁✎✕✁☞☞✁☞ ✑✹✺✒ ☎✒
✟☎ ✝ ☛✓ ✝✍✁ ✓☛ ✎☎✂ ✒✔✕✎✡✒✒✡☛✆ ✌☎✆ ✕✁ ✟☛✒✝✁☞ ✟✔✕✂✡✌✂✮ ✕✮ ✝✍✁ ☎✶☎ ☞✡✆✠
✡✆✒✝✡✝✔✝✡☛✆ ✶✡✝✍ ✵✻✭ ✂✡✆✰✒ ✕☎✌✰ ✝☛ ✝✍✁ ✓☛ ✎☎✂ ✟✔✕✂✡✌☎✝✡☛✆✒ ☛✆
✴✌✡✁✆✌✁✵✡ ✁✌✝✏
P✪✜✫◗✤✫✣ ❀✥✫★ ✩✢✢✫✜✜ ■✫✣❘✜ ❇★✿ ❙✧★✿✤✦✤✧★✜
❉☛✔ ✌☎✆ ✟✔✕✂✡✒✍ ☛✟✁✆ ☎✌✌✁✒✒ ✶✡✝✍ ❂✂✒✁✄✡✁ ✡✆ ✍✔✆☞ ✁☞✒ ☛✓ ☛✟✁✆ ☎✌✌✁✒✒
✖☛✔ ✆☎✂✒ ☛ ✡✆ ✆✁☎ ✂✮ ❚❯❯❯ ✁✒✝☎✕✂✡✒✍✁☞ ✒✔✕✒✌ ✡✟✝✡☛✆ ✖☛✔ ✆☎✂✒ ✝✍☎✝ ✒✔✟✟☛ ✝
☛✟✁✆ ☎✌✌✁✒✒ ✟✔✕✂✡✒✍✡✆✠✏ ✑✁ ✎✡✝✝✁☞ ✝✍✡ ☞ ✟☎ ✝✮ ✁✱✔✒✁ ☛✓ ✝✍✁✒✁ ☛✟✁✆
☎✌✌✁✒✒ ☎ ✝✡✌✂✁✒ ✡✒ ☞✁✷✆✁☞ ✕✮ ✝✍✁ ☎✔✝✍☛ ✼✒ ✌✍☛✡✌✁ ☛✓ ❁ ✁☎✝✡✄✁ ❁☛✎✎☛✆✒
✔✒✁ ✂✡✌✁✆✒✁✏ ✴✁✁ ☛✔ ☛✟✁✆ ☎✌✌✁✒✒ ✂✡✌✁✆✒✁ ✟☛✂✡✌✮ ✓☛ ✎☛ ✁ ✡✆✓☛ ✎☎✝✡☛✆✏

✉ ❧✈ ✇

❥①❤✐①❤②❥✐③ ❥④❣②⑤ q⑥

◆❖P◗❘❙❚❖❯❱ ❲❳❖❯❘❨❩❬❭ ❚❖❪❭❯❙❭

◗❘❘❫❙❴❵❵❙❛❜❜❝❪❞❫❡❳❖P◗❘❝❪❞❢❵❣❤❙❘❞❢❭❳✐❥❢❖❯❵❲❚❦❝❧❝❝❝

✁✂✄☎ ✆ ✝✞✟✠✡☛✡✞✟☎ ☞✌✌✍✡✎☞✏✍✁ ☛✞ ☞✍✍ ✑✌✁✟ ✒✎✎✁☎☎ ☞✂☛✡✎✍✁☎
✌✓✏✍✡☎✔✁✠ ✕✡☛✔ ✖✍☎✁✗✡✁✂✘
✙✚✛ ✜✢✣✤✢ ✥✦ ✧★✢ ✩✜✧✪✫✬✢ ✭✣✤✧ ✚✥✧ ✜✢✮✜✢✤✢✚✧ ✧★✢ ✩✣✧★✥✜ ✩✤ ✢✚✯✥✜✤✪✚✰ ✧★✢
✩✯✩✮✧✩✧✪✥✚ ✥✦ ✧★✢ ✩✜✧✪✫✬✢ ✚✥✜ ✤★✥✣✬✯ ✧★✢ ✩✜✧✪✫✬✢ ✱✢ ✭✥✯✪✲✢✯ ✪✚ ✤✣✫★ ✩ ✳✩✛
✩✤ ✧✥ ✯✩✭✩✰✢ ✧★✢ ✩✣✧★✥✜✴✤ ★✥✚✥✣✜ ✥✜ ✜✢✮✣✧✩✧✪✥✚✵ ✶✦ ✩✚✛ ✫★✩✚✰✢✤ ★✩✷✢
✱✢✢✚ ✭✩✯✢✸ ✤✣✫★ ✫★✩✚✰✢✤ ✭✣✤✧ ✱✢ ✫✬✢✩✜✬✛ ✪✚✯✪✫✩✧✢✯✵
✹★✢ ✩✣✧★✥✜✺✤✻ ✭✣✤✧ ✱✢ ✩✮✮✜✥✮✜✪✩✧✢✬✛ ✫✜✢✯✪✧✢✯ ✩✚✯ ✳✢ ✩✤✼ ✧★✩✧ ✛✥✣
✪✚✫✬✣✯✢ ✧★✢ ✢✚✯ ✣✤✢✜ ✬✪✫✢✚✤✢ ✩✚✯ ✩ ✽✾✶ ✬✪✚✼ ✧✥ ✧★✢ ✦✥✜✭✩✬ ✮✣✱✬✪✫✩✧✪✥✚ ✥✚
✿✫✪✢✚✫✢✽✪✜✢✫✧✵
✶✦ ✩✚✛ ✮✩✜✧ ✥✦ ✧★✢ ✭✩✧✢✜✪✩✬ ✧✥ ✱✢ ✣✤✢✯ ✺✦✥✜ ✢❀✩✭✮✬✢✸ ✲✰✣✜✢✤✻ ★✩✤ ✩✮✮✢✩✜✢✯
✪✚ ✥✣✜ ✮✣✱✬✪✫✩✧✪✥✚ ✳✪✧★ ✫✜✢✯✪✧ ✥✜ ✩✫✼✚✥✳✬✢✯✰✢✭✢✚✧ ✧✥ ✩✚✥✧★✢✜ ✤✥✣✜✫✢ ✪✧
✪✤ ✧★✢ ✜✢✤✮✥✚✤✪✱✪✬✪✧✛ ✥✦ ✧★✢ ✣✤✢✜ ✧✥ ✢✚✤✣✜✢ ✧★✢✪✜ ✜✢✣✤✢ ✫✥✭✮✬✪✢✤ ✳✪✧★ ✧★✢
✧✢✜✭✤ ✩✚✯ ✫✥✚✯✪✧✪✥✚✤ ✯✢✧✢✜✭✪✚✢✯ ✱✛ ✧★✢ ✜✪✰★✧✤ ★✥✬✯✢✜✵
✒✠✠✡☛✡✞✟☞✍ ✁✂✄☎ ✆ ✝✞✟✠✡☛✡✞✟☎ ☞✌✌✍✡✎☞✏✍✁ ☛✞ ✁☞✎✔ ✝✂✁☞☛✡✗✁
✝✞✄✄✞✟☎ ✓☎✁✂ ✍✡✎✁✟☎✁✘
✝✝ ❁❂✘ ✹★✢ ❃❃❄❅❆ ✬✪✫✢✚✤✢ ✩✬✬✥✳✤ ✣✤✢✜✤ ✧✥ ✫✥✮✛✸ ✧✥ ✫✜✢✩✧✢ ✢❀✧✜✩✫✧✤✸
✩✱✤✧✜✩✫✧✤ ✩✚✯ ✚✢✳ ✳✥✜✼✤ ✦✜✥✭ ✧★✢ ✙✜✧✪✫✬✢✸ ✧✥ ✩✬✧✢✜ ✩✚✯ ✜✢✷✪✤✢ ✧★✢ ✙✜✧✪✫✬✢
✩✚✯ ✧✥ ✭✩✼✢ ✫✥✭✭✢✜✫✪✩✬ ✣✤✢ ✥✦ ✧★✢ ✙✜✧✪✫✬✢ ✺✪✚✫✬✣✯✪✚✰ ✜✢✣✤✢ ✩✚✯❇✥✜ ✜✢✤✩✬✢
✥✦ ✧★✢ ✙✜✧✪✫✬✢ ✱✛ ✫✥✭✭✢✜✫✪✩✬ ✢✚✧✪✧✪✢✤✻✸ ✮✜✥✷✪✯✢✯ ✧★✢ ✣✤✢✜ ✰✪✷✢✤
✩✮✮✜✥✮✜✪✩✧✢ ✫✜✢✯✪✧ ✺✳✪✧★ ✩ ✬✪✚✼ ✧✥ ✧★✢ ✦✥✜✭✩✬ ✮✣✱✬✪✫✩✧✪✥✚ ✧★✜✥✣✰★ ✧★✢
✜✢✬✢✷✩✚✧ ✽✾✶✻✸ ✮✜✥✷✪✯✢✤ ✩ ✬✪✚✼ ✧✥ ✧★✢ ✬✪✫✢✚✤✢✸ ✪✚✯✪✫✩✧✢✤ ✪✦ ✫★✩✚✰✢✤ ✳✢✜✢
✭✩✯✢ ✩✚✯ ✧★✢ ✬✪✫✢✚✤✥✜ ✪✤ ✚✥✧ ✜✢✮✜✢✤✢✚✧✢✯ ✩✤ ✢✚✯✥✜✤✪✚✰ ✧★✢ ✣✤✢ ✭✩✯✢ ✥✦
✧★✢ ✳✥✜✼✵ ✹★✢ ✦✣✬✬ ✯✢✧✩✪✬✤ ✥✦ ✧★✢ ✬✪✫✢✚✤✢ ✩✜✢ ✩✷✩✪✬✩✱✬✢ ✩✧
★✧✧✮❈❇❇✫✜✢✩✧✪✷✢✫✥✭✭✥✚✤✵✥✜✰❇✬✪✫✢✚✤✢✤❇✱✛❇❉✵❊✵
✝✝ ❁❂ ❋✝ ●✒✘ ✹★✢ ❃❃ ❅❆❄❍❃❄✿✙ ✬✪✫✢✚✤✢ ✩✬✬✥✳✤ ✣✤✢✜✤ ✧✥ ✫✥✮✛✸ ✧✥ ✫✜✢✩✧✢
✢❀✧✜✩✫✧✤✸ ✩✱✤✧✜✩✫✧✤ ✩✚✯ ✚✢✳ ✳✥✜✼✤ ✦✜✥✭ ✧★✢ ✙✜✧✪✫✬✢✸ ✧✥ ✩✬✧✢✜ ✩✚✯ ✜✢✷✪✤✢
✧★✢ ✙✜✧✪✫✬✢✸ ✮✜✥✷✪✯✢✯ ✧★✪✤ ✪✤ ✚✥✧ ✯✥✚✢ ✦✥✜ ✫✥✭✭✢✜✫✪✩✬ ✮✣✜✮✥✤✢✤✸ ✩✚✯ ✧★✩✧
✧★✢ ✣✤✢✜ ✰✪✷✢✤ ✩✮✮✜✥✮✜✪✩✧✢ ✫✜✢✯✪✧ ✺✳✪✧★ ✩ ✬✪✚✼ ✧✥ ✧★✢ ✦✥✜✭✩✬ ✮✣✱✬✪✫✩✧✪✥✚
✧★✜✥✣✰★ ✧★✢ ✜✢✬✢✷✩✚✧ ✽✾✶✻✸ ✮✜✥✷✪✯✢✤ ✩ ✬✪✚✼ ✧✥ ✧★✢ ✬✪✫✢✚✤✢✸ ✪✚✯✪✫✩✧✢✤ ✪✦
✫★✩✚✰✢✤ ✳✢✜✢ ✭✩✯✢ ✩✚✯ ✧★✢ ✬✪✫✢✚✤✥✜ ✪✤ ✚✥✧ ✜✢✮✜✢✤✢✚✧✢✯ ✩✤ ✢✚✯✥✜✤✪✚✰ ✧★✢
✣✤✢ ✭✩✯✢ ✥✦ ✧★✢ ✳✥✜✼✵ ■✣✜✧★✢✜✸ ✩✚✛ ✚✢✳ ✳✥✜✼✤ ✭✣✤✧ ✱✢ ✭✩✯✢ ✩✷✩✪✬✩✱✬✢
✥✚ ✧★✢ ✤✩✭✢ ✫✥✚✯✪✧✪✥✚✤✵ ✹★✢ ✦✣✬✬ ✯✢✧✩✪✬✤ ✥✦ ✧★✢ ✬✪✫✢✚✤✢ ✩✜✢ ✩✷✩✪✬✩✱✬✢ ✩✧
★✧✧✮❈❇❇✫✜✢✩✧✪✷✢✫✥✭✭✥✚✤✵✥✜✰❇✬✪✫✢✚✤✢✤❇✱✛❄✚✫❄✤✩❇❉✵❊✵
✝✝ ❁❂ ❋✝ ❋❏✘ ✹★✢ ❃❃ ❅❆❄❍❃❄❍✽ ✬✪✫✢✚✤✢ ✩✬✬✥✳✤ ✣✤✢✜✤ ✧✥ ✫✥✮✛ ✩✚✯
✯✪✤✧✜✪✱✣✧✢ ✧★✢ ✙✜✧✪✫✬✢✸ ✮✜✥✷✪✯✢✯ ✧★✪✤ ✪✤ ✚✥✧ ✯✥✚✢ ✦✥✜ ✫✥✭✭✢✜✫✪✩✬ ✮✣✜✮✥✤✢✤
✩✚✯ ✦✣✜✧★✢✜ ✯✥✢✤ ✚✥✧ ✮✢✜✭✪✧ ✯✪✤✧✜✪✱✣✧✪✥✚ ✥✦ ✧★✢ ✙✜✧✪✫✬✢ ✪✦ ✪✧ ✪✤ ✫★✩✚✰✢✯ ✥✜
✢✯✪✧✢✯ ✪✚ ✩✚✛ ✳✩✛✸ ✩✚✯ ✮✜✥✷✪✯✢✯ ✧★✢ ✣✤✢✜ ✰✪✷✢✤ ✩✮✮✜✥✮✜✪✩✧✢ ✫✜✢✯✪✧ ✺✳✪✧★ ✩
✬✪✚✼ ✧✥ ✧★✢ ✦✥✜✭✩✬ ✮✣✱✬✪✫✩✧✪✥✚ ✧★✜✥✣✰★ ✧★✢ ✜✢✬✢✷✩✚✧ ✽✾✶✻✸ ✮✜✥✷✪✯✢✤ ✩ ✬✪✚✼
✧✥ ✧★✢ ✬✪✫✢✚✤✢✸ ✩✚✯ ✧★✩✧ ✧★✢ ✬✪✫✢✚✤✥✜ ✪✤ ✚✥✧ ✜✢✮✜✢✤✢✚✧✢✯ ✩✤ ✢✚✯✥✜✤✪✚✰ ✧★✢
✣✤✢ ✭✩✯✢ ✥✦ ✧★✢ ✳✥✜✼✵ ✹★✢ ✦✣✬✬ ✯✢✧✩✪✬✤ ✥✦ ✧★✢ ✬✪✫✢✚✤✢ ✩✜✢ ✩✷✩✪✬✩✱✬✢ ✩✧
★✧✧✮❈❇❇✫✜✢✩✧✪✷✢✫✥✭✭✥✚✤✵✥✜✰❇✬✪✫✢✚✤✢✤❇✱✛❄✚✫❄✚✯❇❉✵❊✵ ✙✚✛ ✫✥✭✭✢✜✫✪✩✬ ✜✢✣✤✢
✥✦ ✾✮✢✚ ✙✫✫✢✤✤ ✩✜✧✪✫✬✢✤ ✮✣✱✬✪✤★✢✯ ✳✪✧★ ✩ ❃❃ ❅❆ ❍❃ ✿✙ ✥✜ ❃❃ ❅❆ ❍❃ ❍✽
✬✪✫✢✚✤✢ ✜✢❑✣✪✜✢✤ ✮✢✜✭✪✤✤✪✥✚ ✦✜✥✭ ▲✬✤✢✷✪✢✜ ✩✚✯ ✳✪✬✬ ✱✢ ✤✣✱▼✢✫✧ ✧✥ ✩ ✦✢✢✵
❃✥✭✭✢✜✫✪✩✬ ✜✢✣✤✢ ✪✚✫✬✣✯✢✤❈
✙✤✤✥✫✪✩✧✪✚✰ ✩✯✷✢✜✧✪✤✪✚✰ ✳✪✧★ ✧★✢ ✦✣✬✬ ✧✢❀✧ ✥✦ ✧★✢ ✙✜✧✪✫✬✢
♠ ❞♥ ♦

❜♣❵❛♣❵q❜❛♠ ❜r❴qs ✐t

❖P◗❘❙❚❯P❱❲ ❳❨P❱❙❩❬❭❪ ❯P❫❪❱❚❪

❘❙❙❴❚❵❛❛❚❜❝❝❞❫❡❴❢❨P◗❘❙❞❫❡❣❛❤✐❚❙❡❣❪❨❥❦❣P❱❛❳❯❧❞♠❞❞❞

✁✂✄☎✆✝☎ ✞✟✟✠ ✞✡✄ ☛✡☞✌✍✟✝✎ ☛✟✏✆✑✟✄✒ ✡✄ ✂☞☞✟✠✠
✓✄✎✆☞✏✟ ✂☎☎✄✟☎✂✎✆✡✝
✔✒✠✎✟✍✂✎✆☞ ☛✆✠✎✄✆✕✌✎✆✡✝ ✑✆✂ ✟✖✍✂✆✏ ✏✆✠✎✠ ✡✄ ✠✁✂✄✟ ✕✌✎✎✡✝✠
✗✡✠✎✆✝☎ ✡✄ ✏✆✝✘✆✝☎ ✕✒ ☞✡✍✍✟✄☞✆✂✏ ☞✡✍✙✂✝✆✟✠ ✞✡✄ ✌✠✟ ✕✒ ☞✌✠✎✡✍✟✄✠ ✡✞
✎✁✡✠✟ ☞✡✍✙✂✝✆✟✠✚
✛✜✚ ✢✣✤✥✦ ✧★✩✪✫✣✫★✩✬✭
✑✮✚✯
✰✱✲✳✴✵✶✷✳✸ ✹✱✳✴✶✺✲✻✹✼✻✲✽✹✶✾✿✻✵❀❁✴❂✹✶✺ ✶✻ ❃❄❅❆❇❇❅❈❉❊❅❉❋❄❇ ●✴✶❍❍ ■✻✲✲ ✵✷ ✴❁✲ ❏❑▲ ✶✻ ❃❄❅❊▼❆❅◆❋◆❅❈▼▼▼❂

♥ ❡♦ ♥

❝♣❛❜♣❛q❝❜r ❝s❵qt ❥✉

4/6/2017

RightsLink Printable License

NATURE PUBLISHING GROUP LICENSE
TERMS AND CONDITIONS
Apr 06, 2017

This Agreement between Ryan C Herchig ("You") and Nature Publishing Group ("Nature
Publishing Group") consists of your license details and the terms and conditions provided by
Nature Publishing Group and Copyright Clearance Center.
License Number

4083091205425

License date

Apr 06, 2017

Licensed Content Publisher

Nature Publishing Group

Licensed Content Publication Nature Communications
Licensed Content Title

Highsensitivity accelerometer composed of ultralong vertically
aligned barium titanate nanowire arrays

Licensed Content Author

Aneesh Koka, Henry A. Sodano

Licensed Content Date

Nov 1, 2013

Licensed Content Volume

4

Type of Use

reuse in a dissertation / thesis

Requestor type

academic/educational

Format

electronic

Portion

figures/tables/illustrations

Number of
figures/tables/illustrations

3

Highres required

no

Figures

Figure 1 (a) , Figure 2 (a) and (b)

Author of this NPG article

no

Your reference number
Title of your thesis /
dissertation

Complex Electricfield Induced Phenomena in
Ferroelectric/Antiferroelectric Nanowires

Expected completion date

May 2017

Estimated size (number of
pages)

227

Requestor Location

Ryan C Herchig
2256 Cabana Club Ct.
apt 102
TAMPA, FL 33612
United States
Attn: Ryan C Herchig

Billing Type

Invoice

Billing Address

Ryan C Herchig
2256 Cabana Club Ct.
apt 102
TAMPA, FL 33612
United States
Attn: Ryan C Herchig

https://s100.copyright.com/AppDispatchServlet

1/3

4/6/2017

RightsLink Printable License

Total

0.00 USD

Terms and Conditions

Terms and Conditions for Permissions
Nature Publishing Group hereby grants you a nonexclusive license to reproduce this
material for this purpose, and for no other use,subject to the conditions below:
1. NPG warrants that it has, to the best of its knowledge, the rights to license reuse of this
material. However, you should ensure that the material you are requesting is original to
Nature Publishing Group and does not carry the copyright of another entity (as credited in
the published version). If the credit line on any part of the material you have requested
indicates that it was reprinted or adapted by NPG with permission from another source, then
you should also seek permission from that source to reuse the material.
2. Permission granted free of charge for material in print is also usually granted for any
electronic version of that work, provided that the material is incidental to the work as a
whole and that the electronic version is essentially equivalent to, or substitutes for, the print
version.Where print permission has been granted for a fee, separate permission must be
obtained for any additional, electronic reuse (unless, as in the case of a full paper, this has
already been accounted for during your initial request in the calculation of a print run).NB: In
all cases, webbased use of fulltext articles must be authorized separately through the 'Use
on a Web Site' option when requesting permission.
3. Permission granted for a first edition does not apply to second and subsequent editions and
for editions in other languages (except for signatories to the STM Permissions Guidelines, or
where the first edition permission was granted for free).
4. Nature Publishing Group's permission must be acknowledged next to the figure, table or
abstract in print. In electronic form, this acknowledgement must be visible at the same time
as the figure/table/abstract, and must be hyperlinked to the journal's homepage.

5. The credit line should read:
Reprinted by permission from Macmillan Publishers Ltd: [JOURNAL NAME] (reference
citation), copyright (year of publication)
For AOP papers, the credit line should read:
Reprinted by permission from Macmillan Publishers Ltd: [JOURNAL NAME], advance online
publication, day month year (doi: 10.1038/sj.[JOURNAL ACRONYM].XXXXX)
Note: For republication from the British Journal of Cancer, the following credit
lines apply.
Reprinted by permission from Macmillan Publishers Ltd on behalf of Cancer Research UK:
[JOURNAL NAME] (reference citation), copyright (year of publication)For AOP papers, the
credit line should read:
Reprinted by permission from Macmillan Publishers Ltd on behalf of Cancer Research UK:
[JOURNAL NAME], advance online publication, day month year (doi: 10.1038/sj.[JOURNAL
ACRONYM].XXXXX)

6. Adaptations of single figures do not require NPG approval. However, the adaptation should be
credited as follows:
Adapted by permission from Macmillan Publishers Ltd: [JOURNAL NAME] (reference citation),
copyright (year of publication)
Note: For adaptation from the British Journal of Cancer, the following credit line
applies.
Adapted by permission from Macmillan Publishers Ltd on behalf of Cancer Research UK:
[JOURNAL NAME] (reference citation), copyright (year of publication)
7. Translations of 401 words up to a whole article require NPG approval. Please visit
http://www.macmillanmedicalcommunications.com for more information.Translations of up
to a 400 words do not require NPG approval. The translation should be credited as follows:

https://s100.copyright.com/AppDispatchServlet

2/3

4/6/2017

RightsLink Printable License

Translated by permission from Macmillan Publishers Ltd: [JOURNAL NAME] (reference
citation), copyright (year of publication).
Note: For translation from the British Journal of Cancer, the following credit line
applies.
Translated by permission from Macmillan Publishers Ltd on behalf of Cancer Research UK:
[JOURNAL NAME] (reference citation), copyright (year of publication)

We are certain that all parties will benefit from this agreement and wish you the best in the
use of this material. Thank you.
Special Terms:
v1.1
Questions? customercare@copyright.com or +18552393415 (toll free in the US) or
+19786462777.

https://s100.copyright.com/AppDispatchServlet

3/3

4/6/2017

Rightslink® by Copyright Clearance Center

Title:

Author:

Ferroelectric Properties of
Individual Barium Titanate
Nanowires Investigated by
Scanned Probe Microscopy

Logged in as:
Ryan Herchig
Account #:
3001135492

Wan Soo Yun, Jeffrey J. Urban,
Qian Gu, et al

Publication: Nano Letters
Publisher:

American Chemical Society

Date:

May 1, 2002

Copyright © 2002, American Chemical Society

PERMISSION/LICENSE IS GRANTED FOR YOUR ORDER AT NO CHARGE
This type of permission/license, instead of the standard Terms & Conditions, is sent to you because no
fee is being charged for your order. Please note the following:

Permission is granted for your request in both print and electronic formats, and
translations.
If figures and/or tables were requested, they may be adapted or used in part.
Please print this page for your records and send a copy of it to your publisher/graduate
school.
Appropriate credit for the requested material should be given as follows: "Reprinted
(adapted) with permission from (COMPLETE REFERENCE CITATION). Copyright
(YEAR) American Chemical Society." Insert appropriate information in place of the
capitalized words.
Onetime permission is granted only for the use specified in your request. No additional
uses are granted (such as derivative works or other editions). For any other uses, please
submit a new request.
If credit is given to another source for the material you requested, permission must be obtained
from that source.

Copyright © 2017 Copyright Clearance Center, Inc. All Rights Reserved. Privacy statement. Terms and Conditions.
Comments? We would like to hear from you. Email us at customercare@copyright.com

https://s100.copyright.com/AppDispatchServlet

1/1

AMERICAN PHYSICAL SOCIETY LICENSE
TERMS AND CONDITIONS
Apr 05, 2017

This Agreement between Ryan C Herchig ("You") and American Physical Society
("American Physical Society") consists of your license details and the terms and conditions
provided by American Physical Society and Copyright Clearance Center.
License Number

4082710558721

License date
Licensed Content Publisher

American Physical Society

Licensed Content Publication Physical Review B
Licensed Content Title

First-principles theory of ferroelectric phase transitions for
perovskites: The case of ${\mathrm{BaTiO}}_{3}$

Licensed Content Author

W. Zhong, David Vanderbilt, and K. M. Rabe

Licensed Content Date

Sep 1, 1995

Licensed Content Volume

52

Type of Use

Thesis/Dissertation

Requestor type

Student

Format

Electronic

Portion

chapter/article

Rights for

Main product

Duration of use

Life of Current Edition

Creation of copies for the
disabled

no

With minor editing privileges no
For distribution to

Worldwide

In the following language(s) Original language of publication
With incidental promotional
use

no

The lifetime unit quantity of 100000 or more
new product
The requesting
person/organization is:

Ryan Herchig

Order reference number
Title of your thesis /
dissertation

Complex Electric-field Induced Phenomena in
Ferroelectric/Antiferroelectric Nanowires

Expected completion date

May 2017

Expected size (number of
pages)

227

Requestor Location

Ryan C Herchig
2256 Cabana Club Ct.
apt 102

TAMPA, FL 33612
United States
Attn: Ryan C Herchig
Billing Type

Invoice

Billing Address

Ryan C Herchig
2256 Cabana Club Ct.
apt 102
TAMPA, FL 33612
United States
Attn: Ryan C Herchig

Total

0.00 USD

Terms and Conditions

Terms and Conditions
The American Physical Society (APS) is pleased to grant the Requestor of this license a nonexclusive, non-transferable permission, limited to [print and/or electronic format,
depending on what they chose], provided all criteria outlined below are followed.
1. You must also obtain permission from at least one of the lead authors for each separate
work, if you haven’t done so already. The author’s name and affiliation can be found on the
first page of the published Article.
2. For electronic format permissions, Requestor agrees to provide a hyperlink from the
reprinted APS material using the source material’s DOI on the web page where the work
appears. The hyperlink should use the standard DOI resolution URL, http://dx.doi.org/
{DOI}. The hyperlink may be embedded in the copyright credit line.
3. For print format permissions, Requestor agrees to print the required copyright credit line
on the first page where the material appears: "Reprinted (abstract/excerpt/figure) with
permission from [(FULL REFERENCE CITATION) as follows: Author's Names, APS
Journal Title, Volume Number, Page Number and Year of Publication.] Copyright (YEAR)
by the American Physical Society."
4. Permission granted in this license is for a one-time use and does not include permission
for any future editions, updates, databases, formats or other matters. Permission must be
sought for any additional use.
5. Use of the material does not and must not imply any endorsement by APS.
6. Under no circumstance does APS purport or intend to grant permission to reuse materials
to which it does not hold copyright. It is the requestors sole responsibility to ensure the
licensed material is original to APS and does not contain the copyright of another entity, and
that the copyright notice of the figure, photograph, cover or table does not indicate that it
was reprinted by APS, with permission from another source.
7. The permission granted herein is personal to the Requestor for the use specified and is not
transferable or assignable without express written permission of APS. This license may not
be amended except in writing by APS.
8. You may not alter, edit or modify the material in any manner.
9. You may translate the materials only when translation rights have been granted.
10. You may not use the material for promotional, sales, advertising or marketing purposes.
11. The foregoing license shall not take effect unless and until APS or its agent, Copyright
Clearance Center (CCC), receives payment in full in accordance with CCC Billing and
Payment Terms and Conditions, which are incorporated herein by reference.

12. Should the terms of this license be violated at any time, APS or CCC may revoke the
license with no refund to you and seek relief to the fullest extent of the laws of the USA.
Official written notice will be made using the contact information provided with the
permission request. Failure to receive such notice will not nullify revocation of the
permission.
13. APS reserves all rights not specifically granted herein.
14. This document, including the CCC Billing and Payment Terms and Conditions, shall be
the entire agreement between the parties relating to the subject matter hereof.
Other Terms and Conditions
Version 1.1
Questions? customercare@copyright.com or +1-855-239-3415 (toll free in the US) or
+1-978-646-2777.

4/6/2017

Rightslink® by Copyright Clearance Center

Title:

Author:

Ferroelectric Phase Transition in
Individual SingleCrystalline
BaTiO3 Nanowires
Jonathan E. Spanier, Alexie M.
Kolpak, Jeffrey J. Urban, et al

Logged in as:
Ryan Herchig
Account #:
3001135492

Publication: Nano Letters
Publisher:

American Chemical Society

Date:

Apr 1, 2006

Copyright © 2006, American Chemical Society

PERMISSION/LICENSE IS GRANTED FOR YOUR ORDER AT NO CHARGE
This type of permission/license, instead of the standard Terms & Conditions, is sent to you because no
fee is being charged for your order. Please note the following:

Permission is granted for your request in both print and electronic formats, and
translations.
If figures and/or tables were requested, they may be adapted or used in part.
Please print this page for your records and send a copy of it to your publisher/graduate
school.
Appropriate credit for the requested material should be given as follows: "Reprinted
(adapted) with permission from (COMPLETE REFERENCE CITATION). Copyright
(YEAR) American Chemical Society." Insert appropriate information in place of the
capitalized words.
Onetime permission is granted only for the use specified in your request. No additional
uses are granted (such as derivative works or other editions). For any other uses, please
submit a new request.
If credit is given to another source for the material you requested, permission must be obtained
from that source.

Copyright © 2017 Copyright Clearance Center, Inc. All Rights Reserved. Privacy statement. Terms and Conditions.
Comments? We would like to hear from you. Email us at customercare@copyright.com

https://s100.copyright.com/AppDispatchServlet#formTop

1/1

4/6/2017

RightsLink Printable License

AMERICAN PHYSICAL SOCIETY LICENSE
TERMS AND CONDITIONS
Apr 06, 2017

This Agreement between Ryan C Herchig ("You") and American Physical Society
("American Physical Society") consists of your license details and the terms and conditions
provided by American Physical Society and Copyright Clearance Center.
License Number

4083101195389

License date

Apr 06, 2017

Licensed Content Publisher

American Physical Society

Licensed Content Publication Physical Review B
Licensed Content Title

Finitetemperature properties of antiferroelectric
${\mathrm{PbZrO}}_{3}$ from atomistic simulations

Licensed Content Author

B. K. Mani, S. Lisenkov, and I. Ponomareva

Licensed Content Date

Apr 27, 2015

Licensed Content Volume

91

Type of Use

Thesis/Dissertation

Requestor type

Student

Format

Electronic

Portion

chart/graph/table/figure

Number of
charts/graphs/tables/figures

1

Portion description

Figure 1

Rights for

Main product

Duration of use

Life of Current Edition

Creation of copies for the
disabled

no

With minor editing privileges no
For distribution to

Worldwide

In the following language(s)

Original language of publication

With incidental promotional
use

no

The lifetime unit quantity of
new product

100000 or more

The requesting
person/organization is:

Ryan Herchig

Order reference number
Title of your thesis /
dissertation

Complex Electricfield Induced Phenomena in
Ferroelectric/Antiferroelectric Nanowires

Expected completion date

May 2017

Expected size (number of
pages)

227

Requestor Location

Ryan C Herchig

https://s100.copyright.com/AppDispatchServlet

1/3

4/6/2017

RightsLink Printable License

2256 Cabana Club Ct.
apt 102
TAMPA, FL 33612
United States
Attn: Ryan C Herchig
Billing Type

Invoice

Billing Address

Ryan C Herchig
2256 Cabana Club Ct.
apt 102
TAMPA, FL 33612
United States
Attn: Ryan C Herchig

Total

0.00 USD

Terms and Conditions

Terms and Conditions
The American Physical Society (APS) is pleased to grant the Requestor of this license a non
exclusive, nontransferable permission, limited to [print and/or electronic format,
depending on what they chose], provided all criteria outlined below are followed.
1. You must also obtain permission from at least one of the lead authors for each separate
work, if you haven’t done so already. The author’s name and affiliation can be found on the
first page of the published Article.
2. For electronic format permissions, Requestor agrees to provide a hyperlink from the
reprinted APS material using the source material’s DOI on the web page where the work
appears. The hyperlink should use the standard DOI resolution URL,
http://dx.doi.org/{DOI}. The hyperlink may be embedded in the copyright credit line.
3. For print format permissions, Requestor agrees to print the required copyright credit line
on the first page where the material appears: "Reprinted (abstract/excerpt/figure) with
permission from [(FULL REFERENCE CITATION) as follows: Author's Names, APS
Journal Title, Volume Number, Page Number and Year of Publication.] Copyright (YEAR)
by the American Physical Society."
4. Permission granted in this license is for a onetime use and does not include permission
for any future editions, updates, databases, formats or other matters. Permission must be
sought for any additional use.
5. Use of the material does not and must not imply any endorsement by APS.
6. Under no circumstance does APS purport or intend to grant permission to reuse materials
to which it does not hold copyright. It is the requestors sole responsibility to ensure the
licensed material is original to APS and does not contain the copyright of another entity, and
that the copyright notice of the figure, photograph, cover or table does not indicate that it
was reprinted by APS, with permission from another source.
7. The permission granted herein is personal to the Requestor for the use specified and is not
transferable or assignable without express written permission of APS. This license may not
be amended except in writing by APS.
8. You may not alter, edit or modify the material in any manner.
9. You may translate the materials only when translation rights have been granted.
10. You may not use the material for promotional, sales, advertising or marketing purposes.
11. The foregoing license shall not take effect unless and until APS or its agent, Copyright
Clearance Center (CCC), receives payment in full in accordance with CCC Billing and
Payment Terms and Conditions, which are incorporated herein by reference.
12. Should the terms of this license be violated at any time, APS or CCC may revoke the
license with no refund to you and seek relief to the fullest extent of the laws of the USA.
Official written notice will be made using the contact information provided with the
https://s100.copyright.com/AppDispatchServlet

2/3

4/6/2017

RightsLink Printable License

permission request. Failure to receive such notice will not nullify revocation of the
permission.
13. APS reserves all rights not specifically granted herein.
14. This document, including the CCC Billing and Payment Terms and Conditions, shall be
the entire agreement between the parties relating to the subject matter hereof.
Other Terms and Conditions
Version 1.1
Questions? customercare@copyright.com or +18552393415 (toll free in the US) or
+19786462777.

https://s100.copyright.com/AppDispatchServlet
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Open access
Scientific Reports is an open access journal. Articles in the journal are free to access,
download, share, and re-use.
Creative Commons Licenses
Scientific Reports articles are published open access under a CC BY license (Creative
Commons Attribution 4.0 International License). The CC BY license allows for
maximum dissemination and re-use of open access materials and is preferred by many
research funding bodies. Under this license users are free to share (copy, distribute
and transmit) and remix (adapt) the contribution including for commercial purposes,
providing they attribute the contribution in the manner specified by the author or
licensor (read full legal code).
In the past, some papers were published under a non-commercial license. Users may
request permission to use the works for commercial purposes or to create derivative
works by emailing permissions@nature.com.
Under Creative Commons, authors retain copyright in their articles.
Visit our open research site for more information about Creative Commons licensing.
Benefits of open access
Open access publication can lead to:
Increased citation and usage
http://www.nature.com/srep/about/open access
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Publishing licences and compliance with open access mandates
NRG author licence policy
This policy applies to all journals published by Nature Research Group (NRG), including the Nature journals. Nature Research's
policies are compatible with the vast majority of funders' open access and selfarchiving policies. Please see here for exceptions.
NRG does not require authors of original (primary) research papers to assign the copyright of their published contributions.
Authors grant NRG an exclusive licence to publish, in return for which they can reuse their papers in their future printed work
without first requiring permission from the publisher of the journal.
For commissioned articles (for example, Reviews, News and Views), copyright is retained by NRG.
General information about licencing policies and reuse can be found at the reprint and permission website.

Creative commons licences
NRG open access and hybrid journals
All open access articles published in NRG Journals are published under Creative Commons licences. Please see the licence section
on individual journal websites for more information, for example: Nature Communications and Scientific Reports.
For more information about open access licensing, please see our open research site.
Nature journals
For subscription titles, Creative Commons licences are occasionally used for specific types of papers:
articles that are publishing the primary sequence of an organism's genome for the first time (policy introduced in December
2007). A Nature Editorial introducing this service can be read here.
articles describing reporting and experimental standards and white papers presenting the roadmap of large community initiatives
(policy introduced in April 2011).
articles describing community experiments to compare the performance of software tools (policy introduced in November 2012).
The application of these licences is at the editor’s discretion. For journals that do not have an open access option, no article
processing charge will be applied to these papers. If you have questions about this type of content, please contact the journal’s editor
who will determine if the paper qualifies as part of one of these categories.
The licence used for OA articles in subscription journals is CC BY 4.0 .

Selfarchiving policy
Nature Research Group's policies are compatible with all major funders' open access and selfarchiving mandates.
More information is available on the SHERPA/ROMEO website. NRG actively supports the selfarchiving process, and
continually works with authors, readers, subscribers and sitelicense holders to develop its policy.
Preprints
Authors of primary research papers may post a copy of their manuscript in preparation or submitted to a Nature journal in
recognized noncommercial preprint servers (such as ArXiv and bioRXiv).
Final Author Version (accepted manuscript)
When a research paper is accepted for publication in an NRG journal, authors are encouraged to submit the Final Author Version
(the authors' accepted version of their manuscript) to PubMedCentral or other appropriate funding body's archive, for public
release six months after first publication. In addition, authors are encouraged to archive this version of the manuscript in their
institution's repositories and, if they wish, on their personal websites, also six months after the original publication. Authors should
cite the publication reference and DOI number on the first page of any deposited version, and provide a link from it to the URL of
the published article on the journal's website.
Where journals publish content online ahead of publication in a print issue (known as advanced online publication, or AOP),
authors may make the archived version openly available six months after first online publication (AOP).
Open access content
For open access content published under a Creative Commons licence, the published version can be deposited immediately on
publication, alongside a link to the URL of the published article on the journal's website.
http://www.nature.com/authors/policies/license.html
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In all cases, the requirement to link to the journal's website is designed to protect the integrity and authenticity of the scientific
record, with the online published version on nature.com clearly identified as the definitive version of record.
Manuscript deposition service
To facilitate selfarchiving of original research papers and help authors fulfil funder and institutional mandates, NRG deposits
manuscripts in PubMed Central, Europe PubMed Central and PubMed Central Canada on behalf of authors who optin to this free
service during submission. (This service does not apply to Reviews or Protocols.)
More information on the NRG's Manuscript Deposition Service is available. To take advantage of this service, the
corresponding author must optin during the manuscript submission process. Corresponding authors should be mindful of all co
authors’ selfarchiving requirements.

Terms for reuse of archived manuscripts
For NRG published material that has been archived into academic repositories such as institutional repositories, PubMed Central
and its mirror sites, where NRG holds copyright, or an exclusive license to publish, users may view, print, copy, download and text
and datamine the content, for the purposes of academic research, subject always to the full conditions of use.
Conditions of use
Articles published by Nature Research Group (NRG) which are made available through academic repositories remain subject to
copyright. Any reuse is subject to permission from NRG. The following restrictions on reuse of such articles apply:
Academic research only
1. Archived content may only be used for academic research. Any content downloaded for text based experiments should be
destroyed when the experiment is complete.
Reuse must not be for Commercial Purposes
2. Archived content may not be used for purposes that are intended for or directed towards commercial advantage or monetary
compensation by means of sale, resale, licence, loan, transfer or any other form of commercial exploitation ("Commercial
Purposes").
Wholesale republishing is prohibited
3. Archived content may not be published verbatim in whole or in part, whether or not this is done for Commercial Purposes,
either in print or online.
4. This restriction does not apply to reproducing normal quotations with an appropriate citation. In the case of textmining,
individual words, concepts and quotes up to 100 words per matching sentence may be reused, whereas longer paragraphs of text and
images cannot (without specific permission from NRG).
Moral rights
5. All reuse must be fully attributed. Attribution must take the form of a link  using the article DOI  to the published article on
the journal's website.
6. All reuse must ensure that the authors' moral right to the integrity of their work is not compromised.
Third party content
7. Where content in the document is identified as belonging to a third party, it is the obligation of the user to ensure that any reuse
complies with copyright policies of the owner.
Reuse at own risk
8. Any reuse of NRG content is at your own risk and NRG accepts no liability arising from such reuse.
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materials.
9. Warranties: Publisher makes no representations or warranties with respect to the licensed
material.
10. Indemnity: You hereby indemnify and agree to hold harmless publisher and CCC, and
their respective officers, directors, employees and agents, from and against any and all
claims arising out of your use of the licensed material other than as specifically authorized
pursuant to this license.
11. No Transfer of License: This license is personal to you and may not be sublicensed,
assigned, or transferred by you to any other person without publisher's written permission.
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12. No Amendment Except in Writing: This license may not be amended except in a writing
signed by both parties (or, in the case of publisher, by CCC on publisher's behalf).
13. Objection to Contrary Terms: Publisher hereby objects to any terms contained in any
purchase order, acknowledgment, check endorsement or other writing prepared by you,
which terms are inconsistent with these terms and conditions or CCC's Billing and Payment
terms and conditions. These terms and conditions, together with CCC's Billing and Payment
terms and conditions (which are incorporated herein), comprise the entire agreement
between you and publisher (and CCC) concerning this licensing transaction. In the event of
any conflict between your obligations established by these terms and conditions and those
established by CCC's Billing and Payment terms and conditions, these terms and conditions
shall control.
14. Revocation: Elsevier or Copyright Clearance Center may deny the permissions described
in this License at their sole discretion, for any reason or no reason, with a full refund payable
to you. Notice of such denial will be made using the contact information provided by you.
Failure to receive such notice will not alter or invalidate the denial. In no event will Elsevier
or Copyright Clearance Center be responsible or liable for any costs, expenses or damage
incurred by you as a result of a denial of your permission request, other than a refund of the
amount(s) paid by you to Elsevier and/or Copyright Clearance Center for denied
permissions.
LIMITED LICENSE
The following terms and conditions apply only to specific license types:
15. Translation: This permission is granted for nonexclusive world English rights only
unless your license was granted for translation rights. If you licensed translation rights you
may only translate this content into the languages you requested. A professional translator
must perform all translations and reproduce the content word for word preserving the
integrity of the article.
16. Posting licensed content on any Website: The following terms and conditions apply as
follows: Licensing material from an Elsevier journal: All content posted to the web site must
maintain the copyright information line on the bottom of each image; A hypertext must be
included to the Homepage of the journal from which you are licensing at
http://www.sciencedirect.com/science/journal/xxxxx or the Elsevier homepage for books at
http://www.elsevier.com; Central Storage: This license does not include permission for a
scanned version of the material to be stored in a central repository such as that provided by
Heron/XanEdu.
Licensing material from an Elsevier book: A hypertext link must be included to the Elsevier
homepage at http://www.elsevier.com . All content posted to the web site must maintain the
copyright information line on the bottom of each image.
Posting licensed content on Electronic reserve: In addition to the above the following
clauses are applicable: The web site must be passwordprotected and made available only to
bona fide students registered on a relevant course. This permission is granted for 1 year only.
You may obtain a new license for future website posting.
17. For journal authors: the following clauses are applicable in addition to the above:
Preprints:
A preprint is an author's own writeup of research results and analysis, it has not been peer
reviewed, nor has it had any other value added to it by a publisher (such as formatting,
copyright, technical enhancement etc.).
Authors can share their preprints anywhere at any time. Preprints should not be added to or
enhanced in any way in order to appear more like, or to substitute for, the final versions of
articles however authors can update their preprints on arXiv or RePEc with their Accepted
Author Manuscript (see below).
If accepted for publication, we encourage authors to link from the preprint to their formal
publication via its DOI. Millions of researchers have access to the formal publications on
ScienceDirect, and so links will help users to find, access, cite and use the best available
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version. Please note that Cell Press, The Lancet and some societyowned have different
preprint policies. Information on these policies is available on the journal homepage.
Accepted Author Manuscripts: An accepted author manuscript is the manuscript of an
article that has been accepted for publication and which typically includes author
incorporated changes suggested during submission, peer review and editorauthor
communications.
Authors can share their accepted author manuscript:
immediately
via their noncommercial person homepage or blog
by updating a preprint in arXiv or RePEc with the accepted manuscript
via their research institute or institutional repository for internal institutional
uses or as part of an invitationonly research collaboration workgroup
directly by providing copies to their students or to research collaborators for
their personal use
for private scholarly sharing as part of an invitationonly work group on
commercial sites with which Elsevier has an agreement
After the embargo period
via noncommercial hosting platforms such as their institutional repository
via commercial sites with which Elsevier has an agreement
In all cases accepted manuscripts should:
link to the formal publication via its DOI
bear a CCBYNCND license  this is easy to do
if aggregated with other manuscripts, for example in a repository or other site, be
shared in alignment with our hosting policy not be added to or enhanced in any way to
appear more like, or to substitute for, the published journal article.
Published journal article (JPA): A published journal article (PJA) is the definitive final
record of published research that appears or will appear in the journal and embodies all
valueadding publishing activities including peer review coordination, copyediting,
formatting, (if relevant) pagination and online enrichment.
Policies for sharing publishing journal articles differ for subscription and gold open access
articles:
Subscription Articles: If you are an author, please share a link to your article rather than the
fulltext. Millions of researchers have access to the formal publications on ScienceDirect,
and so links will help your users to find, access, cite, and use the best available version.
Theses and dissertations which contain embedded PJAs as part of the formal submission can
be posted publicly by the awarding institution with DOI links back to the formal
publications on ScienceDirect.
If you are affiliated with a library that subscribes to ScienceDirect you have additional
private sharing rights for others' research accessed under that agreement. This includes use
for classroom teaching and internal training at the institution (including use in course packs
and courseware programs), and inclusion of the article for grant funding purposes.
Gold Open Access Articles: May be shared according to the authorselected enduser
license and should contain a CrossMark logo, the end user license, and a DOI link to the
formal publication on ScienceDirect.
Please refer to Elsevier's posting policy for further information.
18. For book authors the following clauses are applicable in addition to the above:
Authors are permitted to place a brief summary of their work online only. You are not
allowed to download and post the published electronic version of your chapter, nor may you
scan the printed edition to create an electronic version. Posting to a repository: Authors are
permitted to post a summary of their chapter only in their institution's repository.
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19. Thesis/Dissertation: If your license is for use in a thesis/dissertation your thesis may be
submitted to your institution in either print or electronic form. Should your thesis be
published commercially, please reapply for permission. These requirements include
permission for the Library and Archives of Canada to supply single copies, on demand, of
the complete thesis and include permission for Proquest/UMI to supply single copies, on
demand, of the complete thesis. Should your thesis be published commercially, please
reapply for permission. Theses and dissertations which contain embedded PJAs as part of
the formal submission can be posted publicly by the awarding institution with DOI links
back to the formal publications on ScienceDirect.
Elsevier Open Access Terms and Conditions
You can publish open access with Elsevier in hundreds of open access journals or in nearly
2000 established subscription journals that support open access publishing. Permitted third
party reuse of these open access articles is defined by the author's choice of Creative
Commons user license. See our open access license policy for more information.
Terms & Conditions applicable to all Open Access articles published with Elsevier:
Any reuse of the article must not represent the author as endorsing the adaptation of the
article nor should the article be modified in such a way as to damage the author's honour or
reputation. If any changes have been made, such changes must be clearly indicated.
The author(s) must be appropriately credited and we ask that you include the end user
license and a DOI link to the formal publication on ScienceDirect.
If any part of the material to be used (for example, figures) has appeared in our publication
with credit or acknowledgement to another source it is the responsibility of the user to
ensure their reuse complies with the terms and conditions determined by the rights holder.
Additional Terms & Conditions applicable to each Creative Commons user license:
CC BY: The CCBY license allows users to copy, to create extracts, abstracts and new
works from the Article, to alter and revise the Article and to make commercial use of the
Article (including reuse and/or resale of the Article by commercial entities), provided the
user gives appropriate credit (with a link to the formal publication through the relevant
DOI), provides a link to the license, indicates if changes were made and the licensor is not
represented as endorsing the use made of the work. The full details of the license are
available at http://creativecommons.org/licenses/by/4.0.
CC BY NC SA: The CC BYNCSA license allows users to copy, to create extracts,
abstracts and new works from the Article, to alter and revise the Article, provided this is not
done for commercial purposes, and that the user gives appropriate credit (with a link to the
formal publication through the relevant DOI), provides a link to the license, indicates if
changes were made and the licensor is not represented as endorsing the use made of the
work. Further, any new works must be made available on the same conditions. The full
details of the license are available at http://creativecommons.org/licenses/byncsa/4.0.
CC BY NC ND: The CC BYNCND license allows users to copy and distribute the Article,
provided this is not done for commercial purposes and further does not permit distribution of
the Article if it is changed or edited in any way, and provided the user gives appropriate
credit (with a link to the formal publication through the relevant DOI), provides a link to the
license, and that the licensor is not represented as endorsing the use made of the work. The
full details of the license are available at http://creativecommons.org/licenses/byncnd/4.0.
Any commercial reuse of Open Access articles published with a CC BY NC SA or CC BY
NC ND license requires permission from Elsevier and will be subject to a fee.
Commercial reuse includes:
Associating advertising with the full text of the Article
Charging fees for document delivery or access
Article aggregation
Systematic distribution via email lists or share buttons
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Posting or linking by commercial companies for use by customers of those companies.
20. Other Conditions:
v1.9
Questions? customercare@copyright.com or +18552393415 (toll free in the US) or
+19786462777.
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✏✆✒✌✞✠✙✁✝ ✆✎☎✟✞ ✍✆✞ ✞✟☞ ✟ ✆✍ ✂☎✌ ☞✏✁ ✝✁✠✞✖ ✒✂✞✝✌ ✡✂✝✟✞✠✂✄✯✩✙☞✞✟ ✓ ✰✁✟
✣✠✙✁✝ ✁✆✄✖✟✞ ✁✂✄✄ ☎✆✝ ✞✟✠✡☛☞✞ ✟ ✂☎✌ ✍✟✟ ✎✁✠✏✁ ✑ ✟✞ ✒✂✌ ✍✆✞ ☞✏✁
✄✠✏✟☎✏✟ ✂☎✖ ✒✟✞✡✠ ✠✆☎ ✓
✚ ✎✟✄✄ ✂ ✬✬✬✗ ✝✁✟ ✣✠✙✁✝ ✁✆✄✖✟✞ ✁✂✄✄ ✁✂✘✟ ✝✁✟ ✞✠✙✁✝ ✝✆ ☛✞✠☎✙ ✂☎✌ ✄✟✙✂✄
✂✏✝✠✆☎ ✝✁✂✝ ✠✝ ✖✟✟✡ ☎✟✏✟ ✂✞✌ ✝✆ ✟☎✍✆✞✏✟ ✠✝ ✞✠✙✁✝ ✁✆☞✄✖ ✠✝ ✏✆☎ ✠✖✟✞
✝✁✂✝ ✝✁✟ ✫✆✞✥ ✠☎✍✞✠☎✙✟ ✝✁✆ ✟ ✞✠✙✁✝ ✠☎ ✂☎✌ ✎✂✌✓
✱✆✞ ✲✰✛ ✲✠✙☎✂✝✆✞✠✟ ✳✴✵✮ ✜✂ ✂✙✞✟✟✖ ✂ ✒✂✞✝ ✆✍ ✝✁✟ ✲✰✛ ✶☞✠✖✟✄✠☎✟ ✤
✚☎✌ ✄✠✏✟☎✏✟ ✙✞✂☎✝✟✖ ✍✆✞ ✂ ✒✂✞✝✠✏☞✄✂✞ ✟✖✠✝✠✆☎ ✆✍ ✂ ✫✆✞✥ ✎✠✄✄ ✂✒✒✄✌ ✂✄ ✆ ✝✆
☞☛ ✟✪☞✟☎✝ ✟✖✠✝✠✆☎ ✆✍ ✠✝ ✂☎✖ ✍✆✞ ✟✖✠✝✠✆☎ ✠☎ ✆✝✁✟✞ ✄✂☎✙☞✂✙✟ ✗ ✒✞✆✘✠✖✟✖
☞✏✁ ✟✖✠✝✠✆☎ ✂✞✟ ✍✆✞ ✝✁✟ ✫✆✞✥ ✂ ✂ ✎✁✆✄✟ ✠☎ ✠✝☞ ✂☎✖ ✖✆ ☎✆✝ ✠☎✘✆✄✘✟ ✝✁✟
✟✒✂✞✂✝✟ ✟★✒✄✆✠✝✂✝✠✆☎ ✆✍ ✝✁✟ ✒✟✞✡✠✝✝✟✖ ✠✄✄☞ ✝✞✂✝✠✆☎ ✆✞ ✟★✏✟✞✒✝ ✓
✷✸✹✺✻ ✼✺✻✽✾ ✿❀❁ ❂❃❀❁❄✸❄❃❀✾❅
✫✁✟☎ ✌✆☞ ✝✞✂☎ ✍✟✞✞✟✖ ✝✁✟ ✏✆✒✌✞✠✙✁✝ ✠☎ ✌✆☞✞ ✂✞✝✠✏✄✟ ✝✆ ☞ ✂☎✖ ✏✁✆ ✟ ✝✆
✒☞☛✄✠ ✁ ✆☎ ✂ ☞☛ ✏✞✠✒✝✠✆☎ ☛✂ ✠ ✗ ✎✟ ✙✞✂☎✝✟✖ ☛✂✏✥ ✝✆ ✌✆☞ ✏✟✞✝✂✠☎ ✞✠✙✁✝ ✓
✰✁✠ ✠☎✏✄☞✖✟✖ ✝✁✟ ✞✠✙✁✝ ✝✆ ✠☎✏✄☞✖✟ ✂✄✄ ✆✞ ✒✂✞✝ ✆✍ ✝✁✟ ✱✠☎✂✄ ✦☞☛✄✠ ✁✟✖
✢✟✞ ✠✆☎ ✆✍ ✝✁✟ ✂✞✝✠✏✄✟ ✎✠✝✁✠☎ ✂ ✝✁✟ ✠ ✆✞ ✖✠ ✟✞✝✂✝✠✆☎ ✒✞✆✘✠✖✟✖ ✠✝ ✎✂ ☎✆✝
✝✁✟☎ ✒☞☛✄✠ ✁✟✖ ✏✆✡✡✟✞✏✠✂✄✄✌✓ ✦✄✟✂ ✟ ☎✆✝✟ ✌✆☞ ✡✂✌ ☎✟✟✖ ✝✆ ✆☛✝✂✠☎
✟✒✂✞✂✝✟ ✒✟✞✡✠ ✠✆☎ ✍✆✞ ✂☎✌ ✝✁✠✞✖ ✒✂✞✝✌ ✏✆☎✝✟☎✝ ✌✆☞ ✠☎✏✄☞✖✟✖ ✎✠✝✁✠☎ ✌✆☞✞
✂✞✝✠✏✄✟✓ ✫✟ ✂✞✟ ✁✂✒✒✌ ✍✆✞ ✌✆☞✞ ✝✁✟ ✠ ✆✞ ✖✠ ✟✞✝✂✝✠✆☎ ✝✆ ☛✟ ✡✂✖✟ ✂✘✂✠✄✂☛✄✟
✘✠✂ ✌✆☞✞ ✠☎ ✝✠✝☞✝✠✆☎❆ ✄✠☛✞✂✞✌ ✂☎✖✯✆✞ ✌✆☞✞ ✠☎ ✝✠✝☞✝✠✆☎✂✄ ✞✟✒✆ ✠✝✆✞✌✓ ✮✆☞ ✡✂✌
☞☛✡✠✝ ✌✆☞✞ ✝✁✟ ✠ ✆✞ ✖✠ ✟✞✝✂✝✠✆☎ ✜✠☎✏✄☞✖✠☎✙ ✝✁✟ ✂✞✝✠✏✄✟✤ ✘✠✂ ✦✞✆✧☞✟ ✝ ✠✍
✝✁✂✝ ✠ ✂ ✞✟✪☞✠✞✟✡✟☎✝ ✆✍ ✌✆☞✞ ☞☎✠✘✟✞ ✠✝✌✓ ❇✆✎✟✘✟✞✗ ✎✟ ✖✆ ☎✆✝ ✝✁✟☎ ✂✄✄✆✎
✝✁✟ ✂✞✝✠✏✄✟ ✝✆ ☛✟ ✒☞☛✄✠ ✁✟✖ ✏✆✡✡✟✞✏✠✂✄✄✌ ✆✞ ✡✂✖✟ ✒☞☛✄✠✏✄✌ ✂✘✂✠✄✂☛✄✟ ☛✌

❜ ❨❝ ❞

❲❜❯❡❢❯❡❲❱❣ ❲❡❚❤✐ ▲❥

❳❨❩❬❭❪❫❨❴❵ ❛❜❨❴❭❝❞❡❢ ❫❨❣❢❴❪❢

❬❭❭❤❪✐❥❥❪❦❧❧♠❣♥❤♦❜❨❩❬❭♠❣♥♣❥qr❪❭♥♣❢❜st♣❨❴❥❛❫✉♠✈♠♠♠

✁✂✄☎✆✝✞✟ ✝✂ ✠✞ ✡✂☎☛☞ ✌✆✆☞ ✞✂ ✍✆ ✁✆✎✂✏✆☞ ✑✁✂✎ ✒✂☎✁ ✞✓✆✝✠✝ ✂✁
☞✠✝✝✆✁✞✔✞✠✂✌ ✕✁✠✂✁ ✞✂ ✕☎✍☛✠✖✔✞✠✂✌ ✂✌☛✠✌✆ ✂✁ ✠✌ ✕✁✠✌✞✗ ✘✂☎✁ ✠✌✝✞✠✞☎✞✠✂✌
✝✓✂☎☛☞ ✍✆ ✔✍☛✆ ✞✂ ✡✠✞✓✓✂☛☞ ✞✓✆ ✙✚ ✔✁✞✠✖☛✆ ✝✆✖✞✠✂✌ ✂✑ ✒✂☎✁ ✞✓✆✝✠✝ ✑✁✂✎ ✞✓✆
✁✂✄☎✆✝✞ ✏✆✁✝✠✂✌✗ ✛✂✡✆✏✆✁✟ ✒✂☎ ✝✓✂☎☛☞ ✝✞✠☛☛ ✁✆✑✆✁✆✌✖✆ ✞✓✆ ✔✁✞✠✖☛✆✟
✠✌✖☛☎☞✆ ✞✓✆ ✔✍✝✞✁✔✖✞ ✔✌☞ ✕✁✂✏✠☞✆ ✔ ✜✚✙ ☛✠✌✢ ✞✂ ✠✞ ✂✌ ✙✚ ✝✖✠✆✌✖✆ ✝✂ ✞✓✔✞
✕✆✂✕☛✆ ✢✌✂✡ ✞✓✔✞ ✠✞ ✓✔✝ ✍✆✆✌ ✕☎✍☛✠✝✓✆☞✗ ✣✌✒ ✂✞✓✆✁ ✖✂✎✎✆✁✖✠✔☛ ☎✝✆ ✂✑
✒✂☎✁ ✞✓✆✝✠✝ ✂✁ ☞✠✝✝✆✁✞✔✞✠✂✌ ✡✂☎☛☞ ✔☛✝✂ ✁✆✤☎✠✁✆ ✂☎✁ ✕✆✁✎✠✝✝✠✂✌✟ ✠✑ ✠✞
✠✌✖☛☎☞✆☞ ✒✂☎✁ ✙✚ ✔✁✞✠✖☛✆✗ ☛✆✔✝✆ ✠✌✖☛☎☞✆ ✖✠✞✔✞✠✂✌ ☞✆✞✔✠☛✝✟ ✥✦ ✙✚
☎✍☛✠✝✓✠✌✧✗ ★✆✕✁✂☞☎✖✆☞ ✡✠✞✓ ✕✆✁✎✠✝✝✠✂✌✗ ✣☛☛ ✁✠✧✓✞✝ ✁✆✝✆✁✏✆☞✩ ✔✌☞ ✑✂✁
✂✌☛✠✌✆ ☎✝✆✟ ✔ ☛✠✌✢ ✞✂ ✞✓✆ ✪✆✁✝✠✂✌ ✂✑ ★✆✖✂✁☞✗
✫✬✭✮✯✭✰✯ ✬✱✰✲✫ ✭✮✯ ✳✴✮✯✵✬✵✴✮✫
✶✗ ✜✆✝✖✁✠✕✞✠✂✌ ✂✑ ✷✆✁✏✠✖✆✸ ✜✆✹✌✆☞ ✺✆✁✎✝✗ ✺✓✠✝ ★✆✕☎✍☛✠✖✔✞✠✂✌ ✻✠✖✆✌✝✆
✆✌✔✍☛✆✝ ✞✓✆ ✼✝✆✁ ✞✂ ✂✍✞✔✠✌ ☛✠✖✆✌✝✆✝ ✑✂✁ ✁✆✕☎✍☛✠✖✔✞✠✂✌ ✂✑ ✂✌✆ ✂✁ ✎✂✁✆
✖✂✕✒✁✠✧✓✞✆☞ ✡✂✁✢✝ ✔✝ ☞✆✝✖✁✠✍✆☞ ✠✌ ☞✆✞✔✠☛ ✂✌ ✞✓✆ ✁✆☛✆✏✔✌✞ ✚✁☞✆✁
✽✂✌✹✁✎✔✞✠✂✌ ✾✞✓✆ ✥✿✂✁✢✾✝❀✩❀✗ ✽✂✕✒✁✠✧✓✞ ✽☛✆✔✁✔✌✖✆ ✽✆✌✞✆✁✟ ✙✌✖✗ ✾✥✽✽✽✩❀
✧✁✔✌✞✝ ☛✠✖✆✌✝✆✝ ✞✓✁✂☎✧✓ ✞✓✆ ✷✆✁✏✠✖✆ ✂✌ ✍✆✓✔☛✑ ✂✑ ✞✓✆ ✁✠✧✓✞✝✓✂☛☞✆✁
✠☞✆✌✞✠✹✆☞ ✂✌ ✞✓✆ ✚✁☞✆✁ ✽✂✌✹✁✎✔✞✠✂✌ ✾✞✓✆ ✥★✠✧✓✞✝✓✂☛☞✆✁✩❀✗
✥★✆✕☎✍☛✠✖✔✞✠✂✌✩✟ ✔✝ ☎✝✆☞ ✓✆✁✆✠✌✟ ✧✆✌✆✁✔☛☛✒ ✎✆✔✌✝ ✞✓✆ ✠✌✖☛☎✝✠✂✌ ✂✑ ✔
✿✂✁✢✟ ✠✌ ✡✓✂☛✆ ✂✁ ✠✌ ✕✔✁✞✟ ✠✌ ✔ ✌✆✡ ✡✂✁✢ ✂✁ ✡✂✁✢✝✟ ✔☛✝✂ ✔✝ ☞✆✝✖✁✠✍✆☞ ✂✌
✞✓✆ ✚✁☞✆✁ ✽✂✌✹✁✎✔✞✠✂✌✗ ✥✼✝✆✁✩✟ ✔✝ ☎✝✆☞ ✓✆✁✆✠✌✟ ✎✆✔✌✝ ✞✓✆ ✕✆✁✝✂✌ ✂✁
✆✌✞✠✞✒ ✎✔✢✠✌✧ ✝☎✖✓ ✁✆✕☎✍☛✠✖✔✞✠✂✌✗
❁✗ ✺✓✆ ✞✆✁✎✝ ✝✆✞ ✑✂✁✞✓ ✠✌ ✞✓✆ ✁✆☛✆✏✔✌✞ ✚✁☞✆✁ ✽✂✌✹✁✎✔✞✠✂✌✟ ✔✌☞ ✔✌✒ ✞✆✁✎✝
✝✆✞ ✍✒ ✞✓✆ ★✠✧✓✞✝✓✂☛☞✆✁ ✡✠✞✓ ✁✆✝✕✆✖✞ ✞✂ ✔ ✕✔✁✞✠✖☎☛✔✁ ✿✂✁✢✟ ✧✂✏✆✁✌ ✞✓✆
✞✆✁✎✝ ✂✑ ☎✝✆ ✂✑ ✿✂✁✢✝ ✠✌ ✖✂✌✌✆✖✞✠✂✌ ✡✠✞✓ ✞✓✆ ✷✆✁✏✠✖✆✗ ❂✒ ☎✝✠✌✧ ✞✓✆
✷✆✁✏✠✖✆✟ ✞✓✆ ✕✆✁✝✂✌ ✞✁✔✌✝✔✖✞✠✌✧ ✑✂✁ ✔ ✁✆✕☎✍☛✠✖✔✞✠✂✌ ☛✠✖✆✌✝✆ ✂✌ ✍✆✓✔☛✑ ✂✑
✞✓✆ ✼✝✆✁ ✁✆✕✁✆✝✆✌✞✝ ✔✌☞ ✡✔✁✁✔✌✞✝ ✞✓✔✞ ✓✆❃✝✓✆❃✠✞ ✾✔❀ ✓✔✝ ✍✆✆✌ ☞☎☛✒
✔☎✞✓✂✁✠❄✆☞ ✍✒ ✞✓✆ ✼✝✆✁ ✞✂ ✔✖✖✆✕✞✟ ✔✌☞ ✓✆✁✆✍✒ ☞✂✆✝ ✔✖✖✆✕✞✟ ✔☛☛ ✝☎✖✓ ✞✆✁✎✝
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❚✗❁ ❱✆✌✆✁✔☛ ✔✒✎✆✌✞ ✺✆✁✎✝❲ ✘✂☎ ✎✔✒ ✕✔✒ ✍✒ ✖✁✆☞✠✞ ✖✔✁☞ ✂✁ ✞✓✁✂☎✧✓ ✔✌
✔✖✖✂☎✌✞ ✡✠✞✓ ☎✝ ✕✔✒✔✍☛✆ ✔✞ ✞✓✆ ✆✌☞ ✂✑ ✞✓✆ ✎✂✌✞✓✗ ✙✑ ✒✂☎ ✔✌☞ ✡✆ ✔✧✁✆✆
✇ ♥① ②

❧③❥④⑤❥④❧❦⑥ ❧④✐⑦⑧ ❛⑨

❅❆❇❈❉❊❋❆●❍ ■❏❆●❉❑▲▼◆ ❋❆❖◆●❊◆

❈❉❉P❊◗❘❘❊❙❚❚❯❖❱P❲❏❆❇❈❉❯❖❱❳❘❨❩❊❉❱❳◆❏❬❭❳❆●❘■❋❪❯❫❯❯❯

✁✂ ✄☎✆ ✝✂✄ ✞✟ ✂✠✡☛✟✁ ✂ ✟ ✂☞✌☛☞✍ ✂✎✎☎✆☞ ✏☛ ✁ ✑✑✑✒ ✁✞☞ ✁✞ ✓☎✡✡☎✏☛☞✍
✞✔✝✟ ✂✕✕✡✄✖ ✗✞✝☛ ✘✂✄✝✞☞

☎✖ ✑☎✕✄✔☛✍✁ ✑✡✞✂✔✂☞✎✞ ✑✞☞ ✞✔✒ ✙✚✛✛✜
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❭❛❜ ❩❝❛❜❬❫❬❝❛❳ ❞❝❴ ❡❡❡❢❳ ❣❲❨❤✐❪❬❩❭❫❬❝❛ ❥❲❴❦❬❩❲ ❭❛❜❧ ❫❝♠❲❫❱❲❴ ♥❬❫❱ ❫❱❝❳❲
❳❫❭❛❜❭❴❜ ❫❲❴❵❳ ❭❛❜ ❩❝❛❜❬❫❬❝❛❳❧ ♠❝❦❲❴❛ ❫❱❲ ❤❳❲ ❝❞ ❫❱❲ ♦❝❴♣❳q
r❳ ❫❱❲ st❳❲❴✉ ✈❝❤ ♥❬❪❪ ❵❭♣❲ ❭❪❪ ❴❲❭❳❝❛❭✐❪❲ ❲✇❝❴❫❳ ❫❝ ❩❝❛❫❭❩❫ ❫❱❲
❭❤❫❱❝❴①❳② ❝❞ ❫❱❲ ❭❴❫❬❩❪❲ ♥❱❬❩❱ ❫❱❲ ♦❝❴♣ ❬❳ ❫❝ ✐❲ ❴❲❤❳❲❜ ❞❴❝❵❧ ❫❝ ❳❲❲♣
❩❝❛❳❲❛❫ ❞❝❴ ✈❝❤❴ ❬❛❫❲❛❜❲❜ ❤❳❲q ❡❝❛❫❭❩❫❬❛♠ ❝❛❲ ❭❤❫❱❝❴ ♥❱❝ ❬❳ ❭❩❫❬❛♠
❲③❨❴❲❳❳❪✈ ❭❳ ❭❤❫❱❝❴❬❳❲❜ ❭♠❲❛❫ ❞❝❴ ❫❱❲❬❴ ❩❝④❭❤❫❱❝❴①❳② ❬❳ ❭❩❩❲❨❫❭✐❪❲q
t❳❲❴ ♥❬❪❪ ❴❲❨❴❝❜❤❩❲ ❫❱❲ ❞❝❪❪❝♥❬❛♠ ♥❝❴❜❬❛♠ ❨❴❝❵❬❛❲❛❫❪✈ ❭❪❝❛♠❳❬❜❲ ❫❱❲
♦❝❴♣⑤
❫❱❲ ❳❝❤❴❩❲ ❝❞ ❫❱❲ ♦❝❴♣❧ ❬❛❩❪❤❜❬❛♠ ❭❤❫❱❝❴❧ ❭❴❫❬❩❪❲ ❫❬❫❪❲❧ ❫❬❫❪❲ ❝❞
⑥❝❤❴❛❭❪❧ ❦❝❪❤❵❲ ❛❤❵✐❲❴❧ ❬❳❳❤❲ ❛❤❵✐❲❴ ①❬❞ ❴❲❪❲❦❭❛❫②❧ ❨❭♠❲ ❴❭❛♠❲ ①❝❴
⑦❴❳❫ ❨❭♠❲ ❬❞ ❫❱❬❳ ❬❳ ❫❱❲ ❝❛❪✈ ❬❛❞❝❴❵❭❫❬❝❛ ❭❦❭❬❪❭✐❪❲② ❭❛❜ ❜❭❫❲ ❝❞ ⑦❴❳❫
❨❤✐❪❬❩❭❫❬❝❛q ❯❱❬❳ ❬❛❞❝❴❵❭❫❬❝❛ ❩❭❛ ✐❲ ❩❝❛❫❭❬❛❲❜ ❬❛ ❭ ❞❝❝❫❛❝❫❲ ❝❴
❴❲❞❲❴❲❛❩❲ ❛❝❫❲⑧ ❭❛❜
❭ ❪❬❛♣ ✐❭❩♣ ❫❝ ❫❱❲ ❭❴❫❬❩❪❲ ①❦❬❭ ⑨⑩❶②⑧ ❭❛❜
❬❞ ❨❴❭❩❫❬❩❭✐❪❲❧ ❭❛❜ ❶❷ r❸❸ ❡r❥❹❥ ❞❝❴ ❛❲♥ ♥❝❴♣❳ ❨❤✐❪❬❳❱❲❜ ❤❛❜❲❴
❭❛✈ ❝❞ ❫❱❲ ❡❴❲❭❫❬❦❲ ❡❝❵❵❝❛❳ ❪❬❩❲❛❩❲❳❧ ❫❱❲ ♥❝❴❜❳ s❺ ❶⑩❻
❻❤✐❪❬❳❱❬❛♠q ❣❲❨❴❝❜❤❩❲❜ ♥❬❫❱ ❨❲❴❵❬❳❳❬❝❛q r❪❪ ❴❬♠❱❫❳ ❴❲❳❲❴❦❲❜✉
♦❬❫❱❝❤❫ ❫❱❲ ❲③❨❴❲❳❳ ❨❲❴❵❬❳❳❬❝❛ ❝❞ ❫❱❲ ❭❤❫❱❝❴①❳② ❭❛❜ ❫❱❲ ❣❬♠❱❫❳❱❝❪❜❲❴ ❝❞
❫❱❲ ❭❴❫❬❩❪❲ ❞❴❝❵ ♥❱❬❩❱ ❫❱❲ ♦❝❴♣ ❬❳ ❫❝ ✐❲ ❴❲❤❳❲❜❧ t❳❲❴ ❳❱❭❪❪ ❛❝❫ ❤❳❲ ❬❫ ❬❛
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✫✞☎✪ ☞✠ ✂✞ ✒✄ ☎✄✝✠✄✎ ✂✞ ✕✆✄✕✪ ✂✆ ✂ ✥✦✧ ✧✝✒✁☞✠✆☞✍✌ ★✂✎ ✆ ✠ ✁✁ ✂✆✄
✍✄✕✄✠✠ ☎✘ ☎☞✌✆✂✠ ✂✞ ✒✄ ✒✁✄ ✂✞ ✌☎ ✍✂ ✓✄☎✏☞✠✠☞✞✍✚ ✩✠✄☎ ☞✠ ✠✞✁✄✁✘
☎✄✠✓✞✍✠☞✒✁✄ ✖✞☎ ☞✎✄✍✂☞✖✘☞✍✌ ✍✎ ✞✒✂ ☞✍☞✍✌ ✠✄✓ ☎ ✂✄ ✁☞✕✄✍✕✄✠ ✍✎
✓✄☎✏☞✠✠☞✞✍✠ ✖☎✞✏ ✂✆✄ ✕✞✓✘☎☞✌✆✂ ✞✜✍✄☎ ✖✞☎ ☎✄✝✠✄ ✞✖ ✍✘ ✠✝✕✆ ✂✆☞☎✎ ✓ ☎✂✘
✏ ✂✄☎☞ ✁✗✬✌✝☎✄✠ ✜✆☞✕✆ ✂✆✄ ✙☞✌✆✂✠✆✞✁✎✄☎ ☞✠ ✍✞✂ ✂✆✄ ✕✞✓✘☎☞✌✆✂ ✞✜✍✄☎ ✞✖✚
✛✆✄ ✙☞✌✆✂✠✆✞✁✎✄☎ ✠✆ ✁✁ ✍✞✂ ☎✄☞✏✒✝☎✠✄ ✍✘ ✖✄✄✠ ✜✆☞✕✆ ✩✠✄☎ ✓ ✘✠ ✖✞☎
☎✄✓✝✒✁☞✕ ✂☞✞✍ ✁☞✕✄✍✠✄ ✖✞☎ ✠✝✕✆ ✂✆☞☎✎ ✓ ☎✂✘ ✕✞✍✂✄✍✂✚
✛✆☞✠ ✁☞✕✄✍✕✄ ✎✞✄✠ ✍✞✂ ✓✓✁✘ ✂✞ ✍✘ ✏ ✂✄☎☞ ✁✗✬✌✝☎✄ ✜✆☞✕✆ ☞✠ ✕☎✄✎☞✂✄✎ ✂✞
✍✞✂✆✄☎ ✠✞✝☎✕✄ ☞✍ ✂✆✄ ✙☞✌✆✂✠✆✞✁✎✄☎☛✠ ✓✝✒✁☞✕ ✂☞✞✍ ✞☎ ✆ ✠ ✒✄✄✍ ✞✒✂ ☞✍✄✎
✖☎✞✏ ✂✆☞☎✎ ✓ ☎✂✘✚ ✩✠✄☎ ✏✝✠✂ ✕✆✄✕✪ ✂✆✄ ✭✄☎✠☞✞✍ ✞✖ ✙✄✕✞☎✎ ✞✖ ✂✆✄ ☎✂☞✕✁✄
✖☎✞✏ ✜✆☞✕✆ ✂✆✄ ✫✞☎✪ ☞✠ ✂✞ ✒✄ ☎✄✝✠✄✎✮ ✂✞ ✕✆✄✕✪ ✜✆✄✂✆✄☎ ✍✘ ✞✖ ✂✆✄
✏ ✂✄☎☞ ✁ ☞✍ ✂✆✄ ✫✞☎✪ ☞✠ ✂✆☞☎✎ ✓ ☎✂✘ ✏ ✂✄☎☞ ✁✚ ✛✆☞☎✎ ✓ ☎✂✘ ✕☞✂ ✂☞✞✍✠ ✍✎✗✞☎
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✍✘ ✞✂✆✄☎ ✢✄☎✠☞✞✍ ✞✖ ✂✆✄ ☎✂☞✕✁✄ ✖☎✞✏ ✜✆☞✕✆ ✂✆✄ ✫✞☎✪ ☞✠ ✂✞ ✒✄ ☎✄✝✠✄✎ ✍✎
✠✞ ✕ ✍✍✞✂ ✒✄ ☎✄✁☞✄✎ ✝✓✞✍ ✒✘ ✂✆✄ ✩✠✄☎✚ ✩✠✄☎ ☞✠ ✠✞✁✄✁✘ ☎✄✠✓✞✍✠☞✒✁✄ ✖✞☎
☞✎✄✍✂☞✖✘☞✍✌ ✍✎ ✞✒✂ ☞✍☞✍✌ ✠✄✓ ☎ ✂✄ ✁☞✕✄✍✕✄✠ ✍✎ ✓✄☎✏☞✠✠☞✞✍✠ ✖☎✞✏ ✂✆✄
✕✞✓✘☎☞✌✆✂ ✞✜✍✄☎ ✖✞☎ ☎✄✝✠✄ ✞✖ ✍✘ ✠✝✕✆ ✂✆☞☎✎ ✓ ☎✂✘ ✏ ✂✄☎☞ ✁✗✬✌✝☎✄✠ ✜✆✄☎✄
✂✆✄ ✙☞✌✆✂✠✆✞✁✎✄☎ ☞✠ ✍✞✂ ✂✆✄ ✕✞✓✘☎☞✌✆✂ ✞✜✍✄☎✚ ✛✆✄ ✙☞✌✆✂✠✆✞✁✎✄☎ ✠✆ ✁✁ ✍✞✂
☎✄☞✏✒✝☎✠✄ ✍✘ ✖✄✄✠ ✜✆☞✕✆ ✩✠✄☎ ✓ ✘✠ ✖✞☎ ☎✄✓✝✒✁☞✕ ✂☞✞✍ ✁☞✕✄✍✠✄ ✖✞☎ ✠✝✕✆
✂✆☞☎✎ ✓ ☎✂✘ ✕✞✍✂✄✍✂✚
✩✠✄☎ ✍✎ ✯✯✯ ✕✪✍✞✜✁✄✎✌✄ ✂✆ ✂ ✂✆✄ ✙☞✌✆✂✠✆✞✁✎✄☎ ✏ ✘✮ ✖☎✞✏ ✂☞✏✄ ✂✞
✂☞✏✄✮ ✏ ✪✄ ✕✆ ✍✌✄✠ ✞☎ ✎✎☞✂☞✞✍✠ ✂✞ ✂✆✄✠✄ ✠✓✄✕☞ ✁ ✂✄☎✏✠ ✍✎ ✕✞✍✎☞✂☞✞✍✠
✜☞✂✆✞✝✂ ✄✰✓☎✄✠✠ ✍✞✂☞✬✕ ✂☞✞✍✮ ✓☎✞✢☞✎✄✎ ✂✆ ✂ ✂✆✄✠✄ ✠✆ ✁✁ ✍✞✂ ✓✓✁✘ ✂✞
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✕✞✓✘☎☞✌✆✂ ☞✍ ✂✆✄ ☎✂☞✕✁✄ ✂✞ ✂✆✄ ✙☞✌✆✂✠✆✞✁✎✄☎✚ ✩✠✄☎ ✠✆✞✝✁✎ ✕✆✄✕✪ ✂✆✄
✕✞✓✘☎☞✌✆✂ ✖✞☎✏ ✍✎ ✂✆✄ ☎✄✁✄✢ ✍✂ ✝✂✆✞☎ ☎☞✌✆✂✠ ✓✞✁☞✕✘ ✂✞ ✕✆✄✕✪ ✜✆✄✂✆✄☎
✓✄☎✏☞✠✠☞✞✍ ☞✠ ☎✄✱✝☞☎✄✎✚ ✥✖ ✩✠✄☎ ☞✠ ✂✆✄ ✝✂✆✞☎ ✞✖ ✂✆✄ ✫✞☎✪ ✍✎ ✎✞✄✠
☎✄✱✝☞☎✄ ✓✄☎✏☞✠✠☞✞✍ ✖✞☎ ✓☎✞✓✞✠✄✎ ☎✄✝✠✄ ✞✖ ✂✆✄ ✫✞☎✪✮ ✩✠✄☎ ✠✆✞✝✁✎ ✠✄✁✄✕✂
✣✲✝✂✆✞☎ ✞✖ ☎✄✱✝✄✠✂✄✎ ✕✞✍✂✄✍✂☛ ✠ ✂✆✄ ✙✄✱✝✄✠✂✞☎ ✛✘✓✄✚ ✛✆✄ ✙☞✌✆✂✠✆✞✁✎✄☎
✠✆ ✁✁ ✍✞✂ ☎✄☞✏✒✝☎✠✄ ✍✘ ✖✄✄✠ ✜✆☞✕✆ ✩✠✄☎ ✓ ✘✠ ✖✞☎ ☎✄✓✝✒✁☞✕ ✂☞✞✍ ✁☞✕✄✍✠✄✚
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✝✎☞✌✡✑☎ ✞✟☎ ✗☞☞☎✓✞☎✑ ✘✠✎✡✄☞✆✝✓✞ ✕☎✆✄✝☛✎ ✙✎☛✞ ✞✟☎ ✚☎✆✄✝☛✎ ☛✁ ✛☎☞☛✆✑✜ ☛✁
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✞☛ ✞✟☎ ✚☎✆✄✝☛✎ ☛✁ ✛☎☞☛✆✑ ☛✁ ✞✟☎ ✠✆✞✝☞✌☎ ☛✎ ✞✟☎ ✛✝✖✟✞✄✟☛✌✑☎✆✏✄ ✍☎✔✄✝✞☎✢
✂✄☎✆ ✣✠✥ ✎☎☎✑ ✞☛ ☛✔✞✠✝✎ ✄☎✓✠✆✠✞☎ ✓☎✆✣✝✄✄✝☛✎ ✁☛✆ ✠✎✥ ✞✟✝✆✑ ✓✠✆✞✥ ☞☛✎✞☎✎✞
✝✎☞✌✡✑☎✑ ✍✝✞✟✝✎ ✞✟☎ ✠✆✞✝☞✌☎✢ ✂✄☎✆ ✣✡✄✞ ☞✟☎☞✤ ✞✟✝✄ ✍✝✞✟ ✞✟☎ ☞☛✓✥✆✝✖✟✞
☛✍✎☎✆ ☛✁ ✄✡☞✟ ✞✟✝✆✑ ✓✠✆✞✥ ☞☛✎✞☎✎✞✢ ✂✄☎✆ ✣✠✥ ✎☛✞ ✝✎☞✌✡✑☎ ✞✟☎ ✠✆✞✝☞✌☎ ✝✎ ✠
✞✟☎✄✝✄ ☛✆ ✑✝✄✄☎✆✞✠✞✝☛✎ ✍✟✝☞✟ ✝✄ ✓✡✔✌✝✄✟☎✑ ✔✥ ✦✆☛✧✡☎✄✞✢ ✗✎✥ ☛✞✟☎✆
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✞✟☎ ✞✝✣☎ ☛✁ ✆☎✪✡☎✄✞ ✠✎✑ ✍☛✡✌✑ ✆☎✪✡✝✆☎ ✄☎✓✠✆✠✞☎ ✍✆✝✞✞☎✎ ✓☎✆✣✝✄✄✝☛✎ ✁✆☛✣
✞✟☎ ✛✝✖✟✞✄✟☛✌✑☎✆✢
✂✄☎✆ ✑☛☎✄ ✎☛✞ ✎☎☎✑ ✞☛ ✆☎✪✡☎✄✞ ✓☎✆✣✝✄✄✝☛✎ ✁☛✆ ✫☛✆✤ ✍✟✝☞✟ ✟✠✄ ✔☎☎✎
✓✡✔✌✝✄✟☎✑ ✡✎✑☎✆ ✠ ✬✬ ✭✮ ✌✝☞☎✎☞☎✢ ✂✄☎✆ ✣✡✄✞ ☞✟☎☞✤ ✞✟☎ ✚☎✆✄✝☛✎ ☛✁ ✛☎☞☛✆✑
☛✁ ✞✟☎ ✬✬ ✭✮ ✠✆✞✝☞✌☎ ✁✆☛✣ ✍✟✝☞✟ ✞✟☎ ✫☛✆✤ ✝✄ ✞☛ ✔☎ ✆☎✡✄☎✑✒ ✞☛ ☞✟☎☞✤
✍✟☎✞✟☎✆ ✠✎✥ ☛✁ ✞✟☎ ✣✠✞☎✆✝✠✌ ✝✎ ✞✟☎ ✫☛✆✤ ✝✄ ✞✟✝✆✑ ✓✠✆✞✥ ✣✠✞☎✆✝✠✌ ✠✎✑ ✄☛
✎☛✞ ✓✡✔✌✝✄✟☎✑ ✡✎✑☎✆ ✞✟☎ ✬✬ ✭✮ ✌✝☞☎✎☞☎✢ ✂✄☎✆ ✝✄ ✄☛✌☎✌✥ ✆☎✄✓☛✎✄✝✔✌☎ ✁☛✆
✝✑☎✎✞✝✁✥✝✎✖ ✠✎✑ ☛✔✞✠✝✎✝✎✖ ✄☎✓✠✆✠✞☎ ✌✝☞☎✎☞☎✄ ✠✎✑ ✓☎✆✣✝✄✄✝☛✎✄ ✁✆☛✣ ✞✟☎
☞☛✓✥✆✝✖✟✞ ☛✍✎☎✆ ✁☛✆ ✆☎✡✄☎ ☛✁ ✠✎✥ ✄✡☞✟ ✞✟✝✆✑ ✓✠✆✞✥ ✣✠✞☎✆✝✠✌✯✩✖✡✆☎✄✢ ✰✟☎
✛✝✖✟✞✄✟☛✌✑☎✆ ✄✟✠✌✌ ✎☛✞ ✆☎✝✣✔✡✆✄☎ ✠✎✥ ✁☎☎✄ ✍✟✝☞✟ ✂✄☎✆ ✓✠✥✄ ✁☛✆ ✄✡☞✟
✌✝☞☎✎☞☎✄ ✠✎✑ ✓☎✆✣✝✄✄✝☛✎✄✢
✗✄ ✍☎✌✌ ✠✄ ✬✬✬✒ ✞✟☎ ✛✝✖✟✞✄✟☛✌✑☎✆ ✄✟✠✌✌ ✟✠✕☎ ✞✟☎ ✆✝✖✟✞ ✞☛ ✔✆✝✎✖ ✠✎✥ ✌☎✖✠✌
✠☞✞✝☛✎ ✞✟✠✞ ✝✞ ✑☎☎✣✄ ✎☎☞☎✄✄✠✆✥ ✞☛ ☎✎✁☛✆☞☎ ✝✞✄ ✆✝✖✟✞✄ ✄✟☛✡✌✑ ✝✞ ☞☛✎✄✝✑☎✆
✞✟✠✞ ✞✟☎ ✫☛✆✤ ✝✎✁✆✝✎✖☎✄ ✞✟☛✄☎ ✆✝✖✟✞✄ ✝✎ ✠✎✥ ✍✠✥✢
✱☛✆ ✲✰✘ ✲✝✖✎✠✞☛✆✝☎✄ ✳✴✵✮ ✙✠✄ ✠✖✆☎☎✑ ✠✄ ✓✠✆✞ ☛✁ ✞✟☎ ✲✰✘ ✶✡✝✑☎✌✝✎☎✄✜
✗✎✥ ✌✝☞☎✎☞☎ ✖✆✠✎✞☎✑ ✁☛✆ ✠ ✓✠✆✞✝☞✡✌✠✆ ☎✑✝✞✝☛✎ ☛✁ ✠ ✫☛✆✤ ✍✝✌✌ ✠✓✓✌✥ ✠✌✄☛ ✞☛
✄✡✔✄☎✪✡☎✎✞ ☎✑✝✞✝☛✎✄ ☛✁ ✝✞ ✠✎✑ ✁☛✆ ☎✑✝✞✝☛✎✄ ✝✎ ☛✞✟☎✆ ✌✠✎✖✡✠✖☎✄✒ ✓✆☛✕✝✑☎✑
✄✡☞✟ ☎✑✝✞✝☛✎✄ ✠✆☎ ✁☛✆ ✞✟☎ ✫☛✆✤ ✠✄ ✠ ✍✟☛✌☎ ✝✎ ✄✝✞✡ ✠✎✑ ✑☛ ✎☛✞ ✝✎✕☛✌✕☎ ✞✟☎
✄☎✓✠✆✠✞☎ ☎★✓✌☛✝✞✠✞✝☛✎ ☛✁ ✞✟☎ ✓☎✆✣✝✞✞☎✑ ✝✌✌✡✄✞✆✠✞✝☛✎✄ ☛✆ ☎★☞☎✆✓✞✄✢
✷✸✹✺✻ ✼✺✻✽✾ ✿❀❁ ❂❃❀❁❄✸❄❃❀✾❅
✫✟☎✎ ✥☛✡ ✞✆✠✎✄✁☎✆✆☎✑ ✞✟☎ ☞☛✓✥✆✝✖✟✞ ✝✎ ✥☛✡✆ ✠✆✞✝☞✌☎ ✞☛ ✡✄ ✠✎✑ ☞✟☛✄☎ ✞☛
✓✡✔✌✝✄✟ ☛✎ ✠ ✄✡✔✄☞✆✝✓✞✝☛✎ ✔✠✄✝✄✒ ✍☎ ✖✆✠✎✞☎✑ ✔✠☞✤ ✞☛ ✥☛✡ ☞☎✆✞✠✝✎ ✆✝✖✟✞✄✢
✰✟✝✄ ✝✎☞✌✡✑☎✑ ✞✟☎ ✆✝✖✟✞ ✞☛ ✝✎☞✌✡✑☎ ✠✌✌ ☛✆ ✓✠✆✞ ☛✁ ✞✟☎ ✱✝✎✠✌ ✦✡✔✌✝✄✟☎✑
✚☎✆✄✝☛✎ ☛✁ ✞✟☎ ✠✆✞✝☞✌☎ ✍✝✞✟✝✎ ✠ ✞✟☎✄✝✄ ☛✆ ✑✝✄✄☎✆✞✠✞✝☛✎ ✓✆☛✕✝✑☎✑ ✝✞ ✍✠✄ ✎☛✞
✞✟☎✎ ✓✡✔✌✝✄✟☎✑ ☞☛✣✣☎✆☞✝✠✌✌✥✢ ✦✌☎✠✄☎ ✎☛✞☎ ✥☛✡ ✣✠✥ ✎☎☎✑ ✞☛ ☛✔✞✠✝✎
✄☎✓✠✆✠✞☎ ✓☎✆✣✝✄✄✝☛✎ ✁☛✆ ✠✎✥ ✞✟✝✆✑ ✓✠✆✞✥ ☞☛✎✞☎✎✞ ✥☛✡ ✝✎☞✌✡✑☎✑ ✍✝✞✟✝✎ ✥☛✡✆
✠✆✞✝☞✌☎✢ ✫☎ ✠✆☎ ✟✠✓✓✥ ✁☛✆ ✥☛✡✆ ✞✟☎✄✝✄ ☛✆ ✑✝✄✄☎✆✞✠✞✝☛✎ ✞☛ ✔☎ ✣✠✑☎ ✠✕✠✝✌✠✔✌☎
✕✝✠ ✥☛✡✆ ✝✎✄✞✝✞✡✞✝☛✎❆✄ ✌✝✔✆✠✆✥ ✠✎✑✯☛✆ ✥☛✡✆ ✝✎✄✞✝✞✡✞✝☛✎✠✌ ✆☎✓☛✄✝✞☛✆✥✢ ✮☛✡ ✣✠✥
✄✡✔✣✝✞ ✥☛✡✆ ✞✟☎✄✝✄ ☛✆ ✑✝✄✄☎✆✞✠✞✝☛✎ ✙✝✎☞✌✡✑✝✎✖ ✞✟☎ ✠✆✞✝☞✌☎✜ ✕✝✠ ✦✆☛✧✡☎✄✞ ✝✁
✞✟✠✞ ✝✄ ✠ ✆☎✪✡✝✆☎✣☎✎✞ ☛✁ ✥☛✡✆ ✡✎✝✕☎✆✄✝✞✥✢ ❇☛✍☎✕☎✆✒ ✍☎ ✑☛ ✎☛✞ ✞✟☎✎ ✠✌✌☛✍
✞✟☎ ✠✆✞✝☞✌☎ ✞☛ ✔☎ ✓✡✔✌✝✄✟☎✑ ☞☛✣✣☎✆☞✝✠✌✌✥ ☛✆ ✣✠✑☎ ✓✡✔✌✝☞✌✥ ✠✕✠✝✌✠✔✌☎ ✔✥
✦✆☛✧✡☎✄✞✒ ✄☛ ✝✞ ✍☛✡✌✑ ✎☎☎✑ ✞☛ ✔☎ ✆☎✣☛✕☎✑ ✁✆☛✣ ✥☛✡✆ ✞✟☎✄✝✄ ☛✆
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✠✄✞✠☞✄ ✢✟✞✑ ✆✏✝✆ ✁✆ ✏✝✂ ☛✄✄✟ ✠✡☛☞✁✂✏✄ ✍ ✣✟✖ ✞✆✏✄☎ ✌✞✗✗✄☎✌✁✝☞ ✡✂✄ ✞✕
✖✞✡☎ ✆✏✄✂✁✂ ✞☎ ✁✂✂✄☎✆✝✆✁✞✟ ✑✞✡☞ ✝☞✂✞ ☎✄✤✡✁☎✄ ✞✡☎ ✠✄☎✗✁✂✂✁✞✟✛ ✁✕ ✁✆
✁✟✌☞✡ ✄ ✖✞✡☎ ✒✓✔ ✝☎✆✁✌☞✄✍ ✔☞✄✝✂✄ ✁✟✌☞✡ ✄ ✌✁✆✝✆✁✞✟ ✄✆✝✁☞✂✛ ✥✦ ✒✓✔
✔✡☛☞✁✂✏✁✟✧✍ ★✄✠☎✞ ✡✌✄ ✑✁✆✏ ✠✄☎✗✁✂✂✁✞✟✍ ✣☞☞ ☎✁✧✏✆✂ ☎✄✂✄☎✙✄ ✩ ✝✟ ✕✞☎
✞✟☞✁✟✄ ✡✂✄✛ ✝ ☞✁✟✢ ✆✞ ✆✏✄ ✪✄☎✂✁✞✟ ✞✕ ★✄✌✞☎ ✍
✫✬✭✮✯✭✰✯ ✬✱✰✲✫ ✭✮✯ ✳✴✮✯✵✬✵✴✮✫
✶✍ ✜✄✂✌☎✁✠✆✁✞✟ ✞✕ ✷✄☎✙✁✌✄✸ ✜✄✹✟✄ ✺✄☎✗✂✍ ✺✏✁✂ ★✄✠✡☛☞✁✌✝✆✁✞✟ ✻✁✌✄✟✂✄
✄✟✝☛☞✄✂ ✆✏✄ ✼✂✄☎ ✆✞ ✞☛✆✝✁✟ ☞✁✌✄✟✂✄✂ ✕✞☎ ☎✄✠✡☛☞✁✌✝✆✁✞✟ ✞✕ ✞✟✄ ✞☎ ✗✞☎✄
✌✞✠✖☎✁✧✏✆✄ ✑✞☎✢✂ ✝✂ ✄✂✌☎✁☛✄ ✁✟ ✄✆✝✁☞ ✞✟ ✆✏✄ ☎✄☞✄✙✝✟✆ ✓☎ ✄☎
✽✞✟✹☎✗✝✆✁✞✟ ✾✆✏✄ ✥✿✞☎✢✾✂❀✩❀✍ ✽✞✠✖☎✁✧✏✆ ✽☞✄✝☎✝✟✌✄ ✽✄✟✆✄☎✛ ✒✟✌✍ ✾✥✽✽✽✩❀
✧☎✝✟✆✂ ☞✁✌✄✟✂✄✂ ✆✏☎✞✡✧✏ ✆✏✄ ✷✄☎✙✁✌✄ ✞✟ ☛✄✏✝☞✕ ✞✕ ✆✏✄ ☎✁✧✏✆✂✏✞☞ ✄☎
✁ ✄✟✆✁✹✄ ✞✟ ✆✏✄ ✓☎ ✄☎ ✽✞✟✹☎✗✝✆✁✞✟ ✾✆✏✄ ✥★✁✧✏✆✂✏✞☞ ✄☎✩❀✍
✥★✄✠✡☛☞✁✌✝✆✁✞✟✩✛ ✝✂ ✡✂✄ ✏✄☎✄✁✟✛ ✧✄✟✄☎✝☞☞✖ ✗✄✝✟✂ ✆✏✄ ✁✟✌☞✡✂✁✞✟ ✞✕ ✝
✿✞☎✢✛ ✁✟ ✑✏✞☞✄ ✞☎ ✁✟ ✠✝☎✆✛ ✁✟ ✝ ✟✄✑ ✑✞☎✢ ✞☎ ✑✞☎✢✂✛ ✝☞✂✞ ✝✂ ✄✂✌☎✁☛✄ ✞✟
✆✏✄ ✓☎ ✄☎ ✽✞✟✹☎✗✝✆✁✞✟✍ ✥✼✂✄☎✩✛ ✝✂ ✡✂✄ ✏✄☎✄✁✟✛ ✗✄✝✟✂ ✆✏✄ ✠✄☎✂✞✟ ✞☎
✄✟✆✁✆✖ ✗✝✢✁✟✧ ✂✡✌✏ ☎✄✠✡☛☞✁✌✝✆✁✞✟✍
❁✍ ✺✏✄ ✆✄☎✗✂ ✂✄✆ ✕✞☎✆✏ ✁✟ ✆✏✄ ☎✄☞✄✙✝✟✆ ✓☎ ✄☎ ✽✞✟✹☎✗✝✆✁✞✟✛ ✝✟ ✝✟✖ ✆✄☎✗✂
✂✄✆ ☛✖ ✆✏✄ ★✁✧✏✆✂✏✞☞ ✄☎ ✑✁✆✏ ☎✄✂✠✄✌✆ ✆✞ ✝ ✠✝☎✆✁✌✡☞✝☎ ✿✞☎✢✛ ✧✞✙✄☎✟ ✆✏✄
✆✄☎✗✂ ✞✕ ✡✂✄ ✞✕ ✿✞☎✢✂ ✁✟ ✌✞✟✟✄✌✆✁✞✟ ✑✁✆✏ ✆✏✄ ✷✄☎✙✁✌✄✍ ❂✖ ✡✂✁✟✧ ✆✏✄
✷✄☎✙✁✌✄✛ ✆✏✄ ✠✄☎✂✞✟ ✆☎✝✟✂✝✌✆✁✟✧ ✕✞☎ ✝ ☎✄✠✡☛☞✁✌✝✆✁✞✟ ☞✁✌✄✟✂✄ ✞✟ ☛✄✏✝☞✕ ✞✕
✆✏✄ ✼✂✄☎ ☎✄✠☎✄✂✄✟✆✂ ✝✟ ✑✝☎☎✝✟✆✂ ✆✏✝✆ ✏✄❃✂✏✄❃✁✆ ✾✝❀ ✏✝✂ ☛✄✄✟ ✡☞✖
✝✡✆✏✞☎✁❄✄ ☛✖ ✆✏✄ ✼✂✄☎ ✆✞ ✝✌✌✄✠✆✛ ✝✟ ✏✄☎✄☛✖ ✞✄✂ ✝✌✌✄✠✆✛ ✝☞☞ ✂✡✌✏ ✆✄☎✗✂
✝✟ ✌✞✟ ✁✆✁✞✟✂ ✞✟ ☛✄✏✝☞✕ ✞✕ ✼✂✄☎✛ ✝✟ ✾☛❀ ✂✏✝☞☞ ✁✟✕✞☎✗ ✼✂✄☎ ✞✕ ✝☞☞ ✂✡✌✏
✆✄☎✗✂ ✝✟ ✌✞✟ ✁✆✁✞✟✂✍ ✒✟ ✆✏✄ ✄✙✄✟✆ ✂✡✌✏ ✠✄☎✂✞✟ ✁✂ ✝ ✥✕☎✄✄☞✝✟✌✄☎✩ ✞☎ ✞✆✏✄☎
✆✏✁☎ ✠✝☎✆✖ ✁✟ ✄✠✄✟ ✄✟✆ ✞✕ ✼✂✄☎ ✝✟ ✽✽✽✛ ✂✡✌✏ ✠✝☎✆✖ ✂✏✝☞☞ ☛✄ ✄✄✗✄
❅✞✁✟✆☞✖ ✝ ✥✼✂✄☎✩ ✕✞☎ ✠✡☎✠✞✂✄✂ ✞✕ ✆✏✄✂✄ ✆✄☎✗✂ ✝✟ ✌✞✟ ✁✆✁✞✟✂✍ ✒✟ ✝✟✖ ✄✙✄✟✆✛
✼✂✄☎ ✂✏✝☞☞ ☛✄ ✄✄✗✄ ✆✞ ✏✝✙✄ ✝✌✌✄✠✆✄ ✝✟ ✝✧☎✄✄ ✆✞ ✝☞☞ ✂✡✌✏ ✆✄☎✗✂ ✝✟
✌✞✟ ✁✆✁✞✟✂ ✁✕ ✼✂✄☎ ☎✄✠✡☛☞✁✂✏✄✂ ✆✏✄ ✿✞☎✢ ✁✟ ✝✟✖ ✕✝✂✏✁✞✟✍
❆❇ ✫❈❉❊❋ ❉● ❍■❈❋❏❑❋▲ ❍■▼■◆❖◆■❉❏❑ ❖❏P ✴◗❘■❙❖◆■❉❏❑❇
❚✍✶ ✣☞☞ ✿✞☎✢✂ ✝✟ ✝☞☞ ☎✁✧✏✆✂ ✆✏✄☎✄✁✟✛ ✁✟✌☞✡ ✁✟✧ ✌✞✠✖☎✁✧✏✆ ☎✁✧✏✆✂✛ ☎✄✗✝✁✟
✆✏✄ ✂✞☞✄ ✝✟ ✄❯✌☞✡✂✁✙✄ ✠☎✞✠✄☎✆✖ ✞✕ ✆✏✄ ★✁✧✏✆✂✏✞☞ ✄☎✍ ✺✏✄ ☞✁✌✄✟✂✄ ✌☎✄✝✆✄
☛✖ ✆✏✄ ✄❯✌✏✝✟✧✄ ✞✕ ✝✟ ✓☎ ✄☎ ✽✞✟✹☎✗✝✆✁✞✟ ✾✝✟ ❃✞☎ ✝✟✖ ✁✟✙✞✁✌✄❀ ✝✟
✠✝✖✗✄✟✆ ☛✖ ✼✂✄☎ ✞✕ ✆✏✄ ✕✡☞☞ ✝✗✞✡✟✆ ✂✄✆ ✕✞☎✆✏ ✞✟ ✆✏✝✆ ✞✌✡✗✄✟✆ ✁✟✌☞✡ ✄✂
✞✟☞✖ ✆✏✞✂✄ ☎✁✧✏✆✂ ✄❯✠☎✄✂✂☞✖ ✂✄✆ ✕✞☎✆✏ ✁✟ ✆✏✄ ✓☎ ✄☎ ✽✞✟✹☎✗✝✆✁✞✟ ✝✟ ✁✟
✆✏✄✂✄ ✆✄☎✗✂ ✝✟ ✌✞✟ ✁✆✁✞✟✂✛ ✝✟ ✌✞✟✙✄✖✂ ✟✞ ✞✆✏✄☎ ☎✁✧✏✆✂ ✁✟ ✆✏✄ ✿✞☎✢✾✂❀
✆✞ ✼✂✄☎✍ ✣☞☞ ☎✁✧✏✆✂ ✟✞✆ ✄❯✠☎✄✂✂☞✖ ✧☎✝✟✆✄ ✝☎✄ ✏✄☎✄☛✖ ☎✄✂✄☎✙✄ ✍
❚✍❁ ❱✄✟✄☎✝☞ ✔✝✖✗✄✟✆ ✺✄☎✗✂❲ ✎✞✡ ✗✝✖ ✠✝✖ ☛✖ ✌☎✄ ✁✆ ✌✝☎ ✞☎ ✆✏☎✞✡✧✏ ✝✟
✝✌✌✞✡✟✆ ✑✁✆✏ ✡✂ ✠✝✖✝☛☞✄ ✝✆ ✆✏✄ ✄✟ ✞✕ ✆✏✄ ✗✞✟✆✏✍ ✒✕ ✖✞✡ ✝✟ ✑✄ ✝✧☎✄✄
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