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Abstract
Splitting methods are used to solve most of the linear systems, Ax = b, when the conventional method of Gauss is not efficient.
These methods use the factorization of the square matrix A into two matrices M and N as A = M − N where M is nonsingular.
Basic iterative methods such as Jacobi or Gauss–Seidel define the iterative scheme for matrices that have no zeros along its main
diagonal.
This paper is concerned with the development of an iterative method to approximate solutions when the coefficient matrix A
has some zero diagonal entries. The algorithm developed in this paper involves the analysis of a discrete-time descriptor system
given by the equation Me(k + 1) = Ne(k), e(k) being the error vector.
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1. Introduction
Mathematical models of Life Science examine a number of different aspects of life, for instance animal behavior,
human perception or the mechanics of human movement, etc., in which a suitable discrete or continuous model can
be used to explore possible solutions. Numerical simulation of the system is used to test the behavior of the model.
The theoretical results generated by computer simulations of the discrete model are compared with the observed
results in direct experiments. If the results from the discrete model simulations confirm the predictions then the model
is accepted and the next step is to get the solution of the model. This step lies in solving differential or difference
equations, which are often not solvable exactly. So very often numerical methods are used for investigating the
solution.
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In this work, the numerical analysis and solution of a linear system using discrete mathematical models are given. We
will establish a discrete model which consists of a descriptor system given by linear difference equations as follows:
Ez(k + 1) = Fz(k), (1)
where E can be singular (for example, see a wide study of these systems in [1]). This descriptor model will be used to
develop iterative methods which are more general in comparison to classical splitting methods used to solve most of
the linear systems. In fact, basic iterative methods such as Jacobi or Gauss–Seidel suppose that matrix E has no zeros
along its main diagonal (see, for instance [2]) but our work develops iterative methods to approximate solutions when
the coefficient matrix E has some zero diagonal entries. The application of these iterative methods is given in many
areas of science and technology with the need of an efficient method to solve systems when the coefficient matrix has
some zero diagonal entries.
For carrying out the application of the method, we will illustrate the work with an example of the associated digraph
where the basic rules of the networks are applied to obtain the associated matrix (basic notions and results can be seen
in [3]). For example, a network of pipes can be represented by Fig. 1, where fi represents the flow of pipes considering
that half of the flow remains in each node, that is, the model is Ax = b, where
(A b) =

1 0 1 0 −0.5 0 −80
0 0 0 0 1 1 −80
0 0 −0.5 −0.5 0 0 60
−0.5 0 0 1 0 0 0
0 1 0 0 0 −0.5 0
0 −0.5 0 0 0 0 100
 .
The paper is organized as follows. First, we show an iterative method to solve a linear system such that the used
factorization of matrix E leads to a descriptor system (see (1)) and the asymptotic condition of convergence of the
iterative method is established to see how the error tends to zero. Next, two distinct factorizations of matrix E are
considered: A convergence criteria and the algorithm for developing the method for each one of them. Finally, an
example is given to illustrate the results.
2. Convergence of iterative methods
We consider a linear system,
Ax = b, (2)
with A ∈ Rn×n and x, b ∈ Rn .
It is usual in iterative methods to split the matrix A into two matrices M and N , that is, A = M−N with a structure
determined (see for instance [4]).
The original linear system (2) can be rewritten as Mx = Nx + b. Given a suitable initial condition x(0) we can
obtain a sequence {x(k), k ∈ Z}, because Mx(1) = Nx(0) + b. This iteration continues to infinity and the used
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Fig. 1. Network of pipes.
iterative method is convergent if the sequence {x(k), k ∈ Z} converges to the vector x∗, x∗ being the solution of Eq.
(2).
In our case, matrix M is singular, then the system
Me(k + 1) = Ne(k), (3)
the error vector being e(k) = x(k)−x∗, is a descriptor system. If the system has a solution, it is given by the following
expression (see [5]),
e (k) =
(
M̂D N̂
)k
M̂D M̂e (0) , (4)
with M̂ = (λM − N )−1 N , N̂ = (λM − N )−1 N , M̂D is the Drazin inverse of matrix M̂ and e(0) ∈ X0, where X0
denotes the admissible initial condition set.
It is well-known that the method is globally convergent if, and only if,
lim
x→∞ e(k) = 0.
The convergence of the general iteration is implied by the asymptotic stability of system (3) and this occurs if
ρ
(
M̂D N̂
)
< 1.
Note that system (3) being asymptotically stable is equivalent to saying that system (3) converges to solution (4).
In the following sections we study the convergence of the Jacobi method and the Gauss–Seidel method and we
give an algorithm to find the solution of the system when the matrix M of the system is singular.
3. Iterative method based on the Jacobi method
The Jacobi method is an algorithm for determining the solutions of a system of linear equations. In this method the
matrix A of system (2) is divided into two matrices, A = M − N , where M is constructed from the diagonal entries
of matrix A and N = L +U , L and U being lower triangular, and upper triangular parts of the coefficient matrix −A
respectively without the diagonal entries.
The difference between the Jacobi method and the iterative method displayed in this paper is the singularity of
matrix M . This forces to us to study the convergence of this new method.
3.1. Convergence of the method
By a permutation matrix P ∈ Rn×n it is possible to obtain the following decomposition,
M =
(
D O
O O
)
and N =
(
N1 N2
N3 N4
)
. (5)
In this case, we suppose N3 = 0 and det(N4) 6= 0 and we give the following result.
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Proposition 1. Consider system (2) and the Jacobi decomposition with the matrices M and N given in (5). Then, the
method is convergent if
ρ(D−1N1) < 1.
Proof. Firstly we obtain the matrices involved in the solution of the system given by (4). From (5), we have
M̂ =
(
(λD − N1)−1D O
O O
)
and N̂ =
(
(λD − N1)−1N1 O
O −I
)
.
As system is asymptotically stable if ρ(M̂D N̂ ) < 1, since
M̂D N̂ =
(
D−1N1 O
O O
)
,
the method converges if ρ(D−1N1) < 1. 
Note that if the matrix A is singular the convergence of the method does not hold, such that if det(A) = 0 and since
by hypothesis det(N4) 6= 0, then det(D− N1) = 0. That is, det(I − D−1N1) = 0, and there exists an eigenvalue with
modulus 1 and this fact contradicts that ρ(D−1N1) < 1. In this case the next result is useful.
Proposition 2. Consider system (2) and the Jacobi decomposition with the matrix A singular and the matrix M given
in (5). N is a nonsingular matrix. Then the method is convergent if
ρ((N−1M)D) < 1.
Sketch of the proof. System (3) has a solution since N is a nonsingular matrix. Taking λ = 0, we have
M̂ = N−1M N̂ = −I
and thus, the system converges if ρ((N−1M)D) < 1. 
3.2. Iterative algorithm
The iterative algorithm has the following steps:
Step 1. Introduce the matrices A, P and the vector b.
Step 2. Construct Â = PAPT.
Step 3. Construct M from the diagonal entries of matrix Â and N = M − Â.
Step 4. Determine the matrices D, N1, N2 and N4 as in (5) and construct the vector b =
[
bT1 b
T
2
]
.
Step 5. Obtain a numerically solution x∗2 from −N4x2(k) = b2.
Step 6. Solve x1(1) = D−1N1x1(0)+ D−1N2x∗2 + D−1b1, x1(0) being an admissible initial condition.
Step 7. The new approximation solution is used as a boundary value for the next iteration.
4. Iterative method based on the Gauss–Seidel method
The Gauss–Seidel method is an other algorithm for determining the solutions of a system of linear equations. In
this method the matrix A of system (2) is divided into two matrices, A = M − N , where M = D− L , D and E being
diagonal and lower triangular parts of the coefficient matrix A respectively and N = U is an upper triangular matrix
without the diagonal entries of the matrix A.
In this paper the matrix M is nonsingular and this is the difference between the method presented and the traditional
Gauss–Seidel method.
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4.1. Convergence of the method
In this case with the permutation matrix P ∈ Rn×n we obtain the following decomposition,
M =
(
M1 O
M3 M4
)
and N =
(
N1 N2
O N4
)
(6)
M1 being a lower triangular matrix with different zero diagonal entries, that is det(M1) 6= 0, M4 a lower triangular
matrix with zero diagonal entries and N1, and N4 upper triangular matrix with zero diagonal entries and we consider
N2 = 0.
The following proposition shows a characterization of the convergence of this iterative method.
Proposition 3. Consider system (2) and the Gauss–Seidel decomposition with the matrices M and N given in (6).
The general iteration is convergent if
ρ(M−11 N1) < 1 and ρ
([
(λM4 − N4)−1M4
]D
(λM4 − N4)−1N4
)
< 1.
Proof. The method is convergent if ρ(M̂D N̂ ) < 1. Constructing the matrices given in (6), we have
M̂D N̂ =
(
M−11 N1 O
F [(λM4 − N4)−1M4]D(λM4 − N4)−1N4
)
.
Then, the system is asymptotically stable and the method converges if ρ(M−11 N1) < 1 and ρ([(λM4 −
N4)−1M4]D(λM4 − N4)−1N4) < 1. 
4.2. Iterative algorithm
The iterative algorithm has the following steps:
Step 1. Introduce the matrices A, P and the vector b.
Step 2. Construct Â = PAPT.
Step 3. Construct M from the lower triangular submatrix of Â and N = M − Â.
Step 4. Determine the matrices M1, M3, M4, N1 and N4 as in (6) and the vector b =
[
bT1 b
T
2
]
.
Step 5. Obtain a numerically solution {x∗1 (k), k ∈ Z} from x1(k + 1) = M−11 N1x1(k)+ (M1)−1b1.
Step 6. Solve M4x2(1) = −M3M−11 N1x∗1 (0)−M3M−11 b1+N4x2(0)−b2, x2(0) being an admissible initial condition.
Step 7. The new approximation solution is used as a boundary value for the next iteration.
5. Application to a network of pipes
We give the graph given in (1) where the matrices A, P and the vectors b are given by,
A =

1 0 1 0 −0.5 0
0 0 0 0 1 1
0 0 −0.5 −0.5 0 0
−0.5 0 0 1 0 0
0 1 0 0 0 −0.5
0 −0.5 0 0 0 0
 , P =

1 0 0 0 0 0
0 0 0 1 0 0
0 0 1 0 0 0
0 1 0 0 0 0
0 0 0 0 1 0
0 0 0 0 0 1

b = (−80 −80 60 0 0 100)T. We use the iterative method based on the Jacobi method. Thus, we obtain Â = PAPT
and
M =

1 0 0 0 0 0
0 1 0 0 0 0
0 0 −0.5 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
 , N =

0 0 −1 0 0.5 0
0.5 0 0 0 0 0
0 0.5 0 0 0 0
0 0 0 0 −1 −1
0 0 0 −1 0 0.5
0 0 0 0.5 0 0
 .
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In this case the matrix A is a nonsingular matrix, but the matrix M is a singular matrix, N3 = 0 and det(N4) 6= 0. In
this case the eigenvalues of D−1N1 are −0.7937, 0.3969 + 0.6874i and −0.3969 − 0.6874i and the Jacobi method
is convergent.
Then, if the initial condition is given by x0 =
[
xT01 (−N−14 b2)T
]T
, with x01 = 0, the first iteration is
x2(0) = −N−14 b2 =
−200400
−400

x1(1) = D−1N1x01 − D−1N2x2(0)+ D−1b1 =
−280−80
−120
 .
From iteration 56 the problem is solved with an approach of two units and the solution is x1(56) = [−479.9939
−319.9927 199.9902]T.
From iteration 67 the problem is solved with an approach of three units and the solution is x1(67) = [−479.9991
−319.9994 199.9996]T.
Finally, from iteration 80 the problem is solved and the solution is x1(80) = [−480 −320 200]T.
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