Abstract-In a maximally decimated filter bank with identical decimation ratios for all channels, the perfect reconstructibility property and the nature of reconstruction filters (causality, stability, FIR property, and so on) depend on the properties of the polyphase matrix. Various properties and capabilities of the filter bank depend on the properties of the polyphase matrix as well as the nature of its inverse. In this paper we undertake a study of the types of inverses and characterize them according to their system theoretic properties (i.e., properties of state-space descriptions, McMillan degree, degree of determinant, and so forth). We find in particular that causal polyphase matrices with anticausal inverses have an important role in filter bank theory. We study their properties both for the FIR and IIR cases. Techniques for implementing anticausal IIR inverses based on state space descriptions are outlined. It is found that causal FIR matrices with anticausal FIR inverses (cafacafi) have a key role in the characterization of FIR filter banks. In a companion paper, these results are applied for the factorization of biorthogonal FIR filter banks, and a generalization of the lapped orthogonal transform called the biorthogonal lapped transform (BOLT) developed.
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' In many applications, for example subband coding, there are quantizers following the decimators, but in this paper, we are not concerned with them.
where E(z) and its inverse are FIR. Further examples are as follows: FIR filter banks where the polyphase matrix E(z) is a cascade of constant nonsingular matrices separated by delays (Fig. 2) . Here, E(z) is causal and its inverse anticausal [121, [131. FIR paraunitary filter banks 161 where E(z) is unitary on the unit circle and R(ej") = Et(ej") (transposed conjugate). When E(z) is causal, it can be expressed as the cascade in Fig. 2 with the matrices Ti constrained to be unitary. As in the first case, if E(z) is causal then the inverse is anticausal.
FIRfilter banks where E(z) cannot be expressed as the cascade shown in Fig. 2. An example is the second linear phase FIR PR system reported in [13] and reproduced in Prob. 7.3 of [8] . This is an example where E(z) is causal, but the inverse is neither causal nor anticausal. IIR paraunitaryfilter banks. In the IIR paraunitary case, if E(z) is causal and stable then its inverse has to be anticausal, if it has to be stable. For some special cases, techniques to implement such anticausal inverses with finite latency have been discussed before [ 141-[18] . Causal IIR filter banks where the analysis and synthesis filters are both causal and stable. These permit a delay between the input and output [19] , [20] . Maximally decimated paraunitary filter banks are also orthonormal filter banks, whereas more generally a maximally decimated PR filter bank is biorthogonal [ 111. The first and third examples above are not orthonormal but only biorthogonal. The above results have appeared in the literature as specific instances of PR systems.
There does not appear to be any literature in digital signal processing that gives a general treatment of inverses of transfer matrices and classifies them according to the type of inverse. In this paper, we do this, and derive system-theoretic characterizations for various cases. To give an example, we will show that a causal system has an anticausal inverse if and only if the so-called realization matrix is nonsingular (Theorem 5.1). We also show that a causal FIR system E( z ) has an anticausal FIR inverse if and only if the degree of the determinant is equal to the McMillan degree, that is [det E(z) 
where N is the McMillan degree of E(z). Both of these results will have applications: the first one in the stable implementation of an anticausal IIR synthesis bank and the second one in the characterization of a new class of FIR filter banks called the biorthogonal lapped transform (BOLT). 
Cascaded structure representing an FIR system with (anticausal) FIR
In our discussions causal transfer matrices with anticausal inverses, especially CAusal Fir systems with AntiCAusaZ Fir Inverses (cafacafi) will play a crucial role. This is because essentially any FIR biorthogonal filter bank (with uniform decimation ratios) can be covered with polyphase transfer matrices of this type (Section I-A).
In a companion paper [l], we will present applications of some of these results, for the case of FIR filter banks. For example we will consider the problem of factorizing cafac a j systems into degree-one building blocks. In particular a complete characterization of the biorthogonal lapped transform will be presented. We will show examples of cafacaj systems that cannot be factorized into degree one systems. We also show that any causal FIR system E(z) with an FIR inverse can always be factorized as G,,,(z)Gc,,(z), where Gc,a(z) is causal FIR with anticausal FIR inverse, and G,,,(z) is causal FIR with causal FIR inverse. However, we will see that while causal FIR systems with anticausal FIR inverses can be factorized under some conditions, unimodular matrices often cannot be factorized into degree one systems. See Section I-B for a more detailed outline of this paper and sect. 1 of [ l ] for a detailed road map of the companion paper.
A. Causal LTI Systems with Anticausal Inverses
In this paper, we will discuss the theory of causal linear time invariant (LTI) systems with anticausal inverses. It turns out that these systems have an important role in maximally decimated PR (i.e., biorthogonal) filter banks (both FIR and IIR) . In fact essentially all FIR PR systems can be characterized with these systems. Furthermore, unlike FIR systems with arbitrary FIR inverses, the system-theoretic properties and factorability of these systems are more tractable and elegant.
A causal p x T transfer matrix -03 In Section 111-B, we will review these ideas in the most general setting of a state space formulation.
2) Relevance in the Case of FIR Filter Banks: In an FIR filter bank, the polyphase matrices E(z) and R(z) are both FIR. In this case the PR condition (1) is satisfied if and only if E(z) has the property det E(z) = c z P J
for some c # 0 and integer J . An important problem in this context is the characterization or parameterization of all FIR transfer matrices E(z) having the above property. There has been some progress in. the past [21] , and there are many FIR examples in the literature satisfying (4) (any orthonormal or biorthogonal FIR PR system is a valid example). However, the general characterization is still an open problem.
Given an FIR PR filter bank with polyphase matrices E(x) and R(z) satisfying (l), suppose we define a new filter bank 'Although it is true that an anticausal IIR filter G -l ( z ) with infinitely long input is in general unrealizable, it becomes realizable if its input is the output of its causal inverse G ( z ) .
with polyphase matrices El(z) = z-'E(z) and Rl(z) = z'R(z), where I is an arbitrary integer. Then, the system is still FIR PR, with new FIR analysis filters ~- '~H k ( z ) and FLR synthesis filters zrA 'Fk(z) . For large enough I, we see that El(z) is causal, and its inverse Rl(z) is anticausal. The filter responses are unaffected except for a delay, and this does not affect important properties of the filter bank (e.g., energy compaction, coding gain, etc.). Thus, we can essentially chaacterize all FIR PR filter banks just by characterizing all causal FIR matrices with anticausal FIR inverses abbreviated as cafacafi. (It should be noticed, however, that because of the artificial insertion of z-' and z', any factorization we obtain for the new system is not necessarily a minimal factorization for the original system.)
In contrast, the family of causal FIR transfer matrices with causal FIR inverses (i.e., unimodular matrices in 2-l) are not very useful in characterizing the class of all FIR PR filter banks. First, restricting the polyphase matrix to be unimodular results in a loss of generality; given a causal FIR system with arbitrary FIR inverse, we cannot in general multiply it with a delay z-' to obtain a causal FIR system with a causal FIR inverse. Furthermore, it is a simple fact that unimodular matrices cannot in general be factorized into degree-one unimodular building blocks (see example 2.1 of A subclass of FIR PR systems are FIR paraunitary filter banks (which correspond to orthonormal filter banks) where E(z) is unitary on the unit circle, and Et(l/z*)E(z) = I (superscript dagger denoting transpose conjugation). For these systems, complete factorizations and characterizations have been found. See [8] for detailed discussions. In this case, the choice
guarantees perfection reconstruction. Equation (5) shows that if E(z) is causal FIR the inverse is anticausal FIR. In terms of the coefficients of the analysis filters hk(n) and synthesis (-n) . In the TIR case this implies that if the analysis filters are causal and stable, the synthesis filters are either anticausal or unstable. In [ 161-[ 181, techniques for implementing stable anticausal inverses are discussed (see Section 111).
The philosophy in this paper and the companion paper [ 11 is that by studying the more general class of cufucufi systems, of which paraunitary systems are special cases, we can characterize all FIR biorthogonal filter banks (with identical decimation ratio M in all channels). Study of cufucufi systems is more tractable than arbitrary FIR systems with FIR inverse, but at the same time it leads to very little loss of generality as we will show. As stated above, paraunitary systems are already special cases of cufucuj systems. One outcome of the proposed theory is the generalization of the lapped orthogonal transform (LOT) [22] , [23] V-C, we study some properties of impulse response matrices, which are induced by the nature of the inverse transfer matrix (e.g., FIR, anticausal, etc.). In the companion paper [l] , the results of this paper will be used to establish a number of results, some positive, some negative, and some inconclusive. For example we will show that arbitrary cufucu$ systems cannot in general be factorized into degree one building blocks, though any first order cufucu$ system (called BOLT) can be so factorized. See Sect. 1 of [l] for a detailed outline.
C. Notations and Acronyms .
1) Bold-faced quantities (and calligraphic characters such as R, U, V ) represent matrices and vectors. The notations AT, A* and A t represent, respectively, the transpose, conjugate, and transpose-conjugate of A. The accent "tilde" is defined as follows:
On the unit circle H(z) = Ht(z).
2) The M-fold decimator (1 M) has input output relation y(n) = s ( M n ) , and for the expander (t M) it is y(n) = z ( n / M ) when n = integer multiple of M and BOLT'S, and generates the LOT as a special case. An FIR filter bank is one for which all the analysis and synthesis filters are FIR. Equivalently the matrices E(z) and R(z) in Fig. 1 are FIR. Causality and anticausality. A signal x(n) is causal if it is zero for n < 0 and anticausal if it is zero for n > 0. In both cases the signal could be nonzero for n = 0. Causal and anticausal LTI systems have impulse responses that are causal and anticausal respectively (see (2) and (3)).
The output y ( n ) of an anticausal system depends only on the input x(m) for m 2 n.
Cafacaj systems. The phrase CAlrsal Fir system with AntiCAusal Fir Inverse arises many times in this paper and will be abbreviated as cafacafi.
McMillan-degree versus order. The order of a causal rational transfer matrix G ( z ) is defined as the largest power of z-l in its expression, whereas the McMillan degree (often called just degree) is the smallest number of delays (z-l elements) with which we can implement
with g(1) # 0 then its order = 1, whereas the degree equals the rank of g( 1) (see p. 667 of [SI). For anticausal systems, we define the order and degree in a similar way. For example, the degree is the minimum number of advance operators ( z elements) required to implement the system. The ideal time-reversal operator TR ( Fig. 3(a) ) has the input output relation y(n) = z(-n). If we sandwich an LTI system with transfer function W ( z ) between two TR operators, the result remains LTI with transfer function H(z-') ( Fig. 3(b) ). Therefore, if H ( z ) is causal, the system in Fig. 3 (b) is anticausal.
CAUSAL LTI SYSTEMS WITH ANTICAUSAL INVERSES
An r-input p-output LTI system is characterized by a p x r transfer matrix G(z). It has an inverse (left inverse to be precise) if there exits H(z) such that H(z)G(z) = I,. If p = T then the inverse H(z), if it exists, is unique in the zdomain. However, the inverse z-transform of H(z) may still not be unique.
Consider the scalar example G ( z ) = 1 -az-'. The inverse is H ( z ) = 1/(1-az-l), and has the causal impulse response (where I(n) is the unit step) or the anticausal impulse response h(n) = --a"l(-n-l), depending on the region of convergence chosen for the z-transform [24] . Thus, an anticausal inverse exists in this case, even though there also exists a causal inverse. Unless a = 0, only one of these inverses is stable. It was proposed in [14] that if the synthesis bank is chosen as in Fig. 4(b) , that is, the synthesis filters are chosen as then the system will have perfect reconstruction, i.e., the phase distortion mentioned above will also be eliminated. (a) Power-symmetric analysis/synthesis system; (b) modified version allpass filters they have poles inside the unit circle and zeros outside. Therefore, & ( z ) has all poles outside the unit circle making them unstable unless the filters are implemented in an anticausal manner. It was shown in [16] that such an anticausal synthesis bank can indeed be implemented provided we appropriately transmit the state variables of the filter realizations in the analysis bank. In Section 111, we will present this in a more general context for arbitrary linear systems using the state space formulation.
IMPLEMENTATION OF ANTICAUSAL INVERSES
Consider an M-input M-output causal system with M x M transfer matrix G(z), and let the state space description of a minimal implementation be
We will assume that [det G(z)] $ 0 so that a unique inverse G-'(-z) exists. If this has an anticausal inverse z-transform, then we say that an anticausal inverse of G(z) exists. In general, this is not 
A. Finding and Implementing an Anticausal Inverse
The matrix R in (11) is said to be the realization matrix of the implementation. If this is nonsingular, we can find an anticausal inverse, as we now show.3 For this, consider the causal system described by
We will show later (Theorem 5.1) that if R is singular, then an anticausal inverse will not even exist.
where The input and output of this system are denoted u ( 7 i ) and y(n), respectively, to distinguish them from (1 1). To find its transfer function in terms of (A, B, C, D) , note that if we premultiply (12) with R and take z-transforms, we can eliminate the state vector x(n) to obtain
In other words, the transfer function of the causal system (12) is given by H(z-l) 4
This has a causal impulse response h(-n). Now, consider the scheme of Fig. 5(a) . Here, the causal system (12) is sandwiched between the time-reversal (TR) operators. It therefore has the transfer function H(z) = [G(z)]-' indeed (compare with Fig. 3(b) ), and its anticausal impulse response is h(n). 
B. Choice of Initial Conditions
If we apply an input U ( . ) to the system ( I 1) under zero initial conditions, then the output y(n) is possibly of infinite duration even if the input might be of finite duration (FIR). In theory, if this infinite-length output y(n) is "fed' into the system in Fig. 5(a) , its output will be u(n). For, we have shown the transfer function of Fig. 5(a) to be the inverse of that of (1 1). In practice this requires infinite latency (or infinite storage) because of the idealized time reversal operators operating on possibly infinitely long signals.
In practice, we can reduce this latency to a finite value by using the side information provided by the state vector ~( n ) . This is achieved by performing the computation in blocks. We will explain the details by referring to the state space equations (1 1) and (12). Suppose we start the system (1 1) with the initial state x(0) and apply the causal input u(n), possibly of infinite duration. Consider a segment of L samples
where L is an arbitrary integer. Denote the output during this period as
Y(O).Y(l).'.',Y(L -1).
(16) 
and the input to be
the output for this duration will be This time-reversed inversion process can be repeated indefinitely no matter how long the input signal is, simply by working with blocks of length L. In effect the ideal unrealizable time reversal operator in Fig. 5 (a) has been replaced with (21) which represents the time reversal of a finite-size block. In order to perform the inversion (i.e., compute the input u(n) from the output y (n), the inversion process needs the "side information" in the form of the state vectors is taken as one unit of time). As the block length L gets smaller, the latency or delay in the inversion process gets smaller, but the required amount of "side information" per unit time increases.
In subband coding practice, the subband signals y(n) are (heavily) quantized, and the above inversion cannot reconstruct u(n) perfectly even if x ( n L ) has high precision. In fact, one can solve for the best choice of initializing state vectors, that minimize the mean square reconstruction error in presence of subband quantization [25] . This optimal state sequence {x,(nL)} can be transmitted (instead of {x(nL)}) with high precision, and used as the side information for signal reconstruction.
1) Transmission of the State: Returning to the scheme of (19)- (21), suppose we set the initial state to x(L) = 0 instead of x(L) = x ( L ) and apply the input (20) . Then, by linearity, the final state will be
instead of x(2L) = ~(0). First, in the case of IIR inputs where we have to transmit the states and outputs in blocks, it is not appropriate to assume alternative reduces to transmitting the initial state rather than the final state periodically, and this does not save us anythin$. Second, the above estimation of x(L) involves inversion of A, and fails if this matrix is singular. Finally, since the subbands x(2L)= x(0);ALx(L)+ error, and the estimation of x(L) by inversion of AL might further amplify this error. In fact, the motivation for time reversed implementation of IIR inverses came from the fact that certain synthesis filters were stable only in the anticausal form [14] . In these cases the eigenvalues of A are inside the unitAcircle (see end of Section 111-A). That is, the eigenvalues of A-lAare outside the unit circle so that it is not wise to compute A-L for large L.
The best strategy therefore is to transmit the side information (final state at the end of each block) rather than trying to estimate it from the quantized subbands. The increase of data rate due to this side information is negligible when the block length is large.
2) Generalizations:
1) The rectangular case. It can be shown that the above time-reversal technique works for the case of p x T transfer matrices provided the matrix R, which is now rectangular, has a left inverse [26] . Details are omitted here. The rectangular case finds applications in nonmaximally decimated filter banks. 
= u(x)r(x)w(x)* filter banks with the perfect reconstruction property [26] - [30] . In this case, the polyphase matrices E(z) and R(z) are replaced with time varying linear systems.
The state space equations (11) and (12) (This is the Smith decomposition, which has been known for over 100 years [34] ). Here, p is the normal rank of P(x). The remaining diagonal elements of I ? ( , )
are zero.
The polynomials r z ( x ) can always be assumed to be monic (i.e., highest power of x has coefficient unity) and furthermore
, that is, -ya(x) is a factor of -yz+l(z). Such a matrix r ( z ) is said to be the Smith-form of P(z), and is unique (but U(z) and W(z) are not). In this paper, we will have occasions to use the Smith-form of polynomials in z (anticausal FIR systems) as well as polynomials in 2-l (causal FIR). The Smith-McMillan form, which derives from the Smithform, is defined only for causal rational systems. Thus let G ( z ) be a p x r matrix of rational functions (ratios of polynomials in z or z-') representing a causal system. We first write . A review can be found in sect.
of [8].
In deriving the following results, we will use some of the properties given in these references. 
H~( z )
=[0 l/(l+uz-')] is IIR. We cannot, therefore, prove the theorem by presupposing that the inverse of G ( z ) has the form W-'(z)r-'(z)U-'(z).
The proof of the theorem proceeds as follows. is unimodular and its 0th column Wo(z) cannot have the common factor yo(z)]. The output Uo(z) is however FIR (Fig. 7) . Thus the FIR inverse system H(z) produces IIR output Wo(z)/ro(z) in response to FIR input Uo(z), and this a contradiction. Therefore, we conclude 7% ( z ) has the form z-"'. n, 2 0 follows from the fact that the Smith form is also causal. 0 Proof of Part 2: Again, if r,(z) = 1, then the inverse
is causal FIR, and we are done. Consider the converse. We already showed that if there is an FIR inverse then rz(z) = z -~, , with n, 2 0. In the above input/output construction, the inverse system H(z) is such that the input U,(z) produces the output znoW0(z). However, since U0 (2) and WO ( z ) are columns of unimodular matrices in z-', they have nonzero constant coefficients. Thus, if no > 0, the output of H(z) is noncausal in response to a causal input (Fig. 8) . Since this violates causality of the inverse H(z), we 
0

B. Special Properties of State Space Representations for FIR Systems
Consider a p x r causal FIR system (30) Let N be the McMillan degree of G ( z ) . Suppose we start the system (11) at time n = -N with initial condition x(-N) = 0. In view of reachability, we can always find an input sequence   , O , 0, u(-N), U(-N + l ) , .. . , U(-1) (32) with d K ) f B, c, Dl be a minimal realization of this system. Then, all the eigenvalues of A (which are the poles of the FIR system) are zero, and AN = 0 where N is the degree of the system (i.e., A is N x N). Evidently N 2 K. Since g ( n ) = CA"-'B for n > 0, it is immediate that CAKB = 0, but more is true. It is shown in p. 709 of [8] that CAK = 0 and AKB = 0.
so that the Order is K -Let such that the state vector x(0) has any value of our choice.
~~~i~~ done this, we can still choose u(o) in my manner.
[ti:;] to be anything we can mange the vector of our choice. Now, (11) Proofi We have already shown that if R is nonsingular, the system of Fig. 5(a) is the anticausal inverse of G ( z ) (even  if (A, B, C, D) is not minimal). We only have to show that if there exists an anticausal inverse, then R is necessarily nonsingular. The proof uses the minimality (i.e., reachability and observability) of the realization (A, B, C, D) . 
+g(N)zpN
(single-input single-output FIR). Then, the anticausal inverse can be obtained by long division [24] . This is consistent with the fact that the direct form structure has a nonsingular realization matrix (see, e.g., p. 670 of [SI) as long as g ( N ) # 0. In this sense, we will say that the anticausal realization in Fig. 5(a) is minimal. The number of delay and advance elements required to implement the TR operators are obviously infinite and are not counted.
Degree of the inverse. Since A has the same size as A, the preceding minimality result also shows that the degree of the anticausal inverse G-'(z) (in x ) is the same as the degree of G ( z ) (in z -l 1-az-l, which is stable for any a. Then, the inverse H ( z ) = l / ( l -a~-~) has the anticausal inverse transform -a"l(-n-1) [24] (where 1(n) is the unit step). This inverse is stable if and only if la1 > 1.
B. Smith-McMillan Form and McMillan Degree
We now present some results on the Smith-McMillan forms of FJR systems with FIR anticausal inverses. This will also reveal an interesting property, namely that the McMillan degree is equal to the determinant degree in the square-matrix case. 
Since the columns of unimodular matrices cannot have constant term equal to zero, we have x(O)# 0 and y ( -K ) # 0.
The inverse system H(z) produces X(z) in response to Y (2). Since x(0) # 0 and K > 0, this contradicts anticausality of H ( z ) (Fig. 11 ). The conclusion is that it is not possible to have CO< 0. Similarly it follows that la 2 0 for all i . An extreme example. An example of a system not satisfying the requirements of Theorem 5.3 is when G ( z ) is unimodular in z-'. In this case the degree of the determinant is zero regardless of the McMillan degree. The inverse system in this case is causal. This is an extreme example where the degree of the determinant is the smallest possible, and the inverse is entirely causal. (0) is guaranteed to be zero.) To see this, define has full rank the FIR inverse is anticausal (since f2i = K 2 0 for all i).
C. Properties Related to the Impulse Response
We conclude this section by making a related observation.
Given any FIR system G ( z ) = C,K0g(n)z-", we can always obtain a direct form implementation with K r delays (e.g., fig. 13 .9-1 of [SI) so that the degree is at most Kr. When g ( K ) has rank r it follows that the degree is precisely K r (see example 13.3.2 of [SI). Thus, whenever the highest coefficient g ( K ) has full rank r the system has McMillan degree Kr, whether the inverse is FIR or not.
VI. CONCLUDING REMARKS
The properties of perfect reconstruction filter banks can be conveniently classified according to the nature of the inverse of the polyphase matrix E(z). The main aim of this paper in this context has been to place in evidence the system theoretic properties of transfer matrices with certain types of inverses. In particular, cases where the inverses are causal, anticausal, and FIR, were considered detail. In [l], we will find further applications of some of these results for the parameterization and factorization of a subclass of causal FIR systems with anticausal FIR inverses (cufucufi systems). As noted in Section I-A, such systems are of interest because they can be used to characterize essentially all FIR PR filter banks. The matrix on the left, which is R-l, is nonsingular, so that X # 0. Premultiplying both sides of (Al) by R and simplifying, we obtain AV = v/X and Cv = 0, contradicting the assumed observability of (C, A). 
