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Leverrier and Krylov methods can be used to solve the characteristic polynomial (Stoer, 2002 , [1] ; Endre, 2003, [2] ; Demidovich, 1993 , [3] ; Volkov, 1987, [4] ). However, the calculation of the numeric solution has instability problems because of the dependence of the zeroes estimation from the polynomial coefficients. Moreover, there are numerical methods for diagonalizing a symmetric matrix (Parlettt,1981, [5] ;
Wilkinson,1965 [6] ; Cullun, 1985 [7] ). Sometimes not all the eigenvalues are calculated, limiting the efforts to some of them.
The eigenvalue problem can also be converted in an optimization problem, where an adequate function can be minimized or maximized computing its gradient and hessian, and obtaining the eigenvectors of the matrix. In this case the non-deterministic and stochastic methods can be of interest. These methods, that have been applied in physics, economy and other fields, can be found in several papers (Kirkpatrick, 1983 [8] ; Van Laarhoven, 1987 [9] ; Goldberg, 1989 [10] ).
Some authors (Subhajit, 2011 [11] ) have used genetic algorithms to calculate some of the eigenvalues by means of the Rayleigh quotient.
Other methods that don't need to solve the characteristic polynomial are the power method and its variants, (Demidovich, 1993 [3] ; Volkov, 1987 [4] ). Let the eigenvalues 12 , ,.., n    ordered by their magnitudes, 12 .
. 
The convergence to the first eigenvector depends on the relation  
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 . There are variations of the method to accelerate the convergence velocity: the shifted power method, Aitken's method, (Demidovich, 1993 [3] ; Volkov, 1987 [4] ), or the Jacobi method and others if the matrix is symmetric. When the first eigenvector is calculated, a process of deflation removes it from the search space.
Other possibility that can be used is the QR method that makes orthogonal transforms according to the spectral theorem for symmetric matrices (Golub, G.H,1996 [12] ; Endre Süli,2003 [13] ). So, the QR decomposition method factors any matrix A as A=QR, where Q is an orthogonal matrix and R is a non-singular upper matrix. This is the base of the QR eigenvalue algorithm used for symmetric and Hermitian matrices. A variation of this method, known as Shifted QR makes a previous modification of the matrix A,
to speed up the convergence of the algorithm.
Numeric methodology
In the present paper an implementation of a genetic algorithm is presented for calculating the first eigenvector and eigenvalue of a symmetric or hermitian matrix. To determine the rest of eigenvectors, the matrix is modified by a rotation that transforms the first vector of the canonical basis into the calculated eigenvector. The eigenvectors of the transformed matrix have the first component equal to zero.
Once all the eigenvectors have been calculated, the change of basis can be inverted, obtaining the components of the eigenvectors in the canonical basis.
Search of the first eigenvector.
Given a matrix A, obtaining the eigenvectors is equivalent to solve the equation:
For simplicity, it can be assumed the normalized eigenvectors, 
Given any vector of module 1 close to the eigenvector i x u e  , the image can be decomposed into two parts one collinear and one perpendicular:  has an image which has parallel and orthogonal components:
One way to measure the quality of x as eigenvector is considered the perpendicular component module: 
, where α is the angle between the vectors x and z.
Following these arguments, the next function can measure the proximity to the eigenvectors:
In the above figure 1, the function (2.5) is represented for a bi-dimensional symmetric matrix. Also, the vectors z  can be seen: 
The behaviour of these functions is different when the angle is near zero:
The functions (2.7) and (2.8) can be used as fitness functions in the genetic algorithm.
Once the eigenvector i u is determined, the corresponding eigenvalue can be obtained considering that:
,because the components of the error 
,because the vectors are unitary.
Dimensional reduction of the problem. The next eigenvectors.
Initially, the case of a matrix with real eigenvectors is studied. After, the complex case is considered.
Dimensional reduction for real matrices.
When the first eigenvector 1 u has been obtained, the vector 1 
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Regardless of indices, the eigenvector u has the components:
where 1  is a scalar and R  a vector of dimension d-1. The symmetric matrix can be decomposed in similar blocks
It is necessary to rotate in the plane defined by the vectors 1
Denoting by  the Kronecker product, the rotation matrix has the form:
The matrix in this new basis is, A':
The next eigenvectors have a zero in the first component, that is, the dimension of the search space is n-1. When the eigenvectors are found, the change of basis must be inverted:
When further eigenvector ,where 1 Q is the matrix corresponding to the rotation.
The expression of the matrix A in the new basis A' has the form:
In the same way it is obtained for the k-th eigenvector:
Dimensional reduction for complex matrices.
In the case of a hermitian matrix the only difference are the vectors that take part of the rotation. Now, the rotation takes the vector 1 e to the vector
, where
is the first obtained eigenvector, and † u is the complex conjugate of the vector u .
The complex eigenvector must satisfy the equation: † † 11
The norm of the vector is:
Imposing the additional condition that the first component is real;
This normalized vector has the form:
As in the real case (2.12), the matrix Q that changes between the old and the new basis can be calculated:
,and the matrix in the new basis:
Genetic algorithms
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There are a lot of problems that can be solved searching the solution in a space of states.
Several strategies try to generate new states and test them: uninformed search, greedy search, A*-search, gradient descent algorithms, simulated annealing, genetic algorithms, (Russell, 2004 [14] ).
There are problems in which the solution consists not only in an element of the search space the intermediate steps are also of interest (robot navigation problem or a sliding tile puzzle). On the other side, some problems need only the solution element to be considered as solved (natural language processing, electronic circuit design and the nqueens problem are examples of this kind of problems). In the second case, local searching algorithms (genetic algorithms are into this kind) are of interest.
Genetic algorithms (GA) are non-deterministic optimization methods (Holland, 1975 [15] ). These methods are based on the theory of evolution by natural selection, where biological diversity and species adaptation to natural environments are originated by The existence of a fitness function allows using GA as an alternative way of searching in spaces, characterizing each solution candidate as a point in that space.
Genetic algorithms combine the effects of two processes: the survival of the fittest and a random interchange of characteristics between individuals of the population of candidate solutions. Such combination allows using GA as a searching algorithm for optimization problems (Golberg, 1989 [16] ). A very interesting property of GA is its highly potential for parallelizability.
In a general description of how a GA works, it starts with a randomly generated initial The algorithm can be resumed as:
g=0
Generate initial population, P(g); evaluate P(g); repeat g:=g+1;
generate P(g) from P(g-1); // crossover and mutation evaluate P(g); until convergence
The proposed genetic method
Sometimes the best option to solve a problem is using hybrid techniques, taking advantages of all the methods and reducing the problems inherent to each of them. For example, the A*-search algorithm used in autonomous robot navigation, vehicles or video games characters, (Schwab, 2004 [17] ), uses too much memory. To avoid this problem, techniques as the iterative deepening A* (IDA*) are developed, combining the A*-search and an iterative deepening search (Russell, 2004 [14] ).
Other hybrid techniques combine informed strategies (like A*) with irrevocable searches (like gradient descent).
In this paper the proposed algorithm combines the philosophy of genetic algorithms with modified crossover and mutation operators that improve the convergence velocity.
Vector representation and fitness function.
Usually, a candidate point x i = (x i1 , x i2 , …x in ) is represented using an array of bits, called chromosome. Each component is codified with b bits, so the entire point is represented
by nb  bits.
In the proposed method a chromosome is codified as an array of doubles (x 1 , x 2 , …x n ).
The considered vectors are normalized:
The initial population is generated creating individuals with random components obtained from a constant distribution in the interval [-1,1], normalizing each vector
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afterwards. The population is uniformly distributed over the n-dimensional hypersphere with radius 1. 
Selection of individuals
Given a population, the process of determining the individuals that will take part in the crossover operation is called selection. Under some circumstances (survival of the fittest individual) the algorithm obtains improvements in the best fitness.
The functions defined in (2.7) and (2.8) can be used as fitness functions in the genetic algorithm. However, there are not significant differences between the convergence rates of the respective derived algorithms.
In the considered algorithm the selection is completely deterministic because just the NP individuals with the best fit are selected (NP is the size of the population).
Crossover operator
Crossover operator interchanges the genetic material between the previously selected individuals of the population. The combination of two vectors results in a new vector obtained from a probability distribution as shown in figure 3 .
A C C E P T E D M
A N U S C R I P T Figure 3 Influence area for the crossover operator.
For each survivor a couple is randomly selected from the rest of survivors. These pairs are combining using the crossover operation. In such operation, giving the pair of vectors (x1, x2, …xd) and (y1, y2, …yd), the descendant is constructed using the expression:
That is, the new vector is normally distributed around the mean vector with the variance being a function F of the respective fitness.
Mutation
The mutation operator modifies some of the components of the vector. With a small probability of mutation the individual is very similar to its parents.
This operator maintains a minimum degree of diversity in the components of the candidate vectors. If some of these components have converged for the entire population the crossover operator cannot change it.
The modification a component has the expression:
A C C E P T E D M A N U S C R I P T Figure 4 Influence area of mutation perturbation Figure 4 shows the probability distribution for the mutated vector around the initial vector.
Examples
The proposed algorithm is tested in seven problems, comparing the results with those obtained by other methods or with the values previously known.
Firstly the methodology has been tested in a symmetric matrix that represents a system of masses connected by springs. Furthermore two Hermitian matrices corresponding to quantum mechanics problems have been selected.
Secondly the Principal Component Analysis (PCA) has been applied by the diagonalization of the data covariance matrix comparing the results.
Finally it has been selected three examples in order to compare the methodology with the power method and the QR algorithm, including the studies of a degenerate and an ill-conditioned matrix.
In the examples the mutation probability has been set to 0.005 (0.5 %), and the population size is 100.
Example 1.Vibration problem
Eigenvalue/Eigenvector analysis is useful for a wide variety of differential equations, and it can be used in the study of vibration problems. Considering a system of masses connected by springs, it can be split in a number of pieces with mass m. Each one of these pieces is under uniform tension, T. Each mass, has a displacement from the equilibrium position, xi. The equations containing the dynamics of each of this spring pieces have the form:
With an adequate selection of units
, the system can be written as:
In table 1 the eigenvalues obtained by the algorithm and those provided by Matlab can be compared.
Results
Eigenvalue nº
Genetic Algorithm Matlab Figure 5 shows average of the error over 100 executions of the algorithm for the best individual in each generation for the first three eigenvectors:
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Its eigenvalues are well known, being proportional to   Table 2 Exact value, approximate solution and error
The following Figure 6 shows the evolution for the error in each generation: 
There are previous works (Subhajit, 2011 [11] ) where the problem is solved for the first eigenvalues using a genetic algorithm. For the methodology introduced in the present paper, a study for the relationship between the matrix size and the temporal cost of the program is done. With the obtained data the algorithm performance is estimated ( In the next figure, the data from table 3 is represented, obtaining the relationship between the dimension of the matrix and the computing time. These components are obtained in a form that is ordered using the variance (including the most part of the variability of the data).
PCA is used in several fields, by example in signal processing, mechanical engineering, linear algebra, meteorological science, structural dynamics, medical diagnostic, neuroscience, etc.
The next example is a physical problem in which data are analyzed to reduce the number of variables in the data. The dataset is available in the UCI Machine Learning
Repository ( [18] ).
The description of the dataset given by the authors is: "The data are Monte Carlo program generated ( [19] ) to simulate registration of high energy gamma particles in a A C C E P T E D M A N U S C R I P T ground-based atmospheric Cherenkov gamma telescope using the imaging technique. 
Conclusions
In this paper the authors have developed a non-deterministic method, based on a genetic algorithm, to obtain the solution to the complete eigenvector problem. The main result is the set of eigenvectors, and from them it is possible to estimate the corresponding eigenvalues.
The method can be used with symmetric and hermitian matrices that are common in scientific and engineering problems.
The selected examples show that the methodology obtains precise results in the real and complex cases, comparing them with the values obtained by other tools or theoretically.
In the third example, the velocity of convergence decreases with the matrix dimension.
The reason of this is that the search is random in a neighbourhood of the parent vectors.
This volume increases with the dimension as n L where L is the radius of the zone affected by the normal distribution in the operations of crossover and mutation.
The future lines of research include designing new fitness functions and improvements in the crossover and mutation operators to increase the convergence velocity. Another study will be the comparisons of the proposed methodology with the classical genetic algorithm approach of binary coding, trying to understand the causes of the better behaviour of the proposed method.
