Abstract: By applying a Gröbner-Shirshov basis of the symmetric group S n , we give two formulas for Schubert polynomials, either of which involves only nonnegative monomials.
Introduction
Schubert polynomials were introduced by I.N. Bernstein, I.M. Gelfand and S.I. Gelfand [3] and Michel Demazure [7] (in the context of arbitrary root systems) and were extensively developed by Alain Lascoux, Marcel-Paul Schützenberger [11, 12] . There are lots of other papers about approaches for the computations of Schubert polynomials, for example, Sara * Supported by the NSFC of China (11571121) One of the corollaries of these two formulas is the well-known fact that the coefficients of monomials of any Schubert polynomial are nonnegative [9, 14] . By Theorem 2, we develop some combinatorial properties of Schubert polynomials in Section 3. We analysis how to write down the leading monomial of ∂ u S w n 0 with respect to some order, where w n 0 is the longest word in S n . We also offer an algorithm to find a u ∈ S n (n large enough)
such that the leading monomial of ∂ u S w n 0 is a given commutative word. We show that ∂ t S u = ∂ t S u if deg xt S u > deg x t+1 S u , where for any polynomial f ,f means the leading monomial of f . In section 4, we show how the properties and formulas we established can be applied to calculate the structure constants. We also explain how to apply Monk's formula to the calculation of the structure constants. As results, we give two algorithms to calculate the structure constants for the multiplications of Schubert polynomials.
Two formulas for Schubert polynomials
The symmetric group, S n , consists of all bijections from {1, 2, . . . , n} to itself using composition as the multiplication [17] . It is well known that S n can be defined by generators s 1 , . . . , s n−1 with relations: s 2 i = 1, s i s i+1 s i = s i+1 s i s i+1 , s i s j = s j s i (j > i + 1), where s i corresponds to the adjacent transposition (i, i + 1) ∈ S n for each 1 ≤ i ≤ n − 1.
Let S = {s i | 1 ≤ i ≤ n − 1} (s 1 < s 2 < · · · < s n−1 ) and S * be a free monoid generated by S. We define the degree lexicographic order on S * by the following: for any u = s i 1 s i 2 · · · s ip , v = s j 1 s j 2 · · · s jq ∈ S * , where each s i l , s jt ∈ S, u > v ⇔ (p, s i 1 , s i 2 , . . . , s ip ) > (q, s j 1 , s j 2 , . . . , s jq ) lexicographically.
We also define the degree of u, denoted by |u|, to be p if u = s i 1 s i 2 · · · s ip ∈ S * .
Using the theory of Gröbner-Shirshov bases theory of associative algebras [5] , we know that, under the above definition of S n by generators and relations, S n has a Gröbner-Shirshov basis, with respect to degree lexicographic order on S * , as follows:
(2) s i s j = s j s i , i > j + 1, 1 ≤ j < i ≤ n − 1; (3) s i,j s i = s i−1 s i,j , i > j, where s i,j is defined to be s i s i−1 · · · s j if j ≤ i and 1 otherwise
(1 means the identity element of S n ).
Then the follow set B n s := {s 1,i 1 s 2,i 2 · · · s n−1,i n−1 ∈ S * | 1 ≤ i j ≤ j + 1, 1 ≤ j ≤ n − 1}
consists of normal forms of elements of S n . For example, s 3,2 s 5,3 ∈ B n s (n ≥ 6). For some historical reason, we also call Gröbner basis as Gröbner-Shirshov basis for noncommutative cases, for more details, see a survey [6] .
For any u ∈ S * , we call u a reduced word if for any v ∈ S * with u = v ∈ S n , then |u| ≤ |v|. For any u ∈ S * , let [u] ∈ B n s be the normal form of u with respect to the above Gröbner-Shirshov basis. Since we use degree lexicographic order, we have that u is a reduced word if and only if |u| = |[u]|. In other words, we can apply only relations (2) and (3) of the Gröbner-Shirshov basis of S n to rewrite u to the normal form [u] . Moreover, the length of u, denoted by l(u), is defined to be |[u]|. For example, u = s 5 s 4 s 3 s 5 s 4 is reduced, for u can be rewritten to s 4 s 3 s 5 s 4 s 3 and the latter is a normal form.
From now on, by u ∈ S n , we always assume that u ∈ B n s unless otherwise specified. For any 0 < n ∈ N, where N is the set of nonnegative integers, define a group homorphism σ n : S n −→ S n+1 , induced by s i → s i , 1 ≤ i ≤ n − 1. It is clear that σ n is an embedding, i.e., S n ⊂ S n+1 . So we can define S ∞ = ∪ n≥1 S n .
Let Z[x 1 , . . . , x n ] be the free commutative algebra generated by {x 1 , . . . , x n } over Z, where Z is the ring of integer numbers. For any polynomial f ∈ Z[x 1 , . . . , x n ], for any i between 1 and n−1, denote by s i f the result of interchanging x i and x i+1 in f . Define the divided difference operators [9] ∂ i on the polynomial ring Z[x 1 , . . . , x n ] by the rule:
It follows immediately from the definition that for any f, g ∈ Z[x 1 , . . . , x n ],
By the definition of ∂ t we have that
if t < l.
Define
Denote by ⊕ b∈Bx Zb the free Z-module with Z-basis B x . It follows that for any polynomial f ∈ ⊕ b∈Bx Zb, we have ∂ t f ∈ ⊕ b∈Bx Zb for any 1 ≤ t ≤ n − 1. The divided difference operators ∂ i 's satisfy the nilCoxeter relations [8] :
It is easy to see that the following
form a Gröbner-Shirshov basis of the associative algebra Z ∂ 1 , ∂ 2 , . . . , ∂ n−1 |R generated by {∂ i | 1 ≤ i ≤ n − 1} with relations R over Z. This algebra is called nilCoxeter algebra, and is denoted by N C n . It follows that a Z-basis of this algebra is
For any word u = s i 1 s i 2 · · · s it ∈ S * , define
It follows that if u ∈ S n ⊂ S ∞ is not reduced, then by applying (2) and ( 
Let w n 0 = s 1,1 s 2,1 · · · s n−1,1 ∈ S n . For any w ∈ S n , define the Schubert polynomial corresponding to w as 
). It is an not obvious fact that the coefficients of ∂ u S w n 0 are nonnegative integers, see [14] . We will give two simple formulas for ∂ u S w n 0 in the sequel, by either of which follows that the coefficients of ∂ u S w n 0 are nonnegative.
For any unary linear operator
where p t , q j ∈ {0, 1} for any t ≤ j ≤ n.
Proof. (1) is easy, so we just need to prove (2) . Since
it is sufficient to show that
Suppose the result holds for any i − k < l.
is the normal form of s r 1 ,i 1 s r 2 ,i 2 · · · s r n−1 ,i n−1 . Remind that for any w ∈ S * , w is reduced if and only if w can be rewritten to its normal form by applying (2) and (3) of the Gröbner-Shirshov basis of S n .
We proceed to define u(J n−1 , . . . , J n−l−1 ) by induction on l. Suppose that u(J n−1 , . . . , J n−l ) has been defined. If u(J n−1 , . . . , J n−l ) is undefined, then
and then define u(J n−1 , . . . , J n−l , J n−l−1 ) to be (u(J n−1 , . . . , J n−l ))(J n−l−1 ).
Note that J n−1 depends on u, J n−2 depends on u(J n−1 ), and so on.
where the summation is over all the J n−1 , . . . , J 1 such that u(J n−1 , . . . , J l ) is defined for
Proof. Induction on n. If n = 2, then u = s 1,i 1 , i 1 = 1 or 2. For either case, we have
If n ≥ 3, we first show that for any u = s t,it s t+1,i t+1 · · · s n−1,i n−1 ∈ S n , we have
is undefined otherwise and the summation is over all the J n−1 such that u(J n−1 ) is defined. Induction on t.
, where the summation is over all the J n−1 such that u(J n−1 ) is defined.
Let t = 1. Then we have
By induction hypothesis, we have
Proof. Since we are given ∂ u S w 6 0 , we should begin with u ∈ S 6 . For u = s 1,1 s 2,1 s 3,1 s 4,3 ∈ S 6 , J 5 ⊆ {1, 2, 3, 4}. It is easy to see that if
It is straightforward to see that only when J 4 = ∅ or J 4 = {3} or
. In this way, we can list all the possible J 5 , . . . , J 1 such that u(J 5 , . . . , J 1 ) is defined ( Table 1 ). The result follows immediately from Theorem 1. Now we begin to construct another formula for Schubert polynomials.
We proceed to define q 
Finally, define
In other word, q
Proof. Since (1)- (3) follow immediately from the definition of q u t,j , we just need to prove (4) . If i j = j + 1, the claim is easy. So we may assume that
.
where
is the normal form of the word getting by substituting every
, where
However, for simplicity, we just use the notation
For example, we first fix n = 11. Let u = s 3,2 s 5,1 s 6,4 s 7,1 s 8,8 s 9,5 ∈ S 11 . Then Q 
Theorem 2. For any u ∈ S n (n ≥ 2), we have
where the summation is over all the
Proof. We first show that for any u = s 1,
. Induction on n + 1.
By applying Lemma 2.2 repeatedly, we have
. Then by Lemma 2.3, we have m
where the summation is over all the − → T n ∈ B such that u( − → T n ) is defined. By induction hypothesis, we have
where the summation is over all the 
In this way, we can list all the possible Table 2 ). The result follows immediately from Theorem 2. 
Some combinatorial properties of Schubert polynomials
In this section, we will use Theorem 2 to develop some combinatorial properties of Schubert polynomials. Proof. To prove (1), we only need to show that deg
If deg x k (X u u t , which contradicts with Lemma 2.3. Therefore Q
To prove (2), we only need to show that if for some t ≥ r, deg xr (X v t ) = 1, then deg xr (X u t ) = 1. If i t = t + 1, then we are done. So we may assume that i t ≤ t.
. . , x n−1 }. Define an order < on the free commutative monoid [X] as follows: For any U = x
For any f ∈ Z[x 1 , . . . , x n−1 ], definef to be the leading monomial of f with respect to the order <. If the coefficient off = 1, then we say that f is monic. For example, if
Lemma 3.2. For any u = s 1,i 1 · · · s n−1,i n−1 ∈ S n (n ≥ 2), we have ∂ u S w n 0 is monic and
for any
If m u n = 0, then by the proof of Theorem 2, we have
We have
So we just need to show that if
. Suppose that t l = q u n,l + 1 for any 1 ≤ l < r (r ≥ 1) and t r ∈ [i q u n,r , q u n,r ]. Then by the definition of u( − → T n ), we have
By using the Gröbner-Shirshov basis of S n , we have j t = i t for any t ≥ q 
is homogeneous and the coefficients of ∂ u S w n 0 in Theorem 2 are nonnegative, the lemma follows. Lemma 3.3. For any u = s 1,i 1 · · · s n−1,i n−1 ∈ S n , the following statements are equivalent:
Proof. (i)⇒ (ii) By the Gröbner-Shirshov basis of S n , we have s
So s t u is not reduced. Consequently, if s t u is reduced, then i t−1 < i t .
(ii) ⇒ (i) If i t−1 < i t , then by similar reasoning as above, we have
. By definition, q u j,l+1 = t − 1, and thus x 1+q u j,l+1 = x t . By the above reasoning,
, which contradicts with
. This is possible only if q u j,l−1 = t, which means that
), then by Lemma 3.3, we have i t−1 < i t . Say
Then by Lemma 3.3, we have t ∈ T and deg xt X
the definition of X u j and Lemma 2.3, we have X u j = X v j for any j ∈ [1, t − 2]. The proof will proceed in steps.
, which contradicts with j ∈ T . So we have i j ≤ j. By Lemma 2.3, we have q
. There are two cases: 
. By similar reasoning as case 1, we have m
Corollary 3.1. For any reduced word u = s t 1 · · · s tp ∈ S n , we have 
. If t = k, then we may assume that t < k. Since u, v, u 1 , v 1 are all in normal form, we have u = s t,it · · · s n−1,i n−1 ,
is a normal form, hence s t v is reduced. By Lemmas 3.3 and 3.4, we have deg
. By Lemma 3.5, we know that ϕ is an injective map. But the cardinal of B x is n!, so ϕ is a bijection. The inverse of ϕ can be easily constructed by Lemmas 4.2 and 4.3.
Combining Lemmas 3.2-3.5, we have Theorem 3. For any u ∈ S n (n ≥ 2), t ∈ [1, n − 1], we have the following combinatorial properties of Schubert polynomials:
For any u ∈ S n , define
Then we have
Proof. Since W ∈ B x , by Theorem 3, there is a u ∈ S n such that
By the definition of S W , we are done.
Since ∂ u S w n 0 is monic, we easily get the following corollaries. It is well known that the coefficients are all nonnegative (for example, see [9] ), but there is no combinatorial proof yet.
One of the most famous formula for multiplications of Schubert polynomials is Monk's formula [9, 16] :
where the summation is over all v such that v = w·s p s p+1 · · · s q−2 s q−1,p and l(v) = l(w)+1,
We will offer algorithms to calculate the structure constants in the sequel. However, for simplicity of the algorithms, we will use the notation S u . Since S s k = i∈ [1,k] x i , we have S s k = S x k . Assume that u ∈ S n−k . Then by Monk's formula, we have
where the summation is over all v such that w
By Lemma 3.4, we have the following lemma:
By the definition of S V , we have
Suppose the assertion holds for any k < m. Then Suppose the lemma holds for any q < k, k ≥ 2. If l, l + 1 ∈ P W k , then l, l + 1 ∈ P W k−1 . If l ∈ P W k , l + 1 / ∈ P W k , then there is some integer t such that l + 1 ∈ P W t , l + 1 / ∈ P W t+1 . It is clear that t ≤ k − 1. Moreover, by the definition of P W k , we have n − l − j l ≥ k, n − (l + 1) − j l+1 = t. So n − (l + 1) − t = j l+1 ≤ j l ≤ n − l − k. It follows that k − 1 ≥ t ≥ k − 1, i.e., t = k − 1. Therefore l, l + 1 ∈ P 
