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Abstract—Virtualisation first and cloud computing later has
led to a consolidation of workload in data centres that also
comprises latency-sensitive application domains such as High
Performance Computing and telecommunication. These types of
applications require strict latency guarantees to maintain their
Quality of Service. In virtualised environments with their churn,
this demands for adaptability and flexibility to satisfy. At the
same time, the mere scale of the infrastructures favours com-
modity (Ethernet) over specialised (Infiniband) hardware. For
that purpose, this paper introduces a novel traffic management
algorithm that combines Rate-limited Strict Priority and Deficit
round-robin for latency-aware and fair scheduling respectively.
In addition, we present an implementation of this algorithm on
the bmv2 P4 software switch by evaluating it against standard
priority-based and best-effort scheduling.
Index Terms—Cloud Data Centre, Software Defined Network-
ing, OpenFlow, P4, Traffic Management
I. INTRODUCTION
Virtualisation first and cloud computing later have led to
a consolidation of workload in data centres. This on the one
hand, reduces the amount of required servers and saves cost.
Yet, on the other hand, it also makes it more difficult to provide
resource guarantees to individual applications and chains of
applications. Existing approaches have largely focused on
resource provisioning with respect to CPU and disk; aspects
regarding the network have found less attention [1].
Hence, the challenge of how to satisfy their dedicated
demands when moving network-sensitive applications into vir-
tualised infrastructures is still present: A large class of applica-
tions from the domain of high performance computing (HPC)
requires very low and predictable network latency. Classically,
HPC data centres solve this issue by providing dedicated,
expensive fibre and specific protocols such as Infiniband and
Omnipath. In contrast, cloud data centres mostly rely on much
cheaper commodity Ethernet wiring. Similar issues occur in
future 5G networks, where network slicing and the virtual
Evolved Packet Core (vEPC) require support for latency-
sensitive applications.
While off-the-shelf Ethernet is not able to achieve low
latency or prioritisation of traffic, there exist strategies for
traffic management that can mitigate delay for high priority
traffic. Yet, those approaches are either very inflexible to set-
up [2] or do not provide the required sophistication to entirely
avoid starvation for low priority traffic [3]. In particular, pro-
gramming the data plane through the widely used and adopted
OpenFlow standard is not powerful enough, as OpenFlow’s
finite set of hardware-independent match and action pipelines
do not support the creation of customised traffic management
algorithms.
Addressing these challenges, this paper makes the following
contributions: (i) we introduce a novel traffic management
algorithm by combining Rate-limited Strict Priority (RL-SP)
and Deficit round-robin (DRR). Our RL-SP-DRR ensures a
minimum amount of fairness, but still supports demands for
ultra-low latency in Ethernet-based scenarios such as High-
performance Computing and traffic-aware edge computing. (ii)
We present an implementation and P4-based configuration of
this algorithm in the bmv21 P4 software switch. Doing so, we
show the capability to realise custom traffic management based
on standardised interfaces. (iii) We evaluate this algorithm
on bmv2 by comparing it against standard priority-based and
best-effort scheduling.
The remainder of this document is structured as follows.
Section II introduces basic traffic management concepts and
discusses related work. Section III is concerned with our ap-
proach, its design and realisation. Finally, Section IV presents
our evaluation and discusses its results before we conclude in
the final section.
II. BACKGROUND
A. Software-defined Networking
Software Defined Networking (SDN) postulates a pro-
grammability concept for network devices that decouples
control plane and data plane. In consequence, forwarding
decisions are not limited to existing routing algorithms, but
can be set by the control plane. Thus, the complexity of the
forwarding devices decreases, providing only the environment
and interfaces for its programmability. Standardising such pro-
grammability avoids negative effect of vendor lock-in, leading
to vendor independence in the heterogeneous infrastructure as
cloud data centres have [4].
1https://github.com/p4lang/switch978-1-7281-4832-8/19/$31.00 ©2019 IEEE
Being a concept, SDN is realised through multiple proto-
cols, open standards, and implementation methods [5], with
OpenFlow [6] as the most widely used open, standardised
protocol. P4 [7] is a programming language and runtime-
specification which promises through its programming ap-
proach to overcome OpenFlow’s finite set of hardware-
independent match and action pipelines. P4 offers user-defined
packet processing and header parsing which leads to arbitrary
match and action pipelines.
B. Traffic Management
In order to deal with the traffic excesses and practically
implement quality-of-service (QoS) guarantees (e.g. through-
put, transfer delay, packet losses), traffic management (TM)
offers an access control [8], which assures that the traffic
admitted to the network conforms defined QoS guarantees
by regulating the rate of the traffic flow. Traffic policing and
traffic shaping refer to the methods for such rate regulation [9].
Traffic policing either drops excess of packets or marks them
with congestion experience flag once the rate of a traffic flow
reaches some threshold. In contrast, traffic shaping exploits
queueing mechanism of the forwarding devices in order to
buffer traffic bursts and then processes them at the desired rate
smoothing the traffic. A queueing mechanism is also useful
for packet scheduling, e.g., when multiple packets of different
queues compete for the same output port of a forwarding
device. Here, the scheduler decides which queue to serve first.
The packet scheduling algorithms applied for those tasks allow
for various prioritisation and fair schemes.
Rate-limited Strict Priority (RL-SP) [10] algorithm admits
a priority traffic with a specified rate and the remaining rates
will be distributed to the lower priorities without causing their
complete starvation. However, in the absence of prioritised
traffic, low priority traffic will still undergo the same rate
distribution underutilising the link capacity. To resolve this
problem, weighted fair algorithms were proposed, which have
rate distributions based on relative weights. Weighted fair
queueing (WFQ) [11] and weighted round-robin (WRR) [12]
can provide higher bandwidth share to the priority traffic
while utilising the link in its absence, however, WFQ suf-
fers from computation complexity and WRR deviates rate
distribution for variable length of the packets. Deficit round-
robin (DRR) [13] resolves these issues by introducing quantum
values (weights) and deficit counter (number of remaining
bytes to be passed) for each queue, but its drawback is
round delays, since the queues are still served in round-robin
fashion. These delays cause latency for prioritised traffic, even
if the higher bandwidth is allocated. Table I summarises most
common packet scheduling algorithms.
C. Related Work
[14] proposes a centralised dynamic scheduler with Open-
Flow, responsible for fair sharing of network resources. The
bandwidth estimation is done on the OpenFlow controller,
hence the proximity to the controller affects the performance
of the scheduler, resulting in higher reaction time and lower
accuracy in utilisation. Moreover, the scheduling safeguards
high priority traffic from malicious traffic, but does not ex-
plicitly prioritise the traffic in terms of higher bandwidth
and lower latency. The DRR in our approach results in
more accurate utilisation due to implicit rate distribution, and
provides prioritisation needed for latency-critical services.
QoSFlow [15] detects the inflexibility of OpenFlow for the
selection of packet scheduling techniques and wrapped around
a framework to resolve this. QoSFlow uses netlink sockets
for interprocess communication between Linux user and kernel
space, and queueing disciplines of the kernel to provide
control over the packet scheduling algorithms. They extended
OpenFlow 1.0 and datapath with queue discipline selection
messages to allow the kernel to appropriately schedule the
packets and enable configurable QoS in the datapath. Such
customisation requires the extension of OpenFlow and data
plane, straying from the standardisation process of OpenFlow
and its vendor adoption. In contrast the P4-based customisation
used in this paper are easier to achieve due to the user-defined
nature of data plane and auto-generated control plane API.
[16] utilises Infiniband interconnects in the OpenStack
cloud platform to provide low-latency communication in the
cloud infrastructure. The results show that the performance is
comparable to the bare-metal deployment. However, features
such as live migration and checkpointing are challenging to
provide for Infiniband virtualisation [17]. Another downside
of that approach is the greater cost of equipment.
III. DESIGN AND IMPLEMENTATION
This section first summarises the requirements imposed on
a flexible traffic management system. Based on these require-
ments, we present our conceptual approach that combines
strict priority scheduling with rate limitation (RL-SP) as a
prioritisation mechanism and deficit round-robin (DRR). After
that, we discuss how this algorithm is realised technically on
the P4 switch and configured using the P4 language.
A. Requirements
The desire to apply dynamic and priority-based network
scheduling in highly volatile and dynamically changing envi-
ronments leads to a set of requirements towards the execution
environment and the technical capabilities of the platform. We
summarise three of these and also discuss the impact each
particular requirement has on the realisation.
R.1 (Adaptability): Multi-tenancy environments are highly
dynamic in nature and the traffic management needs to be able
to cope with churned workloads, e.g. virtual machines coming
and going. Furthermore, the workload mix may change over
time so that the traffic management may require to be changed
at runtime.
R.2 (Fairness) Fairness guarantees that no traffic in the
network is experiencing starvation. In consequence, this means
that all flows passing through a switch shall eventually make
progress. Obviously, the progress of low priority traffic should
be significantly less than the progress of high priority traffic.
TABLE I
SUMMARY OF THE PACKET SCHEDULING ALGORITHMS
Algorithm Principle Advantage Disadvantage
Rate-limited Strict Priority (RL-SP) Serve higher priority until some rate No starvation for lower priority Underutilisation
Weighted fair queueing (WFQ) Serve a queue with lowest virtualfinish time Fairness Calculation complexity
Weighted round-robin (WRR) Round robin based on weights Low complexity & fair for fixedlength packets
Round delays & unfair bandwidth
share for variable length packets
Deficit round-robin (DRR) Serve a queue until deficit counter issufficient
Low complexity & fair for variable
length packets Round delays
High	priority	queue
Medium	priority	queue
Low	priority	queue
DRR
Go	to	DRR,
when	suspended
Output	buffer
Rate
Limiter
Fig. 1. Rate limited strict priority with DRR (RL-SP-DRR)
R.3 (Transparency) Considering the setting of a virtualised
infrastructure, it is important that the traffic management does
not require changes on the level of operating systems and
virtual machines. Hence, for the sake of user comfort, traffic
management should be able to work with standard protocols
and support the default user stack.
B. Conceptual Approach
The current state of SDN-enabled devices allow basic
configuration of traffic management parameters via the pro-
grammable control plane. Yet, with respect to packet schedul-
ing, only a queue selection for a particular flow is supported.
The scheduling itself is performed by the algorithms pre-
installed by a hardware manufacturer and configured via the
interfaces supplied by the manufacturer. This imposes a vendor
lock-in issue in terms of traffic management programmability.
To overcome this issue, the control plane must provide more
sophisticated and customisable application programmable in-
terfaces (APIs) to configure packet scheduling parameters.
While OpenFlow satisfies Adaptability (R.1), its finite set of
match and actions is a drawback, as any provision of traffic
management features will require changes to the protocol
itself, thus breaking the Transparency (R.3) requirement.
P4-based approaches on the other hand, auto-generate the
control plane API during the compilation process of a P4
program and adjust it according to the workflow and pipeline
definitions of the program. This enables the necessary con-
figurations of the packet scheduling parameters via control
plane, while following standard user stack and protocols. For
this reason, we use a P4-based approach implementing a
custom traffic management algorithm (RL-SP-DRR) in order
to address aforementioned requirements.
RL-SP-DRR combines strict priority scheduling with rate
limitation (RL-SP) as a prioritisation mechanism and deficit
round-robin (DRR) as a fair scheduler. As depicted in Figure 1
a high priority queue (HPQ) is reserved for strict prioritisation,
so that it will be always served first, and lower priority
queues (LPQs) will be served next. The HPQ occupies a
dedicated rate of a link and the remaining link capacity will be
distributed among LPQ based on their DRR’s quantum values.
This approach ensures Fairness (R.2). In the absence of high
priority traffic, DRR takes over the packet scheduling utilising
the link capacity. Therefore, no involvement of the control
plane is needed to re-establish the bandwidth allocation.
C. Technical Approach
Algorithm 1 Rate-Limited Strict Priority with Deficit Round-
Robin (RL-SP-DRR)
1: N . Number of queues
2: queues[0..N − 1] . Priority queues
3: active list[0..N − 2] . List of active low priority queues
4: HPQ = queues[0] . High priority queue
5: procedure ENQUEUE(q, p)
6: if q is HPQ then
7: p.departure = q.last sent+ p.size/q.rate
8: else
9: p.departure = current time
10: if q is empty then
11: active list.push(q)
12: procedure DEQUEUE
13: if HPQ.head.departure ≤ current time then
14: Send Packet From(HPQ)
15: else
16: Perform DRR(active list)
The algorithm realising our approach to combine RL-SP and
DRR, is presented in Algorithm 1. Its data structures consist of
an array of priority queues, a list of active low priority queues
needed for DRR and the predefined high priority queue, which
is the first queue with index 0 of all priority queues.
In the ENQUEUE procedure, the departure time of a packet
from the high priority queue is calculated based on the
previous packet’s departure time and transmission time, which
is expressed by the relation between packet size and queue rate
(line 7). To enqueue low priority packets, the departure time
is not needed, but the list of active queues must be maintained
in order to eliminate lookups of inactive queues, i.e. the ones
that do not contain any packets (line 11).
The DEQUEUE procedure starts with a check whether the
departure time has come for the packet of high priority queue.
If it has, then the packet is sent from this queue (line 14).
Otherwise, the DRR algorithm is performed on low priority
active queues as described in [13], and the selected low priority
queue by DRR is served (line 16). As soon as a low priority
packet is dequeued, the dequeue process again starts a check
up on the high priority queue.
D. Implementation
As proof-of-concept, the traffic manager has been imple-
mented on a reference P4 software switch—bmv2 (Release
1.11.0), implemented in C++. The switch supports input
and output first-in-first-out (FIFO) buffers shared among all
ports and multiple intermediate (egress) buffers for traffic
management. Packet scheduling can be applied on the egress
buffers. Buffering is performed on the switch using threads
synchronized with mutexes. As such, the receive thread
enqueues a packet into the input buffer; the ingress thread
then dequeues the packet and moves it to one of the egress
buffers. The egress buffers perform packet scheduling when
packets are dequeued by the egress threads from these
buffers to the output buffer. Eventually, the packets are sent
to the output port from the output buffer.
bmv2 supports rate limited strict priority scheduling as an
experimental feature, having rate units as packets per second
(pps). It is implemented by defining an egress buffer as a C++
class, containing an array of priority queues with rate property.
In C++, a priority queue stores the objects sorted according
to their associated priorities, hence by storing packets in the
queue and assigning the departure time of packets as such
priority, the sorting of the packets from the earliest to the latest
is achieved. The departure time is calculated based on the rate
property of the queue. When there are packets in the egress
buffer, the egress thread requests a packet from the buffer,
which in turn polls the head packet of each priority queue from
most prioritised queue to the least. For each queue, it compares
the departure time of the head packet with the current (wall)
time and if the departure time has come, it dequeues the packet
from the queue and sends it to the egress thread, which
further moves it to the output buffer. The next lookup starts
again from the most prioritized queue.
We implemented several extensions of bmv2 to realise the
RL-SP-DRR traffic manager. At first, the switch was extended
to support rate limiting based on bytes per second (Bps) units
of measurement. This is needed, as the rate limiting with pps
units assumes the packet size to be the size of maximum
transmission unit (MTU) leading to inaccurate data rates for
packets of smaller sizes. When the ingress thread enqueues
the packet to the egress buffers, the size of the packet is
extracted and used to calculate the packet’s departure time for
high priority queue based on the queue rate as explained in
the ENQUEUE procedure of Algorithm 1. For the low priority
queues the rate limitation is implicit and not based on the
timing, but on quantum values, thus a wall time is assigned
such that the order of arriving packets will be preserved.
Secondly, we extended the strict priority scheduling code
of bmv2 in order to follow the DEQUEUE procedure of
Algorithm 1. We introduced a quantum and a deficit counter
property to the egress buffer and implemented the DRR [13]
algorithm for low priority queues in the dequeue method of the
egress buffer, while keeping the polling order from the most
prioritized queue to the least, such that the priority queue will
be served first, if its departure time has come. Lastly, in order
to configure parameters of the algorithm, such as priority, rate
and quantum values, respective metadata were introduced to
the switch model for programmability via P4 language and the
parsing of these metadata was added to the bmv2.
IV. EVALUATION
A. Methodology
For the evaluation, we use two evaluation scenarios
(PROACTIVE and MPI), and for each of these, we compare
the behaviour of our RL-SP-DRR scheduling algorithm against
strict priority queueing (STRICT), and best-effort (NO). The
two scenarios are defined below. For measuring network
metrics and generating network traffic, we use the iperf tool.
In our evaluation, UDP traffic was generated by the emulated
hosts, such that the links got congested.
1) PROACTIVE scenario: In this scenario, all links are
initially fully utilised by low priority hosts with configured
packet scheduling. After N seconds, high priority traffic is
injected for another N seconds. In this scenario, we use the
UDP bandwidth distribution over time as a Key Performance
Indicator (KPI) for the network quality. The period of time is
set to 90 seconds (N = 90) to make the bandwidth distribution
clearer and see the behaviour of the scheduling algorithms in
the presence and absence of high priority traffic.
2) MPI scenario: In this scenario, low priority hosts are
generating traffic and high priority hosts are running an
MPI application that measures ping-pong latency by sending
messages with different sizes and 100 times per size. The ex-
periment is finished as soon as the MPI application terminates.
We use the MPI ping-pong latency between high priority hosts
as a KPI for the network quality.
B. Set-up
To deploy the evaluation setup, we use the mininet network
emulator running on a physical host with 4 cores of Intel i5-
4590 and 16 GB of memory. To support P4, the mininet switch
ports need to be associated to the bmv2 ports.
The emulated network topology used for evaluation is a tree
topology with the depth of 2, which simulates communication
of leaf processes across an aggregation switch as depicted in
Figure 2. In the figure, the branches from the aggregation
switch are separated into iperf clients (left branch) and
iperf servers (right branch). For the MPI test case, H1
and H7 are running the MPI ping-pong latency measuring
application. The set-up ensures that the links between physical
hosts and ToR switches and between ToR switches and the
aggregation switch are congested. Since the latter source of
congestion is related to the over subscription problem at the
aggregation tier, the capacity of these links was doubled
to sustain the load of two connected ToR switches. The
prioritisation scheme was then applied by the virtual switches,
H2 H3H1
iperf -ciperf -ciperf -c
H5 H6H4
iperf -siperf -siperf -s
S1
1 2 3
4
1
S2
2 3
4
S5
1 2
H8 H9H7 H11 H12H10
iperf -siperf -siperf -s
S3
1 2 3
4
1
S4
2 3
4
S6
1 2
3 3
iperf -ciperf -ciperf -c
60%
20% 20%
iperf connections
H1 → H7
H2 → H8
H3 → H9
iperf connections
H4 → H10
H5 → H11
H6 → H12
S7
1 2
Physical host Physical host Physical host Physical host
vSwitch vSwitch vSwitch vSwitch
ToR ToR
Aggregation
**
H → High priority → Medium priorityH → Low priorityH H → Client → ServerH → MPI hostH*
Fig. 2. Tree (depth=2) with 12 hosts. Hosts H1-H6 are iperf-clients and hosts
H7-H12 are iperf-servers. Links between physical hosts and ToR switch are
congested and packet scheduling is applied to them for prioritization. The
capacity of the links between ToR and aggregation is doubled
which is, 60% of available bandwidth is allocated to high
priority. Further, we set the link capacities to 10 Mbps due
to CPU constraints in the simulated software environments.
C. Results
The following sections summarise the results of the two
evaluation cases.
1) PROACTIVE scenario: In this test case, NO demon-
strates best-effort manner, as shown in figure 3, where no
traffic management is applied for the uplink of the virtual
switch. At the time of appearing, the high priority traffic does
not obtain higher bandwidth. In contrast, with enabled traffic
management both STRICT and RL-SP-DRR prioritise the
high priority traffic by providing higher bandwidth share (5.3
Mbps). With UDP traffic (Figures 4 and 5), their behaviour is
similar, but RL-SP-DRR slightly better utilises the link with
lower priorities.
2) MPI scenarios: In the MPI test case, the prioritisation
improves the performance of MPI communication, as shown in
Figure 6, when compared to the case without traffic manage-
ment. For over all message sizes, the latencies of RL-SP-DRR
and STRICT are lower, e.g. for message size of 16384 bytes,
the latencies are 2.6s and 51ms respectively on average, while
NO has 3.9s.
There is a latency improvement for RL-SP-DRR, however,
it is outperformed by STRICT. In order to justify these results,
buffer occupancy of the switch was inspected and is presented
in Figure 7. STRICT does not allow the output buffer to be
full due to explicit rate limitation imposed on low priority
egress buffers, thus giving virtually no delays for high priority
packets. RL-SP-DRR, on the other hand, overruns the output
buffer with low priority packets due to implicit rate distribution
based on quantum values. Hence, the queue delays for RL-SP-
DRR is higher. Therefore, random early detection (RED) or
some of its flavour should be applied on the output buffer,
such that the buffer space will be free for high priority traffic.
D. Discussion
When comparing traffic management accomplished with
STRICT and RL-SP-DRR, we see that the shaping of UDP
traffic is comparable in terms of bandwidth allocation. How-
ever, it is clear that the prioritisation done with STRICT
outperforms RL-SP-DRR in terms of latency due to the rate
limitation and explicit refraining of low priority egress buffers,
which keep the output buffer from overrun. The major issue,
however, with STRICT is its scalability. To elaborate this,
we calculated the number of control plane commands for
bandwidth allocations:
In the evaluation we imposed the condition that all links are
fully utilised. Assume that there are N virtual switches and
M leaf processes per switch. Assuming that (for simplicity),
only one such process has high priority (P = 1). The initial
network pre-configuration requires that the control plane needs
to send N ∗M commands to shape the traffic for all processes
including the prioritised one. For RL-SP-DRR, in contrast, the
traffic is implicitly shaped using predefined quantum values,
thus only the commands for prioritisation are needed: N ∗P =
N , for P = 1. So there is M times less commands to be sent
by the control plane. Assuming 30 processes per physical host,
30 times less commands can be achieved.
The proactive bandwidth allocation is not possible with
STRICT, if the shaping is required for low priority traffic
and the links should be utilised entirely (cf. PROACTIVE
case). Therefore, if the prioritisation scheme is proactively
enabled, then adjustments of the rates are needed, but only for
low priorities. Here, the number of commands is decreasing
to N ∗ (M − P ) = N ∗ (M − 1), for P = 1. However,
with RL-SP-DRR, traffic of any priority can be shaped and
prioritised proactively utilising the links without sending any
further control plane commands.
Hence, if traffic shaping is not required for lower priorities,
the best-effort approach is suitable, and the number of pro-
cesses as well as their priorities are static, then STRICT can
be used for bandwidth guarantee. In all other scenarios, RL-
SP-DRR is superior. Despite that, it can be further improved
with better buffer management.
V. CONCLUSIONS AND FUTURE WORK
In this work, we presented a traffic manager with the goals
of complete link utilisation, prioritisation and scalability using
rate limited strict priority with deficit round-robin (RL-SP-
DRR) packet scheduling algorithm. We implemented this al-
gorithm in the bmv2 P4 software switch relying on the flexible
metadata-based interface for its configuration. In this way,
parameters of the algorithm, e.g. priority, rate and quantum,
can be provisioned by a pipeline table, which, in turn, is
populated by the control plane. Hence, programmable traffic
management using a standard control plane API is achieved.
Traffic management with RL-SP-DRR benefits in scalability
and link utilisation. Much fewer control plane commands are
required when prioritisation needs to be made at runtime.
Moreover, no control plane interactions are needed to sustain
link utilisation in contrast to dynamic rate distribution with
strict priority, once a preliminary prioritisation scheme is
established. Evaluation on the bmv2 switch shows that the
approach is superior to existing approaches in high utilisation
0500
1
2
2
2
3
4
4
5
5
 0  30  60  90  120  150  180  210  240  270
UD
P 
Ba
nd
wi
dt
h 
(M
bp
s)
Time (sec)
Host 1
Host 2
Host 3
Fig. 3. Bandwidth distribution. Best Effort
0
1
2
3
4
5
6
 0  30  60  90  120  150  180  210  240  270
UD
P 
Ba
nd
wi
dt
h 
(M
bp
s)
Time (sec)
Host 1
Host 2
Host 3
Fig. 4. Bandwidth distribution. STRICT
0
1
2
3
4
5
6
 0  30  60  90  120  150  180  210  240  270
UD
P 
Ba
nd
wi
dt
h 
(M
bp
s)
Time (sec)
Host 1
Host 2
Host 3
Fig. 5. Bandwidth distribution. RL-SP-DRR
0
500.0*103
1.0*106
1.5*106
2.0*106
2.5*106
3.0*106
3.5*106
4.0*106
4.5*106
1 2 4 8 16 32 64 128 256 512 1024 2048 4096 8192 16384
Av
er
ag
e 
pi
ng
-p
on
g 
la
te
nc
y 
(μs
)
Message size (bytes)
NO-ALG RL-SP DRR STRICT
Fig. 6. MPI scenario. Comparison of ping-pong latencies
0
20
40
60
80
100
120
140
input egress outputB
uff
er
 si
ze
 (n
um
be
r o
f p
ac
ke
ts
)
Buffers
RL-SP-DRR
STRICT
Fig. 7. Input, egress and output buffers occupancy for strict priority and
RL-SP-DRR
environments. As future work, we plan to improve the buffer
management of the switch to further reduce queue delays.
Finally, the performance shall be tested on hardware solutions
since current results demonstrate the concept only on software-
based emulation.
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