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Abstract—In this work, we aim to create a completely online
algorithmic framework for prediction with expert advice that is
translation-free and scale-free of the expert losses. Our goal is to
create a generalized algorithm that is suitable for use in a wide
variety of applications. For this purpose, we study the expected
regret of our algorithm against a generic competition class in
the sequential prediction by expert advice problem, where the
expected regret measures the difference between the losses of our
prediction algorithm and the losses of the ’best’ expert selection
strategy in the competition. We design our algorithm using the
universal prediction perspective to compete against a specified
class of expert selection strategies, which is not necessarily a
fixed expert selection. The class of expert selection strategies
that we want to compete against is purely determined by the
specific application at hand and is left generic, which makes
our generalized algorithm suitable for use in many different
problems. We show that no preliminary knowledge about the
loss sequence is required by our algorithm and its performance
bounds, which are second order expressed in terms of sums of
squared losses. Our regret bounds are stable under arbitrary
scalings and translations of the losses.
I. INTRODUCTION
In machine learning literature, the study of prediction with
expert advice and online forecasting in adversarial scenar-
ios has received considerable attention, where the goal is
to minimize (or maximize) a certain loss (or reward) in a
given environment [1]. This area of online learning is heavily
investigated in various fields from game theory [2], [3], control
theory [4]–[6], decision theory [7] to computational learning
theory [8], [9]. Because of its universal prediction perspective
[10], it has been considerably utilized in data and signal
processing [11]–[16], especially in sequential prediction and
estimation problems [17]–[20] such as the problem of density
estimation and anomaly detection [21]–[25]. Moreover, it
has numerous applications in multi-agent systems [26]–[28],
specifically, the reinforcement learning [29]–[37].
In the problem of prediction with expert advice, we have a
set of M actions (expert advice, e.g., algorithms) that we can
take on a certain task. At each round of the decision process,
we select one of these actions of the experts and receive its
loss (or gain). One of the goals of the research in this area is
the design of randomized online algorithms that achieve a low
’regret’, i.e., algorithms that are able to minimize the difference
between their expected loss and the loss of a strategy of expert
selection [38], [39].
We start by considering the case where a forecaster repeat-
edly assigns probabilities to a fixed set of actions, and after
each assignment, the actual loss associated to each action
is revealed and new losses are set for the next round [40].
We study the expert selection problem in an online setting,
where we operate continuously on a stream of observations
from a possibly nonstationary, chaotic or even adversarial
environment. Hence, we assume no statistical assumptions on
this loss sequence (this is done so that the results are universal,
i.e., guaranteed to hold in an individual sequence manner). The
forecasters loss on each round is the average loss of actions
for that round, where the average is computed according to
the forecasters current probability assignment. Since we have
no statistical assumptions on the losses of the experts, we
define our performance with respect to a competing class of
strategies and investigate the expert selection problem from
a competitive algorithm perspective [10]. The goal of the
forecaster is to achieve, on any sequence of loss, a cumulative
loss that is close to the lowest cumulative loss among all
expert selection strategies in our competition class (e.g., if
the competition is against fixed expert selections, we compare
against the expert with the best cumulative loss) [41]. The
difference between the cumulative loss of our forecaster and
the best strategy (on the same loss sequence) is ’regret’ [1].
For the case of fixed competition, the most basic approach,
obtained via the exponentially weighted average forecaster of
[38] and [39], gives a zeroth order regret (where the regret
bounds are dependent on the universal loss range and the
number of rounds). In the special case of one-sided games,
when all losses have the same sign, [40] showed that the
algorithm in [38] can be used to obtain a first order regret
bound (where the regret bounds are dependent on the sum
of the losses). In [42], a direct analysis on the signed games
shows that weighted majority achieves the first order regret
without any need for a one-sided loss game. Even though
the approaches up to now are scale-free, they are neither
translation-free nor parameter-free (since a priori knowledge
about the losses are needed). These shortcomings are solved
by [41], where they showed second order regret bounds (where
the regret bounds are dependent on the sum of squared losses)
for signed games and improve upon the previous bounds while
also eliminating the need for a priori information. Thus, their
algorithm is translation-free, scale free and also parameter-
free. Nonetheless, their competition class is limited (mainly
focused on the fixed expert selection strategies). There are
variants in literature to deal with different applications, but,
because of its nature, competing against arbitrary expert se-
lection strategies is nontrivial unless you treat each strategy as
an expert itself. However, since each such strategy constitutes a
predetermined expert selection sequence, naively treating each
strategy as an expert may lead to the mixture of up to MT
strategies in a game of length T and M experts. Hence, in
general, this naive approach would be difficult to implement
for a scenario with a large competition class.
2To this end, we improve upon the previous works to provide
an algorithmic framework to compete against arbitrary expert
selection strategies with second order regret bounds. Our
algorithmic framework can straightforwardly implement the
desired competition class (in accordance with the needs of
the problem at hand) in a scalable and tractable manner. We
define our performance (i.e., regret) with respect to the best
strategy (minimum loss) in that class. Since, in the competitive
algorithm perspective we do not need to explicitly know the
actions (experts) we are presented with (each expert can even
be separately running algorithms that learn throughout time),
the only prior knowledge we need about the experts is that
there areM options (whatever they may be) that we can select
from, and what kind of expert selection strategies we want
to compete against. Our algorithm works such that, at each
time t, the action is chosen solely based on the sequential
performance of the options (experts or strategies themselves).
The organization of the paper is as follows. In Section
II, we first describe the expert selection problem. Then, in
Section III, we detail the methodology and our algorithmic
framework. We provide the performance results and regret
analysis in Section IV. Finally, in Section V, we demonstrate
the construction of the algorithm using our framework with an
example application and finish with some concluding remarks
in Section VI. The detailed proofs of the results in Section IV
are provided in appendix at the end.
II. PROBLEM DESCRIPTION
In this paper, we study the expert selection problem where
we have M experts such that m ∈ {1, . . . ,M} and randomly
select one of them at each round t. We select our expert
according to our selection probabilities
pt , [pt,1, . . . , pt,M ], (1)
where our selection is it ∈ {1, . . . ,M} such that
it ∼ pt. (2)
Based on our online selection
{it}t≥1, it ∈ {1, 2, . . . ,M}, (3)
we incur the loss of the selected experts
{lt,it}t≥1, (4)
where we do not assume anything about the losses before
selecting our expert at time t.
In a T round game, we define IT as the row vector
containing the user selections up to time T as
IT = [i1, . . . , iT ], (5)
and the loss sequence of IT as
LIT = [lt,i1 , . . . , lt,iT ]. (6)
Similarly, we define the variable ST as the row vector repre-
senting a deterministic expert selection sequence of length T
as
ST = [s1, . . . , sT ]. (7)
such that each st ∈ {1, 2, . . . ,M} for all t. In the rest of
the paper, we refer to each such deterministic expert selection
sequence, ST , as a strategy. Hence, the loss sequence of the
strategy ST is
LST = [lt,s1 , . . . , lt,sT ]. (8)
We denote the cumulative loss at time T of IT by
CIT = sum(LIT ) =
T∑
t=1
lt,it , (9)
and similarly the cumulative loss at time T of any ST by
CST = sum(LST ) =
T∑
t=1
lt,st . (10)
Since we assume no statistical assumptions on the loss se-
quence, we define our performance with respect to any strategy
ST that we want to compete against. We use the notion of
regret to define our performance against any strategy ST as
RST , CIT − CST =
T∑
t=1
lt,it −
T∑
t=1
lt,st , (11)
where we denote the regret accumulated in T rounds against
ST as RST . Our goal is to create an algorithm with expected
regret bounds that depends on how hard it is to learn the
strategy ST .
III. METHODOLOGY
To construct our framework and better convey our method-
ology, we first consider the trivial approach of treating each
strategy as an expert themselves (however intractable it may
be). Hence, to produce the probabilities pt given in (1), we
universally combine each of the strategies St ∈Mt at time t,
where Mt is the class of all strategies up to time t, and its
size is M t, i.e., |Mt| = M t (and St is similarly defined as in
(7)).
Our algorithm fundamentally works by assigning each of
these strategies, St, a weight wSt that shows our ’trust’ on
that particular strategy. Using these weights, we create our
probability simplex pt. Hence, to make our selection at time
t, for each expert m, we need to find the strategies among
all the M t strategies that suggest m at round t and sum their
assigned weights to create the weight at time t for the expert
m, i.e.,
wt,m ,
∑
St(t:t)=m
wSt , (12)
where St(i :j) is the vector consisting of i
th through jth ele-
ments of St, e.g., St(t : t) = st, which is the expert selection
of the strategy St at time t. By summing the probabilities
of strategies that suggests the same expert, we construct the
probabilities of each expert at time t by normalization (to
create a probability simplex), i.e.,
pt,m =
wt,m∑
m′ wt,m′
. (13)
3We emphasize that the strategies to be combined are not
necessarily selected a priori. Instead, at each time t, all of
the strategies St that compromise the class Mt are treated
as experts in our online learning problem [9], [19], [20]
(which causes the universal property). These strategies are
combined according to their weights wSt , indicating our trust
in different strategies, to achieve the performance of any one of
these strategies. Hence, our algorithm intrinsically achieves the
performance of the optimal strategy without knowing which
strategy specifically has the best performance because of its
universal prediction perspective [10].
We point out that the construction of pm,t in (13) directly
depends on wSt , the weight we assign to each strategy, in lieu
of (12), which we need to calculate at every round t. In a
brute force approach, where we combine all possible expert
selection strategies, the number of strategies combined grows
exponentially and the computational cost becomes rapidly
exhaustive. Thus, as we have mentioned at the beginning,
this naive approach of treating each strategy as an expert
and mixing them is not tractable. To solve this problem, we
propose to mutually process and update -distinct but suitable
to combine- strategy weights (as opposed to individually).
Hence, because of the inefficiency of individual processing,
instead of calculating each strategies’ weight separately, we
combine them into various equivalence classes for efficient an
implementation.
To create the equivalence classes, we first define an equiv-
alence class parameter λt as
λt = [m, . . .], (14)
where the first parameter λt(1) is arbitrarily set as the expert
selection m at time t. Together with the omitted remaining
parameters in (14), λt will determine the strategies that are in-
cluded in that equivalence class, i.e., the equivalence class with
parameters λt includes all the strategies St whose behavior
match with the parameter vector λt as a whole (e.g., they have
to select the λt(1)
th expert at time t). The parameters included
in λt determine its extend and how many different strategies
it represents, which in turn determines how many equivalence
classes we will have at the end for implementation. We define
Ωt as the vector space including all possible λt vectors as
λt ∈ Ωt, ∀λt. (15)
We point out that Ωt may not necessarily represent all possible
strategies at time t, but instead the strategies of our interest,
which we want to compete against. We also define Λt as the
parameter sequence up to time t for an arbitrary strategy as
Λt , {λ1, . . . , λt}, (16)
where each strategy St will correspond to only one Λt.
The reason for using auxiliary parameters λt is to group
together certain strategies with similar weight updates. We
define wλt as the weight of the equivalence class parameters
λt at time t. The weight of an equivalence class is simply the
Algorithm 1 Generalized Algorithm for Expert Selection
1: for t = 1 to T do
2: Select it ∈ {1, . . . ,M} with pt = [pt,1, . . . , pt,M ]
3: Receive φt = [φt,1, . . . , φt,M ]
4: for λt ∈ Ωt do
5:
zλt = wλt exp(−ηt−1φt,λt(1))
6: end for
7: for λt+1 ∈ Ωt+1 do
8:
wλt+1 =
∑
λt∈Ωt
T (λt+1|λt)z
ηt
ηt−1
λt
9: end for
10: for m ∈ {1, . . . ,M} do
11:
wt+1,m =
∑
λt(1)=m
wλt+1
12: end for
13: for m ∈ {1, . . . ,M} do
14:
pt+1,m =
wt+1,m∑M
m=1 wt+1,m
15: end for
16: end for
summation of the weights of the strategies whose behavior
conforms with its class parameters λt, such that
wλt =
∑
Fλ(St)=λt
wSt , (17)
where Fλ(·) is the mapping from strategies St to the auxiliary
parameters λt, i.e., Fλ : Mt → Ωt. Since we have discarded
the strategy representation and individual weighting, the defi-
nition in (12) (which is each expert’s weight) transforms to
wt,m =
∑
λt(1)=m
wλt . (18)
We update the weights wλt using the following two-step
approach. In the first step, we define an intermediate variable
zλt (which incorporates the exponential performance update
as in the exponential weighting algorithm [1], [41], [43]) as
zλt , wλte
−ηt−1φt,λt(1) , (19)
where φt,m is a measure of the experts performance (but not
necessarily the loss lt,m itself), which we discuss more in the
next section. In the second step, we create a probability sharing
network among the equivalence classes (which also represents
and assigns a weight to every individual strategy St implicitly)
at time t as
wλt+1 =
∑
λt∈Ωt
T (λt+1|λt)z
ηt
ηt−1
λt
, (20)
where T (λt+1|λt) is the transition weight from the class
parameters λt to λt+1 such that
∑
λt+1∈Ωt+1
T (λt+1|λt) = 1
(which is a probability simplex itself). The exponent on zλt
(which is the intermediate variable defined in (19)) is for the
iterative normalization of the learning rates ηt and it is crucial
for adaptive and parameter-free nature of our framework. A
summary of the method is given in Algorithm 1.
4IV. REGRET ANALYSIS
In this section, we prove the performance results of our
algorithm. We first provide a summary of some important
notations and definitions that will be heavily used in this
section.
A. Notation and Definitions
1) pt,m is the probability of selecting m at t as in (13).
2) Ept,m [xt,m] (or Ept,mxt,m for brevity) is the expectation
of xt,m over pt,m, i.e., Ept,mxt,m =
∑M
m=1 pt,mxt,m.
3) ηt is the learning rate used in (19).
4) φt,m is the performance metric used in (19).
5) dt , maxm φt,m −minm φt,m (i.e., range).
6) vt , Ept,mφ
2
t,m.
7) Dt , max1≤t′≤t dt,.
8) Vt ,
∑t
t′=1 vt.
9) e is Euler’s number.
10) log(·) is the natural logarithm.
11) λt is an equivalence class parameter at time t as in (14).
12) Ωt is the set of all λt at time t as in (15).
13) ΛT , {λt}Tt=1 as in (16).
14) zλt is as in (19).
15) T (·|·) is the transition weight used in (20).
16) T ({λt}Tt=1) ,
∏T
t=1 T (λt|λt−1).
17) W (ΛT ) , 1 + log(max1≤t≤T |Ωt−1|)− log(T (ΛT )).
B. Useful Lemmas
To derive the regret bounds of our framework, we first
determine a term of interest
1
ηt
logEpt,m [e
−ηtφt,m ], (21)
and use it to derive some useful Lemmas.
Lemma 1. For any probability simplex pt,m, we have the
following inequality
1
ηt
logEpt,m [e
−ηtφt,m ] ≤ −Ept,mφt,m + (e− 2)ηtEpt,mφ2t,m,
when −ηtφt,m ≤ 1, for all t,m.
Proof. The proof uses the inequality ex ≤ 1 + x+ (e− 2)x2,
when x ≤ 1 (which is comes from Taylor series [44]).
This Lemma puts an upper bound to our term of interest in
(21). Similarly, we also have the following Lemma, which is
a lower bound to that same term.
Lemma 2. For any probability simplex pt,m, we have the
following inequality
1
ηt
logEpt,m [e
−ηtφt,m ] ≥ 1
ηt−1
logEpt,m [e
−ηt−1φt,m ]
−
∣∣∣∣1− ηtηt−1
∣∣∣∣ dt,
where the operation | · | gives the absolute value.
Proof. The proof is in Appendix A.
Note that Lemma 2 provides only a partial bound. To further
bound the term, we have the following Lemma.
Lemma 3. When using Algorithm 1, we have the following
inequality
1
ηt−1
logEpt,m [e
−ηt−1φt,m ] ≥ 1
ηt−1
log
( ∑
λt∈Ωt
zλt
)
− 1
ηt−2
log

 ∑
λt−1∈Ωt−1
zλt−1


− ( 1
ηt−1
− 1
ηt−2
) log(|Ωt−1|),
when ηt is nonincreasing with t.
Proof. The proof is in Appendix B.
In Lemma 3, we have succeeded in completing the bound
for the individual terms (at time t). However, our goal is to
bound their summation (from t = 1 to T ), which will require
the following Lemma.
Lemma 4. When using Algorithm 1, we have
1
ηT−1
log(zλT ) ≥ −
T∑
t=1
φt,λt(1) +
T∑
t=1
1
ηt−1
log(T (λt|λt−1)),
for any sequence of equivalence classes {λt}Tt=1 when |Ω0| =
1.
Proof. The proof is in Appendix C.
Now, we can combine Lemma 2, 3 and 4 in the following
to provide a lower bound to the summation of interest.
Lemma 5. When using Algorithm 1, we have
T∑
t=1
1
ηt
log
(
Ept,m [e
−ηtφt,m ]
) ≥− T∑
t=1
φt,λt(1) −
T∑
t=1
(1− ηt
ηt−1
)dt
+
T∑
t=1
1
ηt−1
log (T (λt|λt−1))
− 1
ηT−1
log
(
max
1≤t≤T
|Ωt−1|
)
,
when ηt is nonincreasing with t.
Proof. The proof is in Appendix D.
With Lemma 5, we now have a lower bound to our
summation of interest, which is the summation of our term
of interest in (21) from t = 1 to T .
C. Performance Results
We combine Lemma 1 and 5 together, which are upper
and lower bounds to our summation of interest to we get the
following Theorem.
5Theorem 1. When using Algorithm 1, we have
T∑
t=1
(
Ept,mφt,m − φt,λt(1)
) ≤(e− 2) T∑
t=1
ηtEpt,mφ
2
t,m
+
log(max1≤t≤T |Ωt−1|)
ηT−1
− 1
ηT−1
log(T (ΛT ))
+
T∑
t=1
(1 − ηt
ηt−1
)dt,
where T (ΛT ) = T ({λt}Tt=1); −ηtφt,m ≤ 1, for all t,m; ηt
is nonincreasing with t.
Proof. The proof is in Appendix E.
Theorem 1 provides us an upper bound on the expected
cumulative difference on the performance variable φt,m (pos-
sibly ’regret’ itself which will be explained in the remainder
of the section) in terms of the learning rates ηt. The selection
of the learning rates drastically affects the upper bound and
should be chosen with care. To this end, we set the learning
rates as the following
ηt =
γ√
Vt + γ2D2t
, (22)
where γ is a user-set parameter.
Remark 1. When ηt is chosen as (22), we have ηt ≤ ηt−1
for all t and −ηtφt,m ≤ 1 for all t and m if for every t
there is at least one m′ such that φt,m′ ≥ 0 (which will be
deliberated on in the remainder of this section), which satisfies
our requirements in Lemma 3, 5 and Theorem 1.
Theorem 2. When ηt =
γ√
Vt+γ2D2t
in Algorithm 1, we have
T∑
t=1
(Ept,mφt,m − φt,mt) ≤
W (ΛT )
γ
√
VT + γ2D2T
+ 2(e− 2)γ
√
VT ,
where γ is a user-set parameter.
Proof. The proof is in Appendix F.
Theorem 2 provides us with a performance bound that is
only dependent on a single parameter γ which needs to be set
at the beginning. However, this does not invalidate the truly
online claim since γ can be straightforwardly set based on the
size of the competition class alone, which is something we
naturally have access to at the design of the algorithm.
Corollary 1. When γ =
√
WT
2(e−2) , where WT is an upper
bound on our competing class such that W (ΛT ) ≤ WT , we
have
T∑
t=1
(Ept,mφt,m − φt,mt) ≤WTDT + 2.4
√
WTVT ,
Proof. The proof is in the Appendix G.
Remark 2. For any t, let φt,m = lt,m−µt for all m for some
µt. Then,
T∑
t=1
(Ept,mφt,m − φt,mt) =
T∑
t=1
(Ept,m lt,m − lt,mt), (23)
hence, all performance bounds in this section will hold as
regret bounds as long as φt,m is a translation of lt,m.
Remark 3. For every {µt}Tt=1 ∈ ℜT , {dt}Tt=1 and {Dt}Tt=1
remain unchanged, since for all t
dt = max
m
lt,m −min
m
lt,m. (24)
Remark 4. The sequence of {µt}Tt=1 that minimizes the regret
bounds is
µ∗t = Ept,m lt,m, (25)
since
VT =
T∑
t=1
vt (26)
=
T∑
t=1
Ept,m(lt,m − µt)2 (27)
=
T∑
t=1
Ept,m(lt,m − Ept,m lt,m)2 + (Ept,m lt,m − µt)2,
(28)
which also satisfies our requirement in Remark 1 that there is
at least one m′ such that φt,m′ ≥ 0 for every t individually .
Since the weights are updated after the declaration of pt,m
and observation of lt,m, there is no problem in using the
translation of Remark 4. Hence, without issue, we can set
the performance metric as
φt,m = lt,m − Ept,m lt,m. (29)
Corollary 2. When φt,m is set as (29), our result in Corollary
1 becomes
T∑
t=1
(Ept,m lt,m − lt,mt) ≤WTDT + 2.4
√
WTV ∗T ,
such that V ∗T is the sum of loss variances with our selection
probabilities.
Proof. The proof is straightforward by using (29) in Corollary
1.
We can also straightforwardly acquire the following regret
bound that is not dependent on the selection probabilities pt,m.
Corollary 3. We also have the following result instead of the
one in Corollary 2, which is
T∑
t=1
(Ept,m lt,m − lt,mt) ≤WTDT + 1.2
√√√√WT T∑
t=1
d2t .
Proof. The proof uses the fact that the variance of a loss with
respect to any probability simplex is at most d2t /4.
6V. EXAMPLE APPLICATION
After providing the algorithmic framework in Section III
and the accompanying regret bounds in Section IV, in this
section, we finally demonstrate the construction of our algo-
rithm for a specific problem and its competition class.
As an example, we consider the problem of competing
against evolving expert selection strategies. In the following
toy example, we consider the strategies with a moving rate σ
such that if a strategy choses the expertm ∈ {0, 1, . . . ,M−1}
at round t, then it will select the expert m′ = (m+ σ)(mod
M) at time t+ 1.
We aim to compete against all such strategies with fixed
moving rate σ which may not be necessarily bounded from
above. However, in this problem, since the expert transitions
between rounds follows a cyclic behavior (because of the mod
operation), we, in truth, only haveM such unique moving rates
which are σ ∈ {0, 1, . . . ,M − 1}.
We can utilize our framework by designing the equivalence
class with parameters λt at time t which includes the expert
selection m at time t and the moving rate σ as
λt = [m,σ]. (30)
Thus, we have, in total,M2 equivalence classes. The algorithm
becomes as the following: T (λt+1|λt) = 1 if λt+1(2) = λt(2)
and λt+1(1) = (λt(1) + λt(2))(mod M); and 0 otherwise.
Hence, we have
T ([(m+ σ)(modM), σ]|[m,σ]) = 1. (31)
Since a strategy from the competition class has T (ΛT ) = 1,
we have W (λT ) = 1 + 2 log(M) = WT . Thus, we get the
following result.
Corollary 4. When γ =
√
1+2 log(M)
2(e−2) , we have
T∑
t=1
(Ept,m lt,m − lt,mt) ≤(1 + 2 log(M))DT
+ 2.4
√
(1 + 2 log(M))V ∗T ,
where DT is the maximum loss range in T rounds, and VT is
the sum of loss variances.
Proof. The proof is straightforward by application of Corol-
lary 2 with WT = 1 + 2 log(M).
VI. CONCLUSION
In conclusion, we have successfully created a completely
online, generalized algorithm for prediction by expert advice.
Our performance bounds are translation-free and scale-free
of the expert losses. With suitable design, it is possible to
compete against a subset of the all possible expert selec-
tion strategies that is appropriate for a given problem. By
combining the similar strategies together in each step of the
algorithm, and creating appropriate equivalence classes, we
can compete against the strategies with minimal redundancy
and in a computationally efficient manner.
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APPENDIX A
PROOF OF LEMMA 2
First of all, we have
1
ηt−1
logEpt,m [e
−ηt−1φt,m ]
=
1
ηt−1
logEpt,m [e
−ηtφt,m+(ηt−ηt−1)φt,m ]
≤ 1
ηt−1
logEpt,m [e
−ηtφt,m+(ηt−ηt−1)at ]
≤ 1
ηt−1
logEpt,m [e
−ηtφt,m ] +
(
ηt
ηt−1
− 1
)
at,
(32)
where at is either minimum or maximum of φt,m over m
depending on whether or not ηt−1 is greater than ηt, i.e.,
at =
{
minm φt,m ηt ≤ ηt−1
maxm φt,m ηt ≥ ηt−1 . (33)
Secondly, we also have
1
ηt−1
logEpt,m [e
−ηtφt,m ]− 1
ηt
logEpt,m [e
−ηtφt,m ]
≤
(
1
ηt−1
− 1
ηt
)
logEpt,m [e
−ηtbt ]
≤ −
(
ηt
ηt−1
− 1
)
bt, (34)
where bt is either minimum or maximum of φt,m over m
depending on whether or not ηt is greater than ηt−1, i.e.,
bt =
{
maxm φt,m ηt ≤ ηt−1
minm φt,m ηt ≥ ηt−1 . (35)
Combining (32) and (34), we get
1
ηt−1
logEpt,m [e
−ηt−1φt,m ]− 1
ηt
logEpt,m [e
−ηtφt,m ]
≤
(
ηt
ηt−1
− 1
)
(at − bt)
≤
∣∣∣∣ ηtηt−1 − 1
∣∣∣∣ dt, (36)
where dt , (maxm φt,m −minm φt,m). Moreover, since
− 1
ηt
logEpt,m [e
−ηtφt,m ] =− 1
ηt−1
logEpt,m [e
−ηt−1φt,m ]
+
1
ηt−1
logEpt,m [e
−ηt−1φt,m ]
− 1
ηt
logEpt,m [e
−ηtφt,m ], (37)
putting (36) into (37) concludes the proof.
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We continue from Lemma 2 to bound the excess term on
the right hand side. To begin with, we have
− 1
ηt−1
log
(
Ept,m [e
−ηt−1φt,m ]
)
= − 1
ηt−1
log
(∑
m wt,me
−ηt−1φt,m∑
m′ wt,m′
)
(38)
= − 1
ηt−1
log
(∑
λt∈Ωt
wλte
−ηt−1φt,λt(1)∑
λt∈Ωt
wλt
)
(39)
= − 1
ηt−1
log
(∑
λt∈Ωt
zλt∑
λt∈Ωt
wλt
)
, (40)
= − 1
ηt−1
log


∑
λt∈Ωt
zλt∑
λt−1∈Ωt−1
z
ηt−1
ηt−2
λt−1

 , (41)
where (38), (39), (40) and (41) use results from (13), (17),
(19) and (20) respectively. Moreover, for the denominator in
the logarithm, we have
1
ηt−1
log

 ∑
λt−1∈Ωt−1
z
ηt−1
ηt−2
λt−1


≤ 1
ηt−1
log

∑
λt−1
1
|Ωt−1|z
ηt−1
ηt−2
λt−1

+ log(|Ωt−1|)
ηt−1
,
≤ 1
ηt−2
ηt−2
ηt−1
log

∑
λt−1
1
|Ωt−1|z
ηt−1
ηt−2
λt−1

+ log(|Ωt−1|)
ηt−1
,
≤ 1
ηt−2
log

∑
λt−1
1
|Ωt−1|zλt−1

+ log(|Ωt−1|)
ηt−1
, (42)
≤ 1
ηt−2
log

∑
λt−1
zλt−1

 + ( 1
ηt−1
− 1
ηt−2
) log(|Ωt−1|),
(43)
where (42) uses Jensen’s Inequality and the set Ωt−1 is
omitted over the summations after the first line for space
considerations. Putting (43) into (41), we get
− 1
ηt−1
logEpt,m [e
−ηt−1φt,m ] ≤ − 1
ηt−1
log
( ∑
λt∈Ωt
zλt
)
+
1
ηt−2
log

 ∑
λt−1∈Ωt−1
zλt−1


+ (
1
ηt−1
− 1
ηt−2
) log(|Ωt−1|),
(44)
which concludes the proof.
APPENDIX C
PROOF OF LEMMA 4
By definition in (19), we have
− log(zλt) = ηt−1φt,λt(1) − log(wλt), (45)
and from (20), we have
− log(wt,λt) ≤ − log(T (λt|λt−1))−
ηt−1
ηt−2
log(zλt−1). (46)
Combining (45) and (46), we get
− 1
ηt−1
log(zλt) = φt,λt(1) −
1
ηt−1
logwλt
≤ φt,λt(1) −
1
ηt−1
log(T (λt|λt−1))
− 1
ηt−2
log(zλt−1). (47)
From the telescoping relation in (47), we get
− 1
ηT−1
log(zλT ) ≤
T∑
t=1
φt,λt(1) −
T∑
t=1
1
ηt−1
log(T (λt|λt−1)),
(48)
since z0,m = 1 and concludes the proof.
APPENDIX D
PROOF OF LEMMA 5
We sum (44) from t = 1 to T , and get
T∑
t=1
1
ηt−1
logEpt,m [e
−ηt−1φt,m ]
≥ 1
ηT−1
log(
∑
λT∈ΩT
zλT )−
1
η−1
log(
∑
λ0∈Ω0
zλ0)
−
T∑
t=1
(
1
ηt−1
− 1
ηt−2
) log(|Ωt−1|), (49)
where η−1 and η0 can be arbitrarily chosen as η1 and |λ0| as
1, zλ0 = 1. Then, using Lemma 2, 3 and 4, we get
T∑
t=1
1
ηt
log
(
Ept,m [e
−ηtφλt ]
) ≥− T∑
t=1
φt,λt(1) −
T∑
t=1
(1− ηt
ηt−1
)dt
+
T∑
t=1
1
ηt−1
log (T (λt|λt−1))
−
T∑
t=1
(
1
ηt−1
− 1
ηt−2
) log(|Ωt−1|).
(50)
Since ηt ≤ ηt−1 and |Ωt| ≥ 1, (50) becomes
T∑
t=1
1
ηt
log
(
Ept,m [e
−ηtφm ]
) ≥− T∑
t=1
φt,λt(1) −
T∑
t=1
(1 − ηt
ηt−1
)dt
+
T∑
t=1
1
ηt−1
log (T (λt|λt−1))
− 1
ηT−1
log( max
1≤t≤T
|Ωt−1|),
(51)
which concludes the proof.
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We combine Lemma 1 and 5 to get
T∑
t=1
(
Ept,mφt,m − φt,mt
) ≤(e− 2) T∑
t=1
ηtEpt,mφ
2
t,m
+
log(max1≤t≤T |Ωt−1|)
ηT−1
−
T∑
t=1
1
ηt−1
log(T (λt|λt−1))
+
T∑
t=1
(1 − ηt
ηt−1
)dt. (52)
Since ηt is decreasing and T (λt|λt−1) ≤ 1, we get
T∑
t=1
(
Ept,mφt,m − φt,mt
) ≤(e − 2) T∑
t=1
ηtEpt,mφ
2
t,m
+
log(max1≤t≤T |Ωt−1|)
ηT−1
− 1
ηT−1
log(T (ΛT ))
+
T∑
t=1
(1− ηt
ηt−1
)dt, (53)
where T (ΛT ) ,
∏T
t=1 T (λt|λt−1), which concludes the
proof.
APPENDIX F
PROOF OF THEOREM 2
From (22) and the definition of vt, we get
T∑
t=1
ηtEpt,mφ
2
t,m =
T∑
t=1
γ√
Vt + γ2D2t
vt
≤
T∑
t=1
γ√
Vt
vt
≤γ
T∑
t=1
Vt − Vt−1√
Vt
≤γ
T∑
t=1
(
√
Vt −
√
Vt−1)
√
Vt +
√
Vt−1√
Vt
≤2γ
T∑
t=1
(
√
Vt −
√
Vt−1)
≤2γ
√
VT . (54)
Moreover, from (22) and the definitions of dt, Dt, we get
T∑
t=1
(1− ηt
ηt−1
)dt =
T∑
t=1

1−
√
Vt−1 + γ2D2t−1√
Vt + γ2D2t

 dt
≤
T∑
t=1

1−
√
Vt−1 + γ2D2t−1√
Vt + γ2D2t

Dt
≤ 1
γ
T∑
t=1
(√
Vt + γ2D2t −
√
Vt−1 + γ2D2t−1
)
≤ 1
γ
√
VT + γ2D2T , (55)
Using (54), (55) and the fact that ηT ≤ ηT−1 in Theorem 1,
we get
T∑
t=1
(Ept,mφt,m − φt,mt) ≤
W (ΛT )
γ
√
VT + γ2D2T
+ 2(e− 2)γ
√
VT , (56)
where W (ΛT ) , 1+ log(|ΩT |)− log(T (ΛT )) and concludes
the proof.
APPENDIX G
PROOF OF COROLLARY 1
From Theorem 2 and concavity of the squareroot, we have
T∑
t=1
(Ept,mφt,m − φt,mt) ≤
W (ΛT )
γ
√
VT +W (ΛT )DT
+ 2(e− 2)γ
√
VT , (57)
since WT ≥W (ΛT ), we get
T∑
t=1
(Ept,mφt,m − φt,mt) ≤
WT
γ
√
VT +WTDT
+ 2(e− 2)γ
√
VT , (58)
We put γ =
√
WT
2(e−2) in (58) and get
T∑
t=1
(Ept,mφt,m − φt,mt) ≤WTDT + 2.4
√
WTVT , (59)
since 2(e− 2) ≤ 1.44, which concludes the proof.
