Abstract-To bring TCP-based services to the mobile devices in a cellular network, it is necessary that TCP be extended over the wireless link. However, the performance of TCP severely degrades in a wireless medium. Hence, radio link protocols (RLPs) are used as an interface between TCP and the physical medium. RLPs fragment TCP segments into frames and use robust error correcting codes and fast retransmission schemes to shield the channel related losses from TCP, thus preventing TCP throughput degradation. In this paper, we show the limitations of the existing RLPs, which do not differentiate the frames generated from the same TCP segment. We claim that if selective frames are made more robust to transmission failures, then the performance of RLP and, hence, TCP can be improved. We identify such decisive frames and categorize them as crucial and noncrucial. Our claim is based on the fact that initial frames can afford a few trials of retransmissions, whereas the later ones cannot. We treat the frames differentially with respect to forward error correcting (FEC) coding and automatic repeat request (ARQ) schemes. We consider specific cases of FEC and ARQ strategies and show the qualitative difference in the performance of the RLP through analysis and simulations. The gain in the performance is more prominent when both FEC and ARQ (hybrid-ARQ) are used. The increase in TCP throughput with the proposed RLP is also demonstrated.
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INTRODUCTION
T HE explosive growth of the Internet and the growth in the cellular customer base are fueling demand for wireless data services-with increased capacity, high data rates, and a variety of services. To support end-to-end services to wireless and mobile hosts in current and future generation cellular systems, it is necessary that transport layer protocols such as TCP be supported over the wireless links. This is because most of the networks are IP based and TCP still remains the most dominant internetworking protocol providing reliable end-to-end transmission [8] . However, the design of TCP has been done in such a way that it performs well in wireline networks where the channel error rates are extremely low. Due to the lossy nature of the wireless channels, there are frequent packet losses which are misinterpreted by TCP as congestion related losses and it unnecessarily reduces its transmission window size, resulting in reduced throughput. Several schemes have been proposed to alleviate the effects of noncongestion related losses over wireless links [2] , [3] , [5] , [14] . These schemes vary widely in their implementations and depend on the nature of the wireless network, i.e., local area or wide area.
Radio link protocol (RLP) [10] is one such mechanism that is particularly meant for cellular networks and has been incorporated into the second and third (2G/3G) systems [17] . Next, we briefly describe how RLP works and some of its features that make it particularly suitable for 3G systems.
Radio Link Protocol (RLP)
Radio link protocols are generally employed in the Logical Link Control (LLC) layer, between the physical layer and the TCP layer, to conceal the channel related losses from TCP by quickly recovering the dropped packets by means of local retransmissions. RLP fragments the segments received from TCP into equal-sized RLP frames and adds a header to each frame before transmitting over the physical channel. There are various factors which determine the size or the number of RLP frames to be generated from the TCP segment. If the size of the RLP frames is too small, which implies that the number of the RLP frames is large, then the overhead due to the header will also be large. However, if some frames are lost during transmission, then only a small portion of the data is lost. On the other hand, when the size of the RLP frames is large (or the number of frames is small), the overhead due to the header is small. But, the loss of such frames will mean that a considerable portion of the data is lost. The underlying physical layer also imposes restrictions on the size of the RLP frames. The RLP frames cannot be larger than what the physical layer frame can accommodate. Thus, an optimal solution is chosen regarding the number of frames that need to be created from a TCP segment.
In case of an RLP frame loss during transmission, the RLP uses an Automatic Repeat reQuest (ARQ) mechanism to recover the lost or damaged frames. RLP uses a timer function for invoking the retransmissions in case of a loss. This timer value is much smaller than the TCP timeout and allows the RLP to quickly recover dropped or erroneous frames before the TCP timer expires. The RLP is allowed a finite number of retransmissions for the same frame. The RLP aborts the frame recovery process once the allowed number of retransmissions is exhausted. If RLP fails to recover a frame, it hands over the segment (with missing frames) to the upper layer, i.e., TCP, which then starts its own retransmission scheme to recover the damaged segment.
The RLP can use a number of retransmission schemes like (1, 1, 1, 1, 1), (1, 2, 3), (1, 1, 2, 3), etc. [9] , depending on the channel conditions and the performance required for the session it is supporting. For example, the (1, 2, 3) scheme uses three trials of retransmission with one copy of the frame being retransmitted in the first trial, two copies in the second trial, and three copies in the third and final trial.
Oftentimes, hybrid ARQs [16] are also used to enhance the performance of RLPs. Hybrid ARQs incorporate certain forward error correcting (FEC) schemes through which it ensures that there is a higher probability of the packets reaching the receiver end.
Hybrid ARQ
The working of ARQs is based on acknowledgments (ACKs), negative acknowledgments (NACKs), and timers. Retransmissions are triggered on the receipt of a NACK or on the expiration of a timer. It might so happen that a packet which has been successfully received had the ACK damaged. In that case, the transmitter will time-out and resend the packet resulting in duplication of the packet at the receiver buffer. Now, the question arises about the usefulness of retransmission. That is, will the retransmitted packet be on-time at the resequencing buffer for it to be sent on to the higher layers? This can only be possible if the round trip time (RTT) is sufficiently low and the packet can be accommodated in the resequencing buffer. If the RTT is high and retransmission is not feasible, then the RLP frames can be made more robust by adopting forward error correction (FEC) schemes. The combination of FEC and ARQ is known as hybrid ARQ. If the two schemes are matched to the channel conditions, then the hybrid ARQ can significantly improve the system performance. FEC reduces the number of retransmission by correcting the detectable and correctable errors. However, all errors cannot be corrected and, hence, the receiver has to send for a retransmission request of the RLP frame rather than sending the uncorrected frame to the upper layers for correction. Thus, by properly combining FEC and ARQ, the overall system throughput and reliability can be increased.
Evolution of RLPs for CDMA Systems
The performance of radio link protocols for various CDMA systems has been studied over the years as the standard evolved. The performance issues related to TCP and RLP interaction in the CDMA protocol stack have been investigated in [4] . The impact of TCP source activity on the call admission control for the cellular CDMA standard IS-95 was studied in [19] . The support of data services over the IS-95 physical channels using RLP was proposed in [11] . For IS-99 (the first IS-95 data standard), the performance evaluation of TCP over RLP was shown in [12] and the performance for circuit mode data services was shown in [9] . Several studies have also been made for the cdma2000 (one of the 3G standards) system [1] . The performance of TCP over the cdma2000 RLP was shown in [13] . A negative acknowledgment-based hybrid ARQ scheme was proposed in [21] . In all these standards, RLP has been the only layer below TCP to shield the losses by triggering retransmissions and, hence, there were some performance limitations. To deal with interactive services or those with stricter delay requirements, it is necessary to incorporate a fast retransmission mechanism below the RLP. This was achieved through an ARQ mechanism at the MAC layer, thus providing two layers of retransmission reliability [7] . In [15] , the performance of TCP using link and MAC layer retransmissions was evaluated in the presence of correlated fading channels. The benefit of MAC layer ARQ is that retransmissions can be done very quickly without notifying the upper RLP layer.
Contributions of This Paper
In this paper, we demonstrate how the relative position or the sequence number of the frames plays an important role in the overall delay performance of the RLP, which, in turn, impacts TCP throughput. We show that the timely delivery of a fraction of the frames is more vital than others and, hence, categorize them into crucial and noncrucial. The crucial frames are those that have greater impact on the delay performance of the RLP. We find this fraction and the sequence number at which the frames become crucial from noncrucial. We propose differential treatment of the crucial frames with respect to FEC coding and ARQ schemes. We consider both sequential and parallel transmission of frames (i.e., considering single channel and multiple channels) which result in preemption and nonpreemption of transmission, respectively. We consider specific examples of the FEC and ARQ schemes to qualitatively analyze the failure probability, delay, and goodput as achieved by the RLP. To corroborate the analytical results, we conduct simulation experiments considering a two-state Markov channel. TCP throughput is shown to improve with the proposed RLP. The improvement is significant when the channel error rates are high. The proposed RLP allows the TCP applications to tune the desired levels of FEC and ARQ so as to obtain a certain level of performance from the RLP.
Organization of This Paper
The rest of the paper is organized as follows: We present the basis of our framework in Section 2 and show the existence of crucial frames. Considering both cases of retransmissions, i.e., preemptive and nonpreemptive, we show the fraction of the frames that is crucial. In Section 3, we quantitatively demonstrate, with the help of specific examples of FEC and ARQ, how differential treatment of RLP frames can enhance the performance of RLP. We define three performance metrics-RLP failure probability, delay, and goodput. First, we consider differential FEC to show qualitative improvement for each of the metrics. We do the same for differential ARQ and then combine FEC and ARQ to show the combined effect. In Section 4, we show the effect of fragmentation and the differential treatment of RLP frames on the TCP throughput. Finally, conclusions are drawn in the last section.
IDENTIFYING CRUCIAL FRAMES
The main motivation of our proposition is due to the fact that existing RLPs do not differentiate the frames obtained from the same TCP segment. This leads us to provide differential treatment to the RLP frames. We believe that the importance of each RLP frame from the same TCP segment is different and, hence, deserves differential treatment. Our claim is based on the fact that the reassembly of the RLP frames can only be done when all the frames belonging to the same TCP segment are correctly received by the receiver. The basic philosophy is that the last frame of a particular segment will decide the time of delivery of the reassembled TCP segment to the upper layer. Note that the last frame need not be the last one in terms of the sequence number, but the last frame to be received correctly (among the frames from the same TCP segment). However, under ideal channel conditions (i.e., no frame loss), the last frame in terms of the sequence number will arrive last simply because of the sequential nature of the transmission, as shown in Fig. 1 .
Suppose a TCP segment under consideration is fragmented into L frames. It can be seen from Fig. 1 how the L RLP frames obtained from a TCP segment are transmitted and received, the last (Lth) frame arriving at time t ideal . At this time, all the L frames are ready to be reassembled to form the TCP segment. But, in a realistic situation, frames will get dropped and, due to retransmissions of the erroneous frames, the ith RLP frame might successfully arrive last, where 1 i L. If i happens to be one of the initial frames of the TCP segment, then few trials of retransmission are possible because the retransmissions would be complete before the last RLP frame successfully arrives at the receiver. But, retransmissions of the later frames might delay the delivery of all the reassembled TCP segment to the upper layer. It is these later frames which are more important in deciding the total delay for the reassembly of all the RLP frames to form the TCP segment. Hence, we call these frames crucial and the others noncrucial. Next, we identify the fraction of total frames that are crucial.
We consider two cases of retransmission: nonpreemptive and preemptive. In the nonpreemptive case, we assume the use of multiple transmitting channels, where the retransmission of a given frame does not delay the transmission of another frame. In the preemptive case, we assume the use of a single channel where retransmissions are given the highest priority and preempt the transmission of the next frame. Let us consider these two cases in detail.
Crucial Frames: Nonpreemptive Retransmissions
Let us assume that the size of a TCP segment is T bytes and it is fragmented into equal-sized RLP frames. The number of RLP frames obtained from a TCP segment would be
e, where R p is the payload of each RLP frame. The actual size of the RLP frame would be R p plus some header information and some redundancy checks. (Frequently used notations in the paper are shown in Table 1 .) As shown in Fig. 1 , the time at which all the L frames are received at the receiver under ideal channel conditions (i.e., no frame loss) is denoted by t ideal . Considering successive and pipelined transmission, we obtain
where T rtt is the round-trip time of each RLP frame and r is the transmission time of each RLP frame. Thus, it is the ideal (best possible) time of arrival of an entire segment. t ideal consists of two components. First is the transmission time of all the frames back to back. Second is the propagation time for the last frame (or, half the round-trip time). The acknowledgment from the receiver is not considered as we know for sure that the frames will go through. However, when frames get dropped or corrupted with a probability p, the correct reception of frames will get delayed due to retransmissions. If we do not restrict the number of allowed retransmissions, then the expected delay, D, of a lost frame would be given by
In reality, the allowed number of retransmission is finite (usually three). The inclusion of the higher terms would have negligible effect since p is much smaller than 1. The This value of D is used to identify crucial and noncrucial frames. The frames which have D greater than t ideal are defined as the crucial frames since these frames have profound effect in increasing the total reassembly delay. Otherwise, the frames are noncrucial.
Let us denote the expected time of arrival of the ith frame as t e ðiÞ. We consider the arrival times of all the frames with respect to the transmission start time of the first frame. Let the expected time of arrival of the first frame at the receiver be
Similarly, the expected time of arrival of the second frame will be
where r is the transmission time of each RLP frame. To generalize, the expected time of arrival of the ith frame with respect to the first frame is
We can thus find the frames whose expected time of arrival at the receiver will be more than t ideal . The time required to reach the receiver can be found by equating t ideal and t e ðiÞ. Thus,
Substituting for D and using c ¼ dT rtt =re, we get
Thus, for different values of c, p, and L, we can find the frame number i. Frame number i gives the starting index for the crucial frames. Of course, the fraction of crucial frames will vary under different conditions. The fraction of crucial frames is simply defined as the ratio of the number of crucial frames to the total number of frames, i.e., LÀðiÀ1Þ L .
Fraction of Crucial Frames
The fraction of crucial frames is shown in Figs. 2 and 3 for T rtt ¼ 20 and 30, respectively. The number of RLP frames from each TCP segment L, varies from 0 to 100. The frame error rate p is assumed to be 10 percent, 20 percent, and 30 percent. We observe that, as the number of frames (L) increases, the fraction of crucial frames decreases, suggesting that most of the frames will be recovered even if they suffer many retransmissions before the RLP timer expires. The actual problem arises when L is small, resulting in a larger fraction of crucial frames. As expected, it is observed that, as the channel error condition improves, the fraction of crucial frames decreases. For a smaller value of c (Fig. 2) , the fraction of crucial frames is smaller compared to the larger value of c (Fig. 3 ).
Crucial Frames: Preemptive Retransmissions
So far we have considered that original and retransmitted frames use different channels and, hence, there is no interdependency of transmission sequence. However, if original and retransmitted frames use the same channel, the retransmitted frames are given higher priority and delay the transmission of original frames. For example, in Fig. 4 , we observe that frame number 4 is delayed due to the retransmission of frame number 1, but frames 2 and 3 are transmitted before the NACK for frame 1 can arrive. We consider that time is slotted where each slot corresponds to the transmission time of one RLP frame. Let c ¼ dT rtt =re denote the slots after which retransmission occurs once the original transmission is corrupted. Note that c ¼ 3 in Fig. 4 . In a realistic case, each retransmission of a given RLP frame delays the delivery time of future RLP frames. Let us consider the ith RLP frame. The total expected delivery time for this frame can be expressed from the linearity of expectations as In order to calculate t r e ðiÞ, we first note that a retransmitted frame is never delayed more than single slot as the frame is retransmitted immediately at the next slot and no more than one NACK can arrive together. When there is no restriction in the number of retransmissions, we get 
It can be noted that each retransmission leads to an increase in ðc þ 1Þ slots. Now, let us consider the expression for t d e ðiÞ. The minimum time t min taken to transmit the ith RLP frame corresponds to the situation where all previous RLP frames (1 : i À 1) are transmitted successfully. Therefore, the minimum time taken to transmit the ith RLP frame is ði À 1Þr. Also, due to the failures and the subsequent retransmissions from the ð1 : i À 1Þ frames, there would be additional delay. Let the delay be represented by Á and the expected delay by EðÁÞ. Therefore, we can write
However, not all retransmissions of previous RLP frames add to the delay. For example, if c ¼ 4, retransmission requests for RLP frames ði À 3 : i À 1Þ can arrive only after ði À 1Þr. Now, if all previous RLP frames ð1 : i À 4Þ were transmitted successfully, Á will be zero, independent of what happens to RLP frames ði À 4 : i À 1Þ. Based on this observation, we can find the probability of Á being 0, i.e.,
In the above equation, if i À 1 À c 0, P rðÁ ¼ 0Þ ¼ 1. One can always consider the failure event for the original and retransmitted event as independent. This suggests that the failure event has happened from RLP frames (original or retransmitted) transmitted in 1 : i þ m À c slots. So, we express
Therefore,
Thus, (10) reduces to
Adding (14) and (9), we get
Due to the transcendental nature of this equality, i cannot be obtained directly. Therefore, we use numerical methods to solve for i.
Fraction of Crucial Frames
We solve for i by performing a binary search since the right side of (15) is monotonically increasing with i. The solution for the fraction of crucial frames is shown in Figs. 5 and 6 for T rtt ¼ 20 and 30, respectively. We observe from the plots that there exists a slight inflection at a certain value of L for every curve. This inflection point is due to the value of c. The fraction of crucial frames before the inflection point follows the pattern as in the case of parallel transmission. After the inflection point, the fraction of the crucial frame is increased because of additional delay due to sequential transmission. For the rest of the paper, we will provide a general treatment and not be specific to nonpreemptive or preemptive transmission. We will just use the value of i from (7) if the transmission is nonpreemptive and from (15) if it is preemptive.
DIFFERENTIAL TREATMENT OF FRAMES
So far, we have identified a fraction of frames emanating from the same TCP segment that are more crucial than others in determining the performance of the RLP. Now, we would like to treat these crucial frames differently compared to the noncrucial ones. Currently, the existing RLPs use the same channel coding and ARQ mechanism for all the frames. In this paper, we do not propose any new channel coding scheme or ARQ mechanism, but, rather, show comparatively how the performance of the RLP could be improved if we were to use different channel coding schemes and ARQ mechanisms for different frames. We propose differential FEC and ARQ treatment for the RLP frames. Both the FEC and the ARQ schemes to be applied to a frame will depend on the index of that frame.
In obtaining (2), we assumed that the number of retransmissions allowed was infinite and, therefore, all packets were eventually recovered. However, in reality, this is not true. In most cases, the maximum number of retransmissions allowed is three, but the manner (i.e., the number of copies transmitted in each trial) in which these three trials are done is different. Due to the finite number of retransmissions trials, there is no guarantee that a frame will be recovered by the RLP and, therefore, the RLP will fail with a certain probability. Let us formally define the RLP failure probability along with the two other metrics of interest-delay and goodput.
. RLP failure probability: RLP failure probability is defined as the probability of the RLP failing to deliver all the L frames within its allowed number of retransmissions as a result of which the recovery mechanism will be handed over to the upper layer (e.g., TCP). . Delay: Delay for a frame is defined as the time taken for that frame to be received correctly at the receiver with respect to the first frame's transmission time, i.e., the time the RLP started transmitting the first frame from a particular TCP segment. . Goodput: Goodput is defined as the ratio of the actual number of information bits decoded correctly at the receiver to the total number of bits transmitted. For ease of understanding, let us consider specific cases for the qualitative analysis of the above metrics. However, they can easily be extended to a more generalized scenario. It can be noted that, for all of the analysis that follows, a certain FEC and ARQ scheme was assumed. We show how the differential treatment of the frames affects the performance of the RLP. Let us now discuss the differential FEC and differential ARQ schemes independently before we discuss the combined mechanism.
Differential FEC
Redundant bits in the form of FEC codes are usually added to the payload of the RLP frame for detection and possible correction of transmission errors. The correction capability of these codes will depend on the kind of codes and the length of the code used. Since this paper does not deal with FEC codes, the simplest of codes-block codes-will be used. In block codes, M redundancy bits are added to the information bearing N bits. (Note that the extra M bits are generated using a generator matrix operating on the N bits.) If we consider an RLP frame of N þ M bits, then the resulting bit loss probability is given by [20] :
where b pl is the bit loss probability before decoding. Of course, different FEC schemes will yield different loss probabilities. From this equality (or any such relation between M and b), we can calculate the number of redundant bits to be added to achieve a desired loss probability. As discussed earlier, the initial (noncrucial) frames can afford a few trials of retransmission without adding substantial delay to the RLP reassembly. Therefore, the FEC coding need not be very robust for these noncrucial frames. This will also reduce the overhead since the redundancy bits will be fewer. On the other hand, the later packets are more crucial and retransmission should be avoided or minimized. One way to avoid or minimize loss of the crucial frames is to use stronger FEC codes. We will not deal with the specifics of different codes, but will assume simple block codes with varying redundancy to achieve the desired degree of robustness against errors.
Let us assume that a traditional RLP uses M 1 bits to code each frame, as shown in Case 1 of Fig. 7 . It can be noted that each of the L frames is coded with the same number of bits, i.e., M 1 , because of which the FER observed is p 1 . The RLP is made aware of the crucial frames and it encodes each of the crucial frames using M 2 bits, where M 2 > M 1 ; , as shown in Case 2. This usage of more redundancy bits will result in FER ¼ p 2 , where p 2 < p 1 . The exact reduction in the FER will depend on the values of M 1 , M 2 , N and the kind of coding used. We assume that the ARQ scheme used is (1, 1, 1) . Recall from Section 1.1 that the (1, 1, 1) scheme uses three trials of retransmission with one copy of the frame being retransmitted every time. 
RLP Failure Probability
We need to calculate the probability that all the L RLP frames will not be correctly received at the receiver. In other words, there will be at least one frame in error. For Case 1, where the FER is p 1 , the RLP failure probability (F 1 ) is simply given by
The exponent 4 is because of the original transmission and the three transmissions, all of which fail at the RLP. For the example in Case 2, where the first k frames experience an FER of p 1 and the last L À k frames experience an FER of p 2 , the RLP failure probability (F 2 ) is given by
Due to stronger FEC in Case 2, the RLP is able to recover more frames than in Case 1.
Delay
Recall that the expected delay of the ith frame is D þ ði À 1Þr, where D ¼
2ð1ÀpÞ from (2). For Case 1, the last (Lth) frame is expected to arrive correctly after a delay of
For Case 2, we treat the crucial and noncrucial frames separately because the frames would experience different loss rates. Irrespective of the losses, successive frames are always transmitted, i.e., crucial frames would not be prevented from transmission even if all the noncrucial frames are not received correctly. The last noncrucial (kth) frame is expected to arrive correctly after a delay of
Similarly, the last crucial (Lth) frame is expected to arrive correctly after a delay of
where r 2 is the time to transmit a crucial frame. The term kr is the time it takes to transmit the noncrucial frames (not necessarily correctly) before the crucial frames are transmitted. It is not known which frames would arrive later because the exact relation between p 1 and p 2 is not known. Therefore, for Case 2, the delay at the RLP is
Although, the error performance of the transmission is improved by adding the redundancy bits, the goodput is compromised, as discussed next.
Goodput
It is to be noted that the goodput is N NþM when the frame reaches in its first transmission. However, the goodput obtained after the jth retransmission trial will depend on the probability of previous failures and the total number of frames transmitted to eventually recover that frame. Thus, the goodput due to the original transmission and three retransmissions in Case 1 would be
Similarly, the goodput for Case 2 is
Results for Differential FEC
We conducted simulation experiments to validate our analysis and to evaluate the improvements achieved by the proposed technique. The simulation was done in a Unix environment. TCP segments generated were transmitted from the transmitter to the receiver. RLP frames derived from these TCP segments were transmitted over the wireless channel back to back. We assumed a two-state Markov model for the channel with a certain frame error rate. By setting appropriate transition probabilities among these two states, we were able to model different channel conditions. We assumed L ¼ 30, T rtt ¼ 20, and p 1 ¼ 20%. It is also assumed that the number of information bytes per frame (N) is 50 and the number of redundancy bytes, M 2 , is varied from 0 to 25. M 1 was maintained at 0, implying that no FEC was applied to the noncrucial frames.
As expected, we observe that there is an improvement in the RLP failure probability with the increase in the redundancy bit,s as shown in Figs. 8a and 8b . This ensures that the RLP is more effective in recovering the lost frames and thereby preventing the information losses propagating to TCP. We observe from Figs. 9a and 9b how the delay performance of the RLP improves because of adding more robustness to the crucial frames. The delay is best for a smaller number of redundancy bits. Even with the greater number of redundancy bits, the delay is still lower than D 1 . From the goodput perspective, it is advisable that the redundancy is not made arbitrarily large, which we see from Figs. 10a and 10b. The goodput is better for a smaller number of redundancy bits, i.e., when they are most effective. However, there is a slight reduction in the goodput with a further increase in redundancy. This is the trade-off for better RLP failure probability and delay performance. The goodput at any M depends on which factor dominates-the goodput or the error recovering capability.
Differential ARQ
In the differential FEC case (Section 3.1), we considered that the underlying ARQ scheme was (1, 1, 1), but with a varying number of redundancy bits. Now, we consider two different ARQ schemes-(1, 1, 1) for Case 1 and (1, 2, 3) for Case 2, as shown in Fig. 11. Scheme (1, 2, 3 ) means that there would be three trials of retransmission with one copy of the frame being retransmitted in the first trial, two copies in the second trial, and three copies in the third trial. We also assume that the FEC codes used are uniform across all the frames (say, M bytes per frame); therefore, all frames would experience an FER of p (say). Of course, these can be generalized with only the condition that the crucial frames in Case 2 must have a stronger ARQ than the noncrucial ones.
RLP Failure Probability
The RLP failure probability (F 1 ) for the example in Case 1 is obtained as For the example in Case 2, the RLP failure probability (F 2 ) is
Delay
We calculate the delay for the frames which are ultimately decoded correctly at the receiver. The frames which do not are accounted for in the RLP failure probability. The expected delay for each noncrucial frame will be due to the delay contributions from the original transmissions and the three trials of retransmission. For Case 1, where the ARQ scheme is (1, 1, 1), the expected delay for any frame is the expected delay due to the initial transmission and, possibly, the three retransmissions. The total expected delay (D 1 ) in getting all the L frames in Case 1 is dictated by the last frame to arrive at the receiver. If we calculate the expected time of arrival for all L frames, then we find that the expected delay for the Lth frame equals the delay for the first frame plus the delay in transmitting the Lth frame. Thus, we get
For Case 2, we obtain the expected delay for the noncrucial frames (1 through k) in the same manner as Case 1. The expected delay (D nc ) for the noncrucial frames is
The calculation for the crucial frames (k þ 1 through L) will be a little different because of the ARQ scheme. The expected delay for any crucial frame would be
Therefore, the expected delay (D c ) from crucial frames would be
The term ðL À 1Þr appears because we are calculating the delays with respect to the time of transmission of the first frame. Since we do not know the values of the variables used, we cannot determine for sure whether the noncrucial or the crucial frames arrive later. Physically, it means the arrival of the frames would depend on the observed FER and also on the ARQ used. Therefore, the overall delay for Case 2 is simply determined by finding the greater of D nc and D c as the time of reassembly will depend on the last frame that arrived at the receiver. Therefore,
Goodput
Following the logic from the earlier goodput calculation, the goodput for Case 1 would be
For Case 2, we consider (1, 1, 1) and (1, 2, 3) schemes for the noncrucial and crucial frames, respectively. We observe that the goodput for the first k frames would be the same as in Case 1. The goodput for the crucial frames will again depend on the probability of previous failures and the total number of frames transmitted to eventually recover that frame. So, the total goodput for all the L frames in Case 2 would be
Note that this expression for G 2 is for the ARQ scheme considered, i.e., (1, 2, 3) . The expression can be made general for any ARQ. For ease of demonstration, the specific scheme (1, 2, 3) has been worked out.
Results for Differential ARQ
Just to focus on the ARQ performance, we assume that there are no redundancy bits added to any RLP frame, thus M ¼ 0. The frame error rate p is varied from 0 to 0.3. The plots for (25) and (26) are shown in Fig. 12a , which suggests how the RLP failure probability is lowered when differential ARQ is applied. The corresponding RLP failure probability obtained through simulations is shown in Fig. 12b .
However, from Figs. 13a and 13b, we do not see an appreciable gain in the delay with the better ARQ. This is due to the fact that the ARQ scheme (1, 2, 3) successfully recovers more frames in a given time than the (1, 1, 1) scheme, which results in an additional delay. This fact is further illustrated in Table 2 , where we show the fraction of recovered frames after the initial transmission (Tx) and after every retransmission (Ret) for the two schemes. It is clear that, from the second retransmission onward, the (1, 2, 3) scheme starts recovering more frames than the (1, 1, 1) scheme and, thereby, these additional frames that have to be sent by the (1, 2, 3) scheme will contribute toward the delay. Last, from Figs. 14a and 14b, we observe that there is hardly any degradation in the goodput for scheme (1, 2, 3 ). This is because the loss in goodput due to the transmission of duplicate frames in the (1, 2, 3) scheme is compensated for by the recovery of more frames. This is evident from the last row of Table 2 , where the loss with scheme (1, 2, 3) is significantly less than that of scheme (1, 1, 1).
Differential FEC+ARQ
In Sections 3.1 and 3.2, we have shown how differential RLP would perform if only FEC or ARQ was applied. In this section, we apply both differential FEC and ARQ. Similarly to the previous sections, we consider two cases, as shown in Fig. 15 .
In Case 1, the frames are subjected to an ARQ scheme of (1, 1, 1) and each frame is coded with M 1 bits. In Case 2, the noncrucial frames are treated as the frames in Case 1, but the crucial frames are subjected to an ARQ scheme of (1, 2, 3) with M 2 redundancy bits per frame. 
RLP Failure Probability
The RLP failure probability for Case 1 is obtained as
Similarly, the RLP failure probability for Case 2 is obtained as
Delay
The delay in Case 1 will be the same as that of D 1 in the differential ARQ case, but p would be replaced by p 1 in the expression for D 1 . Thus,
Similarly, for Case 2, the delay for the noncrucial frames, D nc , would be the same as the equation for delay for the noncrucial frames in the ARQ case with p replaced by p 1 .
Hence, the delay for the noncrucial frames would be
The delay for the crucial frames (k þ 1 through L) will now have the combined effect of both FEC and ARQ. The expected delay (D c ) from the crucial frames would be
where r 2 is the time of transmission for a crucial frame. So, the overall delay for Case 2 is again obtained by the greater of the two-D nc and D c . Thus,
Goodput
The goodput due to the original transmission and three retransmissions in Case 1 is
Similarly, for Case 2, where the noncrucial frames are subject to an ARQ scheme of (1, 1, 1) and redundancy bits of M 1 and the crucial frames with an ARQ scheme of (1, 2, 3) with redundancy bits M 2 , the goodput is
Results for ARQ + FEC
To see the effect of differential FEC+ARQ, we maintain the same range for p (0-0.3) and M 2 (0-25) as in our previous results. The crucial frames have an ARQ scheme of (1, 2, 3). We also assumed that the noncrucial frames are not subjected to any FEC and, therefore, M 1 ¼ 0 and the ARQ scheme is (1, 1, 1) . The RLP failure probabilities for the traditional RLP (Case 1) are plotted in Figs. 16a and 16b . The performance of the proposed RLP (Case 2) is shown in Figs. 17a and 17b . We also observe from Figs. 18a, 18b, 19a, and 19b how the increase in the redundancy bits improves the delay performance in Case 2.
The plots for goodput are shown in Figs. 20a, 20b , 21a, and 21b. Interestingly, we find that the goodput for Case 1 is more than that of Case 2, with an increasing number of redundancy bits when the frame error rate is low. This is because, when the frame error rate is low, then applying more redundancy bits and the (1, 2, 3) ARQ scheme decreases the ratio of actual information bits sent to the total number of bits sent, thus decreasing the goodput. However, when the frame error rate increases, it is clear that the goodput for Case 2 is more than Case 1 justifying the application of differential FEC and ARQ based on cruciality of frames. Or, in other words, the differential RLP is more effective when the frame error rate is high.
It is to be noted that all the results discussed pertain to the assumed FEC and ARQ; thus, the gain/loss in the performance is qualitative. 
EFFECT ON TCP THROUGHPUT
With the proposed RLP, let us now evaluate the improvement in the throughput at the TCP layer. It may be recalled from Section 1 that TCP segments are fragmented into multiple RLP frames. If we assume that the size of a TCP segment is T bytes and it is fragmented into equal-sized RLP frames, then the number of RLP frames obtained from a TCP segment would be L ¼ d
T R e, where R is the payload of each RLP frame. The actual size of the RLP frame would be R plus some header information. For a TCP segment to be reassembled successfully, all the L frames must be received correctly. If one or more RLP frames fail, the TCP segment is lost. Thus, the TCP segment loss probability, T CP loss , is given by
where p is the frame loss probability at the physical layer. If, however, we assume an underlying RLP (1, 2, 3) in operation, then the effective frame loss probability at the RLP layer is p 7 . Hence, with the RLP layer, the TCP segment loss probability in (41) changes to
We will assume that the TCP throughput is given by [18] 
where MSS is the maximum segment size, RT T is the round-trip time for the TCP ACKs, T 0 is the TCP retransmission timer, and b is a system constant. T 0 is evaluated as an exponentially moving average of the instantaneous RT T s. We can now calculate the change in the TCP throughput when both differential ARQ and FEC are applied. For the sake of comparison, we will consider the two cases as discussed in Section 3.3. The TCP segment loss probability, T CP loss , for both cases will be obtained from (33) and (34), respectively. The round-trip time for the TCP is the total delay in the wired network (between the TCP end host and the base station) and the wireless network (between the base station and the mobile terminal). We will consider that the delay in the wired network would remain the same and the only variation would be due to the two implementations of the RLP. Hence, we will consider (35) and (38) to calculate the RTT. Fig. 22 shows the improvement in the TCP throughput when the proposed RLP is applied. MSS is assumed to be 1,500 bytes, T 0 ¼ 10 Â RT T , and b ¼ 2, as per the traces obtained in [18] . RLP frames were 50 bytes. The window size for TCP is assumed to grow without limit. The TCP throughput is plotted in the log scale, therefore the absolute improvement is much more. The improvement is more significant when the channel losses are high. The improvement in TCP throughput is due to two reasons. First, the fragmentation of the TCP segments into RLP frames prevents the entire TCP segment being retransmitted if lost. Second, due to the differential treatment of the crucial frames, the RT T and T CP loss are improved and, hence, TCP throughput is increased.
CONCLUSIONS
This paper demonstrates how the performance of radio link protocols can be improved if the RLP frames are treated differentially. We categorize the frames into crucial and noncrucial and find their ratio as a function of segment size, round-trip time and frame error rate. Differential FEC and ARQ are applied based on the relative position of the frames. We considered both parallel and sequential transmission of the original and retransmit frames and used specific FEC and ARQ schemes to show the qualitative gain through analysis and simulations. Our results signify that, if the performance of the differential RLP is known for various FEC and ARQ schemes under different channel conditions, then the RLP can choose the appropriate hybrid mechanism which will sustain the promised level of reliability expected from the applications to be supported. The performance enhancement at the RLP helps improve the TCP performance as manifested from the results obtained for TCP throughput. Samrat Ganguly received the BSc degree in physics from the Indian Institute of Technology, Kharagpur, India, in 1994, the ME degree in computer science from the Indian Institute Science, Bangalore, India, in 1998, and the PhD degree in computer science from Rutgers University, Piscataway, New Jersey, in 2003. Since 2001, he has been a research staff member at NEC Laboratories America, Princeton, New Jersey. His research interests include distributed algorithm design and performance optimization in wireless, overlay, and content delivery networks.
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