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Abstract
GROUND-STATE PROPERTIES OF ULTRA-COLD
ATOMIC GASES
Sevilay Sevinc¸li
PhD in Physics
Supervisor: Prof. Bilal Tanatar
September 2008
After the observation of Bose-Einstein condensation, the developments in the
experimental control and measurement methods provided the realization of basic
models of many-body physics using dilute, ultra-cold gases. This thesis presents a
theoretical study on a number of topics on ultra-cold atomic gas systems. First,
a simple model of trapped, degenerate ultra-cold plasma is presented. Using
the variational approach, the dependence of the cloud size on electron density
is studied, electron and ion densities are also calculated by means of modified
Thomas-Fermi model. Next, the behavior of a single particle hopping on a three
dimensional cubic optical lattice in the presence of a Mott insulator of bosons
is investigated. Localization problem of a single fermion is studied and effects
of lattice anisotropy, and higher impurity bands are also calculated. Then, a
two-dimensional condensate with long-range, attractive gravity-like interaction
is studied. Ground-state properties, dynamics, and vortex states are analyzed
by using a variational approach for this system. Finally, the thermodynamics
of the harmonically trapped ideal gas obeying generalized exclusion statistics is
investigated.
iv
Keywords: ultra-cold plasma, ideal g-on gases, optical lattices, Bose-Fermi mixtures,
gravity-like interaction
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O¨zet
ULTRA-SOG˘UK ATOMI˙K GAZLARIN TABAN-DURUMU
O¨ZELLI˙KLERI˙
Sevilay Sevinc¸li
Fizik Doktora
Tez Yo¨neticisi: Prof. Bilal Tanatar
Eylu¨l 2008
Bose-Einstein yog˘us¸masının deneysel olarak go¨zlemlenmesinden sonra, ultra-
sog˘uk gazlarda deneysel kontrol ve o¨lc¸u¨m metotlarındaki ilerlemeler c¸ok parc¸acık
fizig˘inin temel modellerinin hayata gec¸irilmesini sag˘ladı. Bu tezde, ultra-sog˘uk
atomik gaz sistemleriyle ilgili teorik c¸alıs¸malar yapılmıs¸tır. I˙lk olarak, tuzak-
lanmıs¸, dejenere ultra-sog˘uk plazma sistemi ic¸in varyasyonel metot kullanılarak,
plazma bulutunun genis¸lig˘inin elektron yog˘unlug˘una bag˘ımlılıg˘ı c¸alıs¸ıldı. Mod-
ifiye Thomas-Fermi metodu kullanılarak elektron ve iyon yog˘unlukları hesap-
landı. I˙kinci olarak, u¨c¸ boyutlu ku¨bik optik o¨rgu¨de, bozonlar Mott yalıtkanı
durumundayken tek bir fermiyon ic¸in lokalizasyon problemi aras¸tırıldı. Daha
sonra, uzak-erimli ku¨tlec¸ekimi benzeri etkiles¸ime sahip iki boyutlu Bose-Einstein
yog˘us¸ug˘unun taban durumu o¨zellikleri, dinamig˘i ve girdap durumları varyasyonel
metotla analiz edildi. Son olarak, harmonik olarak tuzaklanmıs¸ ve genelles¸tirilmis¸
dıs¸arlama istatistig˘ine uyan ideal gazın termodinamik o¨zellikleri aras¸tırıldı.
Anahtar so¨zcu¨kler: ultra-sog˘uk plazma, ideal g-on gazları, optik o¨rgu¨ler,
Bose-Fermi karıs¸ımları, ku¨tlec¸ekimi benzeri etkiles¸im
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Chapter 1
Introduction
After the experimental realization of Bose-Einstein condensation (BEC) in
1995 [1, 2], the study of degenerate quantum gases has grown explosively and
researchers from different areas of physics (atomic physics, quantum optics,
condensed matter physics, etc.) have been working together.
The Bose-Einstein condensation was predicted by Einstein [3], on the basis
of the statistical description of the quanta of light by S. N. Bose [4], in 1925.
A large fraction of the bosonic atoms condense to the state of lowest energy
as a consequence of quantum statistical effects, when a gas is cooled below a
critical temperature. In other words, the wavepackets overlap when atoms are
cooled to the point where the de Broglie wavelength, λdB = (2π~
2/mkBT )
1/2,
is comparable to the interatomic separation, and there is a quantum mechanical
phase transition which is called Bose-Einstein condensation.
The experimental observation of BEC, and hence dilute, ultra-cold gases
provides a realization of the basic models of many-body physics. Over the
last years various experimental and theoretical studies on these systems are
being performed, such as collective excitations and rotational properties of the
condensates, quantized vortices and vortex lattice, interference and coherence
phenomena, two component condensates and boson-fermion mixtures, and spinor
condensates [5, 6]. By the help of sympathetic cooling, Fermi degeneracy has also
been achieved [7].
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Two major experimental developments in dilute ultra-cold gases make it
possible to investigate strongly correlated systems. First is the ability to tune the
interaction strength (i.e. the s-wave scattering length a) by Feshbach resonances
[8, 9], and second is the ability to generate strong periodic potentials for ultra-
cold atoms through optical lattices [10]. Jaksch et al. [11] proposed that quantum
phase transition from a superfluid to a Mott-insulator state would be realized in a
system of BEC in optical lattices by raising the lattice depth. Greiner et al. [10]
observed this superfluid-Mott-insulator transition by loading the condensate into
an optical lattice. Another new direction in the study of degenerate quantum
gases is the condensate with long-range interactions. There is a proposal for
the occurrence of gravity-like 1/r interactions [12], and BEC in gases with
dipole-dipole interaction was realized experimentally [13]. The total control and
tunability of the interactions in quantum degenerate systems make it possible to
study some basic problems in many-body physics, and especially to investigate
new regimes that have never been accessible in condensed matter or nuclear
physics.
Parallel to the recent experimental advances, we study a number of quantum
gaseous systems, such as ultra-cold plasmas, ideal gases obeying fractional
statistics, Bose-Fermi mixtures in optical lattice, and condensates with long-range
1/r interaction in this thesis. Ultra-cold degenerate gases are studied within the
mean-field theory generally, and in the following sections of this chapter, the basic
formalism to study these systems is given. The theory is expressed by a non-linear
differential equation, Gross-Pitaevskii equation, for the order parameter that is
described classically.
1.1 The Gross-Pitaevskii Equation
In second quantization picture, the many-body Hamiltonian for the system of N
interacting bosons with trapping potential Vext is given by [14]
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Hˆ =
∫
dr Ψˆ†(r)
[
~
2
2m
∇2 + Vext(r)
]
Ψˆ(r) (1.1)
+
1
2
∫
dr dr′ Ψˆ†(r)Ψˆ†(r′)V (r− r′)Ψˆ(r′)Ψˆ(r),
where Ψˆ(r) and Ψˆ†(r) are the boson field operators annihilating and creating a
particle at position r, respectively, and V (r − r′) is the two-body interatomic
potential.
To overcome the problem of solving full many-body Hamiltonian, mean-field
theories are developed for interacting systems. Bogoliubov [15] formulated the
basic idea of a mean-field description for a dilute Bose gas. Separation of the
condensate contribution from the bosonic field operator is the key point of this
formalism. The field operator generally can be written as sum of a product of the
single-particle wave functions Ψα(r) and the corresponding annihilation operator
aα
Ψˆ(r) =
∑
α
Ψα(r)aα, (1.2)
where the bosonic creation and annihilation operators a†α and aα are defined as
a†α|n0, n1, ..., nα, ...〉 =
√
nα + 1|n0, n1, ..., nα + 1, ...〉, (1.3)
aα|n0, n1, ..., nα, ...〉 = √nα|n0, n1, ..., nα − 1, ...〉, (1.4)
where nα are the eigenvalues of the number operator nˆα = a
†
αaα of atoms in the
single-particle α-state. These operators obey the general commutation rules:
[aα, a
†
β] = δαβ , [aα, aβ] = 0, [a
†
α, a
†
β] = 0. (1.5)
Condensation occurs when the number of atoms n0 of a particular single particle
state becomes very large, i.e. n0 ≡ N0 ≫ 1 and the ratio N0/N is finite in the
thermodynamic limit N → ∞. States with N0 and N0 + 1 ≈ N0 correspond
to the same physical configuration, in this limit. Then, the bosonic operators
can be treated like numbers, a0 = a
†
0 =
√
N0. The single-particle state
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Ψ0 = 1/
√
V having zero momentum corresponds to condensed state for a uniform
gas in volume V . Consequently, Ψ(r) can be decomposed in the form
Ψˆ(r) =
√
N0/V +Ψ
′(r), (1.6)
where Ψ′(r) is the depletion of the condensate. Thus, the generalization
of the Bogoliubov formalism in the case of nonuniform and time-dependent
configuration is given by
Ψˆ(r, t) = Φ(r, t) + Ψ′(r, t), (1.7)
where Φ(r, t) is complex function which is defined as the expectation value of the
field operator, Φ(r, t) ≡ 〈Ψˆ(r, t)〉, and the condensate density is its modulus:
ρ0(r, t) = |Φ(r, t)|2. This function is often called the wave function of the
condensate.
If depletion is small, decomposition of the field operator in Equation 1.6 can
be used. Time evolution of the field operator is obtained by Heisenberg equations
with the many-body Hamiltonian, Equation 1.1,
i~
∂
∂t
Ψˆ(r, t) = [Ψˆ, Hˆ], (1.8)
=
[
−~
2∇2
2m
+ Vext +
∫
dr′Ψˆ†(r′, t)V (r′, r)Ψˆ(r′, t)
]
Ψˆ(r, t).
The two-body interaction potential can be replaced with an effective interaction
V (r′, r) = gδ(r′, r), since only binary collisions, which are characterized by the
s-wave scattering length at low energy, are relevant, in the case of dilute and cold
gas. The coupling constant g is related to the scattering length a through g =
4π~2a/m. The scattering length can be positive or negative and this corresponds
to an effective repulsion or attraction between the atoms, respectively. Then the
field operator in Equation 1.8 is replaced with the order parameter Φ, and we
obtain the equation
i~
∂
∂t
Φ(r, t) =
[
−~
2∇2
2m
+ Vext(r) + g|Φ(r, t)|2
]
Φ(r, t), (1.9)
which is called the time-dependent Gross-Pitaevskii equation (GPE), and derived
independently by Gross [16] and Pitaevskii [17]. This equation is valid for the
CHAPTER 1. INTRODUCTION 5
case when s-wave scattering length is much smaller than the average distance
between the atoms and that the number of the atoms in the condensate is much
larger than one.
Time-dependent GPE may also be derived from the minimum action principle
δ
∫
Ldt = 0, (1.10)
where the Lagrangian L is given by
L =
∫
dr
i~
2
(
Φ∗
∂Φ
∂t
− Φ∂Φ
∗
∂t
)
−E, (1.11)
where E is the energy functional which is given by
E[Φ] =
∫
dr
[
~
2
2m
|∇Φ|2 + Vext(r)|Φ|2 + g
2
|∇Φ|4
]
, (1.12)
where the first term is the kinetic energy Ekin, the second one is the harmonic
oscillator energy Eho, and the last term is the mean-field interaction energy Eint.
Diluteness of the gas is controlled by the dimensionless parameter ρ¯|a|3, the
number of particles in a scattering volume, where ρ¯ is the average density of the
gas. If this parameter is much smaller than 1, the system is dilute or weakly
interacting. However, to see the interaction effects, one should compare the
interaction energy with the kinetic energy of the atoms in the trap. For the
ground-state of the harmonic oscillator, the interaction energy can be written
as Eint ∝ N2|a|/a3ho, where the average density is of the order of N/a3ho and
aho = (~/mωho)
1/2 is the harmonic oscillator length, and ωho is the trap frequency.
Kinetic energy is of the order of N~ωho, thus Ekin ∝ Na−2ho . Ratio of these two
energies gives
Eint
Ekin
∝ N |a|
aho
, (1.13)
which shows that even the very dilute gases can also exhibit an important non-
ideal behavior.
The above formalism is valid only for the case that all the particles are in
the condensate, that is in the zero temperature limit, since we assume that the
condensate depletion Ψˆ′ = 0.
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1.1.1 The Ground-state Solution
Within the mean-field theory, one can write the condensate wave function as
Φ(r, t) = φ(r)e−iµt/~, where µ is the chemical potential. φ is real, and normalized
to the total number of particles,
∫
drφ2(r) = N0 = N . Then the Gross-Pitaevskii
equation 1.9, becomes[
− ~
2
2m
∇2 + Vext(r) + gφ2(r)
]
φ(r) = µφ(r), (1.14)
time-independent GPE. This equation has the form of a nonlinear Schro¨dinger
equation, and reduces to the usual one when there is no interaction. This equation
can also be obtained by minimizing E − µN , where the chemical potential µ is
the Lagrange multiplier which fixes the number of particles.
The solution of the Equation 1.14 minimizes the energy functional for a fixed
number of particles. The energy is a function of density only for the ground-state,
and can be written as
E[ρ] =
∫
dr
[
~
2
2m
|∇√ρ|2 + ρVext(r) + gρ
2
2
]
, (1.15)
= Ekin + Eho + Eint.
The first term is usually called as quantum pressure, and one can easily see that
it vanishes for the uniform systems. The balance between the quantum pressure
and the interaction energy determines the healing or coherence length that is the
length over which the gas heals from internal collisions.
We use the above formalism to describe various physical properties of the
ultra-cold atomic gas systems at zero temperature.
The organization of this thesis is as follows. In Chapter 2, a simple model
of quantum degenerate ultra-cold plasma which is trapped is presented. The
dependence of the cloud size on electron density is studied variationally, and ion
and electron densities are calculated by using modified Thomas-Fermi model.
Then, localization problem of a fermionic particle on a boson Mott insulator
background is investigated in Chapter 3. The effects of lattice anisotropy and
higher impurity bands are calculated. Next, a two dimensional condensate with
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attractive 1/r interaction is studied in Chapter 4. Ground-state properties,
dynamics, and vortex states are analyzed by using a variational approach. Then,
the thermodynamics of the ideal gas which obeys generalized exclusion statistics
and is harmonically trapped in D dimensions is investigated in Chapter 5. Finally,
concluding remarks are given in Chapter 6.
Chapter 2
Trapped Degenerate Ultra-cold
Plasma
As a consequence of rapid developments in cooling and trapping mechanisms,
number of experiments on ultra-cold systems increase and new directions are
opened one after another. One of these new directions is the creation of an
ultra-cold plasma. A plasma is a collection of free electrically charged particles,
namely, the positively charged ions and the negatively charged electrons. A
conventional neutral plasma is created by ionizing collisions between atoms and
molecules. Most neutral plasmas such as the surface of the sun have temperatures
on the order of thousands of Kelvin or more, since ionization usually results
from energetic collisions between particles. Ultra-cold neutral plasmas give the
opportunity to investigate a new regime in the field of plasma physics. Killian et
al. [18] created an ultra-cold plasma by photoionization of atoms in a magneto-
optical trap using a pulsed laser. They trapped the xenon atoms in a magneto-
optical trap (MOT), and then photoionizing them. They obtained a plasma
density of 2 × 109cm−3 with ion temperature 10 µK and electron temperature
100mK. The size of the atom cloud was 200 µm while the Debye length could be
as small as 500 nm. The initial observation was made with Xe atoms, but since
then ultra-cold plasmas have been realized with Sr [19], Ca [20], Rb [21], and Cs
[22] atoms.
8
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Debye screening length λD is the length scale which is a measure to distinguish
between the individual particle behavior and the collective behavior. It is the
distance over which an electric field is screened by redistribution of electrons in
the plasma, and is given by
λD =
√
ǫ0kBT
e2n
(2.1)
where ǫ0 is the electric permittivity of vacuum, kB is the Boltzmann constant,
n is the electron density and e is the elementary charge. If the Debye length is
larger than the size of the system an ionized gas is not a plasma.
A lot of interesting phenomena have been observed in ultra-cold plasmas, such
as expansion of the plasma and recombination to form Rydberg atoms, both of
which occur on the time scale of tens of microseconds. Initial temperature of the
atomic cloud can be made very small, for example, Rydberg atom and ultra-cold
plasma formations from a Bose Einstein Condensate has been demonstrated [23].
After the creation of an ultra-cold plasma the evolution of cold Rydberg atoms
into a plasma was observed [19, 22, 24–34]. Cold dense samples of Rydberg atoms
are fascinating since they combine atomic physics, plasma physics, and solid state
physics.
In an ultra-cold plasma, the system is not in equilibrium and the ions and
electrons have different kinetic energies. The ions and electrons thermalize among
themselves, however since the plasma is not trapped so far, they do not thermalize
with each other within the time scale of the experiment. Dynamical properties
of the system can be investigated by understanding the thermalization of the
plasma.
Such a novel nonequilibrium plasma allows for the possibility of both species
being strongly coupled. A plasma becomes strongly coupled when the electrical
interaction energy between the charged particles is higher than the thermal
energy. The electron Coulomb coupling parameter, Γ ≈ e2n1/3/kBT , is a measure
of how strongly coupled the plasma is. For an ultra-cold plasma, this parameter
is generally on the order of unity [19, 24–30]. In strongly coupled regime,
recombination, collective modes, and thermalization are interesting properties
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to investigate. However, it is still a challenge to reach this regime experimentally.
One idea would be trapping the ions which would trap the electrons and form a
stable system.
Ultra-cold neutral plasmas are ideal for experimental studies since they are
highly controllable. It is possible to set the initial density and energy of the
system by varying laser intensities and wavelengths. Optical absorption imaging
and spectroscopy offer many new possibilities to examine these systems [35].
The electron pressure inside the plasma causes rapid expansion of the cloud,
limiting the observation time to hundreds of microseconds and complicating the
investigation of the properties of the ultra-cold plasma. Although the dynamical
properties have yielded interesting phenomena, creation of a stable ultra-cold
plasma will be interesting both theoretically and experimentally. Two types of
traps could be used to stabilize ultra-cold plasma, an ion trap, such as Penning
trap [36, 37] or the optical traps used in cold atom experiments [38, 39]. Recently,
strongly magnetized and quasineutral ultra-cold plasma has been confined over
several milliseconds in a nested Penning trap [40].
In this chapter, we study a simple model of quantum degenerate plasma. We
assume that a quadratic trap for the ions has been set up and the cloud has
been stabilized. We investigate the dependence of the cloud size on electron
density by using a Gaussian variational wave function [41]. We assume that
there is a constant density of electrons in the cloud giving rise to screened ion-
ion interactions [42]. Then, we assume that all the electrons escape from the
trap and leave a charged Bose gas and once again calculate the size of the cloud.
Finally, for the same system, we study the case that density of electrons is not
assumed to be a constant but used as a dynamical variable [43]. We calculate the
densities of ions and electrons using a modified Thomas-Fermi model [44]. This
method enables us to calculate the ion and electron densities separately, and
as a result we find that the equilibrium structure is a neutral plasma. Thus the
perfect screening property of the plasma is valid for even an ultra-cold degenerate
system.
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2.1 Creation of Ultra-cold Plasma
To create an ultra-cold neutral plasma, one should start with laser-cooled and
trapped neutral atoms. Alkali atoms, alkaline-earth atoms, and metastable
noble gas atoms are the most suitable atoms for these experiments, since they
posses electric-dipole allowed transitions at convenient laser wavelengths. In an
magneto-optical trap (MOT) as shown in Figure 2.1, up to 109 atoms can be
cooled to millikelvin to microkelvin temperatures, and the density can be as high
as 1011 cm−3. Photons from properly arranged laser beams scatter off the atoms
to generate the forces for cooling and trapping. The typical density distribution
of atoms has a spherical Gaussian shape,
na(r) = n0exp(−r2/2σ2), (2.2)
where σ = 200− 1500µm is the width of the cloud [45]. These parameters can
be adjusted by turning off the trap and allowing the cloud to expand.
First an atomic beam is slowed down with Zeeman slower (Figure 2.1), a
beam of light counter propagating the atoms, which is red detuned, from the
1S0−1 P1 atomic transition at 460.9 nm [35]. After slowing the atoms to velocity
of about 50 cm/s, atoms are trapped and cooled to mK temperatures by using
the six counter-propagating laser beams, also red detuned, along with a properly
oriented magnetic field.
To form the plasma, the MOT magnets are turned off and atoms are ionized
with photons from the cooling laser and from a pulsed dye laser whose wavelength
is tuned just above the ionization continuum. After exciting the atoms to the
1P1 level, atoms are photoionized by laser with wavelength ∼ 412 nm. Figure 2.2
shows the atomic and ionic energy levels of Sr atoms with decay rates.
After photoionization, electrons carry the most of the energy since they
are very light, and ions stay almost as cold as the initial atoms. Then, the
electron cloud expands because of the kinetic energy they have, while the ions
are immobile. The ions form a trap for electrons by means of Coulomb attraction
which is produced by an internal electric field that is caused by charge imbalance.
After the outer shell of electrons escape, the plasma is no longer neutral, however,
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Imaging Beam
Trapped Atoms
(plasma)
Magnetic Coils
Neutral Atom
Cooling Beams
Photoionizing Beam
Zeeman-Slowed Atomic Beam
Strontium
Reservoir
Imaging Camera
Figure 2.1: Experimental set-up for strontium plasma experiment. The MOT
consists of a pair of anti-Helmholtz magnetic coils and 6 laser-cooling beams.
After cooling, atoms are ionized and then, the imaging beam passes through the
plasma and falls on a CCD camera. Adapted from [45].
the center of the cloud can be assumed as a neutral plasma [19, 24–30]. The
density profiles of ions and electrons have a Gaussian shape like the original
neutral atom cloud.
To obtain an absorption image of the plasma, a collimated laser beam, tuned
near resonance with the 2S1/2−2P1/2 transition in the ions at 422 nm (Figure 2.2)
is used [35]. Then, the imaging beam falls on an image intensified charge coupled
device (CCD) camera at an adjustable delay time (tdelay) after photoionization.
A shadow caused by scattering of photons by the ions is recorded by an intensified
CCD camera. 2P1/2 ions decay to the
2D3/2 state 7% of the time, but this does
not complicate the experiment because ions typically scatter less than one photon
during the time the imaging beam is on [35].
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2S1/2
2P1/2
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1091.8 nm
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Figure 2.2: Strontium atomic and ionic levels with decay rates. (a) Neutral
atoms are laser cooled and trapped in MOT operating on the 1S0−1P1 transition.
Ec is the continuum energy. (b) Ions are imaged using the
2S1/2−2P1/2 transition.
Adapted from [45].
2.2 Degenerate Ultra-cold Plasma with Con-
stant Electron Density
We describe the ion cloud as a Bose condensed system within the mean-field
approximation. The ground state energy at zero temperature is given by the
Gross-Pitaevskii energy functional
E =
∫
dr1
{
~
2
2m
|∇ψ(r1)|2 + 1
2
mω2r21|ψ(r1)|2
+
∫
dr2 |ψ(r1)|2|ψ(r2)|2 U(r1 − r2)
}
, (2.3)
where U(r) = (Z2e2)e−µr/r is the Yukawa potential between the ions which
are assumed to be in an isotropic harmonic oscillator potential mω2r2/2.
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U(r) models the screened Coulomb interaction between the ions through the
screening parameter µ. ψ(r) is the ion condensate wave function. We introduce
dimensionless units by making the following transformation: (i) r → lr, where
l =
√
~/mω is oscillator length, and (ii) the energy is measured in units of ~ω.
Using the dimensionless quantities, we can rewrite the energy functional as
E
~ω
=
1
2
∫
dr1
{|∇ψ(r1)|2 + r21|ψ(r1)|2}
+ γ
∫ ∫
dr1dr2
|ψ(r1)|2|ψ(r2)|2e−µ|r1−r2|
|r1 − r2| , (2.4)
where
γ =
(Z2e2)
~
√
m
~ω
, (2.5)
is a dimensionless coupling strength for the interaction between the ions. It
measures the ratio of interaction energy between the ions to their trapping energy.
One should note that this parameter is totally different from the usual Coulomb
coupling parameter which is used in plasma physics.
We use the variational principle to obtain the condensate wavefunction that
minimizes the Gross-Pitaevskii functional. For simplicity, we choose a Gaussian
trial wave function,
ψ(r) =
[
N
(
2α
π
)3/2]1/2
e−αr
2
, (2.6)
with a variational parameter α. Note that ψ is normalized to N . The kinetic and
external potential energy terms in the energy functional are easily calculated to
be 3Nα/2 and 3N/8α, respectively. To calculate the interaction term we go to
the center-of-mass coordinate system,
R =
r1 + r2
2
and r = r1 − r2 , (2.7)
r1 = R+
1
2
r and r2 = R− 1
2
r . (2.8)
By introducing this coordinate system, the interaction energy term becomes
EI = γN
2
(
2α
π
)3 ∫ ∫
dR dr
e−4αR
2
e−(αr
2+µr)
r
, (2.9)
=
2γN2√
π
α1/2 − γN2µ eµ
2
4α erfc
(
µ
2
√
α
)
.
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Finally, the total energy reads
E
N~ω
=
3
2
α +
3
8α
+
2Nγ√
π
α1/2 − γNµ eµ
2
4α erfc
(
µ
2
√
α
)
. (2.10)
Minimizing the total energy with respect to α, we get
3
2
− 3
8
α−2 +
Nγ√
π
α−1/2 − Nγµ
2
2
√
π
α−3/2 +
Nγµ3
4
e
µ2
4α erfc
(
µ
2
√
α
)
α−2 = 0 . (2.11)
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Figure 2.3: Total energy per particle in units of ~ω as a function of the variational
parameter α forN = 104 atoms and different screening parameters for the Yukawa
potential. Solid, dashed, and dotted lines are for µ = 1, 2, and 3, respectively.
The Coulomb coupling parameter is γ = 1.
Although the Coulomb coupling parameter γ is considered to be of the order
of unity in the literature [46] for the charged Bose gas, realistic calculations of
γ with experimental parameters [47] give a value of the order of 108. As an
illustration we first give the variational parameter α dependence of the total
energy per particle in units of ~ω for γ = 1 and N = 104 atoms in Figure 2.3.
One can observe the minimum of the energy for various screening parameters in
the figure. We shall address the more realistic case of large values of γ shortly.
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The screening parameter µ in the screened Coulomb potential can be defined
in terms of the density n0 within the Thomas-Fermi (TF) approximation. The
TF approximation assumes that a local internal chemical potential can be defined
as a function of the electron concentration at that point. In the TF theory, the
electron density is represented locally as a free particle system and the chemical
potential is independent of position. Then, Thomas-Fermi screening length 1/µ
is defined as
µ2 = 4
(
3
π
)1/3
n
1/3
0
aB
, (2.12)
where aB is the Bohr radius. The density at the center can be defined by means
of the variational parameter α
n0 =
N
4π
3
α−3/2
. (2.13)
Then, one can write the screening parameter as a function of the variational
parameter α
µ = βN1/6α1/4 , (2.14)
where we have introduced a dimensionless quantity β = (12/π)1/3(l/aB)
1/2. Using
the TF value of µ in Equation 2.10, the total energy per particle in terms of
variational parameter α becomes
E
N~ω
=
3
2
α +
3
8α
+
2Nγ√
π
α1/2 − γN7/6β eβ
2N1/3
4α1/2 erfc
(
βN1/6
2α1/4
)
α1/4 . (2.15)
Minimizing the energy with respect to α, we obtain the relation
3
2
− 3
8
α−2 +
Nγ√
π
α−1/2 − N
4/3γβ2
4
√
πα
− N
7/6γβ
4α3/4
e
β2N1/3
4α1/2 erfc
(
βN1/6
2α1/4
)
(2.16)
+
N3/2γβ3
8α5/4
e
β2N1/3
4α1/2 erfc
(
βN1/6
2α1/4
)
= 0 .
Figure 2.4 shows the dependence of the total energy per particle in units of ~ω
on α, which is the inverse square of the cloud size, for N = 104 and the Coulomb
coupling parameter γ = 108. It can be seen that there is still a minimum of
energy for the realistic parameters. We solve Equation 2.16 numerically and find
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Figure 2.4: Total energy per particle in units of ~ω as a function of the variational
parameter α for N = 104 atoms for Yukawa potential. The Coulomb coupling
parameter is γ = 108.
the variational parameter α for various values of the parameters N , µ and γ.
Our estimate of the cloud size relies on the experimental parameters of Chen
et al. [47] who had N = 104 atoms. Thus, for 104 atoms we obtain the cloud
size for the screened Coulomb interaction to be ∼ 15µm for which the trap
frequency is approximately 104Hz. In Figure 2.5, the dependence of the size of
a Bose condensed ionic cloud on the electron density which is obtained using the
Thomas-Fermi screening picture is shown. Two limiting behaviors are evident.
For the large values of the screening parameter µ, the cloud size, 1/
√
α, decreases
as expected, since the screening reduces the range of the Coulomb potential. As
the screening parameter µ goes to zero the value of the cloud size corresponds to
that of bare Coulomb potential case, i.e. charged Bose gas.
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Figure 2.5: Cloud size 1/
√
α as a function of the screening parameter µ for
N = 104 atoms. Coulomb coupling parameter is 108. Two limits of the µ
dependence is shown. For small values of the screening parameter µ, the cloud
size decreases since the screening reduces the range of Coulomb potential. In the
opposite limit, as µ goes to zero the value of the cloud size corresponds to that
of the bare Coulomb potential, i.e., charged Bose gas.
2.3 Charged Bosons with No Screening
We now consider the situation of a system composed of N identical bosons
interacting via the repulsive Coulomb interaction Z2e2/r that are confined in an
isotropic harmonic trap. As in the case of ultra-cold plasma of ions interacting
via the Yukawa potential, we use the Gross-Pitaevskii functional to describe the
ground state properties. In dimensionless units introduced previously, the Gross-
Pitaevskii energy functional is given by
E
~ω
=
1
2
∫
dr1
{|∇ψ(r1)|2 + r21|ψ(r1)|2}
+ γ
∫ ∫
dr1dr2
|ψ(r1)|2|ψ(r2)|2
|r1 − r2| , (2.17)
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Adapting the Gaussian trial function ansatz as before, the kinetic and external
potential energy terms in the energy functional are easily calculated to yield
3Nα/2 and 3N/8α, respectively. The interaction energy term is calculated by
going over to the center-of-mass coordinate system as before, yielding finally
EI = γN
2
(α
π
)3/2
4π
∞∫
0
r dr e−αr
2
=
2N2γ√
π
α1/2 . (2.18)
The total variational energy is
E
N~ω
=
3
2
α +
3
8α
+
2Nγ√
π
α1/2 . (2.19)
Minimizing the energy with respect to α, we get
3
2
− 3
8
α−2 +
Nγ√
π
α−1/2 = 0 . (2.20)
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Figure 2.6: Total energy per particle in units of ~ω as a function of variational
parameter α for N = 104 atoms for the bare Coulomb potential. The Coulomb
coupling parameter is γ = 1.
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Figure 2.7: Total energy per particle in units of ~ω as a function of variational
parameter α for N = 104 atoms for the bare Coulomb potential The Coulomb
coupling parameter is γ = 108.
Figure 2.6 shows the α dependence of the total energy per particle in units of
~ω for N = 104 atoms and γ = 1. Figure 2.7 also shows the same dependence for
the experimental parameters of Chen et al. [47] where the coupling parameter is
γ = 108. One can easily see the energy minimum in both curves despite the huge
difference in the coupling strength values. Similarly to the Yukawa potential case,
we obtain the cloud size for the bare Coulomb potential case as ∼ 2mm where
the trap frequency is approximately 104Hz.
2.4 Theoretical Model for Ion and Electron
Densities
The ion cloud is described as a Bose condensed system within the mean-field
approximation as in previous sections, but in this case, electron density is not
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assumed to be constant. The ground state energy functional for the ions at zero
temperature is given by
Ei[ψ(r)] =
∫
dr
{
~
2
2mi
|∇ψ(r)|2 + 1
2
miω
2r2|ψ(r)|2
}
+ Z2e2
∫ ∫
drdr′
|ψ(r)|2|ψ(r′)|2
|r− r′|
− Ze2
∫ ∫
drdR
|ψ(r)|2n(R)
|r−R| , (2.21)
where ψ(r) is the condensate wave function, ω is the harmonic trap frequency,
and n(r) is the electron density. We assume that bosonic ions and electrons
interact via the bare Coulomb potential. Energy functional is minimized by
δ{Ei − µi
∫
|ψ(r)|2dr} = 0, (2.22)
where µi the chemical potential subject to the normalization condition Ni =∫ |ψ(r)|2dr. By functional minimization of energy functional, one can obtain the
Gross-Pitaevskii equation as[
− ~
2
2mi
∇2 + 1
2
miωr
2 + Z2e2
∫
dr′
|ψ(r′)|2
|r− r′|
−Ze2
∫
dR
n(R)
|r−R|
]
ψ(r) = µiψ(r). (2.23)
The Thomas-Fermi energy functional for electrons is composed of three terms,
ETF [n(r)] = T TF [n(r)]− Ze2
∫ ∫
drdR
n(r)|ψ(R)|2
|r−R|
+
e2
2
∫ ∫
drdr′
n(r)n(r′)
|r− r′| . (2.24)
The first term is the kinetic energy and obtained by integrating the kinetic energy
density of a homogeneous electron gas, t0[n(r)],
T TF [n(r)] =
∫
dr t0[n(r)], (2.25)
where t0[n(r)] is obtained by summing the single-particle energies, ε = ~
2k2/2me,
up to the Fermi wave vector kF = [3π
2n(r)]1/3
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t0[n(r)] =
~
2
2π2me
∫ kF
0
k4dk =
3~2
10me
(3π2)2/3n(r)5/3, (2.26)
then the kinetic energy is obtained as
T TF [n(r)] =
3~2
10me
(3π2)2/3
∫
drn(r)5/3. (2.27)
The second term is the electrostatic energy of attraction between the ions and
the electrons and the last term represents the electron-electron interactions in the
system which is approximated by the Coulomb repulsion between electrons. We
assume that the electrons are not interacting with the trap. Then the Thomas-
Fermi energy functional becomes
ETF [n(r)] =
3~2
10me
(3π2)2/3
∫
drn(r)5/3 − Ze2
∫ ∫
drdR
n(r)|ψ(R)|2
|r−R|
+
e2
2
∫ ∫
drdr′
n(r)n(r′)
|r− r′| . (2.28)
The Thomas-Fermi equation is obtained by minimizing the energy functional
with respect to the electron density
δ{ETF − µe
∫
n(r)dr} = 0, (2.29)
and Ne =
∫
n(r)dr,
~
2
2me
(3π2)2/3n(r)2/3 − Ze2
∫
dR
|ψ(R)|2
|r−R| + e
2
∫
dr′
n(r′)
|r− r′| = µe. (2.30)
The total energy functional becomes
E[ψ(r), n(r)] =
∫
dr
{
~
2
2mi
|∇ψ(r)|2 + 1
2
miω
2r2|ψ(r)|2
}
+ Z2e2
∫ ∫
drdr′
|ψ(r)|2|ψ(r′)|2
|r− r′| − Ze
2
∫ ∫
drdR
|ψ(r)|2n(R)
|r−R|
+
3~2
10me
(3π2)2/3
∫
drn(r)5/3 +
e2
2
∫ ∫
drdr′
n(r)n(r′)
|r− r′| . (2.31)
Dimensionless units are introduced by making the same transformation as in
the previous sections: (i) r→ lr, where l =√~/miω is oscillator length, and (ii)
the energy is measured in units of ~ω.
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The energy functional can now be rewritten using the dimensionless quantities
E
~ω
=
1
2
∫
dr
{
|∇ψ(r)|2 + r2|ψ(r)|2 + 3(3π
2)2/3
5
mi
me
n(r)5/3
}
+ γ
∫ ∫
drdr′
{ |ψ(r)|2|ψ(r′)|2
|r− r′| −
1
Z
|ψ(r)|2n(r′)
|r− r′| +
1
2Z2
n(r)n(r′)
|r− r′|
}
,(2.32)
where γ = (Ze)2
√
mi/~ω/~ is the electrostatic coupling constant. Similarly,[
−∇2 + r2 + 2γ
∫
dr′
|ψ(r′)|2
|r− r′| −
2γ
Z
∫
dr′
n(r′)
|r− r′|
]
ψ(r) = 2µiψ(r), (2.33)
and
(3π2)2/3
2
mi
me
n(r)2/3 − γ
Z
∫
dr′
|ψ(r′)|2
|r− r′| +
γ
Z2
∫
dr′
n(r′)
|r− r′| = µe, (2.34)
are the equations satisfied by the condensate wavefunction ψ(r′) and the electron
density n(r′).
To find the density distributions, we employ a modified Thomas-Fermi model
[44]. We assume spherically symmetric density distributions. If the electrostatic
potential arising from electron-ion and ion-ion interactions is called φ, the
equations of motion become
(3π2)2/3
2
mi
me
n(r)2/3 − γ
Z
φ = µe, (2.35)
and
r2
2
+ γφ = µi. (2.36)
Substituting φ from the latter into the former, the electron density is obtained
as
n(r) =
1
3π2
[
2me
Zmi
]3/2 [
Zµe + µi − r
2
2
]3/2
. (2.37)
Making use of the Poisson equation
∇2φ = −4π[|ψ(r)|2 − n(r)/Z], (2.38)
one gets the ion density as
|ψ(r)|2 = 1
3π2Z
[
2me
Zmi
]3/2 [
Zµe + µi − r
2
2
]3/2
+
3
4πγ
. (2.39)
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Charge neutrality of the plasma requires ZeNi−eNe = 0. After normalization
we get
n(r) =
2
√
2Ne
π2(Zµe + µi)3
[
Zµe + µi − r
2
2
]3/2
, (2.40)
and
|ψ(r)|2 =
Ni
{
1
3π2Z
[
2me
Zmi
]3/2 [
Zµe + µi − r22
]3/2
+ 3
4πγ
}
[
(Zµe+µi)3
6
√
2Z
[
2me
Zmi
]3/2
+ 2
3/2(Zµe+µi)3/2
γ
] . (2.41)
Figure 2.8 shows the density distributions for electrons and ions for Ne =
Ni = 10
4 and coupling parameter γ = 108. Gaussian density for the ions and
constant density for electron that we used in the previous section are shown in
the figure also. One can see that electron and ion densities are completely the
same. This implies the complete screening of the plasma.
We find the cloud size for the system by using the same parameters that we
used before. The cloud size becomes approximately 14µm for 104 electrons and
104 ions confined with a trapping frequency 10 KHz.
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Figure 2.8: Density distributions as a function of r/l where l is oscillator length.
Coupling parameter γ = 108 and Ne = Ni = 10
4. Gaussian density for the ions
ng and constant electron density n0 used in [41] is also shown. Electron and ion
densities are completely the same.
Chapter 3
Localization of an Impurity Particle
on a Boson Mott Insulator
Background
The system of ultra-cold atoms in optical lattices can be used to mimic
traditional problems in solid-state physics because these systems are highly
controllable and experimentally achievable [10, 48–52]. For example, superfluid-
Mott insulator phase transition, which is predicted by Bose-Hubbard model, has
been experimentally demonstrated in the cold atom optical lattices [10]. With
improvement over the control of the system parameters, as well as advancement
of measurement techniques such as noise correlations [53], it seems conceivable
that a great variety of models will be realized in optical lattices.
Optical lattices are created by overlapping of two counterpropagating laser
beams. Atoms are trapped in the optical standing waves which are caused by
the interference between the laser beams. The ground-state single-particle wave
function is a Bloch wave function for the atoms in a periodic potential. Thus,
the Bloch state with zero quasi-momentum, q = 0, is macroscopically occupied,
when a condensate is loaded in an optical lattice.
Bose-Hubbard (BH) Hamiltonian of the solid state physics totally describe
the system of bosonic atoms with repulsive interaction in a periodic potential, as
26
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realized by Jaksch et al. [11]
H = −t
∑
<i,j>
b†ibj +
U
2
∑
i
ni(ni − 1), (3.1)
where b†, b are the bosonic creation and annihilation operators respectively; ni =
b†ibi is the on-site number operator for the bosons and the indices < i, j > run
over the nearest neighbor sites. The first term in the BH Hamiltonian describes
the tunneling of the atoms between neighbouring sites, and second term is for
the on-site repulsive interaction.
Depending on the ratio between the the tunnelling strength and the
interaction for bosons, the system may either form a superfluid (SF) or a Mott
insulator (MI) state [54]. For the case of zero on-site interaction, U = 0, the
many-body ground-state is an ideal Bose-Einstein condensate where all atoms
are in the Bloch states of the lowest band, and each atom is spread out over
the entire lattice. In the opposite limit, i.e. t = 0, ground-state is a product of
local number states with equal number of atoms per site. This ratio between the
interaction and the kinetic energy can be varied by simply changing the lattice
depth in the experiments [55].
Another new class of quantum models realized by cold gas experiments is the
mixture of different species of atoms [56], namely, the boson-boson and boson-
fermion mixtures have been created. It is now also possible to selectively turn
on optical lattice potentials for any of the species forming the mixture [57]. The
experimental realization of atomic gas mixtures stimulated a lot of theoretical
interest [58–64]. There are possibilities of pairing due to mediated interactions
[59], formation of composite particles similar to molecules [62], large counterflows
of different species or even countersuperfluidity [61]. There are also ideas to
simulate random potentials using one species as the disorder potential for the
others [63]. The parameter space for mixtures is very large, with many possible
phases and a complicated phase diagram [62, 64]. Two recent experiments
about boson-fermion mixtures have shown that the optical lattice experiments
are advanced enough to test these theoretical ideas in the laboratory [65, 66].
In this chapter, we investigate the limit where one bosonic species interacts
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with a single fermionic particle [67]. The identity of the external particle does
not matter and all the results obtained are valid for a bosonic impurity as well.
We assume that both species share the same lattice potential and that the lattice
potential is deep enough so that only one band of the lattice is populated. The
Hubbard-type Hamiltonian [11] for this system can be written as
H = − tb
∑
<i,j>
b†ibj +
Ubb
2
∑
i
ni(ni − 1)− µb
∑
i
ni (3.2)
− tf
∑
<i,j>
f †i fj + Ubf
∑
i
nif
†
i fi,
where b†, b and f †, f are the bosonic and impurity creation and annihilation
operators respectively; ni = b
†
ibi is the on-site number operator for the bosons and
< i, j > represents a sum over nearest neighbors. The strength of the tunnelling
terms are characterized by hopping matrix elements tb for bosons and tf for the
fermion. Ubb and Ubf are the on-site interaction strengths between bosons and
between a boson and a fermion respectively.
The localization problem can be studied in both SF and MI regimes, but we
can provide exact results only for the Mott insulator case. Thus, we first consider
the exactly solvable case, namely when tb/Ubb = 0. For a Mott insulator with n0
bosons per site, the chemical potential is constrained to
Ubb(n0 − 1) ≤ µb ≤ Ubbn0. (3.3)
With these considerations for bosons, the fermion can show two qualitatively
different behaviors. It can either behave like a free fermion with its wavefunction
stretching throughout the system, or it may create a defect in the Mott insulator
and form a bound state with this defect. We calculate the critical interaction
strength that separate these two regimes.
3.1 Localization in a Perfect Mott Insulator
In this section, we calculate the critical interaction strength for bound state
(polaron) formation in the limit that the boson Mott insulator is perfect, i.e.
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the hopping strength for bosons is zero (tb/Ubb = 0). When boson hopping is
neglected the Mott insulator background becomes almost inert for the fermion,
presenting a spatially independent mean field energy shift. In this case, the
fermion will move with the dispersion relation
Ek = tf
[
6− 2
∑
i=x,y,z
cos(kia)
]
, (3.4)
where −π/a < ki ≤ π/a is the crystal momentum of the fermion in the i direction
and a is the lattice constant. It cannot be expected that this delocalized behavior
of the fermion continues if the interactions between the background bosons and
the fermion become very strong. For the case of attractive interaction between
bosons and the fermion, i.e. Ubf < 0, it would be energetically favorable to put
more bosons at a lattice site and bind the fermion to these bosons. This will
only happen at a critical interaction strength, beyond which the energy gained
by boson-fermion attraction is larger than the sum of the kinetic energy cost of
localizing the fermion and the interaction energy cost of introducing more bosons.
This critical interaction strength can then be found by investigating the single
particle Hamiltonian
H = −tf
∑
<i,j>
f †i fj − V f †0f0, (3.5)
where we take the site at which the defect is formed as the origin and assume
that the defect represents a localized attractive potential −V to the fermion.
The value of V for having a bound state is important for our analysis. This is
the discrete version of the problem of existence of a bound state for a localized
potential well [44]. Just like the continuum version, in one and two dimensional
lattices there is a bound state for an infinitesimally small attractive potential. In
three dimensions, however, there is a certain critical value below which there is
no bound state. In the case of a finite attractive potential, the dispersion relation
takes the following implicit form
φk[E˜ + 2
∑
i
cos(kia)] = −V˜ ψ0, (3.6)
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where E˜ = E/tf and V˜ = V/tf are the scaled quantities and φk =
∑
i ψie
−ik·ri
is the Fourier transform of the particle’s wave function. We obtain the relation
between the binding energy and the attractive potential by taking the Fourier
transform of Equation 3.6
1
V˜
=
∫ π
−π
∫ π
−π
∫ π
−π
dθxdθydθz
(2π)3
1
(6− 2∑i cos θi) + ǫ , (3.7)
where θi = kia and we take
E˜ = −6− ǫ, (3.8)
with ǫ > 0 being the binding energy. When ǫ = 0, i.e. at the localization
threshold, the above integral can be evaluated exactly [68] and the critical value
at which the localization takes place is
V˜c =
2
(18 + 12
√
2− 10√3− 7√6) [ 2
π
K(k0)
]2 = 3.95678, (3.9)
where k20 = [(2 −
√
3)(
√
3−√2)]2 and K is the complete elliptic integral of the
first kind. For nonzero ǫ, the integral was evaluated by Joyce [69]. Using this
result, the potential is obtained as
V˜ =
2
(1−η)1/2
ω
(
1− 1
4
η
)1/2 ( 2
π
)2
K(k+)K(k−)
, (3.10)
where η = −16z(√1− z + √1− 9z)−2, z = 1/ω2 = 1/(3 + ǫ/2)2, and k2± =
1
2
[
1± η
√
1− 1
4
η − (1− 1
2
η
)√
1− η
]
. In the limit of large binding energy, ǫ >>
1, we obtain a linear relation V˜ ∝ ǫ, which is expected as the particle is strongly
localized at a single lattice site.
The exact evaluation of the integral above allows us to calculate not only
the critical boundary but also the binding energy ǫ(V/tf) of the bound state
(Figure 3.1). We now generalize our one particle results to the many particle
case. We first assume that the fermion-boson interaction is attractive, Ubf < 0.
In this case, the simplest defect would be to introduce one more boson, thus the
attractive potential seen by the fermion will be V = |Ubf |. However, to introduce
one more boson to a Mott insulator with n0 particles per lattice site would cost
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Figure 3.1: Binding energy ǫ of the impurity as a function of V/tf . The critical
interaction strength where the localization begins can also be obtained from the
figure, i.e. ǫ = 0 for Vc/tf ≈ 3.96.
energy, Ubbn0−µ . Thus, the phase boundary between the free fermion state and
the bound state of the fermion and one bosonic defect (polaron) is given by
ǫ
(−Ubf
tf
)
=
Ubbn0 − µ
tf
. (3.11)
This is not the only defect that can be created in the Mott insulator. If the
boson-fermion attraction is strong enough, it becomes energetically favorable to
attract more bosons and form a bound state of two bosons and one fermion. The
phase boundary for such a defect can be decided by comparing the energy of this
state with the energy of the bound state of one boson and one fermion. Thus,
the equation for phase boundary is
ǫ
(−Ubf
tf
)
− Ubbn0 − µ
tf
= ǫ
(−2Ubf
tf
)
− Ubb(2n0 + 1)− 2µ
tf
. (3.12)
One can similarly find the boundaries for bound states with higher number of
bosons.
Another kind of defect is possible for repulsive interactions, i.e. Ubf > 0. For
sufficiently strong repulsive interactions it would be preferable to create a hole in
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the Mott insulator state and bind the fermion to this hole. The corresponding
phase boundary is given by
ǫ
(
Ubf
tf
)
=
−Ubb(n0 − 1) + µ
tf
. (3.13)
Similar to the attractive interactions, it is possible to form bound states of the
fermion with more holes. One can continue to deplete the Mott state until all
the n0 bosons are removed from the defect site. After this point it would be
preferable to deplete bosons from the neighboring sites. We have, however, not
included such states in our phase diagram. In Figures 3.2, 3.3, and 3.4, we
present three phase diagrams for three different values of the chemical potential.
Figure 3.2 indicates that when µ = (n0 − 1/2)Ubb, phase diagram is symmetric
around Ubf = 0. This is expected as this value of µ corresponds to lobe centers
of the Bose-Hubbard phase diagram where there is particle-hole symmetry. One
can also notice from this diagram that when Ubb is close to zero, even for small
|Ubf | values, the fermion can be bound to a large number of bosons. If we take
µ = (n0 − 1/4)Ubb as in Figure 3.3, the symmetry around Ubf = 0 is broken and
for the repulsive interactions it is harder to attract holes. Figure 3.4 represents
the opposite case, µ = (n0 − 3/4)Ubb, where stronger interactions are required to
attract particles.
We believe that the phase diagram can be checked experimentally. While it
would be possible to modify Ubf by an interspecies Feshbach resonance, an easier
route would be to change tf which is controlled by the strength of the optical
lattice. The localized impurity states can be distinguished from free fermion
states as their mean field shifts would be different; in principle, RF spectroscopy
[70, 71] would directly detect the difference in the mean field shift. Although the
calculation was carried out for a single impurity, we expect these results to be
quantitatively correct for a small density of fermionic impurities over a bosonic
Mott insulator background. Essentially, if the inverse of Fermi momentum is
much larger than the lattice spacing, then the fermions would hardly effect each
other’s behavior.
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Figure 3.2: Phase diagram for µ = (n0 − 1/2)Ubb. Numbers in each region show
how many extra particles (Ubf < 0) or holes (Ubf > 0) are attracted to the
localization site. The region marked as ≥ 7 contains all the phases with seven
or more extra bosons (holes). Phase diagram for this value of µ is symmetric
around Ubf = 0. For small boson-boson repulsion Ubb, even for small |Ubf | values,
large number of bosons are attracted. While this phase diagram is independent
of n0, the number of holes that are attracted is limited by n0.
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Figure 3.3: Phase diagram for µ = (n0 − 1/4)Ubb. Symmetry in Figure 3.2
is broken and particle attraction is easier than the hole attraction, since the
chemical potential is increased with respect to the symmetry point. To attract a
hole one needs higher boson-fermion interaction |Ubf | for the same Ubb.
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Figure 3.4: Phase diagram for µ = (n0 − 3/4)Ubb. As opposed to Figure 3.3, to
attract a particle one needs higher boson-fermion interaction.
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3.2 Effects of Lattice Anisotropy
In the optical lattice experiments, it is possible to change the strength of the
laser beams forming the lattice, hence realize a model system where the lattice is
not isotropic. We assume that the hopping strength for the fermion is different
in one direction compared to the other two directions and calculate the effect of
such anisotropy on the phase diagram of the previous section. The localization
threshold for the anisotropic case can also be calculated analytically. Thus, in
the following discussion we need not assume that the anisotropy of the lattice is
small.
Because of the anisotropy, the single particle Hamiltonian in Equation 3.5 is
modified as
H = −tf
∑
<i,j>
f †i fj − t′f
∑
<i,j>
f †izfjz − V f †0f0, (3.14)
where we take the hopping term in the z direction to be t′f 6= tf . We obtain the
relation between V˜ and ǫ as
1
V˜
=
∫ π
−π
∫ π
−π
∫ π
−π
dθxdθydθz
(2π)3
1
[4− 2∑i=x,y cos θi + 2τ(1− cos θz)] + ǫ, (3.15)
where E˜ = −4− 2τ − ǫ and τ = t′f/tf . For ǫ = 0 this integral can be evaluated
exactly [68]. The critical value for the localization is found to be
V˜c =
2
√
2
τ
(
√
2
√
1 + τ −√2 + τ ) ( 2
π
)2
K[k+(τ)]K[k−(τ)]
, (3.16)
where
k±(τ)2 =
[
1
τ
(
√
2
√
1 + τ −√2 + τ )(√2 + τ ±
√
2)
]2
. (3.17)
As τ increases, i.e. the anisotropy of the lattice increases, the critical value for
the potential increases and the localization becomes more difficult (Figure 3.5).
As t′f → 0, the system becomes two dimensional and there is no threshold for
localization, as expected. For large t′f/tf , Vc ∼
√
t′f tf , which gives Vc → 0 in the
one dimensional limit, tf → 0. Moreover, it is possible to evaluate the integral
for nonzero ǫ [68], yielding
V˜ =
2(
√
1− (2− τ)2z +√1− (2 + τ)2z)
w
(
2
π
)2
K[k+(τ)]K[k−(τ)]
, (3.18)
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Figure 3.5: The critical value of interaction Vc/tf as a function of lattice
anisotropy characterized by t′f/tf (Equation 3.16). If the hopping parameter t
′
f
increases, anisotropy of the lattice increases and the localization becomes more
difficult. τ = t′f/tf = 1 gives Vc/tf for the isotropic case.
where w = 2 + τ + ǫ/2, z = 1/w2 and
k2± =
1
2
− 1
2
[√
1− (2− τ)2z +
√
1− (2 + τ)2z
]−3
(3.19)
×
[√
1 + (2− τ)√z
√
1− (2 + τ)√z +
√
1− (2− τ)√z
√
1 + (2 + τ)
√
z
]
×
{
±16z +
√
1− τ 2z
[√
1 + (2− τ)√z
√
1 + (2 + τ)
√
z
+
√
1− (2− τ)√z
√
1− (2 + τ)√z
]2}
.
Using this exact result, the phase diagram can be obtained for arbitrary τ .
In Figure 3.6, we display the phase diagram for τ = 1.5. Comparing Figure 3.6
with Figure 3.2 (isotropic case) we see that the phase boundaries are closer to
the Ubf axis.
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Figure 3.6: Phase diagram in the presence of lattice anisotropy (for τ = t′f/tf =
1.5 and µ = (n0 − 1/2)Ubb). To be compared with Figure 3.2 (τ = 1, µ =
(n0 − 1/2)Ubb). One can see that anisotropy with τ > 1 causes the localization
threshold to move to higher values of |Ubf |.
3.3 Effects of Higher Impurity Bands
An important point one always has to keep in mind that the effective Hubbard
models, such as Equation 3.5, are obtained by projecting the system into the
lowest band of the lattice [11]. This procedure is expected to describe the
low energy physics as long as the band gaps are larger than the temperature
and interaction scales in the problem. In the equivalent language of Wannier
functions, this condition corresponds to requiring the Wannier function of each
lattice site to be undisturbed by interactions.
In the context of the current problem, we discussed the critical hopping
strength that is needed to localize the impurity particle to a small region, which
is of the order of one lattice site. The precise determination of the Hubbard
model parameters such as Ubf depends on the microscopic model one starts from.
For the Hubbard model to work correctly, the Wannier functions for the impurity
must be unchanged even if the impurity particle is localized to one lattice site. As
a localized impurity attracts (or repels) extra particles (holes) to its localization
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Figure 3.7: Schematic representation of the effect of higher impurity bands to
the hopping parameter. If the localized impurity attracts extra particles (holes)
to the localization site, the local wave function of the impurity particle changes.
Then the hopping parameter for this site is different from that for the other sites.
site, one may expect the on-site wave function of the localized particle to be
different from the Wannier functions at other lattice sites. This is essentially
considering the coupling of the localized particle to higher impurity bands, and
should be a small effect controlled by the parameter
Ubf
∆f
, where ∆f is the width
of the first band gap of the impurity bands. Thus, the effect we are considering
in this section would be important only if the impurity particle is highly mobile
in the lattice, while the interaction between the background particles and the
impurity is strong enough to localize the particle (Figure 3.7).
In such a case, the system can still be modelled by a Hubbard model where the
hopping strength between the localization site and its neighbors (t′f ) is different
from the hopping strength between any other neighboring sites in the lattice (tf ).
These hopping strengths can once again be calculated by looking at the overlaps
of the localized wavefunctions between neighboring lattice sites [11].
In this case, we take the single particle Hamiltonian as
H = −tf
∑
<i,j>
f †i fj − (t′f − tf)
∑
<l,m>
f †l fm(δl0 + δm0)− V f †0f0. (3.20)
Calculations similar to those performed in the previous sections yield
V˜ =
1− ∫ π−π ∫ π−π ∫ π−π dθxdθydθz(2π)3 2(τ−1)Pi cos θi6−2Pi cos θi+ǫ∫ π
−π
∫ π
−π
∫ π
−π
dθxdθydθz
(2π)3
1
6−2Pi cos θi+ǫ
, (3.21)
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Figure 3.8: The critical value of interaction Vc/tf as a function of τ = t
′
f/tf
(Equation 3.23). As the ratio of the hopping parameters τ increases, localization
occurs for smaller values of the interaction.
where E˜ = −6− ǫ. Evaluating this integral exactly [72], we obtain the relation
V˜ =
2τ
(1−η)1/2
ω
(
1− 1
4
η
)1/2 ( 2
π
)2
K(k+)K(k−)
− 2(τ − 1)ω, (3.22)
where η = −16z(√1− z + √1− 9z)−2, z = 1/ω2 = 1/(3 + ǫ/2)2, and k2± =
1
2
[
1± η
√
1− 1
4
η − (1− 1
2
η
)√
1− η
]
. When ǫ = 0, the critical value for the
potential is found to be
V˜c ≈ 3.95678[1− 0.51622(τ − 1)]. (3.23)
As can be seen in Figure 3.8, the coupling to higher impurity bands can
substantially change the critical value for localization. If Ubf < 0, we expect
a narrowing of the local wave function (as in Figure 3.7), then t′f < tf and
consequently localization is harder Vc(τ) > Vc(τ = 1). Similarly if Ubf > 0 we
expect easier localization. In general one would then expect each different polaron
state to have a different τ value. Still to gain a basic understanding of this effect
we obtain the phase diagram (Figure 3.9) using constant value of τ = 1.5.
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Figure 3.9: Phase diagram obtained when the effect of higher impurity bands
is taken into account (τ = 1.5, µ = (n0 − 1/2)Ubb). This effect is modelled
by the parameter τ , which is the ratio of the hopping strength between the
localization site and its neighbors to the one between any other neighboring sites.
Compare this figure with Figure 3.2 (τ = 1, µ = (n0 − 1/2)Ubb). One can see
that localization is easier if τ > 1.
Chapter 4
2D Bose-Einstein Condensate with
Gravitylike Interatomic Attraction
Investigations of Bose-Einstein condensates (BEC) have been mostly concen-
trated on systems with short range two-body interaction which is characterized
by the s-wave scattering length [14]. Recently, O’Dell et al. [12] proposed a
configuration for the occurrence of 1/r interaction which is a totally new regime
for cold gases that have a long-range attractive interaction. They showed that a
particular spatial configuration of external electromagnetic fields which generate
a 1/r potential in the near zone. The analysis of this configuration is important
also because it suggests a new way to examine the stellar 1/r interaction in
the laboratory. Apart from this possibility, it is interesting that such a system
results in stable condensates even in the absence of an external trap potential [73].
Recent experiments [77] on polar molecules and condensates with dipole-dipole
interactions started to probe the properties of such systems.
In the aforementioned configuration the intense off-resonant laser beams are
adjusted so as to cancel the r−3 term in the dipole-dipole interaction leaving only
the 1/r attractive interaction stabilizing the BEC [12]. The fields caused by laser
beams induce the dipoles with which the atoms are coupled. The dipole-dipole
interaction energy, caused by an external electromagnetic radiation with intensity
41
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I, can be written [12]
U(r) =
(
I
4πcε20
)
α2(k)eˆ∗i eˆjVij(k, r) cos(k · r), (4.1)
where k is the wave vector, eˆ is the polarization vector, r is the interatomic axis,
and α(k) is the dynamic polarizability. Retarded dipole-dipole interaction tensor
Vij is
Vij =
1
r3
[(δij − 3rˆi · rˆj)(cos kr + kr sin kr)− (δij − rˆi · rˆj)k3r2 cos kr], (4.2)
where rˆi = ri/r. It is assumed that the atoms are not excited by the laser beams.
Thirunamachandran [78] noted that the static dipolar part of the interaction,
r−3(δij − 3rˆirˆj), vanishes by taking the over all average of the interatomic axis
with respect to the incident radiation direction. Thus, in the near-zone (kr ≪ 1),
only the attractive 1/r potential remains.
O’Dell et al. [12] considered a spatial configuration with three orthogonal
circularly polarized laser beams, called triads, in the directions xˆ, yˆ, zˆ, to get
rid of the r−3 term. They showed that this triad configuration gives rise to the
following potential, in the near-zone,
U(r) = −3Ik
2α2
16πcε20
1
r
[
7
3
+ (sin θ cosφ)4 + (sin θ sin φ)4 + (cos θ)4
]
, (4.3)
where (θ, φ) is the orientation of r relative to the laser beams. Then,
they obtained a purely radial potential by combining 6 triads with different
orientations. Finally, they get the potential as
U(r) = −11
4π
Ik2α2
cε20
1
r
= −u
r
. (4.4)
By introducing frequency shifts between the laser beams, one can overcome the
difficulty of surviving of r−3 interaction due to the interference between the
beams.
In this system, two new regimes appear where the kinetic energy, contact
interaction energy and gravitylike attractive interaction form a stable configu-
ration without a trap potential [12, 79] i.e., the condensate is self-bound. Self-
bound condensates have been examined extensively in the literature in the context
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of laser induced gravitation [80] and other systems [73–76]. Ghosh [81] has
studied the collective excitation frequencies of this system in three-dimensions
(3D) within the time-dependent variational method. He showed that variational
analysis agrees with the results of Ref. [79] very well in which the sum-rule
approach was used. Recently it has been shown that numerical solutions are in
very good agreement with the variational solutions for 3D systems [82].
There is a growing interest in condensates with long-range interactions,
especially in those with dipole-dipole interaction [83, 84]. After the realization
of Bose-Einstein condensation with 52Cr atoms [13], many theoretical and
experimental studies on systems with dipolar interaction appeared in the
literature [85]. The recent progress on the cooling and trapping of neutral atomic
gases with electromagnetic field has also made it possible to study 2D Bose gases
[86]. The 2D atomic BECs have many interesting properties as revealed by
experiments and theoretical predictions. The excitation spectrum and vortex
states of ordinary 2D BECs [87, 88] and BECs with dipole-dipole interaction [89]
have also been investigated.
In this chapter we study a 2D condensate with attractive 1/r interaction [90].
We calculate the ground-state properties using a variational approach and show
that the condensate is stable without an external potential. We also consider
the dynamics of the condensate within the time-dependent variational method
and calculate the monopole and quadrupole mode frequencies. We examine the
excitation spectrum for the Thomas-Fermi gravity and gravity regimes, analyze
the vortex states and calculate the coherence length as well as the critical angular
frequency to create a vortex. Our work parallels a similar consideration for 3D
condensates [81] which allows for a comparison of the effects of dimensionality.
4.1 Ground-state Properties
We will make use of the mean field theory together with the variational method
to investigate the ground state properties. For a dilute gas of bosonic atoms, we
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can write the equation of motion for the system as,
i~
∂ψ(r, t)
∂t
=
[
− ~
2
2m
∇2 + Vext(r) + VH(r)
]
ψ(r, t), (4.5)
in which Vext = mω
2
0r
2/2 is the external harmonic potential and VH is the Hartree
potential consisting of hard sphere and gravity interactions, respectively, in the
form
VH(r) = g | Ψ(r) |2 −u
∫
d2r′
| Ψ(r′) |2
| r′ − r | , (4.6)
where g = 2
√
2π~2a/maz is the interaction strength with a being the 2D s-wave
scattering length, and az is the harmonic oscillator length in the tightly confined
direction. We consider a highly anisotropic condensate, i.e., ωz ≫ ω⊥, and use
the quasi-three-dimensional (Q3D) scattering model. In this model, if az ≫ a,
atoms experience collisions in 3D and the contact interaction parameter can be
written in terms of the same parameter in 3D [91–93]. One should keep in mind
that the Hartree potential can be written in this form if the −u/r potential
is sufficiently weak and does not affect the short-range scattering. We use the
variational wavefunction in the form Ψ(r, λ) =
√
N/πλ2l20 exp(−r2/2λ2l20), where
l0 =
√
~/mω0 and this form satisfies the normalization condition with total
number of particles N . Using this function in the energy functional, energy per
particle can be obtained as
E(λ)
N~ω0
=
1
2
(λ−2 + λ2 + s˜λ−2 − 2u˜λ−1), (4.7)
where the dimensionless interaction parameters are s˜ =
√
2/πNa/az and u˜ =√
π/2uN/(2l0~ω0). Equation 4.7 implies that the scattering interaction (third
term) in 2D shifts the kinetic energy by s˜. Minimizing the energy with respect
to the variational parameter λ, we obtain
1− (1 + s˜)λ−4 + u˜λ−3 = 0 . (4.8)
One can obtain the virial relation as −T + Vext − Es − Eu/2 = 0 from a scaling
analysis which is equivalent to the above relation, where T and Vext are the
kinetic and trap potential energies, Es and Eu are the interaction energies. It
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is worth mentioning here that variational calculations have been shown [82] to
be quite accurate for a large range of parameters in the case of 3D condensates
with gravitylike interaction. Based on our variational results, Table 4.1 gives the
comparison of the four asymptotic regions for some experimental quantities such
as the condensate radius, release energy and peak density. The radius and release
energy are experimentally important quantities since they are the signatures of
1/r interaction [12]. As can be seen from the phase diagram in Figure 4.1(a), there
are four regions, as in 3D. Ideal noninteracting region (I) and ordinary Thomas-
Fermi region (TF-O) are well-known from the study of ordinary condensates
(with short-range interaction only). The gravity (G) and Thomas-Fermi-gravity
(TF-G) regions are related to the balance of the gravitylike potential with the
kinetic energy and the contact interaction, respectively. Because these regions
are not sensitive to the external potential, it can be adiabatically turned off. The
gravitylike attraction does not induce the collapse of the condensate unlike the
contact interaction. Different from the 3D system [12], a 2D condensate is stable
for negative scattering lengths if s˜ > −1 irrespective of the value of u˜ whereas
there is a sudden collapse for s˜ 6 −1. In 3D, the condition below which there is no
stable condensate becomes s˜u˜ ≤ 1/4 [12]. From Figure 4.1(b), one can conclude
that self-bound condensate is stable without the external trap. This can also be
seen from Equation 4.7, which reveals that for small radii gravitylike attraction
is always weaker than the kinetic energy; thus the stability of the condensate
depends on the balance between the kinetic energy and the contact interaction.
4.2 Collective Excitations
We use the time-dependent variational approach to obtain the dynamics of the
condensate. The Lagrangian density can be written as [94]
L = i~
2
(
ψ
∂ψ∗
∂t
− ψ∗∂ψ
∂t
)
− ~
2
2m
|∇ψ|2 + VH(r)
2
|ψ|2 , (4.9)
in which the external potential is set to zero. Oscillation frequencies in 3D
obtained by a Gaussian ansatz are compatible with the exact calculations [79].
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Table 4.1: Comparison of four asymptotic regions.
G TF-G TF-0 I
defn: u˜≫ 1 s˜≪ u˜4/3 s˜≫ 1 u˜≪ 1
s˜≪ 1 s˜≫ u˜4/3 s˜≪ 1
λ : 1/u˜ s˜/u˜ s˜1/4 1
Erel/~ω0:
1
2
Nu˜2 1
2
Nu˜2s˜−1 1
2
Ns˜1/2 1
2
N
∝ N3 ∝ N2 ∝ N3/2 ∝ N
ρmax:
N3u2
16l4
0
~2ω2
0
Na2zu
2
16a2l4
0
~2ω2
0
N1/2a
1/2
z
(2π5)1/4a1/2l2
0
N
πl2
0
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Figure 4.1: (a) Contour plot of the logarithm of the condensate radius as a
function of ln u˜ and ln s˜, darker shade corresponds to smaller radius. Four
asymptotic regions can be seen from the plot. (b) Ground-state energy of the
condensate for different values of the variational parameter s˜u˜ as a function of
λ, the condensate radius, for large u˜. The energy is scaled by N~ω0 and radius
is scaled by l0, the harmonic oscillator length. For s˜ 6 −1, there is no minimum
for finite radius.
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Thus, we choose the trial function
ψ(x, y, t) =
√
N
α1β1π
exp
(
−1
2
[α(t)x2 + β(t)y2]
)
, (4.10)
where the wavefunction is normalized to N and x and y are variables in
units of l0 =
√
~/mωg and ωg = mu
2N2/~3 is the gravitational frequency.
α(t) = 1/α21 + iα2 and β(t) = 1/β
2
1 + iβ2 are the dimensionless time-dependent
variational parameters, and α1 and β1 are condensate widths along the x and
y directions, respectively. The complex parts of the variational parameters α,
β are necessary for an accurate description of the condensate dynamics [95].
Substituting this wavefunction into the Lagrangian density and integrating over
2D spatial coordinates we obtain the following Lagrangian:
L =
SN2u2
g
[
1
2
(
α21α˙2 + β
2
1 β˙2
)
− 1
2
(
1
α21
+ α21α
2
2
)
− 1
2
(
1
β21
+ β21β
2
2
)
− 1
π
S
α1β1
+
√
π
2
2F1[
1
2
, 1
2
; 1; (1− β21
α2
1
)]
α1

 , (4.11)
where S = gmN/2~2 is a dimensionless scattering parameter and
2F1[1/2, 1/2; 1; (1 − β21/α21)] is the hypergeometric function. Note that the
scattering parameter S in this part is related to the earlier s˜, by S = πs˜.
The ground-state energy as a function of the variational parameter in an
isotropic system is found to be
E =
SN2u2
g
[
1
α2
+
1
π
S
α2
−
√
π
2
1
α
]
. (4.12)
Minimizing the energy functional with respect to the variational parameter α,
equilibrium point is obtained as σ = (2/π)1/2 (2 + 2S/π). The chemical potential
µ = ∂E/∂N and sound velocity c2s = µ/m can be calculated from Equation
(4.12). Using the Euler-Lagrange equations, the time evolutions of the widths
are
α¨1 =
1
α31
+
√
π
2
(
S˜
α21β1
+ Fα1
)
, (4.13)
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β¨1 =
1
β31
+
√
π
2
(
S˜
α1β21
+ Fβ1
)
, (4.14)
where S˜ =
√
2/π3S and Fα1 , Fβ1 are derivatives of 2F1[1/2, 1/2; 1; 1− β21/α21]/α1
with respect to α1 and β1, respectively. We are looking for low-energy excitations
which correspond to small oscillations around the equilibrium point. Thus, we
perform an expansion around the equilibrium width by letting α1 = σ+ δα1 and
β1 = σ + δβ1 for the isotropic system. The time evolutions of the widths are
given by:
¨δα1 =
[
− 3
σ4
+
√
π
2
(
−2S˜
σ4
+
5
8σ3
)]
δα1 +
√
π
2
[
− S
σ4
+
3
8σ3
]
δβ1, (4.15)
¨δβ1 =
√
π
2
[
− S˜
σ4
+
3
8σ3
]
δα1 +
[
− 3
σ4
+
√
π
2
(
−2S˜
σ4
+
5
8σ3
)]
δβ1. (4.16)
Substituting eiωt type solutions in the above set of equations, we obtain the
following excitation frequencies:
ω2+ =
3
σ4
+
√
π
2
(
3S˜
σ4
− 1
σ3
)
, (4.17)
ω2− =
3
σ4
+
√
π
2
(
S˜
σ4
− 1
4σ3
)
. (4.18)
The excitation spectrum for a 2D condensate with gravitylike interaction is
plotted in Figure 4.2 as a function of the dimensionless scattering parameter. We
observe that, in contrast to 3D, the 2D system can bear the negative scattering
parameter down to S = −π. For large values of the scattering parameter,
the pseudo-potential term dominates the gravitational energy and the monopole
mode is more energetic than the quadrupole mode. At S = 9.42, there is an
intersection of the two modes which can be seen from the inset of Figure 4.2,
where it is not possible to distinguish two modes experimentally. A similar
crossing occurs in 3D at a larger value of S [81].
TF-G regime: When the gravitylike potential is balanced by the contact
interaction i.e., for large s-wave scattering lengths, the kinetic energy can be
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Figure 4.2: Monopole (dashed line) and quadrupole mode (solid line) frequencies
(ωM and ωQ, respectively) as a function of the dimensionless scattering parameter
S. Inset shows the intersect of two modes.
neglected. The total energy of the ground-state becomes E0 = −0.62(N2u2/g).
The ground-state energy per particle varies with N as in 3D. In this regime,
quadrupole and monopole frequencies are obtained respectively as ωQ =
1.5462ωgS
−3/2 and ωM = 2.1867ωgS−3/2. Their ratio is ωM/ωQ = 1.42 which
is 1.58 in 3D. Note also that the dependence of ωQ and ωM on S in 3D is ∼ S−3/4
which is a distinctive feature. The facility with which the s-wave scattering length
can be tuned through the Feshbach resonance makes the results of our calculation
amenable to experimental investigations. The identification of the 2D nature of
condensates is thus possible from the study of collective excitations.
G regime: In this regime, we neglect the contact interaction; this is the analog
of the nonrelativistic boson star [96]. The ground-state energy per particle varies
with N similar to the case in TF-G regime. Quadrupole and monopole mode
frequencies are calculated as ωQ = 0.6269ωg and ωM = 0.3927ωg, respectively,
in terms of the gravitational frequency ωg. Their ratio is ωM/ωQ = 0.63 in this
regime which is to be compared with 0.60 in 3D.
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4.2.1 Loss Rates
We now discuss the experimental feasibility of 2D condensates with 1/r
interaction against losses. The main sources of depletion mechanism in a
gravitylike interacting gas, in the TF-G and G regions, are losses due to 1/r3
oscillating interfering terms and those due to incoherent phonon scattering,
namely Rayleigh scattering. The conditions necessary to observe the transition
from external trapping to self-binding have been analyzed by O’Dell et al. [12]
and Giovanazzi et al. [80] in the case of 3D condensates. They have shown
that the Rayleigh scattering rate is reduced by a factor (qRrms)
2 for sample sizes
smaller than laser wavelength [12, 80]. Here q is the wave vector associated with
the laser wavelength (i.e., q = 2π/λL) and Rrms is the root-mean-square of the
condensate size proportional to the variational width parameter. Our numerical
calculations for the TF-G region give Rrms ∼ 0.46 λL for the values a ∼ 3 nm,
a∗ ∼ 10 cm, and λL = 10.6 µm, which means that this region is experimentally
accessible.
We calculate the temporal characteristics in relation to Rayleigh scattering
rate by adopting the approach by Giovanazzi et al. [80] to a 2D condensate. In
the TF-G and G regimes, characteristic time scale for the dynamics of the system
can be estimated from the plasma frequency, which has the form
ω2p =
4π2uρpeak
mλL
, (4.19)
in 2D [97], where ρpeak is the peak density and λL is the laser wavelength. The
Rayleigh scattering rate can be expressed as [80]
ΓRay =
20π
11
u
~λL
. (4.20)
Using Equation 4.20 and recoil energy ER = ~
2q2/2m, one can write the plasma
frequency ωp as
ωp = 0.72
Γ
3/2
RayN
3/2
(ER/~)1/2
1
1 + s˜
. (4.21)
For a 2D condensate az ≫ a, and the last quotient in the above expression goes
to unity since s˜ → 0. Thus, for the parameters given in the Ref. [80], namely,
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N = 40 atoms, ΓRay = 1.58 × 104 s−1 and recoil energy ER/~ = 1.57 × 105 s−1,
we find ωp ≈ 57ΓRay which is about three times the value in the 3D case [97].
This estimation shows that even for a small number of atoms the proposed laser
characteristics and two-dimensional nature of the condensate allow for several
oscillations of the self-bound gas within the Rayleigh lifetime.
One may also compare the monopole and quadrupole mode frequencies in
the TF-G regime to the Rayleigh scattering rate. Recalling, for instance, ωQ =
1.5462ωgS
−3/2, the ratio of the TF-G quadrupole mode to the ΓRay is
ωQ
ΓRay
= 0.94
~ΓRayN
2S−3/2
ER
. (4.22)
For the parameters given above, we find that ωQ/ΓRay < 53 for S < 2 and
ωQ/ΓRay < 1 for S > 28. Our estimation again shows that excitations can be
observed experimentally within the Rayleigh lifetime.
4.3 Vortex States
Vortices in Bose-Einstein condensed systems are important as they experimen-
tally reveal the macroscopic phase coherence properties. To study the vortex
states we again use the time-dependent variational analysis and choose the
variational wavefunction for the self-bound gas as
ψ(r, t) =
√
N
πq!α2q+2
rq exp
(
−r
2
2
[1/α(t)2 + iβ(t)]
)
exp (iqφ), (4.23)
which vanishes as r → 0, and q is the vortex quantum number. By using the
same Lagrangian density in Equation (4.9), we obtain the Lagrangian
L =
SN2u2
g
[
(q + 1)α2β˙ − (q + 1)
(
1
α2
+ α2β2
)
− gq
π
S
α2
+
√
π
2
cq
α
]
, (4.24)
where gq = (2q)!/2
2q(q!)2, c1 = 7/16, and c2 = 321/1024. Then, one can find the
energy of the vortex state as
Eq =
SN2u2
g
[
(q + 1)
1
α2
+
gq
π
S
α2
−
√
π
2
cq
α
]
. (4.25)
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Equilibrium point is found by minimizing the energy
σq =
√
2
π
[
2(q + 1) + 2
π
gqS
cq
]
. (4.26)
The balance between the kinetic energy and the interaction energy terms fixes the
structure of the vortex core. The coherence length ξ is a measure of the superfluid
characteristics of the system which is obtained by equating these energies:
~
2
2mξ
=
gN
2R2
− uN
ξ
, (4.27)
where R = g
√
F/2uS is the radius of the condensed state and F =
− [ 1
σ2
+ S
πσ2
−√π
2
1
σ
]
, in which σ is the equilibrium width without vortices. Thus,
the coherence length is
ξ
R
=
√
F +
√
F + 2S
2S
. (4.28)
The coherence length as a function of the scattering parameter S is shown in
Figure 4.3. For small values of the scattering parameter, ξ/R is seen to be
very large which implies that superfluidity is destroyed. As the scattering length
increases, the coherence length is getting much smaller, i.e. the system keeps
displaying superfluidity.
The critical angular frequency to create a vortex is found by using the energies
of the vortex and vortex-free states as
Ωq =
ωg
2
[
2
σ2q
− 1
σ2
+
S
2π
(
1
2σ2q
− 1
2σ2
)
−
√
π
2
(
7
16σq
− 1
σ
)]
. (4.29)
In Figure 4.4, we present the behavior of the critical angular frequency for one
vortex. From the inset one can see that Ω1 increases for negative S, i.e., for
attractive interaction it is harder to create a vortex, and it decreases as the
scattering parameter increases.
The frequency of the monopole mode for the vortex state is obtained as
ω2q =
[
3
σ4q
+
3gqS
π(q + 1)σ4q
−
√
π
2
cq
(q + 1)σ3q
]
, (4.30)
where σq is defined in Equation (4.26). In the presence of vortices, the system
collapses at S = −(q + 1)π/gq.
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Figure 4.3: Coherence length as a function of the dimensionless scattering
parameter S.
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Figure 4.4: Critical angular frequency for q = 1 as a function of the dimensionless
scattering parameter S. Inset is a zoom plot for negative S values.
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TF-G regime: When the s-wave scattering length is very large, the kinetic
energy contribution can be neglected. Using Equation (4.28), the superfluid
coherence length is obtained as ξ/R = 0.7071S−1/2 where F = 1.23S−1. As
S increases, the coherence length gets smaller compared to the size of the
condensate, i.e. superfluid properties are observed in the TF-G regime. The
critical angular frequencies needed to create vortices are Ω1 = 0.3808ωgS
−1 and
Ω2 = 0.2277ωgS
−1 for q = 1 and q = 2, respectively. Unlike in the 3D case,
these two frequencies are larger than the chemical potentials µ1 and µ2, thus the
condensate state with a vortex is unbounded in this regime.
G regime: In this regime s-wave interaction energy is very small, so it is
neglected. The radius of the condensate is Rg = g
√
F/2uS and the superfluid
coherence length is ξ = 0.798Rg, close to the radius of the condensate, which
means that superfluidity disappears. This ratio is larger in the 3D system [81].
The critical angular frequencies are Ω1 = 0.1776ωg and Ω2 = 0.095ωg for q=1
and q=2, respectively, and Ω2 is much less than Ω1. The chemical potentials in
the rotating frame are |µ1|/~ = 0.0188ωg and |µ2|/~ = 0.0065ωg. In this regime,
only one monopole mode is stable: ω1 = 0.0188ωg. For q = 2, monopole mode
frequency ω2 = 0.0096ωg > −µ/~, which means that this oscillation is unstable
and particles can escape from the condensate.
Chapter 5
Harmonically Trapped
D-dimensional Ideal Gas Obeying
Generalized Exclusion Statistics
Particle statistics drastically affect thermodynamic properties of quantum many-
body systems. Fundamental particles obey either Bose-Einstein or Fermi-Dirac
statistics and these bosonic or fermionic nature successfully describe many
physical phenomena.
In 1991, Haldane introduced the so called fractional statistics or generalized
exclusion statistics (GES) after observation of quasi-particles that have interme-
diate statistics between bosons and fermions in one and two dimensional systems
[98]. Haldane formulated the generalized Pauli exclusion principle. He defined
the GES through the linear relation
∆di = −
∑
j
gij∆Nj , (5.1)
where ∆di is the change of the available single-particle states number, ∆Nj is
the change of the particle numbers at fixed size and boundary conditions and i, j
indicate different particle species. By adopting a state-counting definition, Wu
proposed the occupation number distribution of particles which obey fractional
statistics [99].
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There has been a growing interest in GES since Haldane’s formulation. It has
been shown that the anyon gas in the lowest Landau level satisfies the GES [98–
101]. Several researchers have studied the thermodynamic properties of the ideal
g-on gas by using different methods [102–108]. Various systems have been also
studied such as 1D and 2D Bose gas [109, 110], ideal and interacting quantum
gases [111, 112]. Hansson et al. [110] established that a 2D Bose gas with a
repulsive delta-function interaction obeys exclusion statistics and is equivalent
to an ideal exclusion statistics gas by a direct counting of states. Different
descriptions for the occupation number were proposed [113, 114]. Recently,
Bhaduri et al. [115] calculated the chemical potential and the energy of the gas of
neutral fermionic atoms by assuming the system to be an ideal gas which obeys
Haldane-Wu statistics. They also presented the results for harmonically trapped
gas. In a very recent paper , Potter et al. [116] explored the thermodynamics
of the generalized Calogero-Sutherland model in D ≥ 1 dimensions and also
studied the effects of soft container walls. In two recent papers [117, 118], it
is shown that 1D interacting anyons and bosons in the strong coupling regime
are properly described by GES and the quasiparticle excitations of these two
systems also obey GES. Batchelor et al. [101] showed that the distribution
profiles of strongly interacting 1D anyon gas and Bose gas are equivalent to the
most probable distribution profiles of ideal particles obeying fractional statistics.
In this chapter, we calculate the thermodynamic properties of the ideal gas
within the generalized exclusion statistics (g-on gas) trapped with a harmonic
potential in D dimensions [119]. Other than the above related works, we are
also motivated by a recent proposal by Paredes et al. [120] to observe fractional
statistics of anyons in a system of ultra-cold bosonic atoms in a rapidly rotating
trap. Generally, harmonic potentials created by magneto-optical techniques, are
used for trapping the ultra-cold Bose gases. We assume that the particles have the
energy spectrum of the form ε(p) = aps and neglect the spin degree of freedom.
We calculated the specific heat of the ideal trapped g-on gas in several spatial
dimensions and with different dispersion relations. It is important to establish
the thermodynamic properties of ideal gas systems before tackling the interaction
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effects.
5.1 Generalized Exclusion Statistics
The number of quantum states of N identical bosons or fermions occupying G
states is
WB =
(G+N − 1)!
N !(G− 1)! , (5.2)
WF =
G!
N !(G−N)! ,
respectively.
Wu [99] interpolated the number of quantum states for bosons and fermions
and defined the statistical weight of N identical particles occupying a group of
G states as
W =
∏
i
[Gi + (Ni − 1)(1− g)]!
Ni![Gi − gNi − (1− g)]! . (5.3)
This weight corresponds to bosons when g = 0 and to fermions when g = 1.
The parameter g characterizes the generalized Pauli exclusion principle since the
occupation number for single-particle state has a maximum value of 1/g.
To study quantum statistical mechanics of g-on gas, we start with a grand
canonical ensemble at temperature T and with chemical potential µ. The grand
canonical partition function is
Z =
∑
{Ni}
W ({Ni}) exp[−β
∑
i
Ni(εi − µ)]. (5.4)
The summand in partition function has a very sharp peak around the set of
most probable particle numbers {Ni} for very large Gi and Ni. Thus, the most
probable distribution is determined by
∂
∂fi
lnZ = 0, (5.5)
where fi = Ni/Gi is the average occupation number. Then, the average
occupation number satisfies the relation
fie
(εi−µ)/kT = (1− gfi)g(1 + (1− g)fi)1−g (5.6)
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Finally, the distribution function in generalized exclusion statistics is given as
[99]
f(ε) =
1
w + g
, (5.7)
where w obeys the relation
wg(1 + w)1−g = exp[β(ε− µ)], (5.8)
in which β = 1/T (temperature is in units of Boltzmann constant) and µ is the
chemical potential. One can see from the Equation 5.8 that, for g = 0 (1), the
distribution function reduces to the bosonic (fermionic) form. One should note
that f ≤ 1/g, since eβ(ε−µ) is always positive. The average occupation number at
zero temperature obeys a step distribution like fermions
f(ε) =
{
1
g
(ε− µ) ≤ 0,
0 (ε− µ) ≥ 0. (5.9)
5.2 Density of States and Thermodynamic
Quantities
In the semi-classical approach, the density of states (DOS) for the particles in a
harmonic potential in the D-dimensional space is calculated as
D(ε) =
∫
dDr dDp
(2π~)D
δ
[
ε−
(
ε(p) +
1
2
mω2r2
)]
. (5.10)
Here it is assumed that the system is in the thermodynamic limit, i.e. the number
of particles N →∞, the volume V →∞, such that the number density N/V is
constant. Thus, possible corrections to the DOS when the number of particles are
finite are not included. Furthermore, because we have an inhomogeneous system
due to the harmonic trap, the volume has to be understood as V = ω−D in a
D-dimensional space [121].
Using the properties of the delta-function, one can perform the r-integral,
D(ε) =
S2D 2
D−2
2 ε
D−2
2
(2πm1/2)D(~ω)D
∫ (ε/a)1/s
0
dp pD−1
(
1− ap
s
ε
)
, (5.11)
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where SD =
2πD/2
Γ(D/2)
is the D-dimensional surface area. Finally, the DOS is
D(ε) =
S2D 2
D−2
2
(2πm1/2)DsaD/s
Γ(D/s)Γ(D/2)
Γ(D
s
+ D
2
)
ε
D
s
+D−2
2
(~ω)D
. (5.12)
For a given density of states D(ε) we have
N =
∫ ∞
0
f(ε)D(ε)dε, (5.13)
E =
∫ ∞
0
f(ε)εD(ε)dε.
for the number of particles N in the system and the total energy E, respectively.
At T = 0, the Fermi energy is found as
εF =
[
Ng
γ
(
D
s
+
D
2
)]1/(Ds +D2 )
, (5.14)
where γ =
S2D2
D−2
2
(2πm1/2)DsaD/s
Γ(D/s)Γ(D/2)
Γ(D
s
+D
2
)
1
(~ω)D
. The energy per particle is
E
N
=
(
D
s
+ D
2
)(
D
s
+ D+2
2
)εF . (5.15)
At finite temperature energy per particle can be calculated similarly. Converting
the integration variable ε to w, for N and E we get
1 =
(
D
s
+
D
2
)(
T
ǫF
)(Ds +D2 ) ∫ ∞
w0
dw
w(1 + w)
{
ln
[(
w
w0
)g (
1 + w
1 + w0
)1−g]}(Ds +D−22 )
,
(5.16)
and
E
NǫF
=
(
D
s
+
D
2
)(
T
ǫF
)(Ds +D+22 ) ∫ ∞
w0
dw
w(1 + w)
{
ln
[(
w
w0
)g (
1 + w
1 + w0
)1−g]}(Ds +D2 )
,
(5.17)
where w0 is the value of w at ε = 0, w
g
0(1 + w0)
1−g = exp(−βµ) and ǫF is the
Fermi energy at g = 1. One can calculate the specific heat readily using Cv =
∂E
∂T
.
Cv =
∫
dεD(ε)ε
∂
∂T
1
w + g
, (5.18)
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and after some algebra specific heat per particle is given as
Cv =
∫
dεD(ε)ε
[
ε− µ
T 2
+
1
T
∂µ
∂T
]
w(1 + w)
(w + g)3
. (5.19)
We can find the ∂µ
∂T
using Equation 5.16 and the Leibniz integral rule as
∂µ
∂T
= − ln[wg0(1 + w0)1−g] (5.20)
−
(
D
s
+ D
2
)(
D
s
+ D−2
2
)
∫∞
w0
dw
w(1+w)
{
ln
[(
w
w0
)g (
1+w
1+w0
)1−g]}(Ds +D−22 )
∫∞
w0
dw
w(1+w)
{
ln
[(
w
w0
)g (
1+w
1+w0
)1−g]}(Ds +D−42 ) .
Then the specific heat can be written as
Cv
N
=
(
D
s
+
D
2
)(
T
ǫF
)(Ds +D2 ) ∫ ∞
w0
dw
(w + g)2
{
ln
[(
w
w0
)g (
1 + w
1 + w0
)1−g]}(Ds +D2 )
(5.21)
×
{
ln
[(
w
w0
)g (
1 + w
1 + w0
)1−g]
−
(
D
s
+ D
2
) ∫∞
w0
dw
w(1+w)
{
ln
[(
w
w0
)g (
1+w
1+w0
)1−g]}(Ds +D−22 )
(
D
s
+ D−2
2
) ∫∞
w0
dw
w(1+w)
{
ln
[(
w
w0
)g (
1+w
1+w0
)1−g]}(Ds +D−42 )


.
To find the general relation between the pressure and the total energy we
consider the thermodynamic potential Ω,
Ω = −PV = −T lnZ (5.22)
where the grand canonical partition function is given in Equation 5.4.
In terms of the distribution in Equation 5.7 the thermodynamic potential is
given by
Ω = −PV = −T
∑
i
Gi ln
1 + (1− g)fi
1− gfi = −T
∑
i
Gi ln
[
1 +
1
w
]
(5.23)
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In the thermodynamic limit a sum can be replaced by an integration, then the
pressure is
P
T
= γ
∫ ∞
0
dεε
D
s
+D
2 ln
[
1 +
1
w
]
. (5.24)
Integrating by parts we obtain
P
T
=
β(
D
s
+ D
2
) ∫ ∞
0
f(ε)εD(ε)dε (5.25)
PV =
E(
D
s
+ D
2
) .
This is the so-called Bernouilli equation for a harmonically trapped ideal gas
obeying generalized exclusion statistics. In the above derivation, although
we have used the thermodynamic variables pressure P and volume V in the
definition of the grand potential, their meaning for trapped systems deserves
special attention as we have already remarked. As discussed by Romero-Rochin
[121] recently, the volume can be identified as V = ω−D in D-dimensional space
and its conjugate variable harmonic pressure is P = −(∂Ω/∂V )T,µ,.
Finally, the entropy of the system can be found using the relation S = E
T
+
lnZ − Nµ
T
. Then the entropy is obtained as
S =
E
T
[
1 +
1(
D
s
+ D
2
)
]
− Nµ
T
. (5.26)
The above result is slightly different from the entropy found by Yang [108] since
they did the calculations for the uniform gas.
5.3 Results and Discussion
Based on the theoretical formulation of the thermodynamic quantities of an ideal
g-on gas in D-dimensions, we now present some illustrative examples.
For a 3D space and when s = 2, the total energy per particle as a function of
temperature is shown in Figure 5.1. At low temperatures, the energy increases
with g and at high temperature all curves have the same slope. The specific
heat as a function of temperature is shown in Figure 5.2. The specific heat
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Figure 5.1: Energy per particle as a function of temperature in 3D for various
values of the statistical parameter g.
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Figure 5.2: Specific heat per particle as a function of temperature in 3D for
various values of the statistical parameter g.
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Figure 5.3: Energy per particle as a function of temperature in 2D for various
values of the statistical parameter g.
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Figure 5.4: Specific heat per particle as a function of temperature in 2D for
various values of the statistical parameter g.
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Figure 5.5: Energy per particle as a function of temperature in 1D for various
values of the statistical parameter g.
increases with statistical parameter g at low temperatures and decreases at high
temperatures reaching eventually the classical value in the high temperature
regime. One can also see that it starts to exhibit bosonic behavior as g approaches
0. The energy and the specific heat for a 2D system are similar to 3D ones as
shown in Figures 5.3 and 5.4, respectively.
Figures 5.5 and 5.6 show the interesting case where the density of states is
constant (D = 1, s = 2) of the energy and specific heat, respectively. We observe
in Fig. 5 that the energy curves for various g values differ by a temperature
independent constant and in Figure 5.6 that the specific heat does not depend on
the statistical parameter g. Similarly, the entropy S also becomes independent of
g. It is known that for a constant density of states differences between bosons and
fermions disappear, and as far as the thermodynamics is concerned the systems
are said to be equivalent. For an ideal uniform system the constant density of
states and consequently the same specific heat for bosons and fermions takes
place in 2D for quadratic dispersion [106, 122].
Finally, for a system which has energy dispersion ε ∼ p in 1D, the energy
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Figure 5.6: Specific heat per particle as a function of temperature in 1D. In this
case, specific heat does not depend on the statistical parameter g.
and specific heat are shown in Figures 5.7 and 5.8, respectively. Interestingly,
we have the same total energy relation with the uniform system that has energy
dispersion ε ∼ p2 in 3D [106]. There is a critical temperature at which the specific
heat does not depend on g. It means that there is no difference between bosons
and fermions at this specific temperature. Below this temperature the entropy
increases with g, but it decreases above this critical temperature. Similar behavior
can be observed for other spatial dimensions and dispersion relations.
CHAPTER 5. HARMONICALLY TRAPPED D-DIMENSIONAL IDEAL GASES...66
 0.2
 0.4
 0.6
 0.8
 1
 1.2
 1.4
 1.6
 1.8
 0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8  0.9  1
E/
Nε
F
T/εF
D=1,s=1
g=0.25
g=0.3
g=0.5
g=1
Figure 5.7: Energy per particle as a function of temperature in 1D and linear
dispersion relation ε ∼ p.
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Figure 5.8: Specific heat per particle as a function of temperature in 1D and
linear dispersion relation ε ∼ p.
Chapter 6
Conclusions
The way to simulate quantum systems and to realize many-body models has
been opened by the progress in the experimental manipulation of dilute ultra-
cold atomic gases. These systems offer very interesting and novel research
possibilities both theoretically and experimentally. In this thesis, we study
selected topics on ultra-cold atomic gas systems theoretically. We investigate
the ground-state properties, collective phenomena, behavior in optical lattices,
and thermodynamics of these ultra-cold atomic systems. The results we obtained
can be summarized as follows.
In Chapter 2, we have calculated the dependence of the size of a Bose
condensed ionic cloud on the electron density for the system of degenerate ultra-
cold plasma, using Thomas-Fermi screening picture. This result may be used
as a starting point for more accurate calculations of the plasma density, and
is directly relevant for the design of traps that can hold degenerate ultra-cold
plasma. Our calculations show that to obtain stable ultra-cold plasma of similar
sizes to current experiments, trapping frequencies must of the order of tens of
KHz. We have also calculated the size of the cloud for the same system, but for
the case that density of electrons is assumed as a dynamical variable. Instead of
using variational method we calculated the electron and ion densities by means
of Thomas-Fermi model. Although the variational model is not so accurate,
the result obtained from this model is in good agreement with the latter result.
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Complete screening of plasma is obvious in this system since ion and electron
densities are completely the same. For 104 ions and 104 electrons cloud size is
found as 14µm when the order of the trapping frequency is 10 KHz.
In Chapter 3, we have studied the localization of a single fermionic particle
in a cubic optical lattice containing a Mott insulator of bosons. The impurity
particle has two types of behavior; it may either move freely throughout the
lattice or may choose to localize at a certain lattice site by attracting extra
bosons or holes. In the limit of a perfect Mott insulator (MI), we have calculated
the boundary between these two phases as well as the number of extra bosons
(holes) forming the bound state exactly. Our result for the phase diagram is
given in Figure 3.2, and we believe that this phase diagram can be checked
experimentally. In recent experiments boson-fermion mixtures were created in
the parameter regimes that we consider in this chapter [65, 66]. After the ideal
case, we considered two effects which may play a role in the experiments. The
first one we consider is the possibility of tunnelling anisotropy that experiments
usually have. We have generalized the exact results to this case and find that
it becomes easier to localize the impurity when the system becomes more two
dimensional, as expected. Finally, we considered the effect of higher bands of
the impurity particle. It is argued that this effect can be taken into account by
modifying the hopping strengths between the localization site and its neighbors,
and we obtained the phase diagram. We believe that our exact results about
impurity localization on a Mott insulator background provide a starting point for
the investigation of the complex phase diagram of mixtures in optical lattices.
In Chapter 4, we have studied a 2D condensate with attractive gravitylike
1/r interaction. We have shown that the laser-induced attractive 1/r interaction
gives rise to a stable condensate in the 2D without a trap as it is in the 3D
case. Unlike the 3D case, there is no collapse till s˜ = −1. We have calculated
the experimental quantities such as the release energy, the peak velocity and the
condensate radius for ideal noninteracting (I), ordinary Thomas-Fermi (TF-O),
Thomas-Fermi gravity (TF-G), and gravity (G) regions. We have also studied the
dynamics of the system and calculated the monopole and quadrupole frequencies
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and analyzed them within the TF-G and G regimes. These modes depend on
the scattering length a in the TF-G regime unlike the ordinary TF regime.
We have shown that the monopole mode exists not only for positive S values
but also for negative values down to S = −π, in contrast to the situation in
3D [81] where the monopole mode exists for S > 0 only. Our estimate of the
main loss mechanism, namely, the Rayleigh scattering, shows that these collective
oscillations may be observed in 2D condensates for reasonable parameters. We
have also investigated the vortex states and calculated the energy, the coherence
length, the critical angular frequencies, and the monopole mode frequencies for
q = 1, 2. The presence of vortices in the condensate extends the range of S in
which the condensate is stable. As the scattering parameter increases, the system
keeps displaying superfluidity since the coherence length is getting smaller. We
have examined the TF-G and G regimes and have shown that in the TF-G regime
the condensate state is unbounded. In the G regime, superfluidity disappears
and only the monopole mode for the vortex state for q = 1 is stable. The results
of our calculations should be useful in analyzing experiments performed on 2D
condensates. Distinctive features of collective modes may help the identification
of 2D nature of condensates in various regimes compared to the 3D case.
In Chapter 5, we have considered ideal gases trapped by a harmonic oscillator
potential in D-dimensions and obeying the generalized exclusion statistics.
Thermodynamic properties such as energy and specific heat as functions of
temperature are calculated numerically for various spatial dimensions and single-
particle energies. Illustrative examples are presented for various values of the
statistical parameter g. As trapped systems of atomic gases are of growing interest
in recent years, we expect our results will be useful for further studies.
Briefly, we have investigated the ground-state properties of a number of
quantum gaseous systems at zero temperature in this thesis. First, the cloud size
and electron and ion densities have been calculated for the system of trapped,
degenerate ultra-cold plasma. Then, localization problem of a single-particle
on a Mott insulator background has been investigated. Next, the ground-
state properties, dynamics, and vortex states for 2D condensate with gravitylike
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attraction have been studied and finally, thermodynamics of ideal gas obeying
generalized exclusion statistics for several dimensions and dispersion relations has
been analyzed.
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