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a b s t r a c t
Newton’s method is often used for solving nonlinear equations.
In this paper, we show that Newton’s method converges under
weaker convergence criteria than those given in earlier studies,
such as Argyros (2004) [2, p. 387], Argyros and Hilout (2010)
[11, p. 12], Argyros et al. (2011) [12, p. 26], Ortega and Rheinboldt
(1970) [26, p. 421], Potra and Pták (1984) [36, p. 22]. These new
results are illustrated by several numerical examples, for which the
older convergence criteria do not hold but for which our weaker
convergence criteria are satisfied.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
In this study we are concerned with the problem of approximating a locally unique solution x⋆ of
equation
F(x) = 0, (1)
where F is a Fréchet-differentiable operator defined on a closed and convex subset D of a Banach
spaceXwith values in a Banach space Y.
Many problems from Engineering, Optimization, Economics, Physics, and other disciplines can be
brought in the form of Eq. (1) using Mathematical Modeling. For example, in Computer Graphics the
intersection of two surfaces is modeled by nonlinear equations and can be complicated in general,
because of some closed loops and singularities.We often need to compute and display the intersection
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C = A ∩B of two surfacesA andB in R3; see [25]. If the two surfaces are explicitly given by
A = {(u, v, w)T : w = F1(u, v)} and B = {(u, v, w)T : w = F2(u, v)},
then, the solution x⋆ = (u⋆, v⋆, w⋆)T ∈ C must satisfy the nonlinear equation
F1(u⋆, v⋆) = F2(u⋆, v⋆) and w⋆ = F1(u⋆, v⋆).
Hence, we must solve an equation in the form of (1) with F := F1 − F2. There is significant literature
addressing the surface intersection problem [8,24].
Except in special cases, the most commonly used solution methods are iterative, starting from
one or several initial approximations and constructing a sequence that converges to a solution of
the equation. Since all of these methods have the same recursive structure, they can be introduced
and discussed in a general framework. Finally, note that in Computational Sciences, the practice
of Numerical Analysis for finding such solutions is essentially connected to variants of Newton’s
method [9,12,16,23,26,36,45].
Newton’s method is defined by
xn+1 = xn − F ′(xn)−1 F(xn) for each n = 0, 1, 2, . . . , (2)
where x0 ∈ D is an initial point. This method is undoubtedly the most popular iterative process for
generating a sequence {xn} approximating x⋆. Here, F ′(x) denotes the Fréchet-derivative of F at x ∈ D .
The study about convergence matter of Newton’s method is usually centered on two types: semi-
local and local convergence analysis. The semi-local convergence matter is, based on the information
around an initial point, to give criteria ensuring the convergence of Newton’s method; while the
local one is, based on the information around a solution, to find estimates of the radii of convergence
balls. There is a plethora of studies on the weakness and/or extension of the hypothesis made on the
underlying operators; see for example (cf. [4,6–14,18,20,27,30–33,37–44] and references therein).
Concerning the semi-local convergence of Newton’s method, one of the most important results is
the celebrated Kantorovich theorem (cf. [23]) for solving nonlinear equations. This theorem provides
a simple and transparent convergence criterion for operators with bounded second derivatives F ′′ or
the Lipschitz continuous first derivatives.
Suppose there exists L > 0 such that F ′ satisfies the Lipschitz condition
∥F ′(x0)−1 (F ′(x)− F ′( y))∥ ≤ L ∥x− y∥ for all x, y ∈ D. (3)
Let
∥F ′(x0)−1 F(x0)∥ ≤ η for some η > 0. (4)
Then, the convergence criterion for Fréchet-differentiable operator F ′ is given by
h⋆ = 2 L η ≤ 1. (5)
If strict inequality is satisfied in (5), the convergence is quadratic. Otherwise the convergence is only
linear; see e.g. [6,23].
As an example, letX = Y = R, x0 = 1 andD = [a, 2 − a] for a ∈ (0, 0.5). Define function F on
D by
F(x) = x3 − a. (6)
Then, using (3), (4) and (6) we get η = 13 (1 − a) and L = 2 (2 − a). Hypothesis (5) is not satisfied
if a = 0.45, since h⋆ = 43 (1 − a) (2 − a) = 1.136666 > 1. Hence, there is no guarantee that
Newton’s method starting at x0 = 1 converges to x⋆ = 3
√
0.45. However, one can see using (2) that
limn−→∞ xn = x⋆. Note also (5) is not satisfied for all a ∈ (0, 0.5).
Our goal is to find weaker convergence criteria for Newton’s method than in earlier studies, such
as [2,11,12,26,36]. It follows from (3) that there exists L0 > 0, so center-Lipschitz condition
∥F ′(x0)−1 (F ′(x)− F ′(x0))∥ ≤ L0 ∥x− x0∥ for all x ∈ D (7)
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is satisfied. Note that we have
L0 ≤ L, (8)
is satisfied in general and L0L can be arbitrarily small [2,6,9,12]. Returning to the numerical example
we have L0 < L, since L0 = 3− a (see also Example 4.1).
Using (7) instead of the more expensive and less precise (3) for the computation of the upper
bounds on ∥F ′(xn)−1 F ′(x0)∥ for each n = 0, 1, . . . , we obtained tighter majorizing sequences for
Newton’s method. This way, we provided (cf. [2,3,6,11]) at least as weak replacements of (5) given by
h1 = L1 η ≤ 1, (9)
h2 = L2 η ≤ 1, (10)
where L1 = L0 + L and L2 = 14 (L+ 4 L0 + (L2 + 8 L0 L)1/2).
The computation of parameters L and η is required to verify if (5) is satisfied. The same effort is
required under our convergence criteria (9) or (10). Indeed, note that in practice, the computation of
L requires that of L0. We also have
L2 ≤ L1 ≤ 2 L. (11)
If L0 = L, then, (11) holds as equality. However, if L0 < L, then, (11) is a double strict inequality. We
have for L0 < L that
h⋆ ≤ 1 H⇒ h1 ≤ 1 H⇒ h2 ≤ 1,
but not vice versa. In particular, we get
h1
h⋆
−→ 1
2
,
h2
h⋆
−→ 1
4
,
h2
h1
−→ 1
2
as
L0
L
−→ 0.
Tighter error estimates on the distances ∥xn+1 − xn∥, ∥xn − x⋆∥ for each n = 0, 1, . . . , and a more
precise information on the location of the solution x⋆ have also been obtained under (9) or (10)
(cf. [3,6,9,12]). The improved error estimates allow a wider choice of initial point x0. Moreover, a
smaller number of iterations are required to reach a certain error tolerance.
In the present paper, we weaken the ‘‘h’’ conditions even further. We also provide a tighter
convergence analysis. In particular, we show convergence under criterion
h3 = L3 η ≤ 1, (12)
where L3 = 14 (4 L0 + (L L0 + 8 L20)1/2 + (L0 L)1/2). Note that in this case
h3
h⋆
−→ 0, h3
h2
−→ 0, h3
h1
−→ 0 as L0
L
−→ 0.
Hence, the applicability of Newton’s method can be expanded infinitely many times.
There are examples in the literature where (3) is not satisfied but Newton’s method converges
(cf. [6,9,12,17,20,22]). If (7) is only satisfied, then, criterion
h4 = (5+ 2
√
6) L0 η ≤ 1 (13)
guarantees the convergence of Newton’s method [5,6,17,22]. In this paper, we show that (13) can also
be weakened. Newton’s method requires the computation of F ′(xn)−1 at each step, which may be too
expensive or impossible. That is why the Modified Newton’s Method
yn+1 = yn − F ′( y0)−1 F( yn) for each n = 0, 1, . . . ,
where y0 = x0 ∈ D is used to generate a sequence {yn} converging to x⋆. Here, the inverse of linear
operator F ′( y0)−1 is only required at each step. However, the convergence of the Modified Newton’s
Method is only linear. We have shown (cf. [5,12]) that (5) can be replaced by criterion
h0 = 2 L0 η ≤ 1, (14)
since (7) is only needed for the convergence of Modified Newton’s Method. Note that (14) reduces to
(5) for L0 = L. However, if L0 < L, then: (14) is weaker than (5), error estimates are tighter, and the
I.K. Argyros, S. Hilout / Journal of Complexity 28 (2012) 364–387 367
information on the location of solution x⋆ is more precise. Moreover, we have
h0
h⋆
−→ 0 as L0
L
−→ 0.
Hypothesis (14) is theweakest of the ‘‘h’’ convergence criteria. In case, say (12) (or (13)) is not satisfied
but (14) holds, we showed (cf. [5]) that we can start with Modified Newton’s Method and stop after a
finite number of stepsN , where for x0 = yN , (12) (or (13)) is satisfied.We then, continuewithNewton’s
method which is faster than the Modified Newton’s Method. This approach was not realized before,
since (5) was used as the sufficient convergence criterion for both Newton’s method and Modified
Newton’s Method.
Concerning the local convergence of Newton’smethod, Traub andWoźniakowsi in [43], Rheinboldt
in [41], Rall [39] and Argyros in [2] gave estimates of the radii of convergence balls when the Fréchet-
derivatives are Lipschitz continuous around a solution. Here, we have improved these results in an
analogous way to the semi-local convergence case.
The paper is organized as follows. Section 2 contains results onmajorizing sequences for Newton’s
method. The convergence analysis of Newton’s method is given in Section 3. In conclusion, numerical
examples are provided in Section 4.
2. Majorizing sequences for Newton’s method
We need auxiliary results on majorizing sequences for Newton’s method.
Lemma 2.1. Let L > 0, L0 > 0 and η > 0 be constants. Suppose L ≥ L0 and (12) hold. Set
α = 2 L
L+ (L2 + 8 L0 L)1/2 . (15)
Then, scalar sequence {tn} given by
t0 = 0, t1 = η, t2 = η + L0 η
2
2 (1− L0 η) ,
tn+2 = tn+1 + L (tn+1 − tn)
2
2 (1− L0 tn+1) for each n = 1, 2, . . . ,
(16)
is well defined, increasing, bounded from above by
t⋆⋆ = η + L0 η
2
2 (1− α) (1− L0 η) , (17)
and converges to its unique least upper bound t⋆ which satisfies
0 ≤ t⋆ ≤ t⋆⋆. (18)
Moreover, the following estimates hold:
0 < tn+2 − tn+1 ≤ αn L0 η
2
2 (1− L0 η) for each n = 1, 2, . . . . (19)
Proof. Let
α0 = L (t2 − t1)2 (1− L0 t2) . (20)
Using (12) and elementary computations we get
α0 ≤ α ≤ 1− 12

L0 η
1− L0 η
2
< 1 (21)
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and
L0 t2 < 1. (22)
We use the Mathematical Induction to prove that
0 <
L (tk+1 − tk)
2 (1− L0 tk+1) ≤ α (23)
holds for each k = 1, 2, . . . . Estimate (23) is true for k = 1 by (20)–(22). Then, we have by (16)
0 < t3 − t2 ≤ α (t2 − t1) H⇒ t3 ≤ t2 + α (t2 − t1)
H⇒ t3 ≤ t2 + (1+ α) (t2 − t1)− (t2 − t1)
H⇒ t3 ≤ t1 + 1− α
2
1− α (t2 − t1) < t
⋆⋆.
Assume that (23) holds for all natural integers n ≤ k. Then, we get by (16) and (23) that
0 < tk+2 − tk+1 ≤ αk (t2 − t1)
and
tk+2 ≤ t1 + 1− α
k+1
1− α (t2 − t1) < t
⋆⋆.
Evidently estimate (23) is true, if k is replaced by k+ 1 provided that
L
2
(tk+2 − tk+1) ≤ α (1− L0 tk+2)
or
L
2
(tk+2 − tk+1)+ α L0 tk+2 − α ≤ 0
or
L
2
αk (t2 − t1)+ α L0

t1 + 1− α
k+1
1− α (t2 − t1)

− α ≤ 0. (24)
Estimate (24) motivates us to define recurrent functions {fk} on [0, 1) by
fk(s) = L2 (t2 − t1) s
k + s L0 (1+ s+ s2 + · · · + sk) (t2 − t1)− (1− L0 t1) s.
We need a relationship between two consecutive functions fk. We get that
fk+1(s) = L2 (t2 − t1) s
k+1 + s L0 (1+ s+ s2 + · · · + sk+1) (t2 − t1)− (1− L0 t1) s
= L
2
(t2 − t1) sk+1 + s L0 (1+ s+ s2 + · · · + sk+1) (t2 − t1)− (1− L0 t1) s
− L
2
(t2 − t1) sk − s L0 (1+ s+ s2 + · · · + sk) (t2 − t1)+ (1− L0 t1) s+ fk(s).
Therefore, we deduce that
fk+1(s) = fk(s)+ 12 (2 L0 s
2 + L s− L) sk (t2 − t1). (25)
Estimate (24) is satisfied, if
fk(α) ≤ 0 holds for each k = 1, 2, . . . . (26)
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Using (25) we obtain
fk+1(α) = f (α) for each k = 1, 2, . . . .
Let us now define function f∞ on [0, 1) by
f∞(s) = lim
k→∞ fk(s). (27)
Then, we have by (25), (27), and the choice of α given by (15) that
f∞(α) = fk(α) for each k = 1, 2, . . .
hence, (26) is satisfied, if
f∞(α) ≤ 0. (28)
Using (24) we get
f∞(α) =

L0
1− α (t2 − t1)+ L0 t1 − 1

α. (29)
It then, follows from (21) and (29) that (28) is satisfied. The induction is now completed. Hence,
sequence {tn} is increasing, bounded from above by t⋆⋆ given by (17) and as such it converges to its
unique least upper bound t⋆ which satisfies (18). The proof of Lemma 2.1 is complete. 
Lemma 2.2. Let L0 > 0 and η > 0 be constants. Suppose that (13) holds. Set
β0 = L0 η2 (1− L0 η) (30)
and
β = 1− L0 η − ((1− L0 η)
2 − 8 L0 η)1/2
2
. (31)
Then, scalar sequence {sn} given by
s0 = 0, s1 = η,
sn+2 = sn+1 + L0

2sn + 12 (sn+1 − sn)

(sn+1 − sn)
1− L0sn+1 for each n = 0, 1, . . . ,
(32)
is well defined, increasing, bounded from above by
s⋆⋆ = η
1− β + (β0 − β) η,
and converges to its unique least upper bound s⋆ which satisfies
0 ≤ s⋆ ≤ s⋆⋆.
Moreover, the following estimates hold
0 < sn+1 − sn ≤ β (sn − sn−1) ≤ βn η
and
0 ≤ s⋆ − sn ≤ β
n η
1− β for each n = 0, 1, 2, . . . .
Proof. Parameters β0 and β are non-negative with β0 ≤ β by (15).
We use Mathematical Induction to prove that
0 <
L0

2 sk + 12 (sk+1 − sk)

1− L0 sk+1 ≤ β holds for each k = 0, 1, 2, . . . . (33)
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Estimate (33) is true for k = 0, since β0 ≤ β . It then, follows from (32) and (33) that
s2 − s1 ≤ β0 (s1 − s0) ≤ β (s1 − s0) = β η.
Then, we can write
s2 ≤ s1 + β0 (s1 − s0)
≤ η + β η + (β0 − β) η
≤ 1− β
2
1− β η + (β0 − β) η ≤ s
⋆⋆.
Let us assume that
0 < sk+1 − sk ≤ βk η
and
sk ≤ 1− β
k
1− β η + (β0 − β) η
hold for all natural integers n ≤ k. Then, estimate (33) certainly holds, if
L0

2 sk + 12 (sk+1 − sk)

≤ β (1− L0 sk+1)
or
2 L0 sk + L02 (sk+1 − sk)+ β L0 sk+1 − β ≤ 0
or
2 L0

1− βk
1− β + (β0 − β)

η + L0
2
βk η + β L0

1− βk+1
1− β + (β0 − β)

η − β ≤ 0. (34)
Estimate (34) motivates us to define recurrent functions {gk} on [0, 1) by
gk(s) = L02 s
k η + 2 L0 (1+ s+ s2 + · · · + sk−1) η
+ s L0 (1+ s+ s2 + · · · + sk) η + (2+ s) L0 (β0 − s) η − s. (35)
Evidently estimate (34) is satisfied, if
gk(β) ≤ 0. (36)
We need a relationship between two consecutive functions gk. Using (35) we get
gk+1(s) = gk(s)+ 12 (2 s
2 + s+ 3) L0 sk η.
But we have
gk+1(s) ≥ gk(s),
since 2 s2 + s+ 3 ≥ 0 for all s. Let us define function g∞ on [0, 1) by
g∞(s) = lim
k→∞ gk(s).
Then, (36) is certainly satisfied, if
g∞(β) ≤ 0. (37)
Using (34) we obtain
g∞(β) = (2+ β) L0 η1− β + (2+ β) L0 (β0 − β) η − β.
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Define functions ϕ1, ϕ2, and ϕ on [0, 1) by
ϕ1(s) = s2 − (1− L0 η) s+ 2 L0 η, (38)
ϕ2(s) = L0 (β0 − s) η (1− s) (2+ s) (39)
and
ϕ(s) = ϕ1(s)+ ϕ2(s). (40)
Estimate (37) is satisfied, if
ϕ(β) ≤ 0
or
ϕ1(β) ≤ 0,
since ϕ2(β) ≤ 0 and β0 ≤ β . The induction is now completed. The rest of the proof follows as in
Lemma 2.1. The proof of Lemma 2.2 is complete. 
Remark 2.3. It follows from the proof of Lemma 2.2 that (13) can be weakened and β can be smaller.
Indeed, let us define function χ on [0, 1) by
χ(s) = s (1− s)
2+ 2 (1− s) (β0 − s)+ s+ (1− s) s (β0 − s) .
We have
ϕ(0) > 0 and ϕ(β) = ϕ1(β)+ ϕ2(β) ≤ 0.
It follows from the intermediate value theorem that functionϕ has a zeroβM ∈ (0, β]. UsingMaple
13 we see
χ(βM) ≥ χ(β) = 1
5+ 2√6 ≥ L0 η
hence, we deduce
L0 η ≤ χ(βM). (41)
Parameter βM can replace β in Lemma 2.2. Note that in this case error estimates as well as s⋆⋆ are
tighter.
We also have the following generalization of Lemma 2.1.
Lemma 2.4. Let L > 0, L0 > 0 and η > 0 be constants. Suppose L ≥ L0 and there exists a minimum
integer N > 1 such that iterates ti (i = 0, 1, . . . ,N − 1) given by (16) are well defined,
ti < ti+1 <
1
L0
for each i = 0, 1, . . . ,N − 2 (42)
and
tN ≤ 1L0 (1− (1− L0 tN−1) α). (43)
Then, the following assertions hold
L0 tN < 1, (44)
tN+1 ≤ 1L0 (1− (1− L0 tN) α), (45)
αN−1 ≤ α ≤ 1− L0 (tN+1 − tN)1− L0 tN , (46)
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sequence {tn} given by (16) is well defined, increasing, bounded from above by
t⋆⋆ = tN−1 + 11− α (tN − tN−1),
and converges to its unique least upper bound t⋆ which satisfies
0 ≤ t⋆ ≤ t⋆⋆,
where α is given by (15) and
αn = L (tn+2 − tn+1)2 (1− L0 tn+2) .
Moreover, the following estimates hold:
0 < tN+n − tN+n−1 ≤ αn−1 (tN+1 − tN) for each n = 1, 2, . . . .
Proof. Iterate tN is well defined, L0 tN < 1, αN−2 ≤ α and tN−1 < tN by (16), (42) and (43) (for
i = N − 2). Inequalities (44) and (16) imply the existence of tN+1 and tN < tN+1. Evidently inequality
(45) is satisfied, if
tN + L (tN − tN−1)
2
2 (1− L0 tN) ≤
1
L0
(1− (1− L0 tN) α)
or
L (tN − tN−1)2
2 (1− L0 tN) ≤ (1− α)

1
L0
− tN

or
L0 L
2
(tN − tN−1)2 ≤ (1− L0 tN)2 (1− α)
or
(tN − tN−1)2 ≤ (1− L0 tN)2 2 (1− α)L0 L
or
tN − tN−1 ≤ 2L α (1− L0 tN)
or
tN ≤ L tN−1 + 2 αL+ 2 α L0 .
Wemust now prove
L tN−1 + 2 α
L+ 2 α L0 =
1
L0
(1− (1− L0 tN−1) α). (47)
But after cross multiplying and rearranging terms, instead of (47) we can now write
(2 α2 L0 + L α − L) (1− L0 tN) = 0.
However, this is true, since α solves equation
2 L0 t2 + L t − L = 0 and L0 tN < 1
hence, we showed (45). Estimate (46) is true, if
L (tN+1 − tN)
2 (1− L0 tN+1) ≤ α and α ≤ 1−
L0 (tN+1 − tN)
1− L0 tN
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or, if
tN+1 ≤ L tN + 2 αL+ 2 α L0 and tN+1 ≤
1
L0
(1− (1− L0 tN) α).
These estimates are true by (47). The rest follows exactly as the last paragraph of the proof in
Lemma 2.1. The proof of Lemma 2.4 is complete. 
Remark 2.5. (a) If N = 2 we must have
t2 = η + L0 η2 (1− L0 η) ≤
L η + 2 α
L+ 2 α L0 ,
which is (12). When N > 2 we do not have closed form inequalities (solved for n) anymore given
by
c0 η ≤ c1,
where c0 and c1 may depend on L0 and L; see e.g. (10) or (12).
However, the corresponding inequalities can also be checked out, since only computations
involving η, L0, and L are carried out (see also Section 4). Clearly, the sufficient convergence
conditions of the form (43) become weaker as N increases.
(b) Results similar to Lemma 2.1 or Lemma 2.4 can also be realized for sequence {sn} given by (32).
However, we decided to provide only Lemma 2.2, since in this case a direct comparison with the
results in [1,5] becomes possible (see also Remark 2.3).
3. Semi-local convergence of Newton’s method
Let U(x, r) and U(x, r) stand, respectively, for the open and closed balls in X with center x and
radius r > 0. LetL(Y,X) stand for the space of bounded linear operators from Y intoX.
We present the following semi-local convergence result for Newton’s method using only center-
Lipschitz condition (7).
Theorem 3.1. Let F : D ⊆ X −→ Y be Fréchet-differentiable. Suppose there exist x0 ∈ D, L0 > 0 and
η > 0 such that
F ′(x0)−1 ∈ L(Y,X),
∥F ′(x0)−1 F(x0)∥ ≤ η,
∥F ′(x0)−1 (F ′(x)− F ′(x0))∥ ≤ L0 ∥x− x0∥ for all x ∈ D,
U(x0, s⋆) ⊆ D,
and hypotheses of Lemma 2.2 or Remark 2.3 hold, where s⋆ is given in Lemma 2.2. Then, sequence
{xn} generated by Newton’s method is well defined, remains in U(x0, s⋆) and converges to a solution
x⋆ ∈ U(x0, s⋆) of equation F(x) = 0. Moreover, the following estimates hold
∥xn+1 − xn∥ ≤ sn+1 − sn (48)
and
∥xn − x⋆∥ ≤ s⋆ − sn for each n = 0, 1, 2, . . . , (49)
where sequence {sn} is given in Lemma 2.2. Furthermore, if there exists R > s⋆ such that
U(x0, R) ⊆ D and L0 (s⋆ + R) ≤ 2
then, the solution x⋆ of equation F(x) = 0 is unique in U(x0, R).
Proof. We use Mathematical Induction to prove that
∥xk+1 − xk∥ ≤ sk+1 − sk (50)
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and
U(xk+1, s⋆ − sk+1) ⊆ U(xk, s⋆ − sk) for each k = 1, 2, . . . . (51)
Let z ∈ U(x1, s⋆ − s1). Then, we obtain
∥z − x0∥ ≤ ∥z − x1∥ + ∥x1 − x0∥ ≤ s⋆ − s1 + s1 − s0 = s⋆ − s0,
which implies z ∈ U(x0, s⋆ − s0). Note also that
∥x1 − x0∥ = ∥F ′(x0)−1 F(x0)∥ ≤ η = s1 − s0
hence, estimates (50) and (51) hold for k = 0. Suppose these estimates hold for n ≤ k. Then, we have
∥xk+1 − x0∥ ≤
k+1
i=1
∥xi − xi−1∥ ≤
k+1
i=1
(si − si−1) = sk+1 − s0 = sk+1
and
∥xk + θ (xk+1 − xk)− x0∥ ≤ sk + θ (sk+1 − sk) ≤ s⋆
for all θ ∈ (0, 1). Using (7), Lemma 2.2 and the induction hypotheses we get
∥F ′(x0)−1 (F ′(xk+1)− F ′(x0))∥ ≤ L0 ∥xk+1 − x0∥ ≤ L0 (sk+1 − s0) ≤ L0 sk+1 < 1. (52)
It follows from (52) and the Banach lemmaon invertible operators (cf. [6,12,23]) that F ′(xm+1)−1 exists
and
∥F ′(xk+1)−1 F ′(x0)∥ ≤ (1− L0 ∥xk+1 − x0∥)−1 ≤ (1− L0 sk+1)−1. (53)
Using (2), we obtain the approximation
F(xk+1) = F(xk+1)− F(xk)− F ′(xk) (xk+1 − xk)
=
 1
0
(F ′(xk + θ (xk+1 − xk))− F ′(x0)) (xk+1 − xk) dθ
+ (F ′(x0)− F ′(xk)) (xk+1 − xk). (54)
Then, by (7) and (54) we get in turn
∥F ′(x0)−1 F(xk+1)∥ ≤
 1
0
∥F ′(x0)−1 (F ′(xk + θ (xk+1 − xk))− F ′(x0))∥ ∥xk+1 − xk∥ dθ
+∥F ′(x0)−1 (F ′(x0)− F ′(xk))∥ ∥xk+1 − xk∥
≤ L0
 1
0
∥(xk − x0)+ θ (xk+1 − xk)∥ ∥xk+1 − xk∥ dθ
+ L0 ∥xk − x0∥ ∥xk+1 − xk∥
≤ L0

2 sk + 12 (sk+1 − sk)

(sk+1 − sk). (55)
Moreover, by (2), (53), (55) and the induction hypotheses we get
∥xk+2 − xk+1∥ = ∥(F ′(xk+1)−1 F ′(x0)) (F ′(x0)−1 F(xk+1))∥
≤ ∥F ′(xk+1)−1 F ′(x0)∥ ∥F ′(x0)−1 F(xk+1)∥
≤ L0

2 sk + 12 (sk+1 − sk)

(sk+1 − sk)
1− L0 sk+1 = sk+2 − sk+1.
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Hence, we showed (50) holds for all k ≥ 0. Furthermore, let z ∈ U(xk+2, s⋆ − sk+2). Then, we have
that
∥z − xk+1∥ ≤ ∥z − xk+2∥ + ∥xk+2 − xk+1∥
≤ s⋆ − sk+2 + sk+2 − sk+1 = s⋆ − sk+1.
That is z ∈ U(xk+1, s⋆ − sk+1). The induction for (50) and (51) is now completed. Lemma 2.2 implies
that sequence {sn} is a complete sequence. It follows from (50) and (51) that {xn} is also a complete
sequence in a Banach space X and as such it converges to some x⋆ ∈ U(x0, s⋆) (since U(x0, s⋆) is
a closed set). By letting k −→ ∞ in (55) we get F(x⋆) = 0. Estimate (49) is obtained from (48)
(cf. [6,12,23]) by using standard majorization techniques. The proof for the uniqueness part has been
given in [11]. The proof of Theorem 3.1 is complete. 
Next we state a semi-local convergence result for Newton’s method using Lipschitz conditions (3)
and (7). The result is obtained by simply using (12) instead of (9) in the proof of Theorem 2.5 in [3].
Theorem 3.2. Let F : D ⊆ X −→ Y be Fréchet-differentiable. Suppose there exist x0 ∈ D, L ≥ L0 > 0
and η > 0 such that
F ′(x0)−1 ∈ L(Y,X),
∥F ′(x0)−1 F(x0)∥ ≤ η,
∥F ′(x0)−1 (F ′(x)− F ′(x0))∥ ≤ L0 ∥x− x0∥ for all x ∈ D,
∥F ′(x0)−1 (F ′(x)− F ′( y))∥ ≤ L ∥x− y∥ for all x, y ∈ D,
U(x0, t⋆) ⊆ D,
and hypotheses of Lemma 2.1 or Lemma 2.4 hold, where t⋆ is given in Lemma 2.1. Then, sequence
{xn} generated by Newton’s method is well defined, remains in U(x0, t⋆) and converges to a solution
x⋆ ∈ U(x0, t⋆) of equation F(x) = 0. Moreover, the following estimates hold
∥xn+1 − xn∥ ≤ tn+1 − tn
and
∥xn − x⋆∥ ≤ t⋆ − tn for each n = 0, 1, 2, . . . ,
where sequence {tn} is given in Lemma 2.1. Furthermore, if there exists R > t⋆ such that
U(x0, R) ⊆ D and L0 (t⋆ + R) ≤ 2,
then, the solution x⋆ of equation F(x) = 0 is unique in U(x0, R).
Remark 3.3. (a) If L = L0 Theorem 3.2 reduces to the Kantorovich theorem (cf. [23]).
(b) The limit points s⋆, t⋆ can be replaced by s⋆⋆ and t⋆⋆, respectively, which are given in closed form.
Next we estimate the convergence domain of Newton’s method. The results are presented using only
hypothesis (9). Similar results using (10) or (12) can follow in an analogous way.
Lemma 3.4. Let F : D ⊆ X −→ Y be Fréchet-differentiable. Suppose there exist x⋆ ∈ D,H⋆ > 0 such
that
F ′(x⋆)−1 ∈ L(Y,X), F(x⋆) = 0,
∥F ′(x⋆)−1 (F ′(x)− F ′(x⋆))∥ ≤ H⋆ ∥x− x⋆∥, for all x ∈ U

x⋆,
1
H⋆

and
U

x⋆,
1
H⋆

⊆ D.
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Then, for x0 ∈ U(x⋆, 1H⋆ ) the following assertions hold F ′(x0)−1 exists and
∥F ′(x0)−1 F(x0)∥ ≤ (2+ H⋆ ∥x0 − x
⋆∥) ∥x0 − x⋆∥
2 (1− H⋆ ∥x0 − x⋆∥) . (56)
Proof. We have
∥F ′(x⋆)−1 (F ′(x0)− F ′(x⋆))∥ ≤ H⋆ ∥x0 − x⋆∥ < 1. (57)
It follows from (57) and the Banach lemma on invertible operators that F ′(x0)−1 exists and
∥F ′(x0)−1 F ′(x⋆)∥ ≤ 11− H⋆ ∥x0 − x⋆∥ .
We have the identity
F(x0) =
 1
0
((F ′(x⋆ + θ (x0 − x⋆))− F ′(x⋆))+ F ′(x⋆)) (x0 − x⋆) dθ. (58)
Then, using (58) we obtain that
∥F ′(x⋆)−1 F(x0)∥
≤
 1
0
∥F ′(x⋆)−1 (F ′(x⋆ + θ (x0 − x⋆))− F ′(x⋆))∥ + 1

∥x0 − x⋆∥ dθ
≤ H⋆
2
∥x0 − x⋆∥2 + ∥x0 − x⋆∥. (59)
By combining (58) and (59) we get
∥F ′(x0)−1 F(x0)∥ ≤ ∥F ′(x0)−1 F ′(x⋆)∥ ∥F ′(x⋆)−1 F(x0)∥
≤ (2+ H⋆ ∥x0 − x
⋆∥) ∥x0 − x⋆∥
2 (1− H⋆ ∥x0 − x⋆∥)
hence, we proved (56). The proof of Lemma 3.4 is complete. 
Theorem 3.5. Let F : D ⊆ X −→ Y be Fréchet-differentiable. Set for H⋆ > 0,H > 0,H0 > 0 and
r ∈ (0,H⋆⋆]
H⋆⋆ = 12 min

1
2 H⋆
,
1
H0 + H

.
Suppose there exist x0, x⋆ inD such that:
F ′(x⋆)−1 ∈ L(Y,X), F(x⋆) = 0,
∥F ′(x⋆)−1 (F ′(x)− F ′(x0))∥ ≤ H0 ∥x− x0∥,
∥F ′(x⋆)−1 (F ′(x)− F ′( y))∥ ≤ H ∥x− y∥,
∥F ′(x⋆)−1 (F ′(x)− F ′(x⋆))∥ ≤ H⋆ ∥x− x⋆∥
for all x, y ∈ D and U(x⋆, 1/H⋆) ⊆ D . Then, for R⋆ = 3 r1−H⋆ r , sequence {xn} generated by Newton’s
method starting at x0 ∈ U(x⋆, r) is well defined, remains in U(x⋆, R⋆), and converges to x⋆.
Proof. Let x0 ∈ U(x⋆, r). It follows from Lemma 3.4 that F ′(x0)−1 exists and
η = ∥F ′(x0)−1 F(x0)∥ ≤ (2+ H⋆ ∥x0 − x
⋆∥) ∥x0 − x⋆∥
2 (1− H⋆ ∥x0 − x⋆∥) . (60)
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Set
H0 = H01− H⋆ ∥x0 − x⋆∥ , H =
H
1− H⋆ ∥x0 − x⋆∥ and r =
(2+ H⋆ r) r
1− H⋆ r .
Let x ∈ U(x0, r). Then, we have that
∥x− x⋆∥ ≤ ∥x− x0∥ + ∥x0 − x⋆∥ ≤ r + r ≤ 3 r1− H⋆ r = R
⋆.
Using Lemma 3.4 we obtain
∥F ′(x0)−1 (F ′(x)− F ′( y))∥ ≤ ∥F ′(x0)−1F ′(x⋆)∥ ∥F ′(x⋆)−1 (F ′(x)− F ′( y))∥
≤ H ∥x− y∥
1− H⋆ ∥x0 − x⋆∥ = H ∥x− y∥
and
∥F ′(x0)−1 (F ′(x)− F ′(x0))∥ ≤ ∥F ′(x0)−1F ′(x⋆)∥ ∥F ′(x⋆)−1 (F ′(x)− F ′(x0))∥
≤ H0 ∥x− x0∥
1− H⋆ ∥x0 − x⋆∥ = H0 ∥x− x0∥.
Set
h1 = (H + H0) η and r1 = 2 η.
Then, using (60), we get in turn
r1 = 2 η ≤ (2+ H⋆ ∥x0 − x
⋆∥) ∥x0 − x⋆∥
1− H⋆ ∥x0 − x⋆∥ ≤
(2+ H⋆ r) r
1− H⋆ r = r
and
h1 ≤ (2+ H⋆ ∥x0 − x
⋆∥) (H + H0) ∥x0 − x⋆∥
2 (1− H⋆ ∥x0 − x⋆∥)2
≤ (2+ H⋆ r) (H + H⋆) r
2 (1− H⋆ r)2 ≤

2+ 14
 1
2
2

1− 14
2 = 1,
by the choice of r and H⋆⋆. According to (9) (cf. [3, Theorem 1]), sequence {xn} generated by Newton’s
method converges to some y⋆ ∈ U(x0, r1) such that F(y⋆) = 0. Furthermore, we obtain that
∥x⋆ − y⋆∥ ≤ ∥x⋆ − x0∥ + ∥x0 − y⋆∥ ≤ r + r1 ≤ R⋆.
Set
T =
 1
0
F ′(x⋆ + θ (y⋆ − x⋆))dθ.
Then, we have that
∥F ′(x⋆)−1 (F ′(x⋆)− T )∥ ≤ H⋆
 1
0
∥θ (y⋆ − x⋆)∥ dθ < 1
2
H⋆
3 r
1− H⋆ r < 1,
by the choice of r andH⋆⋆. That is T −1 exists. Finally, in viewof the identity F(y⋆)−F(x⋆) = T (y⋆−x⋆),
we deduce x⋆ = y⋆. The proof of Theorem 3.5 is complete. 
Remark 3.6. If H0 = H = H⋆, Lemma 3.4 and Theorem 3.5 reduce to earlier ones in the literature
such as [15,19,21,23,26,29,34,35,37,39,41–43]. Otherwise, they constitute an improvement, since the
convergence domain of Newton’s method has been enlarged. Note also that H0 ≤ H,H⋆ ≤ H and
H
H0
, HH⋆
can be arbitrarily small. We also have R⋆ = 1H⋆ , if H⋆⋆ = r = 14 H⋆ and R⋆ = 32(H0+H)−H⋆ ≤ 1H⋆ , if
H⋆⋆ = r = 12 (H0+H) .
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Remark 3.7. It turns out that convergence ball U(x⋆, r), r ∈ (0,H⋆⋆] can be enlarged even further. Let
us define parameters λ,µ, b, d,H1,H2 by
λ = 2 H⋆
H0 + H , µ = λ
−1,
b =

−(2 λ+ 1)+(2 λ+ 1)2 + 4 λ (1− λ)
2 λ (1− λ) , if λ ≠ 1
1
3
, if λ = 1
d =

1−√µ
1+√µ, if µ ≠ 1
1
4
, if µ = 1
H1 = 2 bH0 + H and H2 =
d
H⋆
.
Then, we have
1
4
≤ b < 1, if λ ≤ 1,
1
4
≤ d < 1, if µ ≤ 36
100
and
d ≤ 1
4
, if
36
100
≤ µ ≤ 1.
Moreover, if 2 H⋆ ≤ H0 + H then, we have
H⋆⋆ ≤ H1 ≤ 1H⋆
and
h1 ≤

2+ (H0+H) λ r2

(H0 + H) r
2

1− (H0+H) λ r2
2 ≤ 1.
Finally, if H0 + H ≤ 2 H⋆ then, we have
H⋆⋆ ≤ H2 ≤ 1H⋆ , if µ ≤
36
100
,
H2 ≤ H⋆⋆ ≤ 1H⋆ , if
36
100
≤ µ ≤ 1
and
h1 ≤ (2+ H⋆ r) µ H⋆ r
(1− H⋆ r)2 ≤ 1
hence, we conclude that interval (0,H⋆⋆] can be replaced in Theorem 3.5 by the at least as large (0,H1]
if 2 H⋆ ≤ H0 + H and by (0,H2] if H0+H2 H⋆ ≤ 36100 .
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Remark 3.8. (a) It follows from (3) and (7) that there existM0,M , respectively such that
∥F ′(x0)−1 (F ′(x1)− F ′(x0))∥ ≤ M0 ∥x1 − x0∥
and
∥F ′(x0)−1 (F ′(x)− F ′(x1))∥ ≤ M ∥x− x1∥ for all x ∈ D,
where x1 = x0 − F ′(x0)−1 F(x0). Note that in general
M0 ≤ L0
and
M ≤ L
hold and L0M0 ,
L
M can be arbitrarily small. It then, follows from the proofs of Theorems 3.1 and 3.2
that sequences {vn}, {wn} defined by
v0 = 0, v1 = η, v2 = η + L0 η
2
2 (1−M0 η) ,
vn+2 = vn+1 + L (vn+1 − vn)
2
2 (1−M0 vn+1) for each n = 1, 2, . . .
w0 = 0, w1 = η, w2 = η + L0 η
2
2 (1−M0 η) , w3 = w2 +
M (w2 − w1)2
2 (1− L0 w2) ,
wn+2 = wn+1 + L (wn+1 − wn)
2
2 (1− L0 wn+1) for each n = 2, 3, . . .
are tighter than {tn} (under the hypotheses of Theorem 3.2). Moreover, using a simple inductive
argument we get
wn ≤ vn ≤ tn, (61)
wn+1 − wn ≤ vn+1 − vn ≤ tn+1 − tn (62)
and
w⋆ = lim
n→∞wn ≤ v
⋆ = lim
n→∞ vn ≤ t
⋆.
Strict inequalities hold in (61) and (62) for n = 3, 4, . . . , if M0 < L0 or M < L. Furthermore, it
follows from the proof of Lemma 2.1 that sequences {vn}, {wn} converge, if
0 ≤ α1 ≤ α ≤ 1− L0 v21− L0 v1 , (63)
L0 v2 < 1 (64)
and
0 ≤ α2 ≤ α ≤ 1− L0 w31− L0 w2 , (65)
L0 w3 < 1, (66)
respectively, where
α1 = L (v2 − v1)2 (1− L0 v2) , α2 =
L (w3 − w2)
2 (1− L0 w3) .
Convergence criteria (63)–(66) are weaker than the ones given in Lemma 2.1. These criteria are
more difficult to verify. However, these criteria involve only computations at the initial data (see
also Example 4.1).
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(b) The majorizing sequence for Newton’s method used in earlier studies (cf. [15,21,23,26,28,29,34,
35,38,40,42,45–47]) is given by
u0 = 0, u1 = η,
un+2 = un+1 + L (un+1 − un)2 (1− L un+1) for each n = 0, 1, 2, . . . .
Clearly, sequence {tn} is tighter than {un} for L0 < L.
Remark 3.9. Evidently, sequence {tn} converges, if
L0 tn < 1 for each n = 1, 2, . . . (67)
holds. Indeed, it follows from (16) and (67) that sequence {tn} is increasing and bounded fromabove by
1/L0 and as such it converges to its unique least upper bound t⋆ ∈ (0, 1/L0]. Condition (12) guarantees
that (67) holds. Next we shall find more sufficient conditions that imply (67), but do not necessarily
imply (12). It turns out that this way the error bounds can be tighter than (19).
We need auxiliary results for zeros of functions.
Lemma 3.10. Let L0 > 0, L > 0 and η > 0 be given parameters. Set τ = L0/L. Let δ ∈ ( L2 , L2+L0 (1+τ))
be fixed and set ξ = 2 δ−L2 L0 . Define sequence of functions pn on [0, 1] by
pn+1(x) = τ 2n−1x2n + τ 2n−2x2n−1 + · · · + τ 20x2 + x− ξ for each n = 1, 2, . . . . (68)
Then, each function pn has a unique zero rn = rn(δ) ∈ (0, 1) and
rn+1 ≤ rn ≤ ξ for each n = 2, 3, . . . . (69)
Let us define function p∞ by
p∞(x) = lim
n→∞ pn(x) for each fixed x ∈ (0, 1).
Then, the following assertion holds
r∞ ≤ rn for each n = 2, 3, . . . .
Proof. It follows by the definition of δ that ξ ∈ (0, 2). We have pn+1(0) = −ξ < 0 and pn+1(1) =
τ 2
n−1 + τ 2n−2 + · · · + τ 21 + τ + 1− ξ > 0 for each n = 0, 1, 2, . . . . The intermediate value theorem
guarantees the existence of a zero rn in (0, 1) for each pn. Using (68), we get p′n(x) > 0 for x ∈ [0, 1].
That is functions pn are increasing on [0,∞). Hence, each function pn crosses the x-axis only once.
Hence, rn is the unique zero of pn in (0, 1). Moreover, by (68), we obtain
pn+1(x) = pn(x)+ τ 2n−1 x2n for each n = 1, 2, . . . .
In particular, we have
pn+1(rn) = τ 2n−1 r2nn + pn(rn) = τ 2
n−1
r2
n
n > 0 for each n = 1, 2, . . . . (70)
It then, follows from pn+1(0) < 0, (70) and the definition of rn+1 that (69) is true. Finally, we have
pn+1(ξ) > 0, so rn ≤ ξ . The proof of Lemma 3.10 is complete. 
The next result is shown in an analogous way.
Lemma 3.11. Let L0 > 0, L > 0 and η > 0 be given parameters. Set τ = L0/L. Let δ ∈ ( L2 + L0 τ , L2 +
L0 (1+ τ)). Define sequence of functions qn on [0, 1] by
qn+1(x) = τ 2n−1x2n + τ 2n−2x2(n−1) + · · · + τ 20 x2 + x− ξ for each n = 1, 2, . . . . (71)
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Then, each qn (n ≥ 2) has a unique zero ϱn = ϱn(δ) ∈ (0, 1) and
ϱn+1 ≤ ϱn ≤ ξ for each n = 2, 3, . . . . (72)
Let us define function q∞ by
q∞(x) = lim
n→∞ qn(x) for each fixed x ∈ (0, 1).
Then, the following assertion holds
r ≤ ϱ∞ ≤ ϱn for each n = 2, 3, . . . ,
where r is the unique zero of function q given by
q(x) = τ + (1− τ) (τ x)
2
1− (τ x)2 + x− ξ .
Moreover, the following assertions hold
ϱn ≤ rn for each n = 2, 3, . . . (73)
and
ϱ∞ ≤ r∞. (74)
Proof. We show in a way analogous to Lemma 3.10 that each qn has a unique zero ϱ∞ ∈ (0, 1), so
that (72) is satisfied. It follows from τ 2
n−1 ≤ τ 2(n−1), x2n ≤ x2n (x ∈ [0, 1]) and the definition of q, qn,
and q∞ that
qn+1(x) ≤
n
i=1
τ 2 (i−1) x2 i + τ x2 + x− ξ
≤ τ−2

n
i=1
(τ x)2 i + 1− 1

− x2 + τ x2 + x− ξ
≤ τ−2

1− (τ x)2 (n+1)
1− (τ x)2 − 1

− (1− τ) x2 + x− ξ
≤ τ−2

1
1− (τ x)2 − 1

− (1− τ) x2 + x− ξ
= τ + (1− τ) (τ x)
2
1− (τ x)2 + x− ξ = q(x)
hence, we obtain
q∞(x) ≤ q(x).
Using (68) and (71) we get
pn(x) ≤ qn(x) x ∈ (0, 1) for each n = 2, 3, . . . .
In particular, we have 0 = pn(rn) ≤ qn(rn) and qn(0) = −ξ > 0. Hence, we proved (73). Estimate (74)
follows from (73). Finally, we have q(0) = τ − ξ < 0 by the choice of δ and 0 = q∞(ϱ∞) ≤ q(ϱ∞).
That is, we deduce the existence of r . We also have
q′(x) = 2 τ
2 (1− τ) x (1− (τ x)2)+ 2 τ 2 x (τ + (1− τ) (τ x)2)
(1− (τ x)2)2 + 1 > 0.
That is function q is increasing on (0, τ−1) and as such it crosses the x-axis only once. Hence, we
deduce the uniqueness of r . The proof of Lemma 3.11 is complete. 
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Table 1
Values of the solution r .
τ ξ r
0.5 0.75 1.999899982
0.5 10 1.880409747
0.5 100 1.989822871
0.5 105 1.999990000
0.7 0.71 0.009951472065
0.7 0.9 0.1832670750
0.7 10 1.346433432
0.7 106 1.428570714
0.99 0.999 0.008921976324
0.99 1 0.009903856306
0.99 107 1.010100960
1 1.001 0.009901941932
Remark 3.12. We have found using Maple 13 the explicit form of the unique zero r of q on interval
(0, τ−1). This representation of r is very long. However, we give some values of r for 0 < τ < 1 and
ξ > τ in Table 1.
We can now show the following result for the convergence of {tn}.
Theorem 3.13. Let parameters L0, L, η, and δ be as given in Lemma 3.10, with L0 ≤ L. Suppose L0 ≤ L
and
δ η ≤ r∞ (75)
or
δ η ≤ r∞
or
δ η ≤ r.
Then, sequence {tn} given by (16) is increasing, bounded from above by 1/L0 and converges to its unique
least upper bound t⋆ ∈ (0, 1/L0]. Moreover, the following estimates hold
tn+2 − tn+1 ≤ δ (tn+1 − tn)2 (76)
and
t⋆ − tn ≤ (δ η)
2n
δ (1− δ η) for each n = 0, 1, 2, . . . . (77)
Proof. We use Mathematical Induction to prove that
0 <
L
2 (1− L0 tn+1) ≤ δ for each n = 0, 1, 2, . . . (78)
or
δ tn+1 ≤ ξ for each n = 0, 1, 2, . . . . (79)
Note that if (79) holds, then, so does (65), since δ > L/2. If n = 0 (79) can be rewritten as δ η ≤ ξ ,
which is true by (75). Hence, (79) holds for n = 0. We also have by (16)
t2 − t1 = L0 (t1 − t0)
2
2 (1− L0 t1) ≤ τ
1
δ
(δ (t1 − t0))2 = τ 1
δ
(δ η)2.
Moreover, we get
δ t2 ≤ τ (δ η)2 + δ η ≤ ξ,
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since p2(δ η) ≤ 0 by (68) and (75). Let (78) hold for all natural integers k ≤ n+ 1. Then, we get
δ (tn+2 − tn+1) ≤ (δ (tn+1 − tn))2 ≤ · · · ≤ (δ (t1 − t0))2n+1 = (δ η)2n+1 . (80)
Using the identity
tn+2 = t1 +
n+1
i=1
(ti+1 − ti)
and (80) we see that
δ tn+2 ≤ ξ .
Evidently (78) holds, if
τ 2
n
(δ η)2
n+1 + τ 2n−1 (δ η)2n + · · · + τ 20 (δ η)21 + δ η ≤ ξ (81)
or
pn+2(δ η) ≤ 0. (82)
But (82) is true by (75). This completes the induction for (76). Let k ≥ 1. Then, using (76) and the
identity
tn+k − tn =
k
i=1
(tn+i − tn+i−1),
we get in turn
tn+k − tn ≤ 1
δ

(δ η)2
n+k−1 + (δ η)2n+k−2 + · · · + (δ η)2n

≤ 1
δ
(δ η)2
n

(δ η)k−1 + (δ η)k−2 + · · · + 1

≤ 1
δ
(δ η)2
n 1− (δ η)k
1− δ η , (83)
since δ η < 1. By letting k −→∞ in (83) we obtain (77). The proof of Theorem 3.13 is complete. 
Remark 3.14. Zeros r∞, ϱ∞ or r are given in closed form only in special cases. Another possibility for
the application of Theorem 3.13 is to verify directly the validity of estimate (81) for each n = 1, 2, . . . .
4. Numerical examples
We provide examples where L0 < L so we can compare the ‘‘h’’ conditions.
Example 4.1. Using the example given in the Introduction, we have
M0 = 13 (7− a) < L0, M =
2 (5− 2 a)
3
< L for all a ∈ (0, 0.5] and
α = 2 (2− a)
2− a+ (5 a2 − 24 a+ 28)1/2 .
It follows from (30), (31), (38) and (39) that
β0 = 12
(1− a) (3− a)
3− (1− a) (3− a) ,
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β = 1
2

1− 1
3
(1− a) (3− a)−

1− 1
3
(1− a) (3− a)
2
− 8
3
(1− a) (3− a)
1/2
,
p1(s) = s2 −

1− 1
3
(1− a) (3− a)

s+ 2
3
(1− a) (3− a) and
p2(s) = 13 (1− a) (3− a) (1− s) (2+ s)

1
2
(1− a) (3− a)
3− (1− a) (3− a) − s

.
Using (5) and (13) we get
h⋆ = 43 (1− a) (2− a) > 1 and h4 =
1
3
(5+ 2√6) (3− a) (1− a) > 1,
for all a ∈ (0, 0.5). Hence, there is no guarantee that Newton’s method starting at x0 converges to
x⋆ = 3√a. However, if we consider our conditions (9), (10), (12) and (14) we get
h0 = 23 (3− a) (1− a) ≤ 1 for all a ∈ [0.418861170, 0.5),
h1 = 13 (7− 3 a) (1− a) ≤ 1 for all a ∈ [0.464816242, 0.5),
h2 = 16 (8− 3 a+ (5 a
2 − 24 a+ 28)1/2) (1− a) ≤ 1 for all a ∈ [0.450339002, 0.5),
h3 = 112 (1− a) (12− 4 a+ (84− 58 a+ 10 a
2)1/2 + (12− 10 a+ 2 a2)1/2) ≤ 1
for all a ∈ [0.4271907643, 0.5) and
h4 ≤ 1 for all a ∈ (0.8584827889, 3.141517211).
By Remark 3.8 and for a ∈ (0, 1), we obtain
(63)⇐⇒ a ∈ (0.8770219758, 1), (64)⇐⇒ a ∈ (0.3136349706, 1),
(65)⇐⇒ a ∈ (0.3136349706, 0.5) and (66)⇐⇒ a ∈ (0.2862699333, 0.5).
Then, (65) and (66) hold for a ∈ (0.3136349706, 0.5). Therefore, Theorem 3.2 can apply to solve
equation F(x) = 0 for a ∈ [0.4271907643, 0.5).
Next we pick three values of a such that all hypotheses are satisfied, so we can compare the ‘‘h’’
conditions. Using Maple 13 we have the following results.
Case a = 0.49999
x⋆ = 0.7936952346, h⋆ = 1.000026667 > 1, h4 = 4.124673776 > 1,
h1 = 0.9166899999 < 1, h2 = 0.8877981560 < 1, h0 = 0.8333533332 < 1
and h3 = 0.8467492049 < 1.
Case a = 0.52
x⋆ = 0.8041451517, h⋆ = 0.9472000000 < 1, h4 = 3.927915060 > 1,
h1 = 0.8703999998 < 1, h2 = 0.8438043214 < 1, h0 = 0.7935999998 < 1
and h3 = 0.8059586212 < 1.
Case a = 0.86
x⋆ = 0.9509685413, h⋆ = 0.2128000000 < 1, h4 = 0.9885780846 < 1,
h1 = 0.2062666666 < 1, h2 = 0.2040583328 < 1, h0 = 0.1997333334 < 1
and h3 = 0.2008087925 < 1.
Note that for a = 0.86, (13) is satisfied. By (30), (31), (40) and (41), we have
β0 = 0.05547326320, β = 0.3969002196, βM = 0.2583384304.
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Using Maple 13 for N = 3 we obtain
(42)⇐⇒ a ∈ (0.3394701711, 1) and
(43)⇐⇒ a ∈ (0.1879694266, 0.3394701710) ∪ (0.4053946453, 1)
then, combining (12), (42) and (43) we can apply Lemma 2.4 for a ∈ [0.4271907643, 0.5).
Next we provide two more examples where L0 < L.
Example 4.2. Let x0 = 0. Define the scalar function F by F(x) = d0 x + d1 + d2 sin ed3 x, where
di, i = 0, 1, 2, 3 are given parameters. It can easily be seen that for d3 large and d2 sufficiently small,
L0
L can be arbitrarily small.
Example 4.3. Let X = Y = C[0, 1] be equipped with the max-norm. Consider the following
nonlinear boundary value problem (cf. [6])
u′′ = −u3 − γ u2
u(0) = 0, u(1) = 1.
It is well known that this problem can be formulated as the integral equation
u(s) = s+
 1
0
Q(s, t) (u3(t)+ γ u2(t)) dt, (84)
whereQ is Green’s function
Q(s, t) =

t (1− s), t ≤ s
s (1− t), s < t.
We observe that
max
0≤s≤1
 1
0
|Q(s, t)| dt = 1
8
.
Then, problem (84) is in the form (1), where F : D −→ Y is defined by
[F(x)] (s) = x(s)− s−
 1
0
Q(s, t) (x3(t)+ γ x2(t)) dt.
Set u0(s) = s andD = U(u0, R0). It is easy to verify that U(u0, R0) ⊂ U(0, R0 + 1), since ∥u0∥ = 1. If
2 γ < 5, the operator F ′ satisfies conditions of Theorem 3.2, with
η = 1+ γ
5− 2 γ , L =
γ + 6 R0 + 3
4
, L0 = 2 γ + 3 R0 + 68 .
Note that L0 < L.
Other applications and examples including nonlinear Chandrasekhar-type integral equations
appearing in radiative transfer can also be found in (cf. [6,12]).
Finally, we provide two examples where H⋆ < H .
Example 4.4. LetX = Y = R. Define function F onD = [−1, 1] by
F(x) = ex − 1. (85)
Then, using (85) for x⋆ = 0, we get F(x⋆) = 0 and F ′(x⋆) = e0 = 1. Moreover, hypotheses of
Theorem 3.5 hold for H = e and H⋆ = e− 1. Note that H⋆ < H .
Example 4.5. LetX = Y = C[0, 1], the space of continuous functions defined on [0, 1] be equipped
with the max norm andD = U(0, 1). Define function F onD by
F(h)(x) = h(x)− 5
 1
0
x θ h(θ)3 dθ. (86)
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Then, we have
F ′(h[u])(x) = u(x)− 15
 1
0
x θ h(θ)2 u(θ) dθ for all u ∈ D.
Using (86) we see that hypotheses of Theorem 3.5 hold for x⋆(x) = 0, where x ∈ [0, 1],H = 15 and
H⋆ = 7.5.
Conclusion
We presented new criteria for the convergence of Newton’s method in order to approximate
a solution of a nonlinear operator equation in a Banach space setting. The first result uses only
center-Lipschitz condition. The second uses Lipschitz and center-Lipschitz conditions on the Fréchet-
derivative of the involved operator. Our results expand the applicability of Newton’s method.
Numerical examples are also provided for which the older convergence criteria do not hold but for
which our weaker convergence criteria are satisfied.
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