Abstract
Introduction
Recent interest on face recognition has focused on the enhancements provided by the acquisition of 3D face data [1, 16] . Three dimensional information allows an improvement in the face recognition accuracy by possibly merging texture and surface geometry features [3, 8, 18] . Although 3D approaches outperform current 2D image-based methods by being invariant to pose and lighting variations, there are still open issues such as the search for compact representation of large amount of data and developing methods robust to face deformation. The most advanced methods proposed recently aim mainly at building expression invariant recognition systems [9, 2, 11] . Roughly speaking, two main strategies can be identified, which are based on: (i) expression invariant measurements [9, 2] , and (ii) generation of new synthetic expressions from the neutral one [11] . Among the methods in the first approach [9] , an annotated face model (AFM) is fitted to the 3D mesh to generate a geometry image encoding shape information. Then, wavelet transform is applied for a 2D multiresolution matching. The method proposed in [2] assumes that facial expressions can be modeled as isometries of the facial surface. This allows construction of expression-invariant representations of faces using the bending-invariant canonical forms approach. Regarding the second strategy, a hierarchical geodesic-based resampling strategy is applied to extract landmarks for modeling facial surface deformations [11] . Then, new deformed faces are generated from the 3D neutral models in order to compare the query image (of any expression) with the synthesized templates from the gallery.
It is worth noting that all the above mentioned expression invariant methods are based on the proper alignment (i.e., registration) between the query and the template face by adopting a global approach (i.e., the whole face is used as the input), based on ICP-like algorithms [11] . This implies that an exhaustive search between dense 3D corresponding points needs to be carried out, making the approach computationally expensive, especially when a large number of subjects are present in the gallery. Moreover, the entire 3D model of each subject must be kept in the gallery.
In this paper we propose a local approach by introducing a new compact representation for robustly describing few facial-landmarks. The recognition is done by finding the best matching among the corresponding points signatures, without an alignment procedure. For each extracted facial landmark, multidimensional local geometric features are sampled along a 3D geodesic spiral pathway, that lies in a neighborhood zone. Such information is modeled by a Hidden Markov Model (HMM) [15] providing a reliable model-based facial-point description. In the details, the HMM is able to compactly capture the local surface geometry variation around the facial landmarks points for recognition purpose.
Local regions around fiducial landmarks carry a large portion of discriminative information about the facial identity. We show that our HMM-based framework is effective for both expression and subject recognition. Therefore, we propose to deal with possible deformed faces by adopting a new simple schema. A two-steps procedure is introduced: (i) recognize the expression first, and then (ii) match the input query to only templates with the same expression type in the gallery. This allows us to reduce the number of comparisons by improving the speed of matching. In particular, for the expression recognition stage, a single HMM is trained from a set of corresponding landmarks of training subjects having the same expression, and used as expression classifier. For the subject recognition stage, a per-subject HMM is trained from landmarks descriptions of the same subject. Subsequently, point matching among different expressions and subjects is performed by classifying corresponding landmark points using likelihood-based measures.
Other methods have been proposed in the literature based on the extraction of local geometric features [12, 4, 18, 1, 6] . In [6] , a curvature-based segmentation of the face is carried out. Then a set of features is extracted that describes both curvature and metric properties of the face. Thus, each face becomes a point in a feature space and nearest-neighbor matching is done. A similar approach is adopted in [12] . A segmentation based on mean and Gaussian curvatures is performed first and then a feature vector based on the segmented region is created for matching. In [4, 18] the point signature descriptor is extended to 3D faces, employing a matching scheme which discards those parts of the face that deform nonrigidly. An exhaustive survey on 3D face recognition methods is reported in [1] for further reading. Finally, we highlight that very few studies propose statistical learning approaches based on HMMs, mainly focused on the extension of 2D global methodologies to the 3D domain [17] . Here, instead, we design a new HMM-based geometric paradigm which is able to characterize the 3D shape variation by merging different local facial properties into the same representation which is useful for both expression and subject recognition purposes.
The rest of the paper is organized as follows. In Section 2, the HMM framework for describing facial landmarks is introduced. In Section 3, we illustrate how our proposed descriptor can be employed in an expression-driven face recognition scenario. Section 4 reports some face recognition results, and finally conclusions are drawn in Section 5.
HMM-based geometric signature of facial landmarks
The HMM-based signature of facial landmarks is the core of the proposed approach. The goal is to build a compact description that is able to summarize information related to interest points and their neighborhood. From the face scan organized as a 3D mesh, I interest points or landmarks are selected. Let us focus on landmark v i ; around it, we build a clockwise spiral pathway s(v i ) connecting vertices which lie at 1-ring distance [13] , then at 2-ring distance and so on, until a fixed geodesic radius r is reached. Connections among vertices which lie on different ring distances are rearranged in order to maintain the area covered by the spiral as regular as possible, thereby obtaining a circular geodesic area around v i . If holes are present on the surface (especially around the mouth), no data is collected by jumping to the next available point, as shown in tion [13] composed of the maximal and minimal curvature. Experimentally, we saw that other local features, such as the Gaussian curvature and the shape index, do not improve the description. Once the data on the spiral s(v i ) is acquired, we observed that all its 2-dimensional entries {o} i form entities which, in principle, could be quantized to a few values, that occur repeatedly themselves along the spiral. For this reason, modelling the spiral as a stochastic process, in which the different entities are thought as discrete states, is a reasonable choice. The model more suited for this idea is the discrete-time Hidden Markov Model (HMM) [15] .
A HMM can be viewed as a Markov model whose states are not directly observable: instead, each state is characterized by a probability distribution function, modelling the observations corresponding to that state. More formally, a HMM is defined by the following entities [15] :
states; in our case each state is associated to a particular local geometric configuration that occurs along the spiral.
• the transition matrix A = {a kj }, 1 ≤ k, j ≤ N , representing the probability of moving from state S k to state S j ,
with a kj ≥ 0, N j=1 a kj = 1, and where T is the length of the sequence and Q t denotes the state occupied by the model at site t. This matrix encodes how the different local configurations succeed along the spiral.
• the emission matrix B = {b(o|S k )}, indicating the probability of emission of symbol o ∈ V when system state is S k ; V can be a discrete alphabet or a continuous set (e.g. V = IR), in which case b(o|S k ) is a probability density function. We used a 2-dimensional Gaussian HMM, i.e.
where N (o|μ, Σ) denotes a Gaussian density with mean μ and diagonal covariance matrix Σ, evaluated at o, which represents an entry of the spiral pathway. This distribution codifies how probable values on the spiral are connected to a hidden state.
• π = {π k }, the initial state probability distribution,
For convenience, we represent an HMM by a triplet of parameters λ = (A, B, π). The learning of the HMM parameters, given an observed sequence s(v i ), is usually performed using the well-known Baum-Welch (BW) algorithm [15] , which is able to determine the parameters of the model λ i by maximizing the likelihood P (s(v i )|λ i ). In this way, the HMM gives a statistical encoding of the facial landmark and its neighborhood, taking into account the uncertainty in the data. Actually, each HMM state captures a particular geometrical aspect particularly evident near v i . In practice, as shown in the experiments, the expressivity of such a characterization is robust to pose, irregular sampling (for example, due to holes in the mesh) and resolution variation of the mesh over which the interest point lies.
Expression-driven 3D face recognition
In a typical face recognition scenario (e.g., driver license, passport), the face image captured at the enrollment stage (for populating the gallery) is generally with neutral expression. But, at the verification stage, user can offer any expression. Although it is only at the verification stage that we want to relax the requirement of neutral expression, we propose to acquire 3D scan images of a subject with multiple expressions also for the gallery construction. Even if this approach implies the acquisition of a larger number of instances, we highlight that in principle only the HMMs parameters have to be stored in the gallery.
The proposed application is based on two main phases: (i) gallery construction, and (ii) testing stage.
Gallery construction
During the enrollment stage, 3D face of each subject is captured. As we mentioned above, the same subject is acquired with different expressions such as those described in [2] (i.e., neutral, surprise, sadness, and so on). In order to build the gallery, the HMM training phase needs to be carried out for both the expression and subjects recognition. For each 3D face I fiducial landmarks are extracted according to the anthropometric guidelines [5] .
Let
] be the set of observed sequences around the I landmarks extracted for subject j having the expression EXP∈{ "NEU", "SML", ...} (i.e., neutral, smiling and so on). Therefore, for expression recognition we collect this data from subjects with the same expression. Then, the face expression model
, ..., λ EXP I
] is generated by learning an HMM λ i for each of the I landmarks by taking into account all the subjects j = 1, ..., N with that expression. Indeed, the process is repeated for all different expressions, by obtaining Λ NEU , Λ SML and so on. Similarly, for subject recognition, the subject model
, ..., λ EXP Ij
] is estimated for each subject j having the particular expression EXP. Note that just a single sample is sufficient for learning the HMM parameters related to the subject model. Figure 2 shows the gallery construction scheme.
Testing stage
Given a test sample of a subject with an arbitrary expression, the I landmarks are extracted and the respective sequences are collected by defining
e., the sequence of the I landmarks of the test subject having an unknown expression). Indeed, a two-step testing procedure is performed. The face expression recognition is computed first by adopting a maximum likelihood approach on each fiducial point. In particular, for each fiducial point i, the following score is com- Subject models Figure 2 . Gallery construction scheme. From all the subjects with the same expression, one expression model is estimated. Then, for each subject with a given expression, a subject model is computed.
puted:
Therefore, each landmark "votes" for a particular expression, and a majority criterion is used for classifying the expression of the test-face. Once the expression has been recognized, the subject recognition is performed by computing the following landmark-similarity score:
where, l S ij is the log-likelihood of landmark i w.r.t. the gallery subject model j, with j = 1, · · · , M referring to those gallery models having the same expression EXP , which has been recognized in the previous step. In this case, the so-called Borda count criterion [7] is used: all the similarity-landmark scores in the gallery are sorted; then, a subject receives the sum of the corresponding ranks observed on each landmark. Finally, the subject j with the lowest sum of ranks is chosen as match. Figure 3 shows the scheme of the testing stage.
Experimental results
The proposed approach has been tested on the 3D range images available in the FRGC dataset [14] . We have selected the early 80 subjects among the scans of both the 'fall 2003' and 'spring 2004' subsets [14] . Therefore, each subject is acquired with possible different expression, pose and at different time period. In particular, our preliminary experiments are focused on two different expressions: neutral and smiling. Among the selected subjects, 40 are observed with both neutral and smiling expressions while 40 are collected and fed to each expression model to recognize the expression. Then, the same sequences are fed to each of the subject model having the already recognized expression. The subject j satysfying the Borda count criterion is the output. subjects are observed with only the neutral one 1 . We collect 2 neutral scans for each of the 80 subjects (i.e., 80 scans for the gallery and 80 scans for testing) and 2 smiling scans for each of the 40 smiling ones (i.e., 40 scans for the gallery and 40 scans for testing). Figure 4 shows some scans of the subjects with both the expressions. In each scan, I = 9 landmarks are extracted and the neighborhood information is collected as described in Section 2.
First, we evaluate the proposed algorithm with the 7 annotated landmarks provided in the FRGC database [14] . The two additional landmarks (i.e., the cheeks points) are obtained by extracting the middle point along the geodesic path between the mouth corner and the outside eye corner. Figure 5 shows an example of a scan illustrating both the respective landmarks and spirals. Note that the lengths of the spirals are chosen with the aim to cover the most significant part of the face. Figure 6 . The Viterbi path of the HMM models built on corresponding points. Two scans of the same subject are fed to the same neutral subject model in (a) and (b), respectively (i.e., the gallery and the testing). Point in (c) is the same as in (a), but it is fed to the neutral expression model. The corresponding point on a smiling scan is fed to the smiling expression model in (d). For the face expression recognition stage we randomly select 20 neutral and 20 smiling scans. For each class, the expression model is trained as described in Section 2, by obtaining Λ NEU and Λ SML . Then, for the subject recognition stage, two subject models are trained, by obtaining Λ 
. 40).
In both the training stages, we found that setting N = 5 hidden states gives the best performance. According to the proposed schema, the test evaluation is performed as follows: given a test scan, the expression is recognized first and then the subject recognition is carried out only among the subjects in the gallery with the same recognized expression. In Figure 6 , the Viterbi path of the HMMs built on corresponding points of the same subject is shown. In particular, in Figures 6 (a) and (b) the same subject model λ NEU k is used to recognize the subject k with neutral expression observed by two different scans. For visual clarity, a stateidentifying number is positioned on the area which exhibits mainly the presence of that state. Note that similar states lie in corresponding areas. In Figures 6 (c) and (d) the Viterbi path is shown (states are indicated with letters) with respect to the expressions models λ NEU and λ SML , respectively of the same subject with different expressions. Here, both the the states (visible in the figure) and transitions are different. Note further that the same point of the same scan in (a) and in (c) assumes different meaning based on the considered model (i.e., subject or expression model). In our experiment, the two-class facial expression recognition accuracy is 100%. Moreover, the neutral subjects recognition rate reaches 92.50%, while the smiling subjects recognition is 90.00%. Therefore, the overall recognition accuracy of the proposed approach is 91.25%. Note that images are quite noisy, with several holes especially around the eyes and the mouth (e.g., see the eyebrows in Figure 5 ). Moreover, the subjects are acquired with different distances from the sensor by providing models at varying resolutions (e.g., see the different spirals in Figures 6 (c) and (d) ). Despite that, the proposed descriptor is robust and allows the method to find correct matching. Table 1 shows the computational effort required by the main steps, where I is the number of landmarks, η is mean size of the landmark-neighborhood in computing the local features, N is the number of hidden states, τ is the mean length of the spirals associated with a landmark and W is the mean number of BW iterations [15] .
It is worth noting that the main computational effort in our approach is in the training phase. The test stage is reasonably fast for on-line applications, as required in typical biometric scenario 2 . Nevertheless, the training phase con- structs the expression and subject models which are the only data which need to be stored in the gallery. Each landmark needs ≈ 2Kbytes of memory. Note that a typical uncompressed 3D model occupies ≈ 13Mb. For instance, the model in Figure 5 has 95, 520 vertices and 182, 960 triangles for a total of 13.318Mb. Finally, we test our method by extracting the landmarks automatically, on a subset of 20 subjects (with 20+20 neutral and 20+20 smiling scans). We use the automatic landmark detection method proposed in [10] . The performance is similar to the manual landmark case: the 2-class expression recognition rate is again 100%, while the subject recognition rate is 90.00% and 85.00% for neutral and smiling, respectively, for an overall rate of 87.5%.
Discussions
We propose a new statistical signature for compact representation of few facial landmarks, in the context of 3D face recognition applications. Our HMM-based geometric descriptor allows a drastic reduction in the amount of stored data, by estimating few HMMs model parameters for each fiducial point. We have shown that the same learning framework is suitable for both expression and subject recognition purpose. Therefore, we propose a simple strategy for expression invariant 3D face recognition. Preliminary results on a subset of the FRGC V.2.0 dataset are reported supporting the effectiveness of results. Although the accuracy does not outperform current expression invariant recognition methods (e.g., in [9] a rate of 97% is reached on the whole FRGC V.2.0 dataset), the obtained performance is still satisfactory. Moreover, we highlight that most of the methods which provide the highest performance are based on ICP-like algorithms that involve a large number of control points. Hence, the comparison is not fair since only few points are considered by our algorithm. We are confident that we can improve the results by possibly enlarging the number of facial landmarks. Finally, regarding the speed we outline the improvements obtained with the proposed approach by evidencing both the computational complexity and the timing of each of the main stages.
Future work will address the extension of our method to 3D smart card identity verification systems (SCIVS). In fact, our 3D face descriptor should be particularly suitable by switching from Matlab to C++.
for such kind of application due to the compactness and robustness of the representation.
