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As previously discussed in [1], the inflationary account for the emergence of the seeds of cosmic
structure falls short of actually explaining the generation of primordial anisotropies and inhomo-
geneities. This description starts from a symmetric background, and invokes symmetric dynamics,
so it cannot explain asymmetries. To generate asymmetries, we present an application of the Contin-
uous Spontaneous Localization (CSL) model of wave function collapse[2] in the context of inflation.
This modification of quantum dynamics introduces a stochastic non-unitary component to the evo-
lution of the inflaton field perturbations. This leads to passage from a homogeneous and isotropic
stage to another, where the quantum uncertainties in the initial state of inflation transmute into the
primordial inhomogeneities and anisotropies. We show, by proper choice of the collapse-generating
operator, that it is possible to achieve compatibility with the precise observations of the cosmic
microwave background (CMB) radiation.
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2I. INTRODUCTION
The measurement problem in quantum mechanics remains, almost a century after the theory’s formulation, the
major obstacle to considering the theory as truly fundamental. Despite heroic efforts by many insightful physicists,
the difficulties involved have not yielded and we are still lacking any fully satisfactory option. The basic issue, as
described for instance in [3], is the fact that the theory relies on two different and incompatible evolution processes.
Using Penrose’s characterization[4], there is the U (unitary) process, where the state changes smoothly according to
Schro¨edinger’s deterministic differential equation, and the R (reduction) process, in which the state of the system
changes instantaneously, in an indeterministic fashion. The U process is supposed to control a system’s dynamics all
the time that the system is left alone, while the R process is called upon whenever a measurement has been carried
out.
The problem is that no one has been able to characterize in general when a physical process should be considered
a measurement. This issue has been studied and debated extensibly in the scientific and philosophical literature [5].
Of course, in laboratory situations, one clearly knows when a measurement has been carried out. Nonetheless, as
characterized by J. Bell [6], a for all practical purposes (FAPP) approach is not satisfactory at the foundational level,
as it involves treating the system differently from the measuring device or the observer, and this division is one for
which the theory offers no specific internal rules. Its most conspicuous inadequacy occurs in cosmological applications,
where one can not use any interpretation that relies on an observer, or on a measurement device.[7],
One approach[8] to resolving this problem of standard quantum theory is to modify it by incorporating novel
dynamical features responsible for ‘the collapse of the wave function’. It may be characterized as the promotion
of quantum theory from a theory of measurement to a theory of reality, in which some of the physical properties
of a given system take values, regardless of whether they are observed or not. Such an approach can be applied
to cosmology, and we shall do so by focusing on the problem of emergence of the seeds of structure in inflationary
cosmology.
According to the standard account of inflation, in its early stages, a relatively generic state of the universe1 is driven
towards a homogenous and isotropic Robertson Walker space-time. This expands almost exponentially, driven by the
potential of the inflaton field, which acts as a large effective cosmological constant. The inflaton field fluctuation is a
quantum field2 which is taken to initially be in the so called Bunch-Davies vacuum state. 3 This state is completely
homogeneous and isotropic, and the dynamics preserves these properties. Therefore, it cannot be used to explain
the observed inhomogeneous and anisotropic distribution of the primordial energy density in our universe. There are
various proposals to address this issue. Oneproposal postulates that the state vector can be expanded in some ‘natural’
basis and, somehow, it is one of these basis states which describes our inhomogeneous and anisotropic universe. As
discussed in detail in[1], none of them can be regarded as satisfactory.
There are analogous instances where quantum theory presents us with a symmetric quantum state whereas nature
exhibits asymmetric behavior. Perhaps the best known example is the α decay of a J = 0 nucleus. Although the wave
function is rotationally invariant, the alpha particles are seen to move on linear trajectories. The problem was studied
by N. Mott[9], and was resolved by heavy usage of the collapse postulate appropriate to a measurement situation[1].
However, in the cosmological problem at hand, even if we wanted to, we could not achieve a similar explanation, for
we can not call upon any external entity making a measurement.
The inflaton field fluctuation, according to the standard accounts, is supposed to describe the seeds of the growth of
structure and lead to the formation of galaxy clusters, galaxies, stars, etc. The prediction, which involves the expec-
tation value of the product of two inflation field operators at the end of the inflationary period, is phenomenologically
quite successful. But, as we have argued, in order to be truly successful those accounts should also explain the actual
emergence of inhomogeneities and anisotropies from the quantum uncertainties of a quantum state that is completely
homogeneous and isotropic. The issue is sometimes referred as that of the “classicalization of the fluctuations”. There
have been important efforts in this direction, among which are works like[10] and [11] which focus on the squeezing
of the quantum state of the inflaton fluctuations as a result of the cosmological expansion as well as others that focus
on the role of decoherence [12], as well as works where both aspects are emphasized [25]. As explained in detail in
[1], those approaches are not fully satisfactory. Basically, there is no way we can invoke anything like a measurement
postulate as part of the explanation of the emergence of those primordial seeds of structure. Not only there were no
observers or anything to play the role of a measuring apparatus at the time but, because we and our measuring devices
(and indeed any conceivable kind of astronomers of alien civilizations) owe their existence to the process generating
1 There are several conditions that are required for this, but we shall not elaborate on that here.
2 There are scalar, vector and tensor fields, but we will focus here on just the scalar field which is responsible for the anisotropies that
have been observed in the CMB, so far.
3 The fact that, due to the kinetic term in the energy momentum tensor of the scalar field, the space-time can not exactly correspond to
the de Sitter metric, implies that the state is not exactly the Bunch-Davies state. However, this difference is negligible for our treatment.
3those seeds, they can not be any part of their cause! A careful reading of, say [10], uncovers the important role that
measurements would have to play in any such account.
To summarize, the problem is that one cannot explain the emergence of the observed asymmetries in homogeneity
and isotropy when one has a theory with an initial state, the Bunch-Davies vacuum on the RW space-time, which
is 100% homogeneous and isotropic and a dynamics that does not break such symmetries. Nonetheless, we wish to
recover the phenomenological success of the standard account, where quantum fluctuations in the vacuum state are
the source of the first inhomogeneities and anisotropies.4
In the case of alpha-decay, dynamical collapse theories, either the GRW[13] model or the CSL[2] model, satisfactorily
resolves the problem. In CSL, which is usually considered to have superseded GRW, the Schro¨dinger equation is
modified by adding to the usual hamiltonian a non-unitary term iHC , where HC is a unitary ‘collapse hamiltonian.’
HC depends upon a randomly fluctuating classical field w(x, t). The eigenstates of HC are essentially mass density
eigenstates. This modified Schro¨dinger equation is supplemented by a second equation, the Probability Rule, which
gives the probability that nature chooses a particular w(x, t). The dynamics is such that, for each w(x, t) of high
probability, the collapse hamiltonian evolves the state vector toward one or another eigenstate of mass density, and
this occurs according to the Born probability rule.
In the description of alpha decay, under the usual hamiltonian, the state vector describes the alpha particle inter-
acting with the gas atoms in its path. With the added CSL dynamics, as more and more gas atoms get involved,
for each high probability w(x, t), the collapse hamiltonian more and more rapidly drives the state vector toward an
approximate mass-density eigenstate describing the alpha moving in a straight-line path among its associated atoms.
Returning to the standard inflationary scenario, since there is no physical mechanism in standard quantum theory
that can account for the emergence of the inhomogeneities and anisotropies, it is natural to consider addition of
a physical mechanism that can do so. The mechanism of wave function collapse in the cosmological setting was
suggested and modeled in an ad hoc and phenomenological way, in previous work along this line.[14] This led to
phenomenological constraints on the parameters characterizing the suggested collapse mechanism, in order to ensure
the theory is able to reproduce the observational results. In this manuscript, we consider this idea anew, employing
however the rather well developed CSL formalism for the description of wave function collapse.
The article is organized as follows. Sections II-V present the non-collapse setting, and the remaining sections invoke
the collapse.
In Section II, we discuss the inflationary paradigm, and give estimates of important numerical quantities. Section
III obtains the hamiltonian for the quantum perturbations on the inflaton field and presents the dynamical solu-
tions without collapse. Section IV discusses the the metric perturbation on the Robertson Walker metric known as
the Newtonian Potential. The connection between classical gravity and quantum variables is obtained by invoking
semi-classical gravity, whereby the Newtonian Potential is related to a certain quantum expectation value, and this
important assumption is discussed. Section V reviews the relation of experimentally observed quantities to the New-
tonian Potential, and thereby to those quantum expectation values. Section VI then reviews the CSL formalism.
Section VII adds the CSL modification to the hamiltonian evolution of the inflaton perturbations. Sections VIII and
IX show how it is possible to obtain agreement with the observations. Section X uses this result to obtain expressions
for some physical quantities, and their probabilities of realization. Sections XI and XII discuss our conclusions.
Regarding notation, we will use signature (−+++) for the metric and Wald’s convention for the Riemann tensor.
II. INFLATION
The starting point for the discussion of inflation is the action of a scalar field coupled to gravity.
S[φ] =
∫
d4x
√−g
[
1
16πG
R[g]− 1
2
∇aφ∇bφgab − V [φ]
]
(1)
The field equations derived from the action Eq.(1) are,
Gab = 8πGT
a
b (2)
where T ab is give by:
4 We emphasize that the so-called quantum fluctuations are quantum uncertainties and should not be confused with thermal or statistical
fluctuations.
4T ab = g
ac∂cφ∂bφ+ δ
a
b (−
1
2
gcd∂cφ∂dφ− V (φ)) (3)
Now we address a fundamental issue, how to combine quantum theory and gravitational physics. Despite important
advances, it is well known that we are still lacking a fully workable and satisfactory theory of quantum gravity. It
is also well known that a quantum gravity approach based on canonical quantization leads to what is, in effect, a
timeless theory. [15]
On the other hand, time seems not only an important aspect of any discussion of cosmology but, also, time is
needed for the CSL dynamical reduction theory which we wish to incorporate. These considerations lead us to use
the approach based on semiclassical gravity, where matter fields are treated at the quantum level whereas gravitation
(although quantum at the fundamental level) is assumed to be in a regime where it can be treated in a classical
manner to a very good approximation.[1] The fact that inflation is thought to occur at energy scales well below the
Planck mass lends support to this assumption. (For further discussion on the issue and on the kind of treatment
capable of incorporating dynamical reduction in such a context, see [16]5.) This approach differs from that followed in
standard treatments. There (as here), the starting point is a classical background for both the gravitation and matter
fields, but a quantum treatment is used for the perturbations of both the metric and the inflaton. In the present
work we adopt in principle the strict semiclassical approach described above, limiting the quantum treatment to the
perturbation of the inflaton field. This difference should be kept in mind when comparing the standard approach to
our treatment using the CSL theory.
We now proceed to describe the basic setting of the problem, starting with characterization of the background
metric and inflaton field, followed by treatment of the corresponding perturbed quantities.
A. The Background.
The analysis here will be based, as is usual, on separating the metric and scalar field into a spatially homogeneous-
isotropic background part and a fluctuation part. That is, the scalar field is written φ = φ0 + δφ, while the metric is
written as g = g0 + δg, where φ0 is a function of the conformal time
6 η only, and g0 characterizes the spatially flat
Robertson Walker cosmology, i.e.,
ds20 = a
2(η)[−dη2 + δijdxidxj ], φ0(η). (4)
The background metric and scalar field are treated classically. The scalar field and Friedman evolution equations
are
φ′′0 + 2
a′
a
φ′0 + a
2∂φ0V [φ0] = 0, 3
(
a′
a
)2
= 4πG
[
φ′20 + 2a
2V [φ0]
]
, (5)
where the prime denotes derivative with respect to the conformal time η, whose range during the inflationary era is
negative, i.e., η ∈ (−∞,−δ) with δ > 0.
The scale factor corresponding to the inflationary era of standard inflationary cosmology which follows from Eqs.(5)
is, to a good approximation,
a(η) = (
−1
HIη
)1+ǫ. (6)
where the Hubble constant (the expansion rate in time t) is
HI ≡
[
(8π/3)GV [φ0]
]1/2
. (7)
Written in terms of H ≡ a′(η)/a(η), the so-called slow-roll parameter ǫ ≡ 1−H′/H2 is considered to be very small:
ǫ≪ 1 during the inflationary stage. As for the scalar field φ0, the slow roll regime corresponds to φ′0 = −(a3/3a′)∂φV .7
5 In contrast with the standard approach where the quantum-classical cut is tied to the background-perturbation separation, in the
treatment developed in reference[16], the quantum-classical cut is tied to the separation of gravitation and matter fields. In particular,
the so called zero mode of the inflaton field is treated at the quantum level.
6 Note that a(η)dη = dt, where t is ordinary time, so if a(η) ∼ −1/η, then a(η) grows exponentially with t.
7 This slow roll stage, corresponds mathematically to the “terminal velocity” of a body subject to a constant force in addition to a friction
term. Thus the condition is ∂
2φ
∂t2
= 0 which corresponds in conformal time to φ′′0 = Hφ′0. Using this in the first equation in (5) leads to
φ′0 = −(a3/3a′)∂φV .
5Also, it is assumed that the change in the scalar potential is so small that the Hubble parameter HI is essentially
constant.
According to the standard scenario, this inflationary era is followed by a brief reheating period in which the inflaton
field (including the fluctuation field) decays, populating the universe with ordinary matter fields (a process that, for
simplicity, we take to occur instantaneously). This is immediately followed by the radiation-dominated era, which
begins the evolution of standard hot big bang cosmology, leading up to the present cosmological time. While the
functional form of a(η) changes during these later periods, that is irrelevant for our calculation, which deals solely
with the inflationary era at whose end, it is assumed, the fluctuation field provides seeds of structure which are are
transformed into anisotropies and inhomogeneities in the ordinary matter distribution by the reheating conversion
process.
We shall take inflation to start at η = −T , assume that the inflationary regime ends at the start of the radiation-
dominated era at η = −τ , and set a = 1 at the ‘present cosmological time.’
The effects of the late time physics, comprising the physical processes occurring between the time of reheating and
the time of decoupling (where the matter becomes transparent to the radiation), to the extent that we shall refer to
them, will be taken as fully codified in what are called transfer functions (which relate the primordial fluctuations
to those fluctuations that are directly observable in the CMB) and which will be, for the most part, ignored in the
present work.
The only additional information (beyond the behavior of quantities during the inflationary regime) we need, in
order to make the estimates below, is the relationship between the scale factor at the end of inflation, the scale factor
at the time of decoupling and the scale factor today.
Of course, the quantities directly observed are those that were present at the time of the decoupling (whose conformal
time is ηD) which lies in the matter-dominated era. However, we shall evaluate such quantities at the end of inflation,
at η = −τ . We can do this because the transfer functions allow us to go backward from η = ηD to η = −τ . For
example, the famous acoustic peaks, the most noteworthy feature of the CMB power spectrum, which are related to
aspects of plasma physics, can be effectively subtracted out using the transfer functions. The results lead back (as we
shall discuss later in detail) to the scale-free Harrison-Zeldovich spectrum at the end of inflation. Therefore, it is the
H-Z spectrum for which our calculation must account. Alternatively said, if the transfer functions were constants, we
would be directly observing the H-Z spectrum today.
B. Estimates.
Now, we need to estimate the values of the conformal time η = −τ at the end of inflation and the conformal time
η = −T at which the inflation starts. This may be done as follows.
Recall that the temperature of radiation, regardless of era, scales8 like 1/a. The radiation temperature today
corresponds to 2.7 oK = 2.4 × 10−13GeV . We adopt the widespread assumption that the inflation scale, i.e., the
effective temperature at the end of inflation, corresponds to the Grand Unification Theory (GUT) scale of about
1015GeV . Therefore, we estimate a(−τ) = 2.4× 10−28. Next, we must find the value −τ corresponding to this scale
factor.
Using the GUT inflationary scale for V ∼(GUT scale)4, and as we use c = h¯ = 1(so 1GeV≈ 1037Mpc−1 and
G = M−2Pl ), we employ Eq.(7) to determine HI ≈ 3(M2GUT/MPl) = 3(MGUT/MPl)2 × 1019GeV. = 3 × 1011GeV.
Knowing a(−τ) and HI , we find τ ≃ 10−22 Mpc from Eq.(6). (The result can be written τ ≃ (MPl/MGUT )10−26
Mpc, where MPl is the Planck mass).
Next, in order to estimate the value of the conformal time at the start of inflation, η = −T , we assume that
inflation lasts, say, 70 e-folds (usually considered a lower bound for inflation to solve the naturalness problems). Thus
T /τ = a(−τ)/a(−T ) = e70 ≈ 1030. Combining this with the previous result τ ≃ 10−22 Mpc. gives T = 108 Mpc.
Note that this time becomes larger if we require inflation to last more than that number of e-folds.
Also, we shall need an estimate of the co-moving wave number k = |k| for the modes k which are relevant for the
observed CMB data.
These are obtained by noting that the surface of last scattering/decouping is at aLS = 2.7K
o/3000Ko = 1/1100 and
that the co-moving radiusR of the last scattering sphere is determined by the requirement that the photons that started
from a point on that sphere at the time of decoupling are just reaching us today. This gives R ≈ 2/H0 ≈ 6× 103Mpc.
The physical radius of that sphere is then RPhys = aLSR ≈ 5.5Mpc..
8 For a brief period prior to the end of reheating (which we take here to occur essentially instantaneously at the end of inflation), this
relationship between the temperature and the scale factor does not hold, because the radiation and particle content of the universe are
replenished at that time as a result of the process of inflaton field decay.
6Now, the scales that are relevant range from those corresponding to this radius to, say, 10−5 of this value. This
corresponds to angular scales of 2π× 10−5 which is the smallest scale that can be seen with current technology in the
CMB. Thus the relevant modes are those whose physical wavelength aLS2π/k at last scattering roughly lies between
RPhys and 10
−5RPhys. This gives 10−3Mpc−1 <∼ k <∼ 102Mpc−1.
We emphasize that this discussion about the values of k is completely independent of the precise functional form
of a(η) between the end of inflation and the decoupling time: the only relevant data is the relationship between the
values of the scale factor at the end of inflation and the scale factor at the decoupling time.
It is clear that the conditions kT >> 1 and kτ << 1, which we shall use to make approximations, hold by very
wide margins for the relevant modes.
III. THE FLUCTUATION OF THE INFLATON FIELD.
Now we consider the fluctuation of the inflaton field, δφ(x, η). We start with the perturbed action up to second
order in the scalar field fluctuation, written in term of the auxiliary field y ≡ aδφ,
δS(2) =
1
2
∫
dηd3x
(
y′2 − (∇y)2 +H2y2 − 2Hyy′
)
. (8)
The Lagrangian density is then,
δL(2) = 1
2
(
y′2 − (∇y)2 +H2y2 − 2Hyy′
)
. (9)
The canonical momentum π conjugate to y is π ≡ ∂δL(2)/∂y′ = y′ − Hy. Note that δφ′ = (y/a)′ = π/a. With
H ≡ a′(η)/a(η) and a(η) = −1/HIη, the non-vanishing equal-time poisson bracket and the hamiltonian are:
[y(x), π(x′)] = δ(x− x′), δH(2) = 1
2
∫
dx
[
π2(x)− 2
η
π(x)y(x) + (∇y(x))2
]
. (10)
where here, and in what follows, we suppress the dependence of all variables on η.
We next focus on the individual modes of the field:
y(x) =
1
(2π)3/2
∫
dky(k)eik·x, π(x) =
1
(2π)3/2
∫
dkπ(k)eik·x. (11)
In terms of y(k), π(k), which are no longer real, the non-vanishing equal-time poisson bracket and the hamiltonian
then become
[y(k), π(k′)] = δ(k− k′), δH(2) = 1
2
∫
dk
[
π(k)π∗(k)− 1
η
[π∗(k)y(k) + π(k)y∗(k)] + k2y(k)y∗(k)
]
. (12)
In making the transition from this classical description to the quantum description, we replace a c-number real
variable α by a hermitian operator αˆ, and replace the poisson bracket by i−1×(commutator bracket). (We shall work
in the Schro¨dinger picture, so the operators will be time-independent, and the state vector, evolving according to
Schro¨dinger’s equation, describes the time evolution). Thus, yˆ(x)† = yˆ(x), and therefore yˆ(k)† = yˆ(−k). Similarly,
πˆ(x)† = πˆ(x), and therefore πˆ(k)† = πˆ(−k). Therefore, because the classical variables describing the modes are
not real, the operators yˆ(k) and πˆ(k) are not hermitian. In order to work with hermitian operators, we turn to a
description in terms of symmetric and antisymmetric fields.
A. Symmetric and antisymmetric fields.
Still in the classical theory, we write each field as the sum of symmetric and antisymmetric parts:
y(x) =
1
2
[y(x) + y(−x)] + 1
2
[y(x) − y(−x)] ≡ yS(x) + yA(x), (13)
7and similarly for π(x). Putting (13) into (10), and using
∫
dxfS(x)gA(x) = 0, Eq. (10) becomes
δH(2) =
1
2
∫
dx
[
π2S(x)−
2
η
πS(x)yS(x) + (∇yS(x))2
]
+
1
2
∫
dx
[
π2A(x)−
2
η
πA(x)yA(x) + (∇yA(x))2
]
, (14)
i.e., δH(2) = δH
(2)
S + δH
(2)
A .
The equal-time poisson brackets of the symmetric and antisymmetric fields follow from (10):
[yS(x), πS(x
′)] =
1
2
[δ(x− x′) + δ(x+ x′)], [yA(x), πA(x′)] = 1
2
[δ(x− x′)− δ(x+ x′)], (15)
and [yS(x), πA(x
′)] = [yA(x), πS(x′)] = 0.
B. Modes, symmetric case.
Now, we consider the individual modes of the field,
yS(x) =
1
(2π)3/2
∫
dkeik·xyS(k), πS(x) =
1
(2π)3/2
∫
dkeik·xπS(k). (16)
Because yS(x), πS(x) are symmetric, we get yS(−k) = yS(k), πS(−k) = πS(k). Because yS(x), πS(x) are real, we get
y∗S(k) = yS(−k), π∗S(k) = πS(−k). So, y∗S(k) = yS(k), π∗S(k) = πS(k): these classical variables are real. Therefore,
the non-vanishing poisson bracket is, using (15):
[yS(k), πS(k
′)] = [yS(k), π∗S(k
′)] =
1
(2π)3
∫
dx
∫
dx′e−ik·xeik
′·x′ [yS(x), πS(x′)]
=
1
2
[δ(k− k′) + δ(k + k′)]. (17)
In evaluating the hamiltonian, the first term is
1
2
∫
dxπ2S(x) =
1
2
∫
dxπS(x)π
∗
S(x) =
1
2(2π)3
∫
dx
∫
dk
∫
dk′eik·xe−ik
′·xπS(k)πS(k′)
=
1
2
∫
dkπ2S(k) =
∫
+
dkπ2S(k). (18)
In the last step, the integral over all k is converted to the integral over the upper half k-plane, since the lower half
k-plane makes the identical contribution. Similar steps are to be taken for the other terms in the hamiltonian, which
then becomes:
δH
(2)
S =
∫
+
dk
[
π2S(k)−
2
η
πS(k)yS(k) + k
2y2S(k)
]
. (19)
Finally, in limiting to the upper half k-plane, we note that the δ(k + k′) term in the poisson bracket isn’t used in
calculating the equations of motion, so the poisson bracket is effectively just the first term in (17). However, there is
a factor of 1/2 in the poisson bracket which makes this not quite canonical. So, we shall define new variables
XS(k) ≡
√
2yS(k), PS(k) ≡
√
2πS(k). (20)
In terms of these variables, the equal time Poisson bracket and hamiltonian are
[XS(k), PS(k
′)] = δ(k− k′), δH(2)S =
1
2
∫
+
dk
[
P 2S(k)−
2
η
PS(k)XS(k) + k
2X2S(k)
]
. (21)
Lastly, we proceed to quantize, so Eq.(21) becomes
[XˆS(k), PˆS(k
′)] = iδ(k− k′), δH(2)S =
1
2
∫
+
dk
[
Pˆ 2S(k)−
1
η
[PˆS(k)XˆS(k) + XˆS(k)PˆS(k)] + k
2Xˆ2S(k)
]
. (22)
Again, we emphasize that, while the classical variables are functions of conformal time η, we are choosing to work in
the Schro¨dinger picture. Thus, the operators are η-independent (except for the Hamiltonian where the η-dependence
is explicit): the η dependence is relegated to the behavior of the state vector.
8C. Modes, anti-symmetric case.
Here we proceed in a manner exactly parallel to that used in the previous case.
We start with,
yA(x) =
1
(2π)3/2
∫
dkeik·xiyA(k), πA(x) =
1
(2π)3/2
∫
dkeik·xiπA(k). (23)
However, as yA(x), πA(x) are anti-symmetric, we get yA(−k) = −yA(k), πA(−k) = −πA(k). Because yA(x), πA(x)
are real, we get y∗A(k) = −yA(−k), π∗A(k) = −πA(−k). So, y∗A(k) = yA(k), π∗A(k) = πA(k): the i-factors in the
definitions of yA(k), πA(k) were chosen to make these real so that they become hermitian operators in the transition
to quantum theory. So, although π(k) is not hermitian, it has been expressed in terms of hermitian operators:
π(k) = πS(k) + iπA(k). (24)
The non-vanishing equal time poisson bracket is, using (15):
[yA(k), πA(k
′)] = [yA(k), π∗A(k
′)] =
1
(2π)3
∫
dx
∫
dx′e−ik·xeik·x
′
[yA(x), πA(x
′)]
=
1
2
[δ(k− k′)− δ(k+ k′)]. (25)
The rest of the argument goes through just as for the symmetric case. The only difference is that the sign of δ(k+k′)
is positive for the symmetric case, Eq.(17), but negative for the anti-symmetric case, Eq.(25). However, when we
limit to the upper half k plane, δ(k + k′) plays no role. Therefore, after quantization, we obtain the anti-symmetric
version of Eq.(22):
[XˆA(k), PˆA(k
′)] = iδ(k− k′), δH(2)A =
1
2
∫
+
dk
[
Pˆ 2A(k) −
1
η
[PˆA(k)XˆA(k) + XˆS(k)PˆA(k)] + k
2Xˆ2A(k)
]
. (26)
In this way, the field has become a simple collection of independent modified-harmonic oscillators, with each mode
evolving independently. If we define
Xˆ ≡
√
dkXˆα(k), Pˆ ≡
√
dkPˆα(k), (27)
with indices α = S,A,k suppressed, the commutation relations and hamiltonian for a mode characterized by k ≡ |k|
is
[Xˆ, Pˆ ] = i, Hˆk =
1
2
[
Pˆ 2 − 1
η
[Pˆ Xˆ + XˆPˆ ] + k2Xˆ2
]
. (28)
D. Non-Collapse Theory: Expectation Values
We emphasize that, in our treatment, the hamiltonian Hˆk is not the sole cause of the dynamics. We have yet to
incorporate the CSL modification of quantum theory (Section VI and beyond). Nonetheless, it is interesting, and
shall prove useful, to calculate expectation values due to the collapse-free dynamics characterized by Hk alone.
This is easy to do. For any operator Aˆ, 〈ψ, t|Aˆ|ψ, t〉 satisfies
d
dη
〈ψ, η|Aˆ|ψ, η〉 = −i〈ψ, η|[Aˆ, Hˆk]|ψ, η〉. (29)
Because Hˆk is quadratic, the set of expectation values of any power of operators form a closed set which can be
solved. The initial condition is that the mode wave function is in the Bunch Davies vacuum, which is just the
harmonic oscillator ground state, at the initial time η = −T
〈p|ψ,−T 〉 = 1
(πk)1/4
e−p
2/2k, 〈x|ψ,−T 〉 = (π/k)1/4e−x2k/2. (30)
9Writing 〈Aˆ〉 ≡ 〈ψ, η|Aˆ|ψ, η〉, the first order equations, the consequent equations of motion and their solutions are
d
dη
〈Xˆ〉 = 〈Pˆ 〉 − 〈Xˆ〉
η
,
d
dη
〈Pˆ 〉 = −k2〈Xˆ〉+ 〈Pˆ 〉
η
(31a)
d2
dη2
〈Xˆ〉 = −[k2 − 2
η2
]〈Xˆ〉, d2
dη2
〈Pˆ 〉 = −k2〈Pˆ 〉 (31b)
〈Xˆ〉 = C1−i
k
eikη
[
1 +
i
kη
]
+ C2
i
k
e−ikη
[
1− i
kη
]
, 〈Pˆ 〉 = C1eikη + C2e−ikη. (31c)
(It is notable that 〈Pˆ 〉 has the usual harmonic oscillator solution, even though the Hamiltonian is not the usual
harmonic oscillator hamiltonian.) From the initial conditions Eq.(30), we see that that 〈Xˆ〉 and 〈Pˆ 〉 vanish initially,
C1 = C2 = 0, so for all η,
〈Xˆ〉 = 〈Pˆ 〉 = 0. (32)
The second order equations, with Q ≡ 〈Xˆ2〉, R ≡ 〈Pˆ 2〉, S ≡ 〈[X̂P + P̂X ]〉, are
d
dη
Q = S − 2Q
η
,
d
dη
R = −k2S + 2R
η
,
d
dη
S = 2[R− k2Q]. (33)
Because the algebra of the commutator brackets is identical to that of the poisson brackets, and for the classical
variables the product of two solutions is the solution for the product, the same is true for the solutions of Eqs.(33).
They are the product of the solutions Eqs.(31c):
Q = −C1 1
k2
e2ikη
[
1 +
i
kη
]2
− C2 1
k2
e−2ikη
[
1− i
kη
]2
+ C3
1
k2
[
1 +
1
(kη)2
,
]
(34a)
R = C1e
2ikη + C2e
−2ikη + C3, (34b)
S = −2iC1 1
k
e2ikη
[
1 +
i
kη
]
+ 2iC2
1
k
e−2ikη
[
1− i
kη
]
+ C3
2
k2η
. (34c)
The initial conditions are
Q(−T ) = 1/2k, R(−T ) = k/2, S(−T ) = 0. (35)
Assuming kT << 1, we obtain C1 = −C2 = 0, C3 = k/2 and so
Q = 〈Xˆ2〉 = 1
2k
[
1 +
1
(kη)2
,
]
, R = 〈Pˆ 2〉 = k
2
, S = 〈[X̂P + P̂X ]〉 = 1
kη
. (36)
It may be noted in passing, as a consequence of Eqs.(36), that an alternative choice of canonically conjugate variables
exhibits squeezing:
〈
[√
k
2
Xˆ ±
√
1
2k
Pˆ
]2
〉 = 1
4
[
1± 1
kη
]2
+
1
4
,
a behavior noted[10, 11, 25] as characteristic of the evolution of the cosmological quantum fluctuations. Here, both
variables initially (η = −T , with (kT )−1 considered negligibly small) have the usual harmonic oscillator ground state
minimum uncertainty in position and momentum but, for a range of η, the uncertainty of one of them decreases below
that value, achieving a minimum at kη = −19.
It shall be seen that the result 〈Pˆ 2〉 = k/2 which, together with Eqs.(24), (20), (27),(32) et. seq. implies
〈πˆ(k)πˆ(k′)∗〉 = 〈(πˆS(k) + iπˆA(k))(πˆS(k′)− iπˆA(k′))〉 = 〈πˆS(k)πˆS(k′)〉+ 〈πˆA(k)πˆA(k′)〉
= 2〈
[
Pˆ√
2dk
]2
〉δkk′ = 〈Pˆ 2〉δ(k − k′) = k
2
δ(k− k′), (37)
in the usual treatment is what is cited as causing agreement between the theory of inflaton perturbations and the
effectively observed H-Z spectrum of temperature fluctuations.
9 The minima at kη = +1 would correspond to η > 0 which is not physical.
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IV. THE FLUCTUATION OF THE METRIC: NEWTONIAN POTENTIAL.
In order to connect with observations, we need the metric perturbation Ψ known as the Newtonian potential at
the end of the inflationary period. As we have mentioned, immediately following that time, the universe entered
into the brief so-called “reheating period”, when the inflaton field is supposed to have decayed, in a not completely
understood manner, into the matter content of the present universe: dark matter, baryons, electrons, photons, etc.
As we shall see, the Newtonian potential is related to the fluctuation (inhomogeneity) in the inflaton field, so that it
ends up being tied to the inhomogeneities of the matter created during reheating. During reheating, it is supposed
that the Newtonian potential did not change in any appreciable manner from its value at the end of inflation. Thus,
this primordial Newtonian potential can be use to determine the ensuing evolution of the matter inhomogeneities,
entailing well-known physics such as baryon acoustic oscillations, and other processes described by the so-called
transfer functions.
Eventually, the universe evolved to what is variously called the time of last scattering or the time of decoupling
of the photons from the plasma, or the time of recombination of electrons and protons, when the atoms formed and
universe suddenly became transparent to the radiation which we now detect. At that time, the universe is considered
to have been in local thermal equilibrium. The quantity that we presently measure is the temperature variation as a
function of coordinates on the celestial sphere, ∆T (θ, ϕ)/T¯ ( ∆T (θ, ϕ) ≡ T (θ, ϕ)−T¯ , where T¯ is the mean temperature
over the sky). This temperature variation is due to the inhomogeneities in the matter density distribution at the time
of last scattering.
The satellites measure the temperature by detecting the blackbody microwave radiation at a number of frequencies.
If ν is the frequency at the peak of the spectrum, we have the relations
∆T
T¯
=
δν
ν
≈ 1
3
Ψ. (38)
where the last step uses the transfer functions to strip away the physics ensuing between the end of reheating and the
time of decoupling, effectively considering that we are directly observing Ψ. The effect of Ψ is, first, a gravitational
red- or blue-shift. Second there is an effect on the rate of expansion of the universe whose combined (Sachs-Wolfe)
effect gives the 1/3 factor.10 .
The Newtonian potential is related to the fluctuation of the inflaton field as follows. When the perturbation of the
Robertson Walker space-time is taken into account, with the appropriate choice of gauge (conformal Newton gauge),
and ignoring the vector and tensor part of the metric perturbations, Eq.(4) is replaced by
ds2 = a(η)2[−(1 + 2Φ)dη2 + (1− 2Ψ)δijdxidxj ],
where Φ and Ψ are functions of the space-time coordinates η, xi.
Next, consider Einstein’s equations to first order in the perturbations. The expression for the energy-momentum
tensor T ab for the inflaton field is Eq.(3). Its linear perturbation components are:
δT 00 = a
−2[φ′20 Φ− φ′0δφ′ − ∂φV a2δφ], δT 0i = ∂i(−a−2φ′0δφ), δT ij = a−2[φ′0δφ′ − φ′20 Φ− ∂φV a2δφ]δij . (39)
Then, Einstein’s equations to first order, δG = 8πGδT , lead to Ψ = Φ and
∇2Ψ+ µΨ = 4πG(ωδφ+ φ′0δφ′) (40)
where µ ≡ H2 −H′ and ω ≡ 3Hφ′0 + a2∂φV .
As discussed following Eq.(6), the slow-roll approximation corresponds to ω = 0. We are ignoring here terms of
order ǫ, which implies µ = 0. Thus Eq.(40) and its Fourier transform become:
∇2Ψ(η,x) = 4πGφ′0(η)δφ′(η,x) =
4πGφ′0(η)
a
π(η,x), −k2Ψ(η,k) = 4πGφ′0(η)δφ′(η,k) =
4πGφ′0(η)
a
π(η,k). (41)
Now we make the transition to quantum theory. The usual procedure is to quantize both sides of Eq.(41), so that
Ψˆ(k) ∼ πˆ(k). But then, as a consequence of Eq.(41) and Eq.(32), 〈Ψˆ(k)〉 ∼ 〈πˆ(k)〉 = 0. Therefore, 〈ψ, η|Ψˆ(x)|ψ, η〉 =
0.
10 The red/blue shift contribution is δν
ν
=
δ
√
g
(e)
00√
g[(o)00
≈ Ψ where g(e,o)00 represent the “ time-time” metric components at the events of
emission and observation respectively. For details about the -2/3 contribution, see[26] p. 139, or [27].
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How is this to be interpreted? One would like to identify the expectation value of the Newtonian potential operator
with the value of the Newtonian potential in nature. However, for a state |ψ, η〉 representing nature, the expectation
value should vary with position. Therefore, the state |ψ, η〉 does not represent nature. It may then be considered as a
superposition of possible states of nature, but there is no guideline how to determine the states in the superposition.
Moreover, in the usual approach, 〈ψ, ηD|Ψˆ(x)Ψˆ(x′)|ψ, ηD〉 (ηD represent the conformal time of decoupling) can be
readily shown to be rotationally invariant, a function of xˆ · xˆ′. Therefore, again, |ψ, η〉 does not represent the state of
our universe, but at best is some superposition of possible states.
So, as we have emphasized, the homogeneous and isotropic initial state and dynamics does not explain the observed
inhomogeneity and anisotropy.
Therefore, as previously mentioned, following [14][1] we take a different approach, utilizing the semi-classical descrip-
tion of gravitation[37][38], where gravity is treated classically while other fields are treated in the standard quantum
field theory (in curved space-time) fashion. The classical gravity and the quantum fields are thus related by
Gab = 8πG〈Tˆab〉. (42)
There is an immediate objection to semi-classical gravity. Suppose a quantum experiment is performed with two
possible macroscopic outcomes, a large object being put in one or another place. Using the Schro¨dinger equation
to describe this, including the apparatus, the resulting state vector describes a superposition of these two outcomes.
Then, 〈Tˆab〉 is large in two places and so, according to semi-classical gravity, the gravitational field acts as if there
were sources in two places. Such an experiment was actually performed[39] and, as expected, the gravitational field
(as measured by a Cavendish balance) saw only a source in one place. However, this objection no longer obtains if the
Schro¨dinger equation is modified, a la CSL, to include collapse, since then the state vector rapidly ends up describing
the object in one place only11.
However, the resolution of this problem by invoking collapse brings on another problem. As is well known, intro-
ducing CSL dynamical collapse violates the conservation of energy, so the divergence of the energy-momentum tensor
does not vanish. In the current epoch this energy non-conservation is quite small, and in the present application it
is also small compared to the retained terms, so it may practically be neglected. However, from a fundamental point
of view, if the divergence of the energy-momentum tensor does not vanish, and it is equated to the Einstein tensor,
then of course the latter’s divergence does not vanish either.
Here we shall take the view that Einstein’s equations are an emergent, approximate description of the collective
behavior of the fundamental degrees of freedom of quantum space-time, and as such those equations will not hold
under all circumstances. It has been argued in [16] that this should be considered in analogy with the breakdown
of the Navier-Stokes characterization of a fluid. This can be expected to occur, not only for phenomena at scales
smaller than the mean intermolecular distance of the fluid constituents, but also when there are important energy
fluxes between the micro and macroscopic degrees of freedom, such as when a part of the fluid undergoes a phase
transition.
In the same manner, the collapse should be thought of as accompanied by a back reaction in the fundamental
quantum gravity degrees of freedom, which are not fully represented in the metric characterization. Then, a more
precise description would include a compensating term appearing in the Einstein’s equation. Another approach,
discussed for instance in [41], involves assigning energy-momentum to the stochastic field driving the CSL dynamics
such that the stress tensor then does have vanishing divergence. We shall not explore this issue any further in the
present work.
It follows from Eqs.(41)and Eq.(42) that
− k2Ψ(η,k) = 4πGφ′0(η)〈δˆφ
′
(k, η)〉 = 4πGφ
′
0(η)
a
〈πˆ(k, η)〉 (43)
(〈πˆ(k, η)〉 ≡ 〈ψ, η|πˆ(k)|ψ, η〉). When inflation starts at time η = −T , it is supposed that the state is described by
the Bunch-Davies vacuum, so 〈ψ,−T |πˆ(k)|ψ,−T 〉 = 0, and the space-time is homogeneous and isotropic. While this
would remain the case were there only hamiltonian dynamics, the addition of CSL dynamics causes 〈πˆ(k, η)〉 6= 0
thereafter. The CSL hamiltonian depends upon a classical random function of time w(t) (more precisely, one w(t)
for each momentum mode). Each set of such w(t)’s gives rise to a different possible inhomogeneous and anisotropic
universe.
11 For more discussion about the applicability of semiclassical gravity to the problem at hand see [16] where the first steps of a formalism
capable of incorporating collapse of the wave function at the semiclassical level was developed.
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V. THE OBSERVATIONAL QUANTITIES
The quantity that is measured is ∆T (θ, ϕ)/T¯ , which is a function of the coordinates on the celestial two-sphere.
This data is expressed in terms of spherical harmonics as
∆T (θ, ϕ)
T¯
=
∑
lm
αlmYlm(θ, ϕ), αlm =
∫
d2Ω
∆T (θ, ϕ)
T¯
Y ∗lm(θ, ϕ). (44)
We emphasize, as already discussed, that we are factoring out the late time physics,so ‘observations’ means what
would be observed if the transfer functions were constants.
The experimental results are usually expressed in terms of the quantity
Cl =
1
2l+ 1
∑
m
|αlm|2. (45)
Then, the ’observation’ is that the quantity
OBl ≡ l(l+ 1)(2l + 1)−1
∑
m
|αlm|2 = l(l+ 1)Cl (46)
is essentially independent of l. This ‘scale invariant’ (the reason for the name and the arcane dependence on l shall
be given subsequently), or ‘Harrison-Zel’dovich’ spectrum, is what must be accounted for by the theory.
Our approach produces explicit expressions for the quantities that are most directly extracted from the data. Using
Eqs. (38),(43), we obtain
∆T (θ, ϕ)
T¯
= c
∫
d3keik·x
1
k2
〈πˆ(k, η)〉, where c ≡ −4πGφ
′
0(η)
3a
. (47)
Here, x is the coordinate of the point on the intersection of our past light cone with what will eventually become the
last scattering surface in the direction on the sky specified by θ, ϕ. Then, according to Eq.(44),
αlm = c
∫
d2ΩY ∗lm(θ, ϕ)
∫
d3keik·x
1
k2
〈πˆ(k, η)〉. (48)
Thus, αlm depends upon 〈πˆ(k, η)〉, a well-defined quantity in our treatment, which has a stochastic dependence, i.e.
it depends upon a random function. (This differs from the standard treatment, where no comparable expression can
be given.) The stochasticity occurs because the collapse theory gives an ensemble of possible universes (one for each
possible random function, only one of which is actually realized) and the associated probabilities of realization. We
shall see that there is not a large deviation from the mean, so we may consider that our universe is typical.
Continuing, it follows from Eq.(48) and the well-known expansion eik·x = 4π
∑
l,m i
ljl(kr)Ylm(θ, ϕ)Y
∗
lm(kˆ) that
αlm = i
l4πc
∫
d3kjl(kRD)Y
∗
lm(kˆ)
1
k2
〈πˆ(k, η)〉. (49)
Here, RD is the co-moving radius of the last scattering sphere, so x = RD(sin(θ) sin(ϕ), sin(θ) cos(ϕ), cos(θ)), and kˆ
is the unit vector in the direction k = kkˆ. Therefore,
|αlm|2 = (4πc)2
∫
d3kd3k′jl(kRD)jl(k′RD)Ylm(kˆ)Y ∗lm(kˆ
′)
1
k2k′2
(〈πˆ(k, η)〉〈πˆ(k′, η)〉∗). (50)
We may consider that the average over the ensemble of possible universes fairly reflects the value obtained in our own
universe. As shall be seen, the form of our expression for the ensemble average at the end of the inflationary period
is (〈πˆ(k, η)〉〈πˆ(k′, η)〉∗) = f(k)δ(k− k′). Then,
|αlm|2 = (4πc)2
∫
d3kj2l (kRD)|Ylm(kˆ)|2
1
k4
f(k) = (4πc)2
∫ ∞
0
dkjl(kRD)
2 1
k2
f(k). (51)
Now, we note that if f(k) = αk where α is a constant, the result becomes independent of RD. That is what is
referred to as a scale invariant spectrum. In that case,
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|αlm|2 = (4πc)2α
∫ ∞
0
dxj2l (x)
1
x
= (4πc)2α
1
2l(l+ 1)
. (52)
Therefore, our estimate for the quantity that is usually the focus of the analysis is
Cthl =
1
2l+ 1
l∑
m=−l
|αlm|2 = (4πc)2α 1
2l(l + 1)
. (53)
Thus we have obtained the result that l(l + 1)Cl is constant, independent of l, in agreement with ‘observation,’ as
mentioned following Eq(46). However, as we have seen, that only occurs if
〈πˆ(k)〉2 ∼ k. (54)
So, we now turn to add CSL dynamics to the dynamics discussed in Section IIID (which is governed by the
hamiltonian Hˆk, Eq.(28)), to see whether, under the combined dynamics, the ensemble of possible universes can
satisfy (Eq.(54)). That requires 〈Pˆ 〉2 ∼ k.
VI. CSL
We shall be using just the simplest form of CSL, which describes collapse toward one or another eigenstates of an
operator Aˆ with rate ∼ λ.
As we have seen, the relevant operators on which we should focus our attention are the πˆ(k, η) ∼ Pˆ , and their
expectation values 〈πˆ(k, η)〉 ∼ 〈Pˆ 〉 6= 0. We may call Pˆ our ‘focus’ operator to differentiate it from the ‘collapse
generating’ operator Aˆ. (Note that we could choose Aˆ = Pˆ , or make another choice for Aˆ.)
There are two equations we must consider.
The first is a modified Schro¨dinger equation, whose solution is:
|ψ, t〉 = T e−
∫
t
0
dt′
[
iHˆ+ 14λ [w(t
′)−2λAˆ]2
]
|ψ, 0〉. (55)
(T is the time-ordering operator). w(t) is a random classical function of time, of white noise type, whose probability
is given by the second equation, the Probability Rule:
PDw(t) ≡ 〈ψ, t|ψ, t〉
t∏
ti=0
dw(ti)√
2πλ/dt
. (56)
The state vector norm evolves dynamically (does not equal 1), so Eq.(56) says that the state vectors with largest
norm are most probable. That the the total probability is 1 can be seen from∫
PDw(t) =
∫
Dw(t − dt)
∫ ∞
−∞
dw(t)√
2πλ/dt
〈ψ, t− dt|e−dt′
[
−iHˆ+ 14λ [w(t′)−2λAˆ]2
]
e−
∫ t
0
dt′
[
iHˆ+ 14λ [w(t
′)−2λAˆ]2
]
|ψ, t− dt〉
=
∫
Dw(t − dt)
∫ ∞
−∞
dw(t)√
2πλ/dt
〈ψ, t− dt|e− 12λ [w(t′)−2λAˆ]2 |ψ, t− dt〉
=
∫
Dw(t − dt)〈ψ, t− dt|ψ, t− dt〉 = ... = 〈ψ, 0|ψ, 0〉 = 1. (57)
To see how the dynamics collapses to eigenstates |an〉 of Aˆ (assuming Hˆ = 0), write |ψ, 0〉 =
∑N
n=1 cn|an〉 so,
according to Eqs.(55),(56),
|ψ, t〉 = e− 14λ
∫ t
0
w2(t′)
N∑
n=1
cn|an〉eB(t)an−λta
2
n , P = e−
1
2λ
∫ t
0
w2(t′)
N∑
n=1
|c2n|e2B(t)an−2λta
2
n , (58)
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where B(t) ≡ ∫ t0 dt′w(t′). Writing w(ti) = B(ti + dt) − B(ti), so ∏ dw(ti) = ∏ dB(ti), we can integrate P over all
B(ti) except B(t), obtaining the result
P ′(B(t))dB(t) =
N∑
n=1
|cn|2 dB(t)√
2πλt
e−
1
2λt [B(t)−2λtan]2 . (59)
According to Eq.(59), the probability is the sum of gaussians, each drifting by an amount ∼ ant, but of width
∼
√
λt. Therefore, after a while, they evolve into essentially separate gaussians. Then, there are ranges of B(t) which
correspond to each possible outcome. If −K√λt ≤ B(t) − 2λtan ≤ K
√
λt, (K > 1 is some suitably large number),
the associated probability integrated over this range of B(t) is essentially |cn|2, and the state vector given by Eq.(58)
is essentially |ψ, t〉 ∼ |an〉.
It should be emphasized that, when Hˆ 6= 0, the hamiltonian dynamics interferes with the collapse dynamics, and
various behaviors may ensue. In some cases, collapse nonetheless takes place. In some cases, a kind of stasis or
equilibrium between the two competing dynamics is reached. In other cases, the unitary and non-unitary dynamics
interfere with each other in interesting ways.
It is useful to have an expression for the density matrix which describes the ensemble of evolutions. This is obtained
from Eq.(55):
ρ(t) =
∫
PDw(t)
|ψ, t〉〈ψ, t|
〈ψ, t|ψ, t〉 =
∫
Dw(t)|ψ, t〉〈ψ, t|
=
∫
Dw(t)T e−
∫
t
0
dt′
[
iHˆ+ 14λ [w(t
′)−2λAˆ]2]|ψ, 0〉〈ψ, 0|e− ∫ t0 dt′[−iHˆ+ 14λ [w(t′)−2λAˆ]2]
= T e−
∫
t
0
dt′
[
i(HˆL−HˆR]+λ2 [AˆL−AˆR]2
]
ρ(0), (60)
where the subscripts L and R mean that the associated operators are to be put to the left or right of ρ(0), and the
T reverse-time-orders operators to the right of ρ(0). The evolution equation for the density matrix is therefore the
simplest of Lindblad equations,
d
dt
ρ(t) = −i[Hˆ, ρ(t)]− λ
2
[Aˆ, [Aˆ, ρ(t)]]. (61)
It follows that the ensemble expectation value of an operator〈Oˆ〉 = TrOˆρ(t) satisfies
d
dt
〈Oˆ〉 = −i[Oˆ, Hˆ]− λ
2
[Aˆ, [Aˆ, Oˆ]]. (62)
VII. APPLICATION OF CSL
CSL dynamics tries to collapse state vectors toward eigenstates of Aˆ. It gives an ensemble of different evolutions
of the state vector, each characterized by a different w(t). It is to be applied to the modes described by the focus
operator Pˆ , the operator Xˆ, and hamiltonian Hˆk given in Eq.(28). According to Eq.(54), using the relations which
gave us Eq.(37),
〈πˆ(k)〉〈πˆ(k′)〉∗ = 〈(πˆS(k) + iπˆA(k))〉〈(πˆS(k′)− iπˆA(k′))〉 = 〈πˆS(k)〉〈πˆS(k′)〉+ 〈πˆA(k)〉〈πˆA(k′)〉
= 2〈 Pˆ√
2dk
〉2δkk′ = 〈Pˆ 〉2δ(k− k′), (63)
what we need to find is the ensemble average 〈Pˆ 〉2, and determine under what circumstances, if any, this is ∼ k. We
must therefore choose a collapse generating operator Aˆ. We shall consider the simplest possibilities in this paper,
Aˆ = Xˆ and Aˆ = Pˆ . These correspond to the basic inflaton perturbation operators δϕ(x), δϕ′(x).
Using Eq.(62), one can readily obtain a set of coupled equations for the ensemble average of the expectation value of
any power of operators, just as was done in Section IIID. However, the ensemble average of a product of expectation
values, in particular:
〈Pˆ 〉2 ≡
∫
PDw(η)
〈ψ, η|Pˆ |ψ, η〉2
〈ψ, η|ψ, η〉2 =
∫
Dw(η)
〈ψ, η|Pˆ |ψ, η〉2
〈ψ, η|ψ, η〉 (64)
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can not be obtained in this way, and is not so easy to calculate directly. However, for this problem, there is a
relationship between 〈Pˆ 〉2 and 〈Pˆ 2〉 which allows us to obtain the former more easily.
Because the initial state is a gaussian and the hamiltonian and collapse hamiltonian are quadratic in Xˆ, Pˆ , the
form of the state vector in the momentum basis at any time is
〈p|ψ, η〉 = e−A(η)p2+B(η)p+C(η). (65)
The initial conditions are A(−T ) = 1/2k, B(−T ) = C(−T ) = 0. (By solving the Schrodinger equation with this
ansatz, which we shall eventually do, one finds that A is independent of w(t), B is linear in w(t) and C is quadratic
in w(t).) Therefore, the momentum matrix element is
〈ψ, η|Pˆ |ψ, η〉 =
∫
dppe−(A+A
∗)p2+(B+B∗)p+(C+C∗)
=
1
2
√
(A+A∗)
(B +B∗)
(A+A∗)
e
(B+B∗)2
4(A+A∗) e(C+C
∗). (66)
We also note that the state vector norm is
〈ψ, η|ψ, η〉 =
∫
dpe−(A+A
∗)p2+(B+B∗)p+(C+C∗) =
1√
(A+A∗)
e
(B+B∗)2
4(A+A∗) e(C+C
∗). (67)
Therefore, by Eq.(64)
〈Pˆ 〉2 =
∫
Dw(η)
1√
(A+A∗)
[
(B +B∗)
2(A+A∗)
]2
e
(B+B∗)2
4(A+A∗) e(C+C
∗). (68)
Now, 〈Pˆ 2〉 can be written as:
〈Pˆ 2〉 =
∫
Dw〈ψ, η|Pˆ 2|ψ, η〉
=
∫
Dw
∫
dpp2e−(A+A
∗)p2+(B+B∗)p+(C+C∗)
=
∫
Dw
1√
(A+A∗)
[
1
2(A+A∗)
+
[ (B +B∗)
2(A+A∗)
]2]
e
(B+B∗)2
4(A+A∗) e(C+C
∗)
=
1
2(A+A∗)
+ 〈Pˆ 〉2 (69)
where the last step follows from (A+A∗) being independent of w(t), from the integral of Eq.(67) being 1 as it is the
probability of all possible w(t)’s (Eq.(57)), and from Eq.(68).
To summarize,
〈Pˆ 〉2 = 〈Pˆ 2〉 − 1
2(A+A∗)
, (70)
i.e., [2(A + A∗)]−1 is the standard deviation of the squared momentum. It is also the width of every packet in
momentum space.
Thus, to calculate 〈Pˆ 〉2, we shall find the second term on the right hand side of Eq.(70) from the Schro¨dinger
equation and we shall find the first term by using the density matrix .
VIII. Pˆ AS GENERATOR OF COLLAPSE
A. Use of Schro¨dinger equation.
The Schro¨dinger equation is the time derivative of Eq.(55). In the momentum representation, with Aˆ = Pˆ , it is
∂
∂η
〈p|ψ, η〉 = −i
2
[
p2 − i
η
(p
∂
∂p
+
∂
∂p
p)− k2 ∂
2
∂p2
]
〈p|ψ, t〉 − [ 1
4λ
w2(η)− w(η)p + λp2]〈p|ψ, η〉, (71)
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We note that λ is a dimensionless number. The equation A satisfies is
d
dη
A = [
i
2
+ λ]− 2
η
A− 2ik2A2. (72)
This Ricatti equation is solved by writing A ≡ Z˙/[2ik2Z]. Putting this into Eq.(72) we get:
ηZ¨ = 2ik2[
i
2
+ λ]ηZ − 2Z˙. (73)
Defining α ≡ k√1− 2iλ, the two solutions are
1
η
cosαη and
1
η
sinαη. (74)
Therefore,
A(η) =
1
2ik2η
[
− cosαη − αη sinαη + C(αη cosαη − sinαη)
cosαη + C sinαη
]
. (75)
The constant C is determined by the initial condition A(−T ) = 1/2k:
C =
(1− ikT ) cosαT + αT sinαT
(1− ikT ) sinαT − αT cosαT . (76)
Putting C into Eq.(75) yields
A(η) =
i
2k2η
+
α
2ik2
[
(1 − ikT ) cosα(η + T ) + αT sinα(η + T )
(1 − ikT ) sinα(η + T )− αT cosα(η + T )
]
≈ i
2k2η
+
α
2k2
. (77)
The last step has utilized the approximations kT >> 1, |η| << T , α ≈ k − iλk for λ << 1, yet λkT >> 1 (to be
justified in section XD) so cosα(η + T ) ≈ i sinα(η + T ). Therefore, we have the result, at η = −τ , that
1
2(A+A∗)
=
k2
α+ α∗
=
k√
1− 2iλ+√1 + 2iλ =
k√
2
√
1 +
√
1 + 4λ2
. (78)
B. Calculation of 〈P 2〉
For this case, Eq.(62) becomes
d
dη
〈Oˆ〉 = −i[Oˆ, Hˆ ]− λ
2
[Pˆ , [Pˆ , Oˆ]. (79)
Referring to SectionIIID, where we considered the hamiltonian dynamics alone, the first order Eqs.(31) are unchanged,
so here too 〈Xˆ〉 = 〈Pˆ 〉 = 0.
The second order equations Eqs.(33) for Q ≡ 〈Xˆ2〉, R ≡ 〈Pˆ 2〉, S ≡ 〈XˆPˆ + Pˆ Xˆ〉 are unchanged except for the first:
Q˙ = S − 2Q
η
+ λ, R˙ = −k2S + 2R
η
, S˙ = 2[R− k2Q]. (80)
The general solution is therefore the sum of the three solutions Eqs.(34) to the homogeneous equations added to an
inhomogeneous solution:
Q = λη/2, R = ληk2/2, S = λ/2. (81)
For example, the equation which replaces Eq.(34b) is
R = C1e
2ikη + C2e
−2ikη + C3 +
λk2η
2
. (82)
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The constants are determined by the conditions at t = −T , which are Q = 1/2k, R = k/2, S = 0, . Assuming
kT >> 1, it follows from the modified Eqs.(34):
k
2
= C1 + C2 + C3 − λk
2T
2
1
2k
= −C1 1
k2
− C2 1
k2
+ C3
1
k2
− λT
2
0 = −2iC1 1
k
+ 2iC2
1
k
+
λ
2
. (83)
The solution is
C1 = − iλ
8k
= −C2, C3 = k
2
+
λk2T
2
. (84)
Putting Eq.(84) into Eq.(82), setting η = −τ , and using kτ << 1, kT >> 1 we get:
R =
λk2T
2
+
k
2
. (85)
When λkT >> 1 it is clear that the first is the dominant term, but we include the second term to enable consideration
of the case λ ≈ 0.
Therefore, by Eq.(70), using the results (78) and (85), we obtain
〈Pˆ 〉2 = λk
2T
2
+
k
2
− k√
2
√
1 +
√
1 + 4λ2
. (86)
If we set λ = 0 (turn off CSL), we have the standard quantum mechanics result 〈Pˆ 〉2 = 0 since 〈Pˆ 〉 = 0.
We see that agreement with the observed scale-invariant spectrum, 〈Pˆ 〉2 ∼ k, can be achieved if we assume the first
term is dominant and we also set
λ = λ˜/k. (87)
We note that this replaces the dimensionless collapse rate parameter λ with parameter λ˜ of dimension time−1.
In that case we obtain:
〈Pˆ 〉2 = λ˜kT
2
+
k
2
− k√
2
√
1 +
√
1 + 4(λ˜/k)2
. (88)
It is also worth noting that, if λ << 1 but still λ˜T >> 1, then
〈[Pˆ − 〈Pˆ 〉]〉2
〈Pˆ 2〉
∼ 1
λ˜T << 1,
and the universes in the ensemble do not deviate much from each other.
IX. Xˆ AS GENERATOR OF COLLAPSE
This proceeds in a manner parallel to the previous section.
A. Use of Schro¨dinger equation.
In the position representation, with Aˆ = Xˆ, the Schro¨dinger equation is
∂
∂η
〈x|ψ, η〉 = −i
2
[
− ∂
2
∂x2
+
i
η
(x
∂
∂x
+
∂
∂x
x) + k2x2
]
〈x|ψ, t〉 − [ 1
4λ
w2(η)− w(η)x + λx2]〈x|ψ, η〉. (89)
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We note that λ has dimensions time−2. The wave function in the position representation is 〈x|ψ, η〉 = exp[−A′x2 +
B′x+ C′], where A′ = 1/4A (A is the coefficient of p2 in the exponent of the Fourier transform of 〈x|ψ, η〉)satisfies
d
dη
A′ = [
ik2
2
+ λ] +
2
η
A′ − 2iA′2. (90)
This Ricatti equation is solved by writing A′ ≡ Z˙/[2iZ]. Putting this into Eq.(90) we get:
ηZ¨ = −β2ηZ + 2Z˙. (91)
Defining β ≡ √k2 − 2iλ, the two solutions are
e±iβη[1∓ ibη]. (92)
Using Z˙ = β2η exp iβη,
A′(η) =
β2η
2i
[
e2iβη + C
e2iβη(1 − iβη) + C(1 + iβη)
]
. (93)
The constant C is determined by the initial condition A′(−T ) = k/2:
C = −e−2iβT β
2T − kβT + ik
β2T + kβT + ik . (94)
Putting C into Eq.(93) yields
A′(η) =
β2η
2i
[
e2iβ(T+η)[β2T + kβT + ik]− [β2T − kβT + ik]
e2iβ(T +η)[β2T + kβT + ik](1− iβη)− [β2T − kβT + ik](1 + iβη]
]
≈ β
2η
2(i+ βη)
, (95)
where the last step has utilized kT >> 1, and exp 2(−Imβ)T >> 1.
Using A = 1/4A′, we find
1
2(A+A∗)
=
|A′|2
Re(A′)
= (k/2)
(1 + 4(λ/k2)2)
F (λ/k2) + 2(λ/k2)2F−1(λ/k2)− 2(λ/k2)(kη)−1 . (96)
where F (x) = 1√
2
√
1 +
√
1 + 4x2 (F (0) = 1).
B. Calculation of 〈P 2〉
For this case, Eq.(62) becomes
d
dη
〈Oˆ〉 = −i[Oˆ, Hˆ]− λ
2
[Xˆ, [Xˆ, Oˆ]. (97)
Referring to SectionIIID, where we considered the hamiltonian dynamics alone, the first order Eqs.(31) are unchanged,
so here too 〈Xˆ〉 = 〈Pˆ 〉 = 0.
The second order equations Eqs.(33) for Q ≡ 〈Xˆ2〉, R ≡ 〈Pˆ 2〉, S ≡ 〈XˆPˆ + Pˆ Xˆ〉 are unchanged except for the
second:
Q˙ = S − 2Q
η
, R˙ = −k2S + 2R
η
+ λ, S˙ = 2[R− k2Q]. (98)
The general solution is therefore the sum of the three solutions Eqs.(34) to the homogeneous equations added to an
inhomogeneous solution:
Q = λη/2k2, R = λη/2, S = 3λ/2k2. (99)
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For example, the equation which replaces Eq.(34b) is
R = C1e
2ikη + C2e
−2ikη + C3 +
λη
2
. (100)
The constants are determined by the conditions at t = −T , which are Q = 1/2k, R = k/2, S = 0, . Assuming
kT >> 1, it follows from the modified Eqs.(34):
k
2
= C1 + C2 + C3 − λT
2
1
2k
= −C1 1
k2
− C2 1
k2
+ C3
1
k2
− λT
2k2
0 = −2iC1 1
k
+ 2iC2
1
k
+ 3
λ
2k2
. (101)
The solution is
C1 = −3iλ
8k
= −C2, C3 = k
2
+
λT
2
. (102)
Putting Eq.(102) into Eq.(100), setting η = −τ , and using kτ << 1, λT >> k we get:
R =
λT
2
+
k
2
. (103)
Therefore, by Eq.(70), using the results (95) and (103), we obtain
〈Pˆ 〉2 = λT
2
−
√
k4 + 4λ2√
k2 − 2iλ+√k2 + 2iλ =
λT
2
+
k
2
− (k/2) (1 + 4(λ/k
2)2)
F (λ/k2) + 2(λ/k2)2F−1(λ/k2)− 2(λ/k2)(kη)−1 . (104)
Once more, if we turn off CSL, we find 〈Pˆ 〉2 = 0.
We see that agreement with the observed scale-invariant spectrum, 〈Pˆ 〉2 ∼ k, can be achieved if we assume that
the first term dominates, and if we set
λ = λ˜k. (105)
We note that this replaces the collapse rate parameter λ of dimension time−2 with the parameter λ˜ of dimension
time−1. In that case we obtain:
〈Pˆ 〉2 = λ˜kT
2
+
k
2
[1− (1 + 4(λ˜/k)
2)
F (λ˜/k) + 2(λ˜/k)2F−1(λ˜/k)− 2(λ˜/k)(kη)−1 ]. (106)
The validity of our approximations shall be discussed in Section XD.
X. PHYSICAL QUANTITIES
As we have shown, our theory can describe the Harrison-Zel’dovich scale-invariant spectrum. Moreover, it can be
used to find expressions for various physical quantities, such as αlm, ∆T (n), Ψ(x) (and their probabilities of taking
on various values), which is not possible with the usual approach. That is, we can calculate expressions for quantities
corresponding to an individual universe, not just for the ensemble of universes. This we shall now demonstrate, using
collapse generator Aˆ = Pˆ discussed in Section VIII.
First, we need the expression for 〈ψ, η|Pˆ |ψ, η〉/〈ψ, η|ψ, η〉 ≡ 〈Pˆ 〉. To get this, we return to the Schro¨dinger equation
Eq.(71) for 〈p|ψ, η〉 = exp[−Ap2 + Bp + C]. With use of Eq.(77) for the already-obtained variable A, we find the
equation for B:
d
dη
B = −1
η
B − 2ik2AB + w ≈ −1
η
B − 2ik2
[ i
2k2η
+
α
2k2
]
B + w = −iαB + w or B(t) =
∫ η
−T
dη′w(η′)e−iα(η−η
′).
(107)
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Thus, according to Eqs.(66),(67), and (107),
〈Pˆ 〉(η) = B +B
∗
2(A+A∗)
=
k2
R
∫ η
−T
dη′w(η′)e−S(η−η
′) cosR(η − η′) (108)
where we have written
α = k
√
1− 2iλ ≡ R− iS, soR2 − S2 = k2, RS = λk2, so R = kF (λ), S = λk
F (λ)
. (109)
Now we can express physical quantities in terms of 〈Pˆ 〉. As was done in obtaining (63), and using (108) we write
〈πˆ(k, η)〉 = 〈πˆS(k, η)〉 + i〈πˆA(k, η)〉 = 〈PˆS〉+ i〈PˆA〉
2
√
dk
=
k2
2R
∫ η
−T
dη′[wS(k, η′) + iwA(k, η′)]e−S(η−η
′) cosR(η − η′),
(110)
where we have introduced white noise functions w(k, η). These are only defined in the upper half k-plane. However,
the fourier transform of πˆ(k) is πˆ(x) which is real. This implies wS(−k) = wS(k) and wA(−k) = −wA(k), so Eq.(110)
holds for all k.
To go along with the expression (108) for 〈Pˆ 〉, we must have the probability of w(η). To get the probability, we
could go back to Schro´dinger’s equation Eq.(71) and calculate C. However, since the probability is 〈ψ, η|ψ, η〉, it is
easier to use Eq.(71) to get
d
dη
〈ψ, η|ψ, η〉 = −w
2(η)
2λ
〈ψ, η|ψ, η〉+ 2w(η)〈ψ, η|Pˆ |ψ, η〉 − 2λ〈ψ, η|Pˆ 2|ψ, η〉
=
[
− w
2(η)
2λ
+ 2w(η)〈Pˆ 〉 − 2λ〈Pˆ 2〉
]
〈ψ, η|ψ, η〉 =
{
− 1
2λ
[w(η) − 2λ〈Pˆ 〉]2 − λk
F (λ)
}
〈ψ, η|ψ, η〉 (111)
where the last step follows since Eq.70) holds without the ensemble average. Thus, we obtain the probability density
P (w) = 〈ψ, τ |ψ, τ〉 = e− 12λ
∫
τ
−T
dη[w(η)−2λ〈Pˆ 〉(η)]2 , (112)
where 〈Pˆ 〉(η) is given by Eq.(108)(the factor exp−λk(τ+T )/F (λ) has been absorbed in the normalization appropriate
to Dw).
To go to the continuum case, replace
∫
dη by
∫
dηdk and w(η) by w(k, η) in Eq.(112).
In order to do calculations with the probability (112), it is convenient to define a new random variable:
v(η) ≡ w(η) − 2λ〈Pˆ 〉(η) = w(η) − 2S
∫ η
−T
dη′w(η′)e−S(η−η
′) cosR(η − η′). (113)
The Jacobian determinant of the transformation from variables w(η) to v(η) is 1 (essentially, the matrix transformation
has all diagonal elements =1, and zeros to the right of the diagonal). The probability density of v(η) is very simple,
P (v) = e−
1
2λ
∫ τ
−T
dηv(η)2 , v(η) = 0, v(η)v(η′) = λδ(η − η′). (114)
However, since the physical quantities are expressed in terms of w, we need to invert Eq.(113) to obtain the expression
for w in terms of v. This is done in Appendix A, with the result:
w(η) = v(η) +
2S
k
∫ η
−T
dη′[S sink(η − η′) + k cos k(η − η′)]v(η′). (115)
We shall provide a few examples of the use of this formalism. We shall show, using it, that we obtain the result
(86) for 〈Pˆ 〉2. We shall calculate the probability distribution of the temperature fluctuations (which shall prove to be
a gaussian) as well as the correlation function of the temperature fluctuations. Finally, we exhibit the expression for
αlm, and the ensemble average of |αlm|2.
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A. Calculation of 〈Pˆ 〉2–Again.
As a consistency check, we employ a different way of calculating 〈Pˆ 〉2 than was done in Section VIII. Using Eqs.(108)
and (115), and taking η = 0, we write
〈Pˆ 〉 = k
2
R
∫ 0
−T
dη′eSη
′
cosR(η′)
[
v(η′) +
2S
k
∫ η′
−T
dη1[S sin k(η
′ − η1) + k cos k(η′ − η1)]v(η1)
]
. (116)
We immediately note that 〈Pˆ 〉 = 0, since v(η) = 0.
The order of integration of the double integral can next be exchanged, and the integral over η′ performed. There
is a term which cancels the single integral in Eq.(116), and the result is
〈Pˆ 〉 = k
R
∫ 0
−T
dη1v(η1)
[
k cos kη1 − S sinkη1
]
. (117)
Therefore, with use of Eq.(114), and neglecting terms small compared to kT , we obtain
〈Pˆ 〉2 = λk
2
R2
∫ 0
−T
dη1
[
k cos kη1 − S sin kη1
]2 ≈ λk2T
2R2
[
S2 + k2] =
λk2T
2
. (118)
This is the same result as in Eq.(86).
B. Temperature Fluctuation
The temperature fluctuation at the end of inflation is given by Eq.(47) with η = −τ . (Since kτ << 1, we shall
replace τ by 0.) With use of Eq.(110)), we therefore have
∆T
T
= c
∫
dk
k2
eikRD kˆ·nˆ〈πˆ(k, 0)〉 = c
∫
dk
k2
eikRD kˆ·nˆ
k2
2R
∫ 0
−T
dη′[wS(k, η′) + iwA(k, η′)]eSη
′
cosRη′
= c
∫
+
dk
k2
k2
R
∫ 0
−T
dη′eSη
′
cosR(η′)[cos(kRDkˆ · nˆ)wS(k, η′)− sin(kRDkˆ · nˆ)wA(k, η′)] (119)
To conveniently calculate probabilities, we need to replace the w’s by v’s, using Eq.(115). Just as in the previous
section, we may then exchange the order of the double integral, obtaining
∆T (nˆ)
T
= c
∫
+
dk
k2
k
R
∫ 0
−T
dη1[cos(kRDkˆ · nˆ)vS(k, η1)− sin(kRDkˆ · nˆ)vA(k, η1)]
[
k cos(kη1)− S sin(kη1)
]
. (120)
1. Probability Distribution of the Temperature Fluctuations.
The probability that ∆T (nˆ)/T = C is given by
P (C) =
∫
Dve−
∫
0
T
dη
∫
+
dk 1
2λ(k)
[v2S(k)+v
2
A(k)]δ(∆T (nˆ)/T − C). (121)
Writing Eq.(120) as
∆T (nˆ)
T
=
∫ 0
−T
dη1
∫
+
dk[fS(k, η1)vS(k, η1) + fA(k, η1)vA(k, η1)], (122)
Eq.(121) becomes
P (C) =
∫
Dve−
∫
0
T
dη
∫
+
dk 1
2λ(k)
[v2S(k)+v
2
A(k)]
1
2π
∫ ∞
−∞
dωeiω(
∫ 0
−T
dη1
∫
+
dk[fS(k,η1)vS(k,η1)+fA(k,η1)vA(k,η1)]−C)
=
1
2π
∫ ∞
−∞
dωe−iωCe−ω
2
∫
0
−T
dη1
∫
+
dkλ(k)2 [f
2
S(k,η1)+f
2
A(k,η1)] = e
− 12 C
2∫ 0
−T
dη1
∫
+ dkλ(k)[f
2
S
(k,η1)+f
2
A
(k,η1)] . (123)
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Thus, we see that the probability is gaussian, with variance[
∆T (nˆ)
T
]2
= c2
∫
+
dkλ(k)
1
(Rk)2
∫ 0
−T
dη1
[
k cos(kη1)− S sin(kη1)
]2 ≈ c2 ∫
+
dkλ(k)
T
2k2
= πc2λ˜T
∫ ∞
0
dk
k
. (124)
We have set λ(k) = λ˜/k in the observed range of k, 10−3Mpc−1 < k < 102Mpc−1, in order to obtain agreement
with the Harrison-Zel’dovich spectrum. However, [∆T (nˆ)/T ]2 is a measured quantity so it seems reasonable to expect
that the integral in Eq.(124) should converge, and it doesn’t.
One might think the issue of the divergence of the above integral could be resolved simply by taking into account
the fact that the temperature fluctuations seen in the CMB, are the result of modifications by “late time”12 processes
of the primordial seeds of cosmic structure we have calculated. The fact however, is that such modifications13 occur
after the reheating stage, and are therefore of no help at the time just prior to reheating, which is the era to which
our calculations refer14.
If there were no modification in this estimate for the inflationary regime itself, the resulting ensuing fluctuations
would be predicted to be of arbitrarily large magnitude and a perturbative treatment would, of course, be invalid.
The issue is intimately tied with the universal scale invariance of the H-Z spectrum and is thus a problem that,
although often unrecognized, afflicts the standard treatment of inflationary perturbations. Let us consider for instance
the treatment presented in [27].
Consider the expression for the Newtonian potential at a point x. To do this one uses Eq.( 8.5) of that book and
writes:
Φ(x) =
1
(2π)3/2
∫
dkΦke
ik·x. (125)
The ensemble average of the square is then,
Φ2(x) =
1
(2π)
3
∫
dkdk′ΦkΦ∗k′e
i(k−k′)·x. (126)
Next one uses the definition 8.11 of [27] which indicates that we might write the ensemble average as,
ΦkΦ∗k′ = δ(k− k′)2π2δ2Φ(k)/k3 (127)
where in their notation δ2Φ(k) is the power spectrum (for the gravitational potential Φ) and is taken to be a function
only of k ≡ ||k||. Thus, substituting in 126 we find:
Φ2(x) =
1
4π
∫
dkδ2Φ(k)/k
3. (128)
Now we take eq 8.103 of [27] which indicates that the spectrum is scale independent. This requires δ2Φ(k) to be
constant, independent of k and, in fact, given by 4(ε + p)/Cs where ε and p are the energy density and pressure of
the background inflaton field respectively, and where Cs is the effective “speed of sound” (see eq. 8.50 of [27]) which
for a canonical scalar field is just the sped of light. We thus obtain:
Φ(x)
2
=
2(ε+ p)
Cs
∫ ∞
0
k2dk/k3 =
2(ε+ p)
Cs
∫ ∞
0
dk/k (129)
which diverges just as our estimate of the temperature fluctuation in 124.
So, it seems that the problem we face here is not intrinsic to the CSL theory or, more generally, to the hypothesis
that some kind of collapse of the wave function plays an important role in inflationary cosmology. What the analysis
in the present paper does is show the problem more explicitly. After all what the collapse does, roughly speaking, is
12 That refers to the regime well after inflation has ended.
13 These are due to well understood physics connected with the behavior of the plasmas of ordinary matter (quark -gluon plasma before
hadronization forms the nucleons, nucleon-electron- photon plasma before nucleosynthesis, and Hydrogen-Helium plasma after nucle-
osynthesis) codified in the so-called transfer functions which describe how each mechanism alters the temperature structure. For example,
transfer functions are known to exhibit a damping effect known as “Silk Damping” at short distances (large k) due to viscosity/photon
diffusion.
14 Strictly speaking at the end of inflation the conditions are still far from thermal equilibrium, there is therefore no temperature and
in fact no radiation. It is only after the reheating that the decay of the inflation is supposed to lead the system towards a state of
“thermal equilibrium”. However the quantities we are computing have their counterpart as the inflaton-energy-density fluctuations and
Newtonian potential fluctuations.
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provide a mechanism to convert quantum mechanical uncertainties already there in the initial state into a range of
actual values at a later time.
Of course, if the problem lies beyond the collapse approach and seems intrinsic to the inflationary proposal for
generation of primordial cosmological inhomogeneities and anisotropies, that does not mean it can be ignored. One
approach might be to consider a similar problem that appears in any treatment of quantum fields: the uncertainty
in the value of a field in its vacuum state at any point in Minkowski space-time is infinite. This is often taken to
indicate that one cannot consider such a quantity as the field at a point and must, rather, focus attention on things
like smeared fields over space time regions. After all, quantum fields are distribution-valued operators rather than
ordinary operators on Hilbert space. In the inflationary context however it is rather unclear what would be the
appropriate smearing one should consider.
For our problem, we might rather consider the possibility that (124) be made finite as the result of a more compli-
cated behavior of λ(k) 6= λ˜/k as k → 0 and k →∞. For example, we might set
λ(k) =
λ˜
k1 + k + (k2/k2)
so that
∫ ∞
0
dkλ(k) ≈ λ˜ ln k2
k1
(130)
for k2 >> k1 and the interval (k2, k1) very much wider than the range of k appropriate to the CMB. That would in
effect make a prediction, that the H-Z scale invariant spectrum not hold outside a particular range of k.
On the other hand this issue might be resolved by things unrelated to the CSL collapse rate and therefore using
the above argument to modify it might be premature. One possibility that would certainly help in this regard is the
known fact that, during the slow roll inflation, the expansion rate is not exactly de-Sitter like. This leads, in the
usual analysis, to a modification of the H-Z spectrum corresponding to a factor k(ns−1) where the “spectral index”
ns is known both theoretically and empirically to be smaller than 1[40]. This would remove the divergence coming
from the k →∞ behavior. Regarding the divergence arising from the k → 0 behavior it seems that the most natural
resolution would come from noting that the region that undergoes inflation would in all likelihood have started as a
a very small patch, which despite the nearly exponential expansion resulting from inflation will remain finite. Thus
the range of physically relevant values of k would be bounded from below by some kfinite > 0.
2. Correlation of the Temperature Fluctuation.
The correlation function of the temperature fluctuation can be found from Eq.(120)
∆T (nˆ)
T
∆T (nˆ′)
T
= c2
∫
+
dkλ(k)
1
(Rk)2
cos[kRDkˆ · (nˆ− nˆ′)]
∫ 0
−T
dη1
[
k cos(kη1)− S sin(kη1)
]2
= 4(πc)2T
∫ ∞
0
dkλ(k)
∑
lm
j2l (kRD)Ylm(nˆ)Y
∗
lm(nˆ
′)
= πc2T
∫ ∞
0
dkλ(k)
∑
l
(2l + 1)j2l (kRD)Pl(nˆ · nˆ′). (131)
(Note,
∑
l(2l + 1)j
2
l (x) = 1, so Eq.(131) agrees with Eq.(124) when nˆ = nˆ
′.)
C. αlm
From the definition (44) of αlm and Eq.(120) we can exhibit the expression for αlm:
αlm = c
∫
+
dk
1
kR
∫ 0
−T
dη1
∑
l
(2l+1)jl(kRD)Pl(kˆ · nˆ′)[E(l)vS(k, η1)+ iO(l)vA(k, η1)]
[
k cos(kη1)−S sin(kη1)
]
, (132)
where E(l) is 1 if l is even and 0 if l is odd, and O(l) is 0 if l is even and 1 if l is odd.
However, it is easiest to use the second of Eqs.(131) to find
|αlm|2 = (2πc)2T
∫ ∞
0
dkλ(k)j2l (kRD) = (2πc)
2λ˜T
∫ ∞
0
dk
k
j2l (kRD) =
(2πc)2λ˜T
2l(l+ 1)
. (133)
which is to be compared with Eqs.(51), (52). In Eq.(133) we have set λ(k) = λ˜/k, although we earlier specified that
it might behave differently as k → 0 and k→∞. This different behavior has been ignored in calculating the integral
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in (133), which converges perfectly well without it. Thus, such possibly different behavior is now constrained to have
a negligible effect on the integral in Eq.(133).
This concludes our demonstration that the dynamics produces agreement with the observed Harrison-Zel’dovich
spectrum.
D. Estimates
It is necessary to make some order of magnitude estimates to justify the approximations we have made. We start
from the fact that the temperature fluctuations in the CMB are ∆TT = 1/3Ψ ∼ 10−5. We can now use that together
with our other results to check the self-consistency of assumptions made in earlier sections. We note that we took the
dominant term in Eq.(88) to be
〈Pˆ 〉2 ≈ λ˜kT
2
. (134)
This led to the result (124), [∆T
T
]2
=
π
4
[4πGφ′0
3a
]2
λ˜T I (135)
where I ≡ 1/λ˜ ∫ dkλ(k) is at least as large as ∫ 10210−3 dk/k ≈ 11.5.
Using the definition H ≡ a′(η)/a(η) in the second of Eqs.(5) and taking the derivative with respect to η we find
6HH′ = 4πG(2φ′′0φ′0 + 4aa′V [φ0] + 2a2∂φ0V [φ0]φ′0). (136)
Substituting here the expression for φ′′0 from the first of Eqs.(5) gives
6HH′ = 4πG(−4H(φ′0)2 + 4aa′V [φ0]) = 16πGH(−(φ′0)2 + a2V [φ0]). (137)
Therefore
H′ = 8πG
3
(−(φ′0)2 + a2V [φ0]). (138)
Now, using the definition of the slow roll parameter ǫ ≡ 1 − H′/H2, the expression above for H′ and the second of
Eqs.(5) again to give H2, we have
ǫ =
3(φ′0)
2
(φ′0)2 + a2V [φ0])
≈ 3(φ
′
0)
2
(a2V [φ0])
(139)
where in the last step we have used the standard inflationary requirement that the potential term is much larger than
the kinetic term. Therefore we have: (φ′0)
2 ≈ ǫa2V/3.
Using this result, we can rewrite the quantity c2 appearing in Eq.(135) as
[4πGφ′0
3a
]2
=
(4π)2
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G2ǫV ≈ ǫ V
M4Pl
≈ ǫ
(
MGUT
MPl
)4
(140)
Thus, (∆TT )
2 ≈ ǫ[V/(MPl)4]λ˜T I.
However as discussed in [43], the effect of reheating (unless some very unusual coincidences occur) is to multiply
this result by 1/ǫ2. Thus we have: (∆T
T
)2
≈ 1
ǫ
V
(MPl)4
λ˜T I. (141)
The observations yield (∆TT )
2 ∼ 10−10. The small departure from flatness of the spectrum is taken to indicate
ǫ ≈ 10−2. With V 1/4 given by the GUT scale as ≈ 1015 GeV≈ 10−4MPl, and taking I ≈ 10, we conclude that
λ˜T is of order 103 >> 1. (142)
25
In section VIII, following Eq.(77), we used λkT = λ˜T >> 1, so this justifies the approximation made there.
Since we had estimated T to be of order 108Mpc = 1022sec., we have
λ˜ ≈ 10−5MpC−1 ≈ 10−19sec−1. (143)
Curiously, this is not far removed from the value 10−16sec−1 suggested by GRW[13] in their theory of instantaneous
collapses on position, and adopted in the CSL[2] theory of continuous dynamical collapse on mass-density.
Thus for the modes of interest we have λ˜/k in the range of 10−2 to 10−7. We use this estimate to consider the
magnitude of the sub-leading term in Eq.(88),
〈Pˆ 〉2 = (k/2)
(
λ˜T + 1−
√
2√
1 +
√
1 + 4(λ˜/k)2
)
, (144)
where we indeed see that it is much smaller than the leading one.
Therefore, we have a self-consistent assignment of values for the parameters which satisfies the approximations
made and matches the theory with the observations.
XI. COLLAPSE ON FIELD OPERATORS
We have presented two examples that lead to the H-Z spectrum. In one case, the collapse-generating operator
is Pˆ ∼ πˆ(k) (Section VIII), whose Fourier transform is the field operator πˆ(x). In the other case it is Xˆ ∼ yˆ(k)
(Section IX), whose Fourier transform is the field operator yˆ(x). In this section we shall take a look at the state
vector evolution written in terms of these field operators. We shall give the argument in detail in the first case: the
second case proceeds exactly similarly.
The state vector evolution given by Eqs.(55), applied to the full set of commuting collapse-generating operators we
have discussed, is
|ψ, η〉 = T e−i
∫ η
−T
dη′Hˆ−∫ η
−T
dη′
∫
+
dk 14λ(k) [wS(k,η
′)−2λ(k)√2πˆS(k)]2−
∫ η
−T
dη′
∫
+
dk 14λ(k) [wA(k,η
′)−2λ(k)√2πˆA(k)]2 |ψ, 0〉
= T e−i
∫ η
−T
dη′Hˆ− 1
4λ˜
∫ η
−T
dη′
∫
+
dk[
√
kwS(k,η
′)−2λ˜
√
2/kπˆS(k)]
2− 1
4λ˜
∫ η
−T
dη′
∫
+
dk[
√
kwA(k,η
′)−2λ˜
√
2/kπˆA(k)]
2 |ψ, 0〉(145)
where we have written λ = λ˜/k and, following Eq.(20), we have written PˆS,A(k) =
√
2πˆS,A(k). We now define
wS(k, t
′) ≡
√
2/kwR(k, t
′), wA(k, t′) ≡
√
2/kwI(k, t
′), and w(k, t′) ≡ wR(k, t′) + iwI(k, t′). We also recall that
πˆ(k) = πS(k) + iπA(k). Therefore, Eq.(145) may be written as
|ψ, η〉 = T e−i
∫
η
−T
dη′Hˆ−2 1
4λ˜
∫
η
−T
dη′
∫
+
dk[w(k,η′)−2λ˜k−1/2πˆ(k)][w∗(k,η′)−2λ˜k−1/2πˆ†(k)]|ψ,−T 〉
= T e−i
∫
η
−T
dη′Hˆ− 1
4λ˜
∫
η
−T
dη′
∫
dk[w(k,η′)−2λ˜k−1/2πˆ(k)][w∗(k,η′)−2λ˜k−1/2πˆ†(k)]|ψ,−T 〉 (146)
where we have replaced 2× the integral by an integral which includes the lower half k-plane by defining wR(−k, t′) ≡
wR(k, t
′), wI(−k, t′) ≡ −wI(k, t′).
We may now convert to a real noise function and a hermitian field operator defined as
w(x, η′) ≡ 1
(2π)3/2
∫
dkeik·xw(k, η′), π˜(x) ≡ 1
(2π)3/2
∫
dkeik·x
1
k1/2
πˆ(k) = (−∇2)−1/4πˆ(x). (147)
Putting the inverse Fourier transforms of Eqs.(147) into (146), we get the result we have been seeking:
|ψ, η〉 = T e−i
∫
η
−T
dη′Hˆ− 1
4λ˜
∫
η
−T
dη′
∫
dx′[w(x′,η′)−2λ˜π˜(x′)]2 |ψ,−T 〉. (148)
This is just the standard CSL statevector evolution, where the collapse-generating operators (toward whose joint
eigenstates collapse tends) are π˜(x) for all x.
Similarly, in the second case, defining
y˜(x) ≡ 1
(2π)3/2
∫
dkeik·xk1/2y(k) = (−∇2)1/4yˆ(x), (149)
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the result is
|ψ, t〉 = T e−i
∫
η
−T
dη′Hˆ− 1
4λ˜
∫
η
−T
dη′
∫
dx[w(x,η′)−2λ˜y˜(x)]2 |ψ,−T 〉. (150)
This is just the standard CSL statevector evolution, where the collapse-generating operators (toward whose joint
eigenstates collapse tends) are y˜(x) for all x.
Are there fundamental reasons determining the appearance of the operators (−∇2)−1/4πˆ(x) (or (−∇2)1/4yˆ(x))
rather than the more natural πˆ(x) (or yˆ(x))? Perhaps a truly satisfactory answer will have to wait for a general
theory expressing, in all situations, from particle physics to cosmology, the exact form of the CSL-type of modification
to the evolution of quantum states. However we might look at the particular situation at hand and offer a two part
response.
First, note that the dimension of w(x′, η′) and λ˜π˜(x′) have to be the same to achieve the CSL form exhibited in
(148). In order that the exponent in (148) be dimensionless, the dimension of w(x′, η′) is (time)−5/2, so π˜(x′) must
have the dimension (time)−3/2. Now, in order that the hamiltonian in (10) have the dimension (time)−1, πˆ(x′) has
the dimension (time)−2. Therefore, if the collapse-generating operator is to be of the form (operator)×πˆ(x′), that
operator must have the dimension (time)1/2, which of course is the dimension of (−∇2)−1/4.
But, second, then it follows that the collapse-generating operator is effectively πˆ(x). As we have seen, if we set
Hˆ = 0 in Eq.(148), then at infinite time the collapse takes the system into some eigenstate of the complete commuting
set of of operators π˜(x). But, that state will also be an eigenstate of the complete commuting set of of operators
πˆ(x), since if π˜(x)|φ〉 = u(x)|φ〉, then πˆ(x)|φ〉 = (−∇2)1/4u(x)|φ〉.
Therefore, we may regard the collapse-generating operator (−∇2)−1/4πˆ(x) as the theory’s way of giving us, in the
most natural way, collapse toward eigenstates of the inflaton fluctuation momentum field πˆ(x) consistent with the
CSL state vector evolution form. It is therefore quite remarkable that such collapse leads to a prediction that agrees
with the scale invariant spectrum, in agreement with the current cosmological observations.
A similar case may be made for Eq.(149) and its effective collapse-generating operator, the inflaton fluctuation field
yˆ(x).
XII. DISCUSSION
In this manuscript, we treat the emergence of the seeds of cosmic structure from the dynamics of the fluctuation of
the inflaton field. This is the approach employed in the usual quantum treatment of this problem but, as previously
discussed, that approach does not really account for the emergence of primordial inhomogeneities and anisotropies of
the universe. Our approach differs from the standard one in that the evolution of the state vector from the initial
Bunch-Davies vacuum to the end of the inflation era invokes a version of the CSL dynamical collapse theory adapted
to this setting. We have taken as the basic theoretical setting the approximation known as semiclassical gravity. Here,
gravitation is treated at the classical level while the matter fields are treated at the quantum level, and their energy
momentum is taken to appear in Einstein’s equations as the corresponding expectation value.
In this treatment, the expectation value of an operator differs from that given in the standard quantum mechanical
treatment, as a result of the CSL theory’s modification of Schro¨dinger’s equation. To apply the CSL theory, it is
necessary to select the collapse-generating operator, toward whose eigenstates the collapse occurs. We have considered
two cases. One is where the collapse-generating operator represents the Fourier mode of the inflaton field perturbation.
The other is where the collapse-generating operator represents the Fourier mode of the momentum conjugate to the
inflaton field perturbation.
As we have indicated, the quantity of direct observational interest, |αlm|2,which characterizes the distribution of
the temperature fluctuations across the celestial sphere in terms of an expansion in spherical harmonics, refers to the
time of the decoupling ηD. Instead, we evaluated that quantity at the end of inflation, at η = −τ ≈ 0. The changes
over this interval, from −τ to ηD, are codified in transfer functions Tk(ηr, ηD): when taken into account, effectively
give direct observational access to the spectrum at the end of inflation. This turns out to be the Harrison-Zel’dovich
scale-invariant spectrum. That is what the theory must give.
We have seen that agreement between observations and theory will result if 〈Pˆ 〉2(k) turns out to be proportional
to k. This is achieved in the two cases of collapse-generating operators we considered, by choosing the collapse rate
parameter λ of the CSL theory to have a simple dependence upon the mode’s momentum magnitude k.
In the case where we take as ‘collapse-generating operator’ the operator Pˆ , it is necessary that λ = λ˜/k. λ in this
case is dimensionless, so λ˜ has the dimension of rate.
In the case where we take as ‘collapse-generating operator’ the operator Xˆ, it is necessary that λ = λ˜k. λ in this
case has dimensions (time)−2 so, again, λ˜ has the dimension of rate.
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If we take seriously the idea that the choice of λ(k) at large and small values of k must be chosen to make the
integral in (124) finite, we would expect deviations in the H-Z spectral form, for large and small k that, although
unobservable today, could be potentially detected in future experiments.
Finally, one could ask which one of the two options we have discussed (or perhaps another one) might be the
correct one? Why, in order to be consistent with observations (the H-Z spectrum), does the CSL parameter λ have
(in each case) a particular, simple, dependence on k, leading to the collapse-generating operators (−∇2)−1/4πˆ(x) and
(−∇2)1/4yˆ(x)? We have no deeper reason, other than ”it works out that way.”
One may argue, utilizing the remarks above, that the H-Z spectrum arises from choosing λ(k) in the simplest way
consistent with the constraints that the effective collapse parameter λ˜ ought to have the dimension of rate, that the
evolution of each mode contains just one dimensional parameter, k, and our results for 〈Pˆ 〉2(k). This is suggestive, but
it is not a fundamental or conclusive argument. For example, in the more general context of the inflationary problem
we have considered, there are other quantities with the same dimension as k, such as the Planck mass, the GUT
scale, the (inflationary potential)1/4, the mass of the inflaton field, or a combination of these. If they are included
along with k, there are other options to give λ˜ the dimension of rate which do not yield the H-Z spectrum. Therefore,
one still wishes for a deeper reason for the choices we have uncovered. A response to this important question may
have to wait for the so-far phenomenologically motivated inclusion of dynamical collapse in quantum physics to be
replaced by a general and fundamental theory, perhaps for a natural relationship between dynamical collapse and
gravitation[4],[44] to be uncovered.
We conclude that the CSL theory, with a suitable choice of the operator controlling the collapse, is capable of
addressing the shortcomings in the standard inflationary account of the emergence of the seeds of cosmic structure.
That is, it can choose a universe possessing inhomogeneities and anisotropies. Our results are in agreement with
observation in the regimes so far investigated empirically. We have argued that they are also consistent with and,
indeed, require deviations at much smaller angular scales, which could be uncovered when the required technology
becomes available.
While this paper was being written, we learned of the results of a similar study that came to a different conclusion[45].
We believe that the reason their uncertainty, or spread of the final wave function for the relevant modes k, becomes
large and ours small is connected with the fact that we are considering a different observable. They looked at (or
took as ‘focus’ operator) the field amplitude for the v field (the Mukahnov-Sasaki variable, which is a combination of
the perturbed scalar field and the Newtonian potential). We took as focus operator the momentum conjugate to the
field variable, as discussed at the start of section VI.
This difference arises due to the different ways that gravitation is considered within the two approaches. The work
of [45] follows the now-traditional approach of treating the gravitational perturbations just as any other field which
can be subjected to direct quantization. The present work follows an approach initiated in [14], which is based on
the idea that here one is dealing with a situation where gravitation must be considered as emergent and not suitable
for the standard quantization procedure. This view led us to adopt a semiclassical treatment of the gravitational
perturbations (for a more in-depth discussion of this point see section VIII of [1]).
It is well known that the exponential expansion of the scale factor produces an extreme squeezing in the quantum
states. Expressed in terms of suitable canonical variables, that leads to an enormous growth in the uncertainty of the
field amplitude, and an enormous decrease in the uncertainty of the conjugate momentum. The paper [45] focuses on
an amplitude operator which, in the absence of collapse, exhibits a large increase in the uncertainty due to the cosmic
expansion. On the contrary, we have been led to focus on the operator Pˆ that, in the absence of collapse, exhibits
no increase in the uncertainty (it remains constant). It seems therefore that the results can be understood as follows:
The localizing effect of CSL is not enough to overcome the large increase in the uncertainty of the operator considered
in [45] , but on the other hand its enough to produce the desired localization in the operator whose uncertainty would
have remained constant in the absence of the localization effects of CSL. This is consistent with our finding that the
fractional dispersion in Pˆ decreases like T −1. (We re-emphasize that the focus operator, the object for which we
compute expectation values, should not be confused with the ‘collapse generating operator’ Aˆ, which is the object
driving the CSL dynamics).
In fact we have carried out an analysis similar to the one performed in sections VIII and IX for Pˆ , but taking the
focus operator to be Xˆ . In that case we find that the uncertainty in the value of Xˆ for the state that results from the
CSL evolution diverges when the conformal time for the end of inflation τ → 0.
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Appendix A: Finding w(η) in terms of v(η).
In this appendix, we invert Eq.(113),
v(η) = w(η) − 2S
∫ η
−T
dη′w(η′)e−S(η−η
′) cosR(η − η′), (A1)
solving for w(η) in terms of v(η).
We extend the integral’s lower limit to −∞, keeping in mind that w(η) = v(η) = 0 for η < −T , and extend the
upper limit to ∞ by putting a factor Θ(η− η′) in the integrand (Θ(x) is the step function). Upon expressing w(η′) in
the integrand in terms of its fourier transform w˜(ω), and changing the integration variable to x ≡ η′ − η, we obtain
v(η) = w(η) − 2S
∫ ∞
−∞
dxΘ(−x)eSx cosRx
∫ ∞
−∞
dωeiω(x+η)w˜(ω)
= w(η) −
∫ ∞
−∞
dωeiωη
2S(S + iω)
(S + iω)2 +R2
w˜(ω). (A2)
Taking the fourier transform yields
v˜(ω) = w˜(ω)
k2 − ω2
(S + iω)2 +R2
or w˜(ω) = v˜(ω)− 2S(S + iω)
ω2 − k2 v˜(ω). (A3)
where we have used (109). When taking the fourier transform of (A3), the integration path is taken below the poles
on the real axis, so that w(η) depends upon v(η′) for η′ ≤ η. This results in
w(η) = v(η) − 2S
∫ ∞
−∞
dη′v(η′)
[
S +
d
dη
] 1
2π
∫ ∞
−∞
dωeiω(η−η
′) 1
(ω − k − iǫ)(ω + k − iǫ)
= v(η) +
2S
k
∫ ∞
−∞
dη′v(η′)
[
S +
d
dη
]
Θ(η − η′) sin k(η − η′), (A4)
which is the result reported in Eq.(115).
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