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Abstract
Thin film flows are of central importance to a variety of industrial and scientific processes such
as heat and mass transfer, micro- and nanotechnological settings such a lab-on-a-chip devices,
and geophysical flows. Understanding their behaviour is thus of central importance. While they
have been subjected to a great deal of analysis, there are still regimes in which this behaviour
is only partially understood, especially in highly nonlinear free surface flows, and particularly
in the presence of other competing physical effects.
This dissertation focuses on the behaviour of nonlinear flows in the presence of electric fields.
By introducing a potential difference between the surface electrode on which the fluid rests
and a second electrode above the fluid, an interfacial stress is induced due to the disparity
in electrical properties between the liquid and gas media. It is found via direct numerical
computations in both linear and nonlinear regimes that for a broad range of parameters the
induced disturbances have wavelengths which are large compared to the thickness of the film
layer. This may be exploited in the guise of the lubrication approximation in order to reduce
the Navier-Stokes equations to inordinately more tractable forms; these ‘low-order models’ form
the core of the study of this thesis.
Particular attention is paid to studying these films in a variety of geometries. It turns out that
the introduction of curvature to a substrate renders the asymptotic analyses somewhat more
delicate than is the case for planar films. The generalised analysis presented herein is applied
to several different particular situations, including geometries where the surface is curved in the
streamwise or spanwise direction. The resultant models incorporate the effects of capillarity,
viscous stress, electrostatically-induced Maxwell stress, and inertia, as well as interfacial charge
transport effects.
It is demonstrated via comparison to direct numerical computations that this low-order mod-
elling is highly accurate in a wide array of circumstances, where particular attention is given to
flows on planes and on the surface of fibres. It is demonstrated that disturbances of particular
wavelengths can be either excited or suppressed in a spatiotemporally-specific manner. This
gives an enormous degree of control with many practical ramifications.
Perhaps most significantly it is demonstrated that this method allows one to overcome the
formerly ubquitous assumption that low-order models were confined to use for thin film flows:
vii
it is now possible to model ‘thick’ flows. This has only been verified in a small set of geometries,
but stands to have significant ramifications as the method could be used to improve any existing
model in the literature that is predicated on the thin-film assumption.
viii
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Chapter 1
Introduction
1.1 Motivation and objectives
We give here a chronological account of how the focuses of our research came about. This
naturally gives rise to a unified approach to the problem in terms of a master governing equation.
Therefore, we discuss how our motivations arose and grew, before giving a breakdown of the
more natural, problem-oriented approach to the topics taken over the course of this thesis.
The subject of this thesis was originally motivated by the observation of a particular gap in
the literature: while many studies had been conducted regarding the use of electric fields to
control planar films, no such studies had been pursued in a cylindrical geometry. This is a
surprising absence for a variety of reasons. From a standpoint motivated purely by intrinsic
mathematical interest, a cylindrical geometry represents the simplest geometric complication
over and above the planar case. However, far more significantly, the cylindrical case holds
much relevance experimentally and industrially. Firstly, unlike planar systems, fibre systems
are finite in spanwise extent; this gives a great advantage in experimental comparisons thanks
to absence of end effects in this direction, unlike the planar case. Secondly, fibre flows exhibit
a natural Plateau-Rayleigh instability [71] as a result of capillary effects due to curvature in
the azimuthal direction. This has natural ramifications in the context of coating flows where
uniform interfaces may (or may not) be desirable. It has long been known that electric fields
1
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potentially stand to be able to suppress these instabilities [82], so their use in a cylindrical
context is entirely natural. We wrote several papers on this subject [129–131], the content of
which shall form part of the body of this thesis. This gave rise to other groups investigating
the same topic [28–30, 45].
However, during the course of these investigations, it became readily apparent that there were
a wealth of additional problems that merited investigation.
First of all, it became clear that the incorporation of inertial effects is desirable. For some time,
the modelling of inertial effects was problematic, and typical gradient expansion approaches
gave rise to equations [11] that subsequently turned out to be ill-posed [100]. However, the
work of Ruyer-Quil and Manneville [95] demonstrated that such effects could be incorporated
effectively and consistently at moderate values of the Reynolds number (a dimensionless number
representing the relative significance of inertial effects compared to viscous effects).
In addition, while the case of a cylindrical geometry is of interest, the differential geometry
techniques used in deriving the governing equations can be generalised to more general configu-
rations. Such approaches have been taken by Roy et al. [93] and Roberts and Li [92]. However,
there is a very natural gap again here in the literature: while these authors used a centre-
manifold approach, it has been shown [14] that the most accurate results are exhibited by the
Weighted Residual Integral Boundary Layer method described by Ruyer-Quil and Manneville
[95], which has never been applied in such a general geometry.
There is, however, a more serious absence in the literature. In particular, it is well known that
in certain parameter regimes fibre flows can give rise to non-axisymmetric instabilities [52, 108],
but it has traditionally been considered impossible to model this in the fully nonlinear regime
using low order techniques. We shall give herein a method that we believe should resolve this
omission, as well as demonstrating the potency of our techniques in a reduced setting; the full
non-axisymmetric computation awaits calculation on completion of the thesis.
Finally, one of the interesting applications of the control afforded by the use of electric fields is
the augmentation or suppression of heat and mass transfer effects. While we have published one
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additional paper, and submitted a further one, on this topic during the course of my doctoral
studies, in particular in relation to the famous coffee stain problem [132, 133], this material is
not treated herein.
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1.3 Outline of thesis
The thesis is structured as follows.
Chapter 2 gives a review of all the existing material regarding the topics which form the basis
of this thesis.
4 Chapter 1. Introduction
Chapter 3 gives a generalised master equation of long-wave flow in an arbitrary geometry,
retaining inertial effects as well as electrostatic effects up to second order.
Chapter 4 demonstrates various special cases of the master equation in the electrically passive
case in order to demonstrate the versatility of the geometric model used.
Chapter 5 specialises the master equation to the case of a planar geometry. It also discusses
one of the few cases that the master equation does not cover, and explains how the model may
be extended in a given geometry to cover this deficiency.
In Chapter 6 we discuss flows in a cylindrical geometry. We give rather general equations
governing the flow of thin films down a cylinder in the presence of electric fields, but demonstrate
that these too are simply special cases of the master equation referred to above.
Finally, in Chapter 7 we give some concluding remarks and discuss potential future work.
Chapter 2
Background theory
We begin by giving an overview of the history and study of free surface flows in Section 2.1, as
well as the requisite material underpinning the remainder of the dissertation. We give particular
consideration to linear stability analyses (§2.1.1), low-order modelling (§2.1.2), validation via
direct numerical calculations (§2.1.3) and geometric details (§2.1.4). We then give an account
of the leaky-dielectric model in Section 2.2 of which we shall make extensive use.
2.1 Free surface flows
We confine our interests here to single-layer, free surface film flows. Such systems have been the
subject of multiple major reviews [15, 22, 77] as a result of their fundamental significance in a
wide variety of contexts. For example, they are critical to our understanding of many physical
processes, such as in avalanches [5], ice sheet models [7] in underwater and lava flows [49, 50],
in tear films on the surface of an eye [105, 128], in Langmuir films [41], in foam dynamics
[12, 102] and in the well-known ‘coffee-stain’ effect [27]. They are also of central importance in
many industrial applications such as heat and mass transfer [24, 25], as well as in a wealth of
micro-[112, 113] and nanotechnological settings [36]. As a result, it is unsurprising that such
films and their analysis have garnered a wealth of attention, both theoretical and experimental.
Such films have been the subject of many experimental studies [2, 3, 65–67, 75, 86]. These have
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demonstrated that the Reynolds number has a strong effect upon the behaviour exhibited by
a flow. At low Reynolds numbers (Re < 1), corresponding to weak inertial effects, a flow is
predominantly governed by viscous forces. At moderate Reynolds numbers, 1 . Re . 300 we
find the emergence of long interfacial waves dominated by a combination of gravity and inertial
effects together with capillarity [15]. For slightly higher Reynolds numbers (300 . Re . 1000)
the long interfacial waves are found to give rise to non-decaying short waves by a vortex shedding
mechanism [17]. At yet higher Reynolds numbers (Re > 1000) we find that the flow becomes
turbulent due to Tollmien-Schlichting disturbances [15]. The lowest end of this scale may be
identified with what Takeshi [114] termed the ‘drag-gravity’ regime, characterised by a balance
between viscous drag on the wall and gravitational effects. Larger values of the Reynolds
number move into the ‘drag-inertia’ regime, where inertia plays a greater role. This terminology
has been commonly used in modelling in describing the applicability of a given model [99].
Of interest later will be the characteristic spatial structure of the induced disturbances. Liu et al.
[67] and Park and Nosoko [86] showed that at onset disturbances are initially two-dimensional
(2D), as these are the fastest growing. However, three-dimensional (3D) grow subsequently, and
Park and Nosoko [86] noted that higher Reynolds numbers correspond to a more rapid onset
of such 3D disturbances, as seen in Figure 2.1. Both papers also note that periodic forcing at
the inlet can dramatically augment the rate of onset of the relevant instabilities.
The substance of this dissertation is a theoretical approach to the analysis of the behaviour of
such films, and their manipulation using electric fields. The intractability of the Navier-Stokes
equations however means that such analyses prove challenging, and a variety of techniques have
been applied to make them more malleable. Of particular interest for our purposes are linear
stability analyses, low-order models, and direct numerical simulations. We discuss each of these
three particular techniques here.
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Figure 2.1: Shadow images of waves without controlled perturbations imposed on film flow.
The images capture the films at 4 = 14 − 18 cm, and the bar is 2 cm long. Reproduced from
[86]
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2.1.1 Linear stability analysis
Consider a differential equation of the form
∂x
∂t
= F(x) (2.1)
The linearisation of this system about some fixed point x0, so that x = x0 + δx, is given by a
matrix system
∂(δx)
∂t
= A(δx) (2.2)
where A is known as the stability matrix. If the spectrum of A contains any eigenvalue with
positive real part, we say that the system is linearly unstable. If all eigenvalues have negative
real part, the system is considered linearly stable. Otherwise, it is considered neutrally stable.
In the context of the Navier-Stokes equations, the fixed point corresponds to a base state,
and the linearised disturbance δx to some infinitesimal perturbation to that state. An unsta-
ble disturbance corresponds to a perturbation that will grow in time, initially exponentially
(although this may be arrested in the nonlinear regime). This gives rise to the well-known
Orr-Sommerfeld equation [78, 111]. A concrete example of this procedure is given in §6.1.1 as
part of the analysis of fibre flow.
Such an analysis has been applied to falling films on inclined planes by Benjamin [10] and Yih
[136] who identified the criterion Re > 5
6
cot β as the Reynolds number above which certain
wavenumbers will be amplified (where β is the angle of inclination of the plane). It was found
that the dominant instabilities are primarily due to long waves. Such analyses have of course
been extended to many other systems such as multiple layer flows [135], other geometries such
as fibre flows [62], and to incorporate other physical effects such as electric fields [81] and
thermal effects [46].
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2.1.2 Low-order modelling
The intricacies of the nonlinear behaviour of film flow naturally lie far outside the realms of
applicability of a linear stability analysis. As a result, it would be useful and highly desirable to
analyse these films in some way which elucidated the mechanisms at work behind the opaque
intractability of the Navier-Stokes equations. A common and fruitful approach to the analysis
of such film flows, of which we shall make extensive use and around which many of the novel
results in this thesis are based, is the concept of a low order model. The idea is to reduce the
dimensionality of the problem by one by eliminating the cross-stream co-ordinate. It is not
possible to do this for the general form of the Navier-Stokes equations, and thus a common
(although not universal) approach is to exploit some disparity in length scales in the problem
in order to reduce the Navier-Stokes equations to some simpler, solvable system. In general, we
define some ‘small’ parameter  sometimes known as an aspect ratio, slenderness parameter or
lubrication parameter depending on the context. In the case of planar flows, this is typically
defined as  = H/L where H is some characteristic length scale in the cross-stream direction
(often the thickness) and L is a characteristic length scale in the streamwise direction (often
a characteristic wavelength). This is therefore often known as a long-wave or thin film expan-
sion. While these terms are used essentially interchangeably in a planar context, they are not
equivalent in other geometries as discussed in Section 2.1.4. For a concrete example of such a
rescaling and expansion, see for example Section 3.2.
We briefly note a confusion of terminology in the literature: the slenderness parameter is almost
universally denoted by either δ or . Unfortunately, both of these have other common uses: δ is
typically the reduced Reynolds number [99], while  is typically the permittivity of a medium
[129]. To make our exposition unambiguous we adopt the convention that, in absence of suffices,
 is always a slenderness parameter. We will also always use δ for the reduced Reynolds except
where explicitly stated otherwise.
Having obtained a system of long-wave equations, they may be solved order-by-order in the
usual regular perturbation manner (a clear example is given by Tseluiko and Papageorgiou
[119]; this technique is referred to here as the gradient expansion approach [99]). This results
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in a single uncoupled evolution equation for the thickness of a film layer. If the interfacial
modulations are allowed to be of the same order of magnitude as the thickness of the film, as
performed by Benney [11], this results in the strongly nonlinear equation
∂h
∂t
+
∂
∂x
[
h3
3
+ 
{
2
5
Reh6
∂h
∂x
− 2
3
cot βh3
∂h
∂x
+
h3
3Ca
∂3
∂x3
}]
= 0, (2.3)
where Ca is a capillary number representing the relative significance of surface tension effects,
and the terms in the square brackets correspond respectively to the convective effect of gravity,
inertia, the destabilising effect of gravity, and surface tension (incidentally, Benney left surface
tension out of his original formulation as it only appears at higher order unless the capillary
number is rescaled; it turns out to be a crucial effect to retain). Equations of this form
shall be referred to as Benney-type equations. In principle, this seems like an excellent model
equation, and indeed its linearisation exactly recovers the cutoff wavenumber (the highest
unstable wavenumber) predicted by the long-wave variant of the Orr-Sommerfeld equation
[53]. It is, however, known to suffer ‘blowup’ [89]: the interfacial thickness will become infinite
in finite time. This is not observed in experiments, and turns out to be due to the high degree
of nonlinearity in the inertial term (h6). Pumir et al. [89] showed that this blowup is closely
related to the disappearance of single-hump solitary wave solutions. Kalliadasis et al. [53]
considered the closely related model equation
ht + ∂x
(
h3 + Φhmhx + h
3hxxx
)
= 0, (2.4)
where Φ is analogous to the Reynolds number. They showed that for m > 3 solitary waves
did not exist for Φ > Φ∗ for some critical value Φ∗, and that for Φ < Φ∗ the relevant branch
of solitary waves turns back on itself, exhibiting multiplicity of solutions, as seen in Figure
2.2. This ‘turning back’ is a useful criterion for determining likely situations under which an
equation will give blowup. It is plain that a more sophisticated method of solution is needed
in order to faithfully model reality.
We note that one may perform a weak nonlinearisation on (2.3) in order to recover another well-
known equation. In particular, as shown by Sivashinsky and Michelson [110], if one considers
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Figure 2.2: Branches of single-hump solitary wave solutions to 2.4 for the phase speed c versus
Φ for different values of m. Reproduced from Kalliadasis et al. [53]
small interfacial perturbations (as might be the case in a system with high surface tension),
then setting h = 1 + H for some small value , rescaling appropriately in time and space,
and moving into a co-moving frame of reference, one may recover the Kuramoto-Sivashinsky
equation
HT +HHX +HXX +HXXXX = 0, (2.5)
where the second, third and fourth terms correspond to inertia, gravitational destabilisation
and stabilising surface tension respectively. This equation is notable for its wide applicability
to a variety of physical situations [40, 58, 59, 108, 109] and the wealth of dynamics it exhibits
such as the existence of chaotic solutions [85]. We do not investigate it extensively here, but
do give a precise example of its derivation in fibre flow in §6.2.1.
In order to resolve the previously mentioned problem of accurately modelling inertial effects,
a variety of approaches have been suggested. Takeshi [114] suggested a regularisation of the
Benney equation using Pade´ approximants [80]. We do not give an account of the method here,
but the essence of the technique can be derived from the computation in Section 5.3.2. While
this succeeds in resolving the blowup issue, it does not, unfortunately, give good quantitative
agreement with experiments and direct numerical simulations [53].
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Another approach was taken by Kapitza and Kapitza [54] who applied the Ka´rma´n-Polhausen
technique to the leading order of the long-wave equations. This results in a coupled pair of
equations in terms of the interfacial height h and the flow rate q =
∫
u (the depth integrated
streamwise velocity). Shkadov [107] corrected an error in the previous paper, giving the equa-
tions as
ht = −qx (2.6)
qt = h− 3 q
h2
− δ12
5
q
h
qx +
(
δ
6
5
q2
h2
− ζh
)
hx + hhxxx (2.7)
where δ is a reduced Reynolds number and ζ is a reduced inclination number [53]. The method
is quite attractive as it is relatively simple and gives seemingly good agreement with direct
numerical simulations and experimental data, and does not exhibit blowup. However, the
derivation requires the assumption of a ‘closure’ velocity whose selection, whilst not unreason-
able, is not completely consistent. A longwave gradient expansion reveals that the system is
not in fact consistent with the Benney equation, and thus does not correctly predict linear
stability in the long-wave limit.
Another proposed method is the centre manifold approach followed by Roberts [91] and Roberts
and Li [92]. While it seems to give good results, its theoretical underpinnings do not yet justify
application to the Navier-Stokes equations; validation must be performed a posteriori.
Ruyer-Quil and Manneville [95] described what would come to be known as the Weighted
Residual Integral Boundary Layer (WRIBL) model, or the method of weighted residuals. The
technique is, at heart, a separation of variables approach together with an elegant weighting
selection during the computation of the requisite integrals (and indeed, this has been shown to
be optimal in a certain sense [95, 96]). We detail the methodology in Chapter 3 and Chapter 5.
The method results in a coupled system of four partial differential equations for h, q and two
subsidiary fields s1 and s2 which measure the departure of the flow profile from the parabolic
Nusselt profile. We do not give the full model here as it is rather lengthy, but it may be inferred
from the results in Chapter 5. The model, even when extended to three dimensions as by Scheid
et al. [99], turns out to be very successful: no unphysical blowup is exhibited, solitary wave
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Figure 2.3: (a) Wave speed c and (b) amplitude hm of the principal homoclinic orbits as
functions of the reduced Reynolds number δ for a vertical wall in absence of streamwise vis-
cous dissipation. Curve 1: complete second order model ((3.1),(C1)); 2: Simplified model
((3.1),(4.1)); 3: ((3.1),(4.4)) subject to (4.5); 4: ((3.1),(4.4)) subject to (4.7); 5: ((3.1),(4.4))
subject to (4.8); 6: Regularised model ((3.1),(4.15)), all from Scheid et al. [99]. Curve 7: (77)
from Panga et al. [83]. Filled squares: solutions to the first-order boundary-layer equations
from Chang et al. [16]. Reproduced from Scheid et al. [99]
profiles and speeds reproduce the results of direct numerical simulations well into the drag-
inertia regime as seen in Figure 2.3 and even experimental results are reproduced very well
as seen in Figure 2.4. The complexity of the model can be reduced by an ad-hoc elimination
of s1 and s2 resulting in what they call the ‘simplified model’. While the results still prove
to be quite good for moderate Reynolds numbers, the system is no longer accurate at second
order. Scheid et al. [99] demonstrate an alternative method by a Pade´ regularisation technique
that performs even better and retains the second-order accuracy exhibited by the full model,
while still only requiring two coupled equations; this is referred to as the ‘regularised model’.
However, it has since been shown [14] that for relatively large values of the Reynolds number,
only the full model suffices. This seems to be the best modelling technique currently available,
and we will make use of it herein.
2.1.3 Validation and direct numerical calculations
We briefly mention the obvious fact that the critical tests for all of these models are comparison
to experiments, and to direct numerical simulations of the governing equations, either the
Navier-Stokes equations [53, 99] or the long-wave equations [14], possibly in the linear regime.
While we do not have quantitative experimental results for many of the results we present, we
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Figure 2.4: (a) Experimental picture (real size 60×80 mm) from Park and Nosoko [86] from
parameter Set 6 from Scheid et al. [99]. (b) Simulations for the same parameters from Scheid
et al. [99] but with a domain of size (real size 60×60 mm). Reproduced from Scheid et al. [99].
do have the opportunity to perform direct numerical simulations, and indeed this has been done
in many instances. We discuss such considerations briefly in the linear and nonlinear regimes.
Linear computations
As noted above, linearisation of the full Navier-Stokes equations gives rise to an Orr-Sommerfeld
type equation, as shall be derived later as equation (5.14). It is not possible to write down
explicit solutions to these equations (although it is possible to give partial solutions in par-
ticular cases such as under a long-wave approximation, or in the absence of inertial effects).
For validation purposes we shall want to compute solutions in the general case. We use the
Chebyshev-Tau method as outlined by Orszag [79]. This method is well-known so we only give
the salient points: the solution is projected onto N Chebyshev polynomials where the solution
is anticipated to become more accurate for successively higher values of N . This gives rise to
N coupled ODEs, of which we discard the m of the highest frequency, where m is the number
of boundary conditions. They are replaced by the m conditions corresponding to the linearised
boundary conditions. At this point the problem becomes a generalised eigenvalue problem
which is easily solved.
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Figure 2.5: Rescaling of domain by (2.8) resulting in a rectangular domain.
Nonlinear computations
For direct nonlinear numerical simulations a common first step [14] is to rescale space onto a
rectangular domain. Incidentally, this is only possible when there are no ‘breaking waves’ - the
fluid does not turn over on itself so that the interfacial position h(x) is a single valued function
of the streamwise coordinate. Then the rescalings
X = x, Y =
y
h
, T = t, (2.8)
map our domain onto a rectangular one which allows for easy discretisation in space as seen in
Figure 2.5. Then use of the chain rule, for example, gives
∂
∂x
=
∂
∂X
− hXY
h
∂
∂Y
,
∂
∂y
=
1
h
∂
∂Y
,
∂
∂t
=
∂
∂T
− hT
h
Y
∂
∂Y
(2.9)
with the natural extension to second orders. This method may of course be refined rather
further in many directions; for example the computation of isolated solitary waves can benefit
enormously from non-uniform meshing [14]. However, we will need little else for our purposes
here; numerical details for our particular computations will be given in Appendix D.3.
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2.1.4 Geometric considerations
Film flows in curved geometries have proved to be of some considerable interest both theoreti-
cally and practically. Particularly flows in cylindrical geometries, in the guise of jets, fibre flows
and core-annular flows, have received a lot of attention since the critical ‘Rayleigh-Plateau’
instability was identified by Lord Rayleigh [90]. A review of the breakup of liquid threads has
been given by Eggers [35]. Such cylindrical flows have the benefit of having a naturally finite
extent in the azimuthal direction. This merits the very natural imposition of a periodic bound-
ary condition which matches more easily with experimental results, unlike planar flows which
typically have some end-effects at the edges of the domain. Fibre flows shall be the subject of
extensive consideration in Chapter 6, and so we review the relevant material in the literature
here.
Fibre flow
For some time, investigations of fibre flows were confined to regimes where the fluid thickness
was taken to be ‘small’ relative to the radius of the fibre. We refer to this as the thin-film
regime. Locally, this reduces the equations to being quasi-planar, giving great simplifications
in both the physics as well as the algebraic manipulations. Nonlinear analyses have given rise
to evolution equations, such as that of Hammond [48],
Ht +
1
3
(
H3(Hz +Hzzz)
)
z
= 0, (2.10)
where H, z and t denote the film thickness, the axial coordinate, and time, respectively. Equa-
tion (2.10) demonstrates the competing effects of surface tension due to both azimuthal and
axial curvatures. The computations of Hammond [48] appeared to demonstrate asymptotic
thinning, although subsequent long-time calculations by Lister et al. [63] have since shown that
in fact the eventual fate of the film is a complex interaction of the ‘lobes’ and ‘collars’ that are
formed.
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Frenkel et al. [39] demonstrated that nonlinear stabilisation can result from a basic flow (induced
in their case via the flow of a concentric fluid, or later herein by the effects of gravity) giving
rise to the evolution equation,
Ht +
1
3
(
H3(1 +Hz +Hzzz)
)
z
= 0. (2.11)
This has the same linear stability properties as equation (2.10) and yet the apparent asymptotic
thinning observed by Hammond is arrested by a nonlinear saturation mechanism in the case
of equation (2.11). Incidentally we note that an asymptotic analysis extending to higher order
[118] has also shown that dispersive effects can be recovered in the weakly nonlinear case, giving
the generalised Kuramoto-Sivashinsky equation
Ht +HHx +Hxx + νHxxx +Hxxxx = 0 (2.12)
where ν > 0 is a constant governing the relative significance of dispersive effects.
Kliakhandler et al. [57] developed a model equation under the assumption that the axial veloc-
ity was slowly varying in the axial direction, allowing them to discard the wzz term in the axial
component of the Navier-Stokes equations. Their numerical investigations, however, failed to
capture some of the flow regimes observed in their experiments; these were subsequently simu-
lated successfully by Craster and Matar [21] using a long-wave model. This uses an asymptotic
reduction based on the assumption that the characteristic length in the axial direction is much
greater than a characteristic radial length. We refer to this as the long-wave regime. An exten-
sive comparison of the models of Frenkel et al. [39], Kliakhandler et al. [57] and Craster and
Matar [21] has been given by Duprat et al. [33], especially with regard to spatial instabilities.
We also note that the ‘simplified model’ version of the weighted residual model described in
§2.1.2 has been applied to axisymmetric fibre flows [94] with good results.
However, we note that while the thin-film regime may be readily extended into a non-axisymmetric
regime [39, 131], this is not the case in long-wave regime. This is because, if a long-wave scaling
is placed only on the axial co-ordinate z, the azimuthal derivatives ∂θ still enter the Navier-
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Stokes equations at leading order. While these can be solved in spectral space, there are
nonetheless nonlinearities in the boundary conditions that cannot be easily dealt with. Thus,
all non-axisymmetric studies of fibre flow are currently confined to work in a thin-film regime.
This has been used quite extensively in flows on the inside [1, 9, 51, 116] and outside [32, 74] of
rotating cylinders. We shall show in Section 4.4 that the dynamics of such models are strictly
applicable only within their thin-film realm of validity, and we shall demonstrate how to relax
this criterion.
Arbitrary geometries
We now look to step beyond the case of fibre flow, and instead look at arbitrary geometries.
The previous section raises an interesting discrepancy between flows on curved surfaces and
planar flows: in planar flows, the terms thin-film and long-wave are typically used almost
interchangeably, because in the absence of some other effect (such as surface topography) the
only length scales in the problem are the thickness of the film and the length of waves. Thus
considering the former to be small is equivalent to assuming the latter to be long. Working
on a curved substrate introduces two additional length scales, namely the principal radii of
curvature of the substrate. In fibre flow, one of these is infinite, and may be ignored, while
the other is the radius of the cylinder. Thus, in the case of fibre flow, there are three length
scales to balance, resulting in the two canonical scalings considered above. We therefore use
the following two conventions rigorously throughout:
1. In a thin-film approximation, wavelengths are assumed to be O (1), as are radii of cur-
vature (if not infinite), while the film thickness is assumed to be ‘small’ (typically of
O ()).
2. In a long-wave approximation, film thickness and radii of curvature are assumed to be
O (1), while waves are assumed to be ‘long’ (typically O (−1)).
In the thin-film case, the substrate locally looks approximately flat so that curvature effects
may typically be ignored at leading order. The first arbitrary geometry analysis was pursued
2.2. Electrostatic effects 19
by Schwartz and Weidner [103] who used a lubrication approach to derive an equation of the
form
ht = −
[
h3
3
(hx + κxxx)
]
(2.13)
where κ is the substrate curvature. The appearance of the Stokes mobility coefficient h3/3 is
unsurprising given that a thin-film approximation is being used. Subsequent arbitrary-geometry
analyses were pursed by Roy et al. [93] and Roberts and Li [92]. We describe the setup they use
in some detail in §3.1. For the time being, we merely point out that they again use a thin-film
approximation which stands to limit the applicability of their equations.
2.2 Electrostatic effects
Electrohydrodynamically-driven flows find a wide variety of practical applications that stem
from the ability to use an electric field to control the behaviour of a fluid. For example, it is well-
known that the interfacial area of a film is closely linked to heat and mass transfer rates [24, 25].
Enhancing this transfer has a wide variety of engineering applications including falling film
reactors and distillation columns [84, 117]. Control using electric fields also allows for patterning
at the micro- and nano-scale in thin polymeric films, which can be used to create systems such as
solar panels, fuel cell electrodes, micro-electronic devices and self-cleaning surfaces [22, 26, 77].
This control is also find applications in other situations including suppression of the “coffee-stain
effect” [27, 37].
As a result, such electrohydrodynamic (EHD) flows and the closely related magnetohydro-
dynamic (MHD) flows have been investigated quite extensively experimentally, starting with
Gilbert’s 1600 work De Magnete. Early work on EHD primarily focused on perfect conductors
and perfect dielectrics [98], but this changed with the work of Allan and Mason [4] who began
to study leaky dielectrics: poorly conducting fluids. In order to study such leaky dielectrics, we
will use the most common model applied in the literature, the Taylor-Melcher leaky dielectric
model. We will outline the principles of this in §2.2.1 before detailing some of the existing leaky
dielectric studies in §2.2.2. We note that electrokinetic phenomena will not be treated here.
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2.2.1 Taylor-Melcher leaky dielectric model
The Taylor-Melcher leaky dielectric model that is used today is essentially as it was outlined
by Taylor [115] and Melcher and Taylor [72]. An excellent review was given by Saville [98].
Under the assumption that the system is relatively slowly moving, it turns out that electric and
magnetic phenomena are decoupled [38]. Indeed, in the absence of magnetic fields, magnetic
effects can be ignored completely. Then Maxwell’s equations say that the divergence of the
electric field is due to the local free charge density,
∇ · 0E = ρe, (2.14)
where 0 is the permittivity of free space,  is the relative permittivity of the medium, E is the
electric field and ρe is the local free charge density. Maxwell’s equations also say that in the
absence of a time varying magnetic field, the electric field is curl free so that
∇× E = 0. (2.15)
A standard pill-box argument using (2.14) and (2.14) reveals that the tangential components
of the electric fields are continuous at the fluid interface, and that there is a jump in the normal
components due to local interfacial charge accumulation,
[0E]
G
L · n = Q, (2.16)
where [·]GL is the difference in the quantity across the interface between the liquid and gas
regions, and Q is the free charge per unit area of the interface.
The electric field exerts a force on the fluid via an additional contribution to the stress tensor,
given by the Maxwell stress tensor[60]
Me = 0
(
EE− 1
2
|E|2 I
)
. (2.17)
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As detailed by Melcher and Taylor [72] this ultimately couples into the hydrodynamics purely
at the interface due to uniform permittivity and absence of free charge in the bulk of the media.
The final component of the formulation is the evolution of charge at the interface, which is
given by [98]
Qt + u · ∇sQ−Qn · (n · ∇) u = [−σE]GL · n, (2.18)
where ∇s = ∇−n (n · ∇) is the surface gradient. The second and third terms on the left hand
side correspond to surface convection and dilation effects respectively, while the right hand side
corresponds to ion conduction through the bulk.
2.2.2 Existing studies
In planar geometries extensive investigations have been carried out both in linear [87] and
nonlinear [6, 104, 120] regimes. This has included work on the full leaky dielectric formulation
[20] as well as the simpler situations where both regions have large conductivities [82], or indeed
where one region is a perfect conductor [119]. Craster and Matar [20] showed that electric fields
can be used to induce pattern-forming instabilities in fluid films.
In a cylindrical geometry there are fewer leaky dielectric analyses, consideration mainly being
restricted to situations where one fluid is a perfect insulator or conductor [121, 123], or a
jet rather than an annular region [42, 43, 73, 106]. Notably, given a permittivity ratio R
and a conductivity ratio σR between the two regions, the two dimensionless groupings (1 −
σR/R) and (1−σ2R/R) have previously been shown to be critical to determining whether the
electric field is linearly stabilising or destabilising [81, 82]. In addition, extensive consideration
has been given to electrified jets, albeit this time in the presence of electrokinetic effects [18, 19].
This highlights a particular gap in the existing literature: there have been no studies performed
on controlling fluid flows coating a fibre using electric fields. This is a particularly interesting
prospect due to the Rayleigh-Plateau instability mentioned earlier: this is an instability that
occurs naturally in such flows, and we will demonstrate in Chapter 6 that electric fields offer
us the opportunity to suppress it.
Chapter 3
Generalised model
Our intention is to describe the flow of a film of liquid over an arbitrary surface under the action
of electric fields. In particular, a two-dimensional schematic of the geometry is given in Figure
3.1. The film is assumed to rest on a curved substrate which acts as an electrode. A second
electrode rests at a distance d from the lower electrode. A potential difference induced between
the lower and upper electrodes exerts an electrostatic stress at the interface of the liquid and
gas phases as described later.
We begin by describing the very general geometric system in which we work in Section 3.1. We
then analyse the hydrodynamic component of the problem in Section 3.2, and the electrostatic
component in Section 3.3.
Figure 3.1: A simple two-dimensional schematic of the situation being considered: a liquid rests
on a curved electrode, with a second electrode above it.
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Figure 3.2: Schematic of the co-ordinate geometry. It is wrapped to the substrate on which the
fluid rests, which is located at P (x1, x2) where x1 and x2 parametrise positions on the surface
of the substrate. The counterpart electrode rests at a distance y = d from any point on the
substrate.
3.1 Explanation of geometry
We use the orthogonal curvilinear coordinate geometry described by Roy et al. [93] and Roberts
and Li [92]. The essence of it is given schematically in Figure 3.2.
Consider the substrate P on which the fluid rests. In absence of any umbilic points (where
the surface is locally spherical: the two principal curvatures are equal), there are exactly two
mutually orthogonal principle directions at every point on the surface; let e1 and e2 be the
unit vectors corresponding to these directions at any point on the surface, and let x1 and x2
be parameters such that the unit tangent vector of a parameter curve x1 = constant is e2, and
that of x2 = constant is e1. We let e3 be the unit normal to the substrate such that e1, e2 and
e3 for a right-handed set of orthogonal co-ordinate vectors, with y measuring the distance in
this normal direction. Then any point between the substrate and the outer electrode can be
expressed as
X (x1, x2, y) = P (x1, x2) + ye3 (x1, x2) . (3.1)
We shall need to be able to perform calculus in this geometry. On the substrate, we have that
ei =
1
mi
∂P
∂xi
, (3.2)
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for i = 1, 2, where mi are the metric coefficients. We also have that
∂e3
∂xi
= −mikiei, (3.3)
where ki are the corresponding principal curvatures of the substrate. At any point X in the
fluid, the scale factors of the spatial coordinate system are
hi =
∣∣∣∣∂X∂xi
∣∣∣∣ = mi (1− kiy) , h3 = ∣∣∣∣∂X∂y
∣∣∣∣ = 1. (3.4)
We need the appropriate derivatives of the unit vectors. As given by Batchelor [8, App. 2], we
find that
∂ei
∂xi
= − 1
h′i
∂hi
∂xi′
ei′ +mikie3, (3.5)
∂ei
∂y
=
∂e3
∂y
= 0, (3.6)
∂e3
∂xi
= −mikiei, (3.7)
∂ei
∂xi′
=
1
hi
∂hi′
∂xi
ei′ , (3.8)
where i ∈ {1, 2} and i′ = 3 − i. We also require an expression for the interfacial curvature as
this shall be used to determine the effects of capillarity. In this geometry it is given by [92]
κ =
1
h˜1h˜2
[
∂
∂x1
(
h˜22ηx1
A
)
+
∂
∂x2
(
h˜21ηx2
A
)]
+
1
A
[(
h˜21 + η
2
x1
) m2k2
h˜1
+
(
h˜22 + η
2
x2
) m1k1
h˜2
]
,
(3.9)
where h˜i = hi|y=η = mi (1− kiη) are the metric coefficients evaluated at the free surface, and
where
A =
√
h˜21h˜
2
2 + h˜
2
2η
2
x1
+ h˜21η
2
x2
. (3.10)
The final thing we need is the usual normal and tangent vectors to the surface of the fluid X˜;
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these are given by
t˜i =
∂X˜
∂xi
/∣∣∣∣∣∂X˜∂xi
∣∣∣∣∣ = (h˜ie1 + ηxie3) /
√
h˜2i + η
2
xi
, (3.11)
n˜ =
t˜1 × t˜2∣∣t˜1 × t˜2∣∣ =
(
−h˜2ηx1e1 − h˜1ηx2e2 + h˜1h˜2e3
)
/A . (3.12)
3.2 Hydrodynamic modelling
We begin by modelling the hydrodynamic portion of the problem. We first give the complete
set of governing equations in co-ordinate free form in Section 3.2.1. These are then non-
dimensionalised in Section 3.2.2, before being put into co-ordinate form in Section 3.2.3 (in
accordance with the system prescribed in Section 3.1). A long-wave simplification is used to
derive boundary-layer type equations in Section 3.2.4. Finally, these equations are solved to
derive nonlinear evolution equations in Section 3.2.5.
3.2.1 Governing equations
In absence of charge in the bulk [98], the hydrodynamics are governed by the Navier-Stokes
equations,
ρ
(
∂u
∂t
+ u · ∇u
)
= −∇p+ µ∇2u + g, (3.13)
∇ · u = 0, (3.14)
subject to no-slip on the substrate, and the appropriate stress conditions at the interface:
[n · τ · n]GL = γκ, [n ·T · ti]GL = 0. (3.15)
where γ is the surface tension which is assumed to be constant, κ is the interfacial curvature
and T is the total stress tensor. For our purposes this stress tensor is comprised of three
components, T = −pI +Me + τ , respectively the pressure and Maxwell and Cauchy stress
tensors. The Maxwell stress tensor governs the incorporation of electrostatic effects. The
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normal and tangential components are thus given by
EN = [n ·Me · n]GL , ETi = [n ·Me · ti]GL ; (3.16)
further discussion of these shall be deferred until Section 3.3.
3.2.2 Non-dimensionalisation
We next non-dimensionalise our problem. This has the effect of condensing the exact dimen-
sional dependence of our problem into a series of characteristic dimensionless numbers, such as
the Reynolds number Re. In particular, we use the nondimensionalisation
(x1, x2, y, η) = H (x˜1, x˜2, y˜, η˜) , (u1, u2, v) = U (u˜1, u˜2, v˜) , p =
Uµ
H
p˜, t =
H
U
t˜ (3.17)
where H is a characteristic length scale of the problem (in particular the mean undisturbed
thickness unless otherwise mentioned), and U = ρgH
2
µ
is a characteristic velocity appropriate
when the flow is driven by gravity at leading order. When gravitational effects are to be
neglected, as is often the case in slow lubricating flows, an alternate characteristic velocity
based on a balance between viscosity and capillarity is more appropriate [134].
We drop the tilde decorations from this point on. Then the governing equations become
Re
(
∂u
∂t
+ u · ∇u
)
= −∇p+∇2u + g, (3.18)
∇ · u = 0, (3.19)
where Re = ρUH
µ
is the Reynolds number, which dictates the relative significance of inertial
effects compared to viscous effects. This is to be solved subject to no-slip on the substrate, and
the appropriate stress conditions at the interface:
[n ·T · n]GL =
κ
Ca
, [n ·T · ti]GL = 0, (3.20)
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where Ca = Uµ
γ
is the Capillary number, which determines the relative significance of surface
tension effects compared to viscous effects. In addition, we have the kinematic condition at the
interface,
D
Dt
(y − η) = 0, (3.21)
where D
Dt
= ∂
∂t
+ u · ∇ is the usual material derivative.
3.2.3 Co-ordinate form
The governing equations (3.18)-(3.21) are now put into co-ordinate form according to the ge-
ometry described in §3.1. The Navier-Stokes equations (3.18) become [8, App. 2]
Re
{
∂u
∂t
+ e1
[
u · ∇u1 + u2
h1h2
(
u1
∂h1
∂x2
− u2∂h2
∂x1
)
−m1k1vu1
h1
]
+ e2
[
u · ∇u2 + u1
h1h2
(
u2
∂h2
∂x1
− u1∂h1
∂x2
)
−m2k2vu2
h2
]
+e3
[
u · ∇v +m1k1u
2
1
h1
+m2k2
u22
h2
]}
= −∇p−∇× ω + g, (3.22)
where ω is the vorticity of the fluid, defined by
ω = ∇× u =e1
h2
[
∂v
∂v2
− ∂ (h2u2)
∂y
]
+
e2
h1
[
∂ (h2u1)
∂y
− ∂v
∂x1
]
(3.23)
+
e2
h1h2
[
∂ (h2u2)
∂x1
− ∂ (h1u1)
∂x2
]
, (3.24)
and
u · ∇ = u1
h1
∂
∂x1
+
u2
h2
∂
∂x2
+ v
∂
∂y
, (3.25)
and we have made use of the fact that ∇ · u = 0. The continuity equation (3.19) becomes,
∂
∂x1
(h2u1) +
∂
∂x2
(h1u2) +
∂
∂y
(h1h2v) = 0. (3.26)
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The kinematic condition (3.21) is now given by
∂η
∂t
= v − u1
h˜1
∂η
∂x1
− u2
h˜2
∂η
∂x2
. (3.27)
The components of the Cauchy stress tensor are given by
τ ii = 2
(
1
hi
∂ui
∂xi
+
ui′
hihi′
∂hi
∂xi′
− miki
hi
v
)
, (3.28)
τ 12 =
1
h2
∂u1
∂x2
+
1
h1
∂u2
∂x1
− u1
h1h2
∂h1
∂x2
− u2
h1h2
∂h2
∂x1
, (3.29)
τ i3 =
1
hi
∂v
∂xi
+
∂ui
∂y
+
miki
hi
ui, (3.30)
τ 33 = 2
∂v
∂y
. (3.31)
3.2.4 Long-wave reduction
We now invoke a long-wave assumption in order to derive a reduced set of boundary layer
equations. This is the geometrically-generalised version of the procedure that leads to equations
such as (3.9) of Ruyer-Quil et al. [94] or (2.8) of Scheid et al. [99].
We start by assuming that the characteristic length of structures in the film is ‘long’ relative to
the thickness of the film, that is, we make the long-wave assumption. In particular we make the
substitution ∂xi 7→  ∂xi . There are two things to note: firstly,  is to be treated as an “ordering
parameter” [99]: that is, it serves only to assert the anticipated relative magnitudes of terms,
and will ultimately be taken to be unity in the final model. Secondly, unlike [92, 93], we do
not make any scaling assumptions on the curvature ki. At the cost of slightly complicating
the analysis (but keeping all equations solvable), this has a number of important advantages.
Firstly, we maintain a much greater level of generality than that exhibited by Roy et al. [93] or
Roberts and Li [92]: as we shall see later, our model has, as a special case, almost every existing
thin film model in the literature, including that of Craster and Matar [21] (§4.1); a model that
Roy et al. [93] and Roberts and Li [92] completely fail to capture (due exactly to relegating
the geometric effects of curvature to higher orders). Secondly, and more importantly, it gives
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us the opportunity to step entirely outside the realms of traditional thin-film modelling, and
instead model genuinely thick films with a high degree of success, as shall be seen later in §4.4.
This raises an interesting consideration: we are allowing our substrates to haveO () curvatures,
while assuming nonetheless that wavelengths in these directions are ‘long’. It is readily apparent
that it is possible to select a geometry which will give rise to flows that violate this long-wave
assumption. However we shall show that, as is so regularly the case, the long-wave assumption
provides good results far outside its strict realms of anticipated applicability.
Now we consider some scaling arguments. By consideration of the continuity equation (3.26),
we see that v should be replaced by v 7→ v. The kinematic condition (3.27) suggests ∂t 7→  ∂t.
We observe that (3.27) may be more compactly re-written as
h˜1h˜2
∂η
∂t
+
∂x1
∂x2
 · ∫ η
0
h2u1
h1u2
 dy = 0, (3.32)
where use has been made of the impermeability condition and (3.26).
Now we wish to re-write the governing equations in the form of a boundary-layer system. As is
the case in other geometries [94], we begin by using the cross-stream component of the Navier-
Stokes equations to derive the behaviour of the pressure across the film. We integrate this up
using the normal stress condition and substitute it into the remaining momentum equations to
derive a boundary-layer like system.
So, we solve for the pressure using the e3 component of (3.22) together with the normal stress
condition at the interface (3.15). Given the derivatives on the pressure in (3.22), it is clear that
we need only compute p up to first order in  in order to retain second order accuracy in the
eventual boundary layer equations. In particular, p satisfies,
∂p
∂y
=

h1h2
[
∂
∂x1
(
h2
h1
∂ (h1u1)
∂y
)
+
∂
∂x2
(
h1
h2
∂ (h2u2)
∂y
)]
+ gy +O (2) , (3.33)
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where gy is the component of gravity in the y direction, subject, by (3.20), to
p|y=η = 2
∂v
∂y
∣∣∣∣
y=η
+
κ
Ca
+ EN +O (2) , (3.34)
where Ca is scaled in such a way as to ensure retention at leading order. This scaling is typically
geometry specific. We integrate (3.33) from y to η to find
p = gy (η − y) + κ
Ca
+ EN + 
{[
1
h1h2
∂ (h1h2v)
∂y
]η
y
+ 2
∂v
∂y
∣∣∣∣
y=η
+K (x1, x2, y)
}
(3.35)
where K is given by
K =
∫ η
y
1
h1h2
[
∂
∂x1
(
u1h1
∂
∂y
(
h2
h1
))
+
∂
∂x2
(
u2h2
∂
∂y
(
h1
h2
))]
− ∂
∂y
(
1
h1h2
)
∂(h1h2v)
∂y
dy
(3.36)
We note that K typically simplifies quite readily in most geometries, as shall be seen later. This
can be placed into the e1 and e2 components of (3.22) to obtain the boundary layer equations.
Needless to say, the resultant equations are somewhat complicated, and so we only give the
equation for u1 here; the equation for u2 may be obtained by the interchange 1↔ 2:
Re
{
∂u1
∂t
+
u1
h1
∂u1
∂x1
+
u2
h2
∂u1
∂x2
+ v
∂u1
∂y
+
u2
h1h2
(
u1
∂h1
∂x2
− u2∂h2
∂x1
)
−m1k1vu1
h1
}
+

h1
∂p
∂x1
− g1 (x1, x2) =
1
h2
∂
∂y
(
h2
h1
∂
∂y
(h1u1)
)
+ 2
1
h1
∂
∂x1
(
1
h1h2
∂
∂x1
(h2u1)
)
+ 2
1
h2
∂
∂x2
(
1
h1h2
∂
∂x2
(h1u1)
)
+ 2
[
1
h1
∂
∂x1
(
1
h1h2
∂ (h1u2)
∂x2
)
− 1
h2
∂
∂x2
(
1
h1h2
∂ (h2u2)
∂x1
)]
+ 2
[
1
h1
∂
∂x1
(
v
h1h2
∂ (h1h2)
∂y
)
− 1
h2
∂v
∂x1
∂
∂y
(
h2
h1
)]
. (3.37)
There are of course many equivalent forms; if one computes −∇× ω directly from (3.23), one
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finds the relevant component to be
1
h2
∂
∂y
(
h2
h1
∂
∂y
(h1u1)
)
+ 2
1
h1
∂
∂x1
(
1
h1h2
∂
∂x1
(h2u1)
)
(3.38)
− 1
h2
∂
∂x2
(
1
h1
h2
∂
∂x1
(h2u2)
)
− 1
h2
∂
∂y
(
h2
h1
∂v
∂x1
)
. (3.39)
We have recast this into the form given in (3.37) for a variety of reasons. The most important of
these is to express more clearly the existence of the three components of the viscous dissipation
on u1; this makes comparison to other coordinate systems much simpler.
The first line of (3.37) corresponds to the inertial terms, and the second line to the pressure
and gravitation terms. The third line represents viscous dissipation of the streamwise velocity:
the terms on this line correspond to cross-stream, streamwise and transverse contributions to
dissipation respectively. The final two lines correspond to additional viscous dissipation.
The final constraints are the tangential stress conditions at the interface (3.20). Up to the
required second order, this is given by
ET1 = h˜2
(
h˜21 − 2η2x1
)(
h˜1
∂
∂y
(
u1
h1
)∣∣∣∣
η
+
2
h˜1
∂v
∂x1
)
(3.40)
+ 2
[
h˜1h˜2ηx1
∂v
∂y
− 2h˜1h˜2ηx1
(
1
h˜1
∂u1
∂x1
+
u2
h˜1h˜2
∂h1
∂x2
+
v
h˜1
∂h1
∂y
)
−h˜21ηx2
(
h˜1
h˜2
∂
∂x2
(
u1
h1
)
+
h˜2
h˜1
∂
∂x1
(
u2
h˜2
))
− h˜1h˜2ηx1ηx2
∂
∂y
(
u2
h2
)]∣∣∣∣∣
η
,
for the x1 direction; the x2 direction may be inferred appropriately.
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3.2.5 Asymptotic separation of variables
Inertialess gradient solution at O ()
At first, we consider the simplest case, which corresponds to many of the leading order solutions
considered elsewhere: we set Re = 0, and truncate the equations at O (), giving

h1
(
1
Ca
∂κ
∂x1
+ gy
∂η
∂x1
)
+ g1 =
1
h2
∂
∂y
(
h2
h1
∂
∂y
(h1u1)
)
. (3.41)
This is to be solved subject to
u1|y=0 = 0 (3.42)
and
h˜1
∂u1
∂y
− u1∂h1
∂y
=
ET
h˜1h˜2
. (3.43)
This gives
u1 = f
(0)
1 g1 + 
(
1
Ca
∂κ
∂x1
+ gy
∂η
∂x1
)
f
(1)
1 , (3.44)
where it is readily calculated that
h1f
(0)
1 = c1
(
k1y +
k1 − k2
k2
log h2
)
− 1
2k2
(
y
2
(h1 + h2) +
1
3
k1k2y
3
)
(3.45)
and
−h1f (1)1 = c2
(
(k1 − k2) log h2
k2k1
+ y
)
− (k1 − k2)h1 log h1
k2k21
− y(k1 − 2k2)
k2k1
− y
2
2
+
(k1 − k2)2
k22k
2
1
(
Li2
(
k2h1
k2 − k1
)
− Li2
(
k2
k2 − k1
)
+ log h1 log
(
k1h2
k1 − k2
))
(3.46)
where Lis(z) is Jonquie`re’s function [61], and c1,2 are constants of integration fixed by imposing
(3.43); their evaluation is trivial but cumbersome and so their general forms are omitted here.
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Second order
We now explain how to extend the model to higher orders by use of the method of weighted
residuals [95, 99]. We begin by considering (3.37) at leading order. This reads
1
h2
∂
∂y
(
h2
h1
∂
∂y
(h1u1)
)
= g1. (3.47)
This has solution u1 = f
(0)
1 . We therefore consider a projection of the form
u1 = a0(x1, x2)f
(0)
1 (x1, x2, y) + 
N∑
i=1
ai(x1, x2)gi(y) +O
(
2
)
. (3.48)
The procedure is to then substitute this candidate velocity into (3.37), and integrate it together
with an appropriate weight function w to determine evolution equations for the ai. In order to
facilitate this procedure, we first define the flux q1(x1, x2) =
∫ η
0
h2u1dy, so that
u1 =
q1 − 
N∑
i=1
ai
∫ η
0
h2gi +O (2)∫ η
0
h2f
(0)
1 dy
f
(0)
1 + 
N∑
i=1
aigi +O
(
2
)
. (3.49)
As suggested by the kinematic condition, we use the inner product 〈w, ·〉 = ∫ η
0
h1h2w · dy. In
order to determine the optimal weight function for deriving an evolution equation for q, consider
calculating this inner product with (3.37). We note that the terms 
N∑
i=1
aigi are negligible in
all the terms on lines 4 and 5, and may in fact enter only via the inertial terms on line 1,
and via the first term of line 3. In line with the simplified model [99], we neglect the second
order inertial contributions that arise from their incorporation in the first line. Therefore, we
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consider the inner product computation
∫ η
0
wh1h2
[
1
h2
∂
∂y
(
h2
h1
∂
∂y
(h1u1)
)]
(3.50)
=
[
wh2
∂
∂y
(h1u1)
]η
0
−
[
∂
∂y
(wh1)h2u1
]η
0
+
∫ η
0
h1u1
∂
∂y
(
h2
h1
∂
∂y
(wh1)
)
dy (3.51)
= −
=I1︷ ︸︸ ︷(
wh2
∂
∂y
(h1u1)
)∣∣∣∣
y=0
+h1h2
=I2︷ ︸︸ ︷(
w
∂
∂y
− u1∂w
∂y
)∣∣∣∣
y=η
+
∫ η
0
h2u1
=I3︷ ︸︸ ︷
h1
h2
∂
∂y
(
h2
h1
∂
∂y
(wh1)
)
dy. (3.52)
where in deriving (3.52) we have made use of the no-slip condition. Now, in order to make the
system solvable as simply as possible:
1. I1 can be best simplified by taking w|y=0 = 0 in order to remove this term.
2. By comparison with (3.40), we wish I2 to take the form h1
∂u1
∂y
− u1 ∂h1∂y so that this term
introduces the relevant tangential stress term. I2 is of this form if we take
w
h1
= ∂w/∂y
∂h1/∂y
,
or equivalently, h1
∂w
∂y
− w ∂h1
∂y
= 0.
3. I3 may be best simplified by taking
h1
h2
∂
∂y
(
h2
h1
∂
∂y
(wh1)
)
= 1, so that the remaining integral
is exactly q1 =
∫ η
0
h2u1dy.
Imposing these three constaints gives w = f
(1)
1 which is the polynomial corresponding to the
pressure term in §3.2.5. We note that while this is reminiscent of the Galerkin formulation, it
does not quite adhere to it exactly (that would require w = f
(0)
1 , the polynomial corresponding
to the leading gravitational term). In order to give our final lower-order model, we take the
inner product of (3.37) with w = f
(1)
1 . This is too lengthy to compute in complete generality,
but is simply a direct computation with no further analysis involved. Concrete examples are
given in Chapter 4, and in particular in Section 4.4 to elucidate on this procedure.
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3.3 Electrostatic modelling
A similar procedure may be followed for the purposes of modelling the electrostatic component
of the problem. We begin by giving the governing equations in co-ordinate free form, before
then giving them explicitly in the co-ordinate form prescribed in Section 3.1. They are again
then modelled via the use of a long-wave reduction, and subsequent separation of variables
approach.
3.3.1 Governing equations
The modelling of the electrostatic component of the problem is pursued in line with the widely
used Taylor-Melcher leaky-dielectric model, as discussed in Section 2.2. Thus the electric fields
in each region, denoted EG and EL in the gas and liquid phases respectively, satisfy
∇ · EL,G = 0, ∇× EL,G = 0. (3.53)
Thus voltage potentials φL,G may be introduced such that
EL,G = −∇φL,G, (3.54)
and so ∇2φL,G = 0. The electric fields also satisfy Gauss’ law,
0
[
L,GE
L,G
]G
L
· n = Q, (3.55)
at the interface, where 0 is the permittivity of free space, L,G are the relative permittivities
of the respective regions and Q is the charge accumulation at the interface. The tangential
components of the electric field are also continuous at the interface, so that
[E · t]GL = 0. (3.56)
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These conditions may be recast as conditions on φL,G to give, together with equipotentials at
the inner and outer electrodes,
φL
∣∣
y=0
= 0, φG
∣∣
y=d
= φd, φ
L
∣∣
y=η
= φG
∣∣
y=η
, 0
[
L,G∇ φL,G
∣∣
y=η
]G
L
· n = −Q. (3.57)
Maxwell’s stress tensor is given by
Me = 
(
EE− 1
2
|E|2 I
)
. (3.58)
The equation governing the evolution of charge at the interface is given by
Qt + u · ∇sQ−Qn · (n · ∇) u = −
(
σGE
G − σLEL
) · n, (3.59)
where σL,G are the conductivities of the respective regions.
3.3.2 Non-dimensionalisation
We non-dimensionalise the electrostatic component of the problem using
Q =
0φ
µ
b
H
Q˜, φ = φµb φ˜ (3.60)
together with (3.17), where φµb is the mean voltage of the outer electrode.
The system is now therefore governed by the above equations in their dimensionless forms:
Laplace’s equation for the potentials in each region,
∇2φL,G = 0, (3.61)
subject to the appropriate equipotentials at the inner and outer electrodes, as well as matching
at the interface; Gauss’s condition at the interface,
−Q = [L,G∇φL,G]GL · n; (3.62)
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the charge evolution equation,
Qt + u · ∇sQ−Qn · (n · ∇) u =
(
ΣG∇φG − ΣL∇φL
) · n, (3.63)
where
Σi = σi
φµb
H
×
(
H2
0φ
µ
bU
)
, i = L,G, (3.64)
are the dimensionless measures of the relative significances of the conductivity in each region.
3.3.3 Co-ordinate form
We now render the governing equations (3.61)-(3.63) into explicit co-ordinate form according
to the system prescribed in §3.1. We note that, unless specified otherwise, the omission of the
suffices L and G indicates that the relevant expression holds true for both fields.
The electric fields are given by
E = −∇φ = −
[
e1
h1
∂φ
∂x1
+
e2
h2
∂φ
∂x2
+ e3
∂φ
∂y
]
. (3.65)
Laplace’s equation (3.61) becomes
0 =
∂
∂x1
(
h2
h1
∂φ
∂x1
)
+
∂
∂x2
(
h1
h2
∂φ
∂x2
)
+
∂
∂y
(
h1h2
∂φ
∂y
)
. (3.66)
The relevant equipotentials may now be expressed as
φL
∣∣
y=0
= 0, φG
∣∣
y=d
= φd (x1, x2) , φ
L
∣∣
y=η
= φG
∣∣
y=η
. (3.67)
Gauss’s condition (3.62) is given by
−AQ =
[(
e1
h˜1
∂φG
∂x1
+
e2
h˜2
∂φG
∂x2
+ e3
∂φG
∂y
)
−
(
e1
h˜1
∂φL
∂x1
+
e2
h˜2
∂φL
∂x2
+ e3
∂φL
∂y
)]
(3.68)
·
(
−h˜2ηx1e1 − h˜1ηx2e2 + h˜1h˜2e3
)
.
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This simplifies to give
−AQ = h˜1h˜2
(
φGy − φLy
)− h˜2
h˜1
ηx1
(
φGx1 − φLx1
)− h˜1
h˜2
ηx2
(
φGx2 − φLx2
)
. (3.69)
The Maxwell stress tensor (3.58) becomes
Me =

1
h21
(
∂φ
∂x1
)2
1
h1h2
∂φ
∂x1
∂φ
∂x2
1
h1
∂φ
∂x1
∂φ
∂y
1
h1h2
∂φ
∂x1
∂φ
∂x2
1
h22
(
∂φ
∂x2
)2
1
h2
∂φ
∂x2
∂φ
∂y
1
h1
∂φ
∂x1
∂φ
∂y
1
h2
∂φ
∂x2
∂φ
∂y
(
∂φ
∂y
)2
− 12
(
1
h21
(
∂φ
∂x1
)2
+
1
h22
(
∂φ
∂x2
)2
+
(
∂φ
∂y
)2)
I,
(3.70)
where the suffices have been omitted for simplicity. Recalling the forms of the vectors normal
and tangent to the surface (3.11), it is possible to compute the normal (EN) and tangential
(ETi ) contributions of the Maxwell stress tensor explicitly. The tangential contributions are
given by
ETi = [ti · Me · n]GL = [ti · EE · n]GL +
(−1
2
|E|2
) =0︷︸︸︷
ti · n
G
L
(3.71)
= ti · E
=Q︷ ︸︸ ︷
[E · n]GL (3.72)
= −EbQ
 h˜ie1 + ηxie3(
h˜2i + η
2
xi
)1/2
 · (e1
h1
∂φ
∂x1
+
e2
h2
∂φ
∂x2
+ e3
∂φ
∂y
)
(3.73)
= −Eb Q(
h˜2i + η
2
xi
)1/2 ( ∂φ∂xi + ηxi ∂φ∂y
)
. (3.74)
The normal component on one side of the interface is given by
n · Me · n = 
A 2
Eb
[
h˜22
h˜21
η2x1φ
2
x1
+
h˜21
h˜22
η2x2φ
2
x2
+ h˜21h˜
2
2φ
2
y (3.75)
− 1
2
(
h˜22η
2
x1
+ h˜21η
2
x2
+ h˜21h˜
2
2
)(
φ2x1/h˜
2
1 + φ
2
x2
/h˜22 + φ
2
y
)
(3.76)
+2
(
ηx1ηx2φx1φx2 − h˜22ηx1φx1φy − h˜21ηx2ηx2φy
)]
. (3.77)
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Finally, the charge evolution equation (3.63) becomes
Qt+
1
h˜1
∂Q
∂x1
+
1
h˜2
∂Q
∂x2
+
(
h˜1h˜2v − h˜1ηx2u2 − h˜2ηx1u1
)
A 2
(
h˜2
h˜1
ηx1
∂Q
∂x1
+
h˜1
h˜2
ηx2
∂Q
∂x2
)
(3.78)
−Qn (n · ∇) u =
[
ΣG,L
A
(
− h˜2
h˜1
ηx1φx1 −
h˜1
h˜2
ηx2φx2 + h˜1h˜2φy
)]G
L
(3.79)
where we have omitted the explicit form of −Qn (n · ∇) u due to excessive length. Its form is
readily discerned from e.g. Batchelor [8, App. 2]; it is not needed in full generality herein.
3.3.4 Long-wave reduction
We make the same asymptotic long-wave approximations used in §3.2.4, and reduce all our
equations to second order in , except where otherwise noted.
Laplace’s equation (3.66) becomes
0 =
∂
∂y
(
h1h2
∂φ
∂y
)
+ 2
[
∂
∂x1
(
h2
h1
∂φ
∂x1
)
+
∂
∂x2
(
h1
h2
∂φ
∂x2
)]
. (3.80)
The Gauss condition (3.69) becomes
−Q = ∂φ
G
∂y
− ∂φ
L
∂y
− 2
[
ηx1
h˜21
(
∂φG
∂x1
− ∂φ
L
∂x1
)
+
ηx2
h˜22
(
∂φG
∂x2
− ∂φ
L
∂x2
)]
. (3.81)
The tangential stress contribution (3.74) becomes
ETi = −
Q
h˜i
(
∂φ
∂xi
+ ηxi
∂φ
∂y
)
+O (3) . (3.82)
As noted in §3.2.4, the normal contribution (3.77) need only be retained up to O (), giving a
radical simplification to
EN =
1
2
(
G φ
G
y
2 − L φLy 2
)
. (3.83)
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The charge evolution equation (3.78) is found to become

{
Qt +
u1
h˜1
∂Q
∂x1
+
u2
h˜2
∂Q
∂x2
+ v
(
ηx1
h˜21
∂Q
∂x1
+
ηx2
h˜22
∂Q
∂x2
)
(3.84)
−Q
(
−ηx1
h˜1
∂u1
∂y
− ηx2
h˜2
∂u2
∂y
+
∂v
∂y
+
u2ηx2
h˜22
∂h2
∂y
+
u1ηx1
h˜21
∂h1
∂y
)}
(3.85)
=
[
ΣG,L
(
h˜1h˜2φy − 2
(
h˜2
h˜1
ηx1φx1 +
h˜1
h˜2
ηx2φx2
))]G
L
+O (3) . (3.86)
This can be simplified somewhat to

{
Qt +
u1
h˜1
∂Q
∂x1
+
u2
h˜2
∂Q
∂x2
+ v
(
ηx1
h˜21
∂Q
∂x1
+
ηx2
h˜22
∂Q
∂x2
)
+Q
∂
∂y
[
u1ηx1
h1
+
u2ηx2
h2
+ v
]∣∣∣∣
y=η
}
(3.87)
=
[
ΣG,L
(
h˜1h˜2φy − 2
(
h˜2
h˜1
ηx1φx1 +
h˜1
h˜2
ηx2φx2
))]G
L
+O (3) . (3.88)
In the case ΣL,G  1 we find that
σR
(
h˜1h˜2φ
L
y − 2
(
h˜2
h˜1
ηx1φ
L
x1
+
h˜1
h˜2
ηx2φ
L
x2
))
= h˜1h˜2φ
G
y − 2
(
h˜2
h˜1
ηx1φ
G
x1
+
h˜1
h˜2
ηx2φ
G
x2
)
, (3.89)
where σR = ΣL/ΣG = σL/σG; this is essentially a statement of the continuity of current.
3.3.5 Asymptotic separation of variables
We now pursue two cases:
1. Low conductivity: we assume that ΣG,L = ΣˆG,L where ΣˆG,L are of order unity, so that
the left hand side and the leading order of the right hand side of (3.87) are comparable
in magnitude.
2. High conductivity: we assume ΣG,L  1 so that the terms on the left hand side of (3.87)
may be ignored. Representative calculations are give to justify this in §6.2.1.
The task is to discern the form of φG,L; from this the appropriate Maxwell stresses may be
computed, and so the velocities may be correctly discerned.
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Low conductivity
To leading order, the potentials satisfy the equations
0 =
∂
∂y
(
h1h2
∂φL,G
∂y
)
, (3.90)
subject to
−Q = G ∂φ
G
∂y
∣∣∣∣
y=η
− L ∂φ
L
∂y
∣∣∣∣
y=η
, φG
∣∣
y=η
= φL
∣∣
y=η
, φL
∣∣
y=0
= 0, φG
∣∣
y=d
= φd. (3.91)
The solutions to these equations are readily found to be
φL = a1
log
(
1−k2y
1−k1y
)
k1 − k2 , φ
G = φd + b1
log
(
(1−k2y)(1−k1d)
(1−k1y)(1−k2d)
)
k1 − k2 , (3.92)
with
a1 =
Gφd (k1 − k2)−Q (1− k1η) (1− k2η) log
(
(1−k2η)(1−k1d)
(1−k1η)(1−k2d)
)
G log
(
1−k2η
1−k1η
)
− L log
(
(1−k2η)(1−k1d)
(1−k1η)(1−k2d)
) , (3.93)
b1 =
Lφd (k1 − k2)−Q (1− k1η) (1− k2η) log
(
1−k2η
1−k1η
)
G log
(
1−k2η
1−k1η
)
− L log
(
(1−k2η)(1−k1d)
(1−k1η)(1−k2d)
) . (3.94)
This system is completed by substitution into the charge evolution equation (3.87),
Qt +
u1
h˜1
∂Q
∂x1
+
u2
h˜2
∂Q
∂x2
+ v
(
ηx1
h˜21
∂Q
∂x1
+
ηx2
h˜22
∂Q
∂x2
)
(3.95)
+Q
∂
∂y
[
u1ηx1
h1
+
u2ηx2
h2
+ v
]∣∣∣∣
y=η
=
(
ΣˆGφ
G
y − ΣˆLφLy
)
+O (2) . (3.96)
It is of course possible to go to higher orders in the low conductivity regime, but we curtail our
analysis at leading order for several reasons:
1. As previously noted, the convective contributions are already only relevant when the
conductivities of the respective regions are relatively small; in practice, the conductivities
are very often quite high.
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2. At higher orders, the expressions become excessively complicated, to the point of being
unamenable to analytic consideration.
3. Few existing studies go beyond leading order, and so this is enough to capture the previous
models in the literature.
High conductivity leading order
It is now assumed that ΣG,L  1. Thus, at leading order, the fields are governed by the
leading order of Laplace’s equation (3.80) subject to appropriate equipotentials together with
the leading order of the current continuity equation (3.89) so that
0 =
∂
∂y
(
(1− k1y) (1− k2y) ∂φ
L,G
∂y
)
, (3.97)
subject to
φL
∣∣
y=0
= 0, φG
∣∣
y=d
= φd, φ
L
∣∣
y=η
= φG
∣∣
y=η
, σR φ
L
y
∣∣
y=η
= φGy
∣∣
y=η
. (3.98)
The solutions to this are given by
φL = φd
log
(
1−k2y
1−k1y
)
(1− σR) log
(
1−k2η
1−k1η
)
− σR log
(
1−k1d
1−k2d
) , (3.99)
φG = φd + φd
σR log
(
(1−k2y)(1−k1d)
(1−k1y)(1−k2d)
)
(1− σR) log
(
1−k2η
1−k1η
)
− σR log
(
1−k1d
1−k2d
) (3.100)
= φd
(1− σR) log
(
1−k2η
1−k1η
)
+ σR log
(
1−k2y
1−k1y
)
(1− σR) log
(
1−k2η
1−k1η
)
− σR log
(
1−k1d
1−k2d
) . (3.101)
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High conductivity higher order
Now we extend the solution up to and includingO (2). Our system is governed by the equations
0 =
∂
∂y
(
h1h2
∂φG,L
∂y
)
+ 2
[
∂
∂x1
(
h2
h1
∂φG,L
∂x1
)
+
∂
∂x2
(
h2
h1
∂φG,L
∂x2
)]
, (3.102)
subject to the equipotential conditions
φL
∣∣
y=0
= 0, φG
∣∣
y=d
= φd, φ
L
∣∣
y=η
= φG
∣∣
y=η
, (3.103)
and the continuity of current (3.89), which may be re-written as
σRφ
L
y − φGy = 2 (σR − 1)
[
ηx1
h˜21
∂
∂x1
(
φL
∣∣
y=η
)
+
ηx2
h˜22
∂
∂x2
(
φL
∣∣
y=η
)]
. (3.104)
We follow the usual method of weighted residuals as outlined earlier. We therefore pose the
solutions
φL = f1 (x1, x2) t1(y) + 
2
N1∑
i=2
fi (x1, x2) ti(y), (3.105)
φG = φd + g1 (x1, x2)u1(y) + 
2
N2∑
i=2
gi (x1, x2)ui(y), (3.106)
t1(y) = log
(
1− k2y
1− k1y
)
, u1(y) = log
(
(1− k2y) (1− k1d)
(1− k1y) (1− k2d)
)
, (3.107)
where the ti and ui are functions of y that we shall avoid having to determine explicitly by careful
choice of weight functions. Therefore, consider multiplying the scaled Laplace’s equations
(3.102) by respective weight functions and integrating across the respective regions. The 2
terms in square brackets will only retain contributions from f1 and g1; thus the higher order
corrections fi and gi, i ≥ 2, can only enter via the term ∂∂y
(
h1h2
∂φG,L
∂y
)
. Thus, let us consider
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the residuals corresponding to these terms in a little more detail:
∫ η
0
wL
∂
∂y
(
(1− k1y) (1− k2y) ∂φ
L
∂y
)
dy (3.108)
=
[
wL (1− k1y) (1− k2y) ∂φ
L
∂y
]η
0
−
[
∂wL
∂y
(1− k1y) (1− k2y)φL
]η
0
(3.109)
+
∫ η
0
φL
∂
∂y
(
(1− k1y) (1− k2y) ∂wL
∂y
)
dy, (3.110)
∫ d
η
wG
∂
∂y
(
(1− k1y) (1− k2y) ∂φ
G
∂y
)
dy (3.111)
=
[
wG (1− k1y) (1− k2y) ∂φ
G
∂y
]d
η
−
[
∂wG
∂y
(1− k1y) (1− k2y)φG
]d
η
(3.112)
+
∫ d
η
φG
∂
∂y
(
(1− k1y) (1− k2y) ∂wG
∂y
)
dy. (3.113)
In contrast to the analogous hydrodynamic case earlier, (3.110) and (3.113) are most simply
dispensed with by requiring
∂
∂y
(
(1− k1y) (1− k2y) ∂wL,G
∂y
)
= 0. (3.114)
The lower limits of the terms in (3.109) are dispensed with by noting that φL
∣∣
y=0
= 0, and by
imposing
wL|y=0 = 0. (3.115)
This analysis deviates somewhat from the hydrodynamic one by virtue of not only entailing
two phases, but also by the form of the boundary conditions. Consideration of the boundary
condition (3.104) suggests multiplication of (3.109) by σR and addition to (3.112); this gives
(1− k1η) (1− k2η)
[(
σRwL
∂φL
∂y
− wG∂φ
G
∂y
)
−
(
σR
∂wL
∂y
φL − ∂wG
∂y
φG
)]∣∣∣∣
y=η
(3.116)
+ (1− k1d) (1− k2d)
(
wG
∂φG
∂y
− φG∂wG
∂y
)∣∣∣∣
y=d
. (3.117)
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Now, the first term in square brackets of (3.116) suggests taking
wL|y=η = wG|y=η (3.118)
so that that term becomes σRφ
L
y −φGy which is given by the current continuity equation (3.104).
By consideration of equipotential at the interface, the second term may be eliminated by im-
posing
σR
∂wL
∂y
∣∣∣∣
y=η
=
∂wG
∂y
∣∣∣∣
y=η
. (3.119)
Finally, considering (3.117), where φG
∣∣
y=d
= φd exactly, we place the emphasis on the current
at the upper electrode C = ∂φ
G
∂y
∣∣∣
y=d
. In particular, we make the substitution g1 = C −
2
N2∑
i=2
giuiy(d)/u1y(d) so that, correct to O (2), (3.117) becomes
(1− k1d) (1− k2d)
(
wGC − φd∂wG
∂y
)∣∣∣∣
y=d
(3.120)
Therefore, by consideration of (3.114), (3.115), (3.118), (3.119) and (3.120), we finally impose
wG|y=d = 1, giving
wL =
log
(
1−k2y
1−k1y
)
(1− σR) log
(
1−k2η
1−k1η
)
− σR log
(
1−k1d
1−k2d
) , (3.121)
wG =
(1− σR) log
(
1−k2η
1−k1η
)
+ σR log
(
1−k2y
1−k1y
)
(1− σR) log
(
1−k2η
1−k1η
)
− σR log
(
1−k1d
1−k2d
) , (3.122)
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i.e. we are using the Galerkin method, where the weight functions are exactly the test functions
(up to a scaling factor of φd). So, we must compute the residuals
RL =
∫ η
0
wL
{
∂
∂y
[
h1h2
∂φL
∂y
]
(3.123)
+2
[
∂
∂x1
(
h2
h1
∂
∂x1
(f1t1(y))
)
+
∂
∂x2
(
h1
h2
∂
∂x2
(f1t1(y))
)]}
dy, (3.124)
RG =
∫ d
η
wG
{
∂
∂y
[
h1h2
∂φG
∂y
]
(3.125)
+2
[
∂
∂x1
(
h2
h1
∂
∂x1
(φd + g1u1(y))
)
+
∂
∂x2
(
h1
h2
∂
∂x2
(φd + g1u1(y))
)]}
dy. (3.126)
The combination σRRL +RG results in a single equation for two unknowns. However, f1 only
appears at second order in , and so we use the leading order of the continuity of potential
equation,
f1 log
(
1− k2η
1− k1η
)
= φd + C log
(
(1− k2η) ((1− k1d)
(1− k1η) (1− k2d)
)
, (3.127)
to replace f1 in the final equation,
0 = 2
(1− k1η) (1− k2η) log
(
1−k2η
1−k1η
)
(1− σR) log
(
1−k2η
1−k1η
)
− σR log
(
1−k1d
1−k2d
) (σR − 1) [(ηx1
h˜21
∂
∂x1
+
ηx2
h˜22
∂
∂x2
)(
f1 log
(
1− k2η
1− k1η
))]
+
(1− k1d) (1− k2d) (k1 − k2)
(1− k1y) (1− k2y)
C − σR
(1− σR) log
(
1−k2η
1−k1η
)
− σR log
(
1−k1d
1−k2d
)
 (3.128)
+ 2
∫ η
0
wL
(
∂
∂x1
h2
h1
∂
∂x1
+
∂
∂x2
h1
h2
∂
∂x2
)(
f1 log
(
1− k2y
1− k1y
))
dy (3.129)
+ 2
∫ d
η
wG
(
∂
∂x1
h2
h1
∂
∂x1
+
∂
∂x2
h1
h2
∂
∂x2
)(
φd + C log
(
(1− k2y) (1− k1d)
(1− k1y) (1− k2d)
))
dy. (3.130)
(As an aside we note that due to the order at which the electrical stress terms appear in the
hydrodynamic equations, it is sufficient to use (3.127) to determine φL to the required order.)
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3.4 Concluding remarks
We have given a framework for computing low-order models for film flows over arbitrary geome-
tries in the presence of electric fields. This has been performed using a separation of variables
approach sometimes known as the method of weighted residuals. The method and the presented
solutions are accurate up to second order in the slenderness parameter  for both the interfacial
position and the potentials in each region for all effects save inertia, where the accuracy is first
order. However, it has previous been shown [99] that for moderate Reynolds numbers this still
provides an acceptable degree of accuracy in the planar case; we intend to investigate in the
future how well this extends to the geometries afforded by our formulation.
We also note that the formulation of Roy et al. [93] imposes a somewhat stringent restriction
on the nature of the geometries that may be considered: the thickness of the flow may not
exceed the radius of curvature of the substrate (where the film is located on the inside on the
corner). This means that certain geometries, such as step-like configurations, are inaccessible
to this framework. There is a manner in which we believe this limitation may be overcome: if
the framework explained above is used to prescribe an ‘ambient’ geometry (i.e. to prescribe a
general geometry such as spherical or cylindrical rather than to map exactly to the surface),
but then the lower wall is not located at y = 0, but rather at some spatially dependent position
y = ξ (x1, x2), this allows for far more flexibility. This is reminiscent of the techniques used by
Ha¨cker and Uecker [47] and Oron and Heining [76] in a context where the ambient geometry is
planar. We anticipate that, especially upon extension to second order, this should allow for a
high degree of accuracy whilst allowing for a great degree of flexibility in geometry selection.
Chapter 4
Hydrodynamic limits of the generalised
model
We wish to demonstrate the potential and versatility of the approach presented in Chapter
3. Therefore, we begin by recovering a series of models presented in the literature as special
cases of our model in the electrically passive case, before demonstrating that we can actually
compute thick film flows in at least one particular geometry in Section 4.4.
4.1 Axisymmetric long-wave flow on a fibre
For flow on a fibre we identify the co-ordinate x1 with the axial direction z and the co-ordinate
x2 with the azimuthal direction θ. Then for a cylinder of radius α the curvatures are given
by k1 = 0 and k2 = −1/α while the substrate scale factors are given by m1 = 1 and m2 = α.
Then, taking the Capillary number to be unity, and allowing gravity to be in the x1 direction,
we find that (3.44) gives
u1 = 1/4(y(2α + y)− 2(α + η)2 log[(α + y)/α])(1− κz). (4.1)
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Then (3.32) gives
(α + η)
∂η
∂t
+ ∂z
[
1/16(η(2α + η)(2α2 + 6αη + 3η2) + 4(α + η)4 log[α/(α + η)])(1− κz)
]
= 0.
(4.2)
Now, redefining η = S − α to correspond with the terminology of Craster and Matar [21] gives
8
(
S2
)
t
=
∂
∂z
(
[κz − 1]
[
2S2
(
α2 − S2 + 2S2 log S
α
)
− (α2 − S2)2]) , (4.3)
exactly as given by their equation (2.17).
4.2 Nonaxisymmetric thin-film flow on a fibre
We now consider thin-film flow on a cylinder. In our system, that is equivalent to having a
weak azimuthal curvature. Therefore we take the co-ordinate x1 to be the axial direction z and
the co-ordinate x2 to be the azimuthal direction θ. Then the curvatures are given by k1 = 0
and k2 = − while the substrate scale factors are given by m1 = m2 = 1/. This gives
h1 =
1

, h2 =
1

+ y. (4.4)
As gravity is acting in the z direction, we find that
u1 = 
(
y2
2
− ηy
)
(κz − 1) (4.5)
u2 = 
(
y2
2
− ηy
)
κθ (4.6)
This gives
ht + h
2hz +
1
3
∇ · (h3∇ (h+∇2h)) = 0, (4.7)
exactly as given by [39].
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Figure 4.1: Schematic of annular flow around a disk, showing equivalence between coordinate
systems.
4.3 Thin-film hanging from a flat ceiling
We take x1 and x2 to correspond to two perpendicular directions, termed x and z on the surface
of the ceiling. We allow gravity to act in the positive y direction. The curvatures are given by
k1 = k2 = 0, while the substrate factors are given by m1 = m2 = 1. We find that
u1 =
(
y2
2
− ηy
)
px, u2 =
(
y2
2
− ηy
)
pz. (4.8)
Then (3.32) gives
ht +
1
3
∇ · (h3∇ (h+∇2h)) = 0, (4.9)
exactly as given by Lister et al. [64].
4.4 Annular flow around a disk
As a prototypical thick-film problem, we consider annular flow around a disk as shown in Figure
4.1. We assume that the flow is independent of the axial co-ordinate, and that the disk has
radius α, with the interface lying at y = η, or r = h = α + η. For comparison, we calculate
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1. The exact linear stability in 4.4.1
2. The classic thin-film solution in 4.4.2
3. The leading order thick long-wave solution in 4.4.3
4. The full second order thick long-wave solution in 4.4.3
The relative linear stabilities are compared in Section 4.4.4 showing that the second order long-
wave method presented in Chapter 3 gives much better agreement with the full linear theory
than thin-film models.
4.4.1 Exact linear stability
We have the simple basic solution u¯ = v¯ = 0, h = h¯, p¯ = 1/h¯, so that the stream function φ
has basic solution φ¯ = 0. We then expand about this state using Fourier modes, so that
φ = φ¯+ δψ (r) est+inϑ, p = p¯+ δp˜ (r) est+inϑ, h = h¯+ δh˜est+inϑ. (4.10)
Then ψ satisfies the biharmonic equation in Fourier space
1
r
d
dr
(
r
d
dr
(
1
r
d
dr
(
r
dψ
dr
)))
− 2n
2
r2
ψ′′ +
n4
r4
ψ + 2
n2
r3
ψ′ − 4n
2
r4
ψ = 0. (4.11)
This has general solution
ψ = Arn+2 +Brn + Cr2−n +Dr−n, r ∈ Z \ {−1, 0, 1} . (4.12)
Thus we have 5 unknowns: {A,B,C,D, h˜}. These are determined using 5 constraints: 2
conditions at the inner cylinder,
ψr|r=α = 0, ψϑ|r=α = 0. (4.13)
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and the linearised versions of three at the interface corresponding to the normal, tangential and
kinematic conditions respectively:
(p− κ/Ca) (h2 + h2ϑ) = 2 (hψrϑ − ψϑ) + 2hϑh (h2ψrr − hψr − ψϑϑ)+ 2h2ϑh2 (ψϑ − hψϑr) , (4.14)
4
hϑ
h
(ψϑ − hψrϑ) =
(
h2 − h2ϑ
)(−hψrr + ψr + 1
h
ψϑϑ
)
, (4.15)
(
h2
)
t
= 2 (ψ|r=h)ϑ (4.16)
The normal condition gives
h¯3ψ′′′ + h¯2ψ′′ − (1 + 3n2) h¯ψ′ + 4n2ψ = in (1− n2) h˜. (4.17)
The tangential condition (4.15) gives
h¯2ψ′′ − h¯ψ′ + n2ψ − h¯h˜ψ¯rr = 0. (4.18)
Finally, the kinematic condition gives
h˜s =
in
h¯
(
ψ˜ + ψ¯rh˜
)
. (4.19)
Thus we can extract the novel analytical expression for the growth rate s, given by
Re (s) =
n
(−α2h¯4n+2 + h¯2α4n+2 + n (h¯4 − α4) h¯2nα2n)
2Cah¯
(
α2h¯4n+2 + h¯2α4n+2 + h¯2nα2n
(
h¯4n2 − 2α2h¯2 (n2 − 1) + α4n2)) . (4.20)
4.4.2 Thin film solution
If we assume that the film is thin, the model is dominated by the radial derivatives. Then the
governing equations are given by
p0r = 0,
1
α
p0ϑ = v0rr, 0 = u0r +
1
α
v0ϑ, (4.21)
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subject to
p0|r=h =
κ
Ca
, (v0r)|r=h = 0, v0|r=α = 0, u0|r=α = 0. (4.22)
ht = u− v
α
hϑ, (4.23)
This gives
v0 =
[
r2 − α2
2α
+ h
(
1− r
α
)]
(κ/Ca)ϑ (4.24)
It is then possible to discern u0 from the continuity equation, and insert both of these into the
kinematic condition to give
ht =
[
(h− α)3
3α2
( κ
Ca
)
ϑ
]
ϑ
. (4.25)
This approximate equation based on the thin film assumption can be linearised to give
s =
n2 (n2 − 1) (α− h¯)3
3α2Cah¯2
(4.26)
4.4.3 Long-wave solution
We will now compute the long-wave solutions according to the method outlined in Chapter 3.
For a cylinder of radius α we have m1 = α, k1 = −1/α,m2 = 1, k2 = 0 and we assume u2 = 0.
Then the boundary layer equations simplify significantly. The pressure becomes
p =
1
α + y
∂u1
∂x1
− κ
Ca
− 1
α + η
∂u1
∂x1
∣∣∣∣
y=η
+ 2
∂v
∂y
− 2
∫ η
y
1
(α + y)2
∂u1
∂x1
dy, (4.27)
while the boundary layer equation becomes
1
α + y
∂p
∂x1
= − ∂
∂y
(
1
α + y
∂
∂y
((α + y)u1)
)
− 2 1
(α + y)2
∂2u1
∂x21
− 2
(α + y)2
∂v
∂x1
. (4.28)
For simplicity of comparison with [21] we redefine our variables as follows:
α + y 7→ r; α + η 7→ h; x1 7→ ϑ; v 7→ u; u1 7→ v, (4.29)
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so that the evolution equations become
0 =
∂
∂r
(
1
r
∂
∂r
(rv)
)
(cross-stream friction) (4.30)
− κϑ
r
(capillarity) (4.31)
+ 22
(vϑϑ
r2
+
uϑ
r2
)
(streamwise friction) (4.32)
− 
2
r
[
vϑ|r=h
h
+ 2 ur|r=h + 2
∫ h
r
vϑ
r2
dr
]
ϑ
. (viscous stress) (4.33)
Finally, the tangential stress condition becomes
v − hvr = 2
[
uϑ + 4
hϑ
h
ur
]∣∣∣∣
r=h
. (4.34)
At first order
To O (), we find that the streamwise velocity v satisfies
∂
∂r
(
1
r
∂
∂r
(rv)
)
=
κϑ
r
(4.35)
subject to v|r=α = 0, and at the interface r = h, hvr = v. Then we find that
v = 
κϑ
Ca
1
4rα2
((
α2 − r2)h2 + 2r2α2 log (r/α)) , (4.36)
which is exactly the relevant limit of (3.44). The evolution equation for h becomes
(
h2
)
t
+
[ κϑ
4α2
(
α4 − h4 + 4α2h2 log (h/α))]
ϑ
= 0. (4.37)
This may be linearised to give
s =
n2 (n2 − 1)
(
α4 − h¯4 + 4α2h¯2 log
(
h¯
α
))
8α2Cah¯3
(4.38)
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We note that, as shall be validated shortly, this already outperforms the only existing model
as regards accuracy. However, the accuracy can again be improved significantly by extending
it to an additional order.
At second order
As prescribed in §3.2.5, we now proceed using the inner product and weight given by
〈w, ·〉 =
∫ η
0
rw · dy, w =
=gr0︷ ︸︸ ︷
r
2
log
r
α
+h2
=gh0︷ ︸︸ ︷
1
4rα2
(
α2 − r2) (4.39)
and we set
v =
q(t, ϑ)w(r, ϑ) +O ()
φ
with φ =
∫ h
α
r w dr =
1
8α2
(
α2 − h4 + 4α2h2 log h
α
)
. (4.40)
Now we can compute the relevant inner product for each of (4.30) to (4.33).
For (4.30), we find ∫ h
α
r w
(
r−1 (rv)r
)
r
dr = q + w (hvr − v) |r=h, (4.41)
where this can be given correct to O (2) by substituting the leading order solution in (4.34).
For (4.31), we find
−
∫ h
α
r g0
κϑ
r
= −κϑ
∫ h
0
g0 dr = − κϑ
8α2
(
α4 − h4 + 4α2h2 log h
α
)
(4.42)
and thus we already recover the O () result.
For the first term of (4.32), we find
∫ h
α
r g0
vϑϑ
r2
dr =
(
q
φ
)
ϑϑ
∫ h
α
g0g
r
0
r
dr +
(
qh2
φ
)
ϑϑ
∫ h
α
g0g
h
0
r
dr. (4.43)
For the second term, we use the continuity equation to find u, whence the second contribution
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is
∫ h
α
r g0
uϑ
r
dr =−
(
q
φ
)
ϑϑ
∫ h
α
g0
4r2
(
α2 − r2 + 2r2 log r
α
)
dr (4.44)
−
(
qh2
φ
)
ϑϑ
∫ h
α
g0
4r2α2
(
α2 − r2 + 2α2 log r
α
)
dr. (4.45)
For (4.33) we compute
vϑ|r=h
h
+ 2ur|r=h =
[
r
(u
r
)
r
]∣∣∣
r=h
= − 1
2h2
∂
∂ϑ
[
q
φ
(
h2 − α2 − 2h2 log h
α
)]
, (4.46)
which may then be treated similarly to κϑ. Finally we compute
2
∫ h
r
vϑ/r
2 dr =
[(
q
φ
)
ϑ
(
log
r
α
)2
−
(
qh2
φ
)
ϑ
(
log r/α
α2
+
1
2r2
)]h
r
(4.47)
The upper limit is independent of r and may be computed similarly to κ. The contribution of
the lower limit is computed as
−
(
q
φ
)
ϑϑ
∫ h
α
g0
(
log
r
α
)2
dr +
(
qh2
φ
)
ϑϑ
∫ h
α
h0
(
log r/α
α2
+
1
2r2
)
. (4.48)
We do not state the equation in full generality here due to length, but it is simply the appropriate
sum of the above. It is readily linearised to give
s =
n2(n2 − 1)(α4 + 4α2h¯2 log h¯
α
− h¯4)2
2α2h¯((α4 − h¯4)(n2(α2 − 10h¯2) + 4h¯2) + 2h¯2 log h¯
α
(8α2h¯2
+ 2n2(α4 − h¯4 − 9α2h¯2) + n2 log h¯
α
(3α4 − 3h¯4 + 4α2h¯2 + 4α2h¯2 log h¯
α
)))
. (4.49)
4.4.4 Comparison of linear theories
We have the linear stability as predicted by exact Stokes theory (4.20), thin-film theory (4.26)
and long-wave theory at both first order (4.38) and second order (4.49). We wish to see how well
the theories perform for relatively thick films, so we examine the predictions of linear stability
parametrically on 0.5 < α < 1 for wavenumbers n = 2, 4, 6, 8. The results are given in Figures
4.5. Concluding remarks 57
Figure 4.2: Plot of growth rate s as a function of inner cylinder radius α. Left: n = 2, Right:
n = 4. Red line: Exact Stokes solution, green line: second order long-wave theory, blue line:
first order long-wave theory, black line: thin-film theory
Figure 4.3: Plot of growth rate s as a function of inner cylinder radius α. Left: n = 6, Right:
n = 8. Legend as for Figure 4.2.
4.2 and 4.3.
First we observe that even at leading order, long-wave theory gives somewhat better agreement
than thin-film theory. We therefore recommend using this in circumstances where a simple
first-order model is desired. More significantly, we see that the second-order long-wave theory
gives good results for inordinately thicker films than were previously accessible. Note that when
α = 0.5, the thickness of the fluid is actually equal to the radius of the cylinder.
4.5 Concluding remarks
We have given a brief indication of the versatility of our model by demonstrating that it can
recover existing models in the literature in multiple geometries such as on planes (§4.3) as well
as on fibres (§4.2). In light of the work of Roy et al. [93] and Roberts and Li [92] it is clear that
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the model can also be applied to many other geometries such as spheres and tori. However,
it surpasses these studies in that it has as special cases various models that are completely
inaccessible to their lubrication approximation such as that of Craster and Matar [21] (§4.1).
We also note that by construction the method can of course recover a variety of other models
such as that of Ruyer-Quil et al. [94] (although such has not been presented here as this result
is essentially tautological).
Of greater significance are the results presented in Section 4.4.4: these are an early indication
that this method actually affords us the opportunity to access thick film solutions. These
have previously been inaccessible to such low-order methods and will merit further attention
in future.
Chapter 5
Planar cases
We begin by presenting the method of weighted residuals as applied to the simplest possible
geometry incorporating the effects of electric fields: two-dimensional flow down a flat, inclined
plane. In particular this should clarify the procedure of the weighted residual method without
the extraneous complications of intricate geometries. We also use it as an opportunity to
validate the method via a variety of techniques including linear and nonlinear comparisons.
We note incidentally that the method presented here differs to that of Chapter 3 in two ways.
First, here we actually extend inertial effects to second order to demonstrate how the procedure
may be carried out; this is rather too intricate in more complex geometries but may be achieved
for planar ones. Secondly, as this work was pursued prior to that of Chapter 3, the electrostatic
method presented here does not use the method of weighted residuals. This is relatively easy
to do in this geometry, but ends up requiring a coupled pair of equations for the behaviour of
the electric fields as opposed to the single equations presented earlier (although it does give
both fields at second order as opposed to only one of them).
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5.1 Problem formulation
We begin by giving the governing equations in the appropriate geometry. The Navier-Stokes
equations are given by
Re(ut + uux + vuy) = −px + uxx + uyy + g sin β, (5.1)
Re(vt + uvx + vvy) = −py + vxx + vyy − g cos β, (5.2)
ux + vy = 0, (5.3)
where β is the angle of incline of the slope. The potentials are governed by
φxx + φyy = 0 (5.4)
subject to the equipotentials at the upper and lower electrodes,
φF
∣∣
y=0
= 0, φA
∣∣
y=d
= 1, (5.5)
the continuity of potential at the interface,
φF
∣∣
y=h
= φA
∣∣
y=h
, (5.6)
the Gauss condition,
−Q = A
(
φAy − hxφAx
)∣∣
y=h
− F
(
φFy − hxφFx
)∣∣
y=h
, (5.7)
where Q is the charge accumulation at the interface, and the charge evolution equation,
(
1 + h2x
)
Qt + (u+ vhx)Qx −Q
(
h2xux − hxuy − hxvx + vy
)
(5.8)
=
(
1 + h2x
)1/2 (
ΣA
(
φAy − hxφAx
)− ΣF (φFy − hxφFx )) . (5.9)
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The system is closed by the normal stress condition,
(
1 + h2x
) (
p− κ
Ca
)
=
2
1 + h2x
[
vy + h
2
xux − hx (vx + uy)
]−Eb [1
2
(
φ2x − φ2y
) (
h2x − 1
)− 2hxφxφy]A
F
,
(5.10)
the tangential stress condition,
(
1− h2x
)
(uy + vx) + 2hx (vy − ux) = −
(
1 + h2x
)1/2
(φx + hxφy)Q, (5.11)
and the kinematic equation,
ht + uhx = v. (5.12)
In conservative form this becomes,
ht + fx = 0, (5.13)
where f =
∫ h
0
u dy is the streamwise flux. For the moment, we consider only the case of a
vertical wall so that β = pi/2.
5.1.1 Basic solution
A basic steady solution is sought with no x-variation, v = 0, h = 1. The electric problem is
governed by
φA,Fyy = 0, φ
F |y=0 = 0, φA|y=d = 1, φF |y=1 = φA|y=1, ΣFφFy |y=1 = ΣAφAy |y=1,
giving
φF =
ΣAy
ΣA − ΣF (1− d) , φA =
ΣA + ΣF (y − 1)
ΣA − ΣF (d− 1) =⇒ −Q =
AΣF − FΣA
ΣA + ΣF (d− 1)
The streamwise velocity u satisfies
uyy = −1, uy|y=1 = 0, u|y=0 = 0 =⇒ u = y − y
2
2
.
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5.2 Linear stability analysis
Introduction of a stream function in the usual way and linearisation gives an Orr-Sommerfeld
system
Re (ikU + σ)
(
d2y − k2
)
ψ −ReUyyikψ =
(
d2y − k2
)2
ψ (5.14)
where u = U + u˜, v = v˜, with (u˜, v˜) = (ψy,−ikψ) exp (σt+ ikx).
5.2.1 Electric problem
The perturbations to the electric fields are governed by
φ˜A,Fyy −k2φ˜A,F = 0, φ˜F |y=0 = 0, φ˜A|y=d = 0, φA|y=1 = φF |y=1, −Q˜ = AφAy |y=1−FφFy |y=1
The basic solution for the perturbation electric solutions, imposing conditions at the electrodes,
are
φ˜F = cF sinh (ky) , φ˜
A = cA sinh (ky − kd) . (5.15)
Note that the two interfacial conditions must be linearly expanded for h = 1 + h˜. The
equipotential condition (5.6) becomes
φ¯F |y=1 + h˜φFy |y=1 + φ˜F |y=1 = φ¯A|y=1 + h˜φAy |y=1 + φ˜A|y=1,
giving
(ΣA − ΣF )
ΣA − ΣF (1− d) h˜+ cF sinh(k) = cA sinh (k (1− d)) . (5.16)
Gauss’ law is
−Q¯−Q˜ = (Aφ¯Ay |y=1 − F φ¯Fy |y=1)+h˜(A
=0︷︸︸︷
φ¯Ayy −F
=0︷︸︸︷
φ¯Fyy )+(AcAk cosh (k (1− d))− F cFk cosh (k)) ,
(5.17)
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with the basic contributions cancelling to give
−Q˜ = AcAk cosh (k (1− d))− F cFk cosh (k) . (5.18)
Linearisation of (5.8) gives
Q˜t + UQ˜x + Q¯
(
h˜xUy − v˜y
)
= ΣAcAk cosh (k (1− d))− ΣF cFk cosh (k) , (5.19)
so in normal modes
(σ + ikU) Q˜+ ikQ¯
(
Uyh˜+ ψy
)
= ΣAcAk cosh (k (1− d))− ΣF cFk cosh (k) . (5.20)
If the conductivities are assumed to be large (§6.2.1), this becomes
cAk cosh (k (1− d)) = σRcFk cosh (k) . (5.21)
5.2.2 Hydrodynamic problem
The kinematic condition (5.12) becomes
(σ + ikU) h˜ = −ikψ. (5.22)
The tangential stress equation (5.11) becomes
Uyyh˜+ ψyy + k
2ψ = −Q¯
(
ikcF sinh(k) + ikh˜φ¯
F
y
)
. (5.23)
The normal stress condition (5.10) becomes
i
k
[
k2ψy − ψyyy +Re ((σ + ikU)ψy − ikUyψ)
]
=
k2h˜
Ca
(5.24)
+ 2
(
−ikψy − ikh˜U¯y
)
− Eb
[
A
(
φ¯Ay φ˜
A
y
)
− F
(
φ¯Fy φ˜
F
y
)]
. (5.25)
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The no-slip and impermeability conditions become
ψ(1) = ψ′(1) = 0 (5.26)
5.2.3 Orr-Sommerfeld solution
We have a fourth order ODE for ψ (5.14) plus 4 additional unknowns, cA, cF , h˜ and Q˜. Thus
8 boundary conditions are required; these are given by (5.16), (5.17) and (5.20)-(5.26). This is
thus a closed problem which is solved using the Chebyshev-Tau algorithm. In order to apply
it, the y coordinate is mapped onto x = 2y − 1. Then equation (5.14) becomes
Re (ikU + σ)
(
4d2x − k2
)
ψ +Re ikψ =
(
4d2x − k2
)2
ψ (5.27)
subject to the above linearised boundary conditions.
5.2.4 Analytical low Reynolds number solution
In the case where Re = 0 the equation for the streamfunction ψ becomes
(
d2y − k2
)2
ψ = 0 (5.28)
which can be solved exactly. In particular, we find that
ψ = p1e
kx + p2e
−kx + p3xekx + p4xe−kx (5.29)
which is then solved subject to the boundary conditions as before. The only condition which
changes is (5.24) which becomes
i
k
[
k2ψy − ψyyy+
]
=
k2h˜
Ca
+ 2
(
−ikψy − ikh˜U¯y
)
+ Eb
[
A
(
φ¯Ay φ˜
A
y
)
− F
(
φ¯Fy φ˜
F
y
)]
(5.30)
5.3. Long-wave nonlinear modelling 65
5.3 Long-wave nonlinear modelling
In order to make analytical progress into the nonlinear regime, the longwave substitution x = z
is made. In line with the principle of least degeneracy, in order to make all contributions to
the kinematic equation (5.12) balance at leading order, we make the additional substitutions
x = z, t = τ, v = w. (5.31)
The x and y components of the Navier-Stokes equations become.
Re (uτ + uuz + wuy) = −pz + 2uzz + uyy + 1, (5.32)
Re
(
2vτ + 
2uwz + 
2wwy
)
= −py + 3wzz + wyy. (5.33)
The normal stress condition becomes
(
1 + 2h2z
)(
p+
2hzz
Ca
)
=
2
1 + 2h2z
(
wy + 
3h2zuz − hz
(
uy + 
2wz
))
(5.34)
+ Eb
[
1
2
(
2φ2z − φ2y
) (−1 + 2h2z)− 22hzφzφy]
The substitution Ca = 2C˜a, where C˜a is of order unity, is made in order to ensure the retention
of capillary effects at leading order. Thus, to second order in , dropping the tilde decoration,
these can be combined to give
Re (uτ + uuz + wuy) = uyy+2
2uzz+1+
hzzz
Ca
+
Eb
2
ENz︷ ︸︸ ︷
∂
∂z
([
φ2y
]A
F
∣∣∣
y=h
)
+2∂z
(
uz|y=h
)
. (5.35)
This is complemented by no-slip/no-penetration, the kinematic condition and the tangential
stress condition. This is given by
(
2h2z − 1
) (
uy + 
2wz
)
+ 22hz (uz − wy) = Eb
(
1 + 2h2z
)1/2
(φz + hzφy)Q; (5.36)
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noting that uy|y=h = O (2), this reduces to
uy = −Eb
=ET︷ ︸︸ ︷
(φz + hzφy)Q+
2 [4hzuz − wz] , (5.37)
where we shall see in Section 5.3.2 that ET = (cFh)z Q. The charge evolution equation (5.8)
rescales to give

[
Qτ +
(
u|y=hQ
)
z
]
+ 2hz
[
ΣAφ
A
z − ΣFφFz
]
= ΣAφ
A
y − ΣFφFy . (5.38)
We shall see in §6.2.1 that ΣF and ΣA are typically large, which makes it appropriate to use
the reduction (
φAy − 2hzφAz
)
= σR
(
φFy − 2hzφFz
)
. (5.39)
5.3.1 Gradient expansion
By the kinematic equation, ht = −fz. Therefore we simply need to find u to second order. We
therefore allow u = u0 + u1 + 
2u2 + · · · . Substituting this into (5.35) and (5.37) gives
(1 + u0yy) + 
(
Eb
2
ENz +
1
Ca
hzzz + v1yy
)
+ 2
(
v2yy + 2v0zz + ∂z
(
v0z|y=h
))
= 0, (5.40)
(
u0y|y=h
)
+ 
(
v1y|y=h + EbET
)
+ 2
(
v2y|y=h − 4hz u0z|y=h +
∫ h
0
v0zz(y) dy
)
= 0. (5.41)
This is solved order by order to give
u0 = yh− y
2
2
, (5.42)
u1 =
(
Eb
2
ENz +
1
Ca
hzzz
)(
yh− y
2
2
)
− ETy, (5.43)
u2 = −1
2
y2h2z + 5yhh
2
z −
1
3
y3hzz − 1
2
y2hhzz +
5
2
yh2hzz. (5.44)
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Then the evolution equation is given by
ht +
[
h3
3
(
1 + 
hzzz
Ca
+ 
Eb
2
ENz
)
− Eb
2
h2ET + 2
(
7
3
h3h2z + h
4hzz
)]
z
= 0 (5.45)
All that remains is to determine EN and ET up to and including O ().
Electrostatic gradient solution
The electrostatics are governed by
φA,Fyy + 
2φA,Fzz = 0, φ
F |y=0 = 0, φA|y=d = 1, φF |y=h = φA|y=h, (5.46)
(
φAy − 2hzφAz
)∣∣
y=h
= σR
(
φFy − 2hzφFz
)∣∣
y=h
. (5.47)
Taking
φF,A = φF,A0 + φ
F,A
1 + 
2φF,A2 (5.48)
gives at leading order
φA,F0yy = 0, φ
F
0
∣∣
y=0
= 0, φA0
∣∣
y=d
= 1, (5.49)
so that
φF0 = cFy, φ
A
0 = 1 + cA(y − d). (5.50)
Imposing equipotential and continuity of current at the interface gives
cA =
σR
σR(h− d)− h, cF =
1
σR(h− d)− h. (5.51)
It is readily seen that φF,A1 = 0. Then we find that
EN = c2A − c2F +O
(
2
)
, ET =
F − AσR
h(1− σR) + dσR (cFh)z +O
(
2
)
. (5.52)
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5.3.2 Weighted residual
Leading order
At leading order, the model is governed by
uyy + 1 = 0 +O () , (5.53)
ht + fz = 0, (5.54)
and is complemented by the no-slip condition, and uy|y=h = 0. This gives u = (hy − y2/2) so
that the evolution equation is given by
ht +
(
h3/3
)
z
= 0. (5.55)
This is decoupled from the electric part of the problem, which is now governed by
ΣAcA = ΣF cF (5.56)
effectively allowing the expression of Q as a function of h via the Gauss condition.
First order
At first order, the problem is expressed by
Re (uτ + uuz + wuy) = uyy + 1 + 
[
hzzz
Ca
+
Eb
2
(
c2A − c2F
)
z
]
. (5.57)
subject to the boundary conditions
u|y=0 = 0, uy|y=h = −Eb (cFh)z . (5.58)
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Thus we must solve for u, using the knowledge that, by continuity, w = − ∫ h
0
uz dy. The basic
idea is to expand u on a set of test functions. To simplify the problem we work on the reduced
co-ordinate yˆ = y/h to reduce the problem from one on the interval [0, h] to one on the interval
[0, 1]. To satisfy the Dirichlet condition at the wall, we posit
u (z, y, t) = a0 (z, t) f0 (yˆ) + 
N∑
j=2
aj (z, t) fj (y/h(z, t)) , (5.59)
with fj(0) = 0 ∀ j. In particular, as per Ruyer-Quil and Manneville [95], we select the polyno-
mials as our test functions with f0 = y−y2/2 (so that the leading order solution is u = h2f0 (yˆ))
and fj (y) = y
j+1 for j ≥ 2.
This gives us N + 1 unknowns: h, a0, a2, . . . , aN . To derive an evolution equation we can now
simply substitute the candidate solution (5.59) into the momentum equation (5.57) and, with
the help of boundary condition (5.58), cancel polynomials to find an evolution equation for a0
and h, eliminating all other variables with the use of the explicit relation between f and the
aj,
f =
∫ h
0
u dy = a0
∫ h
0
(
yˆ − yˆ2/2) dy +  N∑
j=1
aj (z, t)
∫ h
0
fj (yˆ) dy (5.60)
=
a0h
3
+ 
N∑
j=1
ajh
j + 2
. (5.61)
The resultant evolution equation is then complemented by the kinematic condition to form a
closed system.
However instead of pursuing this approach, we choose to illustrate the weighted residual ap-
proach that we shall be using, by solving the system as follows. We integrate the momentum
equation (5.57) with respect to y using a weighted average, with weight functions wj(y), to
obtain residuals
Rj =
∫ h
0
wj (yˆ)
[
Re (uτ + uuz + wuy)− uyy − 1− hzzz
Ca
− Eb
2
(
c2A − c2F
)
z
]
dy (5.62)
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These now form solubility conditions: setting Rj = 0 ∀ j produces the requisite evolution
equations. It is not really necessary here to specify the weight functions being used because,
as noted by Ruyer-Quil and Manneville [96], all weighting schemes will ultimately lead to the
same equation. However, here we proceed explicitly anyway as judicious choice of weighting
functions can greatly simplify the calculations to be performed.
We first notice that, for the model to be consistent at O (), all z and t derivatives of aj may
clearly be ignored for j ≥ 1. Therefore, writing the residuals as
∫ h
0
wj (yˆ) [Re (uτ + uuz + wuy)− uyy] dy =
[
1 + 
hzzz
Ca
+ 
Eb
2
(
c2A − c2F
)
z
] ∫ 1
0
wj (yˆ) dyˆ,
(5.63)
it is clear that at leading order, the degree of the inertial terms is at most 4 (due to products
and derivatives of a0f0). Other terms may enter only via the term uyy indicating that it is
sufficient to introduce monomials up to degree 6, so that N = 5. To further simplify matters,
consider this term a little more closely: double integration by parts gives
∫ h
0
wj
(y
h
)
uyy dy =
[
uy wj
(y
h
)]h
0
− 1
h
[
uw′j
(y
h
)]
+
1
h2
∫ h
0
uw′′j
(y
h
)
dy. (5.64)
Consider this for the case j = 0: as u|y=0 = 0,
∫ h
0
u dy = q and uy|y=h = Eb (cFh)z, this is
independent of aj for j > 0 under the conditions
w0|y=0 = 0, w′0 (1) = 0, w′′0 = const. (5.65)
This suggests taking w′′0 = −1 so that w0(y) = y− y2/2. This means that the optimal choice is
to take the first weight function to be the first test function, i.e. exactly the Galerkin method,
reflecting the fact that the friction operator ∂yy is self adjoint under the requisite boundary
conditions. Thus, the above residual is evaluated to give
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ft =
17
7
f
h
fz +
9
7
f 2
h2
hz (5.66)
+
1
Re
[
5
6
h− 5
2
f
h2
+
5
6
h
Ca
hzzz
]
+
Eb
Re
[
−5
4
ET +
5
6
hENz
]
Finally, the model is closed with the charge equation (5.38). For consistency at O (), this
requires the leading order of u evaluated at y = h, given by u = a0(x, t)f0(1) = 3f/2h, so that
Qτ +
(
3fQ
2h
)
z
= ΣAcA − ΣF cF . (5.67)
Thus equations (5.13), (5.66) and (5.67) form a closed system.
Second order model
In order to extend the model to second order, we follow a multi-step process. First, the
number of independent fields (h, aj) required at second order is determined. The polynomials
required to express u in terms of these fields at first order are then determined. These are then
orthogonalised and completed to provide all the required polynomials for solution at second
order. First, we evaluate the remaining residuals Rj. This gives
a1 = −Eb
2
hET − 1
2
Rehft − 3
5
hRe ∂z
(
f 2
h
)
, (5.68)
a2 = Re
(
1
2
hft + ffz
)
, a3 = −1
8
fth− 3
4
f 2
h
hz, (5.69)
a4 = − 3
40
Reh6∂z
(
f 2
h6
)
, a5 =
Re
80
h6∂z
(
f 2
h6
)
(5.70)
Now, a4 = −6a5, a2 = −4a3 + 40a5 and a1 = 4a3 − 48a5 +EbhET/2. By (5.61), it is seen that
a0 =
3f
h
−
[
−Eb
2
hET +
8
5
a3 − 144
7
a5
]
. (5.71)
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Use of these relationships in (5.59) therefore allows the expression of u in the form
u =
3f
h
f0 (yˆ) + Ebh (cFh)z f˜1 (yˆ) + a3f˜3 (yˆ) + a5f˜5 (yˆ) (5.72)
where f˜1 =
3
4
yˆ2 − 1
2
yˆ, f˜3 = yˆ
4 − 4yˆ3 + 24
5
yˆ2 − 8
5
yˆ and f˜5 = yˆ
6 − 6yˆ5 + 40yˆ3 − 408
7
yˆ2 + 144
7
yˆ. Thus,
where na¨ıvely it might be expected that u requires 6 fields to prescribe it, we can see that in fact
only 4 are required. For the purposes of the weighted residual method, it is best to proceed to
an orthogonalized set of polynomials. With this in mind, a set of three orthogonal polynomials
are constructed from f0, f˜3 and f˜5, normalized so that the coefficient of yˆ in each instance is
unity. To complete the set, an additional polynomial is required beyond those observed in the
electrically passive case due to the incorporation of f˜1; this is in line with, for example, with
Ruyer-Quil et al. [97] and Scheid et al. [101]. This gives
F0 = y − y
2
2
, (5.73)
F1 = y +
17
6
y2 +
7
3
y3 − 7
12
y4, (5.74)
F2 = y − 13
2
y2 +
57
4
y3 − 111
8
y4 +
99
16
y5 − 33
32
y6, (5.75)
F3 = y − 531
62
y2 +
2871
124
y3 − 6369
248
y4 +
29601
2480
y5 − 9867
4960
y6. (5.76)
With respect to this basis, u may be expanded as
u =
3
h
(f − s1 − s2 − s3)F0 (yˆ) + 45s1
h
F1 (yˆ) + 210
s2
h
F2 (yˆ) + 434
s3
h
F3 (yˆ) , (5.77)
formed such that the relation f =
∫
u dy is preserved.
For the purpose of evaluating at second order, the new value of N must be determined. Con-
sideration of the inertial terms suggests that additional orthogonal polynomials up to degree
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10 (N = 9) are required. Thus, u may be expanded as
u =
3
h
(
f − 
3∑
j=1
sj − 2
9∑
j=4
cjsj
)
F0 (yˆ) + 45
s1
h
F1 (yˆ) + 210
s2
h
F2 (yˆ) (5.78)
+
434
h

(
s3 − 
9∑
j=4
djsj (x, t)
)
Fj (yˆ) + 
2
9∑
j=4
sj
h
Fj (yˆ) .
It turns out that neither the constants cj, dj nor the values of the sj for 4 ≤ j ≤ 9 need ever be
calculated explicitly. First, it is clear that given values of dj, the values of cj may be selected
so that
∫ h
0
u dy = f . The values of dj shall be selected shortly, in such a way that the weighted
residual procedure need never calculate the values of the sj, j ≥ 4.
The set Fi, 0 ≤ i ≤ 3 is closed with respect to the operations required in evaluating the
residuals. Thus, by prescribed orthogonality, no additional polynomials are required. Therefore
the residuals
Rj =
∫ 1
0
Fj (yˆ)
[
Re (uτ + uuz + wuy)− uyy − 22uzz (5.79)
−1− 
[
hzzz
Ca
+ EbE
N
z
]
− 2∂z
(
uz|y=h
)]
(5.80)
may be evaluated for 0 ≤ j ≤ 3. This is complemented by the full second order tangential
stress condition (5.37).
The only term by which sj for 4 ≤ j ≤ 9 may enter is the uyy. So let us calculate explicitly:
∫ h
0
Fj (yˆ)uyy dy (5.81)
= [Fj (yˆ)uy]
h
0 −
[
F ′j (yˆ)u
h
]h
0
+
∫ h
0
F ′′j (yˆ)u
h2
dy (5.82)
= Fj(1)uy(h)− δ3jF
′
3(1)u(h)
h
+
F ′′j (0)f
h2
+
∫ h
0
(
F ′′j (yˆ)− F ′′j (0)
)
u
h2
dy (5.83)
Now, u|y=0 = Fj(0) = F0(1) = F1(1) = F2(1) = 0. Using the tangential stress condition to
evaluate the first term on the final line, the terms dj and sj for 4 ≤ j ≤ 9 may now only enter
via the term δ3j
F ′3(1)u(h)
h
, for j = 3. Therefore, we select the dj so that the coefficient of sj is 0
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in (5.78) when y = h.
Explicit computation using computational symbolic algebra gives the full second order model
given in Appendix A. This is somewhat complicated and unamenable to analysis. We therefore
seek some sort of reduced model.
Reduced Model
It is observed from equation (A.2) that the quantities s1, s2, s3 only appear at O () and higher.
Therefore, we seek explicit expressions for s1, s2 and s3 in terms of h, f , q and their derivatives.
This is done by curtailing (A.3)-(A.5) at O () and solving (A.2) curtailed to the same order.
This constitutes a compatibility condition affording the expressions
s1 =
1
40
Ebh
2ET +Re
1
210
h2ft +Re
74
5775
f h fz −Re 19
1925
f 2hz, (5.84)
s2 = − 299
53760
Ebh
2ET −Re 2
17325
h fz +Re
2
5775
f 2hz, (5.85)
s3 =
5
3584
Ebh
2ET . (5.86)
These may now be substituted into residual R0 to obtain the simplified model
ht = −fz (5.87)
Reft =
5
6
h− 5
2
f
h2
− Re17
7
f
h
fz + Re
9
7
f 2
h2
hz − 2 9
2h
fzhz (5.88)
+ 24
f
h2
h2z + 
2 9
2
fxx − 26f
h
hxx + 
5
6
hzzzh
Ca
+ 
5
12
EbhE
N
z − 
5
4
EbE
T + Ine [h, f ] + Ele
[
h, f, ET
]
Qt = −
[
Q
(
3f
2h
− Eb
4
hET + 
Re
40
fzf
)]
z
(5.89)
+ ΣA
(
cA + 
2bA − 2∂z
(
cAx
(h− d)2
2
))
− ΣF
(
cF + 
2bF − 2∂z
(
cFx
h2
2
))
where the terms Ine [h, f ] and Ele
[
h, f, ET
]
are complicated second order terms accounting for
the effects of inertia and electrostatics respectively. By the use of leading order equivalences
such as f = h3/3, it has previously been observed [99] that the former may be reduced to
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Ine [h, f ] = − 2Re
630
h7h2z. The latter is given by
Ele
[
h, f, ET
]
= 2ReEb
(
1
48
h2ETt +
19
336
hETfz +
5
112
fEThz +
15
224
fhETx
)
. (5.90)
We observe that at leading order
∂ET
∂t
=
∂ET
∂h
∂h
∂t
= −h2hz ∂E
T
∂h
= −h2∂E
T
∂z
. (5.91)
This allows (5.90) to be simplified to
Ele
[
h, f, ET
]
=
2ReEb
672
(
20h3hzE
T
z + h
4ETxx
)
= 2ReEb
(
5
56
fhzE
T +
1
224
fhETz
)
. (5.92)
Regularised Reduced Model
The system (5.87)-(5.89) represents a simplified model. However, it is expected to suffer from
unphysical blowup due to three effects:
1. The highly nonlinear terms in Ine [h, f ] as seen by Scheid et al. [99].
2. The second order electric terms in (5.92) as seen by Ruyer-Quil et al. [97].
3. The second order terms in (5.89) (as shall be seen in §6.2)
In line with the standard regularisation procedure, we consider the inertial part of the residuals,
the rest of the formula being contained in the term F . That is
Re
R
(1),Re
0︷ ︸︸ ︷[
ft +
17
7
f
h
fz − 9
7
f 2
h2
hz
]
+2Re
R
(2),Re
0︷ ︸︸ ︷[
h7h2z
630
− Eb
(
5
56
fhzE
T +
1
224
fhETz
)]
= F . (5.93)
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This is re-written as R(1),Re0 +
2R(2),Re0 = G
(
R(1),Re0 )
)
, so that the system may be re-expressed
as R(1),Re0 = G
−1F . Using first order equivalences, this suggests
G = 1 + 
R(1),Re0
R(2),Re0
(5.94)
= 1 + 
h7h2z
630
− Eb
(
5
56
fhzE
T + 1
224
fhETz
)
−1
3
h4hz
+O (2) (5.95)
= 1 + 
[
−fhz
70
+ Eb
(
5
56
ET
h
+
1
224
ETz
hz
)]
. (5.96)
Note however, that while h can never be 0 (as we do not consider exact touchdown), hz can
(and indeed must on periodic domains) attain a value of 0. Thus the term E
T
z
hz
is not in fact
included in the regularisation procedure. Thus we are led to the equation
Re ft = Re
(
9
7
f 2
h2
hz − 17
7
f
h
fz
)
+
{
1 + 
(
−fhz
70
+ Eb
5
56
ET
h
)}−1
(5.97)
=
[
5
6
h− 5
2
f
h2
+ 
(
5
6
hzzzh
Ca
+
5
12
EbhE
N
z −
5
4
EbE
T
)
(5.98)
+2
(
4
f
h2
h2z +
9
2
fxx − 9
2
1
h
fzhz − 6f
h
hxx
)
+ 2
ReEb
224
fhETz
]
(5.99)
Electrostatic solution
We will solve for the electric fields up to second order using a separation of variables approach.
In particular, we take the high conductivity limit, neglecting the charge evolution equation.
The electric fields satisfy
φA,Fyy + 
2φA,Fzz = 0, φ
F |y=0 = 0, φA|y=d = 1, φF |y=h = φA|y=h, (5.100)
(
φAy − 2hzφAz
)∣∣
y=h
= σR
(
φFy − 2hzφFz
)∣∣
y=h
. (5.101)
To leading order, this gives
φA,Fyy = 0, φ
F
∣∣
y=0
= 0, φA
∣∣
d
= 1, φAy
∣∣
h
= σR φ
F
y
∣∣
h
, φA
∣∣
h
= φF
∣∣
h
, (5.102)
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whose solution of course matches the leading order in the gradient expansion (5.50).
To solve at second order, we pose
φF = cFy + 
2dFy
3, φA = 1 + cA(y − d) + 2dA(y − d)3. (5.103)
where the polynomials have been selected to satisfy the equipotentials at the inner and outer
electrodes. Mandating that Laplace’s equation be satisfied up to O (2), we find that
cF,Axx
6
+ dF,A = 0. (5.104)
Then the continuity of potential and current at the interface become two ODEs defining the
electric fields up to second order, respectively,
cFh− 2 cF xx
6
h3 = 1 + cA (h− d)− 2 cAxx
6
(h− d)3 , (5.105)
σR
[
cF − 1
2
(
cF zh
2
)
z
]
= cA − 1
2
[
cAz (h− d)2
]
z
(5.106)
We now find that
EN = c2A − c2F +O
(
2
)
, ET = (F cF − AcA) (cFh)z +O
(
2
)
. (5.107)
We note, however, that in fact we only need EN and ET correct to O (). This means that it
is in fact sufficient to replace (5.105)-(5.106) with (5.51) if we are only interested in knowing
h to second order (and not φF,A). We therefore have three nonlinear models in which we are
interested:
1. The second order gradient expansion model (5.45), (5.51), (5.52).
2. The regularised leading electrostatic model (5.54), (5.94), (5.51), (5.52) which relies on
the leading order expansion for φF,A only.
3. The regularised second-order electrostatic model (5.54), (5.94), (5.105) - (5.107) which
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gives the full second order expansion for φF,A.
5.4 Linear validation results
The second order gradient expansion (5.45), (5.51), (5.52) is readily linearised and expressed
in normal modes as
σ = −ik + k3 − k
4
3
+ Eb
(σR − 1) (Aσ2R − F )
3 (1 + σR (d− 1))3
k2 + Eb
σRd (AσR − F )
2 (1 + σR (d− 1))3
k2. (5.108)
In order to linearise the regularised leading electrostatic model (5.54), (5.94), (5.51), (5.52) we
set h = 1 + h˜eσt+ikz, q = 1
3
+ q˜eσt+ikz. Then we find that
[
δσ +
9
2
ηk2 + i
17
21
δk +
5
2
]
q˜ =
[
1
42
(
105 + 6iδk + 84ηk2 − 35 k
2
Ca
)
(5.109)
+ iEb
5
6
(σR − 1) (Aσ2R − F )
(1 + σR (d− 1))3
k
+Eb
d (840i+ δk)σR (AσR − F )
672 (1 + σR (d− 1))3
k
]
h˜
σh˜+ ikq˜ = 0 (5.110)
where the terms on the second line are due to the normal component of the electric stress, while
the terms on the third line are due to the tangential component.
In order to linearise the regularised second-order electrostatic model (5.54), (5.94), (5.105) -
(5.107), we set
(h, q, cF , cA) =
(
1,
1
3
,
1
1 + σR (d− 1) ,
σR
1 + σR (d− 1)
)
+ 
(
h˜, q˜, c˜F , c˜A
)
eσt+ikz (5.111)
Linearisation gives the matrix problem in Appendix B.
We compare these linear stability calculations with the results of the Orr-Sommerfeld compu-
tations in Figure 5.1. In particular, we give two variants of the Orr-Sommerfeld calculations:
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one where we have used the (linearised form of the) full charge evolution equation (5.20),
and one where we have used the high conductivity form (5.21). In the former case we have
taken ΣA = 10
6,ΣF = σR × ΣA to emulate high conductivities of the correct ratio. These of
course agree exceptionally well, indicating the validity of the high-conductivity equations when
ΣF,A  1.
The agreement between the Orr-Sommerfeld solutions and the weighted residual solutions is
quite strong in large regions of parameter space, especially where the disturbances lie in the
long-wave regime. However, for example for ΣF ∼ 2 and F > 10 we find that the range
of unstable wavenumbers is exclusively in the region k > 1. Unsurprisingly in this situation
these models based on long-wave approximations do not provide such accurate agreement. We
give two examples of comparisons between the various models in Figure 5.2. As we see, the
second order expression for the electric fields can provide significantly better results in certain
parameter ranges.
5.5 Nonlinear validation results
We have produced preliminary nonlinear results based on the technique described in Appendix
D.3. In particular, to perform the direct numerical simulations the domain is remapped onto
a rectangle via use of the substitution Y = y/h. The resulting domain is discretised with a
uniform rectangular grid, and the equations are solved using a fully nonlinear implicit Newton-
Raphson solver that is second order in both time and space.
As a representative example of such computations, we give a plot of the results for Re =
10.19, Ca = 0.02, Eb = 4, F = 1.3, A = 1, d = 2.5, σR = 1.5 at t = 8 in Figure 5.3. This and
other such calculations show good agreement between direct numerical simulations and these
low-order models.
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(c) (d)
Figure 5.1: Neutral stability surfaces according to (a) Orr-Sommerfeld with full charge evolution
equation, (b) Orr-Sommerfeld with high conductivity approximation, (c) regularised leading
electrostatic model (5.54), (5.94), (5.51), (5.52), (d) regularised second-order electrostatic model
(5.54), (5.94), (5.105) - (5.107)
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Figure 5.2: Comparison of the Orr-Sommerfeld result against the linearised form of the weighted
residual models at both leading and second order approximations for the electric field for
Re = 40, A = 1, F = 7, Eb = 3, d = 2. The Orr-Sommerfeld with the high conductivity
approximation is in red, the regularised leading electrostatic model is in blue (5.54), (5.94),
(5.51), (5.52), and the regularised second-order electrostatic model is in yellow (5.54), (5.94),
(5.105) - (5.107). Left: σR = 20; right: σR = 4
.
Figure 5.3: (a) Full direct numerical computation of the boundary layer equations (5.35), (b)
regularised second-order electrostatic model (5.54), (5.94), (5.105) - (5.107). Parameter values:
Re = 10.19, Ca = 0.02, Eb = 4, F = 1.3, A = 1, d = 2.5, σR = 1.5. This is taken at t = 8,
starting from a small noisy disturbance from the flat state in each case. The lines represent the
interfacial position while the coloured backgrounds are equipotentials of the electric fields.
.
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Figure 5.4: Parameters are Re = 10.19, Ca = 0.02, Eb = 1, d = 2.5 for all computation. Left:
evolution of SA with time for A = 2, σR = 2 for three different values of F : the yellow line
corresponds to F = 1, the red line to F = 2 and the blue line to F = 3. Right: evolution of
SA with time for A = 1, F = 2 for three different values of σR: the blue line corresponds to
σR = 1, the red line to σR = 2, and the yellow line to σR = 3.
.
5.6 Nonlinear parametric studies
We find that an appropriate compromise as regards accuracy and speed is provided by the
use of the regularised model using the first order electrostatic terms, that is equations (5.54),
(5.94), (5.51) and (5.52). This does not require the implicit solution of a boundary value
problem, and indeed may be solved exceptionally quickly using the Runge-Kutta timestepping
technique with a pseudospectral method in space as outlined in Appendix D.1.2. This allows
us to perform parametric nonlinear studies on the system in order to examine its behaviour. As
noted previously, a quantity of particular interest, that is inaccessible to linear computations,
is that of the surface area of a system. In two dimensions, this becomes the integral arc length
of the interface SA defined as
SA =
∫ L
0
√
1 + h2x dx. (5.112)
We therefore take the parameter set Re = 10.19, Ca = 0.02, Eb = 1, d = 2.5 and perform a
parametric study on the effects of the permittivity ratio and the conductivity ratio in Figure
5.4. In particular, starting from identical noisy conditions in each case, we examine how SA
varies over time. We see that, at least for these parameter sets, increasing F results in an
increase in surface area, as does increasing σR. This is in agreement with the results of the
linear stability analysis. However, these are of course only preliminary results and the equations
must be subjected to thorough study to arrive at a more complete understanding.
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5.7 Concluding remarks
We have demonstrated a low-order model for flow down an inclined plane at moderate Reynolds
number using the method of weighted residuals. While linear theory has shown the results to
be good in some regimes, there are certain parameter ranges, as shown in Figure 5.1 and
highlighted in §5.4 where the agreement deteriorates due to short-wave instabilities. We have
also shown that while it is sufficient to only determine the electric field up to O () to determine
h consistently up to O (2), this is not necessarily sufficient in all parameter ranges as seen in
Figure 5.2. We have also demonstrated that we have the techniques at our disposal to validate
our low-order model against direct numerical simulations.
Finally, we have have performed two parametric studies using the derived low-order models.
We also note that it is readily possible to extend the given analysis to the two-dimensional case
in a similar manner to that of Scheid et al. [99].
Chapter 6
Cylindrical cases
As discussed in Chapter 2 fibre flows constitute an interesting prototypical problem for study.
In particular, the introduction of an additional length scale (the radius of the cylinder) affords
a richer variety of possible asymptotic approximations. We examine two distinct cases here. In
the first instance, by assuming that the cylinder radius and the film thickness are O (1), but
that the waves have characteristic length O (1/), we afford ourselves the opportunity to study a
‘thick’ film. This is the long-wave regime, and we pursue it in Section 6.2. It has the drawback,
however, that it has seemed up until now that only axisymmetric films may be analysed in this
way. We have discussed relaxing this assumption in Section 4.4. In the second case we assume
that the cylinder radius and characteristic wavelengths are O (1), but that the film thickness is
of O (). Thus, locally, the geometry appears quasi-planar. This is the thin-film geometry, and
study it in Section 6.3. We begin by giving the governing equations in the general cylindrical
geometry.
6.1 Governing equations
We work in usual cylindrical coordinate (r, θ, z) with corresponding velocities (u, v, w). We
assume that the fibre surface is at r = α, the interface is at r = h and the outer electrode is at
r = d, with gravity directed vertically down the axis of the fibre. The Navier-Stokes equations
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(3.18)-(3.19) become
Re
(
∂u
∂t
+ u
∂u
∂r
+
v
r
∂u
∂θ
+ w
∂u
∂z
− v
2
r
)
= −∂p
∂r
+
1
r
∂
∂r
(
r
∂u
∂r
)
+
1
r2
∂2u
∂θ2
+
∂2u
∂z2
− u
r2
− 2
r2
∂v
∂ϑ
, (6.1)
Re
(
∂v
∂t
+ u
∂v
∂r
+
v
r
∂v
∂θ
+ w
∂v
∂z
+
uv
r
)
= −1
r
∂p
∂θ
+
1
r
∂
∂r
(
r
∂v
∂r
)
+
1
r2
∂2v
∂θ2
+
∂2v
∂z2
+
2
r2
∂u
∂θ
(6.2)
Re
(
∂w
∂t
+ u
∂w
∂r
+
v
r
∂w
∂θ
+ w
∂w
∂z
)
= 1− ∂p
∂z
+
1
r
∂
∂r
(
r
∂w
∂r
)
+
1
r2
∂2w
∂θ2
+
∂2w
∂z2
(6.3)
1
r
∂
∂r
(ru) +
1
r
∂v
∂θ
+
∂w
∂z
= 0. (6.4)
The normal stress condition at the interface is given by
( κ
Ca
− p
) (
h2 + h2ϑ + h
2h2z
)
=− 2h2 (ur + h2zwz − hz(uz + wr))− 2hϑ (v + hz(wϑ + hvz)− (uϑ + hvr))
(6.5)
− 2h
2
ϑ
h
(vϑ + u) + Eb
[

((
h2 + h2ϑ + h
2h2z
)(
φ2r +
φ2ϑ
h2
+ φ2z
)
h2φ2r +
h2ϑ
h2
φ2ϑ + h
2
zφ
2
z + 2
(−hϑφrφϑ − h2hzφrφz + hϑhzφϑφz))] ,
while the tangential stresses are given by
−Ebq (φrhϑ + hφϑ)
(
1 +
hϑ
h
2
+ h2z
)1/2
= 2hϑ
(
ur +
1
h
(vϑ + u)
)
+
(
1− h
2
ϑ
h2
)
(uϑ + hvr − v)
− hϑhz(uz + wr)− hz(hvr + wϑ), (6.6)
−Ebq(φrhz + φz)
(
1 +
h2ϑ
h2
+ h2z
)1/2
= 2hz(ur + wz) + (1− h2z)(uz + wr)
− hϑhz
h2
(uϑhvr − v)− hϑ
h2
(hvr + wϑ) .
The kinematic condition is given by
u =
∂h
∂t
+
v
r
∂h
∂ϑ
+ w
∂h
∂z
. (6.7)
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The potentials are governed by Laplace’s equation
1
r
∂
∂r
(
r
∂φF,A
∂r
)
+
1
r2
∂2φF,A
∂θ2
+
∂2φF,A
∂z2
= 0 (6.8)
subject to the usual equipotentials,
φF
∣∣
r=α
= 0, φA
∣∣
r=d
= 1, φF
∣∣
r=S
= φA
∣∣
r=S
. (6.9)
The set is completed by the Gauss condition,
−q =
[
φr − hθ
h2
φθ − Szφz
]A
F
(6.10)
and the charge evolution equation,
qt +
1
h2(1 + h2z) + h
2
ϑ

u
v
w
 ·


h2hz
−hhϑhz
h2 + h2ϑ
 ∂∂z +

hϑ
h(1 + hz)
2
−hzhϑ
 ∂∂ϑ
 q
− q 1
h2(1 + h2z) + h
2
ϑ

h
−hϑ
−hhz
 ·
(
h
∂
∂r
− hϑ
h
∂
∂ϑ
− hhz ∂
∂z
)
u
v
w
 (6.11)
=
[
ΣF,A
(
φr − hθ
h2
φθ − hzφz
)]A
F
.
6.1.1 Basic solution and the linearised equations in Stokes flow
Under the effect of gravity an axial flow solution is possible with φD ≡ 1. Denoting basic
quantities by an overbar, it may be verified by direct substitution that such a solution with the
interface at r = h¯ ≡ 1 is given by u¯ = v¯ = 0,
w¯ = −1
4
[
r2 − α2 − 2 log
( r
α
)]
. (6.12)
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Solution of (6.8), and application of (6.9) and (6.11), gives
φ¯F =
ΣA (log r − logα)
ΣF log d− ΣA logα, φ¯
A =
ΣF log r − ΣA logα
ΣF log d− ΣA logα. (6.13)
The basic interfacial charge q¯ is given by
q¯ =
FΣA − AΣF
ΣF log d− ΣA logα, (6.14)
obtained from (6.10) and (6.13). Finally, the electrically modified pressure reads
p¯ = 1− Eb
2
(
A
(
dφ¯A
dr
∣∣∣∣
h¯
)2
− F
(
dφ¯F
dr
∣∣∣∣
h¯
)2)
, (6.15)
obtained from (6.5).
A linear stability analysis of the base state given by (6.12) - (6.15) may be conducted using
normal modes:
(
w, u, φF,A, h, q
)
=
(
w¯, 0, φ¯A,F , 1, q¯
)
+ δ
(
w˜, u˜, φ˜F,A, h˜, q˜
)
est+ikz, (6.16)
where δ  1, k is the (real) wavenumber and s is the (complex) growth rate, so that instability
is indicated by Re(s) > 0. Defining
E2 =
(
d2
dr2
− 1
r
d
dr
− k2
)
, D2 =
(
d2
dr2
− 1
r
d
dr
+ k2
)
(6.17)
and introducing the stream function ψ such that
u˜ = −ik
r
ψ, w˜ =
1
r
dψ
dr
, (6.18)
the continuity equation is satisfied identically and the momentum equations become
E4(ψ) = 0. (6.19)
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This yields the general solution
ψ = r(d1I1(kr) + d2K1(kr)) + r
2(d3I0(kr) + d4K0(kr)), (6.20)
where I0, I1, K0 and K1 are the first modified Bessel functions, and dj (j = 1, 2, 3, 4) are un-
known constants. An explicit solution to the electrostatic part of the problem, the linearised
version of (6.8), may be found similarly: (∂rr + r
−1∂r − k2) φ˜F,A = 0 gives
φ˜F,A = cF,AI0(kr) + dF,AK0(kr), (6.21)
where cF,A and dF,A are unknown constants. The boundary conditions at the electrodes for the
linear flow are given by
u˜|α = w˜|α = 0, φ˜F |α = φ˜A|d = 0 (6.22)
while the conditions at the interface, r = 1 + δh˜, are linearised about the uniform surface
solution so that
u˜ = h˜ (s+ ikw¯) , −q˜ = A
(
d2φ¯A
dr2
h˜+
dφ˜A
dr
)
− F
(
d2φ¯F
dr2
h˜+
dφ˜F
dr
)
, (6.23)
(s+ iw¯k) q˜ +
(
ikh˜
dw¯
dr
− du˜
dr
)
q¯ = ΣA
(
d2φ¯A
dr2
h˜+
dφ˜A
dr
)
− ΣF
(
d2φ¯F
dr2
h˜+
dφ˜F
dr
)
, (6.24)
1
Ca
(
1− k2) h˜ = i
k
D2w˜ + 2
(
du˜
dr
− ikh˜dw¯
dr
)
− Eb
[
A
dφ¯A
dr
(
d2φ¯A
dr2
h˜+
dφ˜A
dr
)
− F dφ¯F
dr
(
d2φ¯F
dr2
h˜+
dφ˜F
dr
)]
, (6.25)
−iEbq¯k
(
h˜
dφ¯A
dr
+ φ˜A
)
= iku˜+
dw˜
dr
+
d2w¯
dr2
h˜, φ˜F +
∂φ¯F
∂r
h˜ = φ˜A +
∂φ¯A
∂r
h˜, (6.26)
at r = 1. There are thus 10 components of the vector of unknowns
x =
(
d1, d2, d3, d4, cF , cA, dF , dA, h˜, q˜
)ᵀ
(6.27)
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and 10 linear homogeneous boundary conditions relating them. This system may thus be posed
as a solvability condition for a matrix problem: to have a nontrivial solution x, Ax = 0 ⇐⇒
det(A) = 0; the matrix A is given in Appendix C. The results of this analysis will be examined
in detail in section 6.2.4, and will be used to assess the validity of the long-wave model, described
next.
6.2 Long-wave regime
We have previously published the substance of this section as Wray et al. [130]. In particular,
here we will pursue a long-wave approximation in an axisymmetric regime. The conductivities
of the media will be assumed to be relatively small so as to retain interfacial charge transport
effects. In keeping with other papers in the same geometry by Craster and Matar [21] we make
the substitution h 7→ S for this section.
6.2.1 Nonlinear analysis
The aim here is to derive a nonlinear evolution equation for the interface starting from the
dimensionless governing equations given in Section 6.1. Following the approach pursued by
Craster and Matar [21], the characteristic wavelength, λ, is taken to be long relative to the unit
value undisturbed fluid radius. The canonical scalings
z =
1

z˜, p =
1

p˜, Ca = C˜a, u = u˜, t =
1

t˜, (6.28)
are introduced, where  ≡ R/λ is the slenderness parameter relating the characteristic wave-
length of a coherent structure, to the undisturbed fluid radius. The axial velocity w remains
unscaled.
Using these scalings, dropping tilde decorations, equations (6.1)-(6.4) and (6.8) become
0 = −pr + 2
(
∂2u
∂r2
+
1
r
∂u
∂r
+ 2
∂2u
∂z2
− u
r2
)
, (6.29)
90 Chapter 6. Cylindrical cases
0 = 1− pz +
(
∂2w
∂r2
+
1
r
∂w
∂r
+ 2
∂2w
∂z2
)
, (6.30)
∂u
∂r
+
1
r
u+ wz = 0,
(
∂2
∂r2
+
1
r
∂
∂r
+ 2
∂2
∂z2
)
φF,A = 0 (6.31)
The conditions at the electrodes are expressed by
u|r=α = w|r=α = 0, φF |r=α = 0, φA|r=d = φD, (6.32)
and the rescaled interfacial conditions at r = S become
u = St + wSz, (6.33)
(1 + 2S2z )qt+(w + 
2Szu)qz − q(ur + 3wzS2z − Sz(wr + 2ur)) (6.34)
=
(
1 + 2S2z
)1/2 (
ΣA
(
φAr − 2SzφAz
)− ΣF (φFr − 2SzφFz )) ,
−(1 + 2S2z )q = A(φAr − 2SzφAz )− F (φFr − 2SzφFz ), (6.35)
(
p− κ
Ca
)
=
2
1 + 2S2z
(ur + 
3S2zwz − Sz(2vz + wr)) (6.36)
− Eb
[
A,F (1/2)(1− 2S2z )(φ2r − 2φ2z)− 22Szφrφz
]A
F
,
−Ebq(φrSz + φz) = (1− 2S2z )(wr + 2uz) + 22Sz(ur − wz), (6.37)
φA = φF , (6.38)
where κ = 1/S− 2Szz is the appropriate expansion of the curvature term with the term 2Szz
being retained to ensure short-wave damping. Further justification on the retention of this term
is given by Craster and Matar [21] and references therein. In particular, a consistent justification
for the retention of the full curvature term is given by Eggers [35] using an alternative Galerkin
formulation.
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To retain all electrostatic effects, the substitutions
ΣA

= Σ˜A,
ΣF

= Σ˜F , Eb = E˜b, (6.39)
are made. Dropping tilde decorations, the leading order equations become
pr = 0, pz = r
−1(rwr)r + 1, r−1(ru)r + wz = 0 (6.40)
while the electrostatic potentials are governed by
(
rφF,Ar
)
r
= 0 (6.41)
The normal and tangential stress conditions are respectively given by
p =
1
Ca
(
1/S − 2Szz
)− Eb[A,Fφ2r/2]AF , −Ebq(φAr Sz + φAz ) = wr. (6.42)
The Gauss law is given by
−q = AφAr − FφFr , (6.43)
while the charge transport and kinematic conditions are respectively expressed by
qt + wqz − q(ur − Szwr) = ΣAφAr − ΣFφFr , u = St + wSz. (6.44)
Solving the leading order equation (6.41) together with the potential conditions first at the
electrodes gives
φF (r, z, t) = cF (z, t) log(r/α), φ
A(r, z, t) = φD(z, t) + cA(z, t) log(r/d). (6.45)
The continuity of potential at the interface, equation (6.38), together with Gauss’ law, equation
(6.43), yield
cF (z, t) =
φDA − Sq log(S/d)
A log(S/α)− F log(S/d) , cA(z, t) =
φDF − Sq log(S/α)
A log(S/α)− F log(S/d) . (6.46)
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The pressure is found from equations (6.40) and (6.42),
pr = 0 =⇒ p = 1
Ca
(
1/S − 2Szz
)− (Eb/2) [A (φAr )2 − F (φFr )2] . (6.47)
The axial component w may be found directly using (6.40) together with no-slip boundary
condition and (6.42), and u follows directly from the continuity equation and the no-penetration
condition. Defining the function F (z, t) as
F (z, t) = (φAr Sz + φ
A
z )|r=S =
cFSz
S
+ cF z log(S/α) = [cF log(S/α)]z, (6.48)
w and u are expressed, respectively, as
w = −1
4
(pz − 1)
(
α2 − r2 + 2S2 log(r/α))− EbqFS log(r/α), (6.49)
u = − pzz
16r
(α2 − r2)2 + [(pz − 1)S
2 + 2EbqFS]z
8r
(
α2 − r2 + 2r2 log
( r
α
))
. (6.50)
The evolution equations for S and q are given by
St = u− wSz, (6.51)
qt + wqz − q(ur − Szwr) = ΣAφAr − ΣFφFr , (6.52)
where the velocities and their derivatives are evaluated at the interface. Equations (6.51) and
(6.52) may be simplified if the former is multiplied by 16S, and w, u and φF,Ar are substituted
by their appropriate values, evaluated at the interface, from equations (6.49), (6.50) and (6.45).
This gives
8(S2)t =
∂
∂z
[
2
(
(pz − 1)S2 + 2EbqFS
)(
α2 − S2 + 2S2 log S
α
)
− (pz − 1)
(
α2 − S2)2] ,
(6.53)
qt − ∂
∂z
[
q
4
(pz − 1)
(
α2 − S2 + 2S2 log S
α
)
+ Ebq
2FS log
S
α
]
=
1
S
(cAΣA − cFΣF ) . (6.54)
with cA, cF , p and F as given in (6.46) - (6.48). From here on, Ca = 1 is taken unless specified
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otherwise. Note that the definition of this scaled capillary number (C˜a as given in equation
(6.28)) effectively fixes  = µV/γ. This is equivalent to fixing λ, the characteristic length of
the coherent structures, to be λ = Rγ/V µ. The simplifications found in equations (6.53) and
(6.54) in the high/perfect conductivity situation and a variety of other limits are given below.
Limiting case: High conductivity in both phases
Typical values for water or brine flowing down the outside of a fibre of thickness one millimetre
are
R = 10−3m, g = 9.81 m s−1, µ = 10−3 kg m−1 s−1, ρ = 103 kg m−3, γ = 0.1 kg s−2,
giving the characteristic velocity V as
V =
ρgR2
µ
= 9.81 m s−1.
Thus, given the slenderness parameter  = µV/γ ≈ 0.1, the dimensionless conductivities ΣF,A
are given by
ΣF,A =
1

R
V 0
σF,A = 1.16× 106 m S−1 × σF,A,
yielding ΣF ≈ 104 for tap water, in turn motivating the reduction ΣA,ΣF  1. This is
particularly fruitful as the charge evolution equation (6.52) simplifies to
φAr = σRφ
F
r ,
where σR = ΣF/ΣA, resulting ultimately in a single evolution equation for S. In this situation
the governing equations are
φA = φD
log (rσRS)− log (SσRα)
log (dσRS)− log (SσRα) , φ
F = φD
log (r/α)
log (dσRS)− log (SσRα) ,
−q = AφAr − FφFr , F =
[
φD
log(S/α)
log
(
dσRS
SσRα
)]
z
,
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p = 1/S − 2Szz − (Eb/2)(A φAr 2 − F φFr 2),
8(S2)t =
∂
∂z
[
2
(
(pz − 1)S2 + 2EbqFS
)(
α2 − S2 + 2S2 log S
α
)
− (pz − 1)
(
α2 − S2)2] .
(6.55)
Limiting case: Perfectly conducting liquid
A commonly studied situation is that in which the inner fluid is far more conductive than the gas
in the outer region. This is because, not only does it offer significant analytical simplifications,
but it is also representative of many fluid systems encountered in a practical context. As an
example, in the case of brine surrounded by air, it is found that ΣA ≈ 10−8 and ΣF ≈ 106. In
particular, if the fluid is taken to be a perfect conductor, equation (6.52) reduces to φFr
∣∣
r=S
= 0.
Thus φF ≡ 0. Then the electric field in the outer region is governed by
(
rφAr
)
r
= 0, φA|r=d = φD, φA|r=S = 0 =⇒ φA = φD
(
1− log r/d
logS/d
)
= φD
(
log r/S
log d/S
)
.
Alternatively, these can be derived by allowing σR → ∞ in equation (6.55). Note that, as
expected, the tangential electric stress normally present in leaky dielectric fluids is lost:
F = φAr Sz + φ
A
z = φ
F
r Sz + φ
F
z = 0.
Thus equation (6.53), together with auxiliary equations, becomes
p = 1/S − 2Szz − EbAφ
2
D
2S2 log(S/d)2
, (6.56)
8(S2)t =
∂
∂z
[
2
(
(pz − 1)S2 + 2EbqFS
)(
α2 − S2 + 2S2 log S
α
)
− (pz − 1)
(
α2 − S2)2] .
(6.57)
The charge is given directly by Gauss’ equation (6.43) as
q = −A φAr
∣∣
r=S
= − AφD
S log(d/S)
. (6.58)
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Limiting case: Electrically passive media
If the limit Eb → 0 is taken, it is expected that equations (2.16) − (2.17) of [21] should be
recovered. Indeed in this instance the hydrodynamic parts of the (6.53) and (6.54) become
p = 1/S − 2Szz,
8
(
S2
)
t
=
∂
∂z
(
[pz − 1]
[
2S2
(
α2 − S2 + 2S2 log S
α
)
− (α2 − S2)2]) (6.59)
as expected.
Limiting case: Large cylinder radius
Consider the case where the radius of the cylinder is taken to be large relative to the character-
istic wavelength; it is expected that the equations (42)− (45) of Craster and Matar [20] should
be recovered. To this end, the substitutions
α 7→ A
δ
, S 7→ A
δ
+H,
d 7→ A
δ
+D, r 7→ A
δ
+R′,
are made for some small parameter δ, where A,H,D and R′ are of order unity. Two further
substitutions are made in order to match the conventions taken in Craster and Matar [20],
namely
φF,A 7→ 1− φF,A, q 7→ −q′.
The prime decoration is then dropped. To leading order in δ, the expressions in (6.45) become
φF = 1 +
A − q(H −D)
F (H −D)− AHR, (6.60)
φA =
F − qH
F (H −D)− AH (R−D). (6.61)
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The pressure is then given by
p = −2Hzz − Eb
2
(
A φ
A
R
2 − F φFR 2
)
+O(δ), (6.62)
which corresponds exactly to the pressure given by Craster and Matar (up to a factor of 2 due
to the difference in scalings). When φD is identically unity, the function F (6.48) in the present
work is given by
F = [cF log (S/α)]z =
[
A − q (H −D)
AH − F (H −D)H
]
z
+O (δ) (6.63)
which matches the term [(h− β)c1] in Craster and Matar [20]. Finally, the gravitational term
must be removed and so the substitution pz − 1 7→ pz is made. The system(6.53)-(6.54) may
then be expanded directly to give
Ht =
∂
∂z
[
H3
3
pz + Eb
H2
2
qF
]
(6.64)
qt −
[
H2
2
qpz + EbHFq
2
]
z
= ΣFφ
F
R − ΣAφAR, (6.65)
thus recovering system (42) - (45) of Craster and Matar [20].
Limiting case: High permittivity
For typical gases A ∼ 1. F is typically much higher, being for example approximately equal to
80 for water at standard temperature and pressure. Thus a physically relevant limit to consider
is that where F is large and the appropriate limit is
F =
˜F

.
Gauss’ equation (6.43) gives in turn q = q˜

implying that the pressure is p = Eb
2
˜F
(
φFr
)2
. The
resultant equation is expected to be ill-posed as previously noted by Craster and Matar [20].
This may be resolved however by taking the electric field to be weak, Eb = E˜b and dropping
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tilde decoration, yielding
cF = 
−1
F Sq, cA =
φDF − Sq log(S/α)
−F log(S/d) , (6.66)
p = 1/S − 2Szz + Eb
2S2
F c
2
F , F (z, t) = [cF log(S/α)]z, (6.67)
8(S2)t =
∂
∂z
[
2
(
(pz − 1)S2 + 2EbqFS
)(
α2 − S2 + 2S2 log S
α
)
− (pz − 1)
(
α2 − S2)2] ,
(6.68)
qt − ∂
∂z
[
q
4
(pz − 1)
(
α2 − S2 + 2S2 log S
α
)
+ Ebq
2FS log
S
α
]
=
1
S
(cAΣA − cFΣF ) . (6.69)
Limiting case: Thin fluid/gas regions
A situation of great practical interest is that where the film is thin. To study this limit, the
substitutions
S = α + δη(z, t), d 7→ α + δb, (6.70)
are made with δ  1. Consideration of the normal stress equation (6.42) and the charge
transport equation (6.52) give the scalings
ΣF,A 7→ δ3ΣF,A τ = δ2t. (6.71)
In order to bring both electrostatic effects and surface tension into the leading order of the
pressure, the normal stress equation (6.42) suggests scaling
Ca = δ Eb 7→ δ3Eb F,A 7→ F,A
δ
. (6.72)
This corresponds to a weak electric field (which is a reasonable requirement due to the prox-
imity of the electrodes) but high dielectric constants. This promotes the effect of the normal
component of the electric stress over the tangential. The reverse can be arranged by alternative
scalings, as can the option of bringing in both simultaneously, but the complexity of the effect
of the tangential component in these regimes renders them unamenable to analysis. Placing
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the inner electrode at α = 1 for comparison with other studies, equations (6.53) and (6.54)
reduce to give
ητ =
1
3
(
η3(pz − 1)
)
z
, (6.73)
qτ =
φD (FΣA − AΣF )
η(A − F ) + bF +
1
2
(
η2q(pz − 1)
)
z
, (6.74)
with p given by
p =
1
δ
+
(
−η − 2ηzz + EbAFφ
2
D (A − F )
2 (η(A − F ) + bF )2
)
. (6.75)
For verification, it can be checked for example that when Eb = 0 these become
ητ +
1
3
(
η3
(
1 + ηz + 
2ηzzz
))
z
= 0, (6.76)
which is the equation studied by [39] (up to a factor of 2 introduced by the difference in
scalings).
Limiting case: Kuramoto-Sivashinsky equation
Equation (6.73) is independent of q. In particular, taking φD ≡ 1,
ητ +
1
3
(
η3
(
1 + ηz + 
2ηzzz + Eb
AF (F − A)
2 (η(A − F ) + bF )2
))
z
= 0 (6.77)
Thus, taking a long-wave expansion z = ξ
δ
and allowing the interfacial perturbations to be
small, η(z, t) = 1 + δ ψ(z, t), equation (6.77) becomes
δψτ + δ
2ψξ + δ
3 1
3
(
6ψψξ + ψξξ + ψξξξξ + Eb
AF (A − F )2
(A − (1− b)F )2
ψξξ
)
= 0 +O (δ4) . (6.78)
The ψξ contribution may be removed via a Galilean transformation, and the remainder of the
equation simplified by rescalings. In particular, allowing
ψ˜ = 6ψ, τ˜ =
1
3
δ2τ, τ˜ = ξ − δτ, (6.79)
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and dropping the tilde decorations gives
ψτ + ψψξ + (1 + δ)ψξξ + ψξξξξ = 0. (6.80)
Here, δ = Eb
AF (A−F )2
(A−(1−b)F )2 > 0, highlighting the additional destabilising influence of the electro-
static effects.
6.2.2 Linear stability analysis
The long-wave equations for S and q, (6.53) and (6.54), are subjected to a linear stability
analysis, with φD ≡ 1, and a basic solution
S¯ = 1, q¯ =
FΣA − AΣF
ΣF log d− ΣA logα ; (6.81)
this is done by perturbing S and q using normal modes: (S, q) =
(
S¯, q¯
)
+ δ
(
S˜, q˜
)
est+ikz, with
δ  1. Here, S˜ and q˜ are the disturbance amplitudes, respectively. Substitution of these
normal modes into equations (6.53) and (6.54) and linearisation yields a matrix problem
s
S˜
q˜
 = B(k)
S˜
q˜
 , (6.82)
so that the growth rate s is given by the eigenvalues of the matrix B(k). This matrix itself
is very cumbersome and is not given here. Asymptotic properties are discussed first, followed
by a parametric study and comparison against the results obtained by solving the Stokes flow
problem formulated in Section 6.1.1, which is valid for all wavenumbers.
Asymptotic properties
For asymptotically long waves, k  1, the two roots (s0, s1) may be expanded explicitly to give
s0 =
ΣF log d− ΣA logα
A logα− F log d + k
2 TL1 +NL1
16 (ΣA logα− ΣF log d)3 (A logα− f log d)
+O(k4) (6.83)
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where NL1 and TL1 are due to the linearised normal and tangential components, respectively,
of the Maxwell stress, given by
NL1 =
[
(α2 − 1)2 −2(α2 − 1− 2 logα)] (ΣA − ΣF ) + 4(α2 − 1− 2 logα)(ΣA logα− ΣF log d)
+ (FΣA − AΣF )(FΣA log d− AΣF logα), (6.84)
TL1 =4 logα log d
[
(α2 − 1− 2 logα)(ΣA − ΣF )
+4 logα (ΣA logα− ΣF log d)] (FΣF − AΣF )2; (6.85)
and
s1 = −k
2
16
(
(α2 − 1)2 − 2(α2 − 1− 2 logα))+ k2 TL2 +NL2
16 (ΣA logα− ΣF log d)3
+O(k4), (6.86)
where NL2 and TL2 are again the normal and tangential components of the Maxwell stress
respectively, given by
NL2 = −
(
fΣ
2
A − AΣ2F
) (
(α2 − 1)2 − 2(α2 − 1− 2 logα)) (ΣA(logα− 1)− ΣF (log d− 1)) ,
(6.87)
TL2 = −
(
α2 − 1− 2 logα) (logα− log d)ΣAΣF (FΣA − AΣF ). (6.88)
For k  1, s0 is always negative, while s1 is zero.
High Conductivity
The high conductivity limit of (6.82) can be found by expanding it for large values of ΣF and
ΣA. One root becomes (ΣF log d − ΣA logα)/(A logα − F log d) + O (1) which is large and
negative, i.e. it decays very fast. This corresponds to the quasi-static adjustment of q enforced
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by slaving its evolution to that of h in neglecting the left hand side of (6.52). The other root is
s =− ik
2
(
α2 − 1− 2 logα)− k2
16
(
2k2 − 1) [2 (α2 − 1− 2 logα)− (α2 − 1)2] (6.89)
+
Ebk
2
4 log
(
dσR
α
)3 (T +N ) , where
T = (AσR − F )
>0︷ ︸︸ ︷(
α2 − 1− 2 logα) >0︷ ︸︸ ︷[σR log (d/α)]
N =1
4
(
Aσ
2
R − F
) >0︷ ︸︸ ︷[
2
(
α2 − 1− 2 logα)− (α2 − 1)2] [σR − 1− log (dσR/α)] ,
and the signs of the indicated terms are due to the constraints σR > 0, 0 < α < 1 and d > 1.
The parity of the remaining terms (and thus their effect upon stability) is dependent upon
the choice of parameters. This root can also be extracted by direct linearisation of (6.55).
Here, T is the contribution of the tangential component of the electric stress, while N is the
contribution of the normal component. Thus defining R = F/A, it is clear that the effects of
the normal and tangential components are critically dependent upon the groupings
(1− σR/R) and (1− σ2R/R)
respectively, as expected. The value of the quantity
σR − 1− log (dσR/α)
is also important, this being the cylindrical analogue of the term (σ∗/σ − 1) noted by [82].
The growth rate, <(s), is a quadratic in k2 with a double root at k2 = 0. As k → ±∞,
<(s) → −∞; thus two possible further behaviours are possible. Firstly, when the remaining
two roots are real, k = ±k0, there is a band of unstable wavenumbers 0 < k < k0 with k0 being
the cutoff wavenumber, i.e. a Type II instability in the terminology of [23]. In this case, k0 is
determined by
2k20 = 1−
4Eb
log
(
dσR
α
)3 (T +N )(α2 − 1)− 2 (α2 − 1− 2 logα) . (6.90)
Secondly, when the two remaining roots are imaginary, the dispersion curve lies entirely below
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the abscissa and all wave numbers are stable. It does not afford for the Type I instability seen
elsewhere (equation (6.82) and §6.3.1). Finally, in this form it is readily seen that, if positive,
the right hand side of (6.90) must be small in magnitude. Otherwise, waves with k = O (−1)
will be unstable, violating the long-wave assumption.
Perfectly conducting liquid
Linearisation of the equations given in Section 6.2.1 gives
s =− ik
2
(
α2 − 1− 2 logα)− k2
16
(
2k2 − 1) [2 (α2 − 1− 2 logα)− (α2 − 1)2] (6.91)
+ k2
EbA
16(log d)3
>0︷ ︸︸ ︷[
2
(
α2 − 1− 2 logα)− (α2 − 1)2](1− log d)
As a verification, this may also be derived by allowing σR →∞ in equation (6.89). Note that
this means that even in the case where the liquid phase is perfectly conducting, the electric
field can either be stabilising or destabilising depending on the sign of (1− log d). In particular
if d = 1 + δ, i.e. if the electrode is very close to the surface of the fluid, then the effect is
extremely destabilising, while it is stabilising for d > e.
6.2.3 Parametric study
In this section, the linear stability characteristics of the long-wave equations are compared to
those associated with Stokes flow (see section 6.1.1). The parameters, F,A, ΣF , ΣA, Eb, , α, d
will be varied independently, however, without loss of generality, A may be chosen to be unity.
The effect of the slenderness parameter  has previously been studied by [21]; the role of α has
also been studied in their situation, however, as has already been seen, it plays a dual role due
to the application of the electric field.
For Eb, F ∈ {5, 10, 20} and (ΣA,ΣF ) = (2, 10), neutral stability curves are plotted for 0 < α <
1 vs. 1 < d < 15 for both the Stokes flow (light shaded) and long-wave (dark shaded) linear
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stabilities. The results are given in Figure 6.1. These are found by calculating linear stability
for the long-wave regime from equation (6.82) and the Stokes flow regime from Appendix C.
Firstly, it is observed from the full set of plots that the agreement between the linear stability
characteristics of the long-wave and Stokes flow equations is markedly better for smaller d. This
is particularly evident in plots (b) and (c). The exception is plot (d), since, in this situation,
the small-α/large-d instability is purely due to a linear instability extending from k = 0. Thus,
stability vs. instability is governed entirely by the behaviour of asymptotically small k, where
the two regimes indeed agree exactly. This disagreement for large values of d is as expected since
z-derivatives were discarded when solving for the electric field in the outer gas region in the
long-wave approximation. The validity of this deteriorates with increasing electrode separation:
when d is of order unity, it is expected that variations in the axial direction would be on the
same scale as those in the radial direction. This mathematical deficiency can be rectified at the
expense of complicating the analysis: as seen by, for example Tseluiko and Papageorgiou [119],
and as shall be investigated in §6.3, the full problem in the outer region can be solved exactly
using Fourier transforms.
Secondly, comparing panels (a) - (c) and (d) - (f) it is seen that agreement deteriorates with
increasing electric field strength, and the insets in panels (d) and (f) also reveal that agreement
is good for small values of k but not for larger values, as expected for long-wave theory.
Three characteristic shapes of dispersion relation curves are exhibited by this system: first,
a completely stable curve which lies entirely under the abscissa; the second corresponds to a
single band of unstable wave numbers extending from the origin to some finite cutoff. This shall
be referred to as a Type II stability curve in line with the classification of Cross and Hohenberg
[23]. The third is the Type I curve exhibited by the Stokesian solution in the inset in (d), or
by both analyses in the inset in (f). One further type of curve is exhibited: a Pseudo-Type
I stability curve exhibiting two finite ranges of unstable wave numbers. However, these occur
typically only for high values of d, outside the validity range of the long-wave approximation.
An example is given in Figure 6.2.
It is observed that the long-wave theory predominantly predicts a marginally greater degree of
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Figure 6.1: A parametric comparison of the results of linear theory for longwave flow and
Stokes flow. Neutral stability curves are given with F = 5, Eb = 10 showing d vs α; shaded
regions correspond to unstable parameter choices according to long-wave theory (dark shaded)
and Stokes flow theory (light shaded); (b) inset shows neutral stability curves for d vs. k for
α = 0.5 corresponding to the dashed line; (d) inset shows dispersion curves for long-wave theory
(lower curve) and Stokes flow theory (upper) correspond to the cross; (f) shows neutral stability
curves for α vs. k for d = 4 corresponding to the dashed line.
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Figure 6.2: A dispersion curve demonstrating two finite disjoint ranges of unstable wave num-
bers. Parameter values are  = 0.3, α = 0.3, d = 100, A = 0.5, F = 40,ΣF = 8,ΣA = 4.8, Eb =
0.27, with corresponding lines as given by long-wave theory (solid line) and Stokes flow theory
(dashed line).
stability than the Stokesian theory. This is observed particularly in the ‘bubbles’ of stability
shown in panels (b) and (c). This is also evident in panels (d) - (f) where a similar pattern
of neutral stability curves is given by both Stokesian and long-wave stability, but long-wave
theory consistently over-predicts the range of stable parameters.
Finally, the existence of regions of stability is in contrast to the electrically-passive case, where
the film is unstable to perturbations with small (but finite) k for all possible values of the
hydrodynamic parameters, as seen by Craster and Matar [21]. Thus electric fields can be used
to stabilise such a cylindrical regime.
6.2.4 Numerical results
Parametric study
A transient, periodic numerical code has been written to study the behaviour of (6.51)-(6.52).
It uses Fourier discretisation in space and the implicit trapezoidal method in time. More details
are given in Appendix D. For verification, the results have been compared against calculations
from EPDCOL [55] on long domains away from end effects. In addition, both codes have been
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compared against linear theory and in all instances agreement is excellent. A parametric study
has been performed where parameters  = 0.2, α = 0.7, d = 2 have been chosen for which good
agreement is observed with Stokes flow in terms of linear stability characteristics. Allowing
A = 1 without loss of generality, values of the conductivities are picked and then simulations
are run for identical initial conditions for a variety of values of Eb, F . A domain length of 2pi
is used (this is equivalent to a length of 10 pi ≈ 31 in unscaled coordinates).
Four characteristic behaviours are exhibited: stable decay to the flat state, complex ‘droplet-
like’ behaviour, travelling-waves as seen in the middle panel of Figure 6.9, and singular touch-
down where the interface touches the inner electrode in finite time, as seen in Figure 6.11.
These are distinguished by tracking the L4-norm of the interface, i.e. ||S||44 =
∫ 2pi
0
S4 dz, as
well as the second derivatives, and searching for touchdown. For example, the evolution of the
4-norms is given in characteristic droplet-like and travelling-wave scenarios in Figure 6.3. Note
that the value of ||S||2 is not used since it is constant in this cylindrical geometry, as implied
by equation (6.51) due to conservation of mass. When the system produces traveling waves,
||S||4 settles down to a constant value, while in the complex drop-like case the value contin-
ues to fluctuate. Complete stability may be distinguished from the case of traveling-waves by
examination of Sz. Singular touchdown situation may be identified by monitoring qzz and the
descent of S towards α.
The results of the parametric study are given in Figures 6.4 (ΣF = ΣA = 5), 6.5 (ΣF =
ΣA = 40) and 6.6 (ΣF = ΣA = 100). In each figure, on the left is a plot in which curves
have then been fitted to the extremal parameter values corresponding to each characteristic
type of behaviour. The computations performed show that when electric fields are introduced
the ultimate interfacial patterns emerging can be controlled to produce nonlinear travelling
waves, uniform flat states or touchdown singularities (denoted by the labels TW, St and TD
respectively, on the figures). On the right in each figure, the corresponding linear stability is
plotted, where the lower regions have classic Type II cylindrical linear stability curves extending
from 0, whereas the upper regions correspond to Type I instabilities. It is noted that in the
absence of electric fields, Eb = 0 (not plotted), the droplet-like behaviour seen by Craster and
Matar [21] will always be exhibited.
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Figure 6.3: Evolution of ||S||4 for a droplet-type situation (solid line) and a traveling wave
situation (dashed line)
For all values of ΣF and ΣA computed with (thousands of numerical experiments were carried
out to map out the behaviour described here), droplet-like and/or traveling wave type behaviour
is seen for small values of F and Eb. For slightly larger values there is an intermediate region
of complete stabilisation (a uniform cylindrical shape emerges in this stability window) beyond
which one finds a region where singular touchdown behaviour is encountered. In between the
stability and touchdown regions a banded transitional region is typically observed that supports
coherent structures in the form of nonlinear steady-state travelling waves. In these bands only
a very small range of wave numbers is excited, leading to an interface/charge distribution that
is nearly sinusoidal. Note that the linear stability results included in the right panels of figures
6.4 and 6.6 show clearly the existence of a stability window. The nonlinear computations used
to compile the results in the left panels are necessary in following the flow into the nonlinear
regime and identifying the most attracting dynamics (e.g. nonlinear coherent structures or
singular touchdown dynamics).
Of practical relevance is the ability to control the stability of the interface which, as discussed in
Section 6.2.1, can be done by varying the problem parameters. To illustrate this, a simulation is
conducted on a domain of length 150, where control of φD, the potential on the outer cylinder,
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Figure 6.4: Parametric investigation of flow behaviour for ΣF,A = 5. Left: nonlinear study.
“D” indicates drop-like evolution, “St” descent towards flat state, “TW” travelling waves,
“TD” touchdown. Right: neutral stability curves. The lower region has a Type II stability
curve, while the upper right region has a Type I curve.
Figure 6.5: Parametric investigation of flow behaviour for ΣF,A = 40. Left: nonlinear study.
“St” indicates descent towards flat state, “TW” travelling waves, “TD” touchdown. Right:
neutral stability curves. The lower region has a Type II stability curve, while the upper right
region has a Type I curve.
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Figure 6.6: Parametric investigation of flow behaviour for ΣF,A = 100. Left: nonlinear study.
“St” indicates descent towards flat state, “TW” travelling waves, “TD” touchdown. Right:
neutral stability curves. The lower region has a Type II stability curve, while the upper right
region has a Type I curve.
induces transition between different regimes: for the parameter values
α = 0.35,  = 0.35, d = 4.7, A = 8, F = 15,ΣF = 16,ΣA = 7, Eb = 3.6, (6.92)
a linear stability analysis shows that the fluid should be unstable for φD = 0.6 but stable for
φD = 1.4. Therefore φD is allowed to vary as
φD = 1 + 0.4 tanh(0.2(z − 57)). (6.93)
A linear stability analysis with φD = 0.6 suggests that for z . 55 the fluid should be unstable,
while for φD = 1.4 in the region z & 59 the fluid should be stable. The simulation is conducted
using EPDCOL subject to the boundary conditions Sz = Szzz = qz = 0 at both the inlet and
the outlet. This gives Figure 6.7. It is seen that the perturbations initially introduced in the
upper region grow to form droplet-like solutions but, after the transition, decay, giving way
to a flat interface. The effect can of course be reversed, or exhibited temporally rather than
spatially.
It was seen in the parametric study that traveling-waves were observed in a wide variety of
situations, imposed naturally by the inclusion of electric fields. Complex families of such waves
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Figure 6.7: A relief plot of the interfacial position S (left) and charge q (right). Lighter colours
indicate higher values of q and S. φD varies part way down the cylinder so that instability is
exhibited in upper region and stability in the lower.
are observed and a full parametric study is deferred for the moment. However, two physically
relevant and accessible situations are touched upon here. First, at moderate conductivity an
example is given of the stable coherent structures that can be induced when linear theory
predicts a Type I instability. Second, at high conductivities, a complete parametric study
is given of the effects of varying R and σR. The calculations have been performed using a
Newton-Raphson-Kantorovich iteration in Fourier space. An initial guess is either provided
by the transient periodic code described previously or otherwise as an appropriate Gaussian
curve to seed solitary-type waves. Where appropriate the traveling waves were fed back into
the transient code to check stability.
All these techniques are discussed in greater detail in Appendix D.
In the investigations of Craster and Matar [20], it was found that high electric fields could
result in complex coherent structures of charge distribution, with the effect of imposing regular
structures on the interfacial position S. In contrast to their situation, here there is a basic shear
flow due to gravity, introducing a symmetry-breaking effect into the problem. In addition, the
effects of the cylindrical curvature can modify the structures.
Motivated by the presence of traveling waves in Type I instability situations that are neverthe-
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Figure 6.8: An example of a travelling wave exhibited where linear theory predicts a Type I in-
stability. Left: travelling-waves with interfacial position (upper curve) and charge accumulation
(lower curve); Right: unstable branch of dispersion curve
Figure 6.9: Left: Linear stability for varying d with dashed lines corresponding to the different
values of d used in centre figure; Centre: Varying interfacial shape (upper curves) and charge
distribution (lower curves); Right: plot of wave speed c against d.
less close to stability, the parameter values
 = 0.35; α = 0.35; A = 8; F = 15; Eb = 15; ΣA = 7; ΣF = 16; φD ≡ 1; 4.31 ≤ d ≤ 5.8
were chosen, giving the results in Figure 6.8. As expected, coherent asymmetric structures are
observed. The outer cylinder radius d is then allowed to increase parametrically to 5.8, giving
Figure 6.9.
Craster and Matar [21] found that traveling waves are supported in the electrically passive case.
Continuation on the domain length can be used to produce arbitrarily spaced droplets, effec-
tively giving solitary-type waves. However the flat regions between the drops are generically un-
stable and instabilities tend to propagate from the waves into the undisturbed regions, destroy-
ing the coherent structures. This is not necessarily the case when the effects of electric fields are
included. For example, it is seen from the nonlinear study that for ΣA = ΣF = 40, Eb = F = 2
112 Chapter 6. Cylindrical cases
Figure 6.10: A parametric study of travelling waves in the high conductivity regime. The
images show variation of the wave speed c (left) and 4-norm ||S||4 (right) with the permittivity
ratio R and conductivity ratio σR
Figure 6.11: Plots of an example case where touchdown is exhibited. The plots give interfacial
position (left) and charge accumulation (right) for F = 10, A = 1,ΣF = 5,ΣA = 5, d = 5, Eb =
2, α = 0.3,  = 0.2 at t ∼ 0.5497 for a small initial Gaussian perturbation.
traveling waves should naturally be produced. What is more, this region is a region of classical
instability (extending from zero) and so traveling droplets are expected; indeed this is exactly
what is observed. For high conductivities, a parametric study is easily performed. Therefore,
subjecting (6.55) to direct parametric continuation gives Figure 6.10.
Singular behaviour
Here, the behaviour of h and q as touchdown is approached is studied, focusing on the self-
similar dynamics. An example of touchdown behaviour is shown in Figure 6.11. Inspection of
this figure reveals that the interface touches the inner cylinder in a cusp, while q diverges. Thus,
in order to discover how the fluid behaves near touchdown, a self-similar solution is sought.
Performing a scaling analysis assuming |q| → ∞ and S → α with |Sz| → ∞ as t→ ts where ts
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is the touchdown time reveals that the critical effects are axial surface tension as well as normal
and tangential Maxwell stresses, entering the charge equation via the surface convection and
surface dilation effects. This is confirmed via numerical experiments. Therefore, allowing
ξ =
z − zs
(ts − t)β
where ts and zs are the coordinates of touchdown,
S = α + (ts − t)δf(ξ),
q = (ts − t)−γg(ξ),
are posed. This is substituted into (6.51) and (6.52). Balancing the largest terms and setting
τ = ts − t 1 gives
τ−1−γ ∼ qτ ∼
 τ
−γ−4β+3δ (due to axial curvature)
τ−3γ−2β+2δ (due to electric stress terms)
τ−1+δ ∼ Sτ ∼
 τ
−2γ−2β+3δ (due to axial curvature)
τ−4β+4δ (due to electric stress terms)
It is assumed that at touchdown all effects are of the same order. This gives 4 equations for 3
variables; however, they are consistent and give a unique solution of
δ =
1
3
, β =
1
2
, γ =
1
3
.
These are re-substituted into (6.51) and (6.52) and it is thereby verified that under these scalings
these are in fact the largest terms.
As verification, numerical simulations were performed in regimes giving rise to singularities. Due
to the high number of modes required for computation using Fourier discretisation, EPDCOL
[55] was used instead. Simulations were performed as close to touchdown as possible.
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Table 6.1: Numerical verification of self-similar growth rates
Quantity Expected Exponent Numerical Exponent
Szzmax -2/3=-0.666. . . -0.70
qzmax -5/6=-0.833. . . -0.85
qzzmax -4/3=-1.333. . . -1.33
It is noted that qzzmax is expected to scale as τ
−4/3. Thus qzz
−3/4
max was plotted versus time and
indeed an affine relationship was observed, allowing a value for ts to be extracted. For validation
of the values of δ, β and γ it is then possible to plot log(ts − t) against the logarithm of other
quantities such as Szzmax. The gradient of this line can then be compared to the expected
exponents which can be extracted analytically. Results are given in Table 6.2.4. The scalings
have also been checked by comparing quantities that are expected to grow at the same rate,
such as Szz
2
max and qzzmax. These results are not given here for brevity.
Note that two coupled ODEs governing the shape of f and g are readily found, and are given
by:
1
2
(3ξf ′ − 2f) = Eb
2F
[
3f 2f ′g2 + 5f 3gg′
]′ − 2 [f 3f ′′′]′ (6.94)
1
3
(3ξg′ + 2g) =
Eb
F
[
g3f 2
]′′ − 2 [f 2gf ′′′]′ . (6.95)
These allow the behaviour of S and q to be discerned in terms of the outer variables. In
particular, far from touchdown, the outer solution is quasi-static so that 3ξf ′−2f = 0, i.e. f ∼
ξ2/3, and 3ξg′ + 2g = 0, i.e. g ∼ ξ−2/3. Thus
S − α ∼ (z − zs)2/3 , q ∼ (z − zs)−2/3 . (6.96)
S therefore experiences cusp-like touchdown at the singularity. This violates the longwave
assumption made, as in scaled coordinates all derivatives should remain of order unity.
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Figure 6.12: Diagram of the situation being studied for r > 0: dimensionless film radius h,
outer cylinder radius d, scaled basic solution h0 and thickness H.
6.3 Thin film derivation
We now consider the thin-film limit. In particular, we will consider a low order model that
actually falls outside the range accessible to the long-wave models that have been described
thus far: we will take the interface to be ‘close’ to the inner cylinder, but we will not make any
such scaling on the outer cylinder. Thus no long-wave approximation will be appropriate for
the electric field in the gas region; nonetheless the resultant equations turn out to be solvable.
We neglect inertial effects, setting Re = 0. In order to conform with existing literature in such
a geometry, we take α = 1. The geometry is therefore as given in Figure 6.12.
We allow the interface to be located ‘close’ to the inner electrode. Consider the basic solution
(6.12)-(6.15) when we shift into the scaled coordinates r = 1 + R, h0 = 1 + . We find that the
axial velocity w scales as w ∼ 2.
Therefore, in order to make analytical progress towards a nonlinear evolution equation, we
allow the interface to be located at r = 1 + H. Noting that ∂r = (∂R/∂r) ∂R = 
−1∂R, the
continuity equation suggests scaling u ∼ 3, v ∼ 2. In order to promote the effects of surface
tension we scale Ca = C˜a, with C˜a = O (1). This suggests posing the solutions
w = 2w0 + · · · , u = 3u0 + · · · , v = 2v0 + · · · , p = p0 + · · · . (6.97)
The governing equations for the hydrodynamic part of the problem are the scaled Navier-Stokes
equations (6.1)-(6.4) at leading order:
p0R = 0, v0RR = p0ϑ, w0RR = (p0z − 1) , u0R + v0ϑ + w0z = 0, (6.98)
116 Chapter 6. Cylindrical cases
together with the interfacial stress conditions at R = H,
v0R = E
ϑ (z, ϑ) , w0R = E
z (z, ϑ) , p0 =
1
C˜a
[
1

− (H +∇2H)]+ EN (z, ϑ) , (6.99)
where Eϑ, Ez and EN are the azimuthal, axial and normal contributions of the electric stress
at the interface, given explicitly shortly. Using a slow time t = t˜/2 to capture the dynamics,
and dropping the decoration, the kinematic condition is, to leading order,
Ht = u0 − v0Hϑ − w0Hz = −
∂ϑ
∂z
 · ∫ H
0
v0
w0
 dR. (6.100)
Solving (6.98) for the leading-order axial and azimuthal velocity components gives
w0 = (p0z − 1)
(
R2
2
−HR
)
+ EzR, v0 = p0ϑ
(
R2
2
−HR
)
+ EϑR. (6.101)
To solve the electrostatic part of the perturbed problem we posit the solutions
φF = φF0 (R, ϑ, ) + 
2φF1 (R, ϑ, z) + · · · , φA = φA0 (r, ϑ, z) + φA1 (r, ϑ, z, ) + · · · . (6.102)
Application of the chain rule to the Laplace equation governing φF gives
∂2φF0
∂R2
+ 
(
∂φF0
∂R
+
∂2φF1
∂R2
)
+ · · · = 0. (6.103)
Taking the conductivities to be large (ΣF,A  1) induces continuity of current at the interface
giving
σR
(
φF0 R + φ
F
1 R
) |R=H = φA0 r∣∣r=1+H +  (φA1 r −HθφA0 θ −HzφA0 z)∣∣r=1 +O (2) (6.104)
The fields are also continuous at the interface so that
 φF0
∣∣
R=H
= φA0
∣∣
r=1+H
+  φA1
∣∣
r=1
+O (2) . (6.105)
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We may now simply solve order-by-order.
The leading order potential in the gas phase φA0 satisfies Laplace’s equation (6.8) subject to
equipotential at the outer electrode, and the leading order of the continuity equation (6.105),
so that
φA0 =
log r
log d
. (6.106)
The leading order potential in the liquid phase φF0 satisfies the scaled Laplace’s equation (6.103)
subject to equipotential at the inner electrode, and the leading order of current continuity
(6.104), giving
φF0 =
R
σR log d
. (6.107)
The next order of the potential in the liquid phase φF1 satisfies the scaled Laplace’s equation
subject to equipotential and the next order of current continuity, giving
φF1 = B(θ, z)−
R2
2σR log d
where σRB = φ
A
1 r
∣∣
r=1
. (6.108)
So the final task is to find φA1 . This satisfies Laplace’s equation subject to φ
A
1
∣∣
r=d
= 0 and the
second order of the continuity equation, given by
H
log d
(
σ−1R − 1
)
= φA1
∣∣
r=1
. (6.109)
In order to solve this, we recast it in Fourier space where
Φ =
∫ ∞
−∞
∫ ∞
−∞
φF1 (r, θ, z)e
ikzeinθ dz dθ, (6.110)
subject to
Φ|r=1 =
Hˆ
log d
(
σ−1R − 1
)
, Φ|r=d = 0, (6.111)
where hats denote Fourier transforms. This has solution
Φ(r, k, τ) =
(σ−1R − 1)
log d
N (r, n, k) Ĥ, N (r, n, k) = In(kr)Kn(kd)− In(kd)Kn(kr)
In(k)Kn(kd)− In(kd)Kn(k) . (6.112)
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Then the tangential contributions are given by
Ez = Eb
(
Aφ
A
0r − FφF0R
) (
φF0RHz
)
= δ1Hz, (6.113)
Eϑ = Eb
(
Aφ
A
0r − FφF0R
) (
φF0RHϑ
)
= δ1Hϑ, (6.114)
where δ1 =
Eb
σR(log d)
2
(
A − FσR
)
. The normal contribution ∇EN is given by
∇EN = ∇Eb
2
(
A
(
φA0 r + φ
A
1 r
)2 − F (φF0 R = φF1 R)2) (6.115)
= 
δ2︷ ︸︸ ︷
Eb
F − Fσ2R
log d
∇
(
φA1 r −
H
log d
)
. (6.116)
Substitution of (6.116) into (6.99), as well as (6.113) and (6.114) into (6.101), and the latter
into equation (6.100) gives
Ht +
1
3
(
H3
)
z
+∇ ·
(
1
3 C˜a
H3∇
(
H +∇2H + δ2
(
φA1 r −
H
log d
))
+
δ1
2
H2∇H
)
= 0. (6.117)
This is a rather general equation; we have studied particular cases of it in [129] and [131]; we
pursue such analyses here.
6.3.1 One dimensional thin-film
We now consider the axisymmetric thin-film case. We have previously published on these results
as Wray et al. [129]. If we ignore azimuthal variations, the evolution equation (6.117) becomes
Hτ +
[
H3
3
(
1 +Hz +Hzzz + δ2
[
LH − 1
log d
Hz
])
+ δ1
H2
2
Hz
]
z
= 0, (6.118)
where the linear operator LH = ∂zφA0r|r=1 is defined by its symbol in Fourier space, i.e.
L̂H =
(
σ−1R − 1
log d
)
ik2
[
I1(k)K0(kd) + I0(kd)K1(k)
I0(k)K0(kd)− I0(kd)K0(k)
]
Ĥ. (6.119)
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We have retained both electrical contributions through the parameters δ1 and δ2. Canonical
scalings for σR, Eb and F can be chosen to keep either of the two terms; for example, with
σR =
σ̂R

, F =
̂F

, Eb =
Êb

, (6.120)
with hat quantities of order one, we obtain to leading order
δ1 = δ̂1 =
Êb
σ̂R(log d)2
(
A − ̂F
σ̂R
)
, δ2 ≈ δ̂2 = ÊbA. (6.121)
With these scalings the term σ−1R in the operator (6.119) is neglected at leading order. If
σR, Eb, A,F are of order one, it is evident that δ2 ≈ 0 and in the nonlinear numerical simulations
we consider such cases with δ1 taking positive or negative values.
Linear stability analysis
Linear properties of (6.118) can be found by writing H = 1 + δH˜, linearizing with respect to
δ, looking for solutions of the form H˜ ∼ eikz+sτ , and calculating the dispersion relation
s(k) = −ik +
(
1
3
+
δ̂1
2
− δ̂2
3 log d
)
k2 − k
4
3
− δ̂2
3 log d
k3
[
I1(k)K0(kd) + I0(kd)K1(k)
I0(k)K0(kd)− I0(kd)K0(k)
]
. (6.122)
The flow is stable/unstable if s1 := Re(s) is negative/positive, respectively. Since δ̂1, δ2 can be
negative, complete stabilisation is possible as illustrated later. When k  1 we find
s1 =
(
1
3
+
δ̂1
2
+
δ̂2
3
(
1
log2 d
− 1
log d
))
k2 − k
4
3
+ δ̂2
(
d2 − 2 log d(1 + log d)− 1
3(log d)3
)
k4 +O (k6) .
(6.123)
Several features emerge from this formula. Since δ̂2 > 0, the leading order contribution of the
normal part of the electric stresses is destabilising if log d < 1, i.e. d < e. The δ̂2k
4 term
in (6.123) is positive for all d > 1 and hence destabilising. A judicious choice of parameters
produces Turing-type stability characteristics, therefore, with a monochromatic disturbance
becoming unstable first as seen in plot (a) of Figure 6.13 (see for example [23] for further
details of this scenario).
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(a) (b)
Figure 6.13: (a) Dispersion curves from the linear stability analysis: d = e, δ̂1 = −1 and
δ̂2 = 2.6, 2.831, 2.9 shown in solid, dashed, dash-dotted lines, respectively. Dotted line has
δ̂1 = −0.5, δ̂2 = 2. (b) Neutral stability curve with the instability regions shaded and δ̂2 = 0.
The well-posedness of (6.118) centres on the large k behaviour of the spectrum. Using standard
symmetry properties of Bessel functions and their asymptotic expansions for large arguments,
we find that for |k|  1
s1 ∼
(
1
3
+
δ̂1
2
− δ̂2
3
)
k2 − k
4
3
+
δ̂2
3 log d
k2|k|, (6.124)
showing that short-wave stability is present. The last term is analogous to a destabilising
Hilbert transform operator proportional to ∂3xH as was found by Tseluiko & Papageorgiou
[119] in electrified planar falling films. This is not surprising since short waves do not ‘feel’ the
cylinder curvature, to leading order.
In the absence of the normal component of the electric field we take δ̂2 ≡ 0 in (6.122). Either
complete stabilisation or a finite band of unstable wave numbers is found with cutoff given by
k0 = (1+3δ1/2)
1/2. The most unstable mode is k1 = (1/2)(2+3δ1)
1/2 with corresponding growth
rate s1(k1) =
1
48
(2 + 3δ1)
2. This also tells us that complete stability is achieved exactly when
δ1 < −23 . Typical results are summarised in plot (b) of Figure 6.13 which depicts the neutral
stability characteristics as δ̂1 is varied. The shaded regions above the curve are unstable and
those below stable. It is seen that a sufficiently negative δ̂1 offers complete stabilisation and
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the band of instability increases as δ̂1 increases.
Numerical simulations of the evolution equations
The model equation (6.118) has been simulated numerically in the case where the normal
electric field contributions may be neglected by setting δ2 = 0. We work with
Hτ +
[
H3
3
(δ3 +Hz +Hzzz) + δ1
H2
2
Hz
]
z
= 0, (6.125)
which has the advantage of reducing to (6.118) when δ3 = 1 and to the thin film equation of
Hammond [48] when δ3 = δ1 = 0. Physically, δ3 6= 0 represents the presence of a gravitational
component along the flow direction and hence the generation of a shear flow. In addition, if
δ3 = 1 and δ1 = 0 equation (6.125) reduces to the equation derived by Frenkel et al. [39], and
in what follows we present results on electric field modifications of that flow. Equation (6.125)
was solved numerically using a collocation method based on finite-differences and variable time-
stepping schemes using the method of lines and Gear’s method (Keast & Muir [55]). At the inlet
and outlet we imposed H = 1, Hzzz = 0 and we focussed on the evolution away from the ends, so
the effects of these conditions were limited. Initial conditions were a random series of Gaussian
perturbations with amplitudes in the range (−0.3, 0.3) and of varying widths, and decaying
sinusoidal perturbations with amplitudes in the same range. Normally, 5000 collocation points
were used over a domain length of 500.
The code was verified by making extensive comparisons between numerical solutions and analyt-
ical linear ones, valid initially and for small enough perturbation amplitudes. The exponentially
growing amplification factors were in excellent agreement for a range of parameters verifying
the accuracy of the code. In addition, we monitored mass conservation (equation (6.125) is
in conservative form and integration in space yields ∂τ
(∫
H(z, τ)dz
)
= 0), over the duration
of a run and found it to hold to within truncation and round-off errors. Typical results
when δ3 = 1 are given in Figure 6.14 for three different values of δ1 = −2, 0, 1/4. The top
row depicts the growth rate s1 versus the wavenumber k starting with δ1 = −2 on the left,
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Figure 6.14: Dispersion curves and respective transient simulations with matching initial con-
ditions (where lighter colours correspond to peaks/higher values of h) for δ1 = −2 (stabilising
electric field, left), δ1 = 0 (electrically passive; centre) and δ1 = 1/4 (destabilising electric field,
right), for 0 ≤ τ ≤ 50.
Figure 6.15: Plots of the interface at final time (τ = 50) for δ1 = 0 (solid line) and δ1 = 0.25
(dashed line).
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0 in the centre, and 1/4 on the right. It can be seen from these plots that the parameters
are chosen so that the electric field is stabilising (δ1 = −2) or destabilising (δ1 = 1/4), with
the non-electrified but linearly unstable state in the middle. The transient numerical solutions
are shown in the corresponding panels directly below the stability plots. The solutions are
depicted as z − τ plots with time on the horizontal axis and spatial coordinate on the vertical
axis. The initial perturbations were chosen to be small amplitude elevations represented by
Gaussians and centred at different points along vertical axis of the cylinder - in the examples of
Figure 6.14 we have four such concentrated wave-packets in the upper half of the domain and
four in the middle. Different runs with various initial conditions were also tested with similar
results to the ones reported here. The solution is represented as a relief plot with dark/light
regions corresponding to interfacial depressions/elevations. When the flow is linearly stable the
amplitude of the imposed perturbation is seen to decay after a sufficiently long time, whereas
the unstable cases δ1 = 0, 1/4 produce coherent structures in the form of modulated nonlinear
travelling waves. There is coalescence and splitting of wave-fronts and we have established
that the effect of a destabilising electric field is to augment such events, produce higher am-
plitude travelling wave structures, and cause a spreading of the wavefronts compared to the
non-electrified case (this can be seen from the final profiles superimposed in Figure 6.15). For
completeness we show in Figure 6.15 the final computed profiles for δ1 = 0 (solid line) and
δ1 = 1/4 (dashed line) corresponding to the rightmost profiles in the middle and right panels
of Figure 6.14. As can be seen, the effect of the electric field is to increase the amplitude of
the nonlinear travelling waves. In all cases where the flow is linearly unstable, the interfacial
amplitudes grow according to linear theory initially, with gravity simply providing an advective
contribution; when the amplitudes become sufficiently large but still small enough for a weakly
nonlinearisation to hold, the evolution is governed by a Kuramoto-Sivashinsky type equation
and hence a nonlinear saturation is reached. Fully nonlinear solutions emerge beyond this stage
since we are simulating equation (6.125). Our simulations indicate a nonlinear regularisation
in the sense that no blow-up or touchdown is observed.
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6.3.2 Two dimensional thin-film
We have already published on this material as [131]. The evolution equation (6.117) at leading
order becomes
Ht +
1
3
(
H3
)
z
+∇ ·
(
1
3 C˜a
H3∇ (H +∇2H)+ δ
2
H2∇H
)
= 0, (6.126)
where the suffix has been dropped on δ1 as it is the only parameter considered for the rest of this
Section. This is the evolution equation that we shall analyse in the remainder of the Section.
We note that the role of C˜a is well understood having been studied extensively elsewhere [56]
and so for our purposes here we make the canonical choice C˜a = 1. The results we present
are expected to extend naturally for other values of C˜a and indeed this has been the case in
additional representative calculations which we have performed. Note also that this equation
is a generalisation of several existing equations in the literature. For δ = 0, the equation of
[39] is recovered. If both δ = 0 and the gravitational term (H3)z /3 are removed, the equations
studied by [48] and [64] are recovered.
Results
Equation (6.126) is linearised using normal modes, H − 1 ∼ ei(kz+nϑ)eσt, to give
σ + ik − 1
3
(
k2 + n2
) [(
1 +
3δ
2
)
− (n2 + k2)] = 0, (6.127)
where σ is the (complex) temporal growth rate, and k and n are the (real) disturbance wavenum-
bers in the axial and azimuthal directions, respectively. It is noted that n may only take integer
values. The wavenumbers associated with the cutoff, kc, and most dangerous mode, kmax, are
given by
kc =
(
1 +
3
2
δ − n2
)1/2
, kmax =
(
1
2
+
3
4
δ − n2
)1/2
. (6.128)
In the electrically passive case, δ = 0, the only non-axisymmetric mode that is supported is
the axially uniform k = 0, n = 1 mode. This is due to the assumption that the film is thin
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Figure 6.16: Neutral stability curves in the k − δ plane for different n values, where k and
n are the axial and azimuthal wavenumbers respectively, and δ is a dimensionless parameter
governing the significance of the electrostatic contribution to tangential stress at the interface.
relative to the radius of the cylinder, and the fact that inertial effects have been neglected,
and is in line with the results of [39]. This is of course in contrast to the planar case where
spanwise instabilities exist in the absence of electric fields; a limit which can be recovered in
other cylindrical regimes [94, 108]. For δ > 0, kc is strictly positive for 1 +
3
2
δ > n2 so that
higher non-axisymmetric modes (n ≥ 1) can be supported. Figure 6.16 shows the dependence
of kc on δ with n varying incrementally. Inspection of this figure reveals that increasing δ leads
to an increase in kc, and is thus destabilising. It is also seen that for fixed kc, increasing δ
promotes the formation of non-axisymmetric modes of higher n. This is because increasing
δ constitutes imposing a destabilising interfacial isotropic shear stress due to the variation in
electric fields across the interface. We turn to the nonlinear two-dimensional simulations next.
In order to solve equation (6.126) numerically we have used the schemes described in Appendix
D.2.
A parametric study has been performed for −1 ≤ δ ≤ 2.5 on a periodic domain with (z, ϑ) ∈
[0, 30)× [0, 2pi). The simulations are initially seeded with random noise on H in their spectrum.
Computations have been repeated multiple times for different random initial values to ensure
validity. Our interest is now two-fold: firstly, to explore the non-axisymmetric structures which
are expected for δ > 0. Secondly, we are interested in the augmentation or suppression of heat
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and mass transfer, particularly via the effect of the value of δ on the total free interfacial area.
At each time step, the energy norm ||H||22 =
∫ ∫
H2 dϑ dz, the interfacial area and the Fourier
spectrum are computed. In all computations, either an axisymmetric perfectly cylindrical
state or non-uniform travelling waves are found to emerge, with both cases determined by
the emergence of a constant value of ||H||2. Generically, the system has been found to settle
down to the following attractors: i) a flat state (δ < −2/3); ii) axisymmetric travelling waves
(−2/3 < δ ≤ 0) such as the double/triple crest solutions given in Figure 6.17; or iii) non-
axisymmetric travelling waves (δ > 0) such as the single/double drop solutions given in Figures
6.17,6.18 and 6.19. In all cases, travelling waves eventually propagate in a purely axial direction.
Note that cases i) and ii) are in-line with linear theory predictions and have been observed
previously in the above axisymmetric calculations.
In order to analyse the nonlinear behaviour of the system, and to examine the degree of non-
axisymmetry exhibited by the structures that arise, we need an appropriate metric. Thus we
consider the energy distribution amongst the modes of the Fourier spectrum of the structures
formed (in a similar manner to [99]). In particular, by analogy with linear theory, we consider
a ‘nonlinear cutoff wavenumber’ kc (δ, n) defined as follows. At a late time where the system is
a nonlinear travelling wave, we define
Emax := max
k,n
∣∣∣hˆk,n∣∣∣ = ∣∣∣hˆk0,n0∣∣∣ , (6.129)
where hˆk,n are the values of the discrete Fourier modes corresponding to the shape of the
interface, i.e. H (z, ϑ, t) =
∑∑
k,n hˆk,n(t)e
ikzeinϑ. Then for a given n and δ, kc is the greatest
k for which the associated mode exceeds 5% of this value:
kc (δ, n) = max|hˆk|>Emax/20
k, (6.130)
so that for a given azimuthal wavenumber n, kc is the last axisymmetric wavenumber k with
a ‘significant’ energy. This is independent of t once a travelling wave state has been reached.
For successive azimuthal wavenumbers n, these values kc are plotted in Figure 6.20 as crosses.
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Figure 6.17: Left: Increase in free surface area S. Right: Total flux Jtot for Θ = 1, K = 0.2.
Dashed lines correspond, bottom to top, to double-, triple- and quadruple-crest one-dimensional
solutions. Solid lines, bottom to top by end point, correspond to single- and double-drop
solutions. Insets correspond to the crosses on the respective branches.
Figure 6.18: A two-drop travelling wave for δ = 2.5.
Note that kc can only take discrete values as we are solving on a finite periodic domain. By
analogy with the characteristic polynomials in (6.128), least-squares fitting is then used on the
two-parameter parabola a0 + a2k
2 to infer the appropriate smooth dependence of kc on n and
δ. The appropriate regions are then shaded and labelled to indicate the nonlinearly unstable
modes. The dashed lines are the fastest growing modes as predicted by linear theory. It can be
seen that the linear predictions are qualitatively preserved into the nonlinear regime, giving rise
to increasingly non-axisymmetric disturbances as the value of δ is increased. Due to nonlinear
effects, higher modes are destabilised faster than predicted by linear theory. This results in
more complex shapes, potentially giving rise to a greater surface area.
An example of a two-drop travelling wave is given in Figure 6.18 for δ = 2.5. To examine
the drops that arise in more detail, we give slices through a single drop in Figure 6.19. It is
observed from the cross-stream slices that the drops are symmetric about their highest point,
exhibiting thinning at the antipodal point of the surface of the cylinder. The streamwise slices
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Figure 6.19: Slices through the single-drop configuration depicted inset, right, in Figure
6.17, left: transverse slices for z = 13.96, 14.46, . . . , 17.96, right: streamwise slices for
ϑ = 0, pi/10, . . . , pi.
Figure 6.20: Energy distribution comparison between linear and nonlinear modes. Left: single
drop configuration (see Figures 6.17 & 6.19), right: two drops (see Figure 6.18). Crosses
correspond to nonlinear cutoff wavenumbers as prescribed in equation (6.130), with shaded
regions fitted to these points to indicate regions of instability. Dashed lines correspond to the
most unstable wavenumbers as predicted by linear theory.
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exhibit profiles similar to those found in the one-dimensional case, including the presence of
preceding capillary ripples.
We also find that there is a strong dependence of free surface area on the value of δ, where the
surface area A is given by
A =
∫∫ [
1 +
h2ϑ
h2
+ h2z
]1/2
hdϑdz = 2piL
(
1 + +
2
2
)
+
2
2
∫∫
H2z +H
2
ϑ −H2dzdϑ+O
(
3
)
,
(6.131)
where L = 30 is the length of the domain. The variation in the free surface area relative to the
undisturbed state is thus given by 2S/2 where S =
∫∫
1 +H2z +H
2
ϑ −H2dzdϑ.
We also consider the instantaneous thermal flux J that would be exhibited by these traveling
waves if the inner cylinder were heated. Following Burelbach et al. [13], the conduction dom-
inated temperature field T satisfies TRR = 0 at leading order, subject to an energy balance
J = −TR, and the wall condition T = Θ, where Θ is a dimensionless quantity represent-
ing the departure of the wall temperature from the equilibrium saturation temperature. The
problem is closed by a constitutive condition, T |R=H = KJ where K measures the degree of
non-equilibrium at the interface. Upon solving these equations, we find that T = Θ − JR, so
that J = Θ/ (K +H). The total flux Jtot is thus
Jtot =
∫∫
J
[
1 +
h2ϑ
h2
+ h2z
]1/2
hdϑdz = 2piLΘ
∫∫
1
K +H
dzdϑ+O () . (6.132)
The values of S and Jtot produced are plotted in Figure 6.17. The results of 1D simulations,
which are unstable to spanwise perturbations for δ > 0, are plotted as dashed lines, while the
results of 2D simulations are plotted as solid lines. It is observed that for intermediate values of
δ surface area may be reduced. However, for higher values of δ, and especially for configurations
with more droplets/crests (which will naturally be favoured by higher values of δ), an increase
in surface area is observed. It is also seen that increasing δ increases the value of Jtot, as the
electric field drives the film to drainage resulting in larger thin regions, allowing greater thermal
flux.
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6.4 Recovery of models from generalised solution
We have previously seen (§4.2) that the hydrodynamic part of (6.117) can be recovered from
the equations presented in Chapter 3. We now recover (6.53) and (6.54), demonstrating the
versatility of the method. We also note that as corollaries, the equations described in Sections
6.2.1 - 6.2.1 are also special cases. Therefore we identify the co-ordinate x1 with the axial
direction z and the co-ordinate x2 with the azimuthal direction θ. Then the curvatures are
given by k1 = 0 and k2 = −1/α while the substrate scale factors are given by m1 = 1 and
m2 = α. We allow gravity to be in the x1 direction. Then we find that
h1 = 1, h2 = α + y. (6.133)
Substitution into (3.92) gives
φF (r, z, t) = cF (z, t) log(r/α), φ
A(r, z, t) = φD(z, t) + cA(z, t) log(r/d). (6.134)
Meanwhile we find that substitution into (3.44) and making the substitution η = S − α gives
u1 = −1
4
(κz − 1)
(
α2 − r2 + 2S2 log(r/α))− EbqGS log(r/α). (6.135)
where
G(z, t) = [cF log(S/α)]z. (6.136)
This gives exactly (6.53)-(6.54).
6.5 Concluding remarks
The behaviour of a leaky dielectric fluid coating the surface of a vertical cylinder has been
analysed in both the linear and nonlinear regime in order to study and classify the complex
dynamical behaviour in such flows. An electric field is imposed by surrounding the system
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by a second concentric cylinder that acts as an outer electrode. Both constant and spatially-
varying voltage potentials applied to the outer electrode have been considered. The region
between the outer electrode and the liquid surface is taken to be a leaky dielectric gas that is
hydrodynamically passive (a surrounding fluid can be dealt with using our methods but the
resulting systems are more complicated and are left for future study).
In Section 6.2 an asymptotic long-wave expansion was used order to derive canonical nonlinear
models that retain all important physical effects (viscous and electric stresses, and capillary
forces). The electrostatic problem also incorporates the effects of ion conduction in the bulk as
well as charge evolution due to surface convection and dilation. Our evolution equations are
more tractable analytically and numerically than the full system and enable us to carry out
extensive parametric studies in the form of numerical experiments.
The validity of the long-wave approximation has been given much consideration. The retention
of the axial curvature term, while strictly of second-order, was validated through an extensive
linear stability study and parametric comparison of the full Stokes/electrostatic equations. This
demonstrated good agreement when the electric field strength is not too high, and the outer
electrode radius d is not too great. Such restrictions can be anticipated and the results identify
physically relevant parameter ranges that can be explored nonlinearly using the models.
We have also carried out a full investigation of the nonlinear behaviour of the evolution equa-
tions derived. Four canonical characteristic behaviours are observed as parameters vary. As the
liquid permittivity F or the electric capillary number Eb increase, the following distinct states
emerge: (i) formation of droplets and complex interactions between them (e.g. merging); (ii)
nonlinear steady-state traveling waves; (iii) a window of complete stabilisation supporting uni-
form cylindrical shapes; (iv) formation of finite-time singularities (cusped interfacial touchdown
and charge blow-up). This is in contrast to the electrically passive case where the attractors (iii)
and (iv) are never exhibited. A parametric study of traveling waves in the physically relevant
high conductivity limit was given, and the singular touchdown situation was investigated.
It has been demonstrated that the use of electric fields can afford significant control over the
behaviour of these fluids, both in suppressing the natural instability in cylindrical flows due
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to azimuthal curvature, but also in inducing and stabilsing coherent structures in the fluid.
Figure 6.7 demonstrates how this control can be implemented by varying the potential on the
outer cylindrical electrode spatially. In this example the applied voltage potential in the upper
half of the surrounding electrode is selected to enhance instability, whereas the potential on
the lower half is such that it drives the system into the stability window, region (iii) mentioned
above. As a result, the oncoming complex droplet dynamics are completely stabilised.
In Section 6.3 we have applied a gradient expansion to the Navier-Stokes equations in order
derive a nonaxisymmetric, nonlinear evolution equation for thin film flow on the surface of a
cylinder in the presence of electrostatic effects. In particular, by allowing the outer electrode to
be ‘far’ from the inner cylinder, we have investigated a regime that is inaccessible to standard
long-wave techniques but is nevertheless solvable in the framework we have presented.
In Section 6.3.1 we have derived an axisymmetric variant of the thin-film equation. This
evolution equation retains the competing effects of shear, inertial destabilisation, capillary
stabilisation and electrostatic contributions that affect the stability and ultimate nonlinear
development of the flow. The first electrostatic contribution is due to the electrical Maxwell
stresses in the normal direction and contains nonlocal destabilising and local stabilising terms,
while the tangential contribution competes directly with the inertial destabilisation term. In
the absence of an electric field the flow is generically unstable and produces nonlinear travelling
wave structures among a host of dynamical phenomena. We have shown analytically that the
electric field can completely stabilise the flow or enhance its instability. Nonlinear computations
were carried out showing that we can utilise the electric field to drive the flow to rest or to
increase the amplitude of the nonlinear travelling wave structures that emerge.
In Section 6.3.2 we have examined the leading order of the nonaxisymmetric equation where the
nonlocal do not enter. The introduction of electric fields through a potential difference between
the electrodes induces coarsening into non-axisymmetric disturbances. These typically take the
form of ‘drops’ as seen in Figure 6.18. We have thus demonstrated that the common assumption
of axisymmetry is not necessarily valid when additional physical effects are incorporated.
We have shown the nonlinear dependence of the shape of the interface on the value of δ =
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Eb
σR(log d)
2
(
A − FσR
)
, demonstrating that although linear theory is indicative of the behaviours
that might occur, the full picture is only given by full numerical computations. We have
also shown that the system generically exhibits travelling waves. The interfacial area and the
thermal flux associated with interfacial heat are critically dependent on the value of δ. This
dependence has been studied parametrically and compared to the more limited predictions given
by linear theory and one-dimensional calculations. We note that the interfacial area can be
increased for sufficiently large values of δ, whereas the thermal flux increases monotonically with
δ. This study has demonstrated the potential for using electric fields to control the behaviour
of interfacial flows, and the intensification of associated transport rates.
Finally, we have demonstrated the power of the approach used in Chapter 3 in Section 6.4 by
re-deriving (6.53)-(6.54) very simply in a couple of lines.
The type of active control exhibited here that enables switching between enhanced or suppressed
interfacial turbulence should have many potential applications in heat and mass transfer tech-
nologies [24, 25, 37]
Chapter 7
Conclusions and future work
7.1 Conclusions
This dissertation focuses on the low-order modelling of film flows under the effects of electric
fields.
We began by deriving the general equations for such flows in an arbitrary geometry in §3. This
was done explicitly at leading order, and in integral form at second order. We demonstrated that
this long-wave approach holds the potential for significantly improving the range of applicability
of existing models, even in geometries where, strictly speaking, the long-wave equation may be
called into question. This has a wealth of potential ramifications: we are no longer necessarily
constrained to work purely within the realms of thin films, and stand to actually be able to
model thick films. However, there is significant work ahead to validate the extent of this. As
has been seen throughout, the rather general nature of these governing equations also means
that specific cases in particular geometries can be recovered with ease.
In §5 we discussed the important prototypical case of planar flow on an incline. While this
geometry has previously been studied quite closely in the electrically passive case, the incor-
poration of electrostatic effects is of a significant degree of interest. On an intrinsic basis, the
derivation of the resultant low-order model deviates somewhat from previous studies, especially
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in application of the boundary conditions. What is more, nonlinear computation of the low
order model itself proves to be a little different to existing studies thanks to not being an initial
value problem in time. It also stands to have significant practical implications both experimen-
tally and industrially as discussed in the introduction. We have shown that the electric fields
can be used to either stabilise or destabilise the film, which we anticipate to have significant
ramifications for the purposes of heat and mass transfer.
We devoted considerable attention in §6 to the study of fibre flows. In particular, we have
demonstrated that our low order models recover the natural Rayleigh-Plateau instability. We
have shown further in both thin-film and long-wave regimes that electric fields can be used to
suppress this instability. We have used comparison to the linearised versions of the full Stokes
equations to validate the long-wave form of the equations. However we have also shown that,
while in the absence of inertial effects, fibre flow is typically unstable only to axisymmetric
disturbances, this is not necessarily the case in the presence of additional effects such as these
electric fields. As a result, it is of the utmost importance that we discover a way to extend our
low-order models into the non-axisymmetric regime even when the film thickness is comparable
to the cylinder radius. We have proposed exactly such a mechanism in Section 4.4: a threefold
mechanism of retaining the full expression for the interfacial curvature, using a long-wave
approximation rather than a thin-film one, and solving to second order using a separation
of variables approach. While further validation is of course required, these early results are
promising.
7.2 Future work
There are many natural extensions to this work which we plan to pursue in the future. The
first is the incorporation of heat and mass transfer effects. Indeed, we have already published
two papers regarding these topics which fall outside the purview of this dissertation [132,
133]. However, these studies are confined to the context of drops on a level plane; there is
also significant interest in studying such transfer effects in film flows in planar and cylindrical
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geometries, as well as on the surface of spinning disks.
Another very significant piece of future modelling, to which we have alluded above, is that
of non-axisymmetric fibre flow. In particular, in the presence of inertial effects we wish to
demonstrate that non-axisymmetric disturbances grow naturally. This would serve as valida-
tion of the applicability of our long-wave modelling, and indeed would allow us to analyse a
significant, previously inaccessible gap in the literature. Such a study will require a variety of
validations, particularly in the form of numerical solution of the full Orr-Sommerfeld problem,
as well as computation of the full Navier-Stokes problem. Both of these are accessible using
the techniques we have described herein.
There are multiple additional canonical geometries that have been studied relatively little due
to their lack of experimental relevance. In particular, flow on the surface of a sphere and a
torus constitute problems of intrinsic interest but which cannot be easily tested experimentally.
Nonetheless it would be interesting to analyse the flow behaviour in such geometries.
Most notably, it would be interesting to see if the remaining flaws of the model described in §3
can be overcome. One particular problem is that the thickness of the film cannot exceed the
radius of curvature of the substrate (when the curve is concave). This constitutes a relatively
serious problem if one wishes to consider, for example, the flow in a corner. We propose that
such limitations can be overcome, however, by allowing the geometry to describe our ‘ambient’
space, but then locate the substrate itself at y = ξ(x1, x2). Studies in such geometries have
already been pursued using the WRIBL model in the situation where the ambient geometry is
planar [47, 76]; however this could easily allow, for example, for the computation of flow on a
corrugated cylinder.
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Full second order model
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Appendix B
Regularised second-order electrostatic
linearisation
The linear stability problem can be posed as a matrix problem
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Appendix C
Axisymmetric Stokes flow stability
matrix
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Appendix D
Numerical methods
A variety of numerical methods have been applied during the course of the work detailed in
this dissertation. We give an account of the salient details that have been used.
D.1 One-dimensional computations
A large number of computations have been performed in 1 spatial dimension. Transient nu-
merical simulations have been performed either using PDECOL (described in §D.1.1) or our
own custom-written codes (described in §D.1.2). Wherever possible, computations have in fact
been performed using both for the purposes of validation. Travelling wave computations have
been performed using our own codes as outlined in §D.1.3. We have found that many of the
systems considered here are very stiff: disparities in problem scales result in extremely small
step-sizes potentially being required to ensure stability of the numerical methods.
D.1.1 EPDCOL
PDECOL [68] is a Fortran-based solver for nonlinear partial differential equations (PDEs). The
matrix solver routines were subsequently updated to greatly improve the overall execution time
in the form of EPDCOL [55]. PDECOL and EPDCOL have been used successfully for the
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solution of many stiff PDE problems, particularly in the context of film flows [34, 69, 122, 124–
126].
EDCOL is predicated on the method of lines: the partial differential equations are reduced to
ordinary differential equations (ODEs) via some form of spatial discretisation. These are then
solved as initial value problems using standard methods for the solution of ODEs. In partic-
ular, EDPCOL uses finite-element collocation in space to project the solution onto piecewise-
polynomial curves, corresponding to cubic splines. Time stepping is then carried out by Gear’s
method [44]; such methods are well-suited to the solutions of stiff PDEs. More details may be
found in Madsen and Sincovec [68] and Keast and Muir [55].
D.1.2 Bespoke transient codes
We found that EPDCOL was not necessarily sufficient for all our needs. First, one is somewhat
restricted in terms of what boundary conditions one may use; for example, working on a
cylinder it was found to be useful to impose periodic boundary conditions in certain situations,
which is not possible in EPDCOL. In addition, it allows for easier personal validation of the
mechanisms at work. Finally, it allowed us to work in C instead of Fortran with which we have
more experience, and which allows for more rapid testing and more robust handling of data.
We built a modular framework predicated on the method of lines which allowed for the use of a
variety of spatial discretisations and time stepping algorithms. We outline the most important
details here.
Spatial discretisation
Two primary methods were used for spatial discretisation: a pseudospectral code based on Fast
Fourier Transforms, and a finite difference code. We give brief details of each here.
Our pseudospectral code performs differentiation in spectral space but multiplications in real
space. Transfer between the two was performed via the use of a Fast Fourier Transform.
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As a result this discretisation method only worked for meshes with uniformly spaced grids.
However, it did allow for dynamic grid refinement with smooth interpolation. The necessity of
such refinement can be discerned by the exhibition of either convergence issues in the Newton
iteration of the appearance of a spectral aberwraytion.
The finite difference method used second order, central difference formulae. The method used
allowed for a nonuniform grid, although this was not used in any of the computations presented
here. Again, this method also allowed for dynamic grid refinement.
Time stepping
A total of five different time stepping mechanisms were prepared. As they are all well-known,
we do not belabour the point but give only brief details here.
The backward Newton’s method and the trapezium rule were both implemented in both fully
implicit and semi-implicit forms. The formed is first order in time, while the latter is sec-
ond order. The implicit methods require the solution of a fully nonlinear problem using a
Newton-Raphson approach. The semi-implicit methods require only the first step of such. The
requisite Jacobians may be provided explicitly, or computed numerically. The Jacobians are
only re-computed as and when necessary (which has particular speed-based ramifications when
they are being computed numerically). For finite differences, the resultant matrices are of a
very characteristic shape that may be solved rapidly using a banded solver together with the
Sherman-Morrison-Woodbury algorithm. As implicit methods, these are expected to be rela-
tively stable; the payoff is the low accuracy and high computation cost. However, for the 1
dimensional problems presented here the computational cost never proved prohibitive.
We also performed some computations using the Runge-Kutta-Fehlberg 45 technique. This less
stable but highly accurate technique is explicit, and has been well-documented elsewhere, for
example by Press et al. [88].
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D.1.3 Travelling wave computations
Travelling wave computations were performed using the spatial discretisation methods above.
Initial guesses were either provided by appropriate guesses of elementary functions, or by the
output of transient numerical simulations. Branches were traced via the use of arc-length
continuation.
D.2 2-dimensional computations
During the course of this work, it was necessary to be able to compute solutions to stiff, two-
dimensional PDEs of the form
∂u
∂t
= F (u, ∂x, ∂y) (D.1)
(see, for example, §6.3.2). It is natural to attempt to solve such problems implicitly. However,
the resultant linear algebra problems often turn out to be prohibitively complex. For example,
if one uses 103 grid points in each of the x and y directions, this gives 106 gridpoints, and
will require the solution of at least one matrix of size 106 × 106 at each grid step (and indeed
larger in the presence of coupled systems). While it is possible to solve such problems using, for
example, a preconditioned conjugate gradient method [64] this too proves rather challenging.
Rather we pursue an Alternating Direction Implicit method or, more correctly, an operator
splitting method based on the ideas of Douglas [31] and Witelski and Bowen [127]. Such
methods have been proven extensively useful in film flows [64, 70, 126, 137].
We give an illustrative example of the method here. Consider the second order backwards
difference formula in time for a variable u at time-step n+ 1 with step size ∆t:
∂u
∂t
∣∣∣∣
n+1
=
3un+1 − 4un + un−1
2∆t
+O (∆t2) . (D.2)
Then by consideration of (D.1), we can write
un+1 − 2
3
∆tF
(
un+1
)
=
4
3
un − 1
3
un−1 +O (∆t3) . (D.3)
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We decompose F into three pseudolinear operators
F = L n+1x u
n+1 +L n+1y u
n+1 +L n+1e u
n+1 (D.4)
as follows: L n+1x,y must contain the highest derivates in x and y respectively (and are recom-
mended to contain all terms that do not contain derivatives of the other variable), which L n+1e
contains all the terms not incorporated into the other two operators. Thus, for example, if
F
(
un+1
)
= ∇ · (u3∇∇2un+1) (D.5)
= ∂x
(
un+1
3
∂x
(
un+1xx + u
n+1
yy
))
+ ∂y
(
un+1
3
∂y
(
un+1xx + u
n+1
yy
))
, (D.6)
then one might take
L n+1x,y (·) = ∂x,y
(
un+1
3
∂3x,y(·)
)
(D.7)
so that
L n+1e (·) = ∂x
(
hn+1
3
∂x∂yy(·)
)
+ ∂y
(
hn+1
3
∂y∂xx(·)
)
. (D.8)
Then one can re-write (D.3) as
(
I − 2
3
∆tL n+1x −
2
3
∆tL n+1y
)
un+1 =
4
3
un − 1
3
un−1 +
2
3
∆tL n+1e u
n+1 +O (∆t2) . (D.9)
Now, we wish to evaluate the right hand side explicitly. We therefore use the second order
linear extrapolation approximation to un+1: u˜n+1 = 2un− un−1 so that u˜n+1 = un+1 +O (∆t2).
With appropriate equivalent modifications to the differential operators, we can write
(
I − 2
3
∆tL n+1x
)(
I − 2
3
∆tL n+1y
)
un+1 = (D.10)
4
3
un − 1
3
un−1 +
2
3
∆tL˜ n+1e u˜
n+1 +
(
2
3
∆t
)2
L n+1x L
n+1
y u˜
n+1 +O (∆t2) .
(D.11)
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Finally, we subtract
(
I − 2
3
∆tL n+1x
) (
I − 2
3
∆tL n+1y
)
u˜n+1 from both sides to find
(
I − 2
3
∆tL n+1x
)(
I − 2
3
∆tL n+1y
)
v = −2
3
(
un − un−1)+ 2
3
∆tF˜
(
u˜n+1
)
, (D.12)
where v = un+1 − u˜n+1. This forms a second order, semi-implicit method. It may be iterated
appropriately to form a fully implicit method. We have also derived an appropriate first order
semi-implicit method. Comparisons of the second-order fully implicit and first-order semi-
implicit have been used for validation.
D.3 Direct numerical simulations
We have developed codes for the direct numerical simulation of the Navier-Stokes equations
and certain variants thereof. As discussed in §2, we do this by rescaling onto a rectangular
domain. In order to demonstrate the method we use, we explain how to solve the second order
boundary layer equations [95]:
δ [ut + uux + vuy] = 1 + uyy − ζhx + hxxx + η
[
2uxx + ∂x
(
ux|y=h
)]
(D.13)
subject to no slip, periodicity at the end ends of the domain, and
uy = η [4hxux − vx] . (D.14)
The problem is closed by the kinematic condition
ht = v − hxu. (D.15)
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D.3.1 Methodology
The first problem is that these reside on a time varying domain making discretisation difficult.
Therefore, as discussed in §2, we rescale
X = x, Y =
y
h
, t = T, (D.16)
as shown schematically in Figure 2.5 to map onto a rectangular domain. Use of the chain rule
gives
∂
∂x
=
∂
∂X
− hXY
h
∂
∂Y
,
∂
∂y
=
1
h
∂
∂Y
,
∂
∂t
=
∂
∂T
− hT
h
Y
∂
∂Y
(D.17)
Second order derivatives are given by
∂2
∂Y 2
=
1
h2
∂2
∂Y 2
(D.18)
∂
∂x2
=
∂
∂X2
− hXXY
h
∂
∂Y
+ 2
h2X
h2
Y
∂
∂Y
− 2hX
h
Y
∂2
∂X∂Y
+
h2X
h2
Y 2
∂2
∂Y 2
(D.19)
D.3.2 Rescaled equations
We consider a couple of specific terms in detail. First, we note that as h = h(x, t), we immedi-
ately have that hxxx = hXXX . Next we have
∂x
(
ux|y=h
)
=
(
∂
∂X
− hXY
h
∂
∂Y
)([
uX − hXY
h
uY
]
Y=1
)
. (D.20)
It is noted that, due to the evaluation at the interface, the ∂Y in the leading bracket is in fact
null, so that the above is equal to
∂
∂X
(
uX − hX
h
uY
)
Y=1
= uXX − hXX
h
uY +
h2X
h2
uY − hX
h
∂X (uY |Y=1) (D.21)
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Then the boundary layer equations (D.13) become
δ
[
uT − hT
h
Y uY + u
(
uX − hX
h
Y uY
)
+ v
uY
h
]
= 1 +
uY Y
h2
− ζhX + hXXX (D.22)
+ η
[
2
(
uXX − hXXY
h
uY + 2
h2X
h2
Y uY − 2hX
h
Y uXY +
h2X
h2
Y 2uY Y
)
(D.23)
+
(
uXX − hXX
h
uY +
h2X
h2
uY − hX
h
uXY
)∣∣∣∣
Y=1
]
(D.24)
subject to
uY
h
= η
[
4hX
(
uX − hX
h
uY
)∣∣∣∣
Y=1
−
(
vX − hX
h
vY
)∣∣∣∣
Y=1
]
. (D.25)
This can best be imposed by re-arranging:
1
h
(
1 + 4ηh2X
)
uY = η
[
4hXuX − vX + hX
h
vY
]
. (D.26)
The vertical velocity v can be obtained as follows:
ux + vy = 0 =⇒ uX − hX
h
Y uY +
vY
h
= 0 =⇒ v(Y ) =
∫ Y
0
hXY uY − huX dY. (D.27)
Finally we impose
hT = v − hXu (D.28)
extrapolated to be evaluated at the interface. We solve this numerically using the trapezium
rule and finite differences.
