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résumé et mots clés
Nous traitons de la mise en correspondance de graphes linéïques, c’est-à-dire de graphes dont les nœuds représentent des
segments caractérisés par leur longueur et leur angle. Un modèle markovien nous permet de considérer le problème comme
un problème d’étiquetage. Le modèle définie est invariant par translation et rotation. 
Cet algorithme est appliqué aux réseaux routiers issus d’une image et d’une base de données cartographique. La mise en
correspondance est effectuée après une étape de chaînage des pixels « routes » extraits de l’image. A l’issue de la mise en
correspondance, une étape de qualification des appariements obtenus permet à la fois de calculer une matrice de  recala-
ge et d’interpréter les résultats en vue d’une mise à jour  cartographique.
Mise en correspondance de graphes, Champs de Markov sur graphes, Validation automatique, Images SPOT, Cartographie,
Réseaux routiers.
1. introduction
Dans cet article, nous abordons le problème de la mise en cor-
respondance de deux réseaux linéïques. Ces réseaux sont sup-
posés représenter une même réalité mais ils sont issus de deux
sources de données exogènes. Nous supposons que les caracté-
ristiques des réseaux sont données par les différents points de
branchement (angles entre les branches d’un même point et dis-
tance entre deux points de branchements) et les points de  chan-
gement d’orientation. Le réseau est donc ici symbolisé par un
ensemble de segments. Nous adoptons une représentation par
graphe pour  laquelle chaque nœuds représente un segment et
chaque arête symbolise la connexité entre deux segments.
L’exogénité des données nous a amenés à utiliser le segment
comme unité de représentation car le tracé linéïque peut ne pas
être fiable. La mise en correspondance des deux réseaux est
donc effectuée par la mise en correspondance des deux graphes.
La mise en correspondance de graphes a été abordée sous plu-
sieurs angles suivant les contraintes du problème traité.  Etant
donnés deux ensembles C1 et C2 de primitives, la mise en cor-
respondance consiste à déterminer la partie de C1 × C2 qui
satisfait au mieux un certain  nombre de critères. La plupart des
problèmes abordés en traitement d’image permettent des restric-
tions pour la recherche du meilleur ensemble d’appariements
(un appariement étant un couple (c1, c2) , avec c1 ∈ C1 et
c2 ∈ C2 ). La principale contrainte rencontrée est l’unicité. En
effet, une primitive ne peut être appariée qu’une seule fois. La
mise en correspondance revient alors à trouver un isomorphisme
entre les deux ensembles de primitives. Cependant, dans notre
cas, nous considérons la possibilité de données incomplètes
et/ou erronées dans les réseaux.
De façon générale, l’ensemble des appariements retenus doit
vérifier deux propriétés. Premièrement, deux primitives appa-
riées doivent disposer de caractéristiques similaires (ressem-
blance mesurée par une distance entre les primitives). Ensuite,
l’ensemble des appariements doit être globalement cohérent
(cohérence des angles et des longueurs dans notre  cas).
La notion de graphe d’association est à l’origine de plusieurs
approches. A partir des deux graphes d’adjacence représentant
respectivement les deux jeux de données, un graphe d’associa-
tion formé des appariements des différentes primitives est
construit. A chaque nœud du graphe est alors associé un vecteur
d’attributs donnant les caractéristiques de la primitive corres-
pondante. Cette précision permet la définition d’une distance
entre les primitives et donc donne une mesure de cohérence des
appariements.
Le graphe d’association représente tous les appariements pos-
sibles entre les nœuds des deux graphes. Il est donc nécessaire
de trouver le meilleur jeu d’appariements pour obtenir la mise
en correspondance optimale. C’est donc un problème d’optimi-
sation. La meilleure mise en correspondance des deux graphes
est obtenue par la recherche, dans le graphe d’association
construit, du plus grand sous-graphe complet c’est-à-dire de la
plus grande clique maximale. 
Nous considérons ici deux graphes incomplets. D’autre part,
nous cherchons plus à étiqueter un graphe sur un second, consi-
déré comme graphe de référence, qu’une simple mise en corres-
pondance. Notre problème n’est donc pas symétrique. Pour
modéliser les données manquantes, nous reprenons la solution
proposée dans [7] qui consiste à ajouter au graphe un nœud vir-
tuel appelé nœud vide (ou nœud nul).
Le nombre de nœuds du graphe d’association s’élève à N ×M
où M et N sont les nombres de nœuds des deux graphes à
mettre en correspondance. Dans un problème de télédétection, le
nombre de primitives est important, le graphe d’association est
donc très lourd à gérer. La recherche de composante connexe
maximale est alors  très coûteuse en temps de calcul.
Des méthodes efficaces de recherche sous contrainte d’une solu-
tion ont été proposées en vision par ordinateur en s’appuyant sur
une stratégie de prédiction et vérification d’hypothèses. Il s’agit
d’émettre des hypothèses d’appariement, puis de chercher les
appariements compatibles avec celui de départ. Ce travail se fait
de façon itérative jusqu’à obtenir un jeu d’appariements stables.
La méthode utilisée par G. Medioni et R. Nevatia dans [8]
consiste à mettre en correspondance les segments (segments de
contours par exemple) en contraignant les appariements pos-
sibles afin de préserver les relations géométriques. Cette métho-
de considère un jeu de données comme des labels et l’autre
comme les objets à étiqueter. La mise en correspondance est
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alors fondée sur un algorithme de relaxation discrète qui permet
de parcourir toutes les configurations possibles et de déterminer
la meilleure. 
N. Ayache et B. Faverjon présentent une solution au problème de
la mise en correspondance d’images stéréoscopiques dans [3]
qui utilise une description des images par un graphe de segments
de contours et une technique d’appariement par prédiction et
propagation d’hypothèses. Ils utilisent des contraintes géomé-
triques ainsi que des contraintes de continuité. Un algorithme de
relaxation permet la propagation des hypothèses jusqu’à l’ob-
tention d’un appariement optimal.
De même dans [7], la mise en correspondance est basée sur la
structure géométrique du réseau. Une estimation de la probabi-
lité d’obtenir tel ou tel appariement permet de mesurer la com-
patibilité de ces derniers entre eux. La mesure de cohérence ne
se fait pas sur le graphe entier mais seulement de manière loca-
le, sur un  voisinage. Une méthode de relaxation discrète permet
de propager les hypothèses et de déterminer la mise en corres-
pondance. Une reconfiguration des graphes intervient avec
insertion ou enlèvement de nœuds. La solution donnée est donc
une mise en correspondance active qui restructure les jeux de
données les uns en fonction des autres.
Ces méthodes sont indiquées dans des problèmes de mise en cor-
respondance complète c’est-à-dire où les données d’une source
sont toutes censées se retrouver dans l’autre jeu de données.
Pour finir, la mise en correspondance d’images peut être effec-
tuée sur la base d’invariants géométriques (angles entre seg-
ments, rapports entre distances,...) qui caractérisent les configu-
rations autant des points que des lignes de l’image. Ces
méthodes peuvent être utilisées dans le cas d’objets en mouve-
ment [6]. Nous avons orienté notre modèle de mise en corres-
pondance sur l’invariance de quantités géométriques caractéris-
tiques d’un réseau routier. 
Pour traiter le cas des données manquantes et la dissymétrie  du
problème, nous nous sommes orientés vers la définition d’une
fonctionnelle définissant l’étiquetage d’un  graphe (graphe de
départ) sur un second (graphe d’arrivée). Cette fonctionnelle
intégre des contraintes a priori sur le résultat et un terme d’at-
tache aux données pour fonder l’étiquetage sur la cohérence des
deux réseaux. Le formalisme markovien nous permet une sou-
plesse de modélisation et l’utilisation d’un algorithme de recuit
simulé pour minimiser la fonctionnelle.
L’approche adoptée est donc une approche bayésienne fondée
sur les champs de Markov. Les variables aléatoires sont consti-
tuées des nœuds du graphe de départ et l’espace des états des
nœuds du graphe d’arrivée. La modélisation markovienne sur
graphe a permis de développer des algorithmes de segmentation
[4], d’extraction  de réseaux routiers [11] ou encore de recon-
naissance d’objets polygonaux [9]. Dans ce dernier travail, les
variables aléatoires représentent des segments comme pour
notre modèle et les potentiels d’interaction permettent de
contraindre les  angles entre segments adjacents. 
Dans le paragraphe 2, nous décrivons le modèle proposé d’éti-
quetage d’un graphe sur l’autre. Le paragraphe 3 développe une
application concernant la mise en correspondance de réseaux
routiers extraits d’une image SPOT et d’une base de données
cartographique. Une étape d’analyse et de qualification automa-
tique de la mise en correspondance permet d’améliorer le reca-
lage des données dans un premier temps et d’interpréter le résul-
tat dans un second temps, en vue d’améliorer la précision des
données cartographiques et d’une éventuelle mise à jour. Nous
montrons ensuite des résultats sur des données réelles puis nous
concluons dans le paragraphe 5.
2. mise 
en correspondance
de réseaux linéïques
Nous considérons deux réseaux linéïques définis par un
ensemble de segments. Ces réseaux sont représentés par des
graphes. A chaque segment est associé un nœud dont les attributs
sont  la longueur et l’orientation du segment. Un arc est présent
entre deux nœuds lorsque les segments correspondants sont
connexes. La mise en correspondance est effectuée en considé-
rant les nœuds du graphe de départ D = {di} comme des
variables aléatoires prenant leurs valeurs dans l’ensemble des éti-
quettes définies par les nœuds du graphe d’arrivée A = {aj} . Un
label nul, connecté avec aucun autre, est ajouté au graphe d’arri-
vée pour permettre le non appariement des nœuds du graphe de
départ (données manquantes dans le graphe d’arrivée). Notons
que les données manquantes du graphe de départ sont représen-
tées par les étiquettes non affectées du graphe d’arrivée.
2.1. un modèle markovien invariant
par déplacements
Nous considérons un champ markovien sur le graphe constitué
par l’ensemble de départ. Nous pouvons donc écrire la distribu-
tion sous la forme d’une distribution de Gibbs [1, 2, 5] :
P (di, i = 1...nd) =
1
Z
exp− U(di, i = 1, ...nd)
=
1
Z
exp−
∑
c∈C
Vc(di, i ∈ c)
(1)
où Z est la fonction de partition (constante de normalisation), U
la fonction d’énergie et Vc sont les fonctions potentiel. C est
l’ensemble des cliques c .
Pour définir les potentiels, nous considérons une notion de voi-
sinage sur les deux graphes :
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Définition 1 : Deux nœuds sont voisins si la distance entre les
deux extrémités les plus proches des segments associés est
inférieure à un seuil dV (en pratique dV = 6 pixels pour notre
application). 
Le choix de dV = 1 permet de s’affranchir de certaines discon-
tinuités issues de l’extraction des lignes et de mieux définir la
structure géométrique du réseau.
On note ad = ad′ si les labels ad et ad′ des nœuds du graphe de
départ sont égaux, ad  ad′ s’ils sont voisins au sens de la défi-
nition 1 et ad = ad′ s’ils  ne sont pas voisins. Dans ces trois cas,
on considère que ad et ad′ sont différents du label ∅ .
Les potentiels sont définis comme suit :
V (1)c (ad, ad′) =


α1 × g(θ(d, d′)− π) si as = ad′
α2 × g(|θ(d, d′)− θ0(ad, ad′)|) si ad  ad′
α3 si ad = ad′
α4 si ad = ∅ ou ad′ = ∅
où θ(d, d′) est l’angle entre les deux segments  d et d′ du
graphe de départ et θ0(ad, ad′) est l’angle entre les deux seg-
ments  ad et ad′ du graphe d’arrivée. Ces définitions d’angle ne
sont valables qu’entre des primitives voisines au sens de la défi-
nition 1. Les angles sont considérés entre les segments orientés
en considérant leur point commun comme origine.
La fonction g (cf. Figure 1), permettant d’introduire la contrain-
te d’angle dans les potentiels, doit vérifier les propriétés sui-
vantes :
– définie sur [−2π, 2π] ,
– convexe,
– décroissante sur [−2π, 0] et croissante sur [0, 2π] car on
veut favoriser les angles tels que θ(d, d′) = π si les labels
sont identiques et θ(d, d′) = θ0(ad, ad′) pour des labels
voisins. 
La rapidité de la décroissance va permettre de fixer le seuil de
tolérance entre les angles. En effet, une décroissance lente vers 0
favorise un plus large intervalle, alors qu’une décroissance rapi-
de permet de mieux focaliser sur l’angle nul et donc d’être plus
sélectif  dans le choix des appariements. En revanche, prendre
une fonction trop  sélective revient à éliminer toute variation
entre les deux réseaux et donc ne permet pas de tenir compte de
la variabilité des données de type exogène.
Il faut remarquer que les angles associés aux primitives ne sont
fiables que si la longueur de ces primitives est suffisante. Nous
avons choisi de ne prendre en compte les angles que si la lon-
gueur des primitives est supérieure à un seuil, en l’occurrence
dV-2. Dans le cas où l’angle n’est pas valide, les potentiels sont :
.V (2)c (ad, ad′) =


−α1 si ad = ad′ et si d et d′
ne sont pas se´pare´s par un point
de bifurcation du re´seau
α2 si ad  ad′ et si θ(d, d′)
est non valide
α3 si ad  ad′ et si θ0(ad, ad′)
est non valide
0 sinon
On complète ce modèle avec un potentiel défini sur un voisina-
ge d’ordre 2. Il a pour objectif d’éviter des configurations entraî-
nant une rupture de continuité pour un label. Soient d, d′, d′′ tels
que d  d′ et d′  d′′ :
V (3)c (ad, ad′ , ad′′) =
{
β si ad′ = ad′′ et ad = ad′
0 sinon
2.1.1. potentiel sur les longueurs
Pour compléter le modèle et le rendre plus robuste, on doit tenir
compte de la longueur des segments appariés. En effet, la lon-
gueur totale prise par un label sur le graphe de départ doit être
proche de sa longueur sur le graphe d’arrivée. Nous supposons
donc ici que les deux réseaux sont à la même échelle. Le poten-
tiel tenant compte de cette contrainte n’est pas markovien car il
dépend de la configuration de toutes les primitives et pas seule-
ment de la configuration sur un voisinage, en revanche nous
conservons le formalisme des champs de Gibbs.
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Figure 1. – Fonctions g plus ou moins sélectives (g(x) = 4× x
2
π2
− 1 et
g(x) = 12× x
2
π2
− 1 )
Notons l(d) la longueur de la primitive d du graphe de départ.
l(a) est la longueur du segment du graphe d’arrivée correspon-
dant au label a . L’énergie issue de ce terme est :
V (4) =
∑
a(labels)

 ∑
d(sites)
l(d)δad=a − la


2
L’énergie totale s’écrit donc :
U =
∑
(d,d′):dd′,max(l(d),l(d′))>dV−2
V (1)c
+
∑
(d,d′):dd′,max(l(d),l(d′))dV−2
V (2)c
+
∑
(d,d′,d′′):dd′,d′d′′
V (3)c + V
(4).
(2)
Cette énergie est minimisée par un recuit simulé.
Le choix des paramètres α1 , α2 , α3 , α4 et β a été fait empiri-
quement et est discuté par la suite.
2.2. résultats
Nous considérons le graphe d’arrivée défini sur la figure 2.a.
Avec un graphe de départ similaire défini sur la figure 2.b, c’est-
à-dire lorsque les nombres de nœuds et de points de branche-
ments sont proches, nous obtenons un étiquetage sans erreur
malgré certaines variations sur les angles entre les deux
réseaux. En revanche, lorsque la différence entre les deux
réseaux s’accroît, notamment lorsque les écarts entre les angles
deviennent importants, certaines erreurs d’étiquetage apparais-
sent, comme le montre la figure 2.c. Ces erreurs seront corrigées
en affinant le recalage entre les réseaux, puis en bouclant sur
l’algorithme de mise en correspondance.
Sur la figure 3, nous considérons le cas de données manquantes.
Le résultat montre que le segment correspondant aux données
manquantes a bien été apparié à l’étiquette nulle. 
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Figure 2. – Résultat de la mise en correspondance : a) graphe d’arrivée,
b) graphe de départ 1, c) graphe de départ 2. Les segments bien étiquetés
sont en trait fin et ceux mal étiquetés en trais épais. Les disques séparent les
segments. (α1 = 0.1;α2 = 0.1;α3 = 15;α4 = 8;β = 15 )
Figure 3. – Résultat de la mise en correspondance : a) graphe d’arrivée,
b) graphe de départ. Les segments bien étiquettés sont en noir et celui asso-
cié à l’étiquette nulle (donnée cartographiquemanquante) en gris.
(α1 = 0.1;α2 = 0.1;α3 = 15;α4 = 8;β = 15 ). Les disques séparent les
segments.
3. application
aux réseaux routiers
d’un couple image
SPOT/carte
3.1. prétraitements
Dans ce modèle de mise en correspondance de linéïques, le
choix des primitives utilisées a été guidé par la nature des
sources de données. La carte étant généralisée [10], il est natu-
rel de choisir des segments pour la représenter. En revanche, le
réseau routier extrait  de l’image est constitué de pixels. Un des
objectifs de ce travail est d’améliorer la précision des données
cartographiques. Pour conserver la précision de l’image, nous
évitons de polygonaliser le réseau extrait. Pour obtenir un éti-
quetage robuste, il est préférable de mettre en correspondance
des entités de même nature, c’est-à-dire 1D dans le cas présent.
Nous effectuons donc un premier étiquetage des pixels (voir
figure 4) dont le but est de segmenter le réseau extrait de l’ima-
ge en chaînes de  pixels, qui seront à leur tour étiquetées par l’al-
gorithme décrit dans le paragraphe 2. Le but de cette première
étape est d’effectuer un découpage en chaînes du réseau de
l’image qui soit cohérent avec les données cartographiques.
Comme précédemment un nœud nul est ajouté au réseau carto-
graphique pour modéliser les données manquantes.
3.1.1. potentiel de type attache aux données
C’est le terme qui est directement lié aux données du problème.
Il est  en quelque sorte une mesure de cohérence d’un apparie-
ment. Il est défini par la distance entre les deux nœuds appariés,
soit la distance entre un point et un segment. Ce potentiel est une
constante C pour toute  primitive appariée au label nul ∅ ce qui
a pour effet de  borner le terme d’attache aux données. En effet,
tout pixel se trouvant à une distance d > C de tous les segments
aura tendance à être apparié au label nul.
3.1.2. potentiels d’interaction
Ces potentiels permettent d’introduire des contraintes dans le
modèle a priori et de maintenir l’homogénéité des apparie-
ments. Ils peuvent être interprétés comme un terme de pénalité
pour certains types de configuration. On les définit sur les
cliques formées de deux nœuds voisins (pixels connexes) par la
fonction suivante :
Vc(as, as′) =


0 si as = as′
α1 si as  as′
α2 sinon
où as (resp. as′ ) représente l’étiquette au site s (resp. s′ ).
Les termes α1 et α2 sont déterminés en fonction du degré de
pénalité que l’on veut imposer aux configurations correspon-
dantes. Leurs valeurs, telles que 0 < α1 < α2 , sont données
manuellement. L’énergie, somme de tous les potentiels, est
minimisée par un algorithme de recuit simulé.
Cette  première étape nous permet de segmenter le réseau rou-
tier issu de l’image tout en tenant compte des données cartogra-
phiques, ce qui  représente un avantage majeur par rapport à une
polygonalisation aveugle du réseau. Un mauvais recalage initial
pourra induire des erreurs d’étiquetage mais nous ne gardons
que la segmentation du réseau lors de cette étape, l’étiquetage
proprement dit étant effectué à partir des chaînes.
3.2. qualification automatique
des résultats
Le résultat de la mise en correspondance par les méthodes
détaillées précédemment présente des cas pathologiques dus
soit aux données  (mauvaise détection des routes dans l’image
ou base de données cartographique incomplète), soit à la mise
en correspondance (imprécision des données cartographiques
due à la généralisation, mauvais recalage, ...). Nous proposons
de détecter ces cas automatiquement et de les interpréter. Les
appariements validés vont nous permettre d’estimer une matrice
de recalage et d’itérer ainsi le processus.
3.2.1. configurations possibles
A ce stade, une mise en correspondance a été effectuée. Elle a
permis d’associer des primitives de l’image à celles de la carte.
Pour utiliser ces résultats, il faut les transférer sur des entités
significatives du réseau routier. Sur un tel réseau, les points
importants sont les carrefours qui déterminent les extrémités des
tronçons de route. Il est donc important d’utiliser les résultats
précédents afin de déterminer les appariements des tronçons
(définis  par plusieurs segments/chaînes) et de les valider. Les
appariements obtenus ne sont pas tous biunivoques, c’est-à-dire
qu’à chaque élément d’un ensemble ne correspond pas toujours
un seul élément de l’autre ensemble.
Soit NI et NC le nombre de tronçons contenus respectivement
dans l’image I et dans la carte C . Les résultats de la mise en
correspondance peuvent être représentés par un ensemble :
M(I,C) = {M(i,c), i ∈ [0,NI ] et c ∈ [0,NC ]}
Les cas types pouvant se présenter sont :
– M(0, 1) : tronçon de la carte non apparié,
– M(1, 0) : tronçon de l’image non apparié,
– M(1, 1) : un tronçon de I apparié à un tronçon de C , (ce cas
rempli une condition nécessaire à la validation de l’apparie-
ment mais il n’est pas suffisant)
– M(1, c) : tronçon de I apparié à plusieurs tronçons de C ,
– M(i, 1) : tronçon de C apparié à plusieurs tronçons de I ,
– M(i, c) : i tronçons de I appariés à c tronçons de C ,
Toutes les configurations différentes de M(1, 1) sont considé-
rées comme pathologiques. Les ambiguïtés doivent être levées
avant de valider les appariements biunivoques M(1, 1) . Nous
supprimons, en premier lieu, les ambiguïtés engendrées par les
cas M(1, c) , M(i, 1) et M(i, c) . Puis, nous étudions la validi-
té des cas biunivoques M(1, 1) pour traiter enfin les cas de non
appariement M(0, 1) et M(1, 0) .
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3.2.2. attributs de description d’une paire
Un couple de primitives, (Si, Sc) : Si ∈ I et Sc ∈ C , peut être
décrit par des attributs A(Si, Sc) qui vont permettre une mesu-
re de la cohérence de l’appariement. Grâce à l’étude de ces attri-
buts, la levée des ambiguïtés pourra être effectuée ainsi que  la
validation des appariements biunivoques.
– Distance entre deux tronçons : Soit N(i) le nombre de points
du tronçon Si . Soit d(pin, Sc) , la distance mesurée entre un point
pin , appartenant à Si , et le tronçon cartographique Sc , c’est-à-
dire le minimum des distances entre pin et les différents segments
qui composent le tronçon.  La distance entre le tronçon de l’ima-
ge Si et le tronçon cartographique Sc est donnée par :
D(Si, Sc) =
1
N(i)
N(i)∑
n=1
P (n)× d(pin, Sc)
Le terme P (n) permet de pondérer les distances de manière à
favoriser les extrémités du tronçon, et autoriser une plus grande
déviation pour les points intérieurs au tronçon. En effet, les car-
refours de la carte sont censés être définis avec plus de précision
que la forme des routes elle-même. Le choix de ce terme est
déterminé par le poids relatif que l’on veut donner aux points
intérieurs par rapport aux extrémités. On peut prendre :
P (n) =
MAX(n,N(i)− n)−N(i)/2
N(i)
– Longueur relative : La longueur relative entre la longueur du
tronçon de l’image, l(Si) , et celle du tronçon de la carte, l(Sc) ,
est aussi un critère de validité de l’appariement. Il est moins
fiable que le critère de distance car  il dépend fortement de la
qualité de la généralisation des données cartographiques. Pour
faciliter la comparaison entre appariements, il est préférable de
prendre un rapport toujours inférieur à 1 :
Rl(Si, Sc) =
MIN(l(Si), l(Sc))
MAX(l(Si), l(Sc))
– Longueur relative appariée : La longueur relative appariée
représente le taux de points appariés au  tronçon cartographique
considéré par rapport à la longueur totale du tronçon de l’image :
RMc(Si) =
lMc(Si)
l(Si)
lMc(Si) représente la longueur du tronçon apparié, c’est-à-dire
le nombre de points portant le label correspondant au tronçon
cartographique considéré.
– Critère de comparaison des appariements : Utiliser les attri-
buts séparément peut conduire à favoriser des appariements
erronés. En effet, RMc seul peut être proche de 100 %, alors que
.Rl sera très petit (voir figure 5). Il faut donc plutôt utiliser un
critère de comparaison composé des différents attributs :
C(Si, Sc) = D(Si, Sc)× (1−Rl(Si, Sc)×RMc(Si))
L’appariement (Si, Sc) sera d’autant meilleur que C(Si, Sc) est
proche de 1.
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Figure 4. – Graphes des deux sources et mise en correspondance pixels-seg-
ments.
Figure 5. – Exemple d’appariements dont la qualité doit être mesurée relativement à Si et à Sc .
3.2.3. suppression des ambiguïtés
Les ambiguïtés correspondent aux cas où les tronçons de l’ima-
ge sont multi-étiquetés, ou aux cas où les tronçons de la carte
sont appariés plusieurs fois. Dans chaque cas, on ne conservera
que l’appariement le plus probant afin d’obtenir un résultat ne
comportant  que des appariements biunivoques.
– Cas M(1, c) : Cette configuration correspond au cas où un
tronçon ti de I est  apparié à plusieurs tronçons cartographiques.
Pour les différentes hypothèses d’appariement correspondant aux
tronçons cartographiques  mis en correspondance avec ti , nous
calculons la valeur du critère donné au paragraphe 3.2.2.
L’appariement retenu est celui qui minimise le critère.
– Cas M(i, 1) : Après avoir résolu le problème des tronçons de
I multi-étiquetés, on peut aboutir à une mise en correspondan-
ce où les tronçons de la carte sont appariés à plusieurs tronçons
de l’image. Le  critère de comparaison permet de ne conserver
que le tronçon I le plus approprié.
– Cas M(i, c) : Pour traiter ce cas, nous décomposons la confi-
guration en i appariements  de type M(1, c) que l’on traite
comme précédemment. Les cas de type M(i, 1) qui peuvent en
résulter sont ensuite également traités comme précédemment.
3.2.4. validation des appariements
Nous nous sommes ramenés à des appariements biunivoques.
Ces appariements seront validés s’ils ont des valeurs suffisantes
sur les attributs, A(Si, Sc) .
Il faut donc au préalable déterminer un seuil de valeurs accep-
tables pour A(Si, Sc) . Pour chaque appariement non valide, la
connaissance d’un (ou des) attribut(s) non valide(s) est utile à
l’interprétation des résultats. L’utilisateur est maître des seuils
qui seront définis en fonction des expériences. Un deuxième jeu
de seuils pourrait être introduit afin de trier les appariements en
trois  classes : appariements valides, appariements non fiables et
appariements faux.
Pour nos tests, la qualification des résultats de la mise en cor-
respondance a été effectuée grâce au seuils suivants :
– seuil de distance entre paires : 50
– seuil pour le rapport entre les longueurs : 0.7
– seuil pour le rapport relatif des longueurs appariées : 0.9
3.2.5. interprétation des résultats
Les appariements non validés peuvent avoir plusieurs causes. Ils
peuvent provenir de l’algorithme de mise en correspondance
lui-même. Par exemple, on peut avoir une difficulté sur un
réseau routier très dense lorsque de nombreux carrefours sont
situés dans la même zone. On aura d’autant plus de cas erronés
que le recalage des données est mauvais, ce problème sera réso-
lu en estimant une matrice  de recalage à partir des couples appa-
riés et validés lors de la première mise en correspondance. Une
seconde mise en correspondance est alors effectuée après le
recalage des données.
En général, les cas d’appariement non valides ou les cas de non
appariement sont révélateurs de différents problèmes soit au
niveau de  la détection, soit au niveau de la validité des données
cartographiques par rapport à l’image. Le résultat obtenu grâce
à ce travail de mise en correspondance et de qualification des
appariements peut être utilisé pour guider une focalisation sur
l’image satellitaire, afin d’améliorer la détection des routes. Il
donne aussi  une information intéressante soit pour la mise à
jour de la carte, soit pour améliorer la précision géographique de
la carte :
– Appariement de mauvaise qualité : Un appariement biuni-
voque qui n’a pas des valeurs suffisantes pour ses attributs est
considéré comme non valide. Les raisons qui peuvent être invo-
quées pour expliquer cette mauvaise qualité de mise en corres-
pondance sont (i) une mauvaise détection dans l’image, (ii) des
données cartographiques trop inexactes (généralisation trop
importante), (iii) un changement sur l’objet de l’image (carte non
à jour). L’étude du (ou des) paramètre(s) supérieur(s) au seuil de
validité sert alors de guide dans l’interprétation de l’erreur.
– Un tronçon de la carte n’est pas apparié : Cette situation a
deux causes essentielles : (i) non détection dans l’image, (ii) dis-
parition de l’objet de l’image (carte non à jour). On peut
répondre à la première cause par une amélioration de la détec-
tion sur l’image satellitaire. La connaissance de la carte et du
tronçon de route à rechercher doit permettre une extraction gui-
dée plus précise que l’extraction de base. Le second point sert à
la mise à jour cartographique.
– Un tronçon de l’image n’est pas apparié : Cette situation a
deux causes essentielles : (i) fausse détection dans l’image, (ii)
apparition d’un objet de l’image (carte non à jour). La fausse
détection peut être identifiée par une analyse du réseau ou un
retour sur l’image. La connaissance d’un objet présent sur
l’image, mais pas sur la carte, est utile à la mise à jour carto-
graphique.
3.3. recalage et nouvel étiquetage
3.3.1. calcul d’une matrice de recalage
L’amélioration du recalage permet d’obtenir un meilleur appa-
riement pixel-segment lors de la première étape. La définition
des sites du second modèle est alors plus cohérente avec la struc-
ture du réseau cartographique et les performances de la mise en
correspondance finale s’en trouvent nettement améliorées. Nous
effectuons le  recalage par une transformation appliquée aux
coordonnées des primitives de la carte. Les coordonnées sont
mises sous la forme d’un vecteur z = (x, y, 1)T et la transfor-
mation est définie par une matrice 3 × 3 en géométrie affine.
Une transformation affine est définie par six paramètres indé-
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pendants. Elle est composée d’une translation et d’une homo-
thétie. Elle permet donc la correction du facteur d’échelle ainsi
que la correction des positions (rotation et translation). Dans ce
modèle de recalage, on ne tient pas compte des modifications
entraînées par le relief. En coordonnées homogènes, la matrice
de recalage s’écrit donc :
Φ =


Φ1,1 Φ1,2 Φ1,3
Φ2,1 Φ2,2 Φ2,3
0 0 1


Les coordonnées résultant de cette transformation sont données
par zΦ = Φz .
Les appariements jugés valides par les critères de qualification ser-
vent de points d’appui pour estimer la matrice de recalage Φ . Nous
minimisons le terme de distance moyenne entre les appariements
valides qui sont au nombre de Nval . Ce terme est défini par :
Dval((I, C),Φ) = 1
Nval
∑
(Si,Sc)valides
D(Si, Sc)
Cette fonction dépend de la matrice de recalage qui intervient
dans le  calcul de la distance D(Si, Sc) entre le tronçon de route
de l’image satellitaire et le tronçon cartographique qui lui est
apparié. La matrice de recalage estimée est celle qui vérifie :
arg{min(Dval((I, C),Φ))}
En fait, la matrice à déterminer peut être considérée comme une
inconnue dans un espace à 6 dimensions. La minimisation est
effectuée avec la méthode de Powell [12] qui permet de traiter un
problème multidimensionnel. Le point de départ est la matrice de
recalage approchée fournie avec les données cartographiques.
3.3.2. bouclage avec la mise en correspondance
La mise en correspondance, fondée sur les angles, perd de sa fia-
bilité lorsque les segments sont trop courts. Pour éviter ce cas
lors de la première étape d’étiquetage des pixels « routes » de
l’image, il convient d’avoir un recalage approximatif entre les
deux jeux de données.
Les appariements valides permettent de déterminer un meilleur
recalage. Après avoir amélioré l’adéquation entre les repères des
deux jeux de données, il est possible de refaire une étape de mise
en correspondance afin d’améliorer les résultats.
4. résultats
Sur la figure 6, nous avons simulé les données cartographiques
en polygonalisant fortement le réseau extrait de l’image, puis en
le translatant de 10 pixels. Sur la figure 6.b se trouve le découpa-
ge en chaînes du réseau extrait de l’image, après l’étiquetage des
pixels. La première mise en correspondance est montrée sur la
figure 6.c. Un certain nombre d’erreurs apparaissent, notamment
dans le quadrant nord-est qui correspond à l’endroit le plus dense
du réseau. Ces erreurs sont automatiquement détectées lors de 
la phase de qualification des résultats comme le montre la 
figure 6.d. Lors de cette première étape de qualification, unique-
ment utilisée pour le calcul de la matrice de recalage, nous
sommes sévères sur le critère de validation, ce qui explique
qu’un certain nombre d’appariements corrects ne sont pas vali-
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Figure 6. – Résultat pour un réseau cartographique simulé : a) données de
l’image (en blanc) et cartographiques (en noir), b) graphe de départ (après
étiquettage des pixels), c) première mise en correspondance (en noir : appa-
riements corrects, en gris foncé : appariements partiellement corrects (non
biunivoques), en gris clair (appariements erronés)), d) qualification des résul-
tats (seules les chaînes en noir sont jugées bien appariées), e) les deux réseaux
après recalage des données cartographiques sur l’image, la seule chaîne mal
appariée est en noir, f) résultat de la qualification (la chaîne en noir est non
appariée, la chaîne en gris foncé est un appariement non validé).
dés. Les appariements validés permettent de recaler les deux
réseaux. Le résultat de la mise en correspondance après recalage
est présenté sur la figure 6.e. Seule une chaîne de deux pixels est
mal appariée. Pour cette chaîne, très courte, la valeur de l’angle
est peu fiable. Cette erreur est bien détectée lors de la qualifica-
tion (voir la figure 6.e). Une seconde chaîne, reflétant un manque
de précision des données cartographiques, est détectée.
Un cas réel est traité sur la figure 7. Les réseaux cartographique
et extrait de l’image SPOT sont en noir sur la figure 7.a. 
Le réseau cartographique une fois recalé est présenté sur la 
figure 7.b. Le résultat final de l’étape de qualification se trouve
sur la figure 7.c. Un segment dans la zone urbaine au centre de
l’image est présent dans la carte mais n’a pas trouvé de corres-
pondant sur l’image. Ceci s’explique par la résolution de l’ima-
ge SPOT (10 m) qui rend les algorithmes d’extraction de routes
peu fiables dans les zones urbaines. Dans le quadrant sud-est les
routes extraites de l’image, absentes des données cartogra-
phiques, ont bien été appariées à l’étiquette nulle. Notons toute-
fois qu’une mise à jour automatique n’est pas encore faisable
car le tracé de la route devient éroné dans la zone urbaine. Pour
des résultats en couleur et une démonstration, nous renvoyons le
lecteur au site
http://www.inria.fr/ariana/demos/graphes/index.html. 
5. conclusion
et perspectives
Nous avons développé un algorithme de mise en correspondan-
ce de graphes dans le cadre de réseaux linéïques, c’est-à-dire
lorsque les nœuds du graphe correspondent à des segments
paramétrés par leur longueur et leur angle. Comme la position
absolue des nœuds des graphes n’intervient pas, l’algorithme est
invariant par déplacement. La mise en correspondance s’effec-
tue  par l’étiquetage d’un graphe (graphe de départ) en fonction
du second graphe (graphe d’arrivée). L’adjonction d’une éti-
quette nulle permet de traiter le cas des données manquantes sur
le graphe de départ (étiquette nulle) et sur le graphe d’arrivée
(étiquette non appariée). La modélisation markovienne permet,
grâce au recuit simulé, de s’affranchir des minima locaux de la
fonction objectif (énergie).
Cette mise en correspondance est appliquée au cas de réseaux
routiers extraits d’une image SPOT et d’une base de données
cartographique. Une étape de qualification des résultats permet
de valider les appariements de façon fiable. Par conséquent,
cette étape permet de constituer des segments sur lesquels peut
s’appuyer le calcul d’une matrice de recalage plus précise entre
les deux sources. Ainsi, l’interprétation automatique des résul-
tats dans la boucle de traitement permet d’améliorer la phase
d’extraction et d’analyse de l’information. Grâce au bouclage
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Figure 7. – Résultat sur données réelles. a) le réseau extrait de l’image et le
réseau cartographique initial sont en noir, b) le réseau  cartographique
après recalage est en noir, c) les routes non appariées sont en noir.
a
c
b
de ces trois étapes de traitement : mise en correspondance, qua-
lification puis recalage, nous avons pu obtenir de bons résultats
en présence d’un recalage initial approximatif.
Afin de s’affranchir au maximum de l’importance du recalage
initial, on pourrait effectuer une réactualisation dynamique des
chaînes de pixels à chaque itération. En effet, les difficultés
engendrées par l’initialisation résultent d’un morcellement des
chaînes qui modifie les voisinages. Notamment des chaînes de
faibles tailles (dont l’angle n’est pas fiable) rendent caduques les
potentiels d’interactions fondés sur les angles. Pour ce faire, il
faudrait fusionner les chaînes portant la  même étiquette, ce qui
implique également de gérer la fission des chaînes. 
Les résultats de ce travail de mise en correspondance et d’opti-
misation de la matrice de recalage, seront utilisés en vue d’amé-
liorer la détection de routes sur une image satellitaire. En fait, ils
sont utiles pour guider un algorithme de détection de linéïques
en le focalisant sur une zone difficile. Ils peuvent aussi servir
pour la mise à jour des cartes routières en indiquant les diffé-
rences par rapport à l’image. Enfin, ils donnent une mesure des
effets de la généralisation de la carte et permettent d’en amélio-
rer la précision géographique.
De ce travail peut également être extrait un algorithme de reca-
lage  (détection automatique d’amers) sous réserve de la prise en
compte  des déformations du relief. Des applications de type
guidage de missile peuvent également être envisagées. 
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