Objective: This paper describes a sequential decomposition algorithm for single-channel intramuscular electromyography (iEMG) generated by a varying number of active motor neurons. Methods: As in previous work, we establish a hidden Markov model of iEMG, in which each motor neuron spike train is modeled as a renewal process with inter-spike intervals following a discrete Weibull law and motor unit action potentials are modeled as impulse responses of linear time-invariant systems with known prior. We then expand this model by introducing an activation vector associated with the state vector of the hidden Markov model. This activation vector represents recruitment/derecruitment of motor units and is estimated together with the state vector using Bayesian filtering. Non-stationarity of the model parameters is addressed by means of a sliding window approach, thus making the algorithm adaptive to variations in contraction force and motor unit action potential waveforms. Results: The algorithm was validated using simulated and experimental iEMG signals with varying number of active motor units. The experimental signals were acquired from the tibialis anterior and abductor digiti minimi muscles by fine wire and needle electrodes. The decomposition accuracy in both simulated and experimental signals exceeded 90%. Conclusion: The recruitment/derecruitment was successfully tracked by the algorithm. Because of its parallel structure, this algorithm can be efficiently accelerated, which lays the basis for its real-time applications in human-machine interfaces. Significance: The proposed method substantially broadens the domains of applicability of the algorithm.
I. INTRODUCTION
E LECTROMYOGRAPHIC (EMG) signal is the electrical activity of skeletal muscle fibers during a muscle contraction. This activity is driven by the motor neurons (MN) in the spinal cord that stimulate the muscle fibers by means of axonal action potential trains. The identification of individual MN discharge timings from EMG is termed EMG decomposition [1] and provides valuable information about the neural drive to the muscle. EMG decomposition jointly estimates motor unit action potential (MUAP) waveforms and spike train statistics, such as discharge rate. This information can be applied for the diagnosis of neuromuscular disorders [2] - [4] , analysis of the muscle architecture [5] , investigation of central strategies for motor control [6] , [7] as well as for creating human-machine interfaces [8] - [10] .
EMG signals are recorded using either surface (surface EMG, sEMG) or intramuscular electrodes (intramuscular EMG, iEMG). Intramuscular electrodes are more spatially selective [11] than surface ones so that an iEMG signal is usually produced by a limited number of MUs, with MUAPs distinct from the noise, although superimposed with each other in time.
The procedures for iEMG signal decomposition have been progressively improved from methods strongly based on the manual intervention of an operator [12] - [14] to fully automatic methods [9] , [15] - [22] . Nevertheless, some limitations remain. Most iEMG signal decomposition algorithms are based on MUAPs detection and clustering. Some of these do not take the temporal superimposition of MUAP waveforms into account [18] , [19] , leading to underestimation of the discharge rates, especially at higher contraction forces, when most of the MUAPs are superimposed. Other algorithms (e.g., [15] - [17] ) achieve complete decomposition in an off-line manner by first identifying and clustering the non-overlapped MUAPs and then iteratively searching for their occurrences in the superpositions. More recently, blind source separation approaches have been proposed to decompose multi-channel EMG signals [9] , [20] , [21] but their performance strongly depends on the number of available channels [22] .
We have previously proposed a fully automatic single-channel iEMG decomposition algorithm that resolves superimposed action potentials [23] . However, a major limitation of this previous 0018-9294 © 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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algorithm is the constraint of a constant number of active motor units over time, thus effectively considering the signal stationary. This assumption causes the algorithm to diverge during periods of derecruitment of MNs. This constraint is substantial when considering practical applications since the cases of a constant number of active MNs for the full duration of the recording are limited.
In this paper, we propose a fundamental revision of the model used to derive the full decomposition by introducing the possibility of recruitment/derecruitment of MNs at any interval of time. This revision of the model introduces additional variables to be estimated and substantial changes in all parts of the previously proposed algorithm [23] , thus effectively leading to a new method for decomposition of single-channel iEMG signals in unconstrained conditions. In this paper, we present a complete mathematical formulation of this new algorithm. This includes some elements from our previous work [23] that it is necessary to report again here for consistency in the mathematical derivations.
The algorithm is based on a Markov model of the iEMG, which takes into account the varying number of active MUs and the regularity of their spike trains (Part II). Joint superposition resolution, MUAPs shape updates and firing statistics estimation are achieved by applying the Bayes filtering (Part III). Simulated and experimental iEMG signals used to assess the proposed approach are described in Part IV. Their decomposition results are presented in Part IV. Limitations of the method, conclusions and perspectives are presented in Part VI. The proposed algorithm decomposes an iEMG in a sequential manner and thus lays the foundation for a real-time iEMG decomposition that can be applied to human-machine interfaces.
II. HIDDEN MARKOV MODEL OF EMG SIGNAL

A. From the Physiology to a Model Structure
A motor unit (MU) is the elementary entity of the motor system. It consists of a MN located in the spinal cord and of a set of muscle fibers it innervates. Muscle contraction is achieved by concurrent activation of multiple MUs at a time. Its intensity is determined by the number of activated MUs, their sizes and their firing rates [24] .
The sequences of actions potentials discharged by a MN are usually referred to as spike trains. Intervals between spikes are subject to physiological constrains. First, a sequence of interspike intervals (ISI) exhibit regular, rhythmic pattern, especially during static contractions. Second, inter-spike intervals are usually not shorter than a certain duration called refractory period, further denoted as t R , which is in the order of 30 ms [25] - [27] . Thus, a spike train can be represented as a 0 − 1 sparse process U i [n] (see Figure 1 ), where n ∈ Z is a discrete time instant, i stands for the MU index, and 1 corresponds to the i-th MU's spike at instant n.
Each MN's spike causes a short contraction of its muscle fibers. This is accompanied by a discharge wave propagating along the muscle fibers from the axon's connection point at the neuromuscular junction to the muscle tendons. This process induces an electric potential difference on a pair of electrodes placed in the vicinity of the muscle fiber. Together, fibers of a MU induce a waveform, approximately 2.5-10 ms long, called the motor unit action potential (MUAP) and denoted as H i .
Contributions from multiple MUs, whose muscle fibers are in the vicinity of the electrode, sum up to generate the EMG signal. EMG, further denoted as (Y [n]) n ∈Z , can be represented as a convolution [28] , [29] :
where A[n] is the set of indexes of active MUs at time n; W [n] is a noise process representing all errors between the actual data and the model output.
can be considered a finite impulse response with maximal length IR . Initially, we will consider it constant over time (its tracking algorithm will be presented in part III-G):
Due to the fact that the refractory period t R is longer than a MUAP, we suppose that there is no overlapping between H i occurrences from the same MU i.
The vector of MUs' indexes A[n], as noted before, represents the set of MUs that are active at the time instant n. Its transition model is described in section II-B2. We also introduce the vector
, with the following formulation:
Thus, (T i [n]) i∈A [n ] is a discrete sawtooth sequence that characterizes the time passed since the previous spike (see Figure 1 ).
We also introduce Θ i [n], a vector containing the parameters of i-th MU's spike train statistics. In our approach, we use the discrete Weibull probability density function (PDF) to model the inter-spike intervals (ISI) distribution, which is described by a scale parameter and a shape parameter, denoted here as t i [n] and β i [n]. Initially, Θ[n] is assumed to be constant (its tracking algorithm will be presented in part III-G).
B. State Vector and Transition Laws of HMM
The notation and the linear model of iEMG presented above permits to establish a hidden Markov model (HMM) with the following state vectors:
where Ω denotes the set of all MUs, including active and inactive ones.
The transition laws for H i [n] and Θ i [n] are derived from (2) and (4):
Although state vectors H[n] and Θ[n] are considered stationary, practically it is never the case. An adaptation to steady changes of these parameters will be introduced later in this article (see III-G). Transition laws for S[n] = (A[n], (T i [n]) i∈A [n ] ) are presented in the following two subsections, respectively for the two components T i [n] and A[n].
1) Renewal Model For Spike Trains:
For each active MU i, inter-spike intervals Δ i are supposed to be independent identically distributed random variables, with a parameterized probability mass function (PMF) Pr(Δ i = t | Θ * i ), for all natural numbers t ≥ 1.
A probability law can also be represented by the reliability function s or the hazard rate r [30] :
And it can be characterized by its mean value m:
where E(.) stands for the expectation. As shown in [23] , the process (T i [n]) n ∈Z is Markovian; its transition distribution is, for each i ∈ A[n + 1] ∩ A[n]:
The invariant distribution is:
As in [23] , a discrete Weibull distribution [31] for the interspike interval (with two parameters: t 0 a location one, and β a concentration one) is chosen; for all t > t R :
The hazard rate and the reliability function can be easily derived from (11) . Also, a reasonable approximation of the mean ISI can be obtained [23] . 2) Recruitment Model: As it was mentioned above, the regulation of muscle contraction force is achieved by concurrent modulation of MN firing frequencies (rate coding) and recruitment. The recruitment mechanism is introduced into our model using the vector A[n] containing the indexes of all MUs that are active at the time instant n. It has the following transition law:
where card(A[n]) denotes the number of active MUs indexes in
In this way the i-th active MU is considered to be derecruited when the time passed since its previous spike T i [n] reaches a predefined limit t I (see Figure 1 ). A random inactive MU is considered recruited with predefined probability λ. Thus, 1 − λ is the probability of not activating any MUs at time instant n. Newly recruited MUs are initialized with T i [n + 1] = 0.
C. Observation Model
The observation equation can be derived from (1):
where for all s = (a, (t j ) j ∈a ), ϕ i (s) is a row vector of size IR with all components equal to zero, except, if i ∈ a and t i < IR , the component in position t i + 1 has value 1. The additive noise (W [n]) n ∈Z is assumed zero-mean independent and identically distributed Gaussian process, with unknown variance v.
III. BAYES FILTER
A. Principle
The Bayes filter propagates the posterior probability law of the state sequence of an HMM along time. In the sequel, the exponent n means "from 1 to n" (e.g.
, and the exponent |n means "given the data Y n ". For a growing time index n, we have to compute:
r The posterior probability density function (PDF) of Θ[n]
given S n , Y n , H. Obviously, given S n , observation Y n and impulse response H do not bring any information about Θ[n]. Furthermore, due to MUs independence, its PDF is the product of the PDF of Θ i [n] given S n . In the approximate Bayes estimator that we will propose in the following, only the computation of the expected value of Θ i given S n is needed. It will be approximated by using a recursive maximum likelihood estimation and notedθ i,S n (see part III-B) r The PDF of H[n] given S n and Y n . Thanks to the marginalization principle [32] , this PDF is Gaussian and is computed using Kalman filter. The mean and the variance of this PDF will be denotedĤ |n S n and P S n . Furthermore, the Kalman filter provides an observation prediction noted asŶ |n −1 S n , as well as its variance noted as v S n (see part III-C).
r The PMF of S n given Y n (see part III-D). We should notice that it is impossible to process all possible values of S n , since their number increases exponentially as the time index n grows. The n path most probable paths are kept at every time index, where n path is chosen according to the available computation power.
B. Estimation of the Inter-Spike Law Parameters
To estimate the inter-spike law parameters (parameters of the discrete Weibull distribution), a recursive maximum likelihood (RML) estimator is implemented. The likelihood is optimized iteratively by the quasi-Newton method.
For
Then, for the estimation of an i-th MU inter-spike law parameters vector θ, we have:
Where G i,S n is the approximate Hessian matrix of the maximum likelihood criterion Q i,S n (θ) at the current estimate, and Q i,S n (θ) is its gradient with:
Expression (17) fits to the assumption that we have previously made about the stationarity of Weibull parameters (4) .
The justification of the Weibull parameters estimation procedure is shown in the Appendix A.
C. Estimation of Impulse Responses
Given S n , the Markov model for impulse responses reduces, for all n ≥ 1:
Where W [n] assumed to be an independent and identically distributed Gaussian white noise with variance v. H [1] and H[n] | S n , Y n are Gaussian with meansĤ |n S n and covariance matrices P S n . Y [n] | S n , Y n −1 is Gaussian with meanŶ |n −1 S n and variance v S n . These means and variances can be estimated recursively by Kalman filter. With the initial priorĤ |0 S 0 and P S 0 , we have, for all n ≥ 1:
r Prediction of observation:
r Estimation of state:
Where K S n is the Kalman gain and ψ(s) = [ϕ 1 (s), ..., ϕ card(a[n ]) (s)].
Moreover, the variance v of noise is unknown. An heuristic approach is proposed to estimate it with the square of the residual
And the global estimation is:
WhereV |n replaces v in the formula (19) .
D. Posterior Probability of Scenario
The posterior probability recursion is derived by means of an update-prediction scheme. According to the Bayes rule, for all possible realizations s n of S n , the update step is:
is the zero-mean and variance v Gaussian PDF. The prediction step is:
, meaning that the MU is already active, using the total probability formula and the Markov assumption, we have:
With regard of the transition law of sawtooth sequence, we have:
We make a strong assumption that the expected hazard rate of the random parameter is the hazard rate of the expected parameter.
And the expected parameter is approximated by its RML estimateθ i,S n provided in part III-B.
If i ∈ A[n + 1]\A[n], meaning that the MU is activated at the time index n + 1 with T i [n + 1] = 0 (as presented in the II-B2), the transition law T i [n + 1] | Θ i is not influenced by the interspike distribution parameters due to the lack of the information about them. Thus, we set:
E. Initialisation
At the beginning of the decomposition, we assume that there is no active MUs. Therefore, the set of active MUs indexes A [1] and the sawtooth sequence T [1] are empty. Estimates of the impulse responses are manually or automatically extracted using other techniques, e.g. proposed in [15] , [33] , [34] . The algorithm is initialized with their rough versionsĤ |0 S 1 , here deteriorated by random shifts and additive noise to demonstrate the adaptability of the algorithm to variations in these estimates. Covariance matrices of impulse responses P S 0 are initialized as diagonal with standard deviations set to 10% of a corresponding value from H i . An initial estimation of the noise varianceV |0 s 0 is made using a signal extract containing no spikes. The initial ISI distribution law parameters of active MUsθ i,S 0 are composed of t 0 (typically 3t R ∼ 4t R ) and β (typically 2 ∼ 4) according to our experience. Finally, n path initial S 1 are weighted with the same initial probability Pr |0 (S 1 = s 1 ).
F. Bayes Estimator
During the decomposition, at every time index the algorithm chooses n path most probable paths and discards the rest. The probabilities of the retained paths are used as weights to derive the Bayes state estimators, that is: 
r The minimum mean square error estimator for the impulse responses and the interspike law parameters. Using the total expectation formula:
Pr |n (S n = s n ) (32)
G. Tracking
The inter-spike laws parameters and the impulse responses are known to be time varying. To set the adaptivity of Bayes filter, we introduce the window length sequence [n] growing from 1 to the maximum window length ∞ with the recursion formula [35] :
Where the maximum window length ∞ is related to the desired adaptivity. If ∞ = +∞, there is no tracking. With the adaptivity coefficients, the formula of the estimated variance of noise (21) is rewritten as:
For the inter-spike law parameters estimation, considering the activation-inactivation of each MU, the window length sequence is slightly different:
We replace the active index (14) by the adaptive formula (35) . Furthermore, as the operation shown in [36] , to artificially increase the covariance matrix in the Kalman filter, the maximum window length is applied to the formula of estimation of state (20) : 
H. Outline of the Algorithm
An outline of the proposed decomposition method is presented in Algorithm 1.
IV. EXPERIMENTAL AND SIMULATION PROTOCOLS
A. Signals
The algorithm was evaluated using simulated and experimental iEMG signals. Simulated signals were generated by the described Markov model with sampling frequency of 5 kHz and duration 20 s. MUAP shapes for the simulations were obtained from experimental iEMG signals that were manually decomposed. The value of the refractory period was chosen to be 30 ms. For the Weibull distribution, the location parameter t 0 ranged from 60 ms to 90 ms and the concentration parameter β ranged from 2 to 6. The SNR (Signal to Noise Ratio) was set to 10 dB. Three groups of signals were simulated with respectively 6, 8 and 10 MUs. In each group, there were 10 signals.
Experimental signals were acquired from two muscles. A set of fine-wire experimental iEMG was acquired from the tibialis anterior (TA) muscle of a 26 years-old healthy man. The subject was asked to perform three trials of an isometric force tracking task of 24 s duration. The force profile was trapezoidal with target force set to 20% of the maximal voluntary contraction (MVC). The wire electrodes used for these recordings were made of Teflon coated stainless steel (50 um diameter; A-M Systems, Carlsborg, WA, USA) and inserted into the muscle with 25G needles.
A second set of experimental signals was acquired from the abductor digiti minimi (ADM) muscle of a healthy 28 years-old man with a needle electrode (30G Myoline disposable concentric needle) inserted in the muscle belly at a depth of 4-6 mm. The full abduction range of the little finger (45 degrees) was divided into five equiangular positions (including the maximal abduction and excluding full adduction). The subject was asked to perform a muscle contraction at low muscle activation level (subjective) in each position while being given a visual feedback on the recorded signal. The signals from TA and ADM were amplified, band-pass filtered between 100 Hz and 4.4 kHz and sampled at a frequency of 10 kHz using "MEBA" EMG amplifier (OT Bioelettronica, Torino, Italy). The signals from TA were subsequently downsampled to 5 kHz.
Algorithm 1 was applied to decode the simulated and the experimental signals. The activation probability λ and the maximum time t I were respectively set to 0.03 and 7t R ; The window length corresponding to the adaptivity was 1.4 s. The number of selected paths was set to 128, 256 and 384 for the simulated signal and 512 for the experimental signal.
B. Indexes of Performance and Complexity
Automatic decomposition results were evaluated in terms of spike train similarity relatively to the reference decomposition. In the case of experimental signals, the reference was an expertprovided manual decomposition using EMGLAB [37] . In case of simulated signals, the exact spike trains used in the simulation were known.
First, to characterize the decomposition problem complexity, we introduce a superposition percentage Sup: Sup = Nb sup Nb spik es (37) where Nb spik es is the overall number of spikes in the reference train; Nb sup is the number of spikes that are involved in superpositions. We considered a MUAP superimposed with others if there was at least one other MUAP closer than 3 ms to it. This value was chosen as half of the average MUAP duration that we usually observed in experimental signals.
In order to quantitatively evaluate the decomposition results, we used global sensitivity and global positive predictivity values, defined as following. A MUAP was considered correctly identified (true positive) if the reference train contained a spike from the same MU within a margin of 1 ms around it. Thus, global sensitivity was defined as the overall number of correctly identified MUAPs from all MUs, divided by the overall number of spikes in the reference decomposition. Global positive predictivity was the number of correctly identified spikes divided by the overall number of spikes in the decomposition under evaluation.
We also performed an individual analysis of each MUAP train, using "classification phase" indexes proposed in [38] . These indexes included sensitivity, specificity and accuracy, as they are defined in [38] .
V. RESULTS
A. Simulated Signals
As shown in Table II , three groups of simulated signals with 6, 8 and 10 MUs were decomposed. Their recruitment profile is shown in the upper panel of Figure 2 , while an example of a signal with 10 MUs is provided in the lower panel.
We note that the mean values of global sensitivity and predictivity (Table II) decrease for signals with larger number of active MUs. This is due to the fact that the decomposition task becomes more complex in terms of overall number of spikes and of the superposition percentage. We also note the increase III  DECOMPOSITION PERFORMANCE FOR EXPERIMENTAL SIGNALS: 'TA' AND 'ADM' RESPECTIVELY REPRESENT SIGNALS FROM THE TIBIALIS ANTERIOR AND  ABDUCTOR DIGITI MINIMI; 'POSITION' REPRESENTS THE LEVEL OF ABDUCTION SCALED EQUIANGULARLY FROM THE FULL ADDUCTION (0, NOT INCLUDED) TO THE FULL ABDUCTION (5); 'NB MUS' IS THE MAXIMAL NUMBER OF MUS CONCURRENTLY ACTIVE IN THE SIGNAL; 'SENS.' AND 'PRED.' REPRESENT  RESPECTIVELY THE GLOBAL SENSITIVITY AND PREDICTIVITY AS ESTIMATED BY COMPARISON WITH THE MANUAL EXPERT DECOMPOSITION; 'NB SPIKES'  REPRESENTS THE OVERALL NUMBER OF SPIKES IN THE SIGNAL; AND 'SUP.' IS THE PERCENTAGE in standard deviations of the performance indexes, demonstrating the proportionality between task complexity and decrease in performance of the algorithm. Signals containing 10 MUs were also decomposed using three different numbers of paths (n path in previous sections): 128, 256 and 384. Results in Table II show that the performance of the algorithm improved with the amount of used computational resources both in terms of accuracy and stability. The choice of maximal number of paths (384) was dictated by our current available computational resources.
B. Experimental Signals
Eight experimental signals (three recorded from the TA at 20% MVC and five detected from the ADM muscle in the five different abduction positions) were automatically decomposed. Table III , for these signals, the number of MU ranged from two to seven and the percentage of superposition ranged from 6% to 28%. For all these experimental signals, both the global sensitivity and predictivity were above 90%. Detailed results of the decomposition are illustrated and analyzed in the following section for two representative signals. Figure 3 provides a global view of the decomposition results. In the upper panel, the activation zone of each MU in the decomposition algorithm is correlated with the manual reference, which proves that the recruitment model presented in part II is accurate.
As shown in
1) Experimental Signal With 6 MUs From the TA:
To provide a detailed view of the decomposition results, we have chosen a one second extract of the signal, containing the most challenging superposition cases (see Figure 4 ). The algorithm performed generally well, successfully processing the Fig. 5 . Firing rates for the iEMG from TA set (see Figure 3 ): the dash line (empirical) represents the firing rates estimated using reference decomposition; continuous line (estimated) represents the firing rates calculated via parameters of discrete Weibull distribution estimated as described in Section (III-B). complex superpositions of 5 MUs at a time (see signal between 13.1 and 13.3 seconds). It is also worth noting that a spike detection with limited precision, which occurred at 13.6 s, was recovered in the following firings of that MU.
The individual (per MU) performance indexes are shown in Table IV . The reason for the lower sensitivity in case of the first MU is the small amplitude of its MUAP, compared to the other ones. Generally, this can lead to its complete masking in the superpositions. However, the algorithm succeeded in tracking and decomposing this MU.
As shown in Section III-B, the algorithm recursively estimates the parameters of the discrete Weibull ISI distribution. Figure 5 shows the corresponding results for each MU in the signal shown in Figure 3 . Empirical firing rates were estimated as the inverse of the moving average of subsequent ISIs in the reference decomposition. The estimated firing rates were calculated via parameters t 0 and β using the approximation proposed in [23] . The algorithm successfully tracked the changes in firing rates, including abrupt ones resulting from MU activation. Figure 6 shows an example of a 5 s signal recorded dur-ing maximal abduction of the little finger (approximately 45 degrees) and its decomposition results. Since the algorithm initializes all the MUs as inactive, the beginning of the signal is associated to the simultaneous activation of all MUs. We note that the algorithm successfully handled this condition, as well as sporadic activation of the 7th MU.
2) Experimental Signal With 7 MUs From the ADM Muscle:
One second extracted from this signal is presented in Figure 7 . All superposition cases, including complex ones (see signal at 3.1 s and at 3.85 s), were successfully decomposed.
The quantitative evaluation is provided in Table V . Compared to other MUs, the first is decomposed with relatively low specificity. Similarly to the previous case, this was due to the small size of its MUAP and its similarity to that of the second MU. This is illustrated in Figure 8 which provides the final estimates of the MUAP shapes and their initial values. It can be noted that the decomposition errors for the first MU mostly occur in the first half of the signal (Figure 6 ), while the remaining part of the signal is decomposed correctly. This case demonstrates the ability of the algorithm to converge to the correct solution over time due to the recursive upgrades of the ISI statistics and the impulse responses. In order to illustrate the importance of the adaptation of the MUAP shapes, we have decomposed the same experimental signal with the Kalman filtering "switched off". In this case, the algorithm could not refine the initial rough estimates of the MUAPs and provided much lower sensitivity and predictivity values: 73.85% and 75.90% respectively. This result shows that the adaptation introduced by the Kalman filter is an important characteristic of the proposed algorithm. Figure 9 shows the firing rates estimated from the reference decomposition ('empirical') and recursively by the algorithm ('estimated'). In this example, at first the firing rate of the 1st MU is underestimated due to several false negatives. However, the estimates recover later, establishing a correct tracking, in consistence with the results presented in Figure 6 .
Finally, we have decomposed the same signal while fixing the number of active motor neurons, in order to replicate our previous approach for comparison [23] . With the previous approach, in these conditions, we have observed a divergence of the ISI distribution parameters of the MNs during the periods of their inactivity. This caused several false negatives at the very beginning of their activation, with subsequent slow convergence to a correct estimate of the state. Such errors are crucial when the onset of the contraction is of interest and can lead to an unrecoverable divergence in complex signals. This suggests that the introduction of the recruitment model critically improves the robustness of the algorithm. 
VI. DISCUSSION AND CONCLUSION
An approximate Bayes filter was proposed, which permits to recursively decompose an iEMG signal, i.e estimate MUAP shapes, ISI distribution parameters and track the activity of MNs. Simulated and experimental signal decompositions demonstrated the successful performance of the algorithm.
One of the limitations of the proposed approach is its dependence on manually-extracted MUAP dictionary. However, this task may be as well accomplished automatically using existing MUAPs clustering techniques. The algorithm is capable of correcting possible errors in initial MUAP estimates, as well as of tracking the subsequent gradual changes of MUAPs waveforms. Another limitation of our approach is its computational complexity, which is O(n path (card(A[n + 1]) IR ) 2 ), leading to high computation times in cases when n path should be large, i.e. when the number of active MUs is high. However, the algorithm can be efficiently parallelized due to the independence of the paths, which allows us to consider its parallel implementation for the future real-time application in human-machine interfaces.
Finally, the proposed algorithm allows the decomposition of signals with varying number of active motor units, which substantially broadens the domains of applicabitility of the algorithm. We have shown that it successfully decomposes experimental signals acquired both with needle and fine-wire electrodes, during gradual and abrupt recruitments.
APPENDIX A PROOF OF THE INTER-SPIKE LAW PARAMETERS ESTIMATION
To estimate the discrete Weibull distribution parameters, a maximum likelihood (ML) estimator is proposed in [39] . In [23] , an online ML estimator is implemented. The likelihood is optimized iteratively by the quasi-Newton method. The ML of θ i,S n is: θ i,S n = arg min θ − 1 n ln Pr(S n = s n | Θ i = θ i ) J i , S n (θ ) (38) where J i,S n (θ) is the objective function to minimize. In the classic discrete Weibull distribution ML estimators, − 1 n ln Pr( n = l n | Θ i = θ i ) is usually interpreted as the objective function where n denotes the inter-spikes. The change of objective function leads to a practical on-line implementation.
Considering the Markov chain property of sawtooth sequences, the objective function J i,S n (θ) can be written for all n ≥ 1: 
where J i,S 1 (θ) and Q S n (θ) are computed by the formulas (9) and (10) . The gradients of the two members of objective function are directly computed with the transition probability of the discrete Weibull law. The objective function is recursively minimized by a stochastic gradient update: θ i,S n =θ i,S n −1 − 1 n G −1 i,S n Q i,S n (θ i,S n −1 )
Where G i,S n is an approximation of Hessian matrix obtained with the Fisher information matrix of the transition probability law [40] , Q i,S n (θ i,S n −1 ) is the partial derivative Q i,S n with respect to the components ofθ i,S n −1 . For all n ≥ 2, we have: G i,S n = 1 n [Q i,S n (θ i,S n −1 )][Q i,S n (θ i,S n −1 )]
We notice that the approximation of Hessian matrix G i,S n should be invertible in (40) . If the matrix G i,S n is not invertible, we update the inter-spike law parametersθ i,S n = [t 0,i,S n ;β i,S n ] using following formula: t 0,i,S n =t 0,i,S n −1 − 1 n Q i,S n (t 0,i,S n −1 ) G i,S n (1, 1)
Where Q i,S n (t 0,i,S n −1 ) is the partial derivative Q i,S n with respect to the components oft 0,i,S n −1 , and G i,S n (1, 1) is the first element of the approximation of Hessian matrix G i,S n . The estimation procedure should take into consideration the activation and deactivation of the source. In order to do that, we replace index n by an active time index τ with following
