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Hidden-Markov Models (HMM) have shown
promise as viable solutions to providing location-
based services (LBS) within cellular networks.
Previously established work includes a scheme
to merge the stochastic contribution of the HMM
and maximum likelihood decisions based on signal
strength measurements and timing adjust parameters.
A novel scalable positioning algorithm that utilizes the
aforementioned techniques along with reorientation
of the state vector in order to favor the local
measurements within the area of interest is proposed
in this paper. The resulting scheme is presented and its
performance validated through simulations built from
a scenario based on a real world WiMAX network.
The results demonstrate improved performance over
previous work, and the effect of scaling the algorithm
is discussed.
1. Introduction
The increasingly wireless nature of emerging tech-
nology is consistently driving new research and ap-
plications. Specifically, applications, such as Location-
Based Services (LBS), have proven to be a field
of continued interest. The Federal Communications
Commission has established standards of location for
wireless service providers. The government now re-
quires that, at the request of a Public Safety Answering
Point (PSAP), the service provider is able to locate the
Mobile Subscriber (MS) of interest to within a certain
distance [1]. This legislation alone has sparked serious
inquiry into the problem of accurately providing LBS.
Among other technologies, Worldwide Interoperability
for Microwave Access (WiMAX) is one of the leaders
in mobile wireless technology and is the focus of this
effort.
The problem of locating a MS has several traditional
solutions achievable via multilateration or multiangu-
lation. Thus, these techniques are largely applicable
only in rural or Line of Sight (LOS) environments.
Among the multilateration techniques is Received Sig-
nal Strength (RSS) approach. RSS relies on accurate
determination of channel parameters. From a known
broadcast signal strength, an observed received signal
strength and a known broadcast location, a MS location
can be estimated. In this case, the estimate of the
location is largely dependent on accurately determining
signal loss in the channel [2], [3]. Time of Arrival
(TOA) uses an observed time from broadcast to receipt
of a signal to estimate MS location. The accuracy of
this technique hinges on a fully synchronized network
which can be a challenging task in itself [2], [3]. Time
Difference of Arrival (TDOA) is an extension of the
TOA technique that does not require synchronization
of the entire network. By synchronizing the Base
Stations (BSs) and observing the difference in arrival
of two signals from independent BSs, a hyperbola can
be formed. The foci of this hyperbola are the two BSs
and the receiving MS can be located somewhere on
this hyperbola. Observed differences in arrival time
from more than two sources can be utilized to further
pinpoint the MS [2], [3]. The difficulty in TDOA lies in
solving the subsequent system of nonlinear equations
in an efficient manner [4]. Frequency Difference of
Arrival (FDOA) uses the same principles of TDOA;
an observed frequency difference is used to define the
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set of hyperbolic equations used to locate the MS.
FDOA requires the MS to be moving at a significant
velocity relative to the BSs in use, and requires the
synchronization in time of the reference points [5].
Global Positioning System (GPS) utilizes precisely
synchronized satellites to accurately locate a MS; how-
ever, the cost of added components at the MS to enable
the service make this a less attractive solution [3].
Urban, indoor, and other structurally dense envi-
ronments create a Non-Line of Sight (NLOS) situa-
tion in which multipath reflections create a complex
channel that requires significant changes to the tradi-
tional geolocation techniques previously mentioned in
order to maintain some level of acceptable accuracy
[6]. However, NLOS environments have provided the
impetus for another family of techniques for LBS.
These techniques are found in the use of a radio or
digital map. This technique first builds a database
of measurements of the RSS in various locations.
Once the database is completed, a set of deterministic
or stochastic techniques are utilized to compare the
observed RSS with those recorded in the map and
then estimate the MS position [2], [3]. Multipath
fingerprinting takes this approach one step further via a
map that records the multipath characteristic at various
physical locations. Once the map is built, the observed
multipath characteristic is compared to those recorded
previously by the map, and through this comparison
a position estimate is made [3]. The idea of a pre-
established map can be extended to other parameters
that can be used to uniquely identify a location, such
as cell-ID [7].
Bshara, et al. [7] demonstrated the application of
the Hidden-Markov Model (HMM) to a different type
of map. In their approach, an Area of Interest (AOI)
was divided into uniformly distributed square regions
in which the cell-IDs associated with each square
identified, sometimes not uniquely, the location. Each
square in the map was treated as the hidden state,
or latent variable, with a road network defining the
available transitions in the Markov Process.
This paper presents an improvement to the approach
in [7] by adding an additional reorientation step to
the HMM filter and scalability through the use of
a variable size mask. The scalability of this scheme
provides the user flexibility when using this model in
very large AOIs while also allowing for larger mask
sizes providing greater fidelity when appropriate. In
this novel approach, the mask follows the position
estimate of the MS throughout, thus only considering
the relevant portion of the AOI and conserving compu-
tational effort. The reorientation step manipulates the
state vector to accurately reflect transition probabilities
as the mask transitions through the AOI. Finally, it
is shown that timing adjust parameters found in the
WiMAX standard can significantly improve LBS ac-
curacy.
The rest of this paper is organized as follows.
In Section 2, the effective use of the timing adjust
parameter in geolocation is presented along with the
proposed modified HMM-based position estimation
scheme including the reorientation step. In Section 3,
experimental results are presented and discussed. In
Section 4, a conclusion is drawn from the information
presented in Section 2 and the results in Section 3.
2. Approach
The proposed geolocation scheme utilizes the HMM
technique proposed in [7] and the position estimation
improvement using timing adjust measurements [8].
In order to provide flexibility and computational ef-
ficiency, we propose to introduce the ability to select
a position estimation mask size. Also introduced is the
permutation of the state vector to enable the scheme to
consider only the relevant region of the map in which
the MS is known to be currently located.
2.1. Geolocation based on timing adjust
Transmission of refinement parameters within the
802.16 standard provides enough information to geolo-
cate a MS with an acceptable amount of error [9]. The
information necessary for geolocation is found within
the range request (RNG-REQ) and range response
(RNG-RSP) messages. These messages are sent during
MS registration or handoff, which occur frequently in a
cellular environment [8]. When time division duplex-
ing is used in WiMAX, precise adjustment of each
users transmit time must be made in order to ensure
maximum throughput. This is accomplished through
the aforementioned messages. Among other parameters
dictated by [9], a RNG-RSP message contains four
bytes dedicated to timing adjust. Each timing adjust
represents 1/Fs where
Fs = ⌊n B
8000
⌋8000. (1)
Here B is the system bandwidth and and n is found
in a lookup table within the 802.16 standard. This
information can then be used in conjunction with the





With this method, an estimate can be made of the
distance a MS is from a BS. With at least three BS’s, a
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three dimensional estimate can be made using widely
known TOA or TDOA methods. With three BS’s two
points will be identified as possible locations, one of
which will be clearly erroneous and can be discarded.
In other words, the surface of the earth can be used as
a fourth sphere on which to further refine the location
estimate [9], [10].
It is worth noting that as the bandwidth increases
the distance per timing adjust decreases, ultimately,
increasing the reliability of the position estimate [10].
For instance, in a system with a bandwidth of 10 MHz
each timing adjust represents 13.16 meters while a
bandwidth of 20 MHz corresponds to a timing adjust
that represents 6.58 meters.
2.2. Location scheme
The scheme used here has two phases. The first
phase is an offline phase used to train the database
matrix. This matrix will then be utilized later to try
to further refine the hidden state, or tile location, via
a least squares method. This database is built using
empirical means such as actual measurements in the
field. The second phase is the online phase in which
the database is treated as static and the HMM attempts
to track the MS.
2.3. Structure and database training
The AOI is defined as the geographical region which
establishes the boundaries throughout which the MS
will be tracked. The AOI is first divided into a uni-
formly distributed set of NT = Nt×Nt squares termed
here, and subsequently referred to as, tiles. Among the
NT tiles lie Ns BS’s, which have an undefined a priori
distribution. Before the scheme may be implemented, a
database of the AOI must first be trained or established
with data gathered empirically throughout the AOI.
The data show which cell stations are reachable from
a given tile and are stored in a database matrix
X ≜ {χi,j} (3)
where
χi,j = { 0 if the ith BS can be reached at the jth tile1 otherwise .
(4)
Thus the database matrix is of the size Ns ×NT and
each column of X is termed the jth tile’s diversity set.
2.4. Online setup
The online phase begins by defining a mask of
size Nm × Nm where Nm ∈ {3,5,7, . . . ,Nt}. It is
the scalability provided by this mask that allows it to
adapt to any size AOI without additional computational
overhead. An initial estimate of the MS position must
be made and the mask is centered on that tile. Finally,
an estimate of the probability of a previous transition
to all tiles under the mask must be made. This initial
distribution is captured in the initialized state vector
defined in [7], [8] where k = 1 and is constrained by
∥ϕk∥1 = 1. (5)
If the MS transitions are assumed to be a Markov
random process then the expected value of the kth state
vector may be defined as demonstrated in [7] with the
addition of a permutation matrix
E[ϕ′k ∣ ϕk−1] = T
T
α Πzk−1ϕk−1∥Πzk−1ϕk−1∥2 (6)
where the transition matrix is defined as
Tα ≜ {ti,j} (7)
and α ∈ NT . Πzk−1 is the aforementioned permutation
matrix which is a special requirement of this scheme
where zk = argmax{ϕk}. It is with this permutation
matrix that the state vector is reoriented to the relative
perspective of the estimated transition state. Note that
for all cases, except for that when zk = 1 (indicat-
ing self-transition) where Πzk is the identity matrix,
the product must be normalized in order to ensure∥Πk−1ϕk−1∥2 = 1. Finally, a N2m × 1 liklihood vector
is defined as
Lk ≜ {i,j}. (8)
Lk is then used to refine the current state vector via
a least squares method to create an estimate of which
tile the MS is currently located.
2.5. Transition Matrix
The transition matrix is described as defined in [7]
by
ti,j ≜ Pr[ϕk = uj ∣ ϕk−1 = ui]. (9)
T is valid while i, j ≤ Nm and
N2m∑
i=1
ti,j = 1 ∣ ϕi,j ≠ 0. (10)
The transition matrix conveys the traditional Markov-
Model transitions. The probabilities of these transitions
may be heavily influenced by environmental factors
like a road network and impassable or canalizing
terrain. A history of MS movement may also contribute
to accurately estimating current transition probabilities.
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The optimization of assigning transition matrix prob-
abilities is beyond the scope of the research presented
here but has the potential for a significant effect on the
overall result.
2.6. Permutation Matrix
The permutation matrix is a crucial step in ensuring
proper orientation of the state vector before the appli-
cation of the transition matrix. After the kth iteration of
the algorithm the mask is centered on the kth position
estimate, but the state vector still represents the a priori
position probabilities as if the mask was still centered
on the kth− 1 position estimate. Therefore, the values
in ϕk−1 are permuted via Πzk−1 such that the resulting
ϕ†k−1 is reoriented to the relative perspective of the
estimated transition state.
In every case, except that where zk = 1 the mask
will have moved to include new tiles not previously
considered. Consideration of transition to tiles not con-
sidered in the kth−1 iteration is addressed by the tran-
sition matrix. No probabilities of previous transition
are directly assigned to these tiles during the process.
Additionally, tiles that during the kth−1 iteration had
a non-zero probability of previous transition will no
longer be considered. As such, their probabilities are
discarded and ∥ϕ†k−1∥1 ≠ 1. In order to satisfy (5) ϕ†k−1
is normalized by ∥ϕk−1Πzk−1∥2.
2.7. Likelihood vector
The likelihood vector takes advantage of the obser-
vations made at the kth iteration, i.e., based on which
BSs the MS is able to communicate with. Because the
actual tile location is the latent variable, these obser-
vations are used instead of observation of the actual
hidden state. The likelihood vector is applied using a
least squares approach to the estimate E[ϕ′k ∣ ϕk−1].
The likelihood vector is computed as follows
λi∶1 = ∥X∶,1 − β∥−12 (11)
where
βi,1 = { 1 if the MS can receive the ith BS0 otherwise (12)
The likelihood vector is then applied to the state vector
via the method outlined in [7].
2.8. Summary
The scheme can be summarized as follows:
1) Discretize the AOI and build the database matrix
X via emperical measurements.
2) Determine the desired mask size parameter Nm.
3) Set k = 1, zk−1 = 1, and provide an estimate of
the initial distribution of probabilities of prior
transition to each tile under the mask via ϕk−1.
4) Select α based on subjective or objective
evironmental factors.
5) Calculate E[ϕ′k ∣ ϕk−1] via (6).
6) If Bk+1 exists, increment k and return to step 4.
3. Results
The proposed scheme was validated using MATLAB
simulation. We present the simulation results in this
section.
3.1. Simulation environment
The simulation infrastructure utilized actual BS
locations and readings of a Clearwire 4G WiMAX
network in San Jose, CA previously collected. A 12×12
square kilometer AOI in the vicinity of San Jose was
chosen and broken into 144 one square kilometer tiles.
The simulation assumed that the MS in question
was traveling only on major interstate thoroughfares
within the AOI. This problem constraint heavily in-
fluenced the transition matrix by assigning non-zero
probabilities of transition only to tiles through which
the road network traversed. The simulation took as
an initial argument the probability of self-transition,
Po, (i.e., the probability that the MS stays within the
same tile during an iteration of the scheme) and then
equally assigned the remaining probability to the tiles
under the mask to which the road network would allow
a transition. Transition matrix probability assignment
can be summarized as follows when Nm < Nt:
ti,j =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
Po if j = 1 and i ∈ γj
Po−1
∣Δk,i∣
if j ∈ Δk,i and i ∈ γj
0 otherwise
(13)
where Δk,i is the set of all tiles in iteration k to which
a valid transition exists from tile i less the transition
to the center tile (i.e., j = 1) and γj is the set of all
tiles physically adjacent to tile j. When Nm = Nt the
transition matrix is constructed as defined by [7].
As the simulated user moved throughout the AOI the
channel was modeled via a parameter called threshold.
This was done by first noting which tile the user
was in and then defining a set of BSs, termed here
as local, which could feasibly communicate with a
user in a given tile. Two subsets, the center-local and
peripheral-local, of the local BSs were then identified
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Figure 1. The estimated track using only the HMM
filter. The path along the route is indicated by
numbered arrows.
which comprised a linear span of the local set. The
center-local subset is defined by BSs so close to the
tile that it is assumed they can always communicate
to the MS. The peripheral-local set is defined as a set
of BS far enough away from the tile that they can
only occasionally transmit to the MS. A probability of
communication is then randomly assigned to that BS
based on a pseudo-Gaussian distribution. The mean of
this distribution was bounded by 0 ≤ mN ≤ 1 and this
mean is a user input, termed here as threshold. Thus,
the higher the threshold, the greater the liklihood of
receiving communication from the peripheral-local set.
3.2. Timing adjust
Single run simulations were completed to show the
efficacy of adding timing advances to the original
HMM filter. First the simulated user is moved through
the AOI using the original scheme (see Figure 1). Two
observations are noticed here. First, the accuracy of the
method is limited by the a priori tile construction and
size. Second, as the user moves through the AOI the
scheme makes several mistakes noted by arrows 2, 4,
7, 9, 11, and 14 due to its stochastic nature.
Next the same simulation is done adding timing
adjust to the data collected. By doing this, the error
at 2 and 4 are eliminated, but the rest remain. This is
because of a lack of timing adjust data in areas 1 and
2 (see Figure 2).
Figure 2. The estimated track using the HMM filter
and timing adjust data.
Thus, by utilizing timing adjust the accuracy of the
scheme can be significantly improved and track errors
can be corrected.
3.3. Figure of merit
For the remaining simulations, a figure of merit
(FOM), Average Meters in Error (AME), was adopted
to evaluate the performance of the algorithm as the
mask size changed. If the estimated position was not
within the same tile as the actual position the distance
to that tile was calculated and recorded as an error in
the vector ε; otherwise, an error of 0 was recorded.
After the simulation finished the AME was calculated
by the formula
AME = ∑li=1 εi
l
(14)
where l is the total number of scheme iterations in the
simulation.
3.4. State vector permutation
Permutation of the state vector in accordance with
the scheme outlined in section 2 ensures the state vec-
tor is reoriented properly as a mask moves throughout
the AOI where Nm ≤ Nt. If the mask moves, for
example to the east by one tile, after an iteration of
the tracking scheme the probability assigned to moving
north is no longer the probability of moving north,
5105






















Figure 3. The performance of the scheme is pre-
sented with and without state vector permutation
for various values of threshold.
but now the probability of moving northwest due to
mask translation. The permutation matrix ensures the
movement of the mask and the state vector are always
synchronized.
Figure 3 shows the advantage that can be gained
by permuting the state vector in conjuction with the
5 × 5 mask. Significant gains in AME can be realized
saving hundreds of meters in errors. For example,
when the model is run without state vector permutation
with a threshold of 0.61, 98 track estimation errors
are made. When the same model is run, this time
with state vector permutation, only 82 track estimation
errors are made. Interestingly, permutation reduces the
effectiveness of the model in the 3 × 3 case. This is
most likely because as the state vector is permuted,
values that were previously computed are thrown out
as the mask moves and only the values remaining are
permuted. This loss of information could explain the
drop in performance. This most likely does not happen
in the 5 × 5 case because the amount of information
lost in reorientation is comparably less.
3.5. Mask size
The simulation was first run for every possible
probability of self-transition in steps of pstep = 0.01 for
Nm ∈ {3,5,144}. As can be seen in Figures 4, 5, and 6,
all values of Nm tested yielded an optimal probability
of self-transition near Po ≈ 0.30; however, the shape
of the error curve varied significantly with Nm. As
Nm increased, the corresponding probability of self-
transition at which the AME saturated also increased.
Also, as Nm increased, the concavity of the error curve























Figure 4. The performance of the scaled HMM filter
using a 3x3 mask.
decreased. This suggests that as the Nm increases the
scheme shows greater immunity against sub-optimal
user input values.
In a real world application the optimal probability
of self-transition may not be accurately known. It can
be expected that optimal values will rely on many
environmental and heuristic factors that contribute, in
large part subjectively, to the problem of providing
accurate LBS. So by choosing larger values of Nm, the
algorithm provides a more robust response to assigning
suboptimal initial parameters such as initial location
and transition probabilities.
Further, Figures 4-6 show the effect of the threshold
parameter on all three mask sizes at different proba-
bilities of selftransition. As the mask size decreases
the detrimental effect of the threshold parameter is
more pronounced when a suboptimal probability of
self-transition is chosen. This further substantiates the
claim that mask size is proportional to the level of
robustness in performance, but inversely proportional
to scalability. This can also be seen in Figure 7 which
shows significant increases in error when the scheme
is used with smaller Nm.
An evaluation of the errors that the scheme made re-
vealed that they were usually made when neighboring
tiles shared similar or equivalent diversity sets. In this
case the likelihood vector contributed little, if anything,
to the outcome and the propensity for self-transition
usually overwhelmed the decision. In cases where the
diversity set of neighboring tiles only differed by a
small amount it usually took more than one iteration
of the scheme for the effect of the likelihood vector
to influence the position estimate. Also it was found
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Figure 5. The performance of the scaled HMM filter
using a 5x5 mask.
that for larger values of Nm the algorithm was better
equipped to recover from errors when the actual MS
location was farther away from the center of the
incorrect position estimate.
Using a large Nm to guard against suboptimal initial
parameters must be held in tension with available
computational resources. As the mask size increases
the scheme requires more computational overhead. As
the size of the AOI increases a strategy of using a mask
size comparable to the size of the AOI may not be a
valid solution approach.
This tension combined with the similarity in quan-
titative performance between solutions with different
mask sizes suggests a more resource conservative
approach where Nm << Nt.
4. Conclusion
This paper detailed a proposed scalable HMM
scheme for LBS in a mobile environment. The mask
utilized in this scheme allowed for user flexibility,
trading off a level of robustness with computational re-
quirements. A reorientation step was introduced which
re-oriented the state vector providing enhanced loca-
tion when used with the 5 × 5 mask. Finally, timing
adjust data readily available in the WiMAX standard
was used to further refine MS location.
An improvement of over 800 meters was shown
by adding the reorientation step of the algorithm in
the case of the 5 × 5 mask. The timing adjust data
showed an improvement in the ability of the scheme
to accurately track a MS. Finally, the effect of using
different mask sizes was shown. The balance between























Figure 6. The performance of the scaled HMM filter
using a 144x144 mask.























Figure 7. The performance of a HMM filter of
different sizes for different threshold levels at the
optimal probability of self-transition.
choosing a mask size that is large enough to prevent
erroneous position estimates and a mask size small
enough to capitalize on the scalability of the algorithm
was discussed.
One factor that shows promise for future research
is the effect of BS geometry on the algorithm. The
layout of the BSs within the AOI has already been
shown to create errors when a tight BS distribution
creates homogenous diversity sets. Further, the AOI
that was chosen for simulation was a very BS rich
AOI. The performance of the algorithm in sparse BS
environments has not yet been tested.
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