Abstract-This paper introduces the implementation of an FPGA-based tri-state rule binary Self Organizing Map (bSOM), which takes binary inputs and maintains tri-state weights, with a node labelling algorithm which makes it capable of object classification. The bSOM is used for appearance-based object identification during tracking in video sequences. It is designed to provide part of an end-to-end surveillance system implemented wholly on FPGA. It is trained off-line using a labelled training data set for nine objects, using binary signatures extracted from the colour histogram, and successfully used for appearance-based identification of objects in approximately 85% of cases in a fairly challenging data set. The paper identifies how this preliminary work can be extended to provide full on-line appearance-based identification and tracking.
I. INTRODUCTION
This paper addresses the issue of appearance-based identification of objects in video-based surveillance [1] using Field Programmable Gate Arrays (FPGAs). Identification is the process of recognizing individual objects so that they may be successfully tracked. This includes frame to frame tracking, tracking through occlusions, re-acquiring tracks on objects which leave the scene and re-enter, and tracking across multiple cameras. Identification is typically performed as part of a pipeline that begins by segmenting objects, uses identification to trace individual objects, and then applies further processing to the resulting activities. Identification is performed by extracting a variety of appearance-based features from objects, which may include: size, shape, intensity, colour and texture features. A robust identification system should be invariant to changes of lighting condition, viewing angle and distance from camera, and should be able to operate in realtime.
The research in this paper forms part of the development of a system for real-time surveillance that is designed to be fully implemented on FPGA. There are significant cost and complexity advantages in realizing a full system on a single reconfigurable architecture. The early stages of the final system, which detect and segment objects (using background differencing and connected components analysis) are described in [2] , although in the current work we perform these stages using a CPU-based system [3] , [4] . For efficient FPGA-based identification we use binary signatures (appearance feature vectors) which are easily processed.
We use a tri-state rule binary Self Organising Map (bSOM) based on the system described in [5] , modified to perform identification. The bSOM is capable of a wider variety of anomaly detection and classification tasks, justifying its use for identification among other tasks, while the FPGA based implementation makes it possible to design a single integrated on-chip system. Section II presents related work in this area, followed by a workflow of the bSOM identification system in section III. Result of experiments conducted on the system are presented in section IV, followed by the FGPA based implementation in section V. We conclude with some comments on future work in section VI.
II. RELATED WORK
Identification is closely related to classification, as an identification system for N known objects may be implemented using a classifier. Sang et al. [6] used a Bilateral Weighted Linear Discriminant Analysis to classify objects which automatically adjusts to different scenes. Similarly, Bose et al. [7] used scene-specific context features, such as position and direction of motion to train a scene-invariant classifier to identify vehicles and pedestrians. Zhang et al. [1] used an appearancebased method to achieve real-time robust object classification in diverse camera viewing angles on detected moving objects. Landabaso et al. [8] , presents an object classification system, capable of distinguishing between a single person, group of people or a vehicle.
Takala et al. [9] represented colour cues and texture properties with local binary patterns to build a unifying distance measure, which is subsequently used for tracking and event classification. In [10] , Ling et al. presents a colour-based object tracking system using colour information extracted cluster-bycluster from moving objects to compare the object's similarity across image sequences. Cho et al. [11] presents a parallel architecture for face detection using AdaBoost algorithm [12] , which identifies a sequence of Haar-classifiers [13] , [14] to indicate the presence of a face. The FPGA based face detector has performance improvement up to 37.39 times the software based version for a VGA sized image. Wei et al. [15] presents an FPGA based a real-time face detection using AdaBoost algorithm. Appiah et al. [5] , presents a bSOM clustering algorithm and demonstrates it fast training rules on FPGAs. Lefebvre and Garcia [16] used SOM to measure image similarity in face recognition. Recognising people automatically (e.g. by face, gait, iris or DNA), is an interesting area of research with many challenges [17] . The quality of images extracted from video sequence contributes significantly to the effectiveness of most facial recognition systems. Facial recognition is non-intrusive but is affected by changes in facial expressions.
A number of authors have developed identification techniques based on binary signatures, which are amenable to rapid processing. It is very difficult to represent the face as a binary signature. In contrast, fingerprints, a well developed biometric for uniquely identifying individuals, and the Iris [18] , [19] can easily be transformed into binary signatures. Unfortunately, fingerprints extraction is intrusive and requires some form of contact with the object [17] , and Iris recognition requires close-up imaging [18] , [19] . However, this approach can be usefully modified for identification-based tracking in video sequences.
In this paper we use a very simple colour-based binary signature. The colour distribution of a moving object is used to generate a histogram, which is an effective invariant appearance-based method of object representation [20] . The histogram is computationally inexpensive to create and can easily be transformed into a binary signature, as described below. We train the bSOM to identify individual objects based on these signatures. Figure 1 gives an overview of the FPGA based object recognition system presented in this paper. The system relies on a robust tracking algorithm [3] , [21] capable of extracting the colour histogram for every moving object. Binary signatures extracted from the output of the tracker are fed into the FPGA via USB to train the bSOM.
III. BINARY CLASSIFICATION AND RECOGNITION
In the vast majority of implementations, the SOM input data and neurons are represented by real numbers (or fixed point representation), making them difficult to implement efficiently on FPGA. However, in many applications the data is either naturally presented as a binary string, or may be conveniently recoded as such (a "binary signature"). The bSOM [5] takes a binary vector input, and maintains tri-state vector weights with {0, 1, # } as the possible values. The # represents a "don't care" state, which signifies that the corresponding input vector bit may be either set or clear. The weight vectors have the same length as the input binary vector. The bSOM has the same essential structure as a standard SOM [22] , [23] , with an input layer and a competitive layer. Given a binary input vector x = (x 1 , x 2 , . . . , x n ), all the units in the competitive layer are "connected" by corresponding prototype vectors, w j = (w j1 , w j2 , . . . , w jn ). Each neuron in the bSOM has a tri-state vector of the same length as the input binary signature, with the similarity between a neuron and an input binary signature determined by using the Hamming distance (a # being treated as a match to either 0 or 1).
A. Feature Vector Construction
Given the silhouette of a segmented moving object, a 768 bin histogram is generated -256 bins for each of the three RGB colour components. This is converted into a binary signature by thresholding at the average number of bin entries as shown in equation 1; any histogram bin with a value greater than or equal to θ is represented as binary 1; binary 0 otherwise (see figure 2) .
A binary feature vector, x = {x 1 , x 2 , . . . , x n } for n = 768 is generated as in equation 2.
B. Training and Recognition
To test the performance of the bSOM using signatures extracted from the colour histogram, a limited number of objects (nine people, 2248 instances) are used to train a fixed size bSOM off-line; see figure 3 .
In a simple scene each object might ideally be assigned a unique representative signature. However, due to partial occlusion, camera jitter, over-segmentation and under-segmentation, the silhouette and hence the histogram for a particular object may vary more widely than desired. We therefore allow each object to be represented by more than one neuron, and use 40 neurons (empirically selected). Three of the nine objects used to train the bSOM with their corresponding binary signatures. On the signature graphs, each row represents a particular time-step, and the consistency and evolution of the signature over time can be clearly seen For this preliminary work, the training set was labelled by an operator (i.e. to identify which of the nine subjects each instance corresponded to). The win frequencies (count of the number of times a particular object gets associated with a neuron in a winner-takes-all competition) is obtained. A node is assigned the most frequent object label associated with it through this process. The bSOM is ready for identification after the node labelling process. To test the performance, 1,139 independent manually labelled test instances are used. During the testing phase, the binary signatures are used to identify the neuron with the minimum Hamming distance, and the label associated with the neuron is assigned to the object from which the signature is extracted. If the minimum Hamming distance exceeds a threshold value set during training, the object is classified as unknown.
IV. EXPERIMENTAL RESULTS
The binary recognition system has been tested with video data recorded over a period of two hours with a total of 18,122 frames. Note, not all the frames have moving objects; hence the difference in number of frames to number of binary signatures. The video was recorded in an indoor environment, very close to the exit of the building. Typically people enter the building and leave at the same exit point. The scene has normal office furniture, which partially occludes the moving object. The scene has some variations in lighting intensity, particularly the effect of the wide transparent windows, see figure 3 . Frames from the first 30 minutes with nine different persons entering the building are used to train the system. Signatures from the silhouettes are extracted and manually labelled to distinguish between noise and real objects. Objects with less than 768 pixels are filtered as noise, which also avoids values of θ < 1 in equation 1. Figure 3 shows three of the nine objects that are used to train the bSOM. Due to segmentation problems, the binary signatures for any particular object may vary from frame to frame, as shown in figure 3 . Using nine different objects to train the network requires a minimum of nine neurons. Due to signature variation from frame to frame, 40 neurons are required for efficient performance.
The recognition level of the modified bSOM is benchmarked against the conventional SOM (cSOM) originally proposed by Kohonen [22] , [23] . Tests were conducted with neurons ranging from 10 to 100 in increments of 10. For networks with more than 50 neurons, the recognition level for both the bSOM and cSOM exceeds 90%, but some neurons do not get used. The performance of the two implementations of SOM (cSOM and bSOM) using 40 neurons are presented in table I. The training and test data have 2,248 and 1,139 binary signatures respectively.
A. Statistical Significance of Results
This section discusses the statistical significance of the performance of the two SOM implementations (cSOM and bSOM) presented in the previous section. The experiment was repeated ten times at each number of iterations. From table I, bSOM appears to outperform cSOM for smaller number of iterations (10 to 70). A Wilcoxon rank-sum test is used to determine whether there is any significant difference between the recognition levels of the different algorithms. One-tailed tests are conducted to test whether the higher mean performance of bSOM at lower iterations, and of cSOM at higher iterations, are statistically significant. From table II, bSOM outperforms cSOM for smaller iterations (10-70), with the exception of iteration 40. Similarly cSOM outperforms bSOM for higher iteration (80-500), with the exception of iteration 100 and 200. There is no statistically significant difference at iteration 100. We conclude that bSOM trains more quickly than cSOM, but ultimately cSOM has higher performance.
V. FPGA ARCHITECTURE
The most critical aspect of any hardware design is the selection and design of the architecture that provides the most efficient and effective implementation [24] . The specifications of the circuit implemented on FPGA is given in table III with its corresponding block diagram in figure 4 . The circuitry is made up of five basic blocks: the weight initialization, pattern input, Winner Take All, neighbourhood update and display blocks. Three of the five blocks run in parallel. These are the pattern input, Winner Take All and display (output) block. The weight initialization block is triggered only at start-up. Similarly, the neighbourhood update block is triggered when a winning node is identified for an input binary vector. Details of the five basic blocks are presented in the following sections.
A. Weight Initialization block
This block is used to randomly initialize all the weight vectors in the network. All the neurons in the network are initialized in parallel bit-by-bit; hence it takes as many clock cycles as there are bits in the binary input vector to complete the initialization. The hardware architecture presented here has been tested with binary signatures fed into the FPGA in the form of binary images of size 32 × 24, totalling 768 bits. The sizes of the input and weight vectors are all set to 768 bits and can easily be altered for any image size. The presented implementation takes exactly 768 clock cycles to completely initialize all the neurons. 
B. Pattern Input block
This block is used to acquire the binary input vector (or binary image) from an external camera. The size of the input vector, 768 (taken from a binary image of size 32×24), is pre-programmed and the input is complete when a total of 768 bits is read from the camera. This binary data is stored in the input vector and then passed onto the WTA block for further processing.
C. Winner Take All block
This block is made up of two parts: the Hamming distance computation unit and the winning neuron unit. The distance computation unit is used to compute the Hamming distance between the input binary vector and all neurons in the bSOM. The Hamming distance between the input vector x and a neuron w j , as shown in equation 3 is a bitwise operation, and hence takes as many clock cycles as there are bits in the input vector. Since the Hamming distance for all the 40 neurons are computed in parallel, it takes exactly 768 clock cycles to compute the Hamming distance for all the neurons in the network.
where k iterates through the bits in the input vector and j ∈ (1 · · · 40) is the address of the neuron. It is worth noting that the neuron vector is tri-state and the # state is ignored when computing the Hamming distance. Thus, for a neuron with 768 #'s, the Hamming distance will always be 0. The winning neuron unit uses the results from the Hamming distance computed in the distance computation unit to identify the winning neuron. The design, as shown in figure 5 , uses a series of comparators to select the minimum of a pair of two input Hamming distances. For an implementation with 40 values, the design takes exactly seven clock cycles to compute the node with the minimum Hamming distance. 
D. Neighbourhood update block
This block is used to select the neighbourhood of the winning neuron and to update the neurons in the specified region. The size of the neighbourhood reduces as training progresses. In the hardware implementation the maximum size of the neighbourhood is set to 4, and decreases as training progresses. The iteration count determines the size of the neighbourhood; for example, if the total number of iterations is set to 100, then for the first 25 iterations the neighbourhood is set to 4, then 3 in the second 25 iterations then 2 for next 25 (thus iteration 26 to 50) and then 1 in the last 25 iterations.
E. Output display blocks
The output display block displays the neurons (weights) as a binary image on an external Video Graphics Array (VGA) for visual verification. It runs in parallel with the input and WTA blocks. It runs at the refresh rate for the VGA used, typically 60Hz. The bSOM architecture discussed here has been implemented on a Xilinx Virtex-4 FPGA chip (XC4VLX160) with approximately 152,064 logic cells with embedded RAM totalling 5,184 Kbits. The design and verification was accomplished using the Handel-C high level descriptive language. Compilation and simulation were achieved using the Agility DK design suite. Synthesis -the translation of abstract highlevel code into a gate-level net-list -was accomplished using Xilinx ISE tools.
The entire design can be clocked up to 40MHz, making it possible to train the binary Self Organizing Map with up to 25,000 patterns of size 768 bits in a second after initialization. The clock frequency of 40MHz also includes the design for controlling the external logic for the VGA and the camera. This is the actual hardware test and the most stable clock frequency. The frequency could be much higher without the requirement to interface these devices. 
F. Post Training
After successfully training the bSOM with offline binary signatures extracted using a PC based object tracker [21] , the bSOM is ready for real-time identification of known objects. The neurons (weights) of the bSOM are stored onto BlockRAM on the FPGA chip. Labels are associated with each neuron to identify them with the objects from which the binary signatures have been extracted. Binary signatures of all moving objects in the camera view are sent onto the FPGA as a 32 × 24 sized image. Hamming distances between the input signature and all the bSOM weights are computed in parallel. The neuron with the minimum Hamming distance is selected as the winning neuron and the label of that neuron is associated with the object in the camera view.
The bSOM recognition as presented relies on the tracking system to extract the colour histogram of individual moving objects. The frame level binary signatures are fed onto the FPGA at the camera rate of 30fps. The system is capable of recognising 25, 000 signatures per second, far more than the tracking system can reliably provide [21] , and of training with several thousand patterns in less than a second. Figure 6 shows the use of the bSOM implemented on FPGA architecture for real-time recognition of objects after the training. The bSOM recognition has less than 15.97% error, as shown in table I. The ability of the bSOM to run and train in real-time on an FPGA is very attractive for embedded surveillance systems.
VI. CONCLUSION
A tri-state SOM (bSOM) which maintains tri-state weights and accept binary inputs has been presented with its FPGA implementation. The bSOM is particularly well-suited to FPGA implementation, trains quicker than the original SOM and can be used in clustering and classifying binary signatures. A demonstration of the potential use of the bSOM in security surveillance systems as an identification system using binary signatures extracted from colour histograms has also been presented in this paper. A full implementation of an identification system would require on-line training and automatic labelling. The additional stages required to reach this point are: to use the novelty detection capability of the bSOM to identify previously-unlabelled objects; to use positional tracking to follow such objects for a period and to record the corresponding signatures; and to update the bSOM through on-line training when sufficient new signatures are available. Similarly, clean positional tracking may be used to maintain consistent labelling of an object when the identity shifts sufficiently to require a new bSOM node. Future work will also include: the use of more sophisticated invariant features for identification; testing with a larger number of mutuallyoccluding objects; and a full FPGA-based implementation of an end-to-end integrated surveillance system.
