Abstract. We study the multi-armed bandit problem with arms which are Markov chains with rewards. In the finite-horizon setting, the celebrated Gittins indices do not apply, and the exact solution is intractable. We provide approximation algorithms for the general model of Markov decision processes with nonunit transition times. When preemption is allowed, we provide a (1/2 − )-approximation, along with an example showing this is tight. When preemption isn't allowed, we provide a 1/12-approximation, which improves to a 4/27-approximation when transition times are unity. Our model captures the Markovian Bandits model of Gupta et al., the Stochastic Knapsack model of Dean et al., and the Budgeted Learning model of Guha and Munagala. Our algorithms improve existing results in all three areas. In our analysis, we encounter and overcome to our knowledge a new obstacle: an algorithm that provably exists via analytical arguments, but cannot be found in polynomial time.
Introduction
We are interested in a broad class of stochastic control problems: there are multiple evolving systems competing for the attention of a single operator, who has limited time to extract as much reward as possible. Classical examples include a medical researcher allocating his time between different clinical trials, or a graduate student shifting her efforts between different ongoing projects. Before we describe the model in detail, we introduce three problems in the literature which motivated this work.
Markovian Bandits
The Markovian multi-armed bandit problem is the following: there are some number of Markov chains (arms), each of which only evolves to the next node 1 and return some reward when you play (pull) that arm. The controller has to allocate a fixed number of pulls among the arms to maximize expected reward. The reward returned by the next pull of an arm depends on the current node that arm is on. When an arm is pulled, the controller observes the transition taken before having to choose the next arm to pull. Multi-armed bandit (MAB) problems capture the tradeoff between exploring arms that could potentially transition to high-reward nodes, versus exploiting arms that have the greatest immediate payoff.
The infinite-horizon version of this problem with discounted rewards can be solved by the celebrated index policy of Gittins; see the book Gittins et al. [12] for an in-depth treatment of Gittins indices. However, Gittins indices are dependent on the time horizon being infinite (see Gittins et al. [12, section 3.4 .1]). The Gittins index measures the asymptotic performance of an arm, and does not apply when there are a finite number of time steps remaining.
Also, when we refer to multi-armed bandit in this paper, it is not to be confused with the Stochastic Bandits setting, where each arm is an unknown reward distribution, playing that arm collects a random sample from its distribution, and the objective is to learn which arm has the highest mean in a way that minimizes regret. For a comprehensive summary of Stochastic Bandits and other bandit settings, we refer to the survey by Bubeck and Cesa-Bianchi [7] . The main difference between Markovian Bandits and Stochastic Bandits is that in the former, the parameters governing the uncertainty are given as input and the challenge is computational; in the latter, there is ambiguity in the parameters and the challenge is to compete with an adversary who knows the parameters in advance. 1 2 − ε)-approximation for Bayesian Bandits that is in fact an irrevocable policy.
Irrevocable Bandits.
The above can be contrasted with the work of Gupta et al., who construct a nonmartingale instance where irrevocable policies (they refer to these policies as nonpreempting) can only extract an arbitrarily small fraction of the optimal reward (Gupta et al. [19, Appendix A.3] ). Therefore, without the martingale assumption, one can only hope to compare irrevocable policies against the irrevocable optimum. We provide a ( 1 2 − ε)-approximation for this problem, which we refer to as Irrevocable Bandits.
Stochastic Knapsack
The Stochastic Knapsack (SK) problem was introduced by Dean et al. in 2004 (Dean et al. [10] ; see Dean et al. [9] for the journal version). We are to schedule some jobs under a fixed time budget. Each job has a stochastic reward and processing time whose distribution is known beforehand. We sequentially choose which job to perform next, only discovering its length and reward in real-time as it is being processed. The objective is to maximize the expected reward before the time budget is spent. A major focus of this work is on the benefit of adaptive policies (which can make dynamic choices based on the instantiated lengths of jobs processed so far) over nonadaptive policies (which must fix an ordering of the jobs beforehand), but in our work all policies will be adaptive.
Throughout Dean et al. [9] , the authors assume uncorrelated rewards-that is, the reward of a job is independent of its length. The state of the art for this setting is a ( − ε)-approximation by Bhalgat [5] ; a ( 1 2 − ε)-approximation is also obtained for the variant where jobs can be canceled at any time by Li and Yuan [25] . Gupta et al. [19] provides a 1 8 -approximation for Stochastic Knapsack with potentially correlated rewards, and a 1/16-approximation for the variant with cancellation. We improve these bounds by providing an LP-relative ( − ε)-approximation for a problem which generalizes both variants with correlated rewards. Furthermore, we construct an example where the true optimum is as small as 1 2 + ε of the optimum of the LP relaxation. Therefore, our bound is tight in the sense that one cannot hope to improve the approximation ratio using the same LP relaxation.
However, it is important to mention that our results, as well as the results of Gupta et al. [19] , require the job sizes and budget to be given in unary, since these algorithms use a time-indexed LP. It appears that this LP is necessary whenever correlation is allowed-the nontime-indexed LP can be off by an arbitrarily large factor (see Gupta et al. [19, Appendix A.2] ). Techniques for discretizing the time-indexed LP if the job sizes and budget are given in binary are provided in Gupta et al. [19] , albeit losing some approximation factor. Nonetheless, in this paper, we always think of processing times as discrete hops on a Markov chain, given in unary. Note that the Stochastic Knapsack problem with correlated rewards and sizes given in binary can be shown to be PSPACE-hard (Dean et al. [10, Theorem 6] ).
Futuristic Bandits and Budgeted Bandits
Guha and Munagala [15, 16] have studied many variants of budgeted learning problems-including switching costs, concave utilities, and Lagrangian budget constraints. See Guha and Munagala [17] for an updated article that also subsumes some of their other works. Their basic setting, which we refer to as Futuristic Bandits, is identical to Bayesian Bandits (i.e., there are Markov chains satisfying the martingale condition), except no rewards are dispensed during the execution of the algorithm. Instead, once the budget 3 is spent, we choose a single arm we believe to be best, and only earn the (expected) reward for that arm. A 1 4 -approximation is provided in Guha and Munagala [17] , and this is improved by the same authors to a ( 1 3 − ε)-approximation in Guha and Munagala [18] . Our algorithm works without the martingale assumption, but the approximation guarantee is only 4/27.
MAB Superprocess with Multi-Period Actions
Motivated by these examples, we now introduce our generalized model, which we call MAB superprocess with multiperiod actions. Consider the Markovian Bandits setting, except we allow for a more general family of inputs, in two ways.
First, we allow transitions on the Markov chains to consume more than one pull worth of budget. We can think of these transitions as having a nonunit processing time. The processing times can be stochastic, and correlated with the node transition that takes place. The rewards can be accrued upon pulling the node, or only accrued if the processing time completes before the time budget runs out. The applications of such a generalization to U.S. Air Force jet maintenance have recently been considered in Kessler's thesis (Kessler [23] ), where it is referred to as multiperiod actions.
The second generalization is that we allow each arm to be a Markov decision process; such a problem is referred to as MAB superprocess in Gittins et al. [12] . Now, when the controller pulls an arm, they have a choice of actions, each of which results in a different joint distribution on reward, processing time, and transition taken.
The purpose of the first generalization is to allow MAB to model the jobs from Stochastic Knapsack which have rewards correlated with processing time and can't be canceled. The purpose of the second generalization is to allow MAB to model Futuristic Bandits, where exploiting an arm corresponds to a separate action. The details of our reductions, along with examples, will be presented throughout Section 2, once we have introduced formal notation.
We consider two problem variants for our general model: the case with preemption (i.e., we can start playing an arm, not play it for some time steps, and resume playing it later), and the case without preemption. The variant without preemption is necessary to generalize Stochastic Knapsack and Irrevocable Bandits. The variant with preemption generalizes Markovian Bandits and Futuristic Bandits.
Outline of Paper
Our paper can be outlined as follows:
• reductions from existing problems to MAB superprocess with multiperiod actions [Section 2];
• polynomial-sized LP relaxations for both variants of MAB superprocess with multiperiod actions, and analytical proofs that they are indeed relaxations [Section 2.5];
• a ( • a matching upper bound where it is impossible to obtain more than 1 2 + ε of the optimum of the LP relaxation [Section 3.1];
• a 4/27-approximation for MAB superprocess (with preemption) [Section 4];
• a 1/12-approximation for MAB superprocess with multiperiod actions (and preemption) [Section 4.3] . The ways in which these approximation ratios improve previous results on SK and MAB is summarized in Tables 1 and 2 . 
Sketch of Techniques
The sketch we provide here is brief, but a more detailed high-level overview is provided at the beginning of each subsection.
In the variant without preemption, we prove that given any feasible solution to the LP relaxation, there exists a policy which plays every node with half the probability it is played in the LP solution. This would yield a 1 2 -approximation, but the policy cannot be specified in polynomial time, because the previous argument is purely existential. Instead, we show how to approximate the policy via sampling, in a way that doesn't cause error propagation. In the variant with preemption, we derive an approximation algorithm, which uses priority indices, based on an optimal solution to the LP relaxation, to accomplish the explore-exploit tradeoff. Our priority-based policy is based on the ideas behind the convex decomposition and gap filling operations from Gupta et al. [19] . We perform a tighter analysis for our algorithm and show how it can be generalized to the model of Markov decision processes with nonunit transition times. Our analysis uses Samuels' conjecture (Samuels [31] ) for n 3 (which is proven) to bound the upper tail.
Related Work
The results on bandits, Stochastic Knapsack, and budgeted learning that are most related to our results have already been introduced in the earlier subsections, but we mention some additional results here. One such result for Stochastic Knapsack is the bi-criteria (1 − ε)-approximation of Bhalgat et al. [6] that uses 1 + ε as much space; such a result is also obtained via alternate methods by Li and Yuan [25] and generalized to the setting with both correlated rewards and cancellation. Also, Gupta et al. [21] introduce the new stochastic orienteering problem, which associates jobs in SK with locations in a metric space. The benefit of adaptive policies for this problem is also addressed by Bansal and Nagarajan [1] .
Another example of a stochastic optimization problem where adaptive policies are necessary is the stochastic matching problem of Bansal et al. [2] -in fact, we use one of their lemmas in our analysis. Recently, the setting of stochastic matching has been integrated into online matching problems by Mehta and Panigrahi [27] .
All of the problems described thus far focus on expected reward. Recently, Ilhan et al. [22] studied the variant of SK where the objective is to maximize the probability of achieving a target reward; older work on this model includes Carraway et al. [8] . Approximation algorithms for minimizing the expected sum of weighted completion times when the processing times are stochastic are provided in Möhring et al. [28] , and Skutella and Uetz [33] . SK with chance constraints-maximizing the expected reward subject to the probability of running overtime being at most p-is studied in Goel and Indyk [13] , and Kleinberg et al. [24] .
Looking at more comprehensive synopses, we point the reader interested in infinite-horizon Markovian Bandits to the book by Gittins et al. [12] . Families of bandit problems other than Markovian, including Stochastic and Adversarial, are surveyed by Bubeck and Cesa-Bianchi [7] . For an encyclopedic treatment of using dynamic programming to solve stochastic control problems, we refer the reader to the book by Bertsekas [3] . For an encyclopedic treatment of stochastic scheduling, we refer the reader to the book by Pinedo [30] .
Problem Definition
We first define the fully general MAB superprocess with multiperiod actions (and preemption) problem described in the introduction. We introduce the variant without preemption later. Problem 1 (Original Problem). There are n ∈ arms which are Markov decision processes. For each arm i, let i denote its finite set of nodes, with the starting node, or root node, being ρ i . To play an arm i that is currently on node u ∈ i , we select an action a from the finite, nonempty action set A u , after which the arm will transition to a new node v ∈ i in t time steps, accruing reward over this duration. We will also refer to this process as playing action a on node u, since for each pair (u, a), we are given as input the joint distribution of the destination node, transition time, and reward. Specifically, for all u ∈ i , a ∈ A u , and possible pairs of destination and transition time (v, t), let p a u, v, t denote the probability of transitioning to node v in exactly t time steps, when action a is played on node u. We will refer to this transition by the quadruple (u, a, v, t), and conditioned on it occurring, let R a u, v, t, t denote the reward accrued t time steps from the present, for all t 0, . . . , t − 1. R a u, v, t, t is a random variable with known distribution, taking values in [0, ∞).
Each Markov decision process i starts on its root node, ρ i . There is a total budget of B ∈ time steps over which we would like to maximize the reward, in expectation. At each time step, if no arm is in the middle of a transition, then we may choose a new arm to play, along with an action. 5 We observe the destination and sequence of rewards over the transition time, realized according to the probabilities defined above. After the transition is over, we may choose a new arm and action to play. After B total time steps pass, our final reward is the sum of rewards collected up to that point, and an arm in the middle of transition is cut off.
Problem Simplification
We now perform a sequence of transformations to simplify the problem and notation, as well as aid in the analysis throughout the rest of the paper. Assuming that the budget B and transition times t are given in unary, all of the transformations can be performed in polynomial time.
Transformation 1. We use
A u , a common set of actions for all nodes across all arms, defining incompatible actions to result in no transition.
Transformation 2.
We change all transition times t greater than B to equal B, cutting off rewards with t ≥ B.
Since there are only B time steps, the exact value of any t ≥ B does not matter, and only the rewards with t 0, . . . , B − 1 may be obtainable. 
Transformation 5.
We expand all transitions with nonunit processing times. For any transition (u, a, v, t) with t > 1, we:
1. add bridge nodes w 1 , . . . , w t−1 ; 2. set transition probability p As long as we enforce that the bridge nodes must be played as soon as they are reached, the new problem is equivalent to the old problem. Notationally, we will assume that they are played with action α. Also, we will eliminate the subscripts t, t and just write p 
Transformation 7.
We convert each rooted Markov decision process into a layered acyclic digraph, up to depth B. That is, we assume there exists a function depth mapping nodes to 0, . . . , B such that depth(ρ i ) 0 for all i ∈ [n], and all transitions (u, a, v) with p a u, v > 0 satisfy depth(v) depth(u) + 1. This can be done by expanding each node in the original graph into a time-indexed copy of itself for t 1, . . . , B-we refer to Gupta et al. [19, Appendix E.1] for the standard reduction, which immediately generalizes to the case of Markov decision processes with bridge nodes. We can cut off at depth B since there are only B time steps in total.
We restate the problem after all the transformations, summarizing the notation. • A: the global set of actions, indexed by a, containing -α: the default action used to play bridge nodes; • n: the number of arms, indexed by i, each with -i : a finite set of nodes; -i : the set of bridge nodes, a potentially empty subset of i ; -ρ i : a root node in i \ i ; -p a u, v : the probability of transitioning to node v when action a is played on node u, for all a ∈ A and u, v ∈ i (with u v possible); -r a u : the reward obtained when action a is played on node u, for all a ∈ A and u ∈ i ;
• B: the number of time steps, indexed by t;
• depth: a function from
The objective is to choose an arm and an action during each time step to maximize expected reward. At a time step, if the arm last played is on a bridge node, then the same arm must be played again.
Dynamic Programming
Algorithms for this problem are described in the form of an adaptive policy, a specification of which arm and action to play for each state the system could potentially be in. A state in this case is determined by the following information: the node each arm is on, and the time step we are at. 6 The optimal policy can be defined by an exponential-sized dynamic program. We write the Bellman state-updating equations as constraints to get a linear program whose feasible region is precisely the set of admissible policies. After adding in the objective function of maximizing expected reward, solving this exponential-sized linear program would be equivalent to solving our problem to optimality. 4. Let 1 × · · · × n , the set of joint nodes, which are ordered n-tuples indicating the node each arm is on. 5. For all π ∈ and u ∈ i , let π u be the joint node such that π u i u, and π u j π j for all j i.
A state in the dynamic program can then be defined as a joint node π along with a time t. Let y π, t be the probability of having arms on nodes according to π at the beginning of time t. Let z a π, i, t be the probability we play arm i at time t with action a, when the arms are on nodes according to π. Note that some (π, t) pairs are impossible states, 7 but for notational convenience we still have variables for these states. Our objective is
with the following constraints on how we can play the arms:
The novel constraint is (2b), which guarantees that we must play a bridge node upon arrival. The remaining constraints update the y π, t 's correctly:
Essentially, the only decision variables are the z-variables; there are as many y-variables as equalities in (3a)-(3c). These constraints guarantee π∈ y π, t 1 for all t ∈ [B], and combined with (2a), we obtain
Let (ExpLP) denote the linear program defined by objective (1) and constraints (2a)-(2c), (3a)-(3c) which imply (4). This is the dynamic program for MAB superprocess with multiperiod actions (and preemption).
No Preemption Variant
Now we define MAB superprocess with multiperiod actions-no preemption. We follow the same set-up from Problem 1, and assume that the same sequence of transformations from Section 2.1 have been performed to arrive at Problem 2. However, we add the further constraint that for each arm, the set of time steps during which we play it must be contiguous. We enforce this by adding a terminal node to each arm, from which it cannot be played; if an arm not on its root node is not played during a time step, then it transitions to its terminal node. Definition 2. Define the following notation and related terminology.
1. For all i ∈ [n], let φ i denote the terminal node of arm i, and let i i ∪ {φ i }.
j}, where we have excluded the joint nodes with two or more arms in the middle of being processed.
3. For all π ∈ , let I(π) {i: π i φ i }, the indices of arms that could be played from π. 4. For all i ∈ [n], let i {π ∈ : π i {ρ i , φ i }}, the joint nodes with arm i active, i.e., in the middle of being processed.
5. Let
i , the set of joint nodes with an active arm. 6. For all π ∈ , let (π) denote the subset of that would transition to π with no play during a time step.
hence, π does not contain an active arm which would transition to its terminal node with no play, and hence, the system would remain at the same joint node π. Furthermore, for any i such that i I(π) (i.e., π i φ i ), arm i would transition from any u ∈ i \{ρ i } to φ i with no play; hence, for such u, (π) contains joint node
. This is because if joint node π has an active arm i, then we can only arrive at π by playing i, i.e., we cannot arrive at π with no play. Now we can write the dynamic program for the variant without preemption. The objective is
with very similar constraints on the z-variables:
The only difference from (2a)-(2c) is that arms on terminal nodes cannot be played. However, moving forward, the state-updating constraints become more complicated, because now an arm can make a transition even while it is not being played; namely, the transition to the terminal node. We update the y-variables as follows: Equations (7c) update y π, t for π , i.e., joint nodes with no active arms. Such a joint node π can only be arrived upon by making no play from a joint node in (π).
Equations (7d), (7e) update y π, t for π ∈ . To get to joint node π ∈ i , we must have played arm i during the previous time step and transitioned to node π i . However, the restrictions on the previous joint node depend on whether depth(π i ) 1. If so, then arm i was on ρ i at time step t − 1, so it's possible to get to π from any joint node in (π ρ i ). That is, in the previous joint node, there could have been an active arm that is not i. This is reflected in (7d). On the other hand, if depth(π i ) > 1, then arm i must have been the active arm at time step t − 1, as described in (7e).
Like before, these equations guarantee that at each time step, we are at exactly one joint node, i.e.,
π∈ y π, t 1. Combined with (6a), we obtain
Let (ExpLP ) denote the linear program defined by objective (5) and constraints (6a)-(6c), (7a)-(7e) which imply (8) . This is the dynamic program for MAB superprocess with multiperiod actions-no preemption.
Reductions from SK and MAB
Before we proceed, we explain why our model captures the problems described in the introduction.
Markovian Bandits can be captured immediately by defining the action set to consist of a single action, and not having any transition times greater than unity. Irrevocable Bandits, the nonpreempting variant, can be captured analogously by using the no preemption variant of our problem defined in Section 2.3.
We show how to reduce the Stochastic Knapsack variants to Problem 1, which can then be considered under the nonpreempting variant in Section 2.3. A job in an instance of correlated Stochastic Knapsack can be given as follows, when processing times are in unary (Gupta et al. [ 19, section 2.1]). Let B be the total time budget. For each t ∈ [B], letp t be the probability of the job finishing after exactly t time steps, and in such a case, letr t be the reward returned upon completion. There are two problem variants, one where jobs cannot be canceled once started, and another where jobs can be canceled at any time (e.g., after observing that it will not finish before a critical threshold).
Transformation 8 (Correlated SK without Cancellation to Problem 1).
There is a single action and we will ignore the superscript a. The set of nodes is {ρ, φ}, with the root node being ρ. For each t ∈ [B], we set p ρ, φ, t p t , with R ρ, φ, t, t−1 taking the deterministic value ofr t . This transition represents the job finishing after exactly t time steps, returning a reward upon processing the final time step.
Transformation 9 (Correlated SK with Cancellation to Problem 1).
There is a single action and we will ignore the superscript a. The set of nodes is {S 1 , . . . , S B , φ}, with the root node being S 1 . Node S t represents the job processing its t'th time step, and node φ represents the job finishing. For each t ∈ [B], we set p S t , φ, 1 p t / t ≥tpt , the probability of the job finishing upon processing time step t conditioned on it not finishing before then. We set p S t , S t+1 , 1 1 − p S t , φ, 1 . The rewards are on the transitions from S t to φ, with R S t , φ, 1, 0 taking the deterministic value ofr t .
We show some examples of these transformations in Appendix A. As previously stated, for both variants of SK, we use the nonpreempting adaptation of our problem defined in Section 2.3. However, we should point out that for SK with Cancellation, allowing preemption on the jobs under our model results in a distinct problem. In Appendix B, we construct an example where a policy that both preempts and cancels earns more reward than the best policy possible with only cancellation, even when rewards are uncorrelated with processing times.
Finally, we show how to reduce Futuristic Bandits to Problem 1. In Futuristic Bandits, there are n Markov chains with rewards on nodes. There is a budget of T "exploration" time steps. During these time steps, arms can be played so that they transition to different nodes, but no reward is obtained. At the end of these time steps, each arm is on some final node. Then there is a single "exploit" time step where the greatest reward among the n final nodes is obtained. The objective is to maximize the expected amount exploited.
Transformation 10 (Futuristic Bandits to Problem 1).
We can use the Markov chains from Futuristic Bandits directly as the arms in Problem 1. However, we place no rewards on nodes. Instead, we add a separate "exploit" action, which when played on a node, returns the reward of that node. The exploit action has processing time T + 1 and we set our time budget B to be 2T + 1. This is equivalent to the Futuristic Bandits problem. First, note that it is impossible to collect exploitation rewards from more than one arm. Also, we can explore for at most T time steps if we are going to earn any reward at all. Note that in our problem it is possible to stop exploring before T time steps pass. However, it is never beneficial to do so when the rewards on nodes satisfy the martingale condition, as assumed in Futuristic Bandits-see Section 1.1.1 and the papers referenced in Section 1.3. The Budgeted Bandits generalization can also be reduced to Problem 1 by having different processing times for exploring different arms.
Polynomial-Sized LP Relaxations
We now write the polynomial-sized LP relaxations of our earlier problems. We keep track of the probabilities of being on the nodes of each arm individually without considering their joint distribution. Let s u, t be the probability arm i is on node u at the beginning of time t. Let x a u, t be the probability we play action a on node u at time t.
For both variants of the problem, we have the objective 
and constraints on how we can play each individual arm:
Furthermore, there is a single constraint
enforcing that the total probabilities of plays across all arms cannot exceed 1 at any time step. The state-updating constraints differ for the two variants of the problem. If we allow preemption, then they are:
If we disallow preemption, then an arm can only be on a nonroot node if we played the same arm during the previous time step. This is reflected in (13c)-(13d):
Let (PolyLP) denote the linear program defined by objective (9) and constraints (10a)-(10c), (11), (12a)-(12c). Similarly, let (PolyLP ) denote the linear program defined by objective (9) and constraints (10a)-(10c), (11), (13a)-(13d). We still have to prove the polynomial-sized linear programs are indeed relaxations of the exponential-sized linear programs. For any linear program LP, let OPT LP denote its optimal objective value. π∈ :
Lemma 1. Given a feasible solution {z
. Thus, the feasible region of (PolyLP) is a projection of that of (ExpLP) onto a subspace and OPT ExpLP ≤ OPT PolyLP . π∈ :
Lemma 2. Given a feasible solution {z
. Thus the feasible region of (PolyLP ) is a projection of that of (ExpLP ) onto a subspace and OPT ExpLP ≤ OPT PolyLP .
Mathematics of Operations
Essentially, Lemma 1 says that PolyLP reduces from ExpLP, and Lemma 2 says that PolyLP' reduces from ExpLP'. Recall that the feasible regions of ExpLP and ExpLP' correspond exactly to the admissible policies in the two variants. These lemmas say that the performance of any adaptive policy can be upper bounded by the polynomial-sized relaxations. Our lemmas are analogous to similar statements from earlier works (e.g., Gupta et al. [19, lemma 2.1] ), but put into the context of an exponential-sized linear program. Their proofs are mostly analytical and deferred to Appendix C.
Main Results
Now that we have established the preliminaries, we are ready to state our main results in the form of theorems.
Theorem 1. Given a feasible solution
OPT PolyLP . We can use sampling to turn this into a ( We prove this theorem in Section 3, and also show that it is tight, constructing an instance under the special case of correlated SK where it is impossible to obtain reward greater than ( We prove these theorems in Section 4.
Proof of Theorem 1
In this section, we prove Theorem 1. To build intuition, we will first present the upper bound, showing a family of examples with OPT ExpLP /OPT PolyLP approaching 1 2 .
Construction for Upper Bound
Let N be a large integer. We will describe our n 2 arms as stochastic jobs. Job 1 takes N +1 time with probability 1 − 1/N, in which case it returns a reward of 1. It takes 1 time with probability 1/N, in which case it returns no reward. Job 2 deterministically takes 1 time and returns a reward of 1. The budget is B N + 1 time steps.
Any actual policy can never get more than 1 reward, since it cannot get a positive reward from both jobs. After all the reductions from Section 2, the Markov Chains representing these jobs can be denoted as follows. Let 1 {S 0 , S 1 , . . . , S N , φ 1 }, with ρ 1 S 0 . There is only one action, and we will omit the action superscripts. The only uncertainty is at S 0 , with p S 0 , S 1 1 − 1/N, p S 0 , φ 1 1/N. The remaining transitions are p S 1 , S 2 · · · p S N−1 , S N p S N , φ 1 1, and self loop on the terminal node p φ 1 , φ 1 1. The only reward is a reward of 1 on node S N . Meanwhile, 2 consists only of nodes {ρ 2 , φ 2 }, with p ρ 2 , φ 2 p φ 2 , φ 2 1, r ρ 2 1.
Consider the solution for (PolyLP ) with x S 0 , 1 1,
1/N, all other x-variables equal to 0, and s-variables determined using (13a)-(13d). It can be checked that this solution is feasible, and that its objective value of 2 − 1/N is optimal, since all of the potential reward is acquired. Hence, as we take N → ∞, we get OPT ExpLP /OPT PolyLP 1 2 . Note that we can put all of 1 \{ρ 1 , φ 1 } in if we want; it does not change the example whether job 1 can be canceled once started. It also does not matter whether we allow preemption-both OPT ExpLP /OPT PolyLP and OPT ExpLP /OPT PolyLP are 1 2 + ε for this example.
Let us analyze what goes wrong when we attempt to replicate the optimal solution to the LP relaxation in an actual policy. We start job 1 at time 1 with probability x S 0 , 1 1. If it does not terminate after 1 time step, which occurs with probability 1 − 1/N, then we play job 1 through to the end, matching x S 1 , 2 · · · x S N , N+1 1 − 1/N. If it does, then we start job 2 at time 2. This occurs with unconditional probability x ρ 2 , 2 1/N, as planned. However, in this case, we cannot start job 2 again at time 3 (since it has already been processed at time 2), even though x ρ 2 , 3 1/N is telling us to do so. The LP relaxation fails to consider that event "job 1 takes time 1" is directly correlated with event "job 2 is started at time 2," so the positive values specified by x ρ 2 , 3 , . . . , x ρ 2 , N+1 are illegal plays.
Motivated by this example, we observe that if we only try to play u at time t with probability x u, t /2, then we can obtain a solution to (ExpLP ) (and hence a feasible policy) that is a scaled copy of the solution to (PolyLP ).
Specification of Solution to (ExpLP')
Fix a solution {x a u, t , s u, t } to (PolyLP ). Our objective in this subsection is to construct a solution {z a π, i, t , y π, t } to (ExpLP ) such that
obtaining half the objective value of (PolyLP ). We will prove feasibility in Section 3.3.
The intuition for the construction is as follows. For any u ∈ i and t ∈ [B], in order to play node u at time t, we must have started playing arm i at time t − depth(u), since preemption is not allowed. Therefore, it is possible to partition the combinations of u, a, t where x a u, t > 0 according to the time at which we must play ρ i . Having established this, we only have to make decisions on which new arm to start, when the values of x a u, t prescribe that the current arm should be stopped. To satisfy the global constraint (14) , the decision to start arm i at time t (in a specific state) depends on the total probability of being able to start arm i at time t (conditioned on the past policy and realizations).
For convenience, define x u, t a∈A x a u, t and z π, i, t a∈A z a π, i, t . We will complete the specification of {z a π, i, t , y π, t } over B iterations t 1, . . . , B. On iteration t:
1. Compute y π, t for all π ∈ , using (7a)-(7e).
a ∈ A} has already been set in a previous iteration). 3 . For all i ∈ [n], define f i, t π∈ :
For all i ∈ [n]
, and π ∈ such that π i ρ i and π j ∈ {ρ j , φ j } for j i, define g π, i, t π ∈ (π) z π , i, t . 6. For all i ∈ [n], u ∈ i \{ρ i }, π ∈ such that π i u, and a ∈ A, set z a π, i, t+depth(u)
Step 2,ỹ π, t represents the probability that we are at joint node π and looking to start a new arm at time t, abandoning the arm in progress if there is any. In Step 3, f i, t is the total probability of being able to start arm i at time t, which we define as arm i being available when we are looking to start a new arm at time t. The normalization in Step 4 ensures that each arm is started with the correct probability at time t. In Step 5, g π, i, t is the probability arm i is started at time t, and other arms are on nodes {π j : j i} while arm i executes (another arm j could have made a transition to φ j during the first time step t).
Step 6 specifies how to continue playing arm i in subsequent time steps if it is started at time t. Note that g π ρ i , i, t is guaranteed to be defined in this case, since π i {ρ i , φ i } and π ∈ implies π j ∈ {ρ j , φ j } for all j i. This completes the specification of the solution to (ExpLP ). Every y π, t is set in Step 1, and every z a π, i, t is set in either Step 4 or Step 6.
Using the definition of f i, t , Step 4 guarantees that for i ∈ [n], a ∈ A,
Meanwhile, Step 6 guarantees that for
We explain the second equality. Since u ρ i implies arm i is the active arm in all of {π ∈ : π i u}, this set is equal to {ρ 1 , φ 1 } × · · · × u × · · · × {ρ n , φ n }. Summing g π ρ i , i, t over all the possibilities for {π j : j i} yields the total probability arm i is started at time t. This is equal to π∈ : π i ρ i a∈A z a π, i, t , which by the first calculation is equal to
The proof of (14) is now complete.
Proof of Feasibility
At a high level, the main challenge in proving feasibility is verifying (6a), i.e., the total probability of plays scheduled for joint node π and time t does not exceed the probability of being at joint node π and time t. Given the way the solution was constructed, it is mostly an analytical exercise (Lemma 3) to reduce (6a) to showing that the values of f i, t are sufficiently large. f i, t is the probability of being able to start arm i at time t, which we are not able to do if the current arm has not been prescribed to stop, or if arm i has already been played. Lemma 4 shows that the probability of these events occurring is just small enough when the probabilities of the LP relaxation, x a u, t , are scaled down by a factor of 2. We will inductively prove feasibility over iterations t 1, . . . , B. Suppose all of the variables {z a π, i, t , y π, t } with t < t have already been set in a way that satisfies constraints (6a)-(6c), (7a)-(7e). Some of the variables z a π, i, t with t ≥ t may have also been set in Step 6 of earlier iterations; if so, suppose they have already been proven to satisfy (6c).
On iteration t, we first compute in Step 1 y π, t for all π ∈ ; these are guaranteed to satisfy (7a)-(7e) by definition. To complete the induction, we need to show that (6a)-(6c) hold after setting the z-variables in Step 4, and furthermore, (6c) holds for any z a π, i, t (with t > t) we set in Step 6. We first prove the following lemma. Proof. First suppose depth(u) 1. (7d) says y π, t a:
Meanwhile, for all a ∈ A, z a π, i, t was set in Step 6 of iteration t − 1 to
where the second equality is by the definition of g π ρ i , i, t−1 , and the third equality uses the fact that z b π , i, t−1 was set in Step 4 of iteration t − 1. To prove a∈A z a π, i, t ≤ y π, t , it suffices to show a∈A x a u, t ≤ a:
This follows immediately from combining constraints (10a) and (13d) of (PolyLP ). Furthermore, if u ∈ , then we can use (10b) to get z
Meanwhile, for all a ∈ A, z a π, i, t was set in Step 6 of iteration t to g π ρ i , i, t · (x a u, t /x ρ i , t ). To prove a∈A z By the lemma,ỹ π, t ≥ 0 if π ∈ i for some i ∈ [n]. On the other hand,ỹ π, t ≥ 0 is immediate from definition if π . Therefore,ỹ π, t ≥ 0 for all π ∈ , and (6c) is satisfied by all the z-variables set in Step 4 or Step 6. Furthermore, the lemma guarantees (6b) for the z a π, i, t with π i ∈ set in previous iterations. It remains to prove (6a). If π ∈ i , then the LHS of (6a) is
For the first equality, note that z π, j, t for j i is set in Step 4 of the current iteration, but z π, i, t has already been set in an earlier iteration. The second equality is immediate from the definition ofỹ π, t . Note that y π, t − z π, i, t ≥ 0, by Lemma 3. If we knew j∈I(π)\{i}
· (x ρ j , t / f j, t ) ≤ 1, then we would have j∈I(π) z π, j, t ≤ z π, i, t + (y π, t − z π, i, t )(1) y π, t , which is (6a).
On the other hand, if π , then the LHS of (6a) is y π, t · j∈I(π)
, where in this case all of the z π, j, t are set in Step 4 of the current iteration. Similarly, if we knew j∈I(π) 1 2 · (x ρ j , t / f j, t ) ≤ 1, then we would have (6a). To complete the proof of feasibility, it suffices to show n j 1 1 2 · (x ρ j , t / f j, t ) ≤ 1 (note that f j, t is always nonnegative, by its definition and Lemma 3). This is implied by the following lemma, which proves a simpler statement.
. By the definitions in Steps 2 and 3,
Let's start by bounding π∈ : π i ρ i y π, t , the total probability arm i is still on ρ i at the start of time t. This is equal to 1 − t <t π∈ : π i ρ i z π, i, t , where we subtract from 1 the total probability arm i was initiated before time t. By (14) , π∈ : π i ρ i z π, i, t x ρ i , t /2 for all t < t. Furthermore,
from iteratively applying (13c) to (13a), and combining with (10a). 8 Therefore, π∈ :
. Now we bound the remaining term in the equation for f i, t :
The first inequality uses the nonnegativity of z π, j, t in the inductively proven (6c), the second equality uses (14), the second inequality uses the nonnegativity of x v,t in (10c), and the third inequality uses (11) . Combining the two terms, we get f i, t ≥ n j 1 (x ρ j , t /2), as desired.
Approximation Algorithm via Sampling
We would like to infer a polynomial-time policy from this exponential-sized solution {z a π, i, t , y π, t } of (ExpLP ). It is not possible to merely compute the values of z a π, i, t on the realized sample path, because z a π, i, t depends on f i, t , the total probability of being able to start arm i at time t over exponentially many states. To overcome this challenge, at each time step t, we sample (run the algorithm up to time t a large number of times, realizing new transitions each time) to estimate the values of f i, t , before making a decision. We record the sampling results and the decisions prescribed by such, since future sampling depends on past algorithm decisions.
Hereinafter we will assume that the {x a u, t , s u, t } we are imitating is an optimal solution of (PolyLP ). Consider the following algorithm, which takes in as parameters a terminal time step t ∈ [B], and probabilities λ i, t for each i ∈ [n], t ≤ t (which for now should be considered to be f i, t to aid in the comprehension of the algorithm).
• Initialize t 1, current 0.
• While t ≤ t: 1. If current 0, then (a) For each arm i that is on ρ i , set current i with probability 1 2 · (x ρ i , t /λ i, t ); if the sum of these probabilities exceeds 1 (i.e., this step is inadmissible), then terminate with no reward.
(b) If current was set in this way, leave t unchanged and enter the next if block. Otherwise, leave current at 0 but increment t by 1.
2. If current 0, then (a) Let u denote the node arm current is on. For each a ∈ A, play action a on arm current with probability x a u, t /x u, t .
(b) Suppose we transition onto node v as a result of this play. With probability x v, t +1 /s v, t +1 , leave current unchanged. Otherwise, set current 0.
(c) Increment t by 1. Define the following events and probabilities, which depend on the input passed into Policy:
• For all i ∈ [n], t ≤ (t + 1), let i, t be the event that at the beginning of time t , current 0 and arm i is on
Mathematics of Operations
• For all i ∈ [n], t ≤ t, let Started(i, t ) be the probability that we play arm i from ρ i at time t .
• For all u ∈ , a ∈ A, t ≤ t, let Played(u, a, t ) be the probability that we play action a on node u at time t . It is easy to see that Policy is an algorithmic specification of feasible solution {z a π, i, t , y π, t } if we run it on input (B, { f i, t : i ∈ [n], t ∈ [B]}). Indeed, we would iteratively have for t 1, . . . , B:
•
The final statement can be seen inductively:
where the first equality is by Steps 2a-2b, the second equality is by the induction hypothesis, and the final equality is by (13d). Therefore, we would have a 1 2 -approximation if we knew { f i, t : i ∈ [n], t ∈ [B]}, but unfortunately computing f i, t requires summing exponentially many terms. We can try to approximate it by sampling, but we cannot even generate a sample from the binary distribution with probability f i, t since that requires knowing the exact values of f i, t for t < t. So we give up trying to approximate f i, t , and instead iteratively approximate the values of Free(i, t) when Policy is ran on previously approximated Free(i, t) values.
Fix some small ε, δ > 0 that will be determined later. Let µ ε, δ 3 ln(2δ −1 )/ε 2 . Change Policy so that the probabilities in Step 1a are multiplied by (1 − ε) 2 (and change the definitions of i, t , Free, Started, Played accordingly).
Sampling Algorithm
1. Run Policy(t − 1, {Free emp (i, t ): i ∈ [n], t < t}) a total of M ((8| |B)/ε) · µ ε, δ times. For all i ∈ [n], let C i, t count the number of times event i, t occurred.
• For each i ∈ [n], if C i, t > µ ε, δ , set Free emp (i, t) C i, t /M; otherwise set Free emp (i, t) n j 1 (x ρ j , t /2). Consider iteration t of Sampling Algorithm. {Free emp (i, t ): i ∈ [n], t < t} have already been finalized, and we are sampling event i, t when (the ε-modified) Policy is ran on those finalized approximations to record values for {Free t) ) is at least 9 1− δ. As far as when we have C i, t > µ ε, δ , note that if
We have discussed two O(δ) probability events in this paragraph of sampling/Chernoff yielding an unlikely and undesired result; call these events failures.
By the union bound, the probability of having any failure over iterations t 2, . . . , B is at most 2(B − 1) · n(δ + O(δ)) O(Bnδ). Assuming no failures, we will inductively prove
for all i ∈ [n]. This is clear when t 1 since Started(i, 1) x ρ i , 1 /2 exactly for all i ∈ [n]. Now suppose t ≥ 2. We will first prove a lemma on the true probabilities Free(i, t), which is the "approximate" version of Lemma 4.
Lemma 5.
Suppose Policy is ran on input (t − 1, {Free emp (i, t ): i ∈ [n], t < t}) and there were no failures while obtaining the sample average approximations Free emp (i, t ). Then, for all i ∈ [n], Free(i, t) ≥ 1 2 n j 1 x ρ j , t . Proof. We know that event i, t will occur if at time t, arm i has not yet been started, and no other arm is active. By the union bound, 1 − Free(i, t) ≤ t <t Started(i, t ) + n j 1 u∈ j \{ρ j } a∈A Played(u, a, t). Assuming (17) holds, we can bound
where the final inequality uses (15) . Similarly, assuming (17) holds, we can bound
where the equality uses (16), the second inequality uses the fact that x u, t ≤ x ρ i , t−depth(u) , and the final inequality uses (11) . Combining these bounds completes the proof of the lemma.
By the description in Step 1a of Policy, for all i ∈ [n], we have
If C i, t > µ ε, δ , then Free emp (i, t) will be set to C i, t /M, and furthermore no failures implies (17) . On the other hand, if C i, t ≤ µ ε, δ , then Free emp (i, t) will be set to n j 1 (x ρ j , t /2), and assuming no failures, it must have been the case that Free(i, t) ≤ ε/(4| |B). Substituting into (18), we get
2 ≤ ε/(4| |B) which implies the upper bound in (17) . For the lower bound, Lemma 5 says
. This completes the induction for (17) . The final thing to check is that with these new parameters {Free emp (i, t): i ∈ [n]}, the sum of the probabilities in Step 1a of Policy does not exceed 1. Free emp (i, t) will either get set to
, so the desired sum in
Step 1a is at most (1/(1− ε) · (1− ε) 2 ≤ 1. We have an algorithm that fails with probability O(Bnδ), and when it doesn't fail,
, which in conjunction with (16) shows that we obtain expected reward at least
· OPT PolyLP . Recall from Lemma 2 that OPT PolyLP ≥ OPT ExpLP . Treating a failed run as a run with 0 reward, we can set δ Θ(ε/Bn) to get a ( 
Proof of Theorem 2
In this section, we prove Theorem 2, and also show how to modify the proof to prove Theorem 3.
Description of Algorithm
The high-level description of the algorithm is as follows. A priority index, which is a time step t in [B], is maintained for each arm. To start, the algorithm plays the arm, say i, with the lowest priority index. 10 Arm i will make a transition and its index will evolve. Arm i is played until it reaches a point where its index is much greater than the depth of the node it is on. Once this occurs, the algorithm switches to the arm that now has the smallest index, and repeats this process. Recall that switching back and forth between arms, i.e., preemption, is necessary for an algorithm to be within a constant factor of optimality. On the other hand, the constraint based on depth ensures that the algorithm does not switch away after an arm has been played a large number of times to reach a high-reward node. Our priority-based policy is motivated by the ideas from Gupta et al. [19, sections 4-5] .
Fix an optimal solution {x a u, t , s u, t } to (PolyLP). The priority indices are maintained based on this solution. For an arm on node u, it will always have some status (u, a, t), which says that the next play of the arm should be with action a, and that this play has priority t. We allow t ∞ to indicate that the algorithm will never try to play the arm again; in this case we omit the action argument.
We initialize each arm i to status (ρ i , a, t) with probability x a ρ i , t /C, for all a ∈ A and t ∈ [B], where C > 0 is some constant to be optimized later. With probability 1 − a∈A B t 1 (x a ρ i , t /C), the arm is initialized to status (ρ i , ∞) and never touched; note that this probability is at least 1 − 1/C.
If we play an arm and it transitions to node u, we need to decide what status (u, a, t) to put that arm in.
, (v, b) ∈ Par(u), and t < t, we prescribe a probability q v, b, t , u, a, t with Mathematics of Operations Research, 2018, vol. 43, no. 3, pp. 789-812 , © 2018 INFORMS which we will put arm i into status (u, a, t), conditioned on arriving at node u after playing action b on node v at priority t . The evolution of statuses is independent of other arms. The following lemma shows that it is possible to solve for values of q v, b, t , u, a, t which are feasible, and respect the values of x a u, t : Lemma 6. Suppose we are given the x's of a feasible solution to (PolyLP). Then we can find {q v, b, t , u, a, t u ∈ \{ρ 1 , . . . , ρ n }, a ∈ A, t ∈ [B], (v, b) ∈ Par(u), t < t} in polynomial time such that
Furthermore, if u ∈ , then we can strengthen (19a) to q v, b, t , u, α, t +1 1.
Inequalities (19a) ensures that the probabilities telling us what to do, when we arrive at node u after playing action b on node v at time t , are well-defined; the case where u is a bridge node will be needed to prove Theorem 3. For all i ∈ [n], u ∈ i \{ρ i }, (v, b) ∈ Par(u), and t ∈ [B − 1], define q v,b,t ,u,∞ 1 − a∈A t>t q v, b, t , u, a, t , the probability we abandon arm i after making the transition to u.
At a high level, Lemma 6 is a flow decomposition result and our analogue to the convex decomposition from Gupta et al. [19] . It says that for each arm i, {x a u, t : u ∈ i , t ∈ [B], a ∈ A} is a flow satisfying precedence constraints on both nodes u and times t, and can be decomposed into "local instructions on each transition" (i.e., what to do upon arriving at u after playing b on v at priority t ) to reconstruct the original flow. Its proof is deferred to Appendix D.
Having defined the values of q v, b, t , u, a, t , the overall algorithm can now be described in two steps: 1. While there exists an arm with priority not ∞, play an arm with the smallest index (breaking ties arbitrarily) until it arrives at a status (u, a, t) such that t ≥ 2 · depth(u) (t ∞ would suffice).
2. Repeat until all arms have priority ∞. To clarify Step 1, once we start playing a lowest-index arm, its index will evolve and increase. However, we do not pause playing it once its index is no longer the lowest; instead, we pause playing it once it reaches a combination of index t and node u such that t ≥ 2 · depth(u).
We are also constrained by a budget of B time steps, but it will simplify the analysis to assume our algorithm finishes all the arms and collects reward only for plays up to time B. Under this assumption, the statuses an arm goes through is independent of the outcomes on all other arms; the inter-dependence only affects the order in which arms are played (and thus which nodes obtain reward).
Also, note that this is only a valid algorithm because Theorem 2 assumes all processing times are 1, so there are no bridge nodes. If there were bridge nodes, then we may not be allowed to switch to an arm with lowest index, being forced to play the arm on a bridge node.
Analysis of Algorithm
, let time(u, a, t) be the random variable for the time step at which our algorithm plays arm i from status (u, a, t), with time(u, a, t) ∞ if arm i never gets in status (u, a, t).
. If u is a nonroot node, then we can induct on depth(u) to prove for all a ∈ A, t ∈ [B] that
where the final equality follows from Lemma 6. For an event , let be the indicator random variable for . The expected reward obtained by our algorithm is 
Proof of Theorem 3
In this subsection we show how to modify the algorithm and analysis when there are multiperiod actions, to prove Theorem 3. As mentioned in Section 4.1, we must modify Step 1 of the algorithm when there are bridge nodes. If we arrive at a status (u, a, t) such that t ≥ 2 · depth(u) but u ∈ (and a α), we are forced to immediately play the same arm again, instead of switching to another arm with a lower index. The overall framework of the analysis still holds, except now the bound is optimized when we set C 6. Our goal is to prove for an arbitrary
We still have that event {time(u, a, t) > t} implies (21) . Suppose for an arbitrary v ∈ \ i that depth(v) < t/2 and time(v) < time(u, a, t), where time(v) time(v, b, t ). We can no longer argue that t ≤ t, but we would like to argue that t ≤ 3t/2. Suppose to the contrary that t > 3t/2.
Then t > 3 · depth(v), so t ≥ 2 · depth(v) i.e., we would check priorities before playing (v, b, t ). However, if v ∈ , then it could be the case that time(v, b, t ) < time(u, a, t) even though t > t. If so, consider w, the youngest (largest depth) ancestor of v that isn't a bridge node. Suppose time(w) time(w, b , t ); it must be the case that t ≤ t. By the final statement of Lemma 6, the depth(v) − depth(w) immediate descendents of w, which are bridge nodes, must have priority indices t + 1, . . . , t + depth(v) − depth(w), respectively. The youngest of these descendents is v, hence t t + depth(v) − depth(w). But t ≤ t and depth(v) < t/2, so t < 3t/2, causing a contradiction. where the final inequality is Markov's inequality. Note that we cannot use the stronger Samuels' conjecture here because we would need it for n 5, which is unproven; if we could, then we could get a better approximation factor (and we would re-optimize C).
The rest of the analysis, including Case 2, is the same as before. Therefore, the expected reward obtained by our algorithm is at least u∈ a∈A r a u B t 1 (1 − )(x a u, t /6), which is the same as (1/12)OPT PolyLP , completing the proof of Theorem 3.
Conclusion and Open Questions
In this paper, we presented a ( 1 2 − ε)-approximation for the fully general MAB superprocess with multiperiod actions-no preemption problem, by following a scaled copy of an optimal solution to the LP relaxation, and this is tight. However, when preemption is allowed, we were only able to obtain a 1/12-approximation, using the solution to the LP relaxation mainly for generating priorities, and resorting to weak Markov-type bounds in the analysis. It seems difficult to follow a scaled copy of a solution to the LP relaxation when preemption is allowed, because arms can be paused and restarted. We do conjecture that our separation of (2− ε) between the LP and the optimal algorithm is correct in this case, and that it is possible to obtain a ( − ε)-approximation, but this remains an open problem. Also, we have not explored how our techniques apply to certain extensions of the multi-armed bandit problem (switching costs, simultaneous plays, delayed feedback, contextual information, etc.).
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C.2. Proof of Lemma 2
Suppose we are given {z π: π i u z π, i, t π∈ n i 1 u∈ i : u π i z π, i, t . The difference from the previous derivation of (11) is that there is only a unique u ∈ i such that u π i , if π i φ i . So the sum equals π∈ i∈I(π) z π, i, t , which is at most 1 by (8) . Using this same manipulation, the equivalence of (9) and (5) follows the same derivation as before. (10a) and (10b) also follow the same derivations as before; (10c), (13a), and (13b) are immediate. It remains to prove (13c) and (13d).
(13d): Fix t > 1, i ∈ [n], and u ∈ i \{ρ i }. First consider the case where depth(u) > 1. All π ∈ such that π i u fall under (7e), so we can sum over these π to get For the other case where depth(u) 1, all π ∈ such that π i u fall under (7d), so we can sum over these π to get We explain the third equality. Since u ρ i implies arm i is the active arm in all of {π ∈ : π i u}, this set is equal to {ρ 1 , φ 1 } × · · · × u × · · · × {ρ n , φ n }. Thus {π ∈ (π ρ i ): π ∈ , π i u} {π ∈ (π): π ∈ {ρ 1 , φ 1 } × · · · × ρ i × · · · × {ρ n , φ n }}. Recall that (π) is the set of joint nodes that would transition to π with no play. Therefore, this set is equal to {π ∈ : π i ρ i }, as desired. 
