Introduction
This study is an attempt to devise a method for providing a general analytical solution to the following system of linear integral equations derived in [5] : 
These equations represent relationships among several random variables in a system comprises of three servers arranged in series without buffer space between two consecutive servers. The functions ( ), = 1, 2, 3, in these equations are known and represent the cumulative distribution function (cdf) of service time at server as the inputs to the system. The functions 2 ( ) and 3 ( ) represent cdf of two of the system's outputs that must be determined by solving the system of integral equations given the input ( ), = 1, 2, 3. Other outputs' cdfs can be found directly once 2 ( ) and 3 ( ) are determined.
Solutions to these equations are given in [5] , [6] and [4] for some simple model of ( ). Furthermore, their solutions are only for the mean value of the most important variable for engineers, i.e. throughput rate. This paper presents a method for solving (1) and (2) in the case ( ) has a more general model that covers all previously used cdfs. The solutions are functions, not just values, that can be used to determine the cdfs of all other outputs, hence contain versatile information regarding the behavior of the tandem servers beyond throughput rate. For this purpose, it is assumed that the inputs have matrix-based distributions. Matrix-based distribution is very general since it can be used to represent many scalar-based distributions, including those used in previous publications. On the other hand, using matrix-based distribution will produce simple matrix equations that can be solved algorithmically to find the cdfs of all variables in the system.
In mathematical term, matrix-based distribution basically is a scalar function represented as a matrix exponential function. It was used to provide a simple solution to the Volterra integral equation as a generalization of Pollaczek-Khinchin integral equation for waiting time in single server queueing systems [7] . In this study, the system of integral equations that need to be solved contains two or three matrix exponential functions. Analysis of systems with two or more related matrix-based distribution requires the use of Kronecker, or tensor, matrix operations. Such algebra has been employed for solving an integral equation in complex geometry [3] . Thus, the novelty of this study is that it proposes the use of Kronecker operations to solve a system of integral equations involving more than two matrix exponential functions.
2 Matrix-based distributions and Kronecker operations
Matrix-based distribution is introduced to model randomness more realistically than scalar exponential distribution yet has compact form and properties that can simplify many integral and algebraic operations. There are two popular matrix-based distributions known as phase-type (PH) distribution proposed in [8] and matrixexponential (ME) distribution as a generalization of PH distribution introduced in [2] .
PH distribution is based on the distribution of the time to absorption, , in a finite, This function has a jump or discontinuity at = 0 of size ( + 1) = 1 − . Hence, its derivative is given by
where ( ) is an impulse function represents discontinuity of ( ) at = 0. The distribution (⋅) is said to be of PH with representation ( , , ) and written as a PH distribution. Denotes ∽ ( , , ) as a shorthand notation for 'random variable X has PH distribution with PH representation ( , , ).'
PH distribution has been generalized into ME distribution in [11] by allowing , , to be arbitrary but must satisfy the requirements for (1) to be a valid cdf, i.e. This study will be based on PH distribution because of its popularity.
Nevertheless, the approach is applicable to ME distribution as well. Thus, cdf of service time at each station will be modelled as ( 
where and are identity matrices of dimensions × and × , respectively.
The properties of Kronecker operations which are going to be employed in subsequent sections of this study are ( and ℎ are scalars),
The above properties can be extended to more complex expressions involving several
Kronecker products by using the distributive property of the Kronecker product.
However, the Kronecker product and the Kronecker sum are not commutative.
Result 2.1.
The proof follows (7),
and use (9) repeatedly
and then use (10) to combine the two exponential functions into one to complete the proof.
Result 2.2. ⊗ = ( ⊗ ) for and are 1 × and 1 × vectors, respectively.
The proof follows from the definition of the Kronecker product 
Their derivatives are pdf given in (4) written as 
where 1 ′ = 1 1 and 3 ′ = 3 3 .
The cdf of 2 is assumed to be arbitrary but is Laplace transformable.
Substituting (14) into (1) The second integration is zero since the impulse occurs outside the range of integration.
Hence, 3 ( ) can be written as
where 3 is a row vector of order 3 given by 
where 2 is a row vector of order 1 , the same order as 1 , given by
This claim can be proved in the same manner as proving Result 3.1.
Result 3.3. PH distribution is closed in the system governed by equations (1) and (2) irrespective of the distribution of 2 .
The proof immediately follows Results 3.1 and 3.2 as they represent the only two outputs of the system. 4 The system of linear equations for and
One advantage of using matrix-based distributions is that it can transform integral equations arise in stochastic systems into algebraic equations. Equations (1) and (2) therefore can be transformed into a system of algebraic equations when matrixbased distributions are used as inputs. As will be clear later, such transformation does not require any specific assumption on the distribution of the service period of the middle server.
Substituting (17) into (16) where 3 is an 3 × 3 identity matrix.
Hence, Rearranging the Kronecker products using the property given in (10) yields
To simplify the notation, 
which can be simplified into
where
The existence of 2 * (− 31 ) follows from the assumption that 2 ( ) is Laplace transformable. The case 2 has PH distribution will be discussed in Section 4.5.
Consequently, the uniqueness of is guaranteed.
Equations (21) and (25) constitute a system of linear algebraic equations for 3 and 2 , 2 + 3 3 = 3 (27)
which can be combined as
Result 4.1. PH distribution transforms the system of integral equations given in (1) and (2) into a system of linear algebraic equations given in (27) and (28).
It is instructive to note that the solution to the system of integral equations can be derived without making any specific assumption on the distribution of the middle server. It holds for any 2 ( ) that is Laplace transformable. Furthermore, 3 ( ) and 2 ( ), as the solutions of the system of integral equations, are both PH distribution irrespective of the distribution underlying 2 ( ).
5 The closed-form solutions 
Equation ( If the complexity of the problem is measured by the number of linear equations to be solved, then it is equal to the minimum of the orders of the first and last servers. 
where 12 = 1 ⊕ 2 .
Result 2.3 guarantees the nonsingularity of 12 , and PH distribution guarantees the nonsingularity of 1 . Hence, both guarantee the existence and uniqueness of 2 * (− 1 ).
Numerical results
As an example, assume that service times at all servers have PH distributions with the following representations: The value of 3 can also be obtained using (32) which will produce the same value.
Using their PH representations, cdfs of these random variables are plotted as presented in Figure 1 . 
Conclusions
Matrix-based distribution combined with Kronecker operations have been shown useful for solving a system of linear integral equations arises in three tandem servers.
The solutions are closed-form formulas for cdfs of random variables in the equations.
