While the additive model is a popular nonparametric regression method, many of its theoretical properties are not well understood, especially when the back tting algorithm is used for computation of the the estimators. This article explores those properties when the additive model is tted by local polynomial regression. Su cient conditions guaranteeing the asymptotic existence of unique estimators for the bivariate additive model are given. Asymptotic approximations to the bias and the variance of a homoskedastic bivariate additive model with local polynomial terms are computed. This model is shown to have the same rate of convergence as that of univariate local polynomial regression. We also investigate the estimation of derivatives of the additive component functions.
Introduction
Nonparametric regression methods are a exible and growing class of models in the statistician's toolbox. They allow researchers to evaluate data without having to postulate a shape for the relationship between the response variable and the covariate(s). Unfortunately, nonparametric regression methods become more cumbersome to implement when the number of covariates increases, and the ability to visually inspect estimated relationships is often lost when there are more than two covariates. An elegant solution to these problems is provided by the additive model, originally suggested by Friedman and Stuetzle (1981) and popularized by Hastie and Tibshirani (1990) (1) The back tting algorithm proposed by Buja et al. (1989) and the related tting procedure in S-PLUS (see Chambers and Hastie (1992) ) have made the additive model a popular choice for multivariate nonparametric tting.
Compared to the development of practical applications, the understanding of the theoretical properties of the additive model has lagged. Stone (1985) shows that the optimal rate of convergence achievable by additive model estimators is independent of the number of covariates. Other authors have proven convergence results in the context of regression or smoothing splines (Wahba (1986) , Gu et al. (1989) , Chen (1989) , Burman (1990) ). More recently, an interesting paper by Linton and Nielsen (1995) describes a tting procedure for bivariate additive models based on local linear regression and marginal integration, and they showed that their procedure indeed achieves the same O p (n ?2=5 ) rate of convergence for the additive model as for the univariate local linear estimator. In the case of additive modelling through back tting, the theoretical investigations are greatly complicated by the fact that the estimators are de ned as the solution of an iterative algorithm. Only when two covariates are present are explicit expressions for the estimators available. As Linton and Nielsen (1995) note, however, \these expressions appear quite intractable." Buja et al. (1989) provide su cient conditions that guarantee the convergence of the back tting algorithm, or equivalently, the existence of the estimators. These conditions are only generally satis ed for regression splines, smoothing splines and parametric terms, but not by kernel regression or local polynomial regression. This is unfortunate, because local polynomial regression has recently been shown to possess many desirable theoretical and practical properties (e.g. Cleveland and Devlin (1988) , Fan et al. (1993) , Ruppert and Wand (1994) ) and its combination with back tting has proven to be very popular for tting additive models in S-PLUS. Chambers and Hastie (1992) erroneously claim that local polynomial regression (in its loess implementation) also satis es these existence conditions, but a counterexample is easily constructed (see Opsomer (1995) ).
In this article, we will explore two important theoretical issues concerning the bivariate additive model, in the context of back tted estimators using local polynomial regression:
1. What are su cient conditions guaranteeing convergence of back tting?
2. What are the asymptotic properties of the estimators? In another article (Opsomer and Ruppert (1996) ), these results will be used to develop a plug-in bandwidth selection method and to propose a fully automated bandwidth selection and model tting algorithm for the D-variate additive model (1) .
The rest of the article will proceed as follows. In Section 2, the bivariate additive model estimators are de ned. In Section 3, su cient conditions for the existence of unique estimators are discussed. Section 4 derives the conditional asymptotic bias and variance expressions for estimators, when the local polynomials are of odd degree. Section 5 extends the results from the previous two sections to local regression of even degree and to estimation of derivatives of the additive component functions.
De nition of the estimators
Let (X 1 ; Z 1 ; Y 1 ); : : :; (X n ; Z n ; Y n ) be a set of independent and identically distributed IR 3 {valued random variables. We assume the following model Y i = + m 1 (X i ) + m 2 (Z i ) + " i where the " i are independent and identically distributed with mean 0 and variance 2 . To ensure identi ability of the functions m 1 and m 2 , we include the intercept and assume E(m 1 (X i )) = E(m 2 (Z i )) = 0. where S 1 = (I ? 11 T =n)S 1 and similarly for S 2 . As discussed in Hastie and Tibshirani (1990) , this adjustment of the smoother matrices, which they refer to as centering, is necessary to ensure uniqueness of the solutions to the estimating equations (if they exist), by requiring P n i=1 m 1 (X i ) = P n i=1 m 2 (Z i ) = 0. In practice, the estimating equations are solved using the back tting algorithm, but in the bivariate case they also have the explicit solution (3) 3 Existence
We will specify a set of circumstances under which the estimators in (2) and (3) are guaranteed to exist. Let f(x; z) represent the joint density of X i and Z i , with f X (x) and f Z (z) as the corresponding marginal densities. For the kernel function K, we write the moments of K as j (K) = R u j K(u)du for any j and let (K) 0 (K).
Similarly, let R(K) = R K(u) 2 du. One of the important issues in the theoretical derivations of this and following sections is whether or not an observation (X i ; Z i ) is close to the boundary of its domain. Using the notation of Ruppert and Wand (1994) , we can formalize this by de ning
We then say that x is an interior point if and only if D x;h 1 = supp(K). Otherwise, x is a boundary point. Analogous de nitions hold for D z;h 2 and z. We de ne the boundary moments of K with respect to x as
where the dependency on h 1 will be suppressed for notational simplicity, and similarly for R(K; x). Clearly, if x is an interior point, j (K; x) = j (K) and R(K; x) = R(K). As before, let (K; x) 0 (K; x). Let N p represent the (p + 1) (p + 1) matrix whose ijth element is equal to i+j?2 (K) and M p (u) be the same as N p , but with the rst column replaced by (1; u; : : :; u p ) T . As in Ruppert and Wand (1994) , de ne the kernel
For the boundary moments, we de ne the matrices N p (x) and M p (u; x) exactly as above, but with the j (K) replaced by j (K; x). We also de ne the boundary kernel K (p) (u; x) = fjM p (u; x)j=jN p (x)jgK(u)I u2D x;h 1 : If x is not at the boundary of supp(f), K (p) (u; x) = K (p) (u). Analogous de nitions hold for the other covariate z.
We make the following assumptions:
(AS.I) The kernel K is bounded and continuous, it has compact support and its rst derivative has a nite number of sign changes over its support. Also, 
(AS.III) As n ! 1, h 1 ; h 2 ! 0 and nh 1 = log(n); nh 2 = log(n) ! 1.
The following two lemmas show that, under these assumptions, the matrix inverses in the estimators (2) and (3) ?0:37 0:37. While this may seem quite restrictive, it is important to realize that the constraint (4) is a su cient condition for the existence of the estimators, not a necessary one. Note also that when the ranges of X i and Z i are very small relative to their standard deviation, i.e., when the distribution is almost uniform, the amount of allowable correlation approaches (?0:9; 0:9). Remark 3.2 The remaining assumptions in (AS.I)-(AS.III) are also somewhat stronger than ones usually made for local polynomial regression. Speci cally, the kernel function and the density of the covariates have additional \smoothness" restrictions, and the maximum rate at which the bandwidths h 1 ; h 2 approach 0 is slightly slower. The purpose behind these restrictions is to allow us to use the uniform convergence results of Pollard (1984) in the proof of Lemma 3.1. They will not signi cantly a ect the applicability of the results, since many commonly used kernels (including the Epanechnikov kernel) easily satisfy these conditions, and since the optimal rates of h 1 ; h 2 are fractional powers of n and therefore una ected by the presence of the log(n) term in (AS.III). 
Conditional Mean Squared Error Properties
We will develop an asymptotic approximation for the bias and variance of^ ,m 1 (X i ) andm 2 (Z i ), and ofm(X i ; Z i ). As shown in Theorem 4.1 of Ruppert and Wand (1994) , if the degree p of the local polynomial is even, the estimator has asymptotic bias of order O p (h p+2 ) in the interior, which is the same order as the estimator computed by local polynomial regression of (odd) degree p + 1. The asymptotic bias of the former estimator also contains an additional term. For these reasons, several authors (e.g. Fan and Gijbels (1994) ) have argued that odd-degree local polynomials are preferable over even-degree ones. In this section, we will therefore restrict our attention to the case where p 1 and p 2 are odd. We will discuss the situation where p 1 In the theorem and corollaries that follow, we will only show the results for^ ;m 1 andm. It is clear that the results form 2 can be found by interchanging X i and Z i and the subscripts 1 and 2 in those ofm 1 .
Theorem 4.1 Suppose that assumptions (AS.I){(AS.IV) hold. For the observation points (X i ; Z i ); i = 1; : : : ; n, the conditional bias and variance of^ andm 1 (X i ) can be approximated by
and
The conditional bias and variance ofm(X i ; Z i ) are
Corollary 4.1 If the observation point (X i ; Z i ) lies in the interior of supp(f), the conditional bias and variance ofm 1 (X i ) are approximated by
A convenient error criterion that only uses the tted values at the observation points is provided by the conditional Mean Averaged Squared Error (MASE), discussed by H ardle et al. (1988, 1992) . The MASE of m can be written as
Var(m(X i ; Z i )jX; Z) and its asymptotic approximation is easily constructed from the previous resuts. are independent. The term O p (1= p n) is not related to the dependence between X and Z. As shown in the proof of Theorem 4.1 (below), this centering bias ofm 1 (X i ) andm 2 (Z i ) cancels out with the bias of^ , so that this term does not appear in the bias ofm(X i ; Z i ). Another di erence with local polynomial regression is that the asymptotic bias at a point (X i ; Z i ) not only depends on the curvature of m 1 and m 2 at that point, but is a weighted average of the curvature at all the observation points, with the weights determined by the matrix (I ? T 12 ) ?1 . This di erence again disappears when X and Z are independent. Remark 4.2 If X and Z are independent, Corollary 4.3 shows thatm has another interesting property. Suppose we are tting the additive model with local polynomial smoothers of degree p 1 and p 2 . This additive model is unbiased as long as the unknown functions m 1 and m 2 are polynomials of degree p 1 +1 and p 2 +1, respectively. This is di erent from the non-additive local polynomial regression, which is only unbiased when the unknown function itself is of the same degree as the local polynomials. This e ect is due to the centering adjustment, which replaces m Both expressions ignore the boundary e ects, so that Corollary 4.1 provides the relevant comparison. The rates of convergence for the bias and the variance are the same. The major di erences in the bias are due to the e ect in our results of the matrix (I ? T 12 ) ?1 , which makes the bias at X i dependent on the curvature at all other observation points, and of the centering adjustment, which they do not explicitly account for. Interestingly, the asymptotic variance of the back tted estimators is always smaller than that of the Linton and Nielsen \marginal integration" estimators, unless X and Z are independent. This is easily proven by noting that, in general
by Jensen's inequality for the function h(x) = 1=x. Since h is strictly convex, we get strict inequality unless f ZjX (X i jz) = f X (X i ) for almost all z. Thus, we get strict inequality for all X i values in a set of positive probability unless X and Z are independent. As mentioned before, the major limitation of Linton and
Nielsen's result is the fact that it is not applicable to estimators computed through back tting.
Proof of Theorem 4.1: As for Lemma 3.1, we will rst prove the theorem for the case p 1 = p 2 = 1. To simplify notation, we will also suppress the fact that the bias and the variance we are approximating are conditional on X and Z. 
and we will apply the same Taylor expansion approximations as in 
Plugging results (7) and (8) The generalization to arbitrary odd p 1 ; p 2 is again straightforward. To compute the bias ofm 1 , we note that equations (5) through (6) . Equations (7) and (8) The bias ofm is computed analogously.
For the variance, we note that (9) and (10) and similarly for C p 2 (x). We de ne the matrices F X = diagff 0 X (X 1 )=f X (X 1 ); : : :; f 0 X (X n )=f X (X n )g, M 1;p 1 = diagf p 1 +1 (K (p 1 ) ; X 1 ); : : :; p 1 +1 (K (p 1 ) ; X n )g, and similarly for F Z and M 2;p 2 . We also replace assumption (AS.III) and (AS.IV) by (AS.III 0 ) As n ! 1; h 1 ; h 2 ! 1 and nh 1 = log(n); nh 2 = log(n); nh 1 Corollary 5.1 When X and Z are independent, the conditional bias ofm 1 (X i ) in the interior of supp(f) is: 
The derivation of the variance is the same as that in Theorem 4.1.
Estimation of Derivatives
In univariate local polynomial regression, the rth derivative of a function m can be conveniently estimated by using the fact that a polynomial is t at each point x: 
As in the previous section, we need to de ne \boundary moments" for the kernel function K (r;p) . We de ne the matrix M r;p (u; x) exactly as above, but with the moments replaced by the appropriate boundary moments j (K; x). We also de ne the boundary kernel K (r;p) (u; x) = fr!jM r;p (u; x)j=jN p (x)jgK(u)I u2D x;h 1 :
Note that K (r;p) ( ; x) has also property (13). Analogous de nitions hold for the other covariate z. A Appendix: Proofs of Lemmas 
We now prove that (19) and (20) there exists a polynomial ( ) such that, from every set of N points in H, the class picks out at most (N) distinct subsets.
We de ne a translation class of functions on g as the class fg( ? x)g for any function g on a set S IR. It will be convenient to set g(t) = 0 for t 6 2 S, so that the domain of g(t ? x) does not depend on x. The set of graphs generated by the translation class on g will be written as G g . We also de ne a monotonicity change for a function g as (1) any point t 0 for which g(t) changes from monotone increasing to monotone decreasing (or vice-versa) in an interval (t 0 ? ; t 0 + ) for some > 0, and (2) any set of points (t 1 ; t 2 ), t 1 6 = t 2 , for which g(t) = c for all t 2 (t 1 ; t 2 ) for some c and g(t) changes from monotone increasing to monotone decreasing (or vice-versa) in an interval (t 1 ? ; t 2 + ) for some > 0. We prove two lemmas: Lemma B.1 (i) Suppose that the function g(u) on S IR has a nite number of monotonicity change. Then, the set of graphs G g has polynomial discrimination in S IR.
(ii) If the function h(u) has the same properties as g, then the following sets also have polynomial discrimination in S IR: G gh generated by the functions fg( ? x)h( )g and G 0 gh generated by fg( ? x)h( ? x)g.
Proof of Lemma B.1: Let us rst look at the simplest possible case, where g does not change sign and has no monotonicity changes. We assume without loss of generality that g 0 and is increasing. From a set containing only 2 points, G g can never pick out both singletons, since for any x 1 < x 2 , we have g(s?x 1 ) g(s?x 2 ) for all s, so that gr(g( ? x 2 )) gr(g ( ? x 1 ) Next, suppose that g has no sign changes but has exactly 1 monotonicity change. Without loss of generality, let g 0. If the monotonicity changes from decreasing to increasing, then the graphs of g can be written as the union of graphs of two monotone functions. If the change is from increasing to decreasing, we can write it as the intersection of 2 graphs of monotone functions. Hence, Lemma II.15 of Pollard (1984) can also be applied in this case.
Finally, consider any function g with a nite number of monotonicity changes. Begin by writing it as the sum of a positive and a non-negative function, say g 
