The purpose of this article is to construct complete interpolating sequences for special spaces of entire functions of two variables. The origin for the work is a result of Yu. Lyubarskii and A. Rashkovskii on sampling and interpolation for two-dimensional Fourier transforms. We also prove a theorem of PaleyWiener type.
Introduction
Let M be the algebraic sum of a finite number of nonzero vectors in C 2 (for the definition, see Section 3), and let
Re z, λ be its support function. ·,· denotes the C 2 -scalar product: z, λ = z 1λ1 + z 2λ2 for z = (z 1 , z 2 ), λ = (λ 1 , λ 2 ) ∈ C 2 . The geometrical interpretation of H M (z) is that if |z| = 1, then H M (z) is the length of the set M projected on the ray with direction z. In this article we study interpolation problems in the space S p M , 1 < p < ∞, consisting of entire functions of exponential type 1 set Z of an entire function in C 2 cannot itself form such a sequence (in contrast to the onedimensional case), however it can produce a discrete set Ω ⊂ Z which fits our needs, namely the collection of all pairwise intersections of the zero hyperplanes. In our construction Ω forms a complete interpolating sequence for S p M if it is uniformly separated. The article is organized as follows. In Section 2 we gather preliminary results. In Section 3 we construct complete interpolating sequences for S p M . In Section 4 we prove a uniqueness property in S 2 M , and in Section 5 we solve the interpolation problem stated in (1.2) . In Section 6 we consider the special case when M is a product domain. Finally, in Section 7 we give examples of functions in S 2 M . In particular, we prove a theorem of Paley-Wiener type for product domains.
Preliminaries
We need some information about interpolation in the one-dimensional Paley-Wiener spaces L p σ consisting of entire functions of exponential type not larger than σ whose pth powers are integrable over the real axis.
A sequence of points {ζ k } ⊂ {ζ ∈ C: | Im ζ | < Const} is called a complete interpolating sequence for L p σ if the interpolation problem
has a unique solution f ∈ L p σ for each {a k } ∈ l p . It follows from Banach inverse operator theorem that a complete interpolating sequence is a sampling set, i.e. there exists constant K > 0 such that
for all f ∈ L p σ . A special case of complete interpolating sequences for L p σ is due to Levin (see [7, Lecture 22] ).
Definition 2.1. An entire function S(ζ )
is called a sine-type function of type σ if all its zeros {ζ k } are simple and lie in a horizontal strip, and also (a) the zero set {ζ k } is uniformly separated, i.e. We have the following theorem. 5) where the constants in only depend on S and δ, and S(z) = 0 outside strips around the normals N j , 1 j n. (2.4) and uniformly on compact sets in C.
Remark. Some analogues of the spaces L p D can be naturally defined also in the case when D is an arbitrary convex compact set in C. If the boundary of D contains a smooth arc with positive curvature, the corresponding space L p D does not admit both complete and interpolating sequences. This statement has been proved (for p = 2) by V.I. Lutsenko and R.S. Yulmukhametov in [9] and independently by Yu. Lyubarskii and K. Seip in [12] .
Let D be the complex conjugate of D. The Smirnov space G 2 (D ) consists of functions ψ(z) holomorphic in the exterior of D with the property that there exists a sequence of rectifiable contours {c k } in the exterior of D and approaching ∂D such that
In addition, ψ(z) → 0 as |z| → ∞. 2 Here and in the sequel the sign means that the ratio of the two sides lies between two positive constants. 
This theorem is a generalization of the classical Paley-Wiener theorem which corresponds to the case when D degenerates into a segment on the imaginary axis.
The Hardy space H p (C + ), 1 < p < ∞, is the space of analytic functions in the half-plane C + = {z: Im z > 0} satisfying the condition
and endowed with the norm
The proof of the last equality can be found in e.g. [5] . Given a ∈ R and l > 0, we denote Q(a, l) = {z = x +iy: |x −a| < 2l, 0 < y < 2l}. A positive measure μ in C + is called a Carleson measure for C + if, for each a ∈ R and l > 0,
The following property is a characterization of Carleson measures (see e.g. [5, Chapter VIII]).
Theorem 2.5. Let μ be a positive measure in C + , and fix p ∈ (0, ∞). Then
if and only if μ is a Carleson measure in C + .
We also need some facts about Hardy spaces in two variables. Let C + × C + denote the biupper half-plane {z ∈ C 2 : Imz 1 > 0, Im z 2 > 0}. The space H p (C + × C + ) is the space of analytic functions in C + × C + satisfying the condition (see e.g. [3] )
Standard arguments show that any f ∈ H 2 (C + × C + ) has the representation
For each z ∈ C + , let I z denote the interval {s: |s − x| < y} on the real line R.
For each connected open set U ⊂ R 2 , define
The following result in [2] comes in handy when proving that the solution to the interpolation problem satisfies the integrability condition in (1.1). Theorem 2.6. Let μ be a positive measure in C + × C + and suppose 0 < p < ∞. Then 
exists, where the limit is considered with respect to the norm in B. For every linear functional f ∈ B * , the function f [φ(λ)] is analytic, and this permits theorems on complex-valued analytic functions to be extended to B-valued analytic function. In the results, the modulus will be replaced by the Banach norm. The reader is referred to [7, Lecture 6 .2] for more on B-valued analytic functions.
Construction of a complete interpolating sequence
First we need some geometrical constructions. Given
The support function of M is now explicit
Re z, b j .
where 
A r,s = 0 if and only if there exists α ∈ C such that b r = αb s . This is equivalent to Π r,s being an analytic plane (i.e. of the form az 1 + bz 2 = c).
Before we prove this lemma, we need some more information about the Monge-Ampère operator. We use the notation
so that dd c = 2i∂∂. Also recall that
and
An upper semi-continuous function u in C 2 is said to be plurisubharmonic if the function λ → u(a + λw) is subharmonic in C for each a and w in C 2 . This is the same as saying that
is positive. By this we mean that (see e.g. [4, Section 3.3])
If u is not a C 2 function, the coefficients in dd c u will generally just be measures, and dd c u is a positive (1, 1) current (dual to (1, 1) forms; a (1, 1) form with distribution coefficients).
Following [1] , we can now define (dd c u) 2 for a plurisubharmonic function u in C 2 if u is locally bounded on C 2 using the fact that dd c u is a positive (1, 1) current with measure coefficients. Note that if u were of class C 2 , given φ a smooth function with compact support in C 2 , Stokes' theorem yields
since φ vanish at infinity. The applications of Stokes' theorem are justified if u is C 2 ; for arbitrary locally bounded plurisubharmonic functions u in C 2 , these formal calculations serve as motivation to define (dd c u) 2 as a positive measure (precisely, a positive current of bidegree (2, 2) and hence a positive measure) via
This defines (dd c u) 2 as a (2, 2) current (acting on (0, 0) forms; i.e. test functions) since u dd c u has measure coefficients. We refer the reader to [1] or [4, p. 113] for the verification of positivity of (dd c u) 2 .
Proof of Lemma 3.
|u r |, and let H be the Heaviside function,
Its derivative in distributional sense is Dirac's δ. Calculations then give
Further (see e.g.
Here we have used the facts dz j ∧ dz j = 0 and
Finally, by the definition of the δ function, where the complex constants α k will be specified later. This function will be used for construction of the desired complete interpolation sequence for S p M . Here are some of the properties of S.
Lemma 3.2.
For given δ > 0, the function S satisfies
Proof. We need to show
where A and B are positive constants. This will be shown by estimation of each factor in S(z). We have
Now we need opposite inequality:
In addition, we have
Suppose |u| δ/2. Let k 1 = 1/2(1 − e −δ/2 ). Then by (3.6)
Here | sin v| k 2 > 0, and by (3.5)
Finally, by choosing k = min(
, we get the opposite inequality. 2
The zero set Z of the function S is the union of hyperplanes
Definition 3.3. Ω is the set of points which are pairwise intersections of the hyperplanes P (k 1 ,n 1 ) and P (k 2 ,n 2 ) , n 1 , n 2 ∈ Z.
We say that ω ∈ Ω is a multiple point if it lies in the intersection of three or more hyperplanes.
Our main result is that Ω is a complete interpolating sequence for S M if it is uniformly separated and does not contain multiple points (Theorem 5.1).
The rest of this section will be used to investigate when these two conditions are fulfilled. Let
and choose a unit vector c k ∈ C 2 such that c k , b k = 0. Then P (k,n) has the following representation: . We have to check that the equation
with respect to ζ 1 and ζ 2 , has exactly one solution. This gives us the following equations . Let E M be the countable union of such subspaces for all (k 1 , n 1 ) and (k 2 , n 2 ).
Denote the solution of (3.9) by
. This gives us 6 equations and 3 unknown, and a solution is only possible if there exists a certain linear relation between n 1 + α k 1 ,
. This linear relation defines a hyperspace in the parameter space C N (α) . The countable union of such hyperplanes for all (k 1 , n 1 ), (k 2 , n 2 ) and (k 3 , n 3 ) forms a set E M of zero Lebesgue measure. Finally, we have 
Proof. A direct calculation shows that |x
is an arithmetic progression of the step length s 
Uniqueness
In this section we will show that if Ω does not contain multiple points, then the only function f ∈ S p M satisfying f (ω) = 0 for all ω ∈ Ω is f ≡ 0. This will be done by first showing that f vanishes on all the hyperplanes P (k,n) , and then showing that
First we want to find an entire function of one variable whose zero set is
as zero set, and X (k 1 ,n 1 ) is the zero set of the product
where H D k 1 (ζ ) is the support function of the convex set
Proof. The proof is similar to the proof of Lemma 3.2. 2
Lemma 4.2. X (k
is an entire function in C and we have the estimate
By the maximum principle, this estimate holds for every ζ ∈ C. Proof. The sides of D k 1 will be parallel to the vectors Fix p (k,n) . We have (2.5) ). Due to the assumption f | Ω = 0, we have f k,n | X (k,n) = 0, and X (k,n) is the zero set of L (k,n) . From the proof of Lemma 4.3 we know that 
Since the zero set of f k,n contains the zero set of
is an entire function. The above shows that |φ(λ)| tends to zero along w(r j ) as r j → ∞, j ∈ U k . Using the Pragmén-Lindelöf theorem, we can conclude that φ is bounded in the whole complex plane, hence it is a constant. According to the above limits, the constant has to be zero. Therefore, f k,n ≡ 0. Since the multiplicity of zeros of S (which is defined on the set of regular points of Z(S), i.e. on Z(S)\Ω) equals 1, S divides f (see e.g. [16] ), so
is an entire function. Since
Plurisubharmonic arguments for ln |Φ(z)| extends this estimate to the whole C 2 , and from Liouville's theorem it follows that Φ is constant. Fix γ ∈ C 2 and pick one of planes Π r,s (γ ). Since it is non-analytic, it does not coincide with any of the analytic planes P (k,n) . It is possible to pick a sequence of points {z j } going to infinity along Π r,s (γ ) 
This establishes Φ ≡ 0 and hence f ≡ 0. 2
Solution to the interpolation problem
Now we are able to solve the interpolation problem (1.2) under the assumption that Ω is uniformly separated and does not contain multiple points.
where
In addition,
. For the moment, let us assume this lemma holds. We have 
Recall
and we will first consider Π ++ (γ ). Define
Then h ∈ H p (C + × C + ), and Theorem 2.6 with μ γ as in Lemma 5.2, gives us
where Re λ 1 = x 1 and Re λ 2 = x 2 , and, according to Lemma 5.2, the last constant is independent of γ . Define
Since φ(n 1 + α k 1 ) = πV n 1 (−ix 2 ), Theorem 2.2 can be applied to the function φ(ζ ) and the sequence {n 1 + α k 1 } n 1 to give
. Theorem 2.6 remains valid for the bi half-spaces C + × C − , C − × C + and C − × C − as well, so the cases Π +− (γ ), Π −+ (γ ) and Π −− (γ ) can be dealt with similarly as the case Π ++ (γ ). All in all, this yields
with constant independent of γ . Finally, that f a converges uniformly on compact sets in C 2 follows from an application of Hölder's inequality, and the proof is done. 
Assume first that Π r,s (γ ) can be parameterized with x 1 and x 2 as parameters, i.e.
Π r,s (γ )
= (x 1 + iy 1 , x 2 + iy 2 ): y 1 = a 1 x 1 + a 2 x 2 + c 1 (γ ), y 2 = b 1 x 1 + b 2 x 2 + c 2 (γ ), x 1 , x 2 , a j , b j , c 1 (γ ), c 2 (γ ) ∈ R .
Define the linear transformations
. It is easily checked that its inverse
is well defined if and only if Π r,s (γ ) is not an analytic plane. Now we have
which is what we are looking for. The cases when Π r,s (γ ) cannot be parameterized as above can be checked to satisfy μ γ (A(U )) |U |, and the lemma is proved. 2
Product domains
Let b 1,j ∈ C × {0} ⊂ C 2 and b 2,k ∈ {0} × C ⊂ C 2 , and define the product domain
In this setting, Ω has the following representation:
We have the following estimates when M is a product domain. 
Here is integrable (with respect to ζ ) on every ray from the origin and contained in Γ r (see e.g. [8] for more on these spaces).
As R → ∞, we get φ r 2 ∈ H p (Γ r , L p (0, ∞)). Letting θ r = arg ib 
