Abstract. In this paper we obtain an explicit formula of Cauchy-Szegö kernel for quaternionic Siegel upper half space, and then based on this, we prove that the Cauchy-Szegö projection on quaternionic Heisenberg group is a Calderón-Zygmund operator via verifying the size and regularity conditions for the kernel. Next, we also obtain a suitable version of pointwise lower bound for the kernel, which further implies the characterisations of the boundedness and compactness of commutator of the Cauchy-Szegö operator via the BMO and VMO spaces on quaternionic Heisenberg group, respectively.
Introduction and statement of main results

1.1.
Background. The quaternion numbers x = x 1 + x 2 i + x 3 j + x 4 k with i 2 = j 2 = k 2 = ijk = −1 were introduced by Hamilton as an extension of complex numbers in the 19 th century and applied to mechanics in three-dimensional space. A feature of quaternions is that multiplication of two quaternions is noncommutative. Let H be the system of quaternion numbers and let Re x and Im x denote the real part and imaginary part of x respectively. Then Re x = x 1 and Im x = x 2 i + x 3 j + x 4 k. The n-dimensional quaternion space H n is the collection of n-tuples (q 1 , · · · , q n ). An H-valued function f : Ω → H is called regular if ∂f = 0, wherē
The theory of regular functions of several quaternionic variables began in 1980s. So far there are several fundamental results established for the quaternionic counterpart of the theory of several complex variables, e.g., Hartogs phenomenon, k-Cauchy-Fueter complexes, quaternionic pluripotential theory etc (see for example [1, 9, 33, 35] and the references therein). Because of the non-commutativity of the quaternion H, many new phenomena emerge, e.g. the product of two regular functions is not regular in general. Hence, proofs of almost all results are completely different from the standard setting of complex variables. Parallel to the setting of several complex variables, people are also interested in the Hardy space of regular functions over a bounded domain in H n , in particular, over the unit ball. By quaternionic Cayley transformation, it is equivalent to considering the Hardy space over the Siegel upper half domain
where q ′ = (q 2 , · · · , q n ) ∈ H n−1 , whose boundary ∂U n := {(q 1 , q ′ ) ∈ H n | Re q 1 = |q ′ | 2 } is a quadratic hypersurface, which can be identified with the quaternionic Heisenberg group H n−1 . For the notation and details of definition we refer to Section 2.
We point out that the quaternionic Heisenberg group H n−1 plays the fundamental role in quaternionic analysis and geometry [7, 20, 34, 28] . Its analytic and geometric behaviours are different from the usual Heisenberg group in many aspects, e.g., there does not exist nontrivial quasiconformal mapping between the quaternionic Heisenberg group [27] while quasiconformal mappings between Heisenberg groups are abundant [21, 22] .
The identification ∂U n with the quaternionic Heisenberg group H n−1 via the projection (2.3) helps us to determine the kernel of the Cauchy-Szegö projection from L 2 (∂U n ) to H 2 (∂U n ) [3] . This was just obtained recently by the first, fourth authors and Markina [4] . To be more explicit, we recall the result as follows.
Theorem A ([4]). The Cauchy-Szegö kernel is given by
S(q, p) = s q 1 + p 1 − 2 n k=2 p k q k , (1.1) for p = (p 1 , p ′ ) = (p 1 , · · · , p n ) ∈ U n , q = (q 1 , q ′ ) = (q 1 , · · · , q n ) ∈ U n , where
with the real constant c n−1 depending only on n. The Cauchy-Szegö kernel satisfies the reproducing property in the following sense F (q) = ∂Un S(q, ξ)F b (ξ)dβ(ξ), q ∈ U n , whenever F ∈ H 2 (U n ) and F b its boundary value on ∂U n .
Recall that the standard Cauchy-Szegö projection on the usual Heisenberg group has an explicit formula, which, together with the appropriate quasi-metric and the volume function, implies that the Cauchy-Szegö kernel on the Heisenberg group is a Calderón-Zygmund kernel (we refer to [30, Section 2, Chapter XII] for background and details). Hence, Stein ([30, Theorem 2, Chapter XII]) summarised and stated the main conclusion as:
"The Cauchy-Szegö projection on the Heisenberg group has an extension to a bounded operator on L p for all 1 < p < ∞."
Moreover, it is also known that from the explicit formula of the Cauchy-Szegö kernel, especially the pointwise lower bound, one can obtain the characterisation of the boundedness and compactness of the commutator of the Cauchy-Szegö projection via the BMO and VMO spaces, respectively. See the recent results in [11, Section 7.2] and [5] , respectively.
It is natural to ask, whether the Cauchy-Szegö kernel on the quaternionic Heisenberg group determined in Theorem A above has an explicit formula and a Calderón-Zygmund theory parallel to [30, Section 2, Chapter XII]?
1.2. Statement of main results. The aim of this paper is to address this question, providing an explicit formula of the Cauchy-Szegö kernel for the quaternion Siegel upper half-space. Then by using this formula we verify that it is a standard Calderón-Zygmund kernel with respect to the quasi-metric ρ (defined in Section 2, which is a standard definition in general stratified Lie group, see for example [10, Chapter 1] ), that is, it satisfies the standard size, and smoothness conditions in terms of ρ. Moreover, we also provide a suitable version of pointwise kernel lower bound from the explicit formula of the kernel, which was motivated by recent works on commutator estimates such as [19, 11, 14] .
As a direct application, we establish the characterisation of the BMO space via the commutator [b, C], which is parallel to the classical setting in [8] for the Riesz transforms on R n , and some closely related recent results in [18] for two weight commutators, [25] for the Cauchy integral along Lipschitz curves, [14] for the Riesz transform on stratified Lie groups, [23, 24, 16] for singular integrals with rough kernels, [19] for the L p to L q boundedness of commutators with applications to the Jacobian operator, [13] for the Cauchy integrals on certain pseudoconvex domains in C n with minimal regularity condition on the boundary. See also the general frame on space of homogeneous type in [11] , which restructured the proof of [15, 12, 26] and the references therein. Note that the weakest sufficient condition known so far on the kernel lower bound of Calderón-Zygmund operators which gives the characterisation of the BMO via commutator was due to Hytönen [19] .
The characterisation of the compactness of the commutator [b, C] is also studied by using the pointwise kernel lower bound that we obtained. For the previous related result on compactness of commutators, we refer to (but not restricted to) [32, 5, 17, 31, 13] .
We now state our first main result. For any function F : U n → H, we write F ε for its "vertical translate", where the vertical direction is given by the positive direction of Re q 1 : F ε (q) = F (q + εe), where e = (1, 0, 0, · · · , 0) ∈ H n . If ε > 0, then F ε is defined in a neighborhood of ∂U n . In particular, F ε is defined on ∂U n .
The Cauchy-Szegö projection operator C can be defined via the "vertical translate" from Cauchy-Szegö kernel for U n by (Cf )(q) = lim ε→0 ∂Un
where the limit exists in the L 2 (∂U n ) norm and C(f ) is the boundary limit of some function in H 2 (U n ). In view of the action of the quaternionic Heisenberg group, the operator C can be explicitly described as a convolution operator on this group:
where the kernel K(g) is defined in Section 2 below. We can write (Cf )(g) = p.v.
Note that (1.5) holds whenever f is an L 2 function supported in a compact set, for ever g outside the support of f .
As the second main result, we now prove the size and regularity estimate for the CauchySzegö kernel as follows. 
where 0 is the neutral element of H n−1 .
Then we further have the Cauchy-Szegö kernel K(g, h) on H n−1 (g = h) satisfies the following conditions.
for some constant c > 0, where Q = 4n + 2 is the homogeneous dimension of H n−1 and ρ is defined in Section 2.
As a consequence, we see that the Cauchy-Szegö projection C is a standard Calderón-Zygmund operator, falling into the scope of the framework set forth in Chapter 1, Section 6.5 in [30] . Therefore, Theorem 3 in Chapter 1 in [30] (L p boundedness, 1 < p < ∞) is applicable to C. Moreover, concerning the Hardy, BMO and VMO spaces studied in [10] on general homogeneous groups, we have the endpoint estimate for C. And from [8, 32] , we also have the boundedness and compactness of the commutator of C. We formulate these results as follows.
Corollary 1.3. Let all the notation be the same as above.
(
However, to obtain reverse arguments of (5) and (6) above, we still need to know more about the pointwise lower bound of the kernel K. To obtain the reverse of (5) we aim at verifying the kernel lower bound established by Hytönen [19] . To obtain the reverse of (6) we aim at verifying the same pointwise lower bound as in [5] in a twisted truncated sector. 
and that for every g 1 ∈ B(g, 1) and g 2 ∈ S g we have
Moreover, this sector S g is regular in the sense that |S g | = ∞ and that for every
with the implicit constants independent of g and R 1 , R 2 .
By using Theorem 1.4, we now establish the boundedness and compactness of the commutator of C with respect to BMO(H n−1 ) and VMO(H n−1 ), following the ideas and approaches in [19] (see also [11] ) and in [5, 13] , respectively.
Thus, we will only sketch the main approach of the proof of Theorem 1.5. In the next section we will provide some necessary preliminaries on quaternionic Heisenberg groups, and in the last section we provide the proofs of our main results.
Preliminaries
Recall that the space H of quaternion numbers forms a division algebra with respect to the coordinate addition and the quaternion multiplication
and the modulus |x| is defined by
The conjugation inverses the product of quaternion number in the following sense qσ =σq for any q, σ ∈ H. It is clear that
where i 1 = i, i 2 = j, i 3 = k, and b α kj is the (k, j) th entry of the following matrices b α :
The quaternion space H n is isomorphic to R 4n as a real vector space and the pure imaginary Im H are isomorphic to R 3 .
The quaternionic Heisenberg group H n−1 is the space R 4n−1 = R 3 × R 4(n−1) , which is isomorphic to Im H × H n−1 endowed with the non-commutative product
, and ·, · is the inner product defined by
It is easy to check that the identity of H n−1 is the origin 0 := (0, 0), and the inverse of (t, y) is given by (−t, −y). The boundary of quaternionic Siegel upper half-space ∂U n can be identified with the quaternionic Heisenberg group H n−1 via the projection
Let dβ be the Lebesgue measure on ∂U n obtained by pulling back the Haar measure on the group H n−1 by the projection π. The Hardy space H 2 (U n ) consists of all regular functions F on U n , for which
By (2.1), the multiplication of the quaternionic Heisenberg group in terms of real variables can be written as (cf. [29] )
The following vector fields are left invariant on the quaternionic Heisenberg group by the multiplication laws of the quaternionic Heisenberg group in (2.4):
Then the horizontal tangent space at g ∈ H n−1 , denoted by H g , is spanned by the left invariant vectors Y 1 (g), · · · , Y 4n−4 (g). For each g ∈ H n−1 , we fix a quadratic form ·, · H on H g with respect to which the vectors
For any p = (t, y) ∈ H n−1 , we can associate the automorphism τ p of U n :
It is obviously extended to the boundary ∂U n . It is easy to see that the action on ∂U n is transitive. In particular, we have
And we can write each q ∈ ∂U n as q = τ g (0) for a unique g ∈ H n−1 . In this correspondence we have that dβ(q) = dg, the invariant measure on H n−1 . Similarly, we write p ∈ ∂U n in the form p = τ h (0) for some unique h ∈ H n−1 . Then from (2.6) we can see that
Take K ε (g) = S(τ g (0) + εe, 0), and denote by f (h) := f (τ h (0)) = f (p) and (Cf )(g) := (Cf )(τ g (0)) = (Cf )(q) by abuse of notations. Then (Cf )(g) = lim
where the limit is taken in L 2 (H n−1 ).
Recall that the convolution on H n−1 is defined as
Therefore, (2.7) can be formally rewritten as
where K is the distribution given by lim ε→0 K ε . Thus, if g = (t, y) ∈ H n−1 with t = t 1 i + t 2 j + t 3 k, then
For any g = (t, y) ∈ H n−1 , the homogeneous norm of g is defined by
.
Obviously, g −1 = − g = g and δ r (g) = r g , where δ r , r > 0, is the dilation on H n−1 , which is defined as δ r (t, y) = (r 2 t, ry).
On H n−1 , we define the quasi-distance
It is clear that ρ is symmetric and satisfies the generalized triangle inequality
for any h, g, w ∈ H n−1 and some C ρ > 0. Using ρ, we define the balls B(g, r) in H n−1 by B(g, r) = {h : ρ(h, g) < r}. Then
We now recall the Hardy, BMO and VMO spaces. Note that H n−1 falls into the scope of homogeneous group, and hence we have the natural BMO space (also the Hardy space) in this setting due to Folland and Stein [10] . To be self-enclosed, we recall the definition of the BMO space.
where the supremum is taken over all balls B ⊂ H n−1 , and b B is the average of b over the ball B. Similarly we also have the VMO space on H n−1 , which is closure of the C ∞ c (H n−1 ) under the norm of · BMO(H n−1 ) , see [5] for more details of the definition and properties of this VMO space in the more general setting, the stratified Lie group.
Proof of main results
Proof of Theorem 1.1. Note that for σ = x 1 +x 2 i+x 3 j+x 4 k, we have
Now it suffices to figure out the representation of
where l is any fixed natural number.
To see this, let z = x 1 + | Im σ|i, and thenz = x 1 − | Im σ|i. Hence, we further have
As a consequence, we have
By using the binomial expansion, we obtain that
Next, by collating the coefficients, we further have
Then the key step is to obtain an explicit formula for the above summation. To see this, we rewrite the right-hand side of (3.2) as follows.
Based on the definition of A(w), we now consider the following function
It is obvious that d dw G(w) = A(w).
To continue, we now set ζ = w −1 . Then by changing of variable we have
Next, we set
Again, based on the definition of H, we now consider the following function
and it is obvious that d dζ
Now by taking the summation we have
and hence
As a consequence, we get that
We now have
By changing w back to z z , we have
Hence,
Based on the representation in (3.2) above, from (3.1), we obtain that
The proof of Theorem 1.1 is complete.
Based on the result of Theorem 1.1 we see that the kernel K of the Cauchy-Szegö projection operator C on H n−1 is homogeneous. To be more specific, we have the following. 
for every g ∈ H n−1 and r > 0.
Before proving Theorem 1.2, we will need a mean value theorem on stratified groups. Note that there is a version established in [10, (1.41) ]. However it requires the function f ∈ C 1 (H n−1 ), while the kernel K of the Cauchy-Szegö projection operator C has singularity at the origin.
We now provide the following mean value theorem on stratified groups with respect to the kernel K. To begin with we recall that an absolutely continuous curve γ : [0, 1] → H n−1 is horizontal if its tangent vectorsγ(t), t ∈ [0, 1], lie in the horizontal tangent space H γ(t) . By [6] , any given two points p, q ∈ H n−1 can be connected by a horizontal curve.
The Carnot-Carathéodory metric on H n−1 as follows. For g, h ∈ H n−1 ,
where γ : [0, 1] → H n−1 is a horizontal Lipschitz curve with γ(0) = g, γ(1) = h. It is known that the Carnot-Carathéodory metric d cc is left-invariant, and it is equivalent to the homogeneous metric ρ in the sense that: there exist C d ,C d > 0 such that for any g, h ∈ H n−1 (see [2] ),
Lemma 3.2. There exist C > 0 and c 0 ∈ (0, 1) such that for g, g 0 ∈ H n−1 \{0} with
Proof. Suppose that g, g 0 ∈ H n−1 \{0} with d cc (g, g 0 ) < c 0 d cc (g 0 , 0), and let γ be the curve in the definition of (3.4) with γ(0) = g and γ(1) = g 0 such that
Then for any t ∈ [0, 1], we have
So K(γ(t)) is not singular for every t ∈ [0, 1].
To continue, we now write γ(t) = (γ 1 (t), . . . , γ 4n−1 (t)) ∈ H n−1 . Theṅ
where a j (t) := γ ′ j (t) for j = 1, 2, . . . , 4n − 4,
and γ(t),γ(t) H = 4n−4 j=1 |a j (t)| 2 . As a consequence, we have
where C is an absolute constant depending only on n.
The proof of Lemma 3.2 is complete.
Proof of Theorem 1.2. We begin with proving the size estimate in (i). By (2.8), for any g = (t, y) ∈ H n−1 , where t = t 1 i + t 2 j + t 3 k, y ∈ H n−1 , we have
From (3.1) and (3.2), we can see that for
where z = x 1 + | Im σ|i. Therefore,
and 1
We have |K(g)| 1 g Q , where the implicit constant depends only on n, which shows that (i) holds.
We now prove the regularity estimate as in (ii). To begin with, we recall that the vector field
where for α = 1, 2, 3, b α kj is the element (from the kth row and the jth column) in the matrix b α below:
For any g, h, g 0 with ρ(g 0 , h) ≥ cρ(g, g 0 ), we set x = h −1 · g 0 , then by Lemma 3.2 and (3.5), we have
Recall that for any g = (t, y) = (t 1 i + t 2 j + t 3 k, y),
Then for any l = 0, · · · , n − 2, j = 1, · · · 4.
From (3.1) and (3.2), we can see that
For the term I, by definition, we have
For the term II, we find
which implies (1.6) holds.
Therefore, combining the estimates of I and II we obtain that
Since ρ is a quasi-distance, by (2.9), (3.5) and the fact that ρ(g 0 , h) ≥ cρ(g, g 0 ), we have
Consequently,
Together with (3.7) we can see
The proof of Theorem 1.2 is complete.
Proof of Theorem 1.4. We prove this theorem by 4 steps, using the idea in [14] .
Step 1. We claim that: "there exists a point g 0 on the unit sphere of H n−1 such that K(g 0 ) = 0". 
For the term A, we further have
Therefore, K(δ 4 √ 2 g 0 ) = 0. Then by Corollary 3.1, we see that K(g 0 ) = 0, which shows that the claim holds.
Step 2. We claim that: "there is a positive constant C such that for every R > 0 and every g ∈ H n−1 , there exists a point g * in H n−1 such that ρ(g, g * ) = R and that
To see this, for every R > 0 and every g ∈ H n−1 , we set
Next, we note that from Corollary 3.1
Hence, we obtain that
and since from Step 1 we know that K(g 0 ) is non-zero.
Step 3. We claim that: there exist positive constants C and R such that for every ball B = B(g, r) ⊂ H n−1 with r > 0 and g ∈ H n−1 , there exists another ballB = B(g * , r) in H n−1 such that ρ(g, g * ) = Rr and that for every g 1 ∈ B and g 2 ∈B,
To see this, we first note that K satisfies Hölder's regularity. Hence, for the point g 0 obtained in Step 1, there exists a small positive constant ǫ 0 < 1 such that
for allg ∈ B(g 0 , 2C ρ ǫ 0 ). Now for every B = B(g, r) ⊂ H n−1 with r > 0 and g ∈ H n−1 , by using the argument in Step 2 we see that there exists a point g * = g · δ Rr (g −1 0 ) in H n−1 such that ρ(g, g * ) = Rr and that |K(g, g * )| ≈ 1 (Rr) Q , where R is chosen to be large enough such that
Then for every g 1 ∈ B there exists g ′ 1 ∈ B(0, ǫ 0 ) such that we can write
. Also, for every g 2 ∈ B(g * , r), there exists g ′ 2 ∈ B(0, ǫ 0 ) such that we can write
which shows that (g ′ 2 ) −1 · g 0 · g ′ 1 ∈ B(g 0 , 2C ρ ǫ 0 ). Then by (3.8), we have
Therefore, K(g 1 , g 2 ) > 1 2(Rr) Q |K(g 0 )| ≥ C(K, C ρ ) 1 ρ(g 1 , g 2 ) Q , for any g 1 ∈ B(g, r) and any g 2 ∈ B(g * , r).
Step 4. Since K is continuous on H n−1 \ {0}, by Step 1. we can see that there exists a compact set Ω on the unit sphere S(0, 1) of H n−1 with m(Ω) > 0, where m is the Radon measure on S(0, 1), such that K(g) = 0 for any g ∈ Ω. Then by the similar proof to that of [5, Theorem 1.1], we can find a positive constant r 0 and a "twisted truncated sector" S g ⊂ H n−1 such that inf
and that for every g 1 ∈ B(g, 1) and g 2 ∈ S g we have |K(g 1 , g 2 )| ≥ C(K, C ρ ) ρ(g 1 , g 2 ) Q . Moreover, this sector S g is regular in the sense that |S g | = ∞ and that for every R 2 > R 1 > 2r 0 B(g, R 2 )\B(g, R 1 ) ∩ S g ≈ B(g, R 2 )\B(g, R 1 ) with the implicit constants independent of g and R 1 , R 2 . The proof of Theorem 1.4 is complete. Since K(g, h) is H-valued, we write
where each K i (g, h) is real-valued, i = 1, 2, 3, 4.
Then following kernel lower bound in Theorem 1.4 and using the idea of Hytönen [19] we see that at least one of the K i above satisfies the following argument:
There exist positive constants 3 ≤ A 1 ≤ A 2 such that for any ball B := B(g 0 , r) ⊂ H n−1 , there exist another ball B := B(h 0 , r) ⊂ H n−1 such that A 1 r ≤ d(g 0 , h 0 ) ≤ A 2 r, and for all (g, h) ∈ (B × B), K(g, h) does not change sign and
Proof of Theorem 1.5. The argument (i) follows from the kernel lower bound obtained in Theorem 1.4 and the standard proof in [19] (also can be achieved by following [11] ).
It suffices to prove the "only if" part of (ii), since the "if" part follows from the argument in [5] .
To see this, we seek to get a contradiction by using the idea (due to M. Lacey) stated at the beginning of proof of (2) of Theorem 1.1 in [13] , that is, in its simplest form, there is no bounded operator T : ℓ p (N) → ℓ p (N) with T e j = T e k = 0 for all j, k ∈ N. Here, e j is the standard basis for ℓ p (N).
To get to this contradiction, we just need to use the kernel lower bound in (3.9), and then combine the argument used in the proof of (2) of Theorem 1.1 in [13] . Repeating the process there almost step by step, we obtain the "only if" part. We leave the details to readers.
