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Abstract
Using the concept of prime graphs and modular decomposition of graphs, we give a complete
structure description of (P5,diamond)-free graphs implying that these graphs have bounded clique
width (the P5 is the induced path with 1ve vertices a; b; c; d; e and four edges ab; bc; cd; de, and
the diamond consists of four vertices a; b; c; d such that a; b; c form an induced path with edges
ab; bc, and vertex d is adjacent to a; b and c). The structure and bounded clique width of
this graph class allows to solve several algorithmic problems on this class in linear time, among
them the problems Maximum Weight Stable Set (MWS), Maximum Weight Clique, Domination,
Steiner Tree and in general every algorithmic problem which is, roughly speaking, expressible in
a certain kind of Monadic Second-Order Logic using quanti1cation only over vertex but not over
edge set predicates. This improves previous results on (P5,diamond)-free graphs in several ways:
We give a complete structure description of prime (P5,diamond)-free graphs, we do not only
solve the MWS problem on this class, we achieve linear time algorithms (instead of a recent
time bound O(nm)), and we can do all this on a larger graph class containing (P5,diamond)-free
graphs which admits linear time recognition.
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1. Introduction
The Maximum (Weight) Stable Set (M(W)S) Problem is a basic algorithmic graph
problem occurring in many models in Computer Science and Operations Research. It
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is NP-complete in general and remains NP-complete even for restricted graph classes
such as (K1;4,diamond)-free graphs as shown in [9]. It can be solved, however, in
polynomial time on various graph classes among them some classes de1ned by certain
forbidden subgraphs.
The complexity of the MS problem for the class of P5-free graphs is unknown;
hereby, for k¿ 1, let Pk denote an induced path with k vertices and k − 1 edges, and
for k¿ 3, let Ck denote an induced cycle with k vertices and k edges. A hole is a Ck
for k¿ 5.
This recently led to the investigation of a variety of subclasses of P5-free graphs by
additionally forbidding other small subgraphs, among them the diamond K4 − e being
a clique of four vertices minus one edge [1]. Our results improve the results of [1] on
the MWS problem for (P5,diamond)-free graphs in several ways:
1. In Theorem 2, we give a complete structure description of prime (P5,diamond)-free
graphs which implies bounded clique width for (P5,diamond)-free graphs.
2. It is known that bounded clique width has important algorithmic consequences (see
Section 3): Every algorithmic problem expressible in a certain kind of Monadic
Second-Order Logic is solvable in linear time [14], among them the problems Max-
imum Weight Clique, (MWS), Minimum Weight Dominating Set, Steiner Tree and
many others. Thus, we obtain linear time (instead of O(nm) in [1]) not only for the
MWS problem on (P5,diamond)-free graphs but also for some other problems such
as Maximum Weight Clique, Minimum Weight Dominating Set, and Steiner Tree.
3. The same can be done for some larger graph classes containing the class of
(P5,diamond)-free graphs and admitting linear time recognition.
This paper is organized as follows:
• In Section 2 we give some notations and auxiliary results.
• In Section 3 we describe the concept of clique width.
• In Section 4.1 we show that prime (P5,diamond)-free graphs containing a 2K2 are
matched co-bipartite.
• In Section 4.2 we show that prime (C4,co-diamond)-free graphs containing a C6 or
a C5 have at most 9 vertices.
• In Section 4.3 we show that prime chordal co-diamond-free graphs are thick spiders
or enhanced co-bipartite chain graphs.
• In Section 5 we give some algorithmic consequences of the simple structure of
(P5,diamond)-free graphs.
2. Notations and auxiliary results
Throughout this paper, all graphs are 1nite, undirected graph and simple i.e. without
self-loops and multiple edges. For a graph G = (V; E), let |V | = n¿ 3, |E| = m, let
N (v) := {u: u∈V; u = v; uv∈E} denote the open neighborhood of v and N [v] :=
N (v)∪{v} the closed neighborhood of v. For U ⊆ V let G(U ) denote the subgraph of
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Fig. 1. All one-vertex extensions of a P4.
G induced by U i.e. having the vertex set U and the edge set {xy: x; y∈U; xy∈E}.
Throughout the paper, subgraphs are understood to be induced subgraphs. A vertex set
U ⊆ V is a clique in G if the vertices in U are pairwise adjacent. Let HG = (V; HE)
denote the complement graph of G i.e. HE = {uv: u; v∈V; u = v; uv ∈ E}. A vertex set
U ⊆ V is a stable set in G if U is a clique in HG.
For a vertex weight function w on V , let !w(G) denote the maximum weight of
a clique in G and w(G) := !w( HG). If w(v) = 1 for all vertices v then we omit the
index w.
A vertex set V ′ ⊆ V in a graph G=(V; E) is a dominating set in G, if for all vertices
u∈V \ V ′, there is a vertex v∈V ′ such that uv∈E. A universal vertex dominates the
graph.
Fig. 1 describes all possible P4 extensions by one vertex such as P5, chair, P, C5,
bull, gem and their complements. Thus, a gem consists of a P4 abcd and a vertex e
adjacent to a; b; c and d.
A diamond consists of a P3 abc and a vertex d adjacent to a; b; c. Let F denote a set
of graphs. A graph G is F-free if none of its induced subgraphs is in F. Obviously,
diamond-free graphs are gem- and co-chair-free.
A graph G is a
• thin spider if G is partitionable into a clique C and a stable set S with |C|= |S| or
|C|= |S|+ 1 such that the edges between C and S are a matching and at most one
vertex in C is not covered by the matching (an unmatched vertex is called the head
of the spider);
• thick spider if it is the complement of a thin spider;
• matched co-bipartite graph if G is partitionable into two cliques C1; C2 with |C1|=
|C2| or |C1|= |C2|+ 1 such that the edges between C1 and C2 are a matching and
at most one vertex in C1 and C2 is not covered by the matching;
• co-matched bipartite graph if it is the complement of a matched co-bipartite graph;
• bipartite chain graph if it is a bipartite graph B=(X; Y; E) and for all vertices from
X (Y ), their neighborhoods in Y (X ) are linearly ordered (bipartite chain graphs
appear in [27]; in [23], they are called di6erence graphs);
• co-bipartite chain graph if it is the complement of a bipartite chain graph;
16 A. Brandstadt / Discrete Applied Mathematics 138 (2004) 13–27
Fig. 2. The A and domino with their complements.
• enhanced co-bipartite chain graph if it is partitionable into a co-bipartite chain graph
with cliques C1, C2 and three additional vertices a; b; c (a and c optional) such that
N (a) = C1 ∪ C2, N (b) = C1, and N (c) = C2;
• enhanced bipartite chain graph if it is the complement of an enhanced co-bipartite
chain graph.
The complete structure description of prime (P5,diamond)-free graphs given in Theo-
rem 2 leads to bounded clique width for this class. Clique width of graphs is intimately
related to modular decomposition which recently attracted much attention.
A module in a graph G = (V; E) is de1ned as a vertex set M ⊆ V such that every
vertex outside M is adjacent either to all vertices of M or to none of them i.e. for
all z ∈V \M , there are no x; y∈M such that xz ∈E and yz ∈ E (z cannot distinguish
vertices from M). This can also be expressed in terms of the following operations:
The edges between two disjoint vertex sets X; Y form a join (co-join) if for all pairs
x∈X , y∈Y , xy∈E (xy ∈ E) holds. Thus, for a module M , every vertex outside M
has either a join or a co-join to M .
If a module in G has at least two vertices and is not the entire vertex set of G then it
is called a homogeneous set in G. G is prime if it contains no homogeneous sets. Note
that a module in G is a module in HG as well, and the complement of a prime graph is
prime. Moreover, a prime graph contains no universal vertex. A homogeneous set M
is maximal if no other homogeneous set properly contains M . It is well known that
in a connected graph G = (V; E) with connected complement HG = (V; HE), the maximal
homogeneous sets are pairwise disjoint (see e.g. [24]). In this case, the graph G∗
obtained from G by contracting every maximal homogeneous set to a single vertex
is called the characteristic graph of G. It is easy to see that G∗ is connected and
prime. Obviously, homogeneous sets in connected diamond-free graphs are P3-free i.e.
a disjoint union of cliques. In particular, they are P4-free.
Subsequently we need the following useful lemma (see Fig. 2 for the A and domino
with their complements):
Lemma 1 (HoKang and Reed [22]). If a prime graph contains an induced C4 then it
contains an induced house or A or domino.
In its graph complement version, Lemma 1 means the following:
Corollary 1. If a prime graph contains an induced 2K2 then it contains an induced
P5 or co-A or co-domino.
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Fig. 3. The d-A and d-domino with their complements.
A similar lemma holds for extensions of a diamond instead of a C4. Its proof is
completely analogous to the proof of Lemma 1; to make this paper self-contained, we
give its proof here. (Fig. 3)
Lemma 2. If a prime graph contains a diamond then it contains a gem or d-A or
d-domino.
Proof. Assume that the prime graph G contains a diamond consisting of vertices
a; b; c; d and edges ab; ac; ad; bc; cd. Let A = N (b) ∩ N (d) and A′ denote the con-
nected component in A containing a and c. Since A′ is no homogeneous set, there are
vertices a′; c′ ∈A′ and z ∈ A′ such that a′c′ ∈E and za′ ∈E, zc′ ∈ E. Since z ∈ A′,
also z ∈ A holds which means that zb ∈ E or zd ∈ E.
If zb∈E, zd ∈ E or zb ∈ E, zd∈E then z; b; c′; d; a′ induce a gem. Now assume
that zb ∈ E and zd ∈ E. Let B=N (a′)∩N (c′)∩ HN (z) and B′ denote the co-connected
component in B containing b and d. Since B′ is no homogeneous set, there are vertices
b′; d′ ∈B′ and y ∈ B′ such that b′d′ ∈ E and yb′ ∈E, yd′ ∈ E. Since y ∈ B′, also
y ∈ B holds which means that if ya′ ∈E and yc′ ∈E then also yz ∈E.
If ya′ ∈ E, yc′ ∈ E, and yz ∈ E then a′; b′; c′; d′; y; z induce a d-A in G. If ya′ ∈ E,
yc′ ∈ E, and yz ∈E then a′; b′; c′; d′; y; z induce a d-domino in G.
Now assume that ya′ ∈E or yc′ ∈E. If y is adjacent to exactly one of a′, c′
then y; a′; b′; c′; d′ induce a gem in G. If ya′ ∈E and yc′ ∈E then yz ∈E, and now
z; y; c′; d′; a′ induce a gem.
Lemma 2 implies
Corollary 2. If a prime graph is either
• (P5; gem,co-gem)-free or
• (P5; gem,co-chair)-free or
• (P5; gem; bull)-free or
• (P5; gem; chair)-free
then it is (P5,diamond)-free.
In [3], a systematic analysis of the clique width of all classes de1ned by three
forbidden P4 extensions from Fig. 1 is given.
Note that the gem is not a prime graph. Its nine minimal prime extensions are
described in [4,5].
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3. Cographs, clique width and algorithmic problems
The P4-free graphs (also called cographs) play a fundamental role in graph decom-
position; see [12] for linear time recognition of cographs, [10–12] for more information
on P4-free graphs and [8] for a survey on this graph class and related ones.
For a cograph G, either G or its complement is disconnected, and the cotree of G
expresses how the graph can be recursively generated from single vertices by repeatedly
applying join and co-join operations. Thus, the modular decomposition tree of cographs
contains no prime nodes.
In [13], the join and co-join operations were generalized to the following operations
in vertex-labeled graphs:
• creation of vertices labeled by an integer;
• disjoint union (i.e. co-join);
• join between all vertices with label i and all vertices with label j for i = j, and
• relabeling all vertices of label i by label j.
The clique width cwd(G) of a graph G is de1ned in [13] as the minimum number
of labels which are necessary to generate a given graph by using these operations.
The cographs are exactly the graphs of clique width at most two. A k-expression for
a graph G of clique width k describes the recursive generation of G by repeatedly
applying the four operations using only a set of at most k diLerent labels.
Proposition 1 (Courcelle et al. [14] and Courcelle and Olariu [15]). The clique width
of a graph is the maximum of the clique width of its prime subgraphs, and the
clique width of the complement graph HG of G is at most twice the clique width
of G.
Recently, the concept of clique width of a graph attracted much attention since it
gives a uni1ed approach to the eMcient solution of many algorithmic graph problems
on graph classes of bounded clique width via the expressibility of the problems in terms
of logical expressions; in [14], it is shown that every algorithmic problem expressible
in a certain kind of Monadic Second-Order Logic called LinEMSOL(&1;L) in [14],
is linear-time solvable on any graph class with bounded clique width for which a
k-expression can be constructed in linear time.
Hereby, it is mentioned in [14] that, roughly speaking, MSOL(&1) is Monadic Second-
Order Logic with quanti1cation over subsets of vertices but not of edges; MSOL(&1;L) is
the extension of MSOL(&1) with the addition of labels added to the vertices.
LinEMSOL(&1;L) is the extension of MSOL(&1;L) which allows to search for sets of ver-
tices which are optimal with respect to some linear evaluation functions. The problems
Maximum Weight Stable Set, Maximum Weight Clique, Steiner Tree and Domination
are examples of LinEMSOL(&1;L) expressible problems.
Theorem 1 (Courcelle et al. [14]). Let C be a class of graphs of clique width at
most k such that there is an O(f(|E|; |V |)) algorithm, which for each graph G in C,
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constructs a k-expression de:ning it. Then for every LinEMSOL(&1;L) problem on C,
there is an algorithm solving this problem in time O(f(|E|; |V |)).
Note that the clique width of distance-hereditary graphs is at most 3 as shown in [21],
and distance-hereditary graphs are exactly the (house, hole, domino, gem)-free graphs
[2]; see [8] for various characterizations of these graphs. Thin spiders and bipartite
chain graphs are (house, hole, domino, gem)-free. Thus, their clique width is at most
3. Moreover, the clique width of thick spiders, co-bipartite chain graphs, matched
co-bipartite graphs, co-matched bipartite graphs, enhanced bipartite and co-bipartite
chain graphs, as well as of graphs having a 1xed number of vertices, is bounded by a
constant. This can be seen by using Proposition 1 or in a straightforward direct way,
and corresponding k-expressions for all these graphs can be determined in linear time.
In what follows, we sometimes switch between (P5,diamond)-free graphs and their
complements, the (house,co-diamond)-free graphs.
4. Structure of prime (P5,diamond)-free graphs
In this section, we will show the main result of this paper:
Theorem 2. If a connected and co-connected graph G is (P5,diamond)-free then the
following conditions hold:
(1) The homogeneous sets of G are P3-free,
(2) For the characteristic graph G∗ of G, one of the following conditions holds:
(2.1) G∗ is a matched co-bipartite graph,
(2.2) G∗ is a thin spider,
(2.3) G∗ is an enhanced bipartite chain graph,
(2.4) G∗ has at most 9 vertices.
Theorem 2 will be an immediate consequence of Lemmas 3–6 which show that if
G is a prime (P5,diamond)-free graph then G is either a matched co-bipartite graph or
a thin spider or an enhanced bipartite chain graph or has at most 9 vertices.
The maximal homogeneous sets of G can be found in linear time (see [16,17,24])
and it can be tested in linear time whether they induce cographs (see [12]). Then the
characteristic graph can be constructed in linear time. It is straightforward to show that
the conditions (2.1)–(2.4) can be tested in linear time.
Thus it can be checked in linear time whether for an arbitrary connected and
co-connected input graph G, the homogeneous sets are P4-free and its characteristic
graph ful1lls condition (2) of Theorem 2.
4.1. Structure of prime (P5,diamond)-free graphs containing 2K2
If the prime (P5,diamond)-free graph G contains a 2K2 then, according to Corollary
1, G contains a co-domino. In [4], the subsequent Lemma 3 is shown for (P5,gem)-free
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Fig. 4. Adjacency of one vertex to a co-domino.
graphs. To make this paper self-contained and because of the simpler proof for
(P5,diamond)-free graphs, we will give a proof of Lemma 3.
Fig. 4 shows that there are only two adjacency types of a vertex to a co-domino D
with vertices 1; 2; : : : ; 6 and edges 12, 13, 23, 24, 35, 45, 46, 56 in a (P5,diamond)-free
graph: A vertex x outside D is either adjacent to 1,2,3 and nonadjacent to 4,5 with
possible edge to 6 or adjacent to 4,5,6 and nonadjacent to 2,3 with possible edge to
1—all other possibilities lead to a P5 or diamond (see the boldface edges in Fig. 4).
Lemma 3. If G is a prime (P5,diamond)-free graph containing a co-domino then G
is a matched co-bipartite graph.
Proof. Obviously, every co-domino D (with vertices and edges as above) in G domi-
nates G—otherwise there is a vertex y in distance 2 to D but then y, a common neigh-
bor x of y and D and the vertices 2,4,5 (4,2,3, resp.) of D induce a P5—contradiction.
Now let
L := {x: x adjacent to 1; 2; 3; x nonadjacent to 4; 5 } ∪ {1} and
R := {x: x adjacent to 4; 5; 6; x nonadjacent to 2; 3 } ∪ {6}:
Note that L ∪ R ∪ {2; 3; 4; 5} is a partition of the vertex set V . Since for x; x′ ∈L,
23xx′ is no diamond, xx′ ∈E holds and thus L is a clique. For a similar reason, R is
a clique.
Assume now that the edges between L and R form no matching, and let y∈R be a
common neighbor of the two vertices x; x′ ∈L. Then 2xx′y is a diamond—contradiction.
Thus the edges between L and R form a matching. Since G contains no homogeneous
set, at most one vertex in each of the sets L and R is unmatched.
4.2. Structure of prime (C4,co-diamond)-free graphs containing C6 or C5
From now on, we are dealing with (2K2,diamond)-free graphs. In this and the next
subsection, we turn to the complement graph being (C4,co-diamond)-free. Obviously,
co-diamond-free graphs are Ck -free for k¿ 7. For a C5 or C6 C, let v ∈ C be a
k-vertex for C if v is adjacent to exactly k vertices in C.
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Fig. 5. Prime (C4,co-diamond)-free graphs containing a C6 and a C5.
Lemma 4. If the prime (C4,co-diamond)-free graph G contains a C6 then G has at
most 9 vertices.
Proof. Let C be a C6 in G with vertices 1; 2; : : : ; 6 and edges {i; i+1} for i∈{1; 2; : : : ; 6}
(index arithmetic modulo 6). Since G is co-diamond-free, every vertex in V \C is ad-
jacent to C. A straightforward case analysis shows that there are only two adjacency
types; a vertex not in C is either adjacent to exactly 4 consecutive vertices in C or to
all vertices in C.
For i∈{1; 2; : : : ; 6}, let Ni; i+3 denote the 4-vertices for C being adjacent to i; i+1; i+
2; i+3 and let U denote the 6-vertices for C. Since G is C4-free, for all i∈{1; 2; : : : ; 6},
Ni; i+3 and U are cliques and Ni; i+3 and U form a join. Thus, U =∅ since every vertex
in U is universal for G.
Claim 1. For all i∈{1; 2; : : : ; 6}, Ni; i+3 are modules.
Assume that N1;4 is no module. Let x; y∈N1;4 and z ∈ N1;4 with xz ∈E and yz ∈ E.
Then, since yz; 5; 6 is no co-diamond, z5∈E or z6∈E holds, say z5∈E. Since z54x
is no C4, z4∈E. Since z4y2 is no C4, z2 ∈ E. Since z4y1 is no C4, z1 ∈ E. Now
also z6∈E but then xz61 is a C4—contradiction.
Due to Claim 1, |Ni; i+3|6 1 for i∈{1; 2; : : : ; 6}. Thus, G has at most 12 vertices.
We show that, in fact, it has at most 9 vertices since at most three of the sets Ni; i+3,
i∈{1; 2; : : : ; 6}, are nonempty. Let Ni; i+3 = {xi} if Ni; i+3 = ∅ for i∈{1; 2; : : : ; 6}.
Claim 2. For all i∈{1; 2; : : : ; 6}, xixi+1 ∈E, xixi+3 ∈E, and xixi+2 ∈ E holds.
We show Claim 2 for i= 1. Since 2x14x2 is no C4, x1x2 ∈E holds. Since 1x14x4 is
no C4, x1x4 ∈E holds. Since x1x361 is no C4, x1x3 ∈ E holds.
If x1, x2 and x4 exist then x1x25x4 is a C4, and if x1, x2 and x5 exist then x1x2x51
is a C4—contradiction. Thus, if N1;4 = ∅ and N2;5 = ∅ then N4;1 = ∅ and N5;2 = ∅.
This shows that there are three possibilities for the existence of a maximal subset of
{x1; : : : ; x6} described in Fig. 5:
1. only x1 and x4 exist,
2. only x1, x2, x3 exist,
3. only x1, x3, x5 exist.
All other possibilities with C6 and C5 are obtained as subgraphs in Fig. 5.
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Lemma 5. If the prime (C4,C6,co-diamond)-free graph G contains a C5 then G has
at most 9 vertices.
Proof. Let C be a C5 in G with vertices 1; 2; : : : ; 5 and edges {i; i+1} for i∈{1; 2; : : : ; 5}.
Since G is co-diamond-free, every vertex in V \ C is adjacent to C. A straightfor-
ward case analysis shows that there are only three adjacency types; a vertex not in
C is either adjacent to exactly 2 or 3 consecutive vertices in C or to all vertices
in C.
For i∈{1; 2; : : : ; 5}, let Ni; i+1 denote the 2-vertices for C adjacent to i; i + 1, let Q′i
be the set of all 3-vertices for C adjacent to i− 1; i; i+ 1, let Qi =Q′i ∪ {i} and let U
denote the set of all 5-vertices for C. Since G is C4-free, for all i∈{1; 2; : : : ; 5}, Qi
and U are cliques and Qi and U form a join. Moreover, there is a co-join between Qi
and Qi+2.
Claim 1. For all i∈{1; 2; : : : ; 5}, |Ni; i+1|6 1.
Assume that |N1;2|¿ 1 and let a; b∈N1;2 with a = b. If ab∈E then ab; 3; 5 is a
co-diamond, and if ab ∈ E then 34; a; b is a co-diamond—contradiction.
Claim 2. If Ni; i+1 = ∅ then for all other j = i, i; j∈{1; 2; : : : ; 5}, Nj;j+1 = ∅
holds.
Assume that N1;2 = ∅ and let a∈N1;2. If N2;3 = ∅ with b∈N2;3 then ab∈E, oth-
erwise 45; a; b is a co-diamond, but then ab3451 is a C6—contradiction. The same
holds for N5;1 = ∅. Now assume that N4;5 = ∅ with b∈N4;5. If ab∈E then ab51
is a C4, and if ab ∈ E then a1; 3; b is a co-diamond. The same holds for
N3;4 = ∅.
Claim 3. U is a module and thus, U6 1.
Assume not; let u; u′ ∈U , u = u′ and z ∈ U such that zu∈E and zu′ ∈ E. Then z
must be a 2-vertex for C being adjacent to two consecutive vertices of C, say z ∈N1;2.
Due to Claims 1 and 2, there is at most one such vertex but now u is a universal
vertex—contradiction.
Claim 4. If N1;2 = {a} then vertex a has a join to Q2, Q3, Q5, Q1 and a co-join to
Q4.
If x∈Q2 then, since 45; a; x is no co-diamond, ax∈E holds. If x∈Q1 then, since
34; a; x is no co-diamond, ax∈E holds. If x∈Q3 then, since 3x; a; 5 is no co-diamond,
ax∈E holds, and analogously for x∈Q5. If x∈Q4 then, since ax51 is no C4, ax ∈ E
holds.
Now we consider the size of Qi, i∈{1; 2; : : : ; 5}. These sets are cliques, and there
are edges only between consecutive ones in which case they induce a co-bipartite chain
graph (which can be a join).
A. Brandstadt / Discrete Applied Mathematics 138 (2004) 13–27 23
Claim 5. For all i∈{1; 2; : : : ; 5}, the following conditions hold:
(i) At least one of the edge sets between Qi, Qi+1, and between Qi+1, Qi+2 is a join.
(ii) If |Qi|¿ 2 then the edge set between Qi+2 and Qi+3 is a join.
To (i): Assume that the edge sets between Q2, Q3 and between Q3, Q4 are no join.
Let x2 ∈Q2, x3; x′3 ∈Q3, x4 ∈Q4 such that x2x3 ∈ E and x′3x4 ∈ E. If x3 = x′3 then
1x2; x3; x4 is a co-diamond. Assume now that x2 and x4 have no common nonneighbor
in Q3. Then x3 = x′3 and 1; x2; x′3; x3; x4; 5 is a C6—contradiction.
To (ii): Let a; b∈Q1, a = b, and x∈Q3, y∈Q4 with xy ∈ E. Then ab; x; y induce
a co-diamond—contradiction.
Thus, at most two of the edge sets between Qi and Qi+1, i∈{1; 2; : : : ; 5}, are no
join, and by Claim 5 (ii), at most one of them is no join. Assume now that the
edge set between Q1 and Q2 is no join. Then obviously Q3 = {3}, Q4 = {4}, and
Q5 = {5}. Moreover, if Q1 contains three vertices a; b; c then their neighborhoods in
Q2 are linearly ordered w.r.t. set inclusion; let c have the largest neighborhood, and
let x∈Q2 with cx∈E, ax ∈ E, bx ∈ E. Since G is prime, there is such a vertex x
but now ab; x; 4 is a co-diamond—contradiction. Thus, Q1 and for the same reason, Q2
have at most two vertices which means that G has at most 9 vertices.
4.3. Structure of prime chordal co-diamond-free graphs
A graph is chordal if it contains no induced Ck , k¿ 4 (see e.g. [8,20] for properties
of such graphs).
Lemma 6. If G is a prime chordal co-diamond-free graph then G is either a thick
spider or an enhanced co-bipartite chain graph.
Proof. If G=(V; E) is a chordal graph then it has a vertex v such that N (v) is a clique.
Let Z1; : : : ; Zk denote the connected components of G \ N [v]. We call a component Zi
nontrivial if it has at least two vertices and trivial otherwise.
Case 1. G \ N [v] has only trivial components.
Let Z be the vertex set of G\N [v]. Note that Z∪{v} is a stable set. Then every vertex
x∈N (v) is nonadjacent to at most one vertex in Z—otherwise there is a co-diamond
in G with edge vx. Since G contains no homogeneous set, x must be nonadjacent to
exactly one vertex from Z , and for x; x′ ∈N (v), x = x′, the nonneighbors of x and x′
in Z must be distinct. Thus, G is a thick spider with head vertex v.
Case 2. G \ N [v] contains a nontrivial component Zi, i∈{1; 2; : : : ; k}.
Then k = 1—otherwise G has a co-diamond. Obviously, Z1 is (P4; C4)-free i.e. a
trivially perfect graph [19]. Such graphs have a dominating vertex [26]. Let U denote
the set of dominating vertices in Z1 and N := Z1 \ U . Obviously, either N = ∅ or
|N |¿ 2 since for |N |= 1, the single vertex in N would be adjacent to all vertices in
U and thus belongs to U .
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We claim that N is a stable set: Assume that for a; b∈N , ab is an edge in Z1.
Then, since a∈N , there is a vertex a′ ∈N with aa′ ∈ E, and since b∈N , there is a
vertex b′ ∈N with bb′ ∈ E. If a′b ∈ E then v; a; b; a′ induce a co-diamond in G, and
the same for b′a ∈ E. Thus a′b∈E and ab′ ∈E, but then a; b; a′; b′ induce a C4 or
P4—contradiction. Thus N is a stable set. Obviously, U is a clique.
In the case that N = ∅ i.e. Z1 = U is a clique, G is obviously a co-bipartite chain
graph. Now let N = ∅. Assume 1rst that |N |¿ 3.
Since G is co-diamond-free, every x∈N (v) has at most one nonneighbor in N which
implies that U has a join to N (v)—otherwise there is a C4 in G. Thus, U is a module
in G, i.e., |U | = 1; let U = {u}. Since G has no homogeneous set, G is now a thick
spider: C := N (v)∪{u} is a clique, S := N ∪{v} is a stable set, and each vertex from
S is adjacent to all but one vertices from C. Moreover the nonneighbors of all s∈ S
are pairwise distinct since G contains no homogeneous set.
Now assume that |N |=2 with N = {a; b}. For all x∈N (v), either xa∈E or xb∈E,
else vx; a; b is a co-diamond in G. If xa∈E and xb∈E, then for all u∈U , xu∈E,
otherwise xaub is a C4 in G. Then x is a universal vertex in G which is impossible
since G has no homogeneous set. Thus every x∈N (v) is adjacent to exactly one of
the two vertices a; b. For y∈{a; b}, let Ny(v) := {x: x∈N (v) and xy∈E}. Obviously,
N (v) = Na(v) ∪ Nb(v) is a partition of N (v).
Case 2.1: Na(v) = ∅ and Nb(v) = ∅.
For all x∈Na(v), x′ ∈Nb(v), u∈U , the cycle xx′bua must have chords—the only
possible chords are ux; ux′ which implies that Na(v), Nb(v) and U are modules and
thus have size 1: Na(v)= {xa}, Nb(v)= {xb}, U = {u}. The only possible graph in this
case is the thick spider consisting of v; xa; xb; u; a; b (inducing a 3-sun).
Case 2.2: Na(v) = ∅, Nb(v) = ∅.
Then Na(v) = N (v) else vx; a; b is a co-diamond. We claim that in this case G is
chordal co-diamond-free if and only if G(N (v) ∪ U ) is C4-free: If G is chordal then
obviously the condition is ful1lled. Now assume that G(N (v) ∪ U ) is C4-free. Since
N (v) and U are cliques, there is no Ck , k¿ 5 in G, and the only C4’s could appear
in G(N (v) ∪ U ). Thus, if G(N (v) ∪ U ) is C4-free then G is chordal.
The condition that G(N (v) ∪ U ) is C4-free means that the U -neighborhoods of
vertices in N (v) are pairwise comparable with respect to set inclusion and vice versa.
Moreover, N [v] and U ∪ {b} are cliques and N (a) =N (v)∪U , N (b) =U . Thus, G is
an enhanced co-bipartite chain graph.
5. Linear time for some algorithmic problems
According to Theorem 1, every algorithmic LinEMSOL(&1;L) problem can be solved
in linear time if there is a linear time algorithm for 1nding a k-expression of the input
graph. For the graphs described in Theorem 2, a k-expression can be determined in
linear time. Thus, e.g. the problems Maximum Weight Stable Set, Maximum Weight
Clique, Domination and Steiner Tree can be solved in linear time for (P5,diamond)-free
graphs.
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For the problems Maximum Weight Stable Set and Maximum Weight Clique, this
can be seen in a more direct way by using the fact that these problems are solvable in
linear time for the homogeneous sets and the characteristic graphs of (P5,diamond)-free
graphs. We describe the details for the MWS problem; for the problem Maximum
Weight Clique, the procedure is completely analogous. The algorithm works not only
for (P5,diamond)-free graphs but for a larger substitution class C de1ned by G ∈C if
and only if
• the subgraphs induced by the (maximal) homogeneous sets of G are in C1, and
• the characteristic graph G∗ of G is in C2.
Assume that the MWS problem can be solved in linear time for both classes C1 and
C2. Let G have vertex weight function w. If G is not connected then w(G) is the sum
of the values w(Hi) for its connected components Hi, i∈{1; : : : ; k}, and if G is not
co-connected then w(G) is the maximum of the values w(Hi) for its co-connected
components Hi. Now let G ∈C be a connected and co-connected graph. Then do the
following:
1. Determine the maximal homogeneous sets H1; : : : ; Hk in G and compute w(Hi) for
all i∈{1; : : : ; k}.
2. For all i∈{1; : : : ; k}, shrink Hi to one vertex hi and give it the weight w′(hi) :=
w(Hi); for the weighted characteristic graph G∗ constructed in this way, determine
the value w′(G∗) = w(G).
This 2-step procedure is obviously correct. Since all maximal homogeneous sets, the
characteristic graph and, due to the assumption, w(G) can be determined in linear
time on graphs from C1 and C2, it follows that the procedure determines w(G) on
graphs from C in linear time.
If we choose C1 as the class of cographs and C2 as the class of graphs being either
matched co-bipartite or a thin spider or an enhanced bipartite graph or having at most
9 vertices, then we get a graph class C which generalizes cographs and, according to
Theorem 2, contains the (P5,diamond)-free graphs and has linear time recognition. Of
course, the same approach can be extended to much larger classes by adding other
suitable conditions for C1 and C2 maintaining linear time algorithms for the MWS
problem on C1 and C2.
In the subsequent algorithm, we summarize the linear time solutions for the recogni-
tion and the MWS problem for the substitution class C generalizing (P5,diamond)-free
graphs.
As already mentioned, it is straightforward to give linear time algorithms for recog-
nizing the following three graph classes and their complement classes and to solve the
MWS problem on them:
• matched co-bipartite graphs (and their complements);
• thin spiders and thick spiders;
• enhanced bipartite chain graphs and their complements.
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Algorithm w(G)
Input: A connected and co-connected graph G.
Output: The maximum weight w(G) of a stable set in G or the answer that
G is not (P5,diamond)-free (G is not in C).
(1.1) Determine the maximal homogeneous sets H1; : : : ; Hk of G and check whether
they all induce cographs. If not, then STOP—G is not (P5,diamond)-free (is
not in C).
(1.2) Otherwise, for all i∈{1; : : : ; k} determine w(Hi) using the cotree represen-
tations of H1; : : : ; Hk .
(1.3) Construct the weighted characteristic graph G∗ by shrinking Hi to one vertex
hi and giving hi the weight w(Hi) for all i∈{1; : : : ; k}.
(2.1–2.3) If G∗ is a matched co-bipartite graph, a thin spider or an enhanced bipartite
chain graph then solve the problem in a straightforward way (as mentioned
above);
(2.4) If G∗ has at most 9 vertices then optimize for this graph directly in a
straightforward way;
(3) If G∗ is none of these graphs then G is not (P5,diamond)-free (G is not
in C).
Theorem 3. Algorithm w(G) is correct and works in linear time O(n+ m).
Proof. The correctness of the algorithm follows from Theorem 2 and the preceding
discussion. The time bound follows from the fact that the classes given in (2.1)–(2.4)
can be recognized in linear time and the problem can be solved on these classes in
linear time.
Remark 1. (i) The algorithm can be modi1ed in the obvious way to work for the
problem Maximum Weight Clique.
(ii) In [14], it is mentioned that for graphs of bounded clique width (with lin-
ear time algorithm for corresponding expressions), the k-colorability problem and the
problem partition into k cliques for 1xed k is solvable in linear time. This applies to
(P5,diamond)-free graphs as well.
(iii) Giakoumakis [18] found a linear time recognition algorithm for (P5,diamond)-free
graphs.
(iv) The algorithm avoids to recognize whether its input graph is (P5,diamond)-free;
it either solves the algorithmic problem or ends with the answer that G is not
(P5,diamond)-free. Such algorithms are called robust in [25].
(v) Using Corollary 2, one gets the same result for (P5,gem,co-gem)-free, (P5,gem,co-
chair)-free, (P5,gem,bull)-free and for (P5,gem,chair)-free graphs.
Remark 2. In [7], it was shown that also the clique width of (P5,gem)-free graphs is
bounded. However, the structure of this class which was studied in [6], is much more
complicated than for (P5,diamond)-free graphs, and [7] does not give a linear time
algorithm for determining k-expressions of (P5,gem)-free graphs.
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