This paper uses trace-driven simulation to study the traffic arrival process for Web workloads both before and after a Web proxy cache. In particular, the simulation experiments quantify the filter effects of a Web cache on the request arrival process. Both empirical and synthetic Web proxy workloads are used in the study. The simulation results show that (as expected) a Web cache reduces both the mean and the peak arrival rate for Web traffic workloads. However, the presence of the cache has less effect on the variability of the workload, and no impact on the degree of self-similarity in a workload. Finally, we find that a Gamma distribution provides a flexible and robust means of characterizing the request arrival count distribution, both before and after a Web cache, though the parameters for the Gamma distribution depend upon the input Web workload characteristics and the cache parameters used. This model can be used to estimate traffic characteristics in distributed or hierarchical Web caching architectures.
INTRODUCTION
The World Wide Web (WWW, or the Web) continues to be the major driving force behind the growth in popularity of the Internet. The Web has become the preferred means for the timely dissemination of information in many contexts, including research, education, news, marketing, travel, business, and entertainment domains.
The explosive growth of the Web, with its corresponding increase in Internet traffic volume, has led to userperceivable network performance problems. In some cases, the performance bottlenecks are at the Web server, if the server architecture cannot handle the client demand. In other cases, the bottleneck is within the Internet itself; network congestion leads to queuing delays and packet losses that degrade Web performance. In yet other cases, excessive delays are due to inefficiencies in the Internet protocol stack (e.g., the interactions between HTTP and TCP), round trip delays across the Internet, or limited client access bandwidth to the Internet.
Web document caching (Web caching) architectures and content distribution networks (CDNs) are now widely used to alleviate these performance problems. By storing copies of popular Web documents close to the users requesting them, Web caches can reduce Web server load and can reduce the volume of traffic traversing the core of the Internet. In many cases, users perceive improved response times for document downloads. The presence of a cache has a filter effect on Web workloads. Because a percentage of the incoming client requests are satisfied directly at the Web cache (i.e., cache hits), a subset of the requests is removed (filtered) from the request workload progressing upstream to the Internet, to other caches, or to the origin servers. This filtering effect is illustrated conceptually in Figure 1 , where the original aggregate client workload from an organization traverses Link1 to the organization's Web proxy cache, and the filtered workload traverses Link2 en route to the Internet. The filtering effect in turn changes the response traffic volume traversing Link2 en route to the clients.
Figure 1. Illustration of Web Cache Filtering Effect
The cache filtering effect manifests itself in two orthogonal ways. First, the cache generally filters out requests for the most popular Web documents (depending of course, on the cache management policy). As a result, the number of HTTP requests for certain Web documents is substantially reduced by the presence of the cache [15] . Second, the presence of the cache changes the structure of the request arrival process entering the Internet, compared to the request arrival process presented to the cache itself.
The first of these two effects has been fairly well studied in the literature [9, 14, 15] . We refer to this work as frequency-domain analysis of cache filter effects, since it focuses largely on the frequency distribution of Web document popularity. This document popularity profile typically has a power-law structure before the cache, often characterized using a Zipf or a Zipf-like distribution [4, 5, 12] . After the cache, the "high popularity" end of the Zipf distribution is significantly flattened [9, 15] .
To the best of our knowledge, relatively little research work has focused on the second aspect of cache filter effects. Clearly, the presence of the cache reduces the average arrival rate of requests entering the Internet. Indeed, this is the primary motivation for many organizations to install a proxy cache in the first place. In most cases, the cache reduces the peak arrival rate as well, though not necessarily in the same proportion as the mean. However, the impact on the variability (burstiness) of the traffic and the self-similar arrival process [8] is not clear.
The purpose of this paper is to study cache filter effects on the traffic arrival process. We refer to our work as time-domain analysis of cache filter effects, to distinguish it from the former frequency-domain effect. Our research is carried out using trace-driven simulations, with empirical and synthetic Web proxy workloads, along with tools for Web caching simulation and traffic characterization and modeling.
The research questions addressed in this paper are: What impact does the presence of a Web proxy cache have on the structural characteristics (i.e., mean, peak, variance, self-similarity) of a Web request workload? How sensitive is the filter effect to the cache size and the cache replacement policy used? How sensitive is the filter effect to the characteristics of the incoming Web workload (i.e., Zipf slope, self-similarity)? Can a closed-form mathematical model adequately characterize the cache filter effect? Our results show that a Web cache is effective in reducing both the mean and the peak arrival rate for Web traffic workloads. The presence of the cache seems to have no impact on the degree of self-similarity in a workload, though in typical cases the filtering effect reduces the relative variance of the outbound request stream. Finally, we find that a Gamma distribution provides a simple, flexibile, and relatively robust means of characterizing the request arrival count process, both before and after a Web cache. The parameters for fitting the Gamma distribution can be estimated from empirical traffic traces, though the fitted parameters for the filtered request stream are strongly dependent on the cache size and the characteristics of the input Web workload. The cache replacement policy has relatively little impact on the traffic structure.
The remainder of this paper is organized as follows. The next section discusses related work on Web workload characterization and cache filter effects, while the section after that describes the empirical Web proxy workload used for our study. The main section of the paper then focuses on understanding Web cache filter effects on the request arrival process, using empirical and synthetic Web traffic workloads. A modeling section follows, in which we propose and validate a parameterizable model for characterizing Web request streams, both before and after a cache. Finally, the paper concludes with a summary of our observations and suggested directions for future research.
BACKGROUND AND RELATED WORK

Web Workload Characterization
Several Web workload characterization studies have appeared in the literature. These studies have focussed on Web client [3] , Web server [2] , and Web proxy workload characteristics [1, 12] .
From these empirical studies, several common workload characteristics emerge that are relevant to Web caching performance. These characteristics include a high degree of one-time referencing, a Zipf-like document popularity distribution, heavy-tailed file and transfer size distributions, and a temporal locality property in the document referencing behaviour. These characteristics are quite welldocumented in the literature, and are thus not discussed at length here.
Among these characteristics, the one that is most relevant to Web caching performance is the slope of the Zipflike document popularity distribution [5] . Zipf's law expresses a power-law relationship between the popularity ¡ of an item (i.e., its frequency of reference) and its rank ¢ (i.e., relative rank among the referenced items, based on frequency of reference). This relationship is of the form
, where ¥ is a constant, and is often close to 1. For example, the frequency of usage for English words in written prose typically follows this distribution.
In the Web context, a similar referencing behaviour is observed [4, 12, 13] . Some researchers have found that the value of the exponent is close to 1 [1, 3] , precisely following Zipf's law. Others [1, 4, 12] have found that the value of is less than 1, and that the distribution can be described only as "Zipf-like", with the value of varying from trace to trace. In general, the steeper the Zipf slope, the higher the cache hit ratio achievable for a given Web workload [4, 5, 13] .
Cache Filter Effects
Several recent research papers have explored the relationships between Web workload characteristics and Web proxy caching performance [4, 5, 6, 7, 9, 12] . Three of these papers [6, 7, 9] have explicitly addressed the issue of Web cache filter effects, wherein a higher-level cache in a multi-cache system only handles requests that miss in the lower-level cache(s). Similar cache design problems have been addressed previously in the context of CPU cache hierarchies [14] , databases [10] , and client-server systems [16] .
Among the papers that focus on Web cache filter effects, most focus on the "frequency domain" aspect of the Web cache filter effect. Doyle et al. [9] refer to this as the "trickle down" effect, and conduct a detailed simulation study to quantify its impact. Che et al. [7] propose a frequency-based caching hierarchy, where the lowerlevel cache handles requests for high-frequency items, and the higher-level cache handles requests for low-frequency items. Busari and Williamson [6] propose a "heterogeneous" Web proxy caching hierarchy that uses different caching policies at different levels of a caching hierarchy. None of these papers explicitly address the structural changes in the request arrival process due to the presence of the Web cache.
WEB PROXY WORKLOAD ANALYSIS
This section describes the empirical Web proxy workload used in our study.
Overview of Empirical Web Proxy Workload
The Web proxy workload used in our study was collected from a campus-wide Web proxy server at the University of Saskatchewan. In this paper, only a one-day access log is used as a representative example of the proxy server workload. This access log was collected on October 17, 2001. This is the same proxy server for which long-duration (9-month) traces were analyzed in previous research [12] .
This empirical trace represents a typical one-day workload, from midnight of one day to midnight of the next. The trace contains about 750,000 requests, with request timestamps recorded at a 0.001 second time granularity. Table 1 summarizes the characteristics of the workload. Figure 2 shows two time series plots illustrating the characteristics of this trace. The horizontal axis shows the time of day, from midnight of one day to midnight of the next. The vertical axis shows the count process for the number of Web requests arriving in each sampling interval (1 second intervals in Figure 2 (a), and 1 hour intervals in Figure 2(b) ) throughout the day. Figure 2(a) shows that the arrival process is quite bursty throughout the day. Figure 2 (a) shows significant non-stationarities in the daily traffic, a behaviour that is even more evident in Figure 2(b) . It is well known that Internet traffic exhibits a daily cyclic pattern, based on the "working hours" for human users. Since this workload is from a university proxy cache, most of the daily Web traffic (71%) occurs between 9am and 6pm.
Self-Similar Arrival Process
The remaining analyses in this paper focus on the threehour "busy period" of the trace from 11am to 2pm. This period contains 217,159 requests, representing about 30% For this period, we hypothesize that the arrival count process (for 1 second intervals) is stationary (see Figure 3(a) ). We use this portion of the trace to characterize the request arrival process, and to test for self-similarity [11] (i.e., long-range dependence) in the arrival count process. We use the standard statistical analysis techniques proposed by Leland et al. [11] , namely the autocorrelation function, the variance-time plot, and the rescaled adjusted range statistic (R/S). Figure 3 presents the results from the tests for network traffic self-similarity. Figure 3(a) shows the time series under consideration. Figure 3(b) shows the autocorrelation function for this time series. The hyperbolic decay is indicative of self-similarity, though the length of the time series (10,800 data points) is somewhat short to be definitively sure. shows an R/S pox plot for this data set. The slope of this scatter plot can be used to estimate the Hurst parameter H characterizing the degree of self-similarity in this data set. The R/S plot provides a Hurst parameter estimate of
, again suggesting that the arrival count process is self-similar.
Further detail on the traffic arrival process is provided in Figure 4 . Figure 4 (a) shows the marginal distribution (i.e., frequency histogram, or probability density function, PDF) of the traffic arrival process from Figure 3(a) . The average arrival rate is 20 requests per second, but there is a significant skew to the distribution. Figure 4(b) shows the cumulative distribution function for the arrival process, while Figure 4 (c) shows a log-log complementary distribution (LLCD) plot that illustrates the tail behaviour of the distribution. Surprisingly, the downward curvature of Figure 4(c) suggests that the marginal distribution for the count arrival process is not heavy-tailed, though the arrival process does appear to be self-similar.
This workload serves as the input to a trace-driven simulation study of cache filter effects in the next section.
UNDERSTANDING FILTER EFFECTS Experimental Methodology
We use a trace-driven simulation approach for our experimental methodology. The Web workload (a timestamped series of Web document requests) is provided as input to a simple Web proxy cache simulator. The network topology modeled is similar to that shown in Figure 1 . The simulator allows configuration of the Web proxy cache size and the cache replacement policy (i.e., which document(s) to remove when the cache is full). The simulator generates as output the cache hit ratio for the experiment, and a timestamped series indicating the requests that produce cache misses. The latter output is called the filtered request stream, and is used in our subsequent traffic analyses.
Overview of Cache Filtering Effects
The first simulation experiment illustrates the general impacts of the proxy cache on the Web workload. These cache filter effects are shown in Figure 5 . Figure 5 (a) shows the request arrival count time series for the filtered and unfiltered request streams, as a function of time of day. For clarity of presentation, this plot shows the entire workload trace, with request counts sampled over 30 minute intervals. The graph clearly shows that the presence of the Web cache reduces both the peak and the mean rate of the request arrival process. As expected, the larger the cache size is, the more pronounced the filter effect is. Figure 5(b) shows the same type of plot, but just for the three-hour busy period of the trace (11am to 2pm). In this plot, the request counts are computed over 5 minute intervals. Again, there is a consistent reduction in the mean and peak request rate as the cache size is increased. Figure 5 (c) shows the average document hit ratio in the cache, as a function of time of day, for different cache sizes. Other than the erratic behaviour in the early morning hours (say, 2am to 7am) when few clients are using the cache, the cache hit ratio is relatively stable throughout the day, reflecting "steady state" cache performance for the work- Note that these results are plotted using the average cache hit ratio over each 30 minute interval of the trace. The cache is initially empty at midnight, and proceeds to fill throughout the day, invoking the cache replacement policy as needed to manage the contents of the cache. Overall, the cache hit ratio tends to increase as the cache size is increased (as expected). Figure 5 (d) shows the corresponding cache hit ratio results for the busy portion of the day from 11am to 2pm. In this plot, the cache hit ratios are computed over 5 minute intervals, with the cache initially empty at midnight. The cache hit ratio clearly increases with the cache size, and is relatively stable throughout the busy period. These observations suggest that the filtered request arrival process for the busy period is likely a stationary process.
Self-Similarity
The purpose of this analysis is to see if the filtered request stream after the Web proxy cache still has the same self-similar properties of the input request stream. As an example, we consider the simple case with a LeastFrequently-Used (LFU) cache replacement policy, with a cache size of 16 MB. We use the same statistical analysis techniques in Figure 3 . The results in Figure 6 show that the self-similar characteristics remain present in the filtered request stream. The Hurst parameter is estimated as £ ¡£¥
. Our investigations suggest that the self-similar property of the arrival count process is not altered by the presence of the Web proxy cache.
Effect of Cache Size
The next experiment studies the arrival count process for the filtered request stream, as a function of cache size.
As was done with the empirical workload trace, we focus on the 11am-2pm busy period of the trace, using arrival counts per one second interval. Table 2 summarizes these simulation results. Clearly, the presence of the cache reduces both the mean and the standard deviation of the arrival count process after the cache, though the impact on the mean is more pronounced. The larger the cache, the greater this filtering effect. The corresponding cache hit ratios for different cache sizes are also shown in Table 2 .
The characteristics of the filtered arrival process are shown in Figure 7 . Figure 7(a) shows the marginal distribution (i.e., PDF) of the filtered request streams, for different cache sizes. For ease of reference, the unfiltered request stream is shown using a cache size of 0 MB. The corresponding cumulative distribution functions (CDF) for the arrival count processes are shown in Figure 7(b) , and the LLCD plots in Figure 7 (c). In general, the filter effect of the cache increases with cache size.
In Figure 7 (a), the filter effect of the cache manifests itself in several ways. First, the main "hump" of the marginal distribution moves to the left, reflecting the decrease in the mean arrival rate. Second, the height of the distribution at or near the origin tends to increase, since a large cache produces many one-second intervals with few (or even zero) arriving requests. Third, the distribution tends to decay more quickly (i.e., it has a lighter tail), reflecting the lower variance in the resulting arrival process. The latter two effects together tend to produce a taller and narrower marginal distribution, again reflecting lower variance in the filtered arrival process. 
Effect of Cache Replacement Policy
The next experiment looks at the sensitivity of the cache filter effect to the cache replacement policy used. The cache replacement policy determines which document(s) to remove from the cache when more space is needed to store an incoming document. Different cache replacement criteria have been proposed in the literature, such as recency-based, frequency-based, size-based, and so on. We consider five example policies in our study, namely Random replacement (RAND), First-In-First-Out (FIFO), LRU (Least-Recently-Used), LFU (Least-Frequently-Used), and GDS (Greedy-Dual Size). Further details on these policies can be found in the literature [5, 6, 15] . Figure 8 shows the impact of the selected cache replacement policies on the workload characteristics. Examining the plots shows that the filter effects of the policies of LFU and LRU are similar. The GDS policy, however, has the most pronounced impact on the request arrival count process. This difference is due to its higher cache hit ratio. The GDS policy tries to keep small documents in the cache, by associating a weight £ ¡ with each document, where ¢ is the size of the document in bytes. Table 3 summarizes the statistical characteristics of the filtered request arrival process. As expected, the document hit ratio for the GDS policy (60.6%) is higher than for the other policies. FIFO and RAND have less of a filtering effect on the workload, since their "zero knowledge" approach produces a lower cache hit ratio.
Effect of Web Workload Characteristics
To increase the scope of our study, we supplement the foregoing empirical trace with three syntheticallygenerated Web proxy workload traces. Each trace is generated using the ProWGen (Proxy Workload Generation) tool developed by Busari and Williamson [5] . Table 4 summarizes the statistical characteristics of the synthetic traces used. Each trace has approximately 220,000 requests, similar to the busy period of the empirical workload. By design, the three synthetic workloads differ in the slope for the Zipf-like document popularity distribution. Earlier work has shown that the Zipf slope has a significant influence on the cache hit ratio [4, 5, 13] . Trace B has a Zipf slope of 0.8, which closely matches that of the empirical trace used. Trace A has a significantly flatter Zipf slope (0.6), which implies a lower cache hit ratio is expected for this trace. Finally, Trace C has a steeper Zipf slope, meaning that this trace will produce higher cache hit ratios, and thus a more pronounced cache filtering effect.
For each of these three traces, three different traffic arrival processes were generated: a short-range dependent arrival process with the techniques used to generate the Web document requests (i.e., ProWGen's file popularity and temporal locality models). Thus the three synthetic traces can be combined with the three traffic arrival models to produce nine synthetic traces with a wide range of workload characteristics. These nine traces are used in the simulations to assess the robustness of our observations about the filtered Web proxy workload characteristics. Figure 9 provides a graphical validation of the synthetic Web proxy workloads. Figure 9 (a) shows that for a given Hurst value H, the distribution of the arrival count process is the same when the Web document popularity distribution in the request stream is changed. Figure 9 ¥ workload has the highest degree of self-similarity, and thus the longest tail to the arrival count distribution. Table 5 and Table 6 summarize the simulation results for one representative example of the synthetic workloads ( £ ¡ ¤ £ ¥ , Zipf slope 0.8). Table 5 shows the characteristics of the filtered request stream, as a function of cache size, for an LFU replacement policy. Table 6 shows the characteristics of the filtered request stream, as a function of cache replacement policy, for a fixed-size 8 MB cache. The characteristics of the filtered request stream are qualitatively similar to those for the empirical trace. Figure 10 shows the graphical characteristics of the fil- Figure 10 (a) and (b) is consistent with that observed for the empirical Web proxy trace. Larger cache sizes produce a leftward shift of the distribution, and an increase in its peak value at the origin. This behaviour is consistent for all Hurst parameter values and Zipf slope values considered in our experiments, though the leftward shift of the distribution is (as expected) more pronounced at smaller cache sizes as the Zipf slope increases.
MODELING CACHE FILTER EFFECTS
This section discusses a parameterizable mathematical model for characterizing the request arrival count distribution both before and after a Web proxy cache. Prior experience with network traffic modeling provides intuition that a Gamma distribution may be suitable for modeling the (filtered or unfiltered) arrival count distribution for Web workloads, since the shape of the distributions in Figure 7 and elsewhere are reminiscent of the Gamma distribution. The next section provides some background on the Gamma distribution, while the section after that validates the Gamma distribution model on the empirical workload.
Background
The general formula for the Gamma distribution probability density function (PDF) is:
where $ is the shape parameter, ( is the location parameter, is the scale parameter, and " is the Gamma function
The case where
and £ is called the standard Gamma distribution. The equation for the standard Gamma distribution reduces to: Figure 11 shows examples of the probability density function for the standard Gamma distribution with different choices of shape parameter $ . As $ decreases, the center of gravity of the distribution moves to the left, the peak value of the curve increases, and the tail of the curve decreases more quickly. If
, then the distribution is monotonically decreasing. These behaviours are similar to those for the empirical and synthetic request arrival count processes in our study, suggesting the suitability of the Gamma distribution for our traffic modeling purposes. provides a good visual fit to the traffic arrival distribution, in both the body and the tail. Again, the parameters of the Gamma distribution were determined using maximum likelihood estimates. Table 7 summarizes the maximum likelihood estimates (MLE) of the $ and parameters, for different cache sizes. As the cache size (and thus the cache hit ratio) increases, the MLE of the $ (shape) parameter of the distribution decreases, reflecting the general leftward movement of the body of the distribution illustrated in Figure 7 . In all of our experiments with empirical and synthetic traces, the MLE of the $ parameter is a monotonically-decreasing function of cache size (since the cache hit ratio monotonically increases). Table 7 shows that the MLE of the parameter also decreases with an increase in cache size, reflecting the taller vertical height of the distribution as the cache hit ratio increases. However, the decrease in is not as pronounced as the decrease in $ . Furthermore, this monotonically decreasing behaviour for was not observed for all workload traces studied. Several of the synthetic Web proxy workloads had non-monotonic relationships for . In particular, tends to increase once $ a T . Clearly, the $ and parameters depend on the characteristics of the input Web proxy workload, as well as the cache parameters (since these together influence the cache hit ratio). We are currently trying to quantify and understand these mathematical relationships, since they are crucial to modeling Web traffic in multi-level Web proxy caching architectures. 
SUMMARY AND CONCLUSIONS
This paper used trace-driven simulation to study the structural characteristics of Web workloads both before and after a Web proxy cache. The paper focuses on timedomain analysis of cache filter effects; that is, it focuses on the statistical characteristics of the request arrival count process as transformed by the cache.
Our simulation results demonstrate that the cache reduces both the mean arrival rate and the peak arrival rate, but has relatively little impact on the variability and the self-similarity of the request arrival process. We find that the Gamma distribution provides a flexible and robust model for characterizing the request arrival process, though the parameters for the Gamma distribution are highly dependent upon cache size and Web workload characteristics.
Our current work is proceeding along three fronts. First, we are analyzing more (and longer) Web proxy access logs, to determine the generality of our modeling results, and to make a more rigourous assessment of network traffic selfsimilarity. Second, we are attempting to derive the mathematical relationships between cache size, Zipf slope, Web workload characteristics, and the Gamma distribution parameters of our model. Better understanding of these relationships will lead to insights about traffic aggregation and superposition in multi-cache Web proxy caching architectures. Third, we are striving to apply our characterization and modeling techniques to the downstream (response) traffic direction as well, rather than just to the upstream request arrival process. This effort will allow us to quantify the true benefits of Web proxy caching.
