Abstract-Image diffusion can smooth away noise and smallscale structures while retaining important features, thus improving the performances for many image processing algorithms. In this paper, we present a novel diffusion algorithm for which the filtering kernels vary according to the perceptual saliency of boundaries. The effectiveness of the proposed approach is validated by experiments on various medical images.
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I. INTRODUCTION
T O ACCENTUATE certain image features for subsequent analysis or display, image enhancement is usually performed by either suppressing the noise or increasing the image contrast. Linear filters such as low-pass filtering [1] do not take into account intensity variations within an image, and tend to blur away the sharp boundaries. Many efforts have been devoted in the literature for preserving the signal details while removing the noise. Tomasi and Manduchi proposed the bilateral filter (BF) [2] that performs smoothing by using both domain and range neighborhoods. This nonlinear approach does not involve the solution of partial differential equations and can be implemented in a single iteration to generate as good results [3] as obtained by iterative approaches [4] , [5] .
One challenge in BF is to choose an appropriate kernel for balancing the tradeoff between edge maintaining and noise removal. In this paper, we propose to improve the performance of the BF by replacing the constant kernels with a function decreasing with the boundary saliency. We call this adaptive filtering scheme as saliency bilateral filter (SBF) that can average smooth regions with a broad filtering kernel and preserve strong boundaries with a sharp one.
II. METHOD
The idea behind the BF is to combine domain and range filtering together, thereby enforcing both geometric and photometric locality. 
A. Adaptive Bilateral Filter
For a 2-D image f , the BF can be described as
where p and q refer to space variables. Function Υ d (p, q) is the closeness function that measures the geometric distance:
and
is the photometric similarity function:
Here, we introduce an adaptive BF using perceptual metrics, which implies a direct relation between the receptive field and human perception. The Gestalt approach [6] suggests that we perceive objects as well-organized patterns rather than separate component parts. The focal point of Gestalt theory is the idea of "grouping" or how we tend to interpret a visual field or problem in a certain way. A novel saliency measure, called curvature gradient saliency (CGS), is applied in our approach. For each orientation element v on the input image, the L-level saliency Φ L (v) of a structure in the image is defined to be the maximum saliency over all curves of length L emanating from v. The saliency of a curve Γ(s) of length l (s denotes arc length,
where ρ is a constant indicating the interaction level of neighboring arcs and g(s) is the normalized intensity gradient of arc Γ(s). The term C(s) in (4) is the curvature gradient function defined as
where k(s) refers to the curvature of arc Γ(s).
B. Adaptive Filtering Based on CGS
Once the saliency features are computed, each pixel p in the 2-D image plane Ω has a saliency measure s p that is defined as the saliency of the greatest edge across it. Using the basic idea in (2), the geometric closeness function for SBF can be defined as
Meanwhile, we follow the region-based filtering idea to measure the photometric similarity between two locations using region difference. The region filtering can improve the robustness of the filtering process than using the intensity of single pixel. For pixels on salient boundaries, there are two subregions with significantly different appearances beside the boundary. To compute the photometric similarity more accurately, we compare two pixels within the same side of the salient boundary so that the inference of other subregions can be avoided. As shown in Fig. 1 , there are totally three relations of the locations of pixel p with its neighbor q. For the two cases [ Fig. 1 (a) and 1(b)] where q is not located on the salient edge, we compute the similarity using only the subregion Ω pq containing q. For the case when pixel q is located on the salient edge [ Fig. 1(c) ], we compare the similarity within the whole filtering window W p . Thus, the photometric similarity function for our approach is defined as
Then the range similarity function using saliency measures is obtained by
When σ s is set as a large value (e.g., 100), the range filtering kernel is very broad and the range component of the filter has little effect for the domain component. In other words, all neighbors have the same weight so that the combined filter acts as a simple domain filter. When σ s is small (e.g., 10), only pixels with very similar contexts will be averaged.
III. EXPERIMENTAL RESULTS
In this section, we analyze the performance of the proposed SBF algorithm on both synthetic and medical images. One of the constants for the saliency measurement is the maximum curve length L that should be chosen to be large enough to smooth away small-scale structures and noise, but not too large to corrupt significant features. Another constant is the interaction factor ρ, ranging from 0 to 1. A large value of ρ enables our algorithm to fill in large gaps between edge segments while a small ρ can restrain the spread of local noise more effectively. For all experiments presented here, we set L = 30, ρ = 0.8, and σ s = 30. From the enlargement part (the second column), we can see that most of the smallscale structures have been removed by the BF but important edges were also blurred. The last two columns show the results obtained using the adaptive BFs based on intensity gradient and saliency measure. As noted, the use of intensity gradient can improve the preserving of boundaries, and SBF maintains most of the significant boundaries in the original image.
Using the same framework as in [2] , our algorithm can be easily extended to vector-valued images. Fig. 3 shows one of our experiments on the color Chinese Visible Human (CVH) dataset. The highest resolution CVH dataset is about 1143 GB in size and consists of 18 200 cross-section color digital images (4064 × 2704 resolution, 24 bits per pixel) at 0.1 mm intervals. The bottom row in Fig. 3 shows the enlarged views of the original color image and filtered results. Both the BF and our algorithm have successfully removed most of the shading while more perceptually important edges were preserved by the SBF. Both methods were implemented using C code. For a color image in the CVH dataset, the BF took 1.4 min on a 2.8-GHz Pentium IV and our algorithm needs 3.2 min including both saliency computation and adaptive filtering.
To evaluate the performances of those algorithms quantitatively, we make use of the stepwise constant MR-head phantom (Fig. 4) [7] . It contains five ideally segmented components [4] after 100 iterations (the third column) with diffusivity constant K = 10 and time step of 0.1), the real part of the complex decomposition [5] using θ = π/15 (the second column), and the proposed SBF (the last column). Each row shows the filtered image, an enlargement part of the result, and the Canny edge map.
including ventricles, white matter, gray matter, cerebrospinal fluid (CSF), and subcutaneous fat. Each component is stepwise constant with a given intensity. This reference image will be used as the ground truth for our evaluation. The input image for the filters is a noisy version of this reference image, as shown in Fig. 5 . The additive noise is a Gaussian of standard deviation σ = 20. Fig. 6 shows the filtered results using four algorithms including the BF, the anisotropic diffusion [4] , the complex dif- fusion [5] , and the proposed BSF algorithm. It is obvious that the proposed SBF approach achieved the best visual perception, where noise within region interiors were removed greatly. In addition, as seen from the Canny edge maps of those filtered images, the SBF algorithm provided the best edge-preserving.
We compared the filtering results with original brain phantom image. Fig. 7(a) shows the intensity differences in five region interiors of the filtering results and the stepwise constant reference image. The average difference of interior intensity reflects the similarity of filtered images with the reference image. The statistics in Fig. 7(a) show that, among the tested four algorithms, the SBF approach produced the result closest to the phantom image. For the whole frame of filtered images, the obtained MSEs are illustrated in Fig. 7(b) , where the result of the SBF algorithm hold the lowest overall MSE for this experiment.
IV. CONCLUSION
This paper presents a novel edge-preserving filter based on perceptual metrics. To accommodate regions with different color profiles, we proposed to adjust filtering kernels based on the saliency of boundaries. The connection between the filtering kernel and perceptual saliency makes it possible to remove noise and preserve salient boundaries adaptively. The qualitative and quantitative results show convincing advantages in comparison with the BF and other popular filters. 
