what is consciousness? Modeling the psyche from a computational perspective has helped to develop cognitive neurosciences, but it has also shown their limits, of which the definition, description and functioning of consciousness remain essential. From Rene Descartes, who tackled the issue of psychism as the brain-mind dualism, to Chambers, who defined qualia as the tough, difficult problem of research in neuroscience, many hypotheses and theories have been issued to encompass the phenomenon of consciousness. Neuroscience specialists, such as Giulio Tononi or David Eagleman, consider consciousness as a phenomenon of emergence of all processes that take place in the brain. This hypothesis has the advantage of being supported by progress made in the study of complex systems in which the issue of emergence can be mathematically formalized and analyzed by physical-mathematical models. The current tendency to associate neural networks within the broad scope of network science also allows for a physical-mathematical formalization of phenomenology in neural networks and the construction of information-symbolic models. The extrapolation of emergence at the level of physical systems, biological systems and psychic systems can bring new models that can also be applied to the concept of consciousness. The meaning and significance that seem to structure the nature of consciousness is found as direction of evolution and teleological finality, of integration in the whole system and in any complex system at all scales. Starting from the wave-corpuscle duality in quantum physics, we can propose a model for structuring reality, based on the emergence of systems that contribute to the integration and coherence of the entire reality. Physicalmathematical models based mainly on (mereo)topology can provide a mathematical formalization path, and the paradigm of information could allow the development of a pattern of emergence, that is common to all systems, including the psychic system, the difference being given only by the degree of information complexity. Thus, the mind-brain duality, which has been dominating the representation on psychism for a few centuries, could be solved by an informational approach, describing the connection between object and subject, reality and human consciousness, between mind and brain, thus unifying the perspective on natural sciences and humanities.
Introduction

Challenges of the information paradigm in neurosciences
In the field of epistemic knowledge, once modern sciences took shape, there was also the passage from the age of mechanics governed by Newtonian laws to the age of energy, marked by Einstein's relativity theory, quantum physics and atomic energy. In the second half of the twentieth century, what we call the era of information science has gradually emerged, which forefronts the role of information in the knowledge of reality. The identification of information in previously established theories, laws and physical-mathematical models becomes a necessity imposed by the current development of knowledge. It is imperative to establish the ontological role of information, together with substance and energy, as well as the relations between the components of the triad, that underlie the structuring of reality.
Since the beginning of the 20 th century, the role of the observer in describing quantum phenomena has been highlighted for the first time. The dilemmas of physicists and philosophers, as well as contradictory discussions, have not ceased up to the present day. The principles of computer science prove that both the transmitter and the receiver, both object and subject, must be in correlation (coherence), and that a certain structure of reality can be perceived only to the extent that there is a representation, an axiomatic context in the brain of the subject on observational aspects of the object. Therefore, the axiomatic logic discussed by mathematicians since antiquity is still today, in the informational era, a way to connect the object and the subject, the observer and the reality, the brain and the mind.
Today's technology, including information technology, is based on research from the 19th and 20th centuries, related to electromagnetism laws, relativity theories and quantum physics. They have mathematically imposed the use of complex analysis. The old conception of mathematicians that this field of mathematics is an abstract domain must be revised so as to understand the dynamics of information between the aspatial, temporal reality of the field and the space-time dynamics of the corpusculum. As a result, conferring a physical significance to the complex space allows the understanding of reality through the dynamics between real space and complex space via information.
A duty of the twentieth century physicists remains today a proper and complete description and description of what we call field. Theories from the last half of the 20th century related to fractal geometry, chaos theory, non-linear dynamics and topology have led to the theory of complex systems. This research imposes, on the one hand, a rewriting of Physics from this perspective, but also the possibility of building a general theory of the field, in which information, too, can be found.
The fractal structure of reality can lead to a set of principles that allow for a physic-mathematical modeling to construct a theory of the fractal field, a basal field which, depending on the scale, is built of specific particles, and which gives coherence and unity to reality at any level. Linking the subject to the object by correlation (coherence) makes it possible to know reality, because fundamentally, there is a logic common both to the subject and the object and which enables the informational link between subject and object, between the observer and the reality.
The latest discoveries by Jack Gallant et al. (2016, Nature magazine) highlighted the semantic system of the brain. This underlines the fact that the semantic logic of language studied over the past 50 years by semiology and semiotics is the logic based on which information is processed in the human brain. The connection between the neural network and the spectral network of the brain presupposes the phenomenon of coherence, as well as an equivalent logical topology. It seems that both the brain and the mind use a semantic logic. The brain functions on the basis of the laws of physics, being the most complicated complex system. The dynamics of this system follow the laws of an emerging topology, which is, nevertheless, consistent with the semantic logic of the mind. The conclusion is that both the mind and the brain function on the basis of the same logic and topology, i.e. the emerging semantic logic. In fact, IT practitioners already operate with semantic information, algorithms and semantic webs, semantic networks and ontologies.
The process of emergence
Emergence plays a central role in theories of integrative levels and of complex systems. For example, the phenomenon of life studied in biology is an emerging property of chemistry, and psychological phenomena arise from the neurobiological phenomena of living things. Through emergence, new systemic levels occur, usually leading to a jump in the functioning of systems, as well as to the emergence of new properties resulting from a new form of organization.
In philosophy, system theory, science and art, emergence occurs when "the whole is greater than the sum of the parts", i.e., the whole has properties that parties do not have. These properties are due to interactions among parties.
An emerging property of a system is a property that cannot be explained by the traits of its parts. In any system / biosystem, its parts and elements generate new properties, establishing, through interaction, new dynamic relations, either of which have not existed initially, being unpredictable prior to their systemic integration.
On the other hand, reductionism is described by several philosophical ideas connected to associations among phenomena that can be described in terms of simpler or more fundamental phenomena. Reductionism does not deny the existence of phenomena but explains them in terms of another reality.
Reductionism does not exclude the existence of what could be called an emerging phenomenon, but it involves the ability to understand these phenomena completely in terms of the processes from which they are composed. This reductionist understanding is very different from emergentism, which intends that what appears in "appearance" is more than the sum of processes from which it occurs.
Emergence can be highlighted, depending on the system approached, through a series of mechanisms:
-Processes characterized by incompatibility (algorithmic limits); -Systems with a large number of elements; -The emergence of nonlinearities in the evolution of systems; -Systems with feed-back and feed-forward mechanisms; -Presence of the non-localization principle; -The emergence of chaotic areas in which the direction of evolution of the system is given by the competition of attractors in the pool of phases.
These processes are encountered in what is currently the theory of complex systems, which includes fractal geometry, nonlinearity, topology and chaos theory.
'The impossibility of reducing the whole to its parts, as well as the rejection of physical reductionism (there is also a mathematical reductionism, through which mathematics can be reduced to classical logic, as understanding), the interactions of the elements (annulling the differences -by combination), the hierarchical level (achieved sometimes by the transformation of quantity into quality), the existence of the chaotic state (deriving, in a general framework, from an initially stable state, through the emergence of bifurcations), and the estimation of its limits, the passage from the discontinuous (microscopic) form to the continuous (macroscopic) one (which, in turn, is likely to represent a certain form of discontinuity for other higher levels of knowledge and perception) generates a "causality rupture"(Sorin Baiculescu, Noema XIV, 2015).
From the semiology of language to the brain's semantic system
The brain's semantic system
Research from the last century has made semiology, as a field of philology that studies the significance of natural language, to be extrapolated through semiotics as a science of sign meanings, in many fields of social and human sciences, as well as in natural sciences and in information technology. Nowadays we talk about semantic web, semantic algorithms and semantic logic, whose goal is to building programs and systems that are related to artificial intelligence.
At the same time, the semantics of information is a field of research of human cognition, starting from the reality that language is the expression of thought, and studying the semantics of language is a specifically human analysis of processing. Syntax, semantics, pragmatics, as well as the hermeneutical and holistic approach, are logical mechanisms that can explain superior psychic processes, such as abstraction, conceptualization, generalization, symbolization and metaphor. They have all been used in the narrative process since times immemorial, but they have not been analyzed in a holistic perspective, which has to do with the structuring of reality, both of the physical and psychic reality.
New approaches in cognitive psychology and neuroscience in general hold information at the forefront, together with the way in which, starting from data, information becomes a set of knowledge that can describe reality.
Beyond the quantitative aspect of the information, present in Shannon and Weaver's information theory, its qualitative component is important from a psychological point of view. This qualitative component is given by its significance. Semiology and semiotics, meaning and semantics are, therefore, notions resumed today from a different perspective, not only the philological one. This has led to the development of semiology as a way of analyzing the text. Today, semantic information is a phrase analyzed by both philosophers and IT experts (semantic information, semantic web, ontologies).
The semantic aspects of information are very important for psychologists as well because the structure and way in which the nervous system works impose this approach. Nervous structures, from the periphery to the cortex, contain over-layered nodular nuclei of increasing complexity, from the spinal cord to the bulb and the cerebral trunk, then to the diencephalon and the subcortical centers. Information undergoes completions, from simple binary data, combined in frequencies and amplitudes, to evermore complex information structures that reach the level of the cortex in order to create images by mapping, used for our representations of reality.
The meaning of language is represented in the regions of the cerebral cortex, commonly referred to as the semantic system. Until now, a small part of the semantic system has been mapped, the semantic selectivity of most regions remaining unknown. In April 2016 , Gallant et al. (2016 from the University in Berkeley published in the journal Nature a study in which they systematically mapped semantic selectivity in different regions of the cortex using "voxel-wise" in their research with functional MRI. Subjects have been subjected to narratives they listened to for several hours, and the research highlighted the organization of the semantic system in stable patterns from one individual to another. Generative narrative models were then used to create a semantic atlas in detail. The results suggest that many areas in the semantic system represent information related to specific semantic domains or groups of related concepts that are located incerebral areas related to the multiple meanings that notions and concepts can have.
The purpose of the study conducted in 2016 was to structure the way in which the brain represents the significance (or "semantic content") of language. Most previous studies on language and brain were based on isolated words and sentences. Gallant et al. (2016) used narrative scenario stimuli because they wished to outline the whole range of semantic concepts in one study. This has made it possible to produce a semantic map for each individual, showing which areas from the brain react to words of similar significance or semantic content. Another purpose of this study was to create a semantic atlas by combining data from multiple subjects, showing which parts of the brain represented similar information but in different contexts / thematic areas.
The 2016 study did not aim to test a single hypothesis or to address a simple question. An exhaustive set of representation of meaning, or of semantic information in narrative language, throughout the cerebral cortex, was desired. Resulting maps show that semantic information is represented in complex templates distributed along several broad regions of the cortex.
Furthermore, each of these regions contains many distinct areas that are selective for special types of semantic information, such as people, numbers, visual properties, or places. It has also been discovered that these cortical maps are relatively similar in different people, up to the smallest details.
These semantic maps give us for the first time a detailed map of how significance is represented on the entire surface of the human cortex. Instead of noticing that language is limited to just a few brain areas, we find that it activates quite large areas of the brain. We also find that these representations (see Galland et al., 2016) are bilateral: reactions from the right brain hemisphere are approximately as large and varied as reactions in the left hemisphere.
Continuing research in this field, as well as our approach connected to semantic logic (Crumpei, Gavriluţ, Tanpa Crowea, Agop, 2016 ) may lead to new theories connected to the functioning of the mental component of the psychic system.
Emergent semantic logic
We currently have two separate but complementary approaches: a semantic system of the brain, described by the modern techniques of functional MRI, statistical programs and computer processing on the one hand, and on the other hand, a study of language semantics and a semiological study of signs in general during the last century. Given that language is the basis of superior psychological processes (the logic of language expresses the logic of thought), a theory is needed to explain this connection between thought and language. If the new highlighting (Galland et al., 2016) of the brain's semantic system describes the localization of the polysemantic meanings of words in neural structures (semantic hardware), it is necessary to focus on the program that uses this neural structure (semantic software).
In our conception, this program involves describing a special logic, the semantic logic (see also Martin, 1984) . For coherence reasons, this logic is used both in structuring the brain as an emerging complex system and in structuring the semantic mind. This is the emerging semantic logic.
There is, therefore, information that we call emerging semantic information. The logic on which this information is structured will be called semantic emerging logic. This is different from the bivalent logic, as well as from the multivalent or fuzzy logic, since the values that may be true cannot be assessed probabilistically but are conditioned by their semantic value.
Information in the wave-corpuscle duality
Signification is accomplished by reporting less complex level information content to more complex ones, reaching unity, from an informational point of view, between the digital and the analogous, the dicrete and the continuous, the fragmentary and the holistic.
The flow between increasingly complex structures is based on the correlation between the corresponding corpuscle and the corresponding wave. Starting from this phenomenon, present in the wave-corpuscle duality (Heisenberg, 1949) a matrix system was conceived to describe the corpuscle (equivalent to Schrödinger's wave equation), which included information flowing between the spatio-temporally structured information, in the corpuscle, and the same information, distributed in the wave's "structure (content)". Thus, the topological nuancing of information between the two poles -on the one hand the discrete, digital one and on the other hand the holistic pole, that of the continuum and of the analogical from the waveis accomplished (Schrödinger's wave equation is equivalent to Heisenberg's matrix formula).
While the corpuscles preserve individual properties leading to explicit connections (the hard forces, the weak forces, the electromagnetic forces, quantum gravitation), the waves corresponding to these particles overlap through modulation in waves containing the whole information evenly distributed. This aspect, which can be explained on the one hand by the waves' properties and, on the other hand, by those of the corpuscles, just as that of the wave-corpuscle duality, leads us to the conclusion that all corpuscular structures, from the nuclear to the atomic, molecular or macromolecular ones, detain information both in the content of the structure of these corpuscular formations and in the corresponding waves, where information is to be found in the modelling of the waves while constituting spatiotemporal structures.
In conclusion, any corpuscular structure from the tri-dimensional space and time presents an informational equivalent dispersed in the modular waves, correlated with the spatio-temporal corpuscular structure. The wavecorpuscle correlation is preserved during the constitution of corpuscular structures and participates to their achievement. This is due to the discrete, fragmentary structural information, correlated with the continuous information, dispersed in the modular wave resulting from the integration of all the waves corresponding to the respective corpuscles.
Complex systems and semantically emergent topology
Research in the field of complex systems did not succeed in reaching a hypothesis which could explain the emergent properties, just as the relationship between the dynamics of the component elements of the systems and the properties of the system as a whole.
Our hypothesis concerning the emergent semantic logic, based on the general principle related to the permanent flow between corpuscular and wave structures, between the information structuring matter in space and time and the information structured in the corresponding waves, can provide new premises facilitating the elucidation of the emergence mechanism.
This principle, informationally accomplished, between the timeless, aspatial information in the wave, with its continuous and totalizing character, and the information in the corpuscular structures, in the structures (situated in the tridimensional time and space) under different forms of aggregation, represent the emerging information, or semantically emergent (if we also take into consideration the level of the psychic system), based on which emergence is accomplished. In this way, matter is structured on different resolution scales and reality levels, and this is how emergent properties derive from the complex systems.
The movement, the dynamics, the transformation of matter, are based on this informational flow between the corpuscular component (nuclei, atoms, molecules, macromolecules, etc.) and the wave component represented by the information modulated in the waves corresponding to these corpuscles, situated in the corresponding electromagnetic field.
The spontaneous symmetry breaks, just as the energy conservation rules, of the kinetic and linear impulses are possible due to this semantic information, structured in a genuine semantic or emergent logic. The dynamics of the complex systems, with the determinist chaos, the attractor basin and the orientation of dynamics towards a new balance are based on this emergent characteristic of information, both between the corpuscular and the wave component, and between simple and complex structures or between more and more complex structures, oscillating between a fragmentary and a holistic, integrative, more complex form.
As the semantic logic of language studied during the last 50 years by semiotics and semiology was considered to be the one on the basis of which the information in the human brain are processed, the latest discoveries of John Gallant et al. (2016) have highlighted the semantic system of the brain. It seems that both the brain and the mind use a semantic logic, which enables researchers to formulate the hypothesis that this logic can also be found in the physical reality. IT specialists already operate with semantic information, with semantic algorithms and webs, with ontologies.
As we are accustomed to investigating the brain using laws and theories from physics and mathematics, from biochemistry and biology, it may seem strange, but it would be necessary to apply the semantic logic specific to psychical processing and to the dynamics of complex systems to the phases and attractors basins, in the nonlinear dynamics and system evolution. We could thus understand emergence, a phenomenon which interests physicists and philosophers alike.
The informational dynamics between the wave and the corpuscle, as formalized by Fourier analysis and topology, can stand at the basis of the semantic logic, which has an emergent semantic logic character on the physical level. Consequently, a new field theory which includes information, a fundamental logic which includes both semantic and emergent logic, a good understanding of axiomatic contexts, realizing the informational connection between the subject and the object of knowledge, would enable us to build a platform for new hypotheses and theories, both in the field of computer science and robotics and as concerns the functioning of the brain and the mind.
Basically, what we encounter on the level of the nerve structure represents a general principle on the level of matter. This is why we call this information emergent semantic information, and the logic which enables us to structure this information is an emergent semantic logic, different from bivalent logic, but also from multivalent or fuzzy logic, as the values which may be true cannot be estimated probabilistically but are conditioned by their semantic value.
Studies in the field of semiology and of philology can be useful in order to understand these emergent phenomena, as language is most useful when trying to prove the role of semantics. Semantics is sensible to minor stimuli, just as in complex systems (Radu, Agop, 2013 , Cilliers, Nicolescu, 2012 , having a determinist character, following a semantic logic which oscillates between the discreet and the continuous, the digital and the analogic, the fragmentary and the holistic. For instance, the meaning of a letter in a word is related to the role of the word in a sentence, of the sentence in the complex sentence, of the complex sentence in the paragraph, of the paragraph in the chapter, of the chapter in the book and of the book as an aspect of reality in relation to reality as a whole.
Physical-mathematical arguments
The quantum agitation is the expression of the wave-corpuscle duality and a proof of the oscillation of information between the tridimensional space and the electromagnetic field. This oscillation is at the basis of nonlinear dynamics, of continuous curves and of fractal non-differentiation (Gavriluţ, Agop, 2013) , but also origins in quantum agitation, which is present in the dynamics of the matter up to the cosmic level. Fractal geometry of reality is a proof of the connection between the corpuscular and the spectral structure. The non-linear evolution and the determinist chaos enable the dynamics of the matter, evoking at the same time the link between the discrete and the continuous, between the fragmentary and the holistic.
This permanent link could also explain the entanglement phenomenon, as underscored by the Einstein-Podolski-Rosen (EPR) paradox: two entangled particles remain entangled through their spectral, undulating components, which entered into coherence at the moment of interaction. They preserve their informational link through their coherent waves, irrespective of space and time, as information is also to be found within the electromagnetic field, which is timeless and a-spatial.
In the dimensional dynamics of matter, the transition from dimension 0 to dimensions 1, 2, etc., is accomplished through fractal development (fractal dimension) towards the topological dimension, but the iteration number, just as the modification of this number and of the generation equation, are accomplished based on the information overlaying the fractal which is related to the fractal system and to the complex system within which the fractal functions.
This holistic information of the system is to be found in the spectral field of the system, which contains the information of each fractal, but also of the system in all its complexity. The Euclidean dimension is an intermediary stage which can be described through notions such as limit and vicinity, from topology. The topological dimension is the one which contains the qualitative, emergent semantic dimension. The fractal information contains the quantitative information, which has a potential form when found within the spectral field and a form expressed by the topological modifications of each topological dimension (Bohm, 1989) , concerning the enfolded and the unfolded order (Bohm, Hiley (1993) , Hiley, 2002) .
The fractal dimension can be modelled from a physical-mathematic perspective through algebraic equations and mathematical analysis based on a bivalent logic, a language and a syntax based, for instance, on Boolean logic.
The topological dimension implies a qualitative, nuanced dynamics, generated by an emergent semantic logic and a language taking the form of semantic language, containing the information of the fragment but also of the whole, of the present, but also of the future evolution of the system, of the present structure and of the future ones. The topological dimension is described using instruments specific to the logic operating with crowds and containing both the dynamics of the structures (algebraic topology), geometry dynamics (geometric topology) and the dynamics of space (differential topology).
The emergent semantic logic would need to be expressed by an emergent semantic topology. While all the other forms of topology described by mathematics, just as a growing number with which physicians operate refer to particles, structures or space, emergent semantic topology would describe the dynamics of information, which has a potential and a real existence, generated by the interactions between among the corpuscular webs, just as between the latter and the spectral web. It follows that the emergent semantic topology is an informational topology, immaterial, just as information, but which can be taken over by different material supports that mathematics and physics have already described. This informational topology needs yet to be defined and described from this emergent semantic perspective.
This becoming within the dynamic of the matter, in an evolution which respects the laws of nature and preserves the coherence of reality as a whole, is accomplished through a logic having as a sense and signification this very unity of the whole.
A complex system has the capacity to adapt to exterior constraints by self-structuring through an emergent semantic logic, leading to emergent properties, and whose sense is the adaptation to the exterior conditions generated by the other complex systems or by the totality of the systems it is linked to. The final sense and signification (the teleological aspect) are always the preservation of the coherence and unity of reality, on any level and scale. This objective could only be accomplished through a permanent correlation between the corpuscular web and the spectral one, and also by a correlation within the corpuscular webs through the relationships and links among the different structures in information correspondence with the information of the whole, which is found in the spectral field. This is how the link between the discreet and the continuous, between the digital and the analogic, the fragmentary and the holistic is realized, generating the coherence and the unity of reality.
From this perspective we could infer that what we call field is essential in the coherence and the unity of reality. Through the informational corollary it supposes both on a quantum level and on the other reality levels, up to the cosmic one, the electromagnetic field is the domain of informational inter-relation. It is present on the horizontal plane, on each scale, in the relationships between the different forms of structuring of matter and of energy, but also on the vertical, transversal plane, through the emergent informational link between the different scales and levels of reality. The field issue is not fully elucidated by physics, which explains why the electromagnetic field is not yet totally defined from a physical point of view. A series of hypotheses need to be investigated again; even though they are one century old, they could be reinterpreted from today's informational perspective. The old Kaluza-Klein hypothesis enables us to consider Maxwell's equations from the restrained relativity perspective and highlights a fourth spatial dimension in which they appeared. This idea was taken over by string theory physicists (M theory), in which one of the dimensions is considered to be that of the electromagnetic field.
Even if it is not intuitive and we cannot imagine more than three spatial dimensions, this hypothesis of a dimension reserved to the field (the electromagnetic field) could help us integrate the different aspects of the information, both in the tridimensional reality and in the timeless, a-spatial reality of the field.
The permanent functional link between the fragmentary and the holistic, the discreet and the continuous, the digital and the analogical, can be mathematically formalized by mereotopology, a field underdeveloped nowadays.
Mereopotology is a first-class theory in philosophy and computer science. It includes both topological concepts (such as connectivity, interior, border, etc.), and mereological concepts, highlighting part-and-whole relationships, as well as relationships between parts and their borders.
The emergent semantic logics (the semantic emergent topology, when applied to the reality structure) can contribute to elucidating the old mindbrain dualism, while also solving other paradoxes, especially that of the emergence theory.
Conclusions
The great projects in progress (Human Brain Project in Europe and BRAIN Initiative in the United States) promote an approach targeting both the investigation of brain mechanisms and the evolution of IT science and robotics towards computers able to simulate the performance and the complexity of human processing. All these desiderata suppose an interdisciplinary approach of specialists in the field of IT science, robotics, data basis, artificial intelligence, but also biologists, physicists, mathematicians, and neuroscience specialists.
All these great projects of the decade (the Brain Decade) highlight an approach considered to be a priority by science. The IT and robotics development in the following decades asks for an evolution which can only be accomplishes in an interdisciplinary context. The quantum computer of the future could be built on the basis of the fractal computer represented by the human brain. This means that the Boolean logic should be completed with the emergent semantic logic, the electronic computer should be replaced by a fractal computer on which the physical topology would be assimilated by a fractal topology and thus the logic topology would be a functional, semantic, emergent topology. The digital should be completed by the analogic, so that the discrete, fragmentary processing should be completed by the continuous, holistic one. Thus, by using these complementary principles, from the discreet, the digital, the fragmentary to the analogic, continuous, holistic, more and more complex levels of processing, starting from the level of sensory receptors, to the upper level of brain graft integration, will generate the processing specific to the human brain.
When investigating the brain using mathematics and physics, biochemistry and biology laws and theories, it could be surprising, but extremely necessary, to apply semantic logic (specific to mental processing and to the dynamics of complex systems, to the phases' basis and the attractors' dynamics) in the nonlinear dynamics and system evolution. Thus, we could understand a phenomenon which interests both physicists and philosophers -emergence.
The informational dynamics between the wave and the corpuscle, formalized by Fourier analysis and by topology, can stand at the basis of semantic logic, which on the physical level has a character of emergent sematic logic. It follows that through a new field theory which includes information, a logic which includes both sematic and emergent logic, a good understanding of the axiomatic contexts (which accomplish the informational connection between the subject and the object of knowledge) we can build a basis for new hypotheses and theories, in the fields of computation, robotics but also in what concerns the functioning of the brain and the mind.
Thus, the brain-mind duality, which has been dominating the psyche representation for some centuries now, could be solved through an informational approach, describing the link between subject and object, reality and human condition, mind and brain, unifying at the same time the perspective on natural sciences and human sciences.
