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Abstract
Some new results are derived concerning random coding error exponents and expurgated exponents
for list decoding with a deterministic list size L. Two asymptotic regimes are considered, the fixed
list–size regime, where L is fixed independently of the block length n, and the exponential list–size,
where L grows exponentially with n. We first derive a general upper bound on the list–decoding
average error probability, which is suitable for both regimes. This bound leads to more specific
bounds in the two regimes. In the fixed list–size regime, the bound is related to known bounds
and we establish its exponential tightness. In the exponential list–size regime, we establish the
achievability of the well known sphere packing lower bound. Relations to guessing exponents are
also provided. An immediate byproduct of our analysis in both regimes is the universality of the
maximum mutual information (MMI) list decoder in the error exponent sense. Finally, we consider
expurgated bounds at low rates, both using Gallager’s approach and the Csiszár–Körner–Marton
approach, which is, in general better (at least for L = 1). The latter expurgated bound, which
involves the notion of multi–information, is also modified to apply to continuous alphabet channels,
and in particular, to the Gaussian memoryless channel, where the expression of the expurgated
bound becomes quite explicit.
Index Terms: List decoding, error exponent, random coding, sphere packing, expurgated expo-
nent.
∗This research was supported by the Israeli Science Foundation (ISF), grant no. 412/12.
1
1 Introduction
The concept of list decoding was first introduced independently by Elias [8] and Wozencraft [27] in
the late fifties of the previous century. A list decoder, rather than outputting a single estimate of
the transmitted message, produces a list of L candidates, among which the final ‘winner’ will be
eventually selected upon receiving additional information. This is naturally applicable in concate-
nated coded communication systems, most notably, in wireless systems (see, e.g., [20], [21]), where
the list decoder corresponds to the inner code, and the above–mentioned additional information is
available to the outer decoder, for example, information concerning the structure of the outer code
or contextual information that is present when not all the source redundancy has been removed.
Accordingly, the error event associated with a list decoder is the event where the actual message
that has been sent is not in the list.
While considerable work has been done on list decoding for codes with certain algebraic/combinatorial
structures (most notably, linear codes along with some subclasses of linear codes – see, e.g., [3], [12]
and many references therein), with emphasis on algorithmic issues, the main focus of this work is
on Shannon–theoretic issues, like achievable error exponents pertaining to list decoding.
A few words of background on list decoding error exponents are therefore in order. First, a clear
distinction should be made between two different classes of list decoders, according to whether the
list size is a deterministic number or a random variable, which depends on the random channel
output vector (see, e.g., [9], [24], [25] as well as many other later further developments). In this
paper, we confine ourselves to the former class, which in turn, is also subdivided into two sub–
classes with two different asymptotic regimes: (i) the fixed list–size regime, where the deterministic
list size L is fixed, independently of the block length n, and (ii) the exponential list–size regime,
where L is an exponential function of the block length n, namely, L = eλn, for some fixed λ > 0,
that is independent of n. Both regimes will be considered in this paper.
First, regarding the fixed list–size regime, the extension of the ordinary random coding error
exponent analysis to account for list decoding with a fixed list size L, was considered by both
Gallager [10, p. 538, Exercise 5.20] and Viterbi and Omura [26, p. 215, Exercise 3.16] simple and
straightforward enough to be left as an exercise for the reader. In particular, for the ensemble of
independent random selection of codewords according to an i.i.d. distribution, in the above exercises
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it is shown that the average probability of list–decoding error is upper bounded by an exponential
function, whose exponential decay rate is given by the same expression as that of Gallager’s random
coding exponent, Er(R) [10, eq. (5.6.16)] (R being the coding rate), except that the interval of the
maximization over the auxiliary parameter ρ is expanded from [0, 1] to [0, L] (thus L = 1 recovers
ordinary decoding as a special case). Obviously, when L exceeds the global maximizer of the same
expression over [0,∞), the resulting exponent coincides with the sphere–packing exponent Esp(R)
[10, Theorem 5.8.1]. Similarly as in ordinary decoding, while the upper bound and the lower bound
agree at high rates, there is some gap at low rates and the random coding achievability result can
be improved at low rates by expurgation. Blinovsky [4] has shown that, in analogy to ordinary
decoding, the expurgated exponent of the fixed list–size regime at R = 0 is tight in the sense that
there is also a lower bound of the same exponential rate.
The exponential list–size regime is interesting at least as much. In 1967, Shannon, Gallager and
Berlekamp [22, Theorem 2] have established (among other results), a lower bound on the probability
of list decoding, which is meaningful also for the exponential list–size regime. According to this
lower bound, the probability of list error cannot decay exponentially more rapidly than e−nEsp(R−λ),
where again, λ is the list–size exponent (see also [6, p. 196, Problem 27, part (b)], [26, p. 179, Lemma
3.8.1]). On the other hand, in [6, p. 196, Problem 27, part (a)], the reader is asked to show that
an exponential decay at the rate e−nEr(R−λ) is achievable (see also [13, p. 3767, eq. (46)]). One of
our results is that a decay rate of e−nEsp(R−λ) is achievable, thus closing the gap between the upper
bound and the lower bound and fully characterizing the best achievable error exponent function
(reliability function for list decoding) in the exponential list–size regime according to Esp(R− λ).
In this paper, we contribute several additional results, both on the fixed list–size regime and the
exponential list–size regime. We first derive a general upper bound on the average list–decoding
error probability, pertaining to the ordinary ensemble of fixed composition codes, i.e., the ensemble
defined by an independent, random selection of each codeword from a single type class. This general
bound is suitable for both regimes. The general upper bound leads to more specific upper bounds
in the two regimes. In the fixed list–size regime, our bound is intimately related to the above
mentioned bounds with the extended interval of optimization – [0, L], except that it corresponds to
the ensemble of fixed composition codes (rather than an i.i.d. codeword distribution). We also show
that this random coding bound is exponentially tight for the average code by deriving a compatible
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lower bound with the same exponent, thereby extending the result in [11] to list decoding. In the
exponential list size–regime, we establish, as mentioned earlier, the achievability of Esp(R− λ) and
thereby close the gap between the lower bound and the upper bound. An immediate byproduct of
these derivations is the universality of the maximum mutual information (MMI) list decoder in the
error exponent sense. The derivations involve a random variable that is defined as the number of
incorrect codewords whose likelihood score exceed the score of the correct codeword. Accordingly,
we also provide bounds on the moments of this random variable, which are intimately related
to guessing exponents [1], [2]. Finally, we consider expurgated bounds at low rates, using both
Gallager’s approach [10, Section 5.7], [26, Section 3.3] and the Csiszár–Körner–Marton approach
[6, p. 185, problem 17], [7]. which is in general better at least for L = 1 [19]. The latter expurgated
bound, which happens to involve the notion of multi–information,1 is also modified to apply to
continuous alphabet channels, and in particular, to the Gaussian memoryless channel, where the
expression of the expurgated bound becomes quite explicit.
The outline of the remaining part of this paper is as follows. In Section 2, we establish notation
conventions, formalize the problem and provide some background and preliminaries. In Section 3,
we first derive the general upper bound on the average probability of list error for the ordinary
ensemble of fixed composition code (Subsection 3.1), and then particularize its analysis to both the
fixed list–size regime (Subsection 3.2) and the exponential list–size regime (Subsection 3.3), and
finally, we relate our findings to the problem of guessing (Subsection 3.4). Section 4 is devoted to
expurgated exponents. Finally, in Section 5, we present a problem for future work.
2 Notation Conventions, Problem Formulation and Preliminaries
2.1 Notation Conventions
Throughout the paper, random variables will be denoted by capital letters, specific values they may
take will be denoted by the corresponding lower case letters, and their alphabets will be denoted by
calligraphic letters. Random vectors and their realizations will be denoted, respectively, by capital
1Multi–information [23] is a natural generalization of the notion of mutual information that accommodates the
statistical dependence of more than two random variables. It is defined as the sum of the marginal entropies of
these random variables minus their joint entropy, or equivalently, as the Kullback–Leibler divergence between the
joint distribution and the product of marginals. To the best of our knowledge, in this paper, it is the first occasion
that the multi–information plays a natural role in a concrete information–theoretic formula.
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letters and the corresponding lower case letters, both in the bold face font. Their alphabets will
be superscripted by their dimensions. For example, the random vector X = (X1, . . . ,Xn), (n –
positive integer) may take a specific vector value x = (x1, . . . , xn) in X n, the n–th order Cartesian
power of X , which is the alphabet of each component of this vector. Sources and channels will be
denoted by the letter P or Q, superscripted by the names of the relevant random variables/vectors
and their conditionings, if applicable, following the standard notation conventions, e.g., QX , PY |X ,
and so on. When there is no room for ambiguity, these subscripts will be omitted. The probability
of an event E will be denoted by Pr{E}, and the expectation operator with respect to (w.r.t.) a
probability distribution P will be denoted by EP {·}. Again, the subscript will be omitted if the
underlying probability distribution is clear from the context. The entropy of a generic distribution
Q on X will be denoted by H(Q). For two positive sequences an and bn, the notation an ·= bn will
stand for equality in the exponential scale, that is, limn→∞
1
n log
an
bn
= 0. Similarly, an
·≤ bn means
that lim supn→∞
1
n log
an
bn
≤ 0, and so on. The indicator function of an event E will be denoted by
I{E}. The notation [x]+ will stand for max{0, x}.
The empirical distribution of a sequence x ∈ X n, which will be denoted by Pˆx, is the vector
of relative frequencies Pˆx(x) of each symbol x ∈ X in x. The type class of x ∈ X n, denoted
T (x), is the set of all vectors x′ with Pˆx′ = Pˆx. When we wish to emphasize the dependence of
the type class on the empirical distribution Pˆ , we will denote it by T (Pˆ ). Information measures
associated with empirical distributions will be denoted with ‘hats’ and will be subscripted by the
sequences from which they are induced. For example, the entropy associated with Pˆx, which is
the empirical entropy of x, will be denoted by Hˆx(X). An alternative notation, following the
conventions described in the previous paragraph, is H(Pˆx). Similar conventions will apply to
the joint empirical distribution, the joint type class, the conditional empirical distributions and the
conditional type classes associated with pairs (and multiples) of sequences of length n. Accordingly,
Pˆxy would be the joint empirical distribution of (x,y) = {(xi, yi)}ni=1, T (x,y) or T (Pˆxy) will
denote the joint type class of (x,y), T (x|y) will stand for the conditional type class of x given y,
Hˆxy(X,Y ) will designate the empirical joint entropy of x and y, Hˆxy(X|Y ) will be the empirical
conditional entropy, Iˆxy(X;Y ) will denote empirical mutual information, and so on.
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2.2 Problem Formulation
Let {P (y|x) x ∈ X , y ∈ Y} be a matrix single–letter transition probabilities of a discrete memo-
ryless channel (DMC) with finite input and output alphabets, X and Y, respectively. For a given
R > 0, and a block length n, let C = {x0, . . . ,xM−1}, M = enR+1, xm ∈ X n, m = 0, 1, . . . ,M −1,
be a given codebook, known to both the encoder and decoder.2 We consider a list decoder that
outputs a list of L candidate estimates of the transmitted message, based on the channel output
y ∈ Yn. We will be interested in two asymptotic regimes. In the first regime, which will be referred
to as the fixed list–size regime, L is fixed and independent of n and in the second regime, which
will be referred to as the exponential list–size regime, L = eλn, where 0 < λ < R is a given con-
stant, independent of n. The figure of merit, in both cases, is the probability of list error, namely,
the probability that the correct message is not in the list. Our focus will be on achievable error
exponents associated with the probability of list error as functions of (R,L) in the fixed list–size
regime, or as functions of (R,λ) in the exponential list–size regime.
As usual, the main mechanism for deriving achievability results will be random coding. The
random coding ensemble will be defined by independent random selection of each codeword ac-
cording to a probability distribution P (x), which, unless specified otherwise, will be the uniform
distribution across a given type class T (Q) (except for a few places, where it will be the product
measure
∏n
i=1Q(xi)). Once selected, the codebook is revealed to both the encoder and the decoder.
The discussion in the subsections 2.3 and 3.1 is non–asymptotic – it applies to any two positive
integers n and L ≤ enR. This means, of course, that in these subsections, it is immaterial if we
consider the fixed list–size regime or the exponential list–size regime.
2.3 Preliminaries
We begin from the fundamental fact that, as intuition suggests, the optimal list decoder generates
the list according to the L largest likelihood values {P (y|xm)}. This follows from the following
simple consideration, which is a fairly simple extension of the one used to prove the optimality of the
maximum likelihood (ML) decoder in ordinary decoding (L = 1). For a given unordered list of L
distinct integers m1, . . . ,mL, all in the range {0, 1, . . . ,M −1}, let Ω(m1, . . . ,mL) ⊆ Yn denote the
2To avoid the need for rounding functions, we assume throughout that R is such that enR is integer. Also, M is
defined as enR + 1, rather than enR, simply for reasons of convenience.
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region where the list decoder outputs the messages m1, . . . ,mL. Obviously, the
(
M
L
)
different
regions {Ω(m1, . . . ,mL)} form a partition of Yn. For a given y, let m∗1(y), . . . m∗L(y) achieve the
L highest rankings of P (y|xm). Then, the probability of correct list decoding (i.e., the probability
that the correct message is in the list) is given by
Pc =
1
M
M∑
m=1
∑
m1,...,mL
[
L∑
i=1
δ(mi −m)
] ∑
y∈Ω(m1,...,mL)
P (y|xm)
=
1
M
∑
m1,...,mL
∑
y∈Ω(m1,...,mL)
L∑
i=1
M∑
m=1
δ(mi −m)P (y|xm)
=
1
M
∑
m1,...,mL
∑
y∈Ω(m1,...,mL)
L∑
i=1
P (y|xmi)
≤ 1
M
∑
m1,...,mL
∑
y∈Ω(m1,...,mL)
L∑
i=1
P (y|xm∗
i
(y))
=
1
M
∑
y∈Yn
L∑
i=1
P (y|xm∗
i
(y)) (1)
and the inequality becomes an equality for the list decoder that outputs m∗1(y), . . . ,m
∗
L(y).
The following results, on random coding exponents for list decoding, are well known. First, it
is shown both in Gallager [10, p. 538, Exercise 5.20] and Viterbi and Omura [26, p. 215, Exercise
3.16], that the average probability of list error is upper bounded by
Pe ≤ min
0≤ρ≤L
Mρ
∑
y∈Yn
[ ∑
x∈Xn
P (x)P (y|x)1/(1+ρ)
]1+ρ
, (2)
which is very similar to Gallager’s well–known random coding bound for ordinary decoding, except
that here, the range of optimization of the parameter ρ is stretched from [0, 1] to [0, L]. When the
random coding distribution P (x) is i.i.d. with a single–letter marginal Q, and the fixed list–size
regime is considered, this is, of course, an exponential function whose exponential rate is
Er(R,L) = sup
0≤ρ≤L
sup
Q
[E0(ρ,Q)− ρR], (3)
where E0(ρ) is the well–known Gallager function
E0(ρ,Q) = − ln

∑
y∈Y
[∑
x∈X
Q(x)P (y|x)1/(1+ρ)
]1+ρ . (4)
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Thus, Er(R, 1) is the ordinary random coding error exponent, which will also be denoted by Er(R),
following traditional notation conventions.
Concerning the exponential list–size regime, where L = eλn, Shannon, Gallager and Berlekamp
[22] have proved that the exponential rate of the list error probability cannot be faster than Esp(R−
λ), where Esp(R) is the sphere–packing exponent, defined as
Esp(R) = sup
ρ≥0
sup
Q
[E0(ρ,Q) − ρR] (5)
or, equivalently,3 as
Esp(R) = sup
Q
inf
{P˜Y |X : I˜(X;Y )≤R}
D(P˜Y |X‖PY |X |Q), (6)
where I˜(X;Y ) is the mutual information induced by X ∼ Q and P˜Y |X and
D(P˜Y |X‖PY |X |Q) ∆=
∑
x∈X
Q(x)
∑
y∈Y
P˜Y |X(y|x) ln
P˜Y |X(y|x)
PY |X(y|x)
. (7)
In [6, Problem 27], the reader is asked to prove that Er(R− λ) is achievable.
3 Upper Bounds for an Ordinary Ensemble of Fixed Composition Codes
In this section, we first derive the general upper bound on the average probability of list error for the
ordinary ensemble of fixed composition codes defined above (Subsection 3.1), and then particularize
its analysis to both the fixed list–size regime (Subsection 3.2) and the exponential list–size regime
(Subsection 3.3). Finally, we relate our findings to the problem of guessing (Subsection 3.4).
3.1 A General Upper Bound
The following theorem holds for every positive integer n and every L ≤ enR.
Theorem 1 Consider the random coding ensemble of rate R codes for a DMC {P (y|x), x ∈ X , y ∈
Y}, as described in Subsection 2.2. The average probability of list error, Pe, associated with the
optimal list decoder, is upper bounded by
Pe ≤
∑
x.y
P (x)P (y|x) exp
{
−nL
[
Iˆxy(X;Y ) +
lnL
n
−R− δn − 1
n
]
+
}
, (8)
where P (x) is the uniform distribution over T (Q) and δn = O((log n)/n).
3In [6], see eq. (5.19) on page 166 and compare with Problem 23 on page 192. See also the next footnote below.
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Eq. (8) serves as our general upper bound. It can be further analyzed, using the method of types,
both in the fixed list–size regime and in the in the exponential list–size regime. These analyses will
be carried out in the following two subsections, respectively. Note that the parameter L appears
twice in the right–hand side (r.h.s.) of eq. (8). In the fixed list–size regime, the first occurrence
of L (outside the square brackets) will be the important one, whereas in the exponential list–size
regime, it will be the second occurrence of L that will play the more important role. The remaining
part of this subsection is devoted to the proof of Theorem 1.
Proof. For the purpose of deriving an upper bound, it is legitimate to analyze a sub–optimal list
decoder that outputs the L messages with the L highest values of the empirical mutual information
Iˆxmy(X;Y ), that is, the maximum mutual information (MMI) list decoder. Without loss of gener-
ality, assume that x0 was transmitted and y was received. The average probability of list error, for
a given (x0,y), denoted Pe(x0,y), is the probability of list error which accounts for the randomness
of all other M − 1 codewords. The overall average probability of list error, Pe, is the expectation
of Pe(X0,Y ) w.r.t. P (x0)P (y|x0), where P (x0) is the uniform distribution across T (Q). For the
given x0 and y, we then have
Pe(x0,y) =
M∑
ℓ=L
(
M
ℓ
)
[q(x0,y)]
ℓ[1 − q(x0,y)]M−ℓ, (9)
where
q(x0,y) =
|T (Q) ∩ {x : Iˆxy(X;Y ) ≥ Iˆx0y(X;Y )}|
|T (Q)| . (10)
An alternative representation is the following: For a given (x0,y), let the random variable N(x0,y)
be defined as
N(x0,y) =
M−1∑
m=1
I{Iˆxmy(X;Y ) ≥ Iˆx0y(X;Y )}. (11)
Then,
Pe(x0,y) = Pr{N(x0,y) ≥ L}, (12)
and
Pe = Pr{N(X0,Y ) ≥ L}, (13)
where it should be understood that the random variable N(X0,Y ) incorporates also the random-
ness of X0 and Y , in addition to the randomness of {X1, . . . ,XM−1}, unlike N(x0,y), for which
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x0 and y are fixed and only {X1, . . . ,XM−1} are random. By the method of types [6],
q(x0,y) =
∑
T (x|y)⊆T (Q): Iˆxy (X;Y )≥Iˆx0y(X;Y )
|T (x|y)|
|T (x)|
≤
∑
T (x|y)⊆T (Q): Iˆxy (X;Y )≥Iˆx0y(X;Y )
e−n[Iˆxy(X;Y )−δn/2]
≤ e−n[Iˆx0y(X;Y )−δn] ∆= q′(x0,y), (14)
where δn = O((log n)/n) is a term that accounts for the normalized logarithm of the number of
different types classes of sequences of length n. Obviously, Pr{N(x0,y) ≥ L} is a monotonically
non–decreasing function of q(x0,y), and so
Pe(x0,y) ≤
M∑
ℓ=L
(
M
ℓ
)
[q′(x0,y)]
ℓ[1− q′(x0,y)]M−ℓ ∆= Pr{N ′(x0,y) ≥ L} (15)
where N ′(x0,y) is defined as a Bernoulli random variable of M − 1 independent trials and a
probability of success q′(x0,y). Now, for a given (x0,y), if q
′(x0,y) < L/(M − 1), the event
{N ′(x0,y) ≥ L} is a large deviations event, otherwise it occurs with high probability. Accordingly,
the Chernoff bound on Pr{N(x0,y) ≥ L} is as follows.
Pe(x0,y) ≤
{
exp{−MD( LM ‖q′(x0,y)} q′(x0,y) < L/(M − 1)
1 q′(x0,y) ≥ L/(M − 1)
=
{
exp{−MD( LM ‖e−n[Iˆx0y(X;Y )−δn])} Iˆx0,y(X;Y )) > R− lnLn + δn
1 Iˆx0,y(X;Y )) ≤ R− lnLn + δn
(16)
where D(a‖b), for a, b ∈ [0, 1], is the binary divergence function, that is
D(a‖b) = a ln a
b
+ (1− a) ln 1− a
1− b . (17)
Now, for a ≥ b, the following inequality is proved in [16, pp. 167–168]:
D(a‖b) ≥ a
[
ln
a
b
− 1
]
+
. (18)
Thus, the first line of (16) is further upper bounded by
exp

−enRLe−nR
[
ln
(
Le−nR
exp{−n[Iˆx0y(X;Y )− δn]}
)
− 1
]
+


= exp
{
−nL
[
Iˆx0y(X;Y ) +
lnL
n
−R− δn − 1
n
]
+
}
, (19)
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and so, the upper bound on Pe(x0,y) can eventually be presented, for every (x0,y), as
Pe(x0,y) ≤ exp
{
−nL
[
Iˆx0y(X;Y ) +
lnL
n
−R− δn − 1
n
]
+
}
. (20)
The overall average list–error probability is obtained, of course, by averaging over the randomness
of X0 and Y . This completes the proof of Theorem 1.
3.2 The Fixed List–Size Regime
In the fixed list–size regime, the term lnLn , in the exponent of eq. (8), vanishes as n grows without
bound. Since P (x0) is the uniform distribution within T (Q), it is easy to see, by using the method
of types, that eq. (8) leads to an exponential upper bound Pe
·≤ e−nE(R,L,Q), where E(R,L,Q) is
given by
E(R,L,Q) = min
P˜Y |X
{D(P˜Y |X‖PY |X |Q) + L · [I˜(X;Y )−R]+}, (21)
where I˜(X;Y ) and D(P˜Y |X‖PY |X |Q) are defined as in Subsection 2.3. Of course, the best bound
is obtained by selecting Q so as to maximize E(R,L,Q). The resulting exponent is then obviously
E(R,L) = maxQE(R,L,Q).
We would like to compare eq. (21) with eq. (2). As mentioned in Subsection 2.3, when P (x) =∏n
i=1Q(xi), for the optimal Q, the resulting exponent is Er(R,L), as defined in eq. (3). Let us
now evaluate the exponential rate of the r.h.s. of eq. (2) for the case where P (x) is uniform within
T (Q), as defined in Subsection 2.2. Using the method of types, this gives the following:4
min
0≤ρ≤L
Mρ
∑
y

 ∑
x∈T (Q)
1
|T (Q)| · P (y|x)
1/(1+ρ)


1+ρ
(22)
·
= min
0≤ρ≤L
Mρ
∑
y

 ∑
T (x|y)⊆T (Q)
|T (x|y)|e−nHˆ(Q) · exp
{
n
1 + ρ
Eˆxy lnP (Y |X)
}
1+ρ
(23)
·
= min
0≤ρ≤L
Mρ
∑
y
[
max
T (x|y)⊆T (Q)
exp
{
−nIˆxy(X;Y ) + n
1 + ρ
Eˆxy lnP (Y |X)
}]1+ρ
(24)
4This chain of exponential equalities can serve as the basis for the proof that the two expressions of Esp(R) (in
Subsection 2.3) are equivalent. By taking L → ∞, the second to the last line becomes (6). On the other hand,
when P (x) is the n–fold product of Q, the resulting exponent would be (5). For a given Q, (6) cannot be smaller
than (5) since I{x ∈ T (Q)}/|T (Q)|
·
≤
∏n
i=1
Q(xi) for all x. On the other hand, the optimum input distribution
that minimizes the r.h.s. of (2) for a DMC is a product distribution (see, e.g., [15, Theorem 3]), and therefore, for
the optimum Q, (5) cannot be smaller than (6). Consequently, for the optimum Q, the two expressions must be
equal.
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·
= min
0≤ρ≤L
Mρ
∑
y
exp
{
−n min
PˆX|Y : PˆX=Q
[(1 + ρ)Iˆxy(X;Y )− Eˆxy lnP (Y |X)]
}
(25)
·
= exp
{
−n max
0≤ρ≤L
min
P˜XY : P˜X=Q
[(1 + ρ)I˜(X;Y )− H˜(Y )− E˜ lnP (Y |X)− ρR]
}
(26)
= exp
{
−n max
0≤ρ≤L
min
P˜Y |X
[ρI˜(X;Y )− H˜(Y |X)− E˜ lnP (Y |X) − ρR]
}
(27)
= exp
{
−n max
0≤ρ≤L
min
P˜Y |X
(D(P˜Y |X‖PY |X |Q) + ρ[I˜(X;Y )−R])
}
(28)
= exp
{
−n min
P˜Y |X
max
0≤ρ≤L
(D(P˜Y |X‖PY |X |Q) + ρ · [I˜(X;Y )−R])
}
(29)
= exp
{
−n min
P˜Y |X
(D(P˜Y |X‖PY |X |Q) + L · [I˜(X;Y )−R]+)
}
(30)
= e−nE(R,L,Q), (31)
where Eˆxy{·} and E˜{·} denote the expectation operators w.r.t. Pˆxy and P˜XY , respectively, and
H˜(Y ) and H˜(Y |X) denote the unconditional and the conditional output entropy induced by P˜XY .
Here, we have used the fact that the minimization over P˜Y |X and the maximization over ρ are com-
mutative since the objective function is convex–concave. We see that the two upper bounds are ex-
ponentially equivalent in the fixed list–size regime, for the ensemble of independent random selection
within a given type class. For L → ∞, this is equivalent min{D(P˜Y |X‖PY |X |Q) : I˜(X;Y ) ≤ R},
which is the sphere–packing exponent Esp(R). In fact, it is achieved for all L ≥ Lc, where Lc is
the smallest value of L for which the minimizing P˜Y |X of D(P˜Y |X‖PY |X |Q) + L · [I˜(X;Y ) − R]+
achieves I˜(X;Y ) ≤ R (think of L as a Lagrange multiplier).
We next show that this bound is also exponentially tight for the average code (thus extending the
main result of [11] from ordinary decoding to list decoding), by deriving a compatible lower bound
on the average error probability. Consider now the optimum list decoder, that outputs the L most
likely messages. First, the probability that a single incorrect codeword will receive a likelihood
score higher than that of the correct message, for a given x0 and y, is lower bounded as follows:
q0(x0,y)
∆
=
∑
T (x|y)⊂T (Q): P (y|x)≥P (y|x0)
|T (x|y)|
|T (Q)| (32)
≥ |T (x0|y)||T (Q)| (33)
≥ exp{−n[Iˆx0y(X;Y ) + δn]} ∆= q′0(x0,y). (34)
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Let N ′′(x0,y) be a Bernoulli random variable with M − 1 independent trials and probability of
success q′0(x0,y). Then,
Pe ≥ Pr{N ′′(X0,Y ) ≥ L} (35)
= Pr{N ′′(X0,Y ) ≥ L, Iˆx0y(X;Y ) > R− δn}+
Pr{N ′′(X0,Y ) ≥ L|Iˆx0y(X;Y ) ≤ R− δn} · Pr{Iˆx0y(X;Y ) ≤ R− δn} (36)
·
= Pr{N ′′(X0,Y ) ≥ L, Iˆx0y(X;Y ) > R− δn}+ Pr{Iˆx0y(X;Y ) ≤ R− δn} (37)
·
= Pr{N ′′(X0,Y ) ≥ L, Iˆx0y(X;Y ) > R− δn}+
exp
{
−n min
P˜Y |X : I˜(X;Y )≤R
D(P˜Y |X‖PY |X |Q)
}
, (38)
where we have used fact that given Iˆx0y(X;Y ) ≤ R − δn, the event {N ′′(X0,Y ) ≥ L} occurs
with high probability. As for the first term on the right–most side of (38), consider first a given
(x0,y) with Iˆx0y(X;Y ) > R − δn and let Nˆ(x0,y) be a Bernoulli random variable with en(R−δn)
independent trials and probability of success q′0(x0,y). Then,
Pr{N ′′(x0,y) ≥ L} ≥ Pr{Nˆ(x0,y) ≥ L} (39)
≥ Pr{Nˆ(x0,y) = L} (40)
=
(
en(R−δn)
L
)
· q′0(x0,y)L[1− q′0(x0,y)]e
n(R−δn)−L (41)
≥
(
en(R−δn)
L
)
· q′0(x0,y)L[1− e−n[R−δn]]e
n(R−δn)
(42)
·
= enRL · exp{−nLIˆx0y(X;Y )} (43)
= exp{−nL[Iˆx0y(X;Y )−R]}. (44)
Thus,
Pr{N ′′(X0,Y ) ≥ L, IˆX0Y (X;Y ) > R− δn} (45)
·≥
∑
(x0,y): Iˆx0y (X;Y )>R−δn
P (x0,y) · exp{−nL[Iˆx0y(X;Y )−R]} (46)
·
= exp
{
−n min
P˜Y |X : I˜(X;Y )>R
(D(P˜Y |X‖PY |X‖Q) + L[I˜(X;Y )−R])
}
. (47)
Combining this with the second term on the right–most side of (38), the overall exponent becomes
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the minimum between
min
P˜Y |X : I˜(X;Y )≤R
D(P˜Y |X‖PY |X |Q)
and
min
P˜Y |X : I˜(X;Y )>R
(D(P˜Y |X‖PY |X‖Q) + L[I˜(X;Y )−R]),
namely,
min
P˜Y |X
{D(P˜Y |X‖PY |X‖Q) + L · [I˜(X;Y )−R]+},
which is again exactly E(R,L,Q) of eq. (21). Thus, the upper bound (2) and our fixed list–size
bound (21) are equivalent under the random coding ensemble of fixed composition codes, and they
both give the exact random coding exponent for the average code. Also, since the upper bound
was obtained by the MMI list decoder and the compatible lower bound applies to the optimal, ML
list decoder, we have also proved, as a byproduct, the universal optimality of the MMI list decoder
in the error exponent sense.
3.3 The Exponential List–Size Regime
In the exponential list–size regime, L = eλn. Now, let ǫ > 0 be arbitrarily small, and define E to
be the set of all {(x,y)} for which
Iˆxy(X;Y ) + λ−R− δn − 1
n
≥ ǫ. (48)
Then, eq. (8) is averaged as follows:
Pe
·≤
∑
x,y
P (x)P (y|x) exp
{
−nenλ
[
Iˆxy(X;Y ) + λ−R− δn − 1
n
]
+
}
(49)
=
∑
(x,y)∈E
P (x)P (y|x) exp
{
−nenλ
[
Iˆxy(X;Y ) + λ−R− δn − 1
n
]
+
}
+
+
∑
(x0,y)∈Ec
P (x)P (y|x) exp
{
−nenλ
[
Iˆxy(X;Y ) + λ−R− δn − 1
n
]
+
}
(50)
≤ exp{−ǫeλn}+
∑
(x,y)∈Ec
P (x)P (y|x). (51)
Now, the first term decays double–exponentially and hence is negligible. Therefore, Pe is dominated
by the second term. Using the method of types, the arbitrariness of ǫ, and the fact that δn and
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1/n vanish as n→∞, the exponent of the second term is easily found to be
min
{P˜Y |X : I˜(X;Y )≤R−λ}
D(P˜Y |X‖PY |X |Q),
whose maximum over Q is Esp(R− λ), as mentioned in Subsection 2.3. Thus, we have shown that
the Shannon–Gallager–Berlekamp bound [22, Theorem 2] is actually achievable across the whole
relevant range of rates, (λ,C + λ), where C is the channel capacity. Once again, we see that in the
exponential list–size regime too, the MMI list decoder is universal in the error exponent in sense.
3.4 Relation to the Guessing Problem
It is interesting to look at moments of the random variable N(X0,Y ) (or any of the other Bernoulli
random variables that we have define earlier). Consider the following lower bound. Let ǫ > 0 be
arbitrarily small. Then,
E{N(X0,Y )ρ} =
M∑
L=1
Lρ · Pr{N(X0,Y ) = L} (52)
≥
R/ǫ−1∑
i=0
einǫρ · Pr{eniǫ ≤ N(X0,Y ) < en(i+1)ǫ} (53)
·≥
R/ǫ−1∑
i=0
einǫρ · e−nEsp(R−iǫ) (54)
·
= exp
{
nmax
i
[iǫρ− Esp(R − iǫ)]
}
. (55)
Since ǫ > 0 is arbitrarily small, one can take the limit ǫ→ 0, and obtain
lim inf
n→∞
lnE{N(X0,Y )ρ}
n
≥ sup
0<λ<R
[ρλ− Esp(R− λ)]. (56)
Let ̺(R) denote the achiever of Esp(R) in eq. (5). Then obviously, E˙sp(R) = −̺(R), where E˙sp(R)
denotes the derivative of Esp(R). Thus, the supremum is achieved by λ
∗ = R − ̺−1(ρ), provided
that ̺−1(ρ) ≤ R, namely, ρ ≥ ̺(R). In this case, the exponential lower bound becomes
ρ[R − ̺−1(ρ)]− Esp(̺−1(ρ)) = ρR− ρ̺−1(ρ)− E0(ρ) + ρ̺−1(ρ) (57)
= ρR− E0(ρ). (58)
When ρ ≥ ̺(R), the supremum is achieved at λ = 0 and the result is −Esp(R). In summary, then
lim inf
n→∞
lnE{N(X ,Y )ρ}
n
≥
{
−Esp(R) ρ ≤ ̺(R)
ρR− E0(ρ) ρ > ̺(R) (59)
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This result is intimately related to those on guessing exponents [1], [2]. In the guessing problem,
the decoder of a coded communication system submits, upon receiving the channel output y, a
sequence of guesses, xm1 ,xm2 , . . . concerning the transmitted message until it hits the correct
message. Let G(x0|y) denote the number of guesses when the transmitted codeword is x0 and
the received vector is y. The aim is to minimize E{[G(X0|Y )]ρ} for a given ρ > 0, and the best
guessing strategy is, of course, according to decreasing likelihood scores, hence the close relation
to list decoding. In fact, by definition, the relation between N(x0,y) and G(x0|y) is extremely
simple: G(x0|y) = N(x0,y) + 1. While this seems like a very minor difference, it should be noted
E{G(X0|Y )ρ} can only have a non–negative exponent since G(x0|y) ≥ 1, whereas E{N(X0,Y )ρ}
may also have a negative exponent since there is a high probability that N(X0,Y ) = 0 (the event
of correct decoding in the ordinary sense). Since G(X0|Y ) ≥ max{N(X0,Y ), 1}, the exponent of
E{G(X0|Y )ρ} is lower bounded by an exponential function whose exponent is given by the positive
part of the exponent of E{N(X0,Y )ρ}, and so, some information is lost when one considers the
guessing exponent rather than the exponent of E{N(X0,Y )ρ}. In other words, the latter is a
more informative measure. Indeed, the second line of eq. (59) agrees with the results on guessing
exponents in [2].5 Our results thus far seem to indicate that the following performance is achievable
(provided that the input distribution that attains Esp(R) is independent of R):
lim inf
n→∞
lnE{N(X0,Y )ρ}
n
≤
{
−Er(R) ρ ≤ ̺′(R)
ρR− E0(ρ) ρ > ̺′(R) (60)
where ̺′(R) is the solution to the equation Er(R) = E0(ρ) − ρR. Thus, at least for large values
of ρ, where the dominant value of λ is large enough, the bound is tight (just like in the guessing
problem).
4 Upper Bounds for an Expurgated Ensemble
While in the exponential list–size regime, we have an exact characterization of the list–decoding
reliability function, as Esp(R−λ), in the fixed list–size regime, there is some gap between the upper
bound and the lower bound, Esp(R), at low rates, just like in ordinary decoding. Although this
problematic range of low rates shrinks as L increases, it is nevertheless still existent for every finite
5The results in [2] are for lossy joint source–channel coding, however, it is easy to particularize them to pure channel
coding by considering the binary symmetric source and allowing zero distortion.
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L. Like in ordinary decoding, one the way to reduce this gap is by improving the upper bound at
low rates using expurgation. In this section, we discuss expurgated bounds for list decoding.
For a given code C, consider first the following union bound on Pe|m(C), the probability of list
error, given that message no. m was transmitted.
Pe|m(C) =
∑
m1,...,mL 6=m
∑
y∈Yn
P (y|xm)
L∏
i=1
I{P (y|xmi) ≥ P (y|xm)}
≤
∑
m1,...,mL 6=m
∑
y∈Yn
P (y|xm)
L∏
i=1
[
P (y|xmi)
P (y|xm)
]1/(L+1)
=
∑
m1,...,mL 6=m
∑
y∈Yn
[
P (y|xm)
L∏
i=1
P (y|xmi)
]1/(L+1)
, (61)
where summation over {m1, . . . ,mL} is over all L–tuples of distinct integers in {0, 1, . . . ,M − 1} \
{m}.
The first approach to the derivation of expurgated bounds is a straightforward generalization of
Gallager’s approach [10, Section 5.7] (see also [26, Section 3.3]). Using the same argumentation as
in the derivation of the classical expurgated bound in these references, it is apparent that there
exists a code for which the maximal probability of error satisfies, for every s ≥ 0:
max
m
Pe|m(C) ≤

E

 ∑
m1,...,mL 6=m
∑
y∈Yn
[
P (y|Xm)
L∏
i=1
P (y|Xmi)
]1/(L+1)
s

1/s
, (62)
where now the summation over {m1, . . . ,mL} is across all L–tuples of distinct integers in {0, 1, . . . , 2M−
1} \ {m}. Now, assuming s ∈ [0, 1], the Jensen inequality can be used to obtain
max
m
Pe|m(C) ≤

E

 ∑
m1,...,mL 6=m
∑
y∈Yn
[
P (y|Xm)
L∏
i=1
P (y|Xmi)
]1/(L+1)
s

1/s
(63)
≤

E ∑
m1,...,mL 6=m

 ∑
y∈Yn
[
P (y|Xm)
L∏
i=1
P (y|Xmi)
]1/(L+1)
s

1/s
(64)
≤

(2M)L ∑
x0,x1,...,xL∈Xn
L∏
i=0
Q(xi)

 ∑
y∈Yn
L∏
0=1
P (y|xi)1/(L+1)


s

1/s
, (65)
which can be further developed using the method of types, for the ensemble of fixed composition
codes, or using Gallager’s technique, for the ensemble where the distribution of each codeword is the
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n–fold product measure Q. In the latter case, the resulting single–letter formula of the expurgated
exponent is
EGex(R,L) = sup
ρ≥1
sup
Q

−ρ ln

 ∑
x0,x1,...,xL∈X
L∏
i=0
Q(xi)

∑
y∈Y
L∏
i=0
[P (y|xi)1/(L+1)


1/ρ

− ρLR

 , (66)
where ρ = 1/s and where the superscript “G” stands for “Gallager”. At zero rate,
EGex(0, L) = −
∑
x0,x1,...,xL
L∏
i=0
Q(xi) ln
(∑
y
L∏
i=0
P (y|xi)1/(L+1)
)
(67)
has been shown by Blinovsky [4] to be tight in the sense that there is also a compatible lower bound
with the same exponential rate.
Another approach is in the spirit of the methodology of Csiszár, Körner and Marton [6, page
185, Problem 17], [7], which for L = 1 (ordinary decoding) gives an exponent at least as large as
that of Gallager, with equality for the optimal choice of Q [6, p. 193, Problem 23(ii)], [19]. To the
best of our knowledge, the extension of the Csiszár–Körner–Marton (CKM) expurgated exponent
to list decoding is new.
Define the following function, which is an extension of the Bhattacharyya distance from two to
L+ 1 variables:
d(x0, x1, . . . , xL) = − ln

∑
y∈Y
L∏
i=0
P (y|xi)1/(L+1)

 . (68)
For a random vector (X0,X1, . . . ,XL) with a given joint distribution PX0X1...XL , let us define also
the multi–information as
I(X0;X1; . . . ;XL) =
L∑
i=0
H(Xi)−H(X0,X1, . . . ,XL) = D(PX0X1...XL‖PX0 ×PX1 × . . . PXL), (69)
which is a natural extension of the mutual information as a measure of joint dependence among
several random variables [23]. Our main result in this section is the following.theorem, the proof
of which appears in the Appendix.
Theorem 2 There exists a sequence of rate–R codes for which
lim
n→∞
[
− lnmaxm Pe|m(C)
n
]
≥ ECKM
ex
(R,L), (70)
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where
ECKM
ex
(R,L)
∆
= sup
Q
inf
{PX0X1...XL∈A(R,Q)}
[Ed(X0,X1, . . . ,XL) + I(X0;X1; . . . ;XL)]− LR, (71)
and
A(R,Q) ∆= {PX0X1...XL : I(X0;X1; . . . ;XL) ≤ LR, PX0 = PX1 = . . . = PXL = Q}. (72)
It is easy to see that, similarly as in the case L = 1, here too, ECKMex (R,L) is a monotonically
decreasing, convex function for some range of small rates, and then at a certain critical rate, it
becomes an affine function (with slope −L) in the range of large R. In particular, the convex
function in the low–rate range is the “distortion–rate function”
D(R) = min
PX0X1...XL∈A(R,Q)
E{d(X0,X1, . . . ,XL)}, (73)
and the critical rate is Rcrit = I
∗(X0;X1; . . . ;XL)/L, where I
∗(X0;X1; . . . ;XL) is the multi–
information pertaining to the minimizer P ∗X0X1...XL of Ed(X0,X1, . . . ,XL) + I(X0;X1; . . . ;XL)
over A(∞, Q). The affine part is given by the straight line that is tangential to the curve D(R) at
R = Rcrit. The special case L = 1 obviously recovers the CKM expurgated exponent for ordinary
decoding.
A few comments concerning the continuous alphabet case are in order. The proof technique (see
Appendix) can be extended, in principle, to the continuous alphabet case (with input constraints),
provided that we can assess exponential growth rates of volumes6 of groups of (L+1) n–vectors with
every given value of d(x0,x1, . . . ,xL) =
∑n
i=1 d(x0,i, x1,i, . . . , xL,i) (within an arbitrarily tolerance
ǫ). For concreteness, consider the memoryless Gaussian channel, Yi = Xi+Zi, where Zi ∼ N (0, σ2)
are i.i.d., independent of X = (X1, . . . ,Xn), and the random codewords {Xm} are independently
selected under the uniform distribution over the surface of the n–dimensional hypersphere of radius
√
nS (S > 0 being the power). Then,
d(x0, x1, . . . , xL) = − ln
[∫ +∞
−∞
dy · (2πσ2)−1/2 exp
{
− 1
2σ2(L+ 1)
L∑
i=0
(y − xi)2
}]
(74)
=
L
2σ2(L+ 1)2

 L∑
i=0
x2i −
2
L
∑
i<j
xixj

 (75)
6See, e.g., [1, Proof of Theorem 5], [14], where an extension of the method of types to continuous alphabet situations
was used extensively.
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and for vectors of length n, we have
d(x0,x1, . . . ,xL) =
L
2σ2(L+ 1)2
n∑
t=1

 L∑
i=0
x2i,t −
2
L
∑
i<j
xi,txj,t

 (76)
=
L
2σ2(L+ 1)2

n(L+ 1)S − 2
L
∑
i<j
n∑
t=1
xi,txj,t

 (77)
=
nLS
2σ2(L+ 1)2

L+ 1− 2
L
∑
i<j
ρij

 , (78)
where ρij =
∑n
t=1 xt,ixt,j/(nS). Thus, d(x0,x1, . . . ,xL) is completely determined by the empirical
correlations {ρij}. Therefore, in order to modify the proof of Theorem 2 to the continuous case
considered here, we have to assess the probability that L+1 independently selected vectors across
the hyper-surface of the sphere would happen to have prescribed values of empirical correlation
coefficients (within a small tolerance ±ǫ), because the desired probability is equal to the ratio
between the volume pertaining these correlation coefficients and the total available volume. Using
the techniques of [1, Proof of Theorem 5] and [14], it is not difficult to show that the former
volume is of the exponential order of exp{nhG(X0,X1, . . . ,XL)}, where hG(X0,X1, . . . ,XL) is the
differential entropy of a Gaussian vector (X0,X1, . . . ,XL) with covariance matrix {ρijS} (ρii ∆=
1, i = 0, 1, . . . , L), and the latter volume is of the exponential order of exp{n(L+1)2 ln[2πeS]}.
Thus, the probability under discussion is of the exponential order of exp{−nIG(X0;X1; . . . ;XL)},
where IG(X0;X1; . . . ;XL) is the multi–information associated with the above defined Gaussian
vector (X0,X1, . . . ,XL), in analogy to the finite–alphabet case. In particular, let Λ denote the
(L+ 1)× (L+ 1) matrix of correlation coefficients {ρij}. Then,
IG(X0;X1; . . . ;XL) = −1
2
ln |Λ|, (79)
and so,
ECKMex (R,L) = inf
Λ∈A(R)

 LS
2σ2(L+ 1)2

L+ 1− 2
L
∑
i<j
ρij

− 1
2
ln |Λ| − LR

 . (80)
where A(R) is the set of all positive definite matrices with −12 ln |Λ| ≤ LR. For L = 1, we get
ECKMex (R, 1) = inf
|ρ|<1: − 1
2
ln(1−ρ2)≤R
[
S
4σ2
· (1− ρ)− 1
2
ln(1− ρ2)−R
]
(81)
which in the curvy part is attained with ρ =
√
1− e−2R to yield
ECKMex (R, 1) =
S(1−√1− e−2R)
4σ2
(82)
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and the affine part is the tangential straight line with slope −1. For a general L, we argue that
ECKMex (R,L) is always attained by a totally symmetric correlation matrix, i.e., ρij = ρ for all i 6= j,
for some ρ which keeps this matrix positive definite. This facilitates considerably the minimization
problem associated with ECKMex (R,L), since it reduces to a minimization over the single variable ρ.
This total symmetry follows from the concavity of the function ln |Λ| [5, p. 679, Theorem 17.9.1].
In particular, if Λ0 attains E
CKM
ex (R,L), then so does ΠΛ0Π
T for every permutation matrix Π since
neither the objective function nor the constraint is sensitive to permutations. Now, let
Λ∗ =
1
(L+ 1)!
∑
Π
ΠΛ0Π
T , (83)
which is obviously has a totally symmetric structure where all diagonal elements are 1 and all
off–diagonal elements are the same. By the concavity property,
ln |Λ∗| ≥ 1
(L+ 1)!
∑
Π
ln |ΠΛ0ΠT | = 1
(L+ 1)!
∑
Π
ln |Λ0| = ln |Λ0|. (84)
It follows then that if Λ0 is replaced by Λ
∗, the value of the objective function is reduced without
violating the constraint, and so, Λ∗ cannot be worse than Λ0. Now, for an (L + 1) × (L + 1)
matrix Λ whose entries are ρij = ρ + (1 − ρ)δi−j (δk being the Kronecker delta function), the
eigenvalues are easily found to be λ1 = 1 + ρL (with an eigenvector being the all–one vector) and
λ2 = . . . = λL+1 = 1 − ρ (with L independent eigenvectors, all orthogonal to the all–one vector).
Therefore,
ln |Λ| = ln(1 + ρL) + L ln(1− ρ). (85)
and so, the expurgated exponent function becomes
ECKMex (R,L) = inf
{−1/L<ρ<1: − 1
2
ln(1+ρL)−L
2
ln(1−ρ)≤LR}
[
SL(1− ρ)
2σ2(L+ 1)
−
1
2
ln(1 + ρL)− L
2
ln(1− ρ)− LR
]
. (86)
The behavior of this function can be characterized as follows. Let ρ0 be the unconstrained minimizer
of the function
SL(1− ρ)
2σ2(L+ 1)
− 1
2
ln(1 + ρL)− L
2
ln(1− ρ)
over [0, 1] and let ̺(R) be the solution to the equation
−1
2
ln(1 + ρL)− L
2
ln(1− ρ) = LR.
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Then,
ECKMex (R,L) =


SL[1−̺(R)]
2σ2(L+1) R < ̺
−1(ρ0)
SL(1−ρ0)
2σ2(L+1) − 12 ln(1 + ρ0L)− L2 ln(1− ρ0)− LR R ≥ ̺−1(ρ0)
(87)
The critical rate, R0
∆
= ̺−1(ρ0), is the point at which the derivative of the function SL[1 −
̺(R)]/[2σ2(L+1)] w.r.t. R is equal to −L, so that the affine function in the second line of the last
equation represents a straight line that is tangential to the curve of the first line at R = R0. Such a
point always exists because it can easily be shown that the derivative of the curvy function begins
from −∞ at R = 0 and then increases. This is related to the fact that the multi–information, as a
function of ρ, has a zero derivative at ρ = 0.
For L = 1, we have already seen that ̺(R) =
√
1− e−2R. For L = 2, the derivation of ̺(R) is
associated with the relevant solution of a cubic equation in ρ, which is given by
̺(R) =
√
1− e−4R
2 cos
[
1
3 cos
−1(−√1− e−4R)
] , (88)
with cos−1(t) being defined as the unique solution x to the equation cos x = t in the range [0, π].
5 Future Work
In Subsection 2.3, we have proved the well–known fact the optimal list decoder provides the L
messages with highest likelihoods. This proof suggests an extension to a recent work [17] (see also
[18]) concerning a decoder/detector that first has to decide whether the received channel output
y really contains a transmitted message or it is simply pure noise (that is received when the
transmitter is silent), and in the former case to decode the message in the ordinary way (L = 1).
Three figures of merit should therefore be traded off here: the false–alarm probability (deciding
that a message has been sent while y is actually pure noise), the mis–detection probability (deciding
that y is pure noise while it actually contains a codeword) and the probability of decoding error
(detecting rightfully that y contains a codeword by decoding it erroneously). It was shown in [17]
that the optimum decision rule in the sense of minimizing the probability of decoding error subject
to given constraints on the false alarm and the mis–detection probabilities, is as follows: Accept y
as containing a message if and only if
enα
M∑
m=1
P (y|xm) + max
m
P (y|xm) ≥ enβP (y|no transmission), (89)
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where α and β are constants that are chosen to meet the false–alarm and the mis-detection con-
straints and P (y|no transmission) is the probability of y when no transmission takes place (e.g.,
the channel input is the zero signal), in other words, the probability distribution of pure noise. The
reason for the term maxm P (y|xm) in this test turns out7 to be associated with the fact that the
probability of correct decoding is proportional to
∑
y maxm P (y|xm). Now, when list decoding is
considered, then in view of the last line of (1), this decision rule is generalized to the form:
enα
M∑
m=1
P (y|xm) +
L∑
i=1
P (y|xm∗
i
(y)) ≥ enβP (y|no transmission). (90)
The analysis of the error exponents associated with this detector/decoder can be carried out using
the same methods as in [17] for the fixed list–size regime, but it is considerably more challenging
in the exponential list–size regime.
Appendix
Proof of Theorem 2. For a given code C and a given message m, let Nm(Pˆ , C) be the number
of L–tuples of distinct integers, {m1, . . . ,mL}, all different from m, for which (xm,xm1 , . . . ,xmL)
have a given joint empirical distribution Pˆ of an (L + 1)–tuple of random variables all taking on
values in X , whose single–letter marginals (which are the individual empirical distributions of the
various codewords) all coincide with Q. Now, for the given code,
Pe|m(C) ≤
∑
m1,...,mL 6=m
∑
y
[
P (y|Xm)
L∏
i=1
P (y|xmi)
]1/(L+1)
=
∑
Pˆ
Nm(Pˆ , C) exp{−nEˆd(X0,X1, . . . ,XL)}. (A.1)
Our key argument here is that for every ǫ > 0 and sufficiently large n, there exists a code C of rate
(essentially) R, that satisfies, for every message m and every Pˆ ,
Nm(Pˆ , C) ≤ N∗(Pˆ )
∆
=
{
exp{n[LR − Iˆ(X0;X1; . . . ;XL) + ǫ]} LR ≥ Iˆ(X0;X1; . . . ;XL)− ǫ
0 LR < Iˆ(X0;X1; . . . ;XL)− ǫ (A.2)
7See [17] for details.
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where Iˆ(X0;X1; . . . ;XL) is the empirical multi–information pertaining to Pˆ . To see why this is
true, consider a random selection of the code C. Then, obviously,
N(Pˆ )
∆
=
1
M
M−1∑
m=0
E{Nm(Pˆ , C)} (A.3)
= E{N0(Pˆ , C)} (A.4)
≤ ML · Pr{(X0,X1, . . . ,XL) ∈ T (Pˆ )} (A.5)
= ML · |T (Pˆ )||T (Q)|L+1 (A.6)
·
= ML · exp{nHˆ(X0,X1, . . . ,XL)}
en(L+1)HQ
(A.7)
= exp{n[LR− Iˆ(X0;X1; . . . ;XL)]}. (A.8)
It follows then that in the ensemble of the randomly selected codes
Pr
⋃
Pˆ
{
C : 1
M
M−1∑
m=0
Nm(Pˆ , C) > exp{n[LR− Iˆ(X0;X1; . . . ;XL) + ǫ/2]}
}
≤
∑
Pˆ
Pr
{
C : 1
M
M−1∑
m=0
Nm(Pˆ , , C) > exp{n[LR − Iˆ(X0;X1; . . . ;XL) + ǫ/2]}
}
≤
∑
Pˆ
N(Pˆ )
exp{n[LR − Iˆ(X0;X1; . . . ;XL) + ǫ/2]}
·≤
∑
Pˆ
e−nǫ/2
≤ (n + 1)|X |L+1 · e−nǫ/2 → 0, (A.9)
which means that there exists a code (and in fact, for almost every code),
1
M
M−1∑
m=0
Nm(Pˆ , C) ≤ exp{n[LR− Iˆ(X0;X1; . . . ;XL) + ǫ/2]} ∀Pˆ . (A.10)
For a given such code and every given Pˆ , there must then exist at least (1− e−nǫ/2) ·M values of
m such that
Nm(Pˆ , C) ≤ exp{n[LR− Iˆ(X0;X1; . . . ;XL) + ǫ]}. (A.11)
Upon eliminating the exceptional codewords from the code, for all Pˆ , one ends up with at least
[1− (n+ 1)|X |L+1e−nǫ/2] ·M for which
Nm(Pˆ , C) ≤ exp{n[LR − Iˆ(X0;X1; . . . ;XL) + ǫ]} ∀Pˆ . (A.12)
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Let C′ denote the sub–code formed by these [1 − (n + 1)|X |L+1e−nǫ/2] ·M remaining codewords.
Since Nm(Pˆ , C′) ≤ Nm(Pˆ , C), then the sub–code C′ certainly satisfies
Nm(Pˆ , C′) ≤ exp{n[LR − Iˆ(X0;X1; . . . ;XL) + ǫ]} ∀Pˆ . (A.13)
Finally, observe that sinceNm(Pˆ , C′) is a non–negative integer, then for Pˆ with LR−Iˆ(X0;X1; . . . ;XL)+
ǫ < 0, the last inequality means Nm(Pˆ , C′) = 0, in which case the r.h.s. of the last equation becomes
N∗(Pˆ ). Thus, we have shown that there exists a code C′ of size M ′ = [1− (n+1)|X |L+1e−nǫ/2] · enR
for which all codewords satisfy Nm(Pˆ , C′) ≤ N∗(Pˆ ) for all Pˆ .
As a consequence of the above observation, we have seen the existence of a code C′ for which
max
m
Pe|m(C′)
≤
∑
Pˆ
N∗(Pˆ ) exp{−nEˆd(X0,X1, . . . ,XL)} (A.14)
=
∑
Pˆ :N∗(Pˆ )>0
exp{n[LR − Iˆ(X0;X1; . . . ;XL)− Eˆd(X0,X1, . . . ,XL) + ǫ]} (A.15)
and due to the arbitrariness of ǫ > 0, this means (upon maximization over Q) that there exists a
sequence of rate–R codes for which
lim
n→∞
[
− lnmaxm Pe|m(C)
n
]
≥ ECKMex (R,L), (A.16)
where ECKMex (R,L) is defined as in Theorem 2. This completes the proof of Theorem 2.
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