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ℓp(Zd)-ESTIMATES FOR DISCRETE OPERATORS OF RADON TYPE:
MAXIMAL FUNCTIONS AND VECTOR-VALUED ESTIMATES
MARIUSZ MIREK, ELIAS M. STEIN, AND BARTOSZ TROJAN
Abstract. We prove ℓp
(
Zd
)
bounds, for p ∈ (1,∞), of discrete maximal functions corresponding to
averaging operators and truncated singular integrals of Radon type, and their applications to pointwise
ergodic theory. Our new approach is based on a unified analysis of both types of operators, and also
yields an extension to the vector-valued form of these results.
1. Introduction
The aim of this paper1 is to study discrete analogues of operators of Radon type. A wide class of
interesting questions at the interface of harmonic analysis, number theory and ergodic theory arise when
discrete averaging operators or singular integrals modeled on polynomial mappings are studied. The
approach undertaken in this paper has the merit of unifying results of two major streams of the theory,
the Bourgain maximal theorems, and the theorem of Ionescu–Wainger for singular Radon transforms. In
particular, we obtain analogous results for the maximal truncated singular Radon transforms, and for
both not only in the scalar-valued case but also in a vector-valued version.
To begin, assume that K ∈ C1(Rk \ {0}) is a Caldero´n–Zygmund kernel satisfying the differential
inequality
|y|k|K(y)|+ |y|k+1|∇K(y)| ≤ 1(1.1)
for all y ∈ Rk with |y| ≥ 1 and the cancellation condition
sup
λ≥1
∣∣∣ ∫
1≤|y|≤λ
K(y) dy
∣∣∣ ≤ 1.(1.2)
Let
P = (P1, . . . ,Pd0) : Zk → Zd0
be a polynomial mapping, where for each j ∈ {1, . . . , d0} the function Pj : Zk → Z is a polynomial of k
variables with integer coefficients such that Pj(0) = 0. Among other things, we are interested in discrete
truncated singular Radon transforms
TPN f(x) =
∑
y∈ZkN\{0}
f
(
x− P(y))K(y)(1.3)
defined for a finitely supported function f : Zd0 → C, where ZkN = {−N, . . . ,−1, 0, 1, . . . , N}k.
Our starting point was the proof of the following theorem.
Theorem A. For every p ∈ (1,∞) there is Cp > 0 such that for all f ∈ ℓp
(
Zd0
)
we have∥∥ sup
N∈N
∣∣TPN f ∣∣∥∥ℓp ≤ Cp‖f‖ℓp .
Moreover, the constant Cp is independent of the coefficients of the polynomial mapping P.
Once this theorem was proven, it became clear that the approach used gives a different proof of the
Bourgain theorem, and ultimately the vector-valued versions given in Theorems C and D below.
Theorem A generalizes recent result of Ionescu and Wainger [10], where ℓp
(
Zd0
)
boundedness was
shown, for any p ∈ (1,∞), for the discrete singular Radon transform
TPf(x) =
∑
y∈Zk\{0}
f
(
x− P(y))K(y).
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Theorem A also has applications in pointwise ergodic theory, which to a large extent motivates the
present work. Namely, let (X,B, µ) be a σ-finite measure space with a family of invertible commuting
and measure preserving transformations S1, S2, . . . , Sd0 . An ergodic counterpart of T
P
N can be defined as
follows
T PN f(x) =
∑
y∈ZkN\{0}
f
(
S
P1(y)
1 ◦ SP2(y)2 ◦ . . . ◦ SPd0(y)d0 x
)
K(y).(1.4)
We emphasize that the pointwise convergence of TPN f defined in (1.3) can be easily obtained for any
function f ∈ ℓp(Zd0) with p ∈ (1,∞) as a simple application of Ho¨lder’s inequality and condition (1.1).
However, the things are more complicated for the operators (1.4) defined on an abstract measure space
X . We establish the following theorem.
Theorem B. Assume that p ∈ (1,∞) and K ∈ C1(Rk \ {0}) is a Caldero´n–Zygmund kernel satisfying
(1.1) and ∫
Qt\Qt′
K(y) dy = 0, for all 0 < t′ ≤ t,(1.5)
where Qt = [−t, t]k. Then for every f ∈ Lp(X,µ) there exists f∗ ∈ Lp(X,µ) such that
lim
N→∞
T PN f(x) = f∗(x)(1.6)
µ-almost everywhere on X.
Theorem B can be thought of as an extension of Cotlar’s ergodic theorem [5] proving pointwise con-
vergence for the ergodic Hilbert transforms, which correspond to the operators (1.4) for k = d0 = 1 with
P(x) = x. Now the limit (1.6) allows us to define an ergodic singular Radon transform by setting
T Pf(x) = lim
N→∞
T PN f(x).
In view of the Caldero´n transference principle, the proof of Theorem B follows from Theorem A and an
oscillation inequality on L2(X,µ) for T PN . Using condition (1.5) and arguments taken from the proof of
Theorem A, the oscillation inequality can be easily obtained by the methods from [3]. Alternatively, we
can mimic the proof in [15] of r-variational estimates on L2 leading to (1.6) for p = 2, which combined
with the maximal inequality yields (1.6) for all p ∈ (1,∞). The r-variation estimates for the discrete
operators of Radon type with sharp ranges of parameters are the subject of [14].
The Bourgain-type theorems deal with the Radon averaging operators
MPN f(x) = N
−k
∑
y∈NkN
f
(
x− P(y))(1.7)
defined for any finitely supported function f : Zd0 → C, where NkN = {1, 2, . . . , N}k. Being motivated
by some questions in the pointwise ergodic theory, Bourgain introduced and further studied the maximal
Radon transform associated to MPN f in [1, 2] and [3]. Specifically, in [3] he proved that supN∈N |MPN f |
is bounded on ℓp(Z) for any 1 < p ≤ ∞, which corresponds to k = d0 = 1. For higher dimensional cases
with general k ≥ 1 and d0 ≥ 1 we refer to [15]. Quasi-invariant analogues of (1.7), with polynomials of
degree at most two, were also considered in [9].
In this article we extend Bourgain’s theorem to the vector-valued case. Let
ℓp
(
ℓ2
(
Zd0
))
=
{
(ft : t ∈ N) :
∥∥∥(∑
t∈N
|ft|2
)1/2∥∥∥
ℓp
<∞
}
.
The main results of this paper can then be stated as Theorem C and Theorem D below.
Theorem C. For every p ∈ (1,∞) there is Cp > 0 such that for all
(
ft : t ∈ N
) ∈ ℓp(ℓ2(Zd0)) we have∥∥∥(∑
t∈N
sup
N∈N
∣∣MPN ft∣∣2)1/2∥∥∥
ℓp
≤ Cp
∥∥∥(∑
t∈N
|ft|2
)1/2∥∥∥
ℓp
.
Moreover, the constant Cp is independent of the coefficients of the polynomial mapping P.
In fact Theorem A will be a corollary of the following vector-valued estimates.
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Theorem D. For every p ∈ (1,∞) there is Cp > 0 such that for all
(
ft : t ∈ N
) ∈ ℓp(ℓ2(Zd0)) we have∥∥∥(∑
t∈N
sup
N∈N
∣∣TPN ft∣∣2)1/2∥∥∥
ℓp
≤ Cp
∥∥∥(∑
t∈N
|ft|2
)1/2∥∥∥
ℓp
.
Moreover, the constant Cp is independent of the coefficients of the polynomial mapping P.
The proof of Theorem C and Theorem D will be based on an analysis of the Fourier multipliers
corresponding to the operators MP2n and T
P
2n , respectively. In order to describe the key points of our
approach let us focus the attention onm2n , which is the multiplier associated withM
P
2n , i.e. F−1
(
m2n fˆ
)
=
MP2nf . For simplicity, let us also assume that we are in the scalar case. As in the previous papers in the
subject we employ the circle method of Hardy and Littlewood. We use these techniques implicitly in the
analysis of the relevant partition of unity Ξn, see (4.7), which allow us to distinguish between asymptotic
or highly oscillatory behavior of m2n . The projections Ξn play an essential role in our further study of
m2n . More precisely, we write
m2n(ξ) = (1− Ξn(ξ))m2n(ξ) + Ξn(ξ)m2n(ξ),
where (1 − Ξn(ξ))m2n(ξ) is a highly oscillatory term and Ξn(ξ)m2n(ξ) localizes asymptotic behavior of
m2n(ξ). The highly oscillatory part is controlled by Weyl’s sums, see Section 3. In the asymptotic part
one approximates the multiplier by sums over irreducible fractions with small denominators corresponding
to the integral analogue of m2n(ξ) multiplied by Gauss sums. This part requires a more sophisticated
analysis, and in particular three tools that we now highlight:
(i) A variant of a key idea of Ionescu–Wainger [10]: a suitable ℓp estimate for projection operators
which are made up of sums corresponding to fractions a/q whose denominators q have appropriate
limitation in terms of their prime power factorization (see (4.7) and inequality (4.9) below as well
as Theorem 2.1).
(ii) A maximal estimate in terms of dyadic sub-blocks (see (2.7)). It is a consequence of a numerical
maximal estimate (see Lemma 2.3), which in turn is an outgrowth of the idea implicit in the proof
of the classical Rademacher–Menshov theorem (see [21] and also [11] and [15]).
(iii) A refinement of the estimates for multi-dimensional Weyl’s sums in [19], where the previous limi-
tations N ǫ ≤ q ≤ Nk−ǫ are replaced by the weaker restrictions (logN)β ≤ q ≤ Nk(logN)−β for
suitable β.
With these ideas we will show that our unified approach allows us to deal simultaneously with maximal
operators both in the positive and non-positive cases. It also gives an extension to the vector-valued form
of these results.
We describe now more precisely the outline of this paper and the ingredients of the proofs of Theorem
C and Theorem D. In Section 2 we introduce a lifting procedure (see Lemma 2.2) which allows us to
replace any polynomial mapping P by the canonical polynomial mapping Q which has all coefficients
equal to 1. As a result our bounds will be independent of coefficients of the underlying polynomial
mapping.
Secondly, we formulate Lemma 2.3, which is critical in bounding the supremum norm by square func-
tions. In [15] it was seen that Lemma 2.3 can be used as a counterpart or replacement of Bourgain’s
logarithmic lemma [3, Lemma 4.1], which was an essential tool in analysis of maximal functions cor-
responding to Radon averages. Although a different logarithmic lemma found many applications in
harmonic analysis, especially in discrete harmonic analysis, it turned out to be limited to averaging op-
erators. Fortunately Lemma 2.3 is more flexible and permits us to circumvent the difficulties involved
with non-positive operators. Thus this lemma is an invaluable ingredient in the unification of operators
of Radon-type, represented by Theorem C and Theorem D respectively.
We also gather some basic tools which allow us to efficiently compare discrete ‖ · ‖ℓp norms with
continuous ‖ · ‖Lp norms. Finally, we formulate Theorem 2.1 which is a key ingredient in the all steps
of our proofs. This theorem was proven by Ionescu and Wainger in [10]. Theorem 2.1 is a deep result
and develops the most refined tools to date in the area of discrete harmonic analysis. The main new idea
of Ionescu and Wainger is to use the technique of strong orthogonality combined — in the asymptotic
part of the sum — with a sophisticated decomposition of the denominators in terms of their prime power
factorization.
In Section 3 we present the variant of multidimensional Weyl’s sum estimates with logarithmic decay,
see Theorem 3.1. It was known (see [19]) for Weyl sums SN (defined in (3.4)) that |SN | ≤ CNk−δ for
some δ > 0 provided that for at least one coefficient ξγ0 of a phase polynomial P there are integers a and
4 MARIUSZ MIREK, ELIAS M. STEIN, AND BARTOSZ TROJAN
q such that (a, q) = 1, |ξγ0 − a/q| ≤ q−2 and Nε ≤ q ≤ N |γ0|−ε for some ε > 0. In the sequel proceeding
as in [19] we will be able to prove that |SN | ≤ CNk(logN)−α with arbitrary large α > 0 provided that
(logN)β ≤ q ≤ N |γ0|(logN)−β for some large β > 0. This logarithmic decay has great importance
for our further analysis of multipliers in highly oscillatory regime. A one dimensional variant of Weyl’s
inequality with logarithmic decay was known for some time, see for instance [22] or more recently [23]
and the references therein.
Sections 4 and Section 5 complete the proofs of Theorems C and D respectively. To understand more
quickly the structure of the proofs, the reader may begin by looking at Sections 4 and 5 first. These
sections can be read independently, assuming the results in the previous sections.
In the Appendix A, which is self-contained, we collect vector-valued estimates for the maximal functions
of Radon type in the continuous settings. The proofs of Theorem A.1 and Theorem A.2 can be found
in [16]. However, we provide proofs of these results and for the convenience of the reader we present the
details.
1.1. Notation. Throughout the whole article, we write A . B (A & B) if there is an absolute constant
C > 0 such that A ≤ CB (A ≥ CB). Moreover, C > 0 stand for a large positive constant whose value
may vary from occurrence to occurrence. If A . B and A & B hold simultaneously then we write A ≃ B.
We also write A .δ B (A &δ B) to indicate that the constant C > 0 depends on some δ > 0. Let
N0 = N ∪ {0}. For N ∈ N we set
NN = {1, 2, . . . , N}, and ZN = {−N, . . . ,−1, 0, 1, . . . , N}.
For a vector x ∈ Rd we use the following norms
|x|∞ = max{|xj | : 1 ≤ j ≤ d}, and |x| =
( d∑
j=1
|xj |2
)1/2
.
If γ ∈ Nk0 is a multi-index then |γ| = γ1 + . . .+ γk. Although, we use | · | for the length of a multi-index
γ ∈ Nk0 and the Euclidean norm of x ∈ Rd, their meaning is always clear from the context. Finally, let
D = {2n : n ∈ N0} denote the set of dyadic numbers.
Acknowledgments. The authors thank the Hausdorff Research Institute for Mathematics in Bonn for
hospitality in 2014 during the program “Harmonic Analysis and Partial Differential Equations”.
2. Preliminaries
We begin this section by establishing a result that extends the Marcinkiewicz–Zygmund inequality to
the Hilbert space setting. Let (X,µ) be a measure space and fix p, r ∈ (0,∞]. We say that a sequence of
complex-valued functions (ft : t ∈ N0) ∈ Lp
(
ℓr(X)
)
if∥∥∥( ∑
t∈N0
|ft|r
)1/r∥∥∥
Lp
<∞
with obvious modifications when p = ∞ or r = ∞. In our case (X,µ) is usually Rd with the Lebesgue
measure or Zd with the counting measure. Let
(
Tm : m ∈ N0
)
be a family of bounded linear operators
Tm : L
p(X)→ Lp(X). Moreover, for each ω ∈ [0, 1] we define
Tω =
∑
m∈N0
εm(ω)Tm,
where
(
εm : m ∈ N0
)
is the sequence of Rademacher functions on [0, 1].
Lemma 2.1. Suppose that for every p ∈ (0,∞) there is a constant Cp > 0 such that for all ω ∈ [0, 1]
and f ∈ Lp(X) we have ∥∥Tωf∥∥
Lp
≤ Cp‖f‖Lp.(2.1)
Then there is a constant C > 0 such that for every sequence
(
ft : t ∈ N0
) ∈ Lp(ℓ2(X)) we have∥∥∥( ∑
t∈N0
∑
m∈N0
|Tmft|2
)1/2∥∥∥
Lp
≤ CCp
∥∥∥( ∑
t∈N0
|ft|2
)1/2∥∥∥
Lp
.(2.2)
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In particular, if Tm ≡ 0 for each m ∈ N then (2.2) implies the Marcinkiewicz–Zygmund result∥∥∥( ∑
t∈N0
|T0ft|2
)1/2∥∥∥
Lp
≤ CCp
∥∥∥( ∑
t∈N0
|ft|2
)1/2∥∥∥
Lp
.(2.3)
Summation over N0 in the inner sum of (2.2) can be replaced by any other countable set and the result
remains valid.
Proof. Let us define
Fω′ =
∑
t∈N0
εt(ω
′)ft.
Then by the several variable variant of Khinchine’s inequality [18, Appendix D.3] we obtain∥∥∥( ∑
t∈N0
∑
m∈N0
|Tmft|2
)1/2∥∥∥p
Lp
.
∫ 1
0
∫ 1
0
∥∥Tω(Fω′)∥∥pLp dω dω′.
By (2.1), for each ω′ ∈ [0, 1], ∥∥Tω(Fω′)∥∥Lp . ‖Fω′‖Lp ,
thus ∥∥∥( ∑
t∈N0
∑
m∈N0
|Tmft|2
)1/2∥∥∥p
Lp
.
∫ 1
0
‖Fω′‖pLp dω′,
and since by another application of Khinchine’s inequality∫ 1
0
‖Fω′‖pLp dω′ .
∥∥∥( ∑
t∈N0
|ft|2
)1/2∥∥∥p
Lp
,
the proof of the lemma is complete. 
2.1. Lifting lemma. Let P = (P1, . . . ,Pd0) : Zk → Zd0 be a polynomial mapping whose components
Pj are polynomials on Zk with integer coefficients such that Pj(0) = 0. We set
degP = max{degPj : 1 ≤ j ≤ d0}.
It is convenient to work with the set
Γ =
{
γ ∈ Zk \ {0} : 0 ≤ |γ| ≤ degP}
with the lexicographic order. Observe that for every j ∈ {1, . . . , d0} there are coefficients (cγj : γ ∈ Γ) ⊂ Z
such that each Pj can be expressed as
Pj(x) =
∑
γ∈Γ
cγj x
γ .
Let us denote by d the cardinality of the set Γ. We identify Rd with the space of all vectors whose
coordinates are labeled by multi-indices γ ∈ Γ. Let A be a diagonal d× d matrix such that
(2.4) (Av)γ = |γ|vγ .
For t > 0 we set
tA = exp(A log t),
i.e., tAx =
(
t|γ|xγ : γ ∈ Γ
)
for every x ∈ Rd. Next, we introduce the canonical polynomial mapping
Q = (Qγ : γ ∈ Γ) : Zk → Zd
where Qγ(x) = xγ and xγ = xγ11 · . . . · xγkk . The coefficients
(
cγj : γ ∈ Γ, j ∈ {1, . . . , d0}
)
define a linear
transformation L : Rd → Rd0 such that LQ = P . Indeed, it suffices to set
(Lv)j =
∑
γ∈Γ
cγj vγ
for each j ∈ {1, . . . , d0} and v ∈ Rd.
For the future reference Lemma 2.2 is stated in a more general form than needed. To do so, let us
denote by N a seminorm defined on sequences of complex numbers, that is a non-negative function such
that for any two sequences
(
aj : j ∈ J
)
and
(
bj : j ∈ J
)
where J ⊆ Z, satisfies
N (aj + bj : j ∈ J) ≤ N (aj : j ∈ J)+N (bj : j ∈ J),
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and for any λ ∈ C,
N (λaj : j ∈ J) = |λ|N (aj : j ∈ J).
We also assume that
N (aj : j ∈ J) ≤ (∑
j∈J
|aj|2
)1/2
,
and
N (aj : j ∈ J1) ≤ N (aj : j ∈ J2).
for any J1 ⊆ J2 ⊆ Z. For the first reading one may think that
N (aj : j ∈ J) = sup
j∈J
|aj |.
The next lemma, inspired by the continuous analogue (see [7] or [17, Chapter 11]), where the latter
reduces the proof of Theorem A to the canonical polynomial mapping.
Lemma 2.2. Let RPN be either M
P
N or T
P
N . Suppose that for some p, r ∈ (0,∞] there is a constant
C = Cp,r > 0 such that
(2.5)
∥∥∥(∑
t∈N
N (RQNft : N ∈ N)r)1/r∥∥∥
ℓp(Zd)
≤ C
∥∥∥(∑
t∈N
|ft|r
)1/r∥∥∥
ℓp(Zd)
.
Then
(2.6)
∥∥∥(∑
t∈N
N (RPNft : N ∈ N)r)1/r∥∥∥
ℓp(Zd0)
≤ C
∥∥∥(∑
t∈N
|ft|r
)1/r∥∥∥
ℓp(Zd0)
.
Proof. Let M > 0 and Λ > 0 be fixed. In the proof we let x ∈ Zd0 , y ∈ Zk and u ∈ Zd. For any x ∈ Zd0
we define a function F xt on Z
d by
F xt (z) =
{
ft(x+ L(z)) if |z|∞ ≤M + ΛkN0 ,
0 otherwise.
If |y|∞ ≤ N ≤ Λ and |u|∞ ≤M then |u−Q(y)|∞ ≤M + ΛkN0 . Therefore, for each x ∈ Zd0
RPNft(x+ Lu) =
∑
y∈ZkN\{0}
ft
(
x+ L
(
u−Q(y)))HN (y) = RQNF xt (u),
where
HN(y) =
{
N−k1[1,N ]k(y) if R
P
N =M
P
N ,
1[−N,N ]k\{0}(y)K(y) if R
P
N = T
P
N .
Hence, ∥∥∥(∑
t∈N
N (RPNft : N ∈ [1,Λ])r)1/r∥∥∥p
ℓp(Zd0)
=
1
(2M + 1)d
∑
x∈Zd0
∑
|u|∞≤M
(∑
t∈N
N (RPNft(x+ Lu) : N ∈ [1,Λ])r)p/r
=
1
(2M + 1)d
∑
x∈Zd0
∑
|u|∞≤M
(∑
t∈N
N (RQNF xt (u) : N ∈ [1,Λ])r)p/r
≤ C
p
(2M + 1)d
∑
x∈Zd0
∑
u∈Zd
(∑
t∈N
|F xt (u)|r
)p/r
,
where in the last inequality we have used (2.5). Since∑
x∈Zd0
∑
u∈Zd
(∑
t∈N
|F xt (u)|r
)p/r
=
∑
x∈Zd0
∑
|u|∞≤M+Λ
kN0
(∑
t∈N
|ft(x+ Lu)|r
)p/r
≤ (2M + 2ΛkN0 + 1)d∥∥∥(∑
t∈N
|ft|r
)1/r∥∥∥p
ℓp(Zd0)
,
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we get ∥∥∥(∑
t∈N
N (RPNft : N ∈ [1,Λ])r)1/r∥∥∥p
ℓp(Zd0)
≤ Cp
(
1 +
ΛkN0
M
)d∥∥∥(∑
t∈N
|ft|r
)1/r∥∥∥p
ℓp(Zd0)
.
Taking M →∞, we conclude that∥∥∥(∑
t∈N
N (RPNft : N ∈ [1,Λ])r)1/r∥∥∥p
ℓp(Zd0)
≤ Cp
∥∥∥(∑
t∈N
|ft|r
)1/r∥∥∥p
ℓp(Zd0)
,
which by the monotone convergence theorem implies (2.6). 
In the rest of the article MN = M
Q
N and TN = T
Q
N denote the operators defined for the canonical
polynomial mapping Q.
2.2. Basic numerical inequality. Here we remind the reader of the following simple observation which
is essential in the sequel, see Section 4 and Section 5.
Lemma 2.3. For any sequence (aj : 0 ≤ j ≤ 2s) of complex numbers we have
(2.7) max
0≤j≤2s
|aj | ≤ |aj0 |+
√
2
s∑
i=0
( 2s−i−1∑
j=0
|a(j+1)2i − aj2i |2
)1/2
for any j0 ∈ {0, 1, . . . , 2s}.
A variational variant of this inequality was proven by Lewko–Lewko [11, Lemma 13] in the context of
variational Rademacher–Menshov theorems. It was also obtained independently by the first two authors
in [15] in the context of variational estimates for discrete Radon transforms, see also [14].
2.3. Sampling principle. Let F denote the Fourier transform on Rd defined for any f ∈ L1(Rd) as
Ff(ξ) =
∫
Rd
f(x)e2πiξ·x dx, for ξ ∈ Rd.
If f ∈ ℓ1(Zd), we set
fˆ(ξ) =
∑
x∈Zd
f(x)e2πiξ·x, for ξ ∈ Td.
To simplify notation we denote by F−1 the inverse Fourier transform on Rd or the inverse Fourier
transform on the torus Td (Fourier coefficients), depending on the context.
Let
(
ΘN : N ∈ N
)
be a sequence of multipliers on Rd with the property that for each p ∈ (1,∞) there
is a constant Bp > 0 such that for any
(
ft : t ∈ Z
) ∈ Lp(ℓ2(Rd)) ∩ L2(ℓ2(Rd)) we have
(2.8)
∥∥∥(∑
t∈Z
N (F−1(ΘNFft) : N ∈ N)2)1/2∥∥∥
Lp
≤ Bp
∥∥∥(∑
t∈Z
|ft|2
)1/2∥∥∥
Lp
,
where N is a seminorm defined for sequences of complex numbers as in Section 2.1.
We state a discrete analogue of (2.8). For this purpose, let η : Rd → R be a smooth function such that
0 ≤ η(x) ≤ 1, and
η(x) =
{
1 for |x| ≤ 1/(16d),
0 for |x| ≥ 1/(8d).
Additionally, we assume that η is a convolution of two non-negative smooth functions φ and ψ with
compact supports contained inside (−1/(8d), 1/(8d))d. This is only a technical assumption which allows
us to adopt some arguments from [15]. From now on, unless otherwise stated, we assume that every
function ft : Z
d → C is finitely supported.
Proposition 2.1. Suppose that (2.8) holds for some p ∈ (1,∞). Then there is a constant C > 0 such
that for each Q ∈ N and m ∈ NkQ and any diagonal d × d matrix R with positive entries (rγ : γ ∈ Γ)
satisfying infγ∈Γ rγ ≥ 22d+2Qd+1 we have∥∥∥(∑
t∈Z
N (F−1(ΘNη(R · )fˆt)(Qx+m) : N ∈ N)2)1/2∥∥∥
ℓp(x)
≤ CBp
∥∥∥(∑
t∈Z
∣∣F−1(η(R · )fˆt)(Qx+m)∣∣2)1/2∥∥∥
ℓp(x)
.
(2.9)
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Proposition 2.1 for r-variational seminoms in the scalar-valued case was proven in [15, Proposition
3.3]. The same methods can be adapted to deduce inequality (2.9), therefore we omit the proof. See also
the discussion of sampling in [12, Proposition 2.1 and Corollary 2.5], which provides an earlier approach.
2.4. Estimates for Ionescu–Wainger type multipliers. We first introduce necessary notation. Let
ρ > 0. For every N ∈ N we define
N0 = ⌊Nρ/2⌋+ 1 and Q0 = (N0!)D,
where D = Dρ = ⌊2/ρ⌋+ 1. Let P denote the set of all prime numbers and PN = P ∩ (N0, N ]. For any
V ⊆ PN and k ∈ ND, let
Πk(V ) =
{
pγ11 · . . . · pγkk : γl ∈ ND and pl ∈ V are distinct for all 1 ≤ l ≤ k
}
.
Then Πk1(V ) ∩ Πk2(V ) = ∅ whenever k1 6= k2. Let
Π(V ) =
⋃
k∈ND
Πk(V )
be the set of all products of primes factors from V of length at most D, at powers between 1 and D.
Next, we introduce the sets
PN =
{
q = Q · w : Q|Q0 and w ∈ Π(PN ) ∪ {1}
}
.
It is not difficult to see that:
• every integer q ∈ NN can be uniquely written as q = Q · w, where Q|Q0 and w ∈ Π(PN ) ∪ {1};
• there is Cρ > 0 such that for every N ≥ Cρ we obtain
q = Q · w ≤ Q0 · w ≤ (N0!)DND2 ≤ eNρ ;
• NN ⊆ PN ⊆ NeNρ ;
• PN1 ⊆ PN2 , if N1 ≤ N2.
For a subset S ⊆ N we define
R(S) = {a/q ∈ Td ∩Qd : a ∈ Aq and q ∈ S},
where for each q ∈ N
Aq =
{
a ∈ Ndq : gcd
(
q, (aγ : γ ∈ Γ)
)
= 1
}
.
Finally, for each N ∈ N we set
UN = R(PN ).(2.10)
If N1 ≤ N2 then UN1 ⊆ UN2 and we have the estimate
|UN | . e(d+1)Nρ .(2.11)
We are now in the position to define Ionescu–Wainger type multipliers. Assume that Θ is a multiplier
on Rd and for every p ∈ (1,∞) there is a constant Ap > 0 such that for every f ∈ L2
(
Rd
) ∩ Lp(Rd) we
have ∥∥F−1(ΘFf)∥∥
Lp
≤ Ap‖f‖Lp .
For each N ∈ N and ξ ∈ Td we define a new periodic multiplier
∆N (ξ) =
∑
a/q∈UN
Θ(ξ − a/q)ηN (ξ − a/q),
where ηN (ξ) = η
(E−1N ξ) and EN is a diagonal d × d matrix with positive entries (εγ : γ ∈ Γ) such that
εγ ≤ e−N2ρ .
Theorem 2.1. For every ρ > 0 and p ∈ (1,∞) there is a constant Cρ,p > 0 such that for any N ∈ N
and f ∈ ℓp(Zd) we have ∥∥F−1(∆N fˆ)∥∥ℓp ≤ Cρ,pA2r(logN)‖f‖ℓp ,(2.12)
where r = max
{⌈p/2⌉, ⌈p′/2⌉}.
Theorem 2.1 was established by Ionescu and Wainger in [10] with (logN)2/ρ in place of logN . Re-
placing [10, Lemma 3.1] with [13, Lemma 2.4] and arguing as in [10] one obtains inequality (2.12). For a
slightly different approach we refer to [13, Section 2]. Theorem 2.1 is one of the key ingredients in all of
the steps of our proofs.
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3. Exponential sums
This section is devoted to study certain exponential sums. We first fix some notation. Let Br(x0)
denote an Euclidean ball in Rk centered at x0 with radius r > 0. Let P be a polynomial with real
coefficients in Rk of degree d ∈ N such that
P (x) =
∑
γ∈Nk0 : 0<|γ|≤d
ξγx
γ , and P (0) = 0.(3.1)
Let ϕ : Rk → C be a function in C1(Rk) satisfying the following conditions
|ϕ(x)| ≤ 1, and |∇ϕ(x)| ≤ (1 + |x|)−1.(3.2)
Our aim is to show Theorem 3.1, which is a refinement of [19, Proposition 3].
Theorem 3.1. For every d, k ∈ N and α > 0 there are βα = βα(d, k) ≥ α and C > 0 such that for every
β ≥ βα, every N ≥ 1, every polynomial P as in (3.1), and every convex set Ω ⊆ BN (0) the following
holds. Suppose that for some multi-index γ0 ∈ Nk0 so that 0 < |γ0| ≤ d, there are integers 0 ≤ a ≤ q with
(a, q) = 1, and ∣∣∣ξγ0 − aq
∣∣∣ ≤ 1
q2
,(3.3)
and
(logN)β ≤ q ≤ N |γ0|(logN)−β.
Then
(3.4)
∣∣∣ ∑
n∈Ω∩Zk
e2πiP (n)ϕ(n)
∣∣∣ ≤ CNk(logN)−α.
The implied constant C may depend on d, k, α and the function ϕ from (3.2), but is independent of a, q,N
and the coefficients of P and the sets Ω.
In order to prove Theorem 3.1 we will argue by the backward induction on |γ0|. This approach forces
us to consider the summation over convex sets Ω in the exponential sums. Even when one starts with
sums defined over a cube, certain changes of variables are required in the argument. Then the cube is
transformed under a linear integral map and the best what one can say about this image is that the
resulting set is convex. On the other hand, the exponential sums with summation over convex sets allow
us to consider multipliers corresponding to the discrete averaging Radon operators defined over convex
sets, see for instance [14]. We begin with the following simple observation.
Proposition 3.1. Fix 0 ≤ σ ≤ 1/3 and assume that Ω ⊆ Rk is a convex set contained in a ball with
radius r ≥ 1. Let NΩ = #{x ∈ Ω ∩ Zk : dist(x, ∂Ω) < s}.
(1) If 1 ≤ s ≤ r1−3σ, then NΩ = O
(
rk−σ
)
.
(2) If 1 ≤ s ≤ r and Ω contains a ball Bcr(x′0) for some x′0 ∈ Rk and c > 0, then NΩ = O
(
srk−1
)
.
Proof. In both cases, we assume that r is large, otherwise the assertions easily follow. If |Ω| ≤ rk−σ , then
there is nothing to do since by Davenport’s result (see [6]) we know that
#
(
Ω ∩ Zk) = |Ω|+O(rk−1),
where |Ω| is the volume of Ω. Assume now that |Ω| ≥ rk−σ and we shall show that NΩ = O
(
srk−1+2σ
)
,
which gives the desired conclusion if 1 ≤ s ≤ r1−3σ. By a simple integration argument for each 1 ≤ j ≤ k
there is a segment Ij ⊆ Ω in direction xj , and |Ij | & |Ω|rk−1 . Thus there is a ball Bρ(x′0) with radius
ρ = c|Ω|
rk−1
, for some c > 0, contained in the convex set Π generated by all segments I1, . . . , Ik with x
′
0 ∈ Zk
being the closest point to the barycenter of Π. It is always possible to choose a ball Bρ(x
′
0) centered at
x′0 ∈ Zk, by taking c > 0 very small in the definition of ρ, since ρ ≥ cr1−σ and we have assumed that r is
large. We will also assume that x′0 = 0, since the number of lattice points is invariant under translations.
For any x ∈ Ω, let x¯ ∈ ∂Ω so that x = λxx¯ with some λx ∈ (0, 1). If Γx¯ is the convex set generated
by x¯ and Bρ(0), then the angle of the aperture at the vertex x¯ is ≥ α, with some α ≥ ρ/r uniformly for
x ∈ Ω. Then there exists c′ > 0 such that for all x ∈ Ω we get
dist(x, ∂Ω) ≥ dist(x, ∂Γx¯) = (1− λx)|x¯| sin(α/2) ≥ c′(1− λx)ρ
2
r
.
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Define δ = 1− src′ρ2 and observe that for every x ∈ Ωδ = {y ∈ Rk : δ−1y ∈ Ω} we have
dist(x, ∂Ω) ≥ c′(1− λx)ρ
2
r
≥ c′(1 − δ)ρ
2
r
= s,
which is equivalent to
{x ∈ Ω : dist(x, ∂Ω) < s} ⊆ Ω \ Ωδ.
Since #
(
Ω ∩ Zk) = |Ω|+O(rk−1) and #(Ωδ ∩ Zk) = δk|Ω|+O(rk−1) we obtain
NΩ = #{x ∈ Ω ∩ Zk : dist(x, ∂Ω) < s} ≤ #
(
Ω ∩ Zk)−#(Ωδ ∩ Zk)
= O((1− δ)rk)+O(rk−1) = O(srk−1+2σ)+O(rk−1).
For the second part suppose that Bcr(x
′
0) ⊆ Ω ⊆ Br(x0) for some x0, x′0 ∈ Rk and c > 0. Again
without loss of generality we may assume that x′0 = 0, and Bcr(x
′
0) and Ω are not tangent at any point,
otherwise it suffices to take c/2 instead of c. In a similar way as above, for any x ∈ Ω, let x¯ ∈ ∂Ω so that
x = λxx¯ with some λx ∈ (0, 1). We now set Γx¯ to be the convex set generated by x¯ and Bcr(0), then the
angle of the aperture at the vertex x¯ is ≥ α, with some α = α(c) > 0 uniformly for x ∈ Ω. Then there
exists c′ > 0 such that for all x ∈ Ω we get
dist(x, ∂Ω) ≥ dist(x, ∂Γx¯) = (1− λx)|x¯| sin(α/2) ≥ c′r(1 − λx).
Define δ = 1− sc′r and observe that for every x ∈ Ωδ = {y ∈ Rk : δ−1y ∈ Ω} we have
dist(x, ∂Ω) ≥ c′r(1 − λx) ≥ c′r(1 − δ) = s.
Thus {x ∈ Ω : dist(x, ∂Ω) < s} ⊆ Ω \ Ωδ and consequently we conclude NΩ = O
(
srk−1
)
as desired. 
Remark 3.1. This proposition is needed as a replacement for [19, Proposition 9], since the latter propo-
sition contains an error. While the present version is weaker than the one in [19], it is sufficiently strong
for our purposes, and also to establish the Weyl’s sum estimates in [19].
Lemma 3.1 (cf. [19, Lemma 1]). Suppose that∣∣∣θ − a
q
∣∣∣ ≤ 1
q2
and (logN)β ≤ q ≤ N l(logN)−β for some l ∈ N. Let Q be an integer, Q ≤ (logN)β′ with β′ < β. If
β2 ≤ min{β/2, β − β′},
then there are integers 0 ≤ a˜ ≤ q˜, so that (a˜, q˜) = 1 and∣∣∣Qθ − a˜
q˜
∣∣∣ ≤ (logN)β2
q˜N l
with 12 (logN)
β2 ≤ q˜ ≤ N l(logN)−β2 .
Proof. We apply Dirichlet’s theorem to Qθ and obtain integers 0 ≤ a˜ ≤ q˜, so that (a˜, q˜) = 1, with
(3.5)
∣∣∣Qθ − a˜
q˜
∣∣∣ ≤ (logN)β2
q˜N l
and q˜ ≤ N l(logN)−β2 . We must see that (logN)β2 ≤ q˜. There are two cases. First, a˜/q˜ = Qa/q, then
q˜ ≥ q/Q ≥ (logN)β−β′ ≥ (logN)β2 , and we are done. Second, we suppose a˜/q˜ 6= Qa/q. Then
1
qq˜
≤
∣∣∣ a˜
q˜
− Qa
q
∣∣∣ ≤ ∣∣∣Qθ − a˜
q˜
∣∣∣+Q∣∣∣θ − a
q
∣∣∣.
But |Qθ − a˜/q˜| ≤ N−l(logN)β2 , and |θ − a/q| ≤ q−2, so by (3.5)
1
qq˜
≤ N−l(logN)β2 +Qq−2.
That is
1
q˜
≤ qN−l(logN)β2 +Qq−1 ≤ (logN)β2−β + (logN)β′−β ,
since, (logN)β ≤ q ≤ N l(logN)−β, and Q ≤ (logN)β′ . Thus
1
q˜
≤ 2(logN)−β2 .
This proves the lemma. 
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Proof of Theorem 3.1. Let us denote
SN =
∑
n∈Ω∩Zk
e2πiP (n)ϕ(n).
In what follows C,C′, c, c′, . . . are constants that appear below. Their value are adjusted several times,
(but finitely many times) depending on the backward induction we use. The constants C,C′, c, c′, . . .,
and the constants implicit in the O notation, may depend on α, the dimension k, the degree d of the
polynomial P , and the function ϕ obeying (3.2), but are independent of N and the coefficients of P and
the set Ω.
In the proof we appeal to a variant of Weyl’s inequality with a logarithmic loss which can be found in
[22, Section 5] or [23, the remark after Theorem 1.5].
Theorem 3.2 (Weyl’s inequality). Let P be a polynomial of degree d ≥ 2 on the real line as in (3.1).
Let R ≥ 1 and suppose that there are integers 0 ≤ a ≤ q ≤ Rj with (a, q) = 1, such that |ξj − a/q| ≤ q−2
for some 2 ≤ j ≤ d. Then ∣∣∣ R∑
n=1
e2πiP (n)
∣∣∣ . R logR(1
q
+
1
R
+
q
Rj
)εd
,(3.6)
where εd =
1
2d2−2d+1 .
The proof proceeds in four steps. In the first step we show that inequality (3.6) establishes Theorem
3.1 for k = 1 and |γ0| ≥ 2. However, in the second step, we obtain the less precise result for k = 1 and
|γ0| ≥ 1 as a consequence of the first step. In the last two steps we establish Theorem 3.1 in the full
generality.
Step 1. Suppose that k = 1, ϕ ≡ 1 and |γ0| = j, where 1 ≤ j ≤ d. We shall prove that for any α > 0
there is βα ≥ α+ 1 such that for every β ≥ βα, if (logN)β ≤ q ≤ N j(logN)−β then
sup
1≤R≤N
|S′R| . N(logN)−(α+1),(3.7)
where
S′R =
R∑
n=1
e2πiP (n).
Once (3.7) is proven we easily obtain (3.4) for k = 1 with a general function ϕ satisfying (3.2). Indeed,
summing by parts we obtain
SR =
R∑
n=1
e2πiP (n)ϕ(n) =
R∑
n=1
(
ϕ(n) − ϕ(n+ 1))S′n +O(|S′R|).
Then inequality (3.7) combined with (3.2) yields (3.4) for k = 1. The reason why we have taken α + 1
in (3.7) instead of α is purely technical. It was required to compensate the logN loss produced by the
summation by parts due to (3.2).
It now suffices to establish inequality (3.7). Observe that for R ≤ N(logN)−(α+1), the estimate (3.7)
holds trivially. Suppose that N(logN)−(α+1) ≤ R ≤ N .
For d = j = 1 and any β ≥ α+ 1, if (logN)β ≤ q ≤ N(logN)−β then we immediately see that
|S′R| =
∣∣∣ R∑
n=1
e2πiξ1n
∣∣∣ . ‖ξ1‖−1 . q . N(logN)−(α+1),
since by (3.3) we get ‖ξ1‖ ≥ 1/q − |ξ1 − a/q| ≥ 1/q − 1/q2 & 1/q, where ‖ξ‖ = dist(ξ,Z).
For 2 ≤ j ≤ d the desired bound follows by invoking inequality (3.6). Indeed, for any β ≥ (α+1)ε−1d +
d(α+ 1), if (logN)β ≤ q ≤ N j(logN)−β, then we conclude that q ≤ Rj , and (3.6) guarantees
|S′R| . R(logR)−(β−j(α+1))εd .α N(logN)−(α+1).
Finally, we see that βα = (α + 1)(2d
2 − d + 1) ≥ (α + 1) will work. It now remains to prove inequality
(3.7) for j = 1 and d ≥ 2. This will be accomplished in the next step.
Step 2. We assume that k = 1, ϕ ≡ 1, |γ0| = j = 1 and d ≥ 2. We write P (x) = ξdxd + ξd−1xd−1 +
. . .+ ξ2x
2 + ξ1x, and we assume that ∣∣∣ξ1 − a
q
∣∣∣ ≤ 1
q2
,
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for some integers a, q such that 0 ≤ a ≤ q and (a, q) = 1, with
(logN)β ≤ q ≤ N(logN)−β .
We shall prove
(3.8) sup
1≤R≤N
|S′R| = O
(
N(logN)−α
)
,
for any α > 0 and any β ≥ βα as long as βα is large enough in terms of α. We fix β1, to be determined
later, and apply Dirichlet’s principle, obtaining aj/qj, with (aj , qj) = 1 and 1 ≤ qj ≤ Rj(logR)−β1 , so
that
(3.9)
∣∣∣ξj − aj
qj
∣∣∣ ≤ (logR)β1
qjRj
for all 1 < j ≤ d. There are two cases:
• the minor arc case, when for some 1 < j ≤ d we have (logR)β1 ≤ qj ≤ Rj(logR)−β1 ,
• the major arc case, when for all 1 < j ≤ d we have 1 ≤ qj ≤ (logR)β1 .
In the first case we make the choice of β1 to be so large that the results from the first step can be applied,
giving us the conclusion (3.8) for the given α > 0.
For the case when 1 ≤ qj ≤ (logR)β1 for all 1 < j ≤ d, we will apply Lemma 3.1. We will take
Q1 = lcm(qj : 1 < j ≤ d). Write θj = ξj − aj/qj, for each 1 < j ≤ d. Then (3.9) implies that
(3.10) |θj | ≤ (logR)
β1
qjRj
and Q1 ≤ (logR)(d−1)β1 . We decompose Z modulo Q1, and write n = Q1m+ r, with 1 ≤ r ≤ Q1. Thus
R∑
n=1
e2πiP (n) =
Q1∑
r=1
⌊R/Q1⌋∑
m=1
e2πiP (Q1m+r) + E
where |E| ≤ (logR)(d−1)β1 because E involves at most Q1 terms. Now,
P (Q1m+ r) =
d∑
j=2
ξj(Q1m+ r)
j + ξ1(Q1m+ r).
Hence,
P (Q1m+ r) ≡
d∑
j=2
(aj/qj)(Q1m+ r)
j + θj(Q1m+ r)
j + ξ1(Q1m+ r) (mod 1)
≡
d∑
j=2
(aj/qj)r
j +
d∑
j=2
θj(Q1m+ r)
j + ξ1Q1m+ ξ1r (mod 1).
Thus
(3.11)
R∑
n=1
e2πiP (n) =
Q1∑
r=1
e2πi
∑d
j=2(aj/qj)r
j
⌊R/Q1⌋∑
m=1
Am,rBm,r + E,
where
Am,r = e
2πi
∑d
j=2 θj(Q1m+r)
j
, Bm,r = e
2πi(ξ1Q1m+ξ1r).
We estimate the inner sum in (3.11) by writing it as
⌊R/Q1⌋∑
m=1
Am,rBm,r =
⌊R/Q1⌋∑
m=1
(Am,r −Am+1,r)Sm +O
(|S⌊R/Q1⌋|)
with Sm =
∑m
n=1Bn,r. Since
|Am,r −Am+1,r| = O
( d∑
j=2
|θj |Q1Rj−1
)
,
by (3.10), we obtain
|Am,r −Am+1,r| = O
(
R−1(logR)dβ1
)
.
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To estimate Sm we are going to apply Lemma 3.1. Recall that β1 has been fixed in the minor case, we now
set β′ = (d− 1)β1 and Q = Q1. Since Q1 ≤ (logN)(d−1)β1 , we have Q ≤ (logN)β′ . Let α2 = α+1+ dβ1
and βα2 be determined by α2 as in Step 1, and take
β2 ≥ βα2 .
Then, for β > 2β2 + β
′ we have β′ < β, β2 < β − β′, and 2β2 < β, thus by Lemma 3.1, we obtain∣∣∣Qξ1 − a˜
q˜
∣∣∣ ≤ 1
q˜2
,
for some integers 0 ≤ a˜ ≤ q˜ such that (a˜, q˜) = 1 and (logN)β2 ≤ q˜ ≤ N(logN)−β2 . Hence, by Step 1
applied to the polynomial x 7→ ξ1Qx, we get
|Sm| = O
(
N(logN)−α2
)
.
Therefore, ∣∣∣ R∑
n=1
e2πiP (n)
∣∣∣ = O(Q1R−1(logR)dβ1RQ−11 N(logN)−α2),
since
⌊R/Q1⌋∑
m=1
N(logN)−α2 = O(RQ−11 N(logN)−α2).
Hence, ∣∣∣ R∑
n=1
e2πiP (n)
∣∣∣ = O(N(logN)dβ1−α2),
which gives us the desired conclusion and completes the proof of Theorem 3.1 for k = 1. In the next two
steps we will handle the general case.
Step 3. Let k > 1 and suppose that there is a multi-index γ0 such that |γ0| = d and∣∣∣ξγ0 − aq
∣∣∣ ≤ 1
q2
,
for some integers 0 ≤ a ≤ q with (a, q) = 1 and (logN)β ≤ q ≤ Nd(logN)−β . We will need the following
lemma.
Lemma 3.2 ([19, Lemma 1]). For each γ0 such that |γ0| = d, there exist ν linear transformations
L1, . . . , Lν of R
k that have integer coefficients and determinant 1 (so that each Lj is an automorphism
of Zk) and integers c0, . . . , cν , with c0 6= 0, so that if θ is the coefficient of xγ0 of P (x), and σj is the
coefficient of xd1 of P (Ljx), then
c0θ = c1σ1 + . . .+ cνσν .
The operators L1, . . . , Lν , and integers c0, . . . , cν , depend only on k, d, and γ0. Moreover, ν is the
dimension of the vector space of polynomials in Rk which are homogeneous of degree d.
We shall apply Lemma 3.2 with θ = ξγ0 . Now, for β1 sufficiently large, determined below, apply
Dirichlet’s principle to each σj to get aj/qj so that (aj , qj) = 1 and
(3.12)
∣∣∣σj − aj
qj
∣∣∣ ≤ (logN)β1
qjNd
,
and 1 ≤ qj ≤ Nd(logN)−β1 , for j = 1, . . . , ν. There are two cases. The first case, the minor case,
that is when qj ≥ (logN)β1 for at least one j ∈ {1, . . . , ν}, we write L = Lj and P˜ (x) = P (L(x)),
ϕ˜(x) = ϕ(L(x)) and Ω˜ = L−1[Ω]. We observe that
(3.13)
∑
n∈Ω∩Zk
e2πiP (n)ϕ(n) =
∑
n∈Ω˜∩Zk
e2πiP˜ (n)ϕ˜(n),
and since Ω ⊆ {x ∈ Rk : |x| ≤ N}, we have Ω˜ ⊆ {x ∈ Rk : |x| ≤ c˜N} for some c˜ > 0.
Next, for each n ∈ Zk, write n = (n1, n′), where n1 ∈ Z and n′ ∈ Zk−1, getting
(3.14)
∑
n∈Ω˜∩Zk
e2πiP˜ (n)ϕ˜(n) =
∑
n′∈Zk−1
|n′|≤c˜N
∑
n1∈Z
(n1,n
′)∈Ω˜
e2πiP˜ (n1,n
′)ϕ˜(n1, n
′).
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Thus it suffices to have
(3.15)
∣∣∣ ∑
n1∈Z
(n1,n
′)∈Ω˜
e2πiP˜ (n1,n
′)ϕ˜(n1, n
′)
∣∣∣ = O(N(logN)−α),
where the implicit constant is independent of n′. This will give the desired result for (3.13), since
there are at most O(Nk−1) terms that appear in the first summation in (3.14) as |n′| ≤ c˜N . We
now apply the results from Step 1 to the one-dimensional polynomial n1 7→ P˜ (n1, n′). Observe that
P˜ (n1, n
′) = σjn
d
1 + lower order terms of n1. We choose any β1 ≥ βα, where βα is as in Step 1 and we
obtain (3.15), which leads to the desired conclusion.
The second case, the major case, where 1 ≤ qj ≤ (logN)β1 for all 1 ≤ j ≤ ν, will be seen to be empty,
where β1 has been fixed and β is chosen large enough. In fact, by Lemma 3.2
(3.16) θ = c−10
(
c1σ1 + . . .+ cνσν
)
,
so if we write a′/q′ = c−10
(
c1a1/q1+ . . .+ cνaν/qν
)
, with (a′, q′) = 1, then q′ ≤ c0(logN)β′ , with β′ = νβ1
since qj ≤ (logN)β1 for all 1 ≤ j ≤ ν.
Now there are two subcases: a′/q′ = a/q and a′/q′ 6= a/q. The first is not possible, except for finitely
many N , since
(logN)β ≤ q = q′ ≤ c0(logN)β′
and we may take β > β′. In the second case, taking into account (3.16) and (3.12), we write
1
qq′
≤
∣∣∣a′
q′
− a
q
∣∣∣ ≤ ∣∣∣θ − a
q
∣∣∣+ ∣∣∣θ − a′
q′
∣∣∣ ≤ 1
q2
+ CN−d(logN)β1 .
Thus
c−10 (logN)
−β′ ≤ 1
q′
≤ 1
q
+ CqN−d(logN)β1 ≤ C′((logN)−β + (logN)β1−β)
since (logN)β ≤ q ≤ Nd(logN)−β . Thus, it is enough to take β > (ν + 1)β1 to make this impossible,
since β > β′ = νβ1 and β > β
′ + β1. This concludes Step 3.
Step 4. We assume that k > 1 and |γ0| < d. This step combines ideas of both Step 2 and Step 3. The
argument is by backward induction on the degree of |γ0|. The result from Step 3 establishes the first
step of the backward induction for |γ0| = d. Assume that Theorem 3.1 holds for all |γ0| = j such that
l < j ≤ d. Our aim now is to deduce it holds for |γ0| = l.
Write P = P0 + P1, with
P0(x) =
∑
l<|γ|≤d
ξγx
γ and P1(x) =
∑
|γ|≤l
ξγx
γ .
On P1 we apply Lemma 3.2 and argue as in Step 3. This gives us an automorphism L of Z
k, so that if
P˜ (x) = P (Lx), P˜0(x) = P0(Lx), P˜1(x) = P1(Lx), then P˜1(x) = θx
l
1 + R(x), where R is a polynomial of
degree ≤ l, but of degree ≤ l − 1 in x1. Also∣∣∣θ − a1
q1
∣∣∣ ≤ (logN)β0
q1N l
with integers 0 ≤ a1 ≤ q1 so that (a1, q1) = 1, and (logN)β0 ≤ q1 ≤ N l(logN)−β0 as long as
(3.17) (ν1 + 1)β0 ≤ β,
where ν1 is the dimension of the space of homogeneous polynomials of degree l in R
k. Let us emphasize
that the parameter β0 in (3.17) plays the role of β1 from the previous step.
Next, we choose β1 > 0 whose value will be determined later, and apply Dirichlet’s principle to all the
coefficients ξ˜γ of P˜0 with l < |γ| ≤ d. Thus we can find aγ/qγ , so that∣∣∣ξ˜γ − aγ
qγ
∣∣∣ ≤ (logN)β1
qγN |γ|
with (aγ , qγ) = 1 and 1 ≤ qγ ≤ N |γ|(logN)−β1 . We also set θγ = ξ˜γ − aγ/qγ . If (logN)β1 ≤ qγ , for some
γ such that l < |γ| ≤ d, then by the induction hypothesis, we obtain (3.4) provided that β1 is sufficiently
large, and we are done. We fix this β1.
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Let us now define β′ = β1νl, where ν = |{γ ∈ Nk0 : l < |γ| ≤ d}|, and α2 = (k + 1)(ν + 1)β1 + α and
βα2 be determined by α2 as in Step 1, and take
β2 ≥ βα2 .(3.18)
Suppose that 1 ≤ qγ ≤ (logN)β1 , for all γ such that l < |γ| ≤ d. Let q′ = lcm(qγ : l < |γ| ≤ d). Then
q′ ≤ (logN)νβ1 . Set Q = (q′)l, then Q ≤ (logN)β′ . Next, we choose
β0 > 2β2 + β
′.(3.19)
Then β0 > β
′, β2 < β0 − β′ and 2β2 < β0, thus we can we apply Lemma 3.1 to get a˜/q˜ satisfying∣∣∣Qθ − a˜
q˜
∣∣∣ ≤ (logN)β2
q˜N l
≤ 1
q˜2
with (a˜, q˜) = 1, (logN)β2 ≤ q˜ ≤ N l(logN)−β2 . Next, we break the sum∑
n∈Ω˜∩Zk
e2πiP˜ (n)ϕ˜(n)
into essentially a sum of disjoint boxes of side-length q′. For n ∈ Zk, we write n = q′m+ r, with r ∈ Nkq′ .
Let
Ω˜q′ =
{
m ∈ Zk : q′m+ Zkq′ ⊆ Ω˜
}
.
Then ∑
n∈Ω˜∩Zk
e2πiP˜ (n)ϕ˜(n) =
∑
r∈Zk
q′
∑
m∈Ω˜q′
e2πiP˜ (q
′m+r)ϕ˜(q′m+ r) +
∑
n∈∆
e2πiP˜ (n)ϕ˜(n).
The residual set of points ∆ are lattice points in Ω˜ whose distance from the boundary of Ω˜ is O(q′) =
O(N1−3σ) for any 0 < σ < 1/3. Hence, by Proposition 3.1 there are O(Nk−σ) such points. Thus that
sum contributes O(Nk−σ), which is O(Nk(logN)−α) for every α > 0.
Therefore, we are reduced to considering
(3.20)
∑
r∈Zk
q′
∑
m∈Ω˜q′
e2πiP˜ (q
′m+r)ϕ˜(q′m+ r).
Let us fix r ∈ Zkq′ and m′ ∈ Zk−1, and write
∑
m1∈Z
(m1,m
′)∈Ω˜q′
e2πiP˜ (q
′m+r)ϕ˜(q′m+ r) =
M1∑
m1=M0
Am1Bm1 ,
where {M0, . . . ,M1} =
{
m1 ∈ Z : (m1,m′) ∈ Ω˜q′
}
and
Am1 = e
2πi
∑
l<|γ|≤d θγ(q
′m+r)γ , and Bm1 = e
2πiQθml1+R(m1)ϕ˜(q′m+ r),
and R is a polynomial in m1 of degree ≤ l− 1, depending on r and m′. Now, by summation by parts we
get
M1∑
m1=M0
Am1Bm1 =
M1∑
m1=M0
(Am1 −Am1+1)Sm1 +O
(|SM1 |)+O(|SM0−1|)
with Sm =
∑m
n=1Bn. But
|Am1 −Am1+1| = O
( ∑
l<|γ|≤d
q′|θγ |N |γ|−1
)
= O((logN)νβ1N |γ|−1N−|γ|(logN)β1)
= O(N−1(logN)(ν+1)β1).
However,
Sm1 =
∣∣∣ m1∑
n=1
Bn
∣∣∣ = O(m1(logm1)−α2),
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by the one-dimensional result applied to Qθ, with α2 = (k + 1)(ν + 1)β1 + α. Therefore,∣∣∣ M1∑
m1=M0
Am1Bm1
∣∣∣ = O(N(logN)(ν+1)β1−α2),
and summing up with respect to m′ and r, we get that (3.20) is
O(Nk(logN)(k+1)(ν+1)β1−α2) = O(Nk(logN)−α).
Thus taking into account (3.17), (3.18) and (3.19), we only need to make β large enough, to make β0
large enough, then to make β2 large enough to get our desired conclusion. 
4. Vector-valued maximal estimates for averaging operators
This section is intended to prove Theorem C. We begin by setting up notation and terminology. For
any x ∈ Zd and any function f : Zd → C with a finite support we have
MNf(x) = KN ∗ f(x),
where KN is a kernel defined by
KN(x) = N
−k
∑
y∈NkN
δQ(y),(4.1)
where δy denotes the Dirac delta at y ∈ Zk and Q is the canonical polynomial defined in Section 2.1. Let
mN denote the discrete Fourier transform of KN , i.e.,
mN (ξ) = N
−k
∑
y∈NkN
e2πiξ·Q(y), for ξ ∈ Td.
Finally, we define
ΦN (ξ) =
∫
[0,1]k
e2πiξ·Q(Ny) dy, for ξ ∈ Rd.
Using a multi-dimensional version of van der Corput lemma (see [4, 17, 20]) we may estimate
(4.2) |ΦN (ξ)| . min
{
1,
∣∣NAξ∣∣−1/d
∞
}
,
where A is the d× d diagonal matrix defined in (2.4). Additionally, we have
(4.3) |ΦN (ξ)− 1| . min
{
1,
∣∣NAξ∣∣
∞
}
.
For q ∈ N let us recall that
Aq =
{
a ∈ Ndq : gcd
(
q, (aγ : γ ∈ Γ)
)
= 1
}
.
Next, for q ∈ N and a ∈ Aq we define the Gaussian sum
G(a/q) = q−k
∑
y∈Nkq
e2πi(a/q)·Q(y).
By multi-dimensional Weyl’s inequality (see [19, Proposition 3]), there exists δ > 0 such that
(4.4) |G(a/q)| . q−δ.
We shall prove that for every p ∈ (1,∞) there is a constant Cp > 0 such that for every sequence(
ft : t ∈ N
) ∈ ℓp(ℓ2(Zd)) of non-negative functions with finite supports we have∥∥∥(∑
t∈N
sup
n∈N0
|M2nft|2
)1/2∥∥∥
ℓp
≤ Cp
∥∥∥(∑
t∈N
|ft|2
)1/2∥∥∥
ℓp
.(4.5)
We begin by proving the following proposition.
Proposition 4.1. There is a constant C > 0 such that for every N ∈ N and for every ξ ∈ [−1/2, 1/2)d
satisfying ∣∣∣ξγ − aγ
q
∣∣∣ ≤ L−|γ|1 L2
for all γ ∈ Γ, where 1 ≤ q ≤ L3 ≤ N1/2, a ∈ Aq, L1 ≥ N and L2 ≥ 1 we have∣∣mN (ξ)−G(a/q)ΦN (ξ − a/q)∣∣ ≤ C(L3N−1 + L2L3N−1∑
γ∈Γ
(
N/L1
)|γ|)
.
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Proof. Let θ = ξ − a/q, then
N−k
∑
y∈NkN
e2πiξ·Q(y) = q−k
∑
r∈Nkq
e2πi(a/q)·Q(r) ·
(
qkN−k
∑
y∈NkN
qy+r∈[1,N ]k
e2πiθ·Q(qy+r)
)
.
If |qy + r|, |qy| ≤ N then ∣∣θ · Q(qy + r) − θ · Q(qy)∣∣ . |r|∑
γ∈Γ
|θγ | ·N (|γ|−1)
. q
∑
γ∈Γ
L
−|γ|
1 L2N
(|γ|−1)
. L2L3N
−1
∑
γ∈Γ
(
N/L1
)|γ|
.
Thus
N−k
∑
y∈NkN
e2πiξ·Q(y) = G(a/q) · qkN−k
∑
y∈NkN
qy∈[1,N ]k
e2πiθ·Q(qy)
+O
(
qN−1 + L2L3N
−1
∑
γ∈Γ
(
N/L1
)|γ|)
.
By the mean value theorem one replaces the sum on the right-hand side by the integral. Indeed, we have∣∣∣ ∑
y∈(0,⌊N/q⌋]k
e2πiθ·Q(qy) −
∫
[0,N/q]k
e2πiθ·Q(qt) dt
∣∣∣
=
∣∣∣ ∑
y∈(0,⌊N/q⌋]k
e2πiθ·Q(qy) −
∑
y∈(0,⌊N/q⌋−1]k
∫
y+(0,1]k
e2πiθ·Q(qt) dt
∣∣∣+O((N/q)k−1)
=
∣∣∣ ∑
y∈(0,⌊N/q⌋−1]k
∫
(0,1]k
e2πiθ·Q(qy) − e2πiθ·Q(q(t+y)) dt
∣∣∣+O((N/q)k−1)
= O
(
(N/q)k−1 + (N/q)kL2L3N
−1
∑
γ∈Γ
(
N/L1
)|γ|)
.
This completes the proof. 
Fix p ∈ (1,∞) and let l ≥ 10 be a large integer adjusted to p, whose precise value will be specified
later. Let ρ > 0 be the parameter as in Theorem 2.1 and suppose that
10ρl = 1.(4.6)
For χ ∈ (0, 1/10) and for every n ∈ N0 we introduce the multiplier
Ξn(ξ) =
∑
a/q∈U
nl
ηn(ξ − a/q)(4.7)
with Unl defined in (2.10) and
ηn(ξ) = η
(
2n(A−χI)ξ
)
.
Due to (2.11) and (4.6) we have
|Unl | . e(d+1)n
ρl
. e(d+1)n
1/10
.(4.8)
Moreover, Theorem 2.1 yields the following estimate∥∥F−1(Ξnfˆ)∥∥ℓp .ρ,p log(n+ 2)‖f‖ℓp,(4.9)
because for every γ ∈ Γ and sufficiently large n ∈ N0 we have 2−n(|γ|−χ) ≤ e−n2ρl ≤ e−n1/5.
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Observe that the left-hand side of (4.5) can be dominated as follows
(4.10)
∥∥∥∥(∑
t∈N
sup
n∈N0
|M2nft|2
)1/2∥∥∥∥
ℓp
≤
∥∥∥∥(∑
t∈N
sup
n∈N0
∣∣F−1(m2n(1− Ξn)fˆt)∣∣2)1/2
∥∥∥∥
ℓp
+
∥∥∥∥(∑
t∈N
sup
n∈N0
∣∣F−1(m2nΞnfˆt)∣∣2)1/2
∥∥∥∥
ℓp
.
Using the terminology from the circle method of the Hardy and Littlewood the first term in (4.10)
corresponds to the minor arcs and the second term corresponds to the major arcs.
4.1. The estimate for the first term in (4.10). Since∥∥∥∥(∑
t∈N
sup
n∈N0
∣∣F−1(m2n(1− Ξn)fˆt)∣∣2)1/2
∥∥∥∥
ℓp
≤
∑
n∈N0
∥∥∥∥(∑
t∈N
∣∣F−1(m2n(1− Ξn)fˆt)∣∣2)1/2
∥∥∥∥
ℓp
,
it suffices to show that∥∥∥∥(∑
t∈N
∣∣F−1(m2n(1− Ξn)fˆt)∣∣2)1/2
∥∥∥∥
ℓp
. (n+ 1)−2
∥∥∥(∑
t∈N
|ft|2
)1/2∥∥∥
ℓp
,(4.11)
which in view of (2.3) holds, if we can prove that∥∥F−1(m2n(1− Ξn)fˆ)∥∥ℓp . (n+ 1)−2‖f‖ℓp.(4.12)
Indeed, by (4.9) we have, for every p ∈ (1,∞), that∥∥F−1(m2n(1 − Ξn)fˆ)∥∥ℓp ≤ ∥∥M2nf∥∥ℓp + ∥∥M2n(F−1(Ξnfˆ))∥∥ℓp
. log(n+ 2)‖f‖ℓp.(4.13)
We show that it is possible to improve estimate (4.13) for p = 2. Namely, by Theorem 3.1 for every large
α > 0, which will be specified later, and for all n ∈ N0 we have
sup
ξ∈Td
∣∣m2n(ξ)(1 − Ξn(ξ))∣∣ . (n+ 1)−α.(4.14)
In order to do so, by Dirichlet’s principle for every γ ∈ Γ and β > 0, we have
|ξγ − aγ/qγ | ≤ q−1γ nβ2−n|γ|,
where 1 ≤ qγ ≤ n−β2n|γ|. To apply Theorem 3.1 we must show that there exists γ ∈ Γ such that
nβ ≤ qγ ≤ n−β2n|γ|. Suppose for a contradiction that for every γ ∈ Γ we have 1 ≤ qγ < nβ . Then for
some q ≤ lcm(qγ : γ ∈ Γ) ≤ nβd we have
|ξγ − a′γ/q| ≤ nβ2−n|γ|,
where gcd
(
q, gcd(a′γ : γ ∈ Γ)
)
= 1. Hence, taking a′ = (a′γ : γ ∈ Γ) we have a′/q ∈ Unl provided that
βd < l. On the other hand, if 1− Ξn(ξ) 6= 0 then there exists γ ∈ Γ such that
|ξγ − a′γ/q| > 2−n(|γ|−χ)/16d.
Therefore,
2χn < 16dnβ,
but this gives a contradiction for sufficiently large n ∈ N. Hence, there exists γ ∈ Γ such that nβ ≤ qγ ≤
n−β2n|γ|, and Theorem 3.1 yields (4.14). Consequently, by Plancherel’s theorem we obtain∥∥F−1(m2n(1− Ξn)fˆ)∥∥ℓ2 . (1 + n)−α‖f‖ℓ2.(4.15)
Interpolating (4.15) with (4.13) we get∥∥F−1(m2n(1 − Ξn)fˆ)∥∥ℓp . (1 + n)−cpα‖f‖ℓp,
for some cp > 0. Choosing α > 0 and l ∈ N appropriately large and adjusted to p, we get (4.12).
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4.2. The estimate for the second term in (4.10). Note that for any ξ ∈ Td satisfying
|ξγ − aγ/q| ≤ (8d)−12−n(|γ|−χ)
for every γ ∈ Γ, with 1 ≤ q ≤ en1/10 , we have
m2n(ξ) = G(a/q)Φ2n(ξ − a/q) + E2n(ξ),(4.16)
where
|E2n(ξ)| . 2−n/2.(4.17)
These two properties (4.16) and (4.17) follow from Proposition 4.1 with L1 = 2
n, L2 = 2
χn and L3 =
en
1/10
, because
|E2n(ξ)| . L2L32−n .
(
e−n((1−χ) log 2−2n
−9/10)
)
. 2−n/2,
which holds for sufficiently large n ∈ N and χ > 0 sufficiently small.
For each n ∈ N0, let us introduce the multiplier
ν2n(ξ) =
∑
a/q∈U
nl
G(a/q)Φ2n(ξ − a/q)ηn(ξ − a/q).
In view of (4.16), we have
|m2n(ξ)Ξn(ξ)− ν2n(ξ)| . 2−n/2,
consequently by Plancherel’s theorem∥∥F−1((m2nΞn − ν2n)fˆ)∥∥ℓ2 . 2−n/2‖f‖ℓ2.(4.18)
Moreover, by Theorem 2.1 we have∥∥F−1(m2nΞnfˆ)∥∥ℓp . log(n+ 2)‖f‖ℓp,
which together with (4.8) gives∥∥F−1(ν2n fˆ)∥∥ℓp . |Unl | · ‖f‖ℓp . e(d+1)n1/10‖f‖ℓp .
Hence, ∥∥F−1((m2nΞn − ν2n)fˆ)∥∥ℓp . e(d+1)n1/10‖f‖ℓp.(4.19)
Interpolating now (4.18) with (4.19) we conclude that for some cp > 0,∥∥F−1((m2nΞn − ν2n)fˆ)∥∥ℓp . 2−cpn‖f‖ℓp.(4.20)
Next, for every n, s ∈ N0 we define the multiplier
νs2n(ξ) =
∑
a/q∈U
(s+1)l
\U
sl
G(a/q)Φ2n(ξ − a/q)ηs(ξ − a/q).
Notice that, by (4.2), if ηs(ξ − a/q)− ηn(ξ − a/q) 6= 0 then
|Φ2n(ξ − a/q)| . 2−χn/d.
Thus∣∣ν2n(ξ)− ∑
0≤s<n
νs2n(ξ)
∣∣ ≤ ∑
0≤s<n
∑
a/q∈U
(s+1)l
\U
sl
|G(a/q)||Φ2n(ξ − a/q)|
∣∣ηs(ξ − a/q)− ηn(ξ − a/q)∣∣
. 2−χn/d,
which combined with Plancherel’s theorem implies that∥∥F−1((ν2n − ∑
0≤s<n
νs2n
)
fˆ
)∥∥
ℓ2
. 2−χn/d‖f‖ℓ2.(4.21)
Moreover, since |Usl | ≤ |Unl | . e(d+1)n1/10 we have∥∥F−1((ν2n − ∑
0≤s<n
νs2n
)
fˆ
)∥∥
ℓp
. e(d+1)n
1/10‖f‖ℓp.(4.22)
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Interpolating (4.21) with (4.22) one immediately concludes that for some cp > 0,∥∥F−1((ν2n − ∑
0≤s<n
νs2n
)
fˆ
)∥∥
ℓp
. 2−cpn‖f‖ℓp.(4.23)
In view of (2.3), (4.20) and (4.23) it suffices to prove that for every s ∈ N0 we have∥∥∥(∑
t∈N
sup
n∈N0
∣∣F−1(νs2n fˆt)∣∣2)1/2∥∥∥
ℓp
. (s+ 1)−2
∥∥∥(∑
t∈N
|ft|2
)1/2∥∥∥
ℓp
.(4.24)
4.3. ℓ2(Zd) estimates for (4.24). Our aim is to show∥∥∥(∑
t∈N
sup
n∈N0
∣∣F−1(νs2n fˆt)∣∣2)1/2∥∥∥
ℓ2
. (s+ 1)−δl+1
∥∥∥(∑
t∈N
|ft|2
)1/2∥∥∥
ℓ2
(4.25)
with δ > 0 as in (4.4). In order to do so, we only need to prove the following theorem.
Theorem 4.1. There is C > 0 such that for any s ∈ N0 and for every f ∈ ℓ2
(
Zd
)
we have∥∥ sup
n∈N0
∣∣F−1(νs2n fˆ)∣∣∥∥ℓ2 ≤ C(s+ 1)−δl+1‖f‖ℓ2
with l ∈ N defined in (4.6) and δ > 0 as in (4.4).
Proof. For s ∈ N0 we set κs = 20d
(⌊(s + 1)1/10⌋+ 1) and Qs = (⌊e(s+1)1/10⌋)!. Firstly, we estimate the
supremum over 0 ≤ n ≤ 2κs . By Lemma 2.3 we have
∥∥ sup
0≤n≤2κs
∣∣F−1(νs2n fˆ)∣∣∥∥ℓ2 . ∥∥F−1(νs1 fˆ)∥∥ℓ2 +
κs∑
i=0
( 2κs−i−1∑
j=0
∥∥∥ ∑
m∈Iij
F−1((νs2m+1 − νs2m)fˆ)∥∥∥2
ℓ2
)1/2
where Iij = [j2
i, (j + 1)2i). For any i ∈ {0, . . . , κs}, by Plancherel’s theorem we get
2κs−i−1∑
j=0
∥∥∥ ∑
m∈Iij
F−1((νs2m+1 − νs2m)fˆ)∥∥∥2
ℓ2
≤
∑
a/q∈U
(s+1)l
\U
sl
|G(a/q)|2
×
2κs−i−1∑
j=0
∑
m,m′∈Iij
∫
Td
|∆m(ξ − a/q)| · |∆m′(ξ − a/q)| · ηs(ξ − a/q)2|fˆ(ξ)|2 dξ,
where ∆m(ξ) = Φ2m+1(ξ)− Φ2m(ξ). In the last step we have used disjointness of supports of ηs(· − a/q)
while a/q varies over U(s+1)l \Usl . Using (4.2) and (4.3) we conclude∑
m∈Z
∣∣∆m(ξ)∣∣ . ∑
m∈Z
min
{|2mAξ|∞, |2mAξ|−1/d∞ } . 1.
Therefore, by (4.4) we may estimate
2κs−i−1∑
j=0
∥∥∥ ∑
m∈Iij
F−1((νs2m+1 − νs2m)fˆ)∥∥∥2
ℓ2
. (s+ 1)−2δl
∑
a/q∈U
(s+1)l
\U
sl
∫
Td
ηs(ξ − a/q)2|fˆ(ξ)|2 dξ
. (s+ 1)−2δl‖f‖2ℓ2,
because q ≥ sl for a/q ∈ U(s+1)l \Usl . We have just proven
(4.26)
∥∥ sup
0≤n≤2κs
∣∣F−1(νs2n fˆ)∣∣∥∥ℓ2 . κs(s+ 1)−δl‖f‖ℓ2 . (s+ 1)−δl+1‖f‖ℓ2 .
Next, we consider the case when the supremum is taken over n ≥ 2κs . For any x, y ∈ Zd we define
I(x, y) = sup
n≥2κs
∣∣∣ ∑
a/q∈U
(s+1)l
\U
sl
G(a/q)e−2πi(a/q)·xF−1(Φ2nηsfˆ(·+ a/q))(y)∣∣∣
and
J(x, y) =
∑
a/q∈U
(s+1)l
\U
sl
G(a/q)e−2πi(a/q)·xF−1(ηsfˆ(·+ a/q))(y).
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By Plancherel’s theorem, for any u ∈ NdQs and a/q ∈ U(s+1)l \Usl we have∥∥F−1(Φ2nηsfˆ( ·+a/q))(x+ u)−F−1(Φ2nηsfˆ( ·+a/q))(x)∥∥ℓ2(x)
=
∥∥(1− e−2πiξ·u)Φ2n(ξ)ηs(ξ)fˆ(ξ + a/q)∥∥L2(dξ)
. 2−n/d · |u| · ∥∥ηs(· − a/q)fˆ∥∥L2
since, by (4.2), we see
sup
ξ∈Td
|ξ| · |Φ2n(ξ)| . sup
ξ∈Td
|ξ| · ∣∣2nAξ∣∣−1/d ≤ 2−n/d.
Therefore,
∣∣‖I(x, x+ u)‖ℓ2(x) − ‖I(x, x)‖ℓ2(x)∣∣ . |u| ∞∑
n=2κs
2−n/d
∑
a/q∈U
(s+1)l
\U
sl
‖ηs(· − a/q)fˆ‖ℓ2
. 2−2
κs/d ·Qs · |U(s+1)l | · ‖f‖ℓ2.
By (4.8) the set U(s+1)l contains at most e
(d+1)(s+1)1/10 elements and
2κs(log 2)/d− (s+ 1)1/10e(s+1)1/10 − (d+ 1)(s+ 1)1/10 ≥ s,
for sufficiently large s ≥ 0. Thus we obtain
‖I(x, x)‖ℓ2(x) . ‖I(x, x+ u)‖ℓ2(x) + 2−s‖f‖ℓ2.
In particular, ∥∥ sup
n≥2κs
∣∣F−1(νs2n fˆ)∣∣∥∥∥2
ℓ2
.
1
Qds
∑
u∈NdQs
∥∥I(x, x+ u)∥∥2
ℓ2(x)
+ 2−2s‖f‖2ℓ2.
Let us observe that the functions x 7→ I(x, y) and x 7→ J(x, y) are QsZd-periodic. Therefore, by double
change of variables we get∑
u∈NdQs
‖I(x, x+ u)‖2ℓ2(x) =
∑
x∈Zd
∑
u∈NdQs
I(x− u, x)2 =
∑
x∈Zd
∑
u∈NdQs
I(u, x)2 =
∑
u∈NdQs
‖I(u, x)‖2ℓ2(x),
where in the second equality periodicity has been used. Next by Proposition 2.1 (or [12, Proposition 2.1])
we obtain ∑
u∈NdQs
‖I(u, x)‖2ℓ2(x) .
∑
u∈NdQs
‖J(u, x)‖2ℓ2(x) =
∑
u∈NdQs
‖J(x, x+ u)‖2ℓ2(x)
=
∑
u∈NdQs
∫
Td
∣∣∣ ∑
a/q∈U
(s+1)l
\U
sl
G(a/q)e2πi(a/q)·uηs(ξ − a/q)fˆ(ξ)
∣∣∣2 dξ
. (s+ 1)−2δlQds · ‖f‖2ℓ2.
In the last step we have used (4.4) and the disjointness of supports of ηs(· − a/q) while a/q varies over
U(s+1)l \Usl . Therefore, ∥∥ sup
n≥2κs
∣∣F−1(νs2n fˆ)∣∣∥∥ℓ2 . (s+ 1)−δl‖f‖ℓ2 ,
which together with (4.26) concludes the proof. 
4.4. ℓp
(
Zd
)
estimates for (4.24). For s ∈ N0 let
κs = 20d
(⌊(s+ 1)1/10⌋+ 1)
and
Qs =
(⌊
e(s+1)
1/10⌋)
!
be as in the proof of Theorem 4.1. We show that for every p ∈ (1,∞) there is a constant Cp > 0 such
that for every s ∈ N0 and all sequences (ft : t ∈ N) ∈ ℓp
(
ℓ2
(
Zd
))
we have∥∥∥(∑
t∈N
sup
n∈N0
∣∣F−1(νs2n fˆt)∣∣2)1/2∥∥∥
ℓp
≤ Cps log(s+ 2)
∥∥∥(∑
t∈N
|ft|2
)1/2∥∥∥
ℓp
.(4.27)
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Then interpolation between (4.25) and (4.27) will immediately imply (4.24). The proof of (4.27) consists
of two steps. We separately bound the supremum when 0 ≤ n ≤ 2κs and when n ≥ 2κs , see Theorem 4.2
and Theorem 4.4, respectively.
Theorem 4.2. Let p ∈ (1,∞) then there is a constant Cp > 0 such that for any s ∈ N0 and for every
sequence (ft : t ∈ N) ∈ ℓp
(
ℓ2
(
Zd
))
we have∥∥∥(∑
t∈N
sup
0≤n≤2κs
∣∣F−1(νs2n fˆt)∣∣2)1/2∥∥∥
ℓp
≤ Cps log(s+ 2)
∥∥∥(∑
t∈N
|ft|2
)1/2∥∥∥
ℓp
.
Proof. We set J =
⌊
e(s+1)
1/2⌋
and define
µJ(ξ) = KˆJ(ξ) = J
−k
∑
y∈NkJ
e2πiξ·Q(y),
where KJ is the kernel of the operator MJ , see (4.1). We notice that for each r ∈ [1,∞] we have∥∥F−1(µJ fˆ)∥∥ℓr ≤ ‖f‖ℓr .
Moreover, if ξ ∈ Td is such that |ξγ − aγ/q| ≤ 2−s(|γ|−χ) for every γ ∈ Γ with some 1 ≤ q ≤ e(s+1)1/10
and a ∈ Aq, then
µJ(ξ) = G(a/q)ΦJ(ξ − a/q) +O
(
e−
1
2 (s+1)
1/2)
.
Indeed, by Proposition 4.1 with L1 = 2
s, L2 = 2
sχ, L3 = e
(s+1)1/10 and N = J we see that the error term
is dominated by
L3J
−1 + L2L3J
−1
∑
γ∈Γ
(
J/L1
)|γ|
. e(s+1)
1/10−(s+1)1/2 + 2sχe(s+1)
1/10−(s+1)1/2(e(s+1)
1/2 · 2−s)
. e−
1
2 (s+1)
1/2
.
Therefore,
(4.28)
∣∣µJ (ξ)−G(a/q)∣∣ . ∣∣G(a/q)(ΦJ (ξ − a/q)− 1)∣∣+ e− 12 (s+1)1/2 . e− 12 (s+1)1/2 ,
because ∣∣ΦJ (ξ − a/q)− 1∣∣ . ∣∣JA(ξ − a/q)∣∣ . e(s+1)1/22−s(1−χ).
Next, let us define the multipliers
Πs2n(ξ) =
∑
a/q∈U
(s+1)l
\U
sl
Φ2n(ξ − a/q)ηs(ξ − a/q).
We observe that by (4.28) we have
νs2n(ξ)− µJ(ξ)Πs2n(ξ) = O
(
e−
1
2 (s+1)
1/2)
.
Hence, by Plancherel’s theorem we get∥∥F−1((νs2n − µJΠs2n)fˆ)∥∥ℓ2 . e− 12 (s+1)1/2‖f‖ℓ2.(4.29)
Moreover, by (4.8), for every p ∈ (1,∞), we have a trivial bound∥∥F−1((νs2n − µJΠs2n)fˆ)∥∥ℓp . |U(s+1)l | · ‖f‖ℓp
. e(d+1)(s+1)
1/10‖f‖ℓp.(4.30)
Interpolating now (4.29) with (4.30) one has that for some cp > 0,∥∥F−1((νs2n − µJΠs2n)fˆ)∥∥ℓp . e−cp(s+1)1/2‖f‖ℓp .(4.31)
Thus in view of (2.3) and (4.31) we obtain
∥∥∥(∑
t∈N
sup
0≤n≤2κs
∣∣F−1((νs2n − µJΠs2n)fˆt)∣∣2)1/2∥∥∥
ℓp
.
2κs∑
n=0
∥∥∥(∑
t∈N
∣∣F−1((νs2n − µJΠs2n)fˆt)∣∣2)1/2∥∥∥
ℓp
.
∥∥∥(∑
t∈N
|ft|2
)1/2∥∥∥
ℓp
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since 2κse−cp(s+1)
1/2
. 1. The proof of Theorem 4.2 will be completed if we show∥∥∥(∑
t∈N
sup
0≤n≤2κs
∣∣F−1(Πs2n fˆt)∣∣2)1/2∥∥∥
ℓp
. κs log(s+ 2)
∥∥∥(∑
t∈N
|ft|2
)1/2∥∥∥
ℓp
.
Appealing to inequality (2.7) we see that∥∥∥(∑
t∈N
sup
0≤n≤2κs
∣∣F−1(Πs2n fˆt)∣∣2)1/2∥∥∥
ℓp
.
∥∥∥(∑
t∈N
∣∣F−1(Πs1fˆt)∣∣2)1/2
∥∥∥∥
ℓp
+
κs∑
i=0
∥∥∥∥(∑
t∈N
2κs−i−1∑
j=0
∣∣∣ ∑
m∈Iij
F−1((Πs2m+1 −Πs2m)fˆt)∣∣∣2)1/2
∥∥∥∥
ℓp
,
where Iij = [j2
i, (j + 1)2i). In view of Lemma 2.1 if suffices to show that for every i ∈ {0, 1, . . . , κs} and
ω ∈ [0, 1] we have
∥∥∥ 2
κs−i−1∑
j=0
∑
m∈Iij
εj(ω)F−1
(
(Πs2m+1 −Πs2m)fˆ
)∥∥∥
ℓp
. log(s+ 2)‖f‖ℓp(4.32)
for any Rademacher sequence ε =
(
εj(ω) : 0 ≤ j < 2κs−i
)
with εj(ω) ∈ {−1, 1}. To do so, let us consider
the operator
Tεf =
∑
a/q∈U
(s+1)l
\U
sl
F−1(Θ(· − a/q)ηs(· − a/q)fˆ)
with
Θ =
2κs−i−1∑
j=0
εj(ω)
∑
m∈Iij
(Φ2m+1 − Φ2m).
We notice that the multiplier Θ corresponds to a continuous singular Radon transform. Thus Θ defines a
bounded operator on Lr
(
Rd
)
for any r ∈ (1,∞) with the bound independent of the underlying sequence(
εj(ω) : 0 ≤ j ≤ 2κs−i
)
(see [17, Section 11] or [8]). Hence, by Theorem 2.1 we get
‖Tεf‖ℓp . log(s+ 2)‖f‖ℓp.
Consequently, we obtain (4.32) and the proof of Theorem 4.2 is completed. 
For each N ∈ N and s ∈ N0 we define the multiplier
ΩsN (ξ) =
∑
a/q∈U
(s+1)l
\U
sl
G(a/q)ΘN (ξ − a/q)̺s(ξ − a/q),
where ̺s(ξ) = η
(
Q3dAs+1ξ
)
and (ΘN : N ∈ N) is a sequence of multipliers on Rd obeying (2.8).
Theorem 4.3. Let p ∈ (1,∞) then there exists Cp > 0 such that for any s ∈ N0 and for every sequence
(ft : t ∈ N) ∈ ℓp
(
ℓ2
(
Zd
))
we have∥∥∥(∑
t∈N
∣∣N (F−1(ΩsN fˆt) : N ∈ N)∣∣2)1/2∥∥∥
ℓp
≤ CpBp log(s+ 2)
∥∥∥(∑
t∈N
|ft|2
)1/2∥∥∥
ℓp
.
Proof. Let us observe that
F−1(ΘN (· − a/q)̺s(· − a/q)fˆ)(Qsx+m) = F−1(ΘN̺sfˆ(·+ a/q))(Qsx+m)e−2πi(a/q)·m.
Therefore, ∥∥∥∥(∑
t∈N
∣∣N (F−1(ΩsN fˆt) : N ∈ N)∣∣2)1/2
∥∥∥∥
p
ℓp
=
∑
m∈NdQs
∥∥∥∥(∑
t∈N
∣∣N (F−1(ΘN̺sFt(· ;m))(Qsx+m) : N ∈ N)∣∣2)1/2
∥∥∥∥
p
ℓp(x)
,
where
(4.33) Ft(ξ;m) =
∑
a/q∈U
(s+1)l
\U
sl
G(a/q)fˆt(ξ + a/q)e
−2πi(a/q)·m.
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Now, by Proposition 2.1 and (4.33) we get∑
m∈NdQs
∥∥∥(∑
t∈N
∣∣N (F−1(ΘN̺sFt(· ;m))(Qsx+m) : N ∈ N)∣∣2)1/2∥∥∥p
ℓp(x)
≤ CppBpp
∑
m∈NdQs
∥∥∥(∑
t∈N
∣∣F−1(̺sFt(· ;m))(Qsx+m)∣∣2)1/2∥∥∥p
ℓp(x)
= CppB
p
p
∥∥∥(∑
t∈N
∣∣ ∑
a/q∈U
(s+1)l
\U
sl
G(a/q)F−1(̺s(· − a/q)fˆt)∣∣2)1/2∥∥∥p
ℓp
.
In view of (2.3) the proof will be completed if we show that∥∥F−1(Π˜Gs fˆ)∥∥ℓp . log(s+ 2)‖f‖ℓp,(4.34)
where
Π˜Gs (ξ) =
∑
a/q∈U
(s+1)l
\U
sl
G(a/q)̺s(ξ − a/q).
Arguing in a similar way as in the proof of Theorem 4.2, by (4.28) we obtain∣∣Π˜Gs (ξ) − µJ(ξ)Π˜s(ξ)∣∣ . e− 12 (s+1)1/2 ,(4.35)
where
Π˜s(ξ) =
∑
a/q∈U
(s+1)l
\U
sl
̺s(ξ − a/q).
Therefore, (4.35) combined with Plancherel’s theorem yields∥∥F−1((Π˜Gs − µJΠ˜s)fˆ)∥∥ℓ2 . e− 12 (s+1)1/2‖f‖ℓ2.(4.36)
We can conclude by interpolation with (4.36) that∥∥F−1((Π˜Gs − µJ Π˜s)fˆ)∥∥ℓp . ‖f‖ℓp,
since by Theorem 2.1 we have ∥∥F−1(Π˜sfˆ)∥∥ℓp . log(s+ 2)‖f‖ℓp
and by the trivial bound, due to (4.8), we have∥∥F−1(Π˜Gs fˆ)∥∥ℓp . |U(s+1)l | · ‖f‖ℓp . e(d+1)(s+1)1/10‖f‖ℓp.
This establishes the bound in (4.34) and the proof of Theorem 4.3 is finished. 
Theorem 4.4. Let p ∈ (1,∞) then there is a constant Cp > 0 such that for any s ∈ N0 and for every
sequence (ft : t ∈ N) ∈ ℓp
(
ℓ2
(
Zd
))
we have∥∥∥(∑
t∈N
sup
n≥2κs
∣∣F−1(νs2n fˆt)∣∣2)1/2∥∥∥
ℓp
≤ Cp log(s+ 2)
∥∥∥(∑
t∈N
|ft|2
)1/2∥∥∥
ℓp
.
Proof. Theorem A.1 guarantees that the sequence (Φ2n : n ∈ N0) satisfies (2.8). Thus in view of Theorem
4.3 with ΘN = ΦN and (2.3) it suffices to prove that for any n ≥ 2κs we have∥∥F−1((νs2n − Ωs2n)fˆ)∥∥ℓp . 2−c1pnec2p(s+1)1/10‖f‖ℓp(4.37)
for some c1p, c
2
p > 0. Obviously we have∥∥F−1((νs2n − Ωs2n)fˆ)∥∥ℓp . |U(s+1)l | · ‖f‖ℓp
. e(d+1)(s+1)
1/10‖f‖ℓp .(4.38)
Next, observe that ̺s(ξ − a/q) − ηs(ξ − a/q) 6= 0 implies that |ξγ − aγ/q| ≥ (16d)−1Q−3d|γ|s+1 for some
γ ∈ Γ. Therefore, for n ≥ 2κs we have
2n|γ| · ∣∣ξγ − aγ/q∣∣ & 2n|γ|Q−3d|γ|s+1 & 2n/2,
since
2n/2Q−3ds+1 ≥ 22
κs−1
e−3d(s+1)
1/10e(s+1)
1/10
≥ e(s+1)1/10
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for sufficiently large s ∈ N0. Thus using (4.2), we obtain
|Φ2n(ξ − a/q)| . 2−n/(2d).
Hence, by (4.4),∣∣∣ ∑
a/q∈U
(s+1)l
\U
sl
G(a/q)Φ2n(ξ − a/q)
(
ηs(ξ − a/q)− ̺s(ξ − a/q)
)∣∣∣ ≤ C(s+ 1)−δl2−n/(2d).
By Plancherel’s theorem we conclude∥∥F−1((νs2n − Ωs2n)fˆ)∥∥ℓ2 . 2−n/(2d)(s+ 1)−δl‖f‖ℓ2.(4.39)
Interpolating now (4.39) with (4.38) we obtain (4.37), which completes the proof of Theorem 4.4. 
5. Vector-valued maximal estimates for truncated singular integral operators
The purpose of this section is to prove Theorem D. In order to do so, in view of Lemma 2.2, it suffices
to consider the operators TQN , where Q is the canonical polynomial defined in Section 2.1. Let us fix
necessary notation. Given a kernel K satisfying (1.1) and (1.2) there are functions (Kj : j ∈ Z) and a
constant C > 0 such that for x 6= 0 we have
K(x) =
∑
j∈Z
Kj(x),(5.1)
where for each j ∈ Z the kernel Kj is supported inside 2j−2 ≤ |x| ≤ 2j , satisfies
|x|k|Kj(x)|+ |x|k+1|∇Kj(x)| ≤ C
for all x ∈ Rk, and has integral 0 (see [17, Chapter 6, §4.5, Chapter 13, §5.3]). In our case, the summation
in (5.1) will be restricted to j ≥ 0, since x ∈ Zk \ {0}.
Next, we define a sequence (mj : j ≥ 0) of functions on Td by
mj(ξ) =
∑
y∈Zk
e2πiξ·Q(y)Kj(y).
Then for any finitely supported function f on Zd we write
F−1(mj fˆ)(x) = ∑
y∈Zk
f(x−Q(y))Kj(y).
For j ≥ 0 and ξ ∈ Rd we set
Φj(ξ) =
∫
Rk
e2πiξ·Q(y)Kj(y) dy.
Using multi-dimensional version of van der Corput’s lemma (see [20, Propositon 2.1]) we obtain
(5.2) |Φj(ξ)| . min
{
1,
∣∣2jAξ∣∣
∞
}−1/d
,
where A is the d× d diagonal matrix defined in (2.4). Moreover, if j ≥ 1 then we have
(5.3) |Φj(ξ)| =
∣∣∣Φj(ξ) −
∫
Rk
Kj(y) dy
∣∣∣ . min {1, ∣∣2jAξ∣∣∞}.
The estimates in (5.2) and (5.3) are analogues of (4.2) and (4.3) respectively. Finally, let Ψn =
∑n
j=0 Φj.
Our aim is to prove the following dyadic version of Theorem D.
Theorem 5.1. For every p ∈ (1,∞) there is Cp > 0 such that for all sequences
(
ft : t ∈ N
) ∈ ℓp(ℓ2(Zd))
we have ∥∥∥(∑
t∈N
sup
n∈N0
∣∣∣ n∑
j=0
F−1(mj fˆt)∣∣∣2)1/2∥∥∥
ℓp
≤ Cp
∥∥∥(∑
t∈N
|ft|2
)1/2∥∥∥
ℓp
.
It is easy to see that Theorem 5.1 combined with Theorem C implies Theorem D. Indeed, for any
f ≥ 0 we have the following pointwise bound
sup
N∈N
∣∣TNf(x)∣∣ . sup
n∈N0
∣∣∣ n∑
j=0
F−1(mj fˆ)(x)∣∣∣+ sup
N∈N
∣∣MNf(x)∣∣.
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The strategy of the proof of Theorem 5.1 is much the same as for the proof of the result for averaging
operators from Section 4. However, there are some changes which could cause some confusions. Therefore,
for the convenience of the reader we indicate the places where the changes have to be done.
As in Section 4, with the aid of (4.7), we write
(5.4)
∥∥∥(∑
t∈N
sup
n∈N0
∣∣∣ n∑
j=0
F−1(mj fˆt)∣∣∣2)1/2∥∥∥
ℓp
≤
∥∥∥(∑
t∈N
sup
n∈N0
∣∣∣ n∑
j=0
F−1(mj(1− Ξj)fˆt)∣∣∣2)1/2∥∥∥
ℓp
+
∥∥∥(∑
t∈N
sup
n∈N0
∣∣∣ n∑
j=0
F−1(mjΞj fˆt)∣∣∣2)1/2∥∥∥
ℓp
.
5.1. The estimate for the first term in (5.4). We see that
∥∥∥(∑
t∈N
sup
n∈N0
∣∣∣ n∑
j=0
F−1(mj(1− Ξj)fˆt)∣∣∣2)1/2∥∥∥
ℓp
≤
∑
j∈N0
∥∥∥(∑
t∈N
∣∣F−1(mj(1− Ξj)fˆt)∣∣2)1/2∥∥∥
ℓp
.
Arguing in a similar way as in the proof of inequality (4.11), invoking Theorem 3.1, we can show that∥∥∥(∑
t∈N
∣∣F−1(mj(1− Ξj)fˆt)∣∣2)1/2∥∥∥
ℓp
≤ (j + 1)−2
∥∥∥(∑
t∈N
|ft|2
)1/2∥∥∥
ℓp
.
5.2. The estimate for the second term in (5.4). Proceeding as in the proof of Proposition 4.1 (see
also [13, Proposition 3.2]), we establish an approximation formula for the multipliers mj .
Proposition 5.1. There is a constant C > 0 such that for every j ∈ N and for every ξ ∈ [−1/2, 1/2)d
satisfying ∣∣∣ξγ − aγ
q
∣∣∣ ≤ L−|γ|1 L2
for all γ ∈ Γ, where 1 ≤ q ≤ L3 ≤ 2j/2, a ∈ Aq, L1 ≥ 2j and L2 ≥ 1 we have∣∣mj(ξ) −G(a/q)Φj(ξ − a/q)∣∣ ≤ C(L32−j + L2L32−j∑
γ∈Γ
(
2j/L1
)|γ|)
Next, for every j ∈ N0, let us define the multiplier
νj(ξ) =
∑
a/q∈U
jl
G(a/q)Φj(ξ − a/q)ηj(ξ − a/q).
In a similar way as in (4.20) one can conclude that for some cp > 0 we have∥∥F−1((mjΞj − νj)fˆ)∥∥ℓp . 2−cpj‖f‖ℓp .(5.5)
For every j, s ∈ N0, we introduce the multiplier
νsj (ξ) =
∑
a/q∈U
(s+1)l
\U
sl
G(a/q)Φj(ξ − a/q)ηs(ξ − a/q).
Arguing as in the proof of the estimate (4.23) we obtain that for some cp > 0,∥∥F−1((νj − ∑
0≤s<j
νsj
)
fˆ
)∥∥
ℓp
. 2−cpj‖f‖ℓp .(5.6)
Therefore, in view of (2.3), (5.5) and (5.6) it suffices to prove that for every s ∈ N0 we have
∥∥∥(∑
t∈N
sup
n∈N0
∣∣∣ n∑
j=0
F−1(νsj fˆt)∣∣∣2)1/2∥∥∥
ℓp
. (s+ 1)−2
∥∥∥(∑
t∈N
|ft|2
)1/2∥∥∥
ℓp
.
Here, the line of reasoning follows parallel to the proof of the inequality (4.24). This completes the sketch
of the proof of Theorem 5.1.
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Appendix A. Vector-valued estimates for the continues Radon operators
This section is devoted to provide some vector-valued estimates for maximal operators of Radon type
in the continuous settings. To fix notation let P = (P1, . . . ,Pd0) : Rk → Rd0 be a polynomial mapping
whose components Pj are polynomials with real coefficients on Rk such that Pj(0) = 0. One of the main
objects of our interest will be
MPr f(x) =
1
|Br|
∫
Br
f
(
x− P(y)) dy, for x ∈ Rd0 ,
where Br is the Euclidean ball centered at the origin with radius r > 0. We prove the following result.
Theorem A.1. Assume that p ∈ (1,∞) then there is a constant Cp > 0 such that for every sequence
(ft : t ∈ N) ∈ Lp
(
ℓ2
(
Rd0
))
we have∥∥∥(∑
t∈N
sup
r>0
∣∣MPr ft∣∣2)1/2∥∥∥
Lp
≤ Cp
∥∥∥(∑
t∈N
|ft
∣∣2)1/2∥∥∥
Lp
.
Moreover, the implied constant is independent of the coefficients of the polynomial mapping P.
Suppose that K ∈ C1(Rk \ {0}) is a Caldero´n–Zygmund kernel satisfying the differential inequality
|y|k|K(y)|+ |y|k+1|∇K(y)| ≤ 1(A.1)
for all y ∈ Rk \ {0} and the cancellation condition
sup
0<r<R<∞
∣∣∣∣
∫
r≤|y|≤R
K(y) dy
∣∣∣∣ ≤ 1.(A.2)
We are also interested in truncated singular Radon transforms
T Pr f(x) =
∫
|y|>r
f
(
x− P(y))K(y) dy, for x ∈ Rd0 .
The second main result is the inequality in Theorem A.2.
Theorem A.2. Assume that p ∈ (1,∞) then there is a constant Cp > 0 such that for every sequence
(ft : t ∈ N) ∈ Lp
(
ℓ2
(
Rd0
))
we have∥∥∥(∑
t∈N
sup
r>0
∣∣T Pr ft∣∣2)1/2∥∥∥
Lp
≤ Cp
∥∥∥(∑
t∈N
|ft
∣∣2)1/2∥∥∥
Lp
.
Moreover, the implied constant is independent of the coefficients of the polynomial mapping P.
In view of [7] or [17, Section 11], we can reduce the matters in Theorem A.1 and Theorem A.2 to the
canonical polynomial mapping Q, where for some set of multi-indices Γ ⊆ Nk \ {0},
Q = (Qγ : γ ∈ Γ) : Rk → Rd,
with Qγ(x) = xγ and xγ = xγ11 · . . . · xγkk . Let d be the cardinality of the set Γ. We identify Rd with the
space of all vectors whose coordinates are labeled by multi-indices γ ∈ Γ. From now on we work with
P = Q. To simplify notation we set Mr =MQr and Tt = T Qr .
A.1. Proof of Theorem A.1. It suffices to show that for every p ∈ (1,∞) there is a constant Cp > 0
such that for every (ft : t ∈ N) ∈ Lp
(
ℓ2
(
Rd
))
we have∥∥∥(∑
t∈N
sup
n∈Z
∣∣M2nft∣∣2)1/2∥∥∥
Lp
≤ Cp
∥∥∥(∑
t∈N
|ft
∣∣2)1/2∥∥∥
Lp
.
For this purpose let Φ be a compactly smooth function on Rd such that∫
Rd
Φ(y) dy = 1.(A.3)
For any r > 0, we define the operator
Mrf(x) = Φr ∗ f(x),
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where Φr(y) = r
−tr(A)Φ(r−Ay) and A is the diagonal d × d matrix as defined in (2.4). Then by the
classical vector-valued maximal estimates (see [17]) we have∥∥∥(∑
t∈N
sup
n∈Z
∣∣M2nft∣∣2)1/2∥∥∥
Lp
≤ Cp
∥∥∥(∑
t∈N
|ft
∣∣2)1/2∥∥∥
Lp
.(A.4)
Hence, for the proof of Theorem A.1, it is sufficient to show that∥∥∥(∑
t∈N
∑
n∈Z
∣∣(M2n −M2n)ft∣∣2)1/2∥∥∥
Lp
≤ Cp
∥∥∥(∑
t∈N
|ft
∣∣2)1/2∥∥∥
Lp
.(A.5)
Appealing to Lemma 2.1, the proof of (A.5) will be completed if we can prove that for every p ∈ (1,∞)
and f ∈ Lp(Rd) we have ∥∥∥∑
n∈Z
εn(ω)
(M2n −M2n)f∥∥∥
Lp
≤ Cp‖f‖Lp(A.6)
for every Rademacher sequence (εn(ω) : n ∈ N0), where ω ∈ [0, 1] and εn(ω) ∈ {−1, 1}.
While proving (A.6), without loss of generality, we may assume that p ≥ 2. Let Un = εn(ω)
(M2n −
M2n
)
. By Sj we denote a Littlewood–Paley projection F(Sjg)(ξ) = φj(ξ)Fg(ξ) associated with a smooth
partition of unity (φj : j ∈ Z) on Rd \ {0}, such that for each j ∈ Z we have 0 ≤ φj ≤ 1, and
suppφj ⊆
{
ξ ∈ Rd : 2−1 < |2jAξ|∞ < 2
}
,
and ∑
j∈Z
φj(ξ)
2 = 1, for ξ ∈ Rd \ {0}.
Note that ∥∥∥∑
n∈Z
εn(ω)
(M2n −M2n)f∥∥∥
Lp
≤
∑
j∈Z
∥∥∥∑
n∈Z
Sj+nUnSj+nf
∥∥∥
Lp
.
∑
j∈Z
∥∥∥(∑
n∈Z
∣∣UnSj+nf ∣∣2)1/2∥∥∥
Lp
.
Next, we show that there is a constant δp > 0 such that∥∥∥(∑
n∈Z
∣∣UnSj+nf ∣∣2)1/2∥∥∥
Lp
. 2−δp|j|‖f‖Lp.(A.7)
Set M∗f = supr>0 |M∗rf | and M∗f = supr>0 |M∗rf |, where M∗r and M∗r is the adjoint operator to Mr
and Mr, respectively. Let g ∈ Lq
(
Rd
)
be such that ‖g‖Lq ≤ 1 and g ≥ 0, where q = (p/2)′. Then by the
Cauchy–Schwarz inequality∫
Rd
∑
n∈Z
∣∣UnSj+nf(x)∣∣2g(x) dx ≤
∫
Rd
∑
n∈Z
|Sj+nf(x)|2
(M∗ +M∗)g(x) dx
≤
∥∥∥∥(∑
n∈Z
∣∣Sj+nf ∣∣2)1/2
∥∥∥∥
2
Lp
∥∥(M∗ +M∗)g∥∥Lq . ‖f‖2Lp‖g‖Lq
since for all q ∈ (1,∞] there is a constant Cq > 0 such that for all g ∈ Lp
(
Rd
)
,∥∥M∗g∥∥Lq + ∥∥M∗g∥∥Lq ≤ Cq‖g‖Lq .
Thus we have proven that ∥∥∥∥(∑
n∈Z
∣∣UnSj+nf ∣∣2)1/2
∥∥∥∥
Lp
. ‖f‖Lp.(A.8)
Now we refine the estimate (A.8) by showing that there is δ > 0 such that∥∥∥∥(∑
n∈Z
∣∣UnSj+nf ∣∣2)1/2
∥∥∥∥
L2
. 2−δ|j|‖f‖L2.(A.9)
Then interpolation of (A.8) with (A.9) will imply (A.7) and the proof of Theorem A.1 will be completed.
Let
m2n(ξ) =
1
|B1|
∫
B1
e2πiξ·Q(2
ny) dy and m2n(ξ) = FΦ(2nAξ),
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be the multipliers associated with the averagesM2n and M2n , respectively. Then
|m2n(ξ)−m2n(ξ)| . min
{|2nAξ|∞, |2nAξ|−1/d∞ }.
Hence, by Plancherel’s theorem and the assumption on the supports for φn+j we obtain∥∥∥(∑
n∈Z
∣∣UnSj+nf ∣∣2)1/2∥∥∥2
L2
=
∫
Rd
∑
n∈Z
|m2n(ξ)−m2n(ξ)|2|φj+n(ξ)|2|Ff(ξ)|2 dξ
. 2−2δ|j|
∫
Rd
∑
n∈Z
|φj+n(ξ)|2|Ff(ξ)|2 dξ . 2−2δ|j|‖f‖2L2,
for some δ > 0 as desired.
A.2. Proof of Theorem A.2. For each kernel K satisfying (A.1) and (A.2) we have the decomposition
(5.1). Therefore for any f ≥ 0, we have the pointwise bound
sup
r>0
|Trf(x)| . sup
r>0
Mrf(x) + sup
n∈Z
∣∣∣∑
j≥n
Tjf(x)
∣∣∣,
where
Tjf(x) =
∫
Rk
f
(
x−Q(y))Kj(y) dy = µ2j ∗ f(x).
Hence, Theorem A.1 reduce the matters to proving that for every p ∈ (1,∞) there exists a constant
Cp > 0 such that for every sequence (ft : t ∈ N) ∈ Lp
(
ℓ2
(
Rd0
))
we have∥∥∥(∑
t∈N
sup
n∈Z
∣∣∣∑
j≥n
Tjft
∣∣∣2)1/2∥∥∥
Lp
≤ Cp
∥∥∥(∑
t∈N
|ft
∣∣2)1/2∥∥∥
Lp
.
Let
Tf(x) =
∑
j∈Z
Tjf(x).
Recall that (see e.g. [17])
‖Tf‖Lp . ‖f‖Lp.
As in [8] we decompose∑
j≥n
Tjf = Φ2n ∗
(
Tf −
∑
j<n
Tjf
)
+ (δ0 − Φ2n) ∗
∑
j≥n
Tjf
= Φ2n ∗ Tf −
(
Φ2n ∗
∑
j<n
µ2j
) ∗ f +∑
j≥0
(δ0 − Φ2n) ∗ µ2j+n ∗ f.
Observe that by (A.4) and (2.3) we have∥∥∥(∑
t∈N
sup
n∈Z
∣∣Φ2n ∗ Tft∣∣2)1/2∥∥∥
Lp
.
∥∥∥(∑
t∈N
∣∣Tft∣∣2)1/2∥∥∥
Lp
.
∥∥∥(∑
t∈N
|ft
∣∣2)1/2∥∥∥
Lp
.
Since the function Φ2n ∗
∑
j<n µ2j defines a Schwartz function, for every N ∈ N0 we have∣∣∣Φ2n ∗∑
j<n
µ2j (x)
∣∣∣ .N 2−tr(A)n(1 + |2−nAx|2)−N ,
thus by the classical vector-valued estimates (see e.g. [17]) we get∥∥∥(∑
t∈N
sup
n∈Z
∣∣(Φ2n ∗∑
j<n
µ2j
) ∗ ft∣∣2)1/2∥∥∥
Lp
.
∥∥∥(∑
t∈N
|ft
∣∣2)1/2∥∥∥
Lp
.
Now, it remains to prove that there exists δp > 0 such that∥∥∥(∑
t∈N
sup
n∈Z
∣∣(δ0 − Φ2n) ∗ µ2j+n ∗ ft∣∣2)1/2∥∥∥
Lp
. 2−δpj
∥∥∥(∑
t∈N
|ft
∣∣2)1/2∥∥∥
Lp
.(A.10)
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For p ∈ (1,∞), due to Theorem A.1 and (A.4) we have∥∥∥(∑
t∈N
sup
n∈Z
∣∣(δ0 − Φ2n) ∗ µ2j+n ∗ ft∣∣2)1/2∥∥∥
Lp
.
∥∥∥(∑
t∈N
|ft
∣∣2)1/2∥∥∥
Lp
.(A.11)
For p = 2 we show that there exists δ > 0 such that∥∥∥(∑
t∈N
sup
n∈Z
∣∣(δ0 − Φ2n) ∗ µ2j+n ∗ ft∣∣2)1/2∥∥∥
L2
. 2−δj
∥∥∥(∑
t∈N
|ft
∣∣2)1/2∥∥∥
L2
.(A.12)
Then interpolation (A.11) with (A.12) will establish (A.10) and the proof of Theorem A.2 will be com-
pleted. For the proof of (A.12), it suffices to show∥∥ sup
n∈Z
∣∣(δ0 − Φ2n) ∗ µ2j+n ∗ f ∣∣∥∥L2 . 2−δj‖f‖L2.
Since ∣∣1−FΦ(2nAξ)∣∣ . ∣∣2nAξ∣∣1/d
∞
,
and ∣∣Fµ2j+n(ξ)∣∣ . min{∣∣2(j+n)Aξ∣∣∞, ∣∣2(j+n)Aξ∣∣−1/d∞ },
by Plancherel’s theorem we see that∥∥ sup
n∈Z
∣∣(δ0 − Φ2n) ∗ µ2j+n ∗ f ∣∣∥∥2L2 ≤
∫
Rd
∑
n∈Z
∣∣(1−FΦ(2nAξ))Fµ2j+n(ξ)∣∣2|Ff(ξ)|2 dξ
.
∫
Rd
∑
n∈Z
∣∣2nAξ∣∣1/d
∞
∣∣2(j+n)Aξ∣∣−1/d
∞
min
{∣∣2(j+n)Aξ∣∣
∞
,
∣∣2(j+n)Aξ∣∣−1/d
∞
}|Ff(ξ)|2 dξ
. 2−j/d
∫
Rd
∑
n∈Z
min
{∣∣2(j+n)Aξ∣∣
∞
,
∣∣2(j+n)Aξ∣∣−1/d
∞
}|Ff(ξ)|2 dξ,
which is bounded by 2−j/d‖f‖2L2 as claimed. This completes the proof of Theorem A.2.
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