Abstract. The purpose of this paper is to investigate the real sequences γ 0 , γ 1 , γ 2 , . . . with the property that if p(x) = n k=0 a k x k is any real polynomial, then n k=0 γ k a k x k has no more nonreal zeros than p(x). In particular, the authors establish a converse to a classical theorem of Laguerre.
Introduction and background information.
In the theory of distribution of zeros of polynomials, the following open problem is of central interest. Let D be a subset of the complex plane. Characterize the linear transformations, T , carrying polynomials into polynomials such that if p is a polynomial (either arbitrary or restricted to a certain class of polynomials), then the polynomial T [p] has at least as many zeros in D as p has zeros in D. There is an analogous problem for transcendental entire functions. (For related questions and results see, for example, [Br] , [CC7] , [I, Ch. 2, Ch. 4] , [INS] , [K, Ch. 7] , [M, and [O, .) In the classical setting (D = R) the problem (solved by Pólya and Schur [PS] ) is to characterize all real sequences T = {γ k } ∞ k=0 , γ k ∈ R, such that if a polynomial p(x) = n k=0 a k x k has only real zeros, then the polynomial
also has only real zeros (see (1.4) and (1.5) below). The purpose of this paper is to attack the following more general problem. Characterize all real sequences T = {γ k } where c, β, x k ∈ R, c = 0, α ≥ 0, n is a nonnegative integer and ∞ k=1 1/x 2 k < ∞. If −∞ ≤ a < b ≤ ∞ and if φ(x) ∈ L-P has all its zeros in (a, b) (or [a, b] ), then we will use the notation φ ∈ L-P(a, b) (or φ ∈ L-P [a, b] ). If γ k ≥ 0 (or (−1) k γ k ≥ 0 or −γ k ≥ 0) for all k = 0, 1, 2 . . . , then φ ∈ L-P is said to be of type I in the Laguerre-Pólya class, and we will write φ ∈ L-PI.
In order to clarify the above terminology, we remark that if φ ∈ L-PI, then φ ∈ L-P(−∞ The following are well-known characterizations of multiplier sequences (cf. [PS] , [P2, pp. 100-124] or [O, pp. 29-47] Now it follows from (1.6) that any complex zero decreasing sequence is also a multiplier sequence. If T = {γ k } ∞ k=0 is a sequence of nonzero real numbers, then inequality (1.6) is equivalent to the statement that for any polynomial p(x) = n k=0 a k x k , T [p] has at least as many real zeros as p has. There are, however, CZDS which have zero terms (cf. Section 3) and consequently it may happen that deg T [p] < deg p. When counting the real zeros of p, the number generally increases with the application of T , but may in fact decrease due to a decrease in the degree of the polynomial. For this reason, we count nonreal zeros rather than real ones. The existence of a nontrivial CZDS is a consequence of the following theorem proved by Laguerre and extended by Pólya (see Pólya [P1] or [P2, pp. 314-321] ). We remark that part (2) follows from (1) by a limiting argument.
k be an arbitrary real polynomial of degree n and let h(x) be a polynomial with only real zeros, none of which lie in the interval (0, n).
k be an arbitrary real polynomial of degree n, let φ ∈ L-P and suppose that none of the zeros of φ lie in the interval (0, n). Then the inequality
is a complex zero decreasing sequence.
One of the main results of this paper (see Theorem 2.12) is the converse of Theorem 1.4 in the case that φ is a polynomial. The converse fails, in general, for transcendental entire functions. Indeed, if p(x) is a polynomial in L-P(−∞, 0), then
+ p(x) and sin(πx) + p(x) are transcendental entire functions which generate the same sequence {p(k)} ∞ k=0 , but they are not in L-P.
For several analogues and extensions of Theorem 1.4, we refer the reader to S. Karlin [K, pp. 379-383] , M. Marden [M, pp. 60-74] , N. Obreschkoff [O, pp. 6-8, 42-47] and L. Weisner [We] . A sequence {γ k } ∞ k=0 which can be interpolated by a function φ ∈ L-P(−∞, 0), that is, φ(k) = γ k for k = 0, 1, 2 · · · , will be called a Laguerre multiplier sequence or a Laguerre sequence. It follows from Theorem 1.4 that Laguerre sequences are multiplier sequences. The reciprocals of Laguerre sequences are examples of sequences which are termed in the literature (cf. Iliev [I, Ch. 4] or Kostova [Ko] ) as λ-sequences and are defined as follows. 
In [I, Ch. 4 ] (see also [Ko] ) it was pointed out by Iliev that λ-sequences are precisely the positive definite sequences (see Theorem 1.7(2) below). There are several known characterizations of positive definite sequences (see, for example, [N, Ch. 8] and [W, Ch. 3 ]) which we include here for the reader's convenience.
be a sequence of nonzero real numbers. Then the following are equivalent.
(1) Λ is a λ-sequence.
(2) (Positive Definite Sequences [W, p.132] 
The importance of λ-sequences in our investigation stems from the fact that a necessary condition for a sequence T = {γ k } ∞ k=0 , γ k > 0, to be a CZDS is that the sequence of
be a λ-sequence. Thus, for example, the reciprocal of a Laguerre multiplier sequence is a λ-sequence. As our next example shows, there are multiplier sequences whose reciprocals are not λ-sequences.
. Then by (1.4), T is a multiplier sequence, since
. Then a calculation shows that det(λ i+j ), (i, j = 0, . . . , 3), is Therefore, by (1.9) we conclude that Λ is not a λ-sequence and a fortiori the multiplier sequence T is not a CZDS. It is also instructive to exhibit a concrete example for which inequality (1.2) fails. To this end, we set p(x) := (x + 1)
, and hence again it follows that the multiplier sequence T is not a CZDS.
It should be said that the present paper supersedes our papers (cf. [CC2] - [CC6] ) in which we claimed that all multiplier sequences are complex zero decreasing sequences. Unfortunately, our investigations were vitiated by our oversight with the result that some of the theorems of our the papers referred to are incorrect. Piecemeal correction is not the purpose of this paper and perhaps, at this distance of time, it is hardly desirable. The recognition of this mistake has, however, led us to develop afresh the arguments from a different point of view which has enabled us, in particular, to characterize completely those CZDS which can be interpolated by polynomials (see Theorem 2.12 of Section 2). In Section 3 we establish the existence of CZDS which have only a finite number of nonzero terms (Theorem 3.1 and Proposition 3.5) and we prove that for certain functions φ ∈ L-P, but φ ∈ L-PI, the sequence {φ(k)} ∞ k=0 is a CZDS (Corollary 3.3). In Section 4, we establish the existence of a class of CZDS, {γ k } ∞ k=0 , for which the sequence {g k (t)} ∞ k=0
is a CZDS for all t ≥ γ 1 , where g k (t) = k j=0 k j γ j t j (see Corollary 4.5). To this end, we first prove a generalization of a classical theorem of Hutchinson (Theorem 4.3) . This result leads us to consider multiplier sequences which are rapidly decreasing, but which, in general, cannot be interpolated by functions φ ∈ L-P(−∞, 0). We also prove (see Section 5) that there are sequences for which g k (t) = k j=0 k j γ j t j is a CZDS for each fixed t > 0 (Lemma 5.3). In particular, Lemma 5.3 shows the existence of a nontrivial class of CZDS, {γ k } ∞ k=0 , for which the following geometric result is valid. Suppose that the polynomial
, a n = 0, has exactly r real zeros counting multiplicities. Let
Then the curve F (x, y) = 0 intersects each line y = x/s, s > 0, in at least r (real) points (Theorem 5.4).
Polynomials which interpolate complex zero decreasing sequences.
The main theorem of this section (see Theorem 2.12 below) characterizes the class of all polynomials which interpolate CZDS. Our proof requires several preparatory results involving both CZDS and λ-sequences. We begin with an example which is generalized in Proposition 2.2.
Example 2.1. Fix a fixed positive integer m and consider the sequence
and consequently T is a CZDS.
Generalizing Example 2.1 we have
Proof. First we note that for any nonnegative integer k,
has only real negative zeros, so by Laguerre's theorem and Rolle's theorem
which proves the claim.
Remark. We remark that in Proposition 2.2 the assumption that
. . , and thus the terms of the sequence eventually become positive even though 1 − b < 0. It follows that T cannot even be a multiplier sequence. A similar claim can be made for sequences arising from polynomials of the form
In the remainder of this section, we shall make considerable use of the gamma function Γ(x) = 1 1/Γ(x) , defined on the whole complex plane except for the nonpositive integers, and its associated functions Γ(α,
called the complementary incomplete gamma function, and the incomplete gamma function
where α > 0. We note that (via analytic continuation) the latter function has the representation
In the proof of Theorem 2.4 we will appeal to the following lemma.
]/x to obtain the conclusion.
Theorem 2.4. Let h(x) be a real polynomial of degree n. Suppose that h(0) = 0 and that h(x) has only real zeros. If the sequence {h(k)}
∞ k=0 is a CZDS, then all the zeros of h are negative.
for any nonzero real number c. Hence we may assume that h is monic. The sequence {h(k)} ∞ k=0 cannot alternate in sign since h, being a polynomial, has only finitely many zeros. Since {h(k)} ∞ k=0 is a CZDS, it is a multiplier sequence and hence it follows that h(k) > 0 for k = 0, 1, 2, . . . or h(k) < 0 for k = 0, 1, 2, . . . (see, for example, [CC1, Theorem 3.4] ). Without loss of generality, we may assume that h(k) > 0 for k = 0, 1, 2, . . . . In particular, no nonnegative integer can be a zero of h. Since h(x) has only real zeros, we may assume that the zeros of h(x) are r 1 ≤ r 2 ≤ · · · ≤ r n . We will now proceed to show that if r n > 0, then the sequence { 1 h(k) } fails to be a λ-sequence and hence {h(k)} ∞ k=0 is not a CZDS, contrary to our assumption. So suppose that r n > 0. Then, using Lemma 2.3, we may assume that r n lies in an interval of the form (2m, 2m + 1) for some integer m ≥ 0. (Indeed, suppose that r n lies in an interval of the form (2m + 1, 2m + 2) for some integer m ≥ 0. Then the polynomial h 1 (x) := h(x + 1) vanishes at r n − 1, where r n − 1 ∈ (2m, 2m + 1). Hence, by Lemma 2.3, the sequence {h 1 (k)} ∞ k=0 is also a CZDS.)
We begin by assuming that the zeros of h are simple. Since h is monic, the partial fraction decomposition of
,
where we have used the representation (2.3) for γ. Since r j ∈ {0, 1, 2, . . .
Hence, by (2.4) and (2.5), we have (2.6)
Since −r n ∈ (−2m − 1, −2m), m ≥ 0, and since the real entire function 1 Γ(x) is negative on the interval (−2m−1, −2m), Γ(−r n ) < 0 and thus we conclude from (2.6) that F (x) → −∞ as x → ∞. Therefore, the sequence { 1 h(k) } is not a λ-sequence (see Remark 1.6).
Finally, if the zeros of h are not simple, then using (2.6), a limiting argument shows that
need not be a multiplier sequence. In the following example we find necessary and sufficient conditions for {h(k)} ∞ k=0
to be a multiplier sequence in the special case when h(x) is a quadratic polynomial whose zeros are positive. This result will be used in the proof of Proposition 2.6. To see this, we first note that if q(
Now, if (2.7) holds, then q(x) has only real negative zeros and thus
is a multiplier sequence, then the transcendental characterization of multiplier sequences (see (1.4)) implies that q(x)e x ∈ L-PI. Since h(0) > 0 and h(k) > 0 for all sufficiently large positive integers k, we conclude that h(k) > 0 for k = 0, 1, 2 · · · . Thus, (1 + a) > 0 and using the quadratic formula we see that (2.7) holds. In particular, we note that if s = r, then {h(k)} ∞ k=0 is a multiplier sequence if and only if 0 < r ≤
Proof. Since a necessary condition for a sequence to be a CZDS is that it be a multiplier sequence, we may assume that {h(k)} ∞ k=0 is a multiplier sequence. Thus, by Example 2.5, we may write h(
to e −x and show that the resulting entire function takes on negative values (see Remark 1.6).
First we assume that δ > 0. Then, for k ≥ 1, a standard integral formula yields
In addition, for each fixed x > 0, there is a positive constant K, K = K(x, a, δ) , such that for all t ≥ 0, the following inequality holds (2.10) 
where we have used (2.9), (2.10) (to establish the existence of the improper integral in (2.11)) and the dominated convergence theorem, to justify the interchanging of the integral with the summation. Next, we can find a number R = R(a, δ) > 1 such that (2.12)
where the last inequality follows from the elementary inequality
y+1 for all y > 0. Therefore, from (2.11) and (2.12) we deduce that lim x→∞ F (x) = −∞.
To complete the proof, we consider the case when δ = 0, so that h(x) = (x − r) 2 , where 0 < r ≤ 1 4 , by Example 2.5. Since
a calculation similar to the one used in proving (2.11) yields,
Thus, mutatis mutandis, the previous argument may be used to conclude that lim is not a CZDS.
In order to prove a converse of Laguerre's theorem (see part (3) of Theorem 1.4) for polynomials, we shall now do a careful analysis in the special case of irreducible quadratic polynomials, h(x) = x 2 + ax + b, where 4b − a 2 > 0.
Proof. Writing t x α = e α log(t/x) = e (a/2+iτ ) log(t/x) , we obtain
is strictly decreasing for t > max(0, a − 2). In particular, for x > max(0, a),
Lemma 2.8.
changes sign infinitely often in the interval (0, ∞).
Proof. A calculation shows that (2.13)
Since Γ(α) = 0, we have ( Γ(α)) 2 + ( Γ(α)) 2 > 0. We first consider the case when Γ(α) = 0. Now by Lemma 2.7, (2.14)
Since lim x→∞ 2e −x x a 2 −1 = 0, we can find a number x 0 > |a| such that
For x > x 0 , the function cos(τ log x) alternately takes on the values −1 and +1 infinitely many times. Hence, if x 1 > x 0 and if cos(τ log x 1 ) = ±1, then sin(τ log x 1 ) = 0 and therefore (2.13) yields f (
, which, by (2.14) and (2.15), is positive or negative according to the sign of the first term. Thus, it follows that f (x) changes sign infinitely often in the interval (0, ∞). If Γ(α) = 0, then Γ(α) = 0, and we can choose x 0 > |a| such that 2e
|. Now the function sin(τ log x) assumes the values −1 and +1 infinitely often and so in this case the conclusion of the lemma also holds.
, where a and b are real numbers
Therefore, by Lemma 2.8, F (x, a, b) changes sign infinitely often in the interval (0, ∞). Proof. Suppose that T is a CZDS. We will first demonstrate that the roots of h must be real. To this end, we set Λ = {
. Now if the roots of h are not real, then by Proposition 2.9 the function Λ[e −x ] = F (x, a, b) changes sign infinitely often in the interval (0, ∞). But then Λ is not a λ-sequence and so T is not a CZDS. This contradiction shows that the roots, call them r and s, of h must be real. By Proposition 2.6, r and s cannot both be positive. So suppose that r ≤ 0 and s ≥ 0. If r = 0, then the remark following Proposition 2.2 shows that s is in the interval [0, 1]. Therefore, we conclude that either both roots of h are nonpositive or one root is 0 and the other is in the interval [0, 1]. Since the converse implication is a direct consequence of Proposition 2.2 and Laguerre's theorem, the proof of the theorem is complete.
Theorem 2.11. Let h(x) be a real polynomial. If the sequence T = {h(k)} ∞ k=0 is a CZDS, then all the zeros of h are real.
Proof. Assume the contrary so that h(x) can be expressed in the form h(x) =p(x)(x 2 + ax + b), where 4b − a 2 > 0. Then the polynomialp(x) gives rise to the entire function 
, where n > 0 and lim n→∞ n = 0. We note, in particular, that q n (x) has the same number of real zeros as p(x) has. Moreover, as n → ∞, q n (x) → p(x)e −x uniformly on compact subsets of C.
has infinitely many sign changes in the interval (0, ∞). Also, as n → ∞,
uniformly on compact subsets of C. Thus, for sufficiently large n, each of the approximating polynomials f n (x) has more real zeros than p(x) has. Since T is a CZDS,
, and consequently, for n sufficiently large,
has more real zeros than p(x) has. This is the required contradiction and thus the proof of the theorem is complete.
Finally, to summarize the foregoing results, we state
Theorem 2.12. Let h(x) be a real polynomial. The sequence T = {h(k)} ∞ k=0 is a complex zero decreasing sequence (CZDS) if and only if either (1) h(0) = 0 and all the zeros of h are real and negative, or (2) h(0) = 0 and the polynomial h(x) has the form given by (2.2) in Proposition 2.2.
Proof. Suppose that T is CZDS. Then case (1) is a consequence of Theorems 2.11 and 2.4. In case (2), set h( 
and let g(x) = h(x + m). Then by Lemma 2.3 the sequence {g(k)}

Some extensions to transcendental entire functions.
It was noted in the Introduction (see the comment following Theorem 1.4) that Theorem 2.12 is not true, in general, if the polynomial h(x) is replaced with a transcendental entire function. On the other hand, we know that sequences generated by entire functions which are limits of polynomials satisfying Laguerre's theorem (see part (3) of Theorem 1.4) again give rise to complex zero decreasing sequences. The sequence
is one of the classical paradigms of CZDS (see, for example, [O, p.14 ]) which arises from the reciprocal of the gamma function. In this section, we shall establish some limited generalizations of the results of the previous section in the case of transcendental entire functions. The main emphasis will be on sequences with only finitely many nonzero terms. Sequences that end in a string of zeros are in a certain sense complementary to those which begin with zeros; in particular, compare Proposition 2.2 and Corollary 3.3 and note the restrictions imposed on the positive zeros of the interpolating functions involved. In addition, Corollary 3.3 provides an extension of part (2) 
(3) To this we apply the sequence {
gives us
Finally, multiplication by n! yields the desired polynomial
The second case, m < n, r = 0, is very similar. Change step (2) to multiplication by x n−m and step (4) 
Proof. This is proved by following the steps in the proof of Theorem 3.1 and using the sequence
in step (6).
Corollary 3.3. Let h(z) ∈ L-P. If h(z) has no zeros in [0, n] and if h(z) has a zero at every integer greater than n, then {h(k)}
Proof. Let h(z) ∈ L-P. Suppose that h(z) has no zeros in [0, n] and suppose that h(z) has a zero at every integer greater than n.
so that g(z) satisfies the same hypotheses as h(z). By Corollary 3.2, with γ
is a CZDS. Then elementary considerations involving removable singularities, show that the function
is an entire function. Moreover, it is easy to see that φ ∈ L-P and none of the zeros of φ lie in the interval (0, n). Therefore, by Laguerre's theorem (see part (2) 
Of greater importance to us is the fact that a multiplier sequence can be interpolated (by a function in L-P with zeros restricted to certain intervals) if and only if the scaled sequence can be so interpolated. For future reference, we record a precise version of this fact, the proof of which is clear.
Lemma 3.4. If the sequence {γ k } is interpolated by a function φ(x), then, for any
It is not known if all CZDS with only finitely many nonzero terms arise from a Laguerre interpolation, that is, one in which the interpolating function satisfies the hypotheses of Laguerre's theorem. However, as a partial converse to Corollary 3.3, we consider sequences with at most three nonzero terms. Proof.
(1). The application of the sequence to any polynomial yields a polynomial of degree one, so the sequence must be a CZDS. A function of the proper form which interpolates the sequence is
, as is easily checked since Γ(2 − x) equals 1 at zero and one, and equals 0 at all integers greater than one.
(2). The condition for {a, b, c, 0, 0, . . .} to be a multiplier sequence is that a + bx + have only real negative zeros [CC1] . Since applying this sequence to any polynomial results in a polynomial of degree at most two, this is also equivalent to being a CZDS. The condition given is the usual discriminant condition for real zeros.
By Lemma 3.4, we may scale the sequence with the constant r = 2a/c. We may also multiply by a constant, in this case (2a)
−1 , resulting in the normalized sequence { 3! has only real negative zeros, which is equivalent to
As a concrete example, consider the CZDS {32, 24, 12, 3, 0, 0, . . .}. The interpolating polynomial p must satisfy p(0) = 192, p(1) = 48, p(2) = 12, p(4) = 3 because of the denominator Γ(4 − x). If p has degree 3, this polynomial is determined by the conditions and has two of its zeros between 1 and 2.
is a CZDS if and only if there exists a polynomial
Proof. By Laguerre's theorem, the existence of such a polynomial implies that {γ k } ∞ k=0 is a CZDS. For the converse, we write
is a CZDS if and only
is, so p(
12 that h(x) has only real negative zeros. Since γ k = h(k)σ k , the conclusion follows.
Remark 3.8. Since multiplier sequences arise as sequences of Taylor coefficients, γ k , of functions of the form e σx ∞ 1 (1 + x/x k ) (as opposed to having only finitely many zeros), it would be desirable to be able to prove that if {γ k } ∞ k=0 is a CZDS, then so are the sequences obtained from approximating functions φ n (x) = e σx n one zero causes trouble. For example, let a, b, c > 0 and assume that the coefficients of (x + a)(x + b)(x + c)e x form a CZDS. By Theorem 2.12, we know that this is equivalent to requiring the polynomial x 3 + (c + b + a − 3)x 2 + ((b + a − 1)c + (a − 1)b − a + 2)x + abc to have only real negative zeros. For example, if a = 1 and b = 9, this is (approximately) equivalent to c < .00433 or 3.5197 < c < 4.1133 or c > 15.963. Choosing c sufficiently close to any of the endpoints of these intervals will yield a function in which deleting an appropriate one of the factors x + a or x + b will give rise to a sequence which is not a CZDS. The reason for this is that the Taylor coefficients of (x + r)(x + s)e x , 0 < r < s, form a CZDS if and only if 1 + r + 2 √ r ≤ s, as one can check by using Theorem 2.12.
A Generalization of Hutchinson's Theorem and Some Classes of Zero Decreasing Sequences.
If
is a CZDS, then for each fixed t > 0, the sequence {g
, where
In general, the multiplier sequence {g k (t)} ∞ k=0 need not be a CZDS for all t > 0. Indeed, consider
for which the sequence {γ k } ∞ k=0 = {1, 2, 2, 0, 0, . . .} is a CZDS by Proposition 3.5. If we set h(x) = 1 + x + x 2 , then g k (1) = h(k) and, by Theorem 2.12,
is not a CZDS. (See also Example 1.8.) In this section, we will establish the existence of a class of CZDS {γ k } ∞ k=0 for which the sequence {g k (t)} ∞ k=0 is a CZDS for all t ≥ γ 1 , where g k (t) = k j=0 k j γ j t j (see Corollary 4.5). To this end we first generalize a classical theorem of Hutchinson [Hu] (see also Hardy [Ha1] or [Ha2, , Petrovitch [Pe] and the recent paper by Kurtz [Ku, p. 259] ). [Wh, p. 53] 
Theorem 4.1 (Whittaker
Proof. The first conclusion is a consequence of γ 2 n ≥ α 2 γ n−1 γ n+1 and an elementary induction argument. If α > 1, it implies that lim n→∞ γ 1/n n = 0 and so we see that f (z) is an entire function by Theorem 4.1. To check the order of the entire function f (z), we use the following estimates for |z| ≥ 1:
where F (z) = ∞ n=0 a n z n and a n = 1
But F (z) is of order zero since ρ(F ) = lim n→∞ n log n − log |a n | = 0 [B, p.9] . Thus, 
The Turán inequalities assumed for the numbers γ n imply that
where α is defined by (4.1). Let (4.3)
where x denotes the floor function, and
For x = 0, we set
where π 0 (x) = 1 and π n (x) = (1 −
Evaluating (4.5) at x k , which is negative, we obtain
Now for 1 ≤ n ≤ 2k − 1, we have
by (4.2). Combining this with (4.5) yields
Now consider (4.8)
From (4.2), (4.3) and b 1 = 1/γ 1 , we obtain (4.10)
In the last term of (4.9), we replace |x k | by this lower bound and replace 1 + 2k−2 |x k | by a lower bound of 1, to obtain
For any fixed γ 1 > 0, one can easily check that the positive root of the polynomial in (4.11) approaches 2 from below as k → ∞. Thus we require α ≥ 2. Also, for each fixed
2 , for each k = 1, 2, . . . , so the maximum condition on alpha is obtained when k = 1, yielding α ≥
2 (1 + √ 1 + γ 1 )) suffices to guarantee that (4.9) holds and hence that T k < 0.
Finally, we check that
For 1 ≤ j ≤ N − 1, and with 2k + j + 1 ≤ N 2 = r, we simplify the following ratio, using (4.3) and (4.5),
α ≥ b 2k−1 b 2k , and so
. Thus to prove (4.12), it suffices to show that b 2k+j+1 − b 2k
α ≥ 2k + j. Again using (4.2), (4.14) 
it follows from (4.13), (4.14) and (4.15) that (4.12) holds.
Next, it follows from (4.6), (4.7), (4.8) (since T k < 0) and (4.12) thatφ(
A similar argument shows thatφ(y k ) > 0, k = 1, . . . , s, where y k is defined by (4.4). Thus the sequenceφ(0),φ(x 1 ),φ(y 1 ),φ(x 2 ), . . . , ending withφ(x r ), if N is even, and with φ(y s ), if N is odd, has N − 1 sign changes. The sign ofφ must change once more to the left of the last point (x r or y s ), since the leading coefficient, γ N /N ! ofφ is positive. Thereforẽ φ has N real, simple negative roots and the theorem is proved.
Remark. Theorem 4.3 is a generalization of a classical theorem of Hutchinson [Hu] in which he shows that φ(x) = Proof. If γ N = 0 for some N > 1, then by (4.16), γ N = γ n+1 = · · · = 0, so that both φ andφ reduce to polynomials which have only real negative zeros by Theorem 4.3. Thus, we may assume that γ n > 0 for all n ≥ 1. The assertion that φ ∈ L-PI follows from a result of Hutchinson [Hu] . By (4.16), Lemma 4.2 and Whittaker's theorem (cf. Theorem 4.1), we know thatφ is an entire function of order zero. In addition, by Theorem 4.3, for each positive integer N , the polynomialφ N (x) = N n=0 γ n x n has only real negative zeros. Now, another application of Whittaker's theorem shows thatφ n →φ as N → ∞, uniformly on compact subsets of C. Therefore, it follows from Hurwitz' theorem thatφ has only real negative zeros.
We recall that a sequence {γ k } ∞ k=0 is called a Laguerre sequence if it can be interpolated by a function φ ∈ L-P(−∞, 0), that is, φ(k) = γ k for k = 0, 1, 2 · · · . In order to expedite our exposition, we shall also introduce the following definition. 
is a rapidly decreasing sequence, then for any t ≥ γ 1 , the sequence {γ j /t j } ∞ j=0 is also a rapidly decreasing sequence. Thus, by Corollary 4.4,φ t (x) ∈ L-PI and so the sequence {φ t (k)} ∞ k=0 is a Laguerre sequence whenever t ≥ γ 1 . Therefore, by Laguerre's theorem (see Theorem 1.4), Z c ( N 0 a kφt (k)x k ) ≤ Z c (f ) for t ≥ γ 1 , and sincẽ φ t (k) = g k (1/t), the corollary is established.
