A partial answer to why quasi-Monte Carlo algorithms work well for multivariate integration was given in [15] by introducing weighted spaces. In these spaces the importance of successive coordinate directions is quantified by a sequence of weights. However, to be able to make use of weighted spaces for a particular application one has to make a choice of the weights.
Introduction
In recent years there has been enormous interest in methods for evaluating high-dimensional integrals over the s-dimensional unit cube, f (x j ), with the points x j ∈ [0, 1] s chosen by some deterministic procedure. Much of this interest has been driven by the apparent success of financial calculations formulated as integrals with hundreds or even thousands of variables, see for example [11] . For many classical spaces it is hard to understand how high-dimensional integration can be computationally feasible, since the worst-case error for f in the unit ball typically grows with s, often exponentially.
As one way to cope with that problem, Sloan and Woźniakowski [15] in 1998 introduced the notion of weighted Sobolev spaces. Having observed that for some problems f becomes less and less variable in successive coordinate directions, they introduced weights γ 1 , γ 2 , . . . ,
with the weight γ j being associated with coordinate direction j. They showed that the integration problem in a particular Sobolev space setting (see below) becomes strongly tractable (meaning that the worst-case error for all f in the unit ball of the weighted Sobolev space is bounded independently of s and goes to zero polynomially with n −1 ), if and only if
To be more precise, the paper [15] established both a lower bound on the worst-case error, a lower bound that grows if (1) is violated, and an upper bound of the form
which holds for all QMC rules which are 'better than average', in a sense we shall soon make precise. Here C s,γ is a known constant,
in which the last bound is finite if and only if (1) is satisfied, and |f | s,γ is a seminorm, given explicitly below, in a certain tensor-product reproducing kernel Hilbert space H s,γ . The many subsequent developments include an improved rate of convergence of order O(n −1+δ ) for arbitrary δ > 0, see [5] and [16] , if the weights satisfy a stronger condition than (1) , and more recently two concrete constructions, see [12] and [13] , that achieve the error bound (2) , and even, in the second case, the improved error bound O(n −1+δ ), see [6] . In this paper we revisit the work of [15] with several aims. As in [21] , we remove the implicit assumption in [15] that the weights should be independent of s, thus now we allow γ j = γ s,j . At the same time we remove the restriction that γ 1 = 1.
There are good reasons for liberating the weights in this way: Since the work of [15] , one of the greatest barriers to applying the weighted Sobolev spaces in practice has been the unanswered question:
how should the weights {γ j } be chosen for a particular application? A recent paper by Larcher, Leobacher and Scheicher [9] attempted to answer this question for two simple functions f. Inspired by that paper, we now believe that the best answer in many cases is:
choose weights so as to minimize the error bound. In this paper we work with the error bounds of the form (2), and we choose weights to minimize the right hand side of (2).
As we shall see, this conclusion has dramatic implications for the recommended weights. Most strikingly, the equally weighted case, which was formerly excluded by the tractability condition (1) , is now restored to its rightful place, as a natural assumption where there is no obvious ordering of the coordinate directions. The difference is that now we would generally recommend, see Section 5 for more detailed recommendations, that the equal weights be taken inversely proportional to s, so that the sum of the weights stays constant as s increases. A more general version of the recommendation, suitable for the non-equally weighted case, is that the sum of the weights be held constant as s increases.
Behind the recommendation in the last paragraph is our acceptance of an assertion by Caflish, Morokoff and Owen [1] and others: that the reason for the success of quasi-Monte Carlo methods in many practical calculations is that f is essentially low-dimensional (by which we mean low-dimensional in the 'superposition' rather than the 'truncation' sense, see [1] ).
To explain the relevance of the low-dimensionality of f, let us assume that appropriate relative weights τ j := γ j /γ 1 are known, and that the problem is to determine the most appropriate normalisation of the weights. It is convenient to write the weights as
so that the unknown constant Γ is just the sum of the weights, Γ = s j=1 γ j . For definiteness we work at this moment with the weighted Sobolev spaces H s,γ of the paper [15] , in which the norm is
and the seminorm is
where for u ⊆ {1, . . . , s} the symbol x u denotes the |u|-dimensional vector of components x j with j ∈ u; (x u , 1) denotes the s-dimensional vector with all components x j with j ∈ u replaced by 1; and
From (4) and (7) we see that the square of the seminorm (6) can be written as
where, with τ u := Π j∈u τ j and 1 ≤ d ≤ s,
The bounds (2) and (3) now allow us to write
It is easy to see, as discussed in Section 5, that the bound on the right hand side as a function of Γ is minimized for some Γ 0 satisfying
with the precise value of Γ 0 depending on the numbers A d (f ), d = 1, 2, . . . , s. (In Section 5 we give also an improved version of this argument, using a more careful upper bound.) So far we have made no assumption about the function f, other than that it belongs to H s,γ . Now suppose for simplicity that f can be represented as a sum of two-dimensional functions, that is,
for some functions f kℓ in H s,γ . Then the only non-zero partial derivatives ∂ |u| f /∂x u are those with |u| = 0, 1 or 2, from which it follows that A d (f ) = 0 for d > 2. The same argument that gave us (8) now leads to
More generally, if f is a sum of functions each depending on at most d variables, then (8) is replaced by
In particular, assuming that d is constant, the sum of the weights should be bounded independently of s.
The examples studied by [9] are both of the form considered in the preceding paragraph with d = 1, explaining the recommendation in [9] that the sum of the weights should be chosen equal to 2.
Of course it will not usually happen that f is exactly d-dimensional, but it will often happen that f can be approximated in a uniform sense by, say, a d-dimensional function f d by
If f − f d ∞ is small enough then it still makes sense to say that the sum of the weights should not exceed 2d.
At this point we note that the way in which we select the weights should also depend on how we plan to use them. In particular, if they are to be used in one of the current crop of algorithms, see [12, 13, 8, 2] , for constructing (randomly) shifted lattice rules, an important aspect is that the choice of the weights has no effect on the 1-dimensional projections, because every 1-dimensional projection is a shifted n-point trapezoidal rule. An extreme case is represented by the Larcher, Leobacher and Scheicher [9] examples: because d = 1 in their example, the choice of weights will have no effect on the quality of the result, since all the lattice rules from the above algorithms will give the same result.
In this paper we shall make use of the precise way of representing a function f as a sum of lower-dimensional terms, namely the anova (for 'analysis of variance') decomposition of the function f, see [3, 18] . Following Sobol [18] , we say that the expansion
is an anova decomposition of f if f ∅ = I s (f ) and for every term f u with ∅ = u ⊆ {1, . . . , s} we have
It follows easily that the anova terms are orthogonal in the L 2 sense,
It follows also that
and more generally
where x −u denotes the vector x {1,... ,s}−u . The last formula is often used as the definition of the anova decomposition. From the orthogonality property (12) it follows immediately that the variance of f is a sum of the variances of the separate anova terms,
or in an obvious notation,
Methods for estimating individual variances σ u have been proposed by Sobol [18] ; see also [20] .
The structure of the paper is as follows. In the next section we prepare for the reexamination of the results of [15] by considering how best to choose the underlying Sobolev space within which to carry out the analysis. We look specifically at three ways in which one might wish to depart from the space used in [15] . First, we see in (6) that the 'anchor' point 1 = (1, . . . , 1) plays a special role. This comes from the Zaremba identity [23] . It is known, however, that the anchor can be chosen to be any point a ∈ [0, 1] s , see [7] , [10] and [12] . In Section 2 we point out that there is much to be gained by instead choosing the anchor at the midpoint a = , . . . , 1 2 , a choice previously recommended by Hickernell [4] . The second change we might contemplate is to choose a space that has a natural association with the anova decomposition of f. One such space, considered in the recent paper [17] , has the norm
The difference from (6) is that instead of anchoring the 'other' components of x at 1, the 'other' components are here integrated over [0, 1] . We shall see in Section 6 that this space decomposes in a very natural way into the separate anova components. At the same time it leads to smaller worst-case errors. The third space has the norm
This space, which like the second space is unanchored, turns out to be more complicated to analyse. Because the norm is lower than (13) it has a smaller worst-case error than the first unanchored space, but seems to offer no real advantage. Therefore, the first unanchored space with norm (13) may be the best one for practical purposes. In Section 3 we consider lower bounds for the worst-case error,
with the restriction γ 1 = 1 now abandoned, and taking a wider choice for the underlying Sobolev space.
The notion of QMC-tractability and strong QMC-tractability was introduced in [15] . Tractability means that we need to perform a number of function evaluations which is polynomial in s and ε −1 to reduce the initial error (where the initial error is the worst-case error for n = 0, and Q 0,s is defined to be 0) by a factor ε, whereas strong tractability means that the number of function values has a bound independent of s and polynomially dependent on ε −1 . In Section 4 we shall see that the results on tractability and strong tractability of [15] are changed in many minor ways.
In Section 5 we consider how best to choose the weights γ j , and in particular, how best to normalize these weights. We consider this question for the range of Sobolev spaces considered in Section 2, and we point out the way in which the recommendations are changed if (as recommended above when the weights are to be used in the constructive algorithms) the 1-dimensional anova terms are ignored.
Finally, in Section 6 we show that the anova decomposition of functions of the 'unanchored' space mentioned above, is equivalent to the decomposition of functions with respect to an orthogonal decomposition of this space. 
Choosing the Sobolev spaces
where (·, ·) is the inner product in H, and obviously f = (f, f ) 1/2 . To stress the role of the reproducing kernel K, the space H is often denoted as H = H(K).
We consider the multivariate integration problem
If h ∈ H(K) then I s (f ) is well defined and h is the representer of multivariate integration, that is,
An important role is played in our analysis by the worst-case error of a QMC rule
Due to linearity of I s − Q n,s we have the error bound
For n = 0, we let Q 0,s = 0, and then e 0 = I s is the initial error that can be achieved without sampling the function.
We define e av n , called the average worst-case error, as the root mean square average of the worst-case errors of all QMC rules (with respect to all the QMC points x j ),
The explicit formulas for the initial error e 0 , the worst-case error e n of a QMC algorithm, and the average worst-case error e av n in a reproducing kernel Hilbert space H(K) are well known, see for example [15] , and they are only dependent on the kernel K of the space. We now present these formulas.
The square of the initial error e 2 0 is given by
The square of the worst-case error e 2 n is given by
Finally, the average worst-case error e av n over all points x j is given by
We therefore have e
We now specify Hilbert spaces, their kernels and error formulas that are studied in this paper. We consider Hilbert spaces of functions of s variables defined on [0, 1] s . These spaces are tensor-products of weighted Hilbert spaces of univariate functions. To stress the role of the number of variables s as well as the weights γ we denote H as H = H s,γ , and we have
where the spaces H 1,γ j are the Sobolev spaces of absolutely continuous real functions defined on [0, 1] whose first derivatives belong to L 2 ([0, 1]). The spaces H 1,γ j differ by the choice of the inner product (or therefore the norm) depending whether we consider the "anchored" case or one of the "unanchored" cases as will be defined in a moment. Due to the tensor-product structure of H s,γ , its reproducing kernel K s,γ has the product form,
where K 1,γ j is the reproducing kernel of the space H 1,γ j , with x j and y j denoting the jth component of x and y. Hence, to complete the definition of the spaces studied in this paper it is enough to specify the spaces H 1,γ j or equivalently their kernels K 1,γ j .
We first discuss the anchored case in which we take the kernel, see e.g., [4, 10] ,
where
Here a j ∈ [0, 1]. The inner product is now given by
As we see, the number a j plays a special role and is called the anchor. This explains why this case is called anchored. Classically, the choice a j = 1 or a j = 0 has been made, however, as we shall see there is an argument to choose a j = 1/2 as the most reasonable case for computation. It proves convenient to rewrite µ a (x, y) in the manner of Hickernell [4] , as
is the Bernoulli polynomial of degree 2, {x − y} is the fractional part of x − y,
, and α a (x) := max(x, a) − 1 2
, in which the constant, 1 3 , is chosen so that
(In verifying the equivalence of the two expressions for µ a (x, y) it may be useful to use the property
. . , a s ) be the anchor vector. Then the norm in the space H s,γ becomes
Here we use the convention that for u = ∅, we have
and γ u = 1. We add that the space studied in [15] corresponds to a = 1 = (1, . . . , 1). We now specify the error formulas for the anchored case. The representer h = h s,γ of multivariate integration is now
) .
The average worst-case error e av n = e av n,s,γ and the initial error e 0 = e 0,s,γ are now given by
and
We note that β a = a 2 − a + 1/3 has its maximum value at a = 0 and a = 1 and its minimum value at a = 1/2. Since
we see that even for the best value achieved with a = 1/2, the initial error is larger than 1.
The average worst-case error is a function of β a 1 , . . . , β as . It is easy to check that the partial first derivatives with respect to β a j are positive. Therefore the average worst-case error is monotone increasing in β a j , and is minimized for β a j = 1/12. We now turn to the unanchored case. As in [17] , we introduce two 'unanchored' spaces, where the first unanchored space H s,γ (in the following we refer to this space as the 'first unanchored space') has the kernels K 1,γ j given by (16) with µ a j replaced by µ, where
which we note is of the same form as (18) but with
The inner product in H 1,γ j is now given by
The norm in the space H s,γ is now
The error formulas are now the same as for the anchored case with α a (·) = 0 and β a = 0. This means that now the representer is h = 1, and the initial error is 1 independently of the weights γ s,j . The average worst-case error for the first unanchored case is smaller than for the anchored case with an arbitrary a since, as already mentioned, (20) is monotone increasing in β a , and is minimized by β a = 0, that is, it takes its minimum value for the first unanchored case. The second 'unanchored' space H ′ s,γ (which in the following will be called the 'second unanchored space') has the kernels K ′ 1,γ j given by, see [19] ,
For small γ j , see [17] , we have
This means that the kernel of the second unanchored space is similar to the kernel of the first unanchored space for small weights γ j . The inner product in H ′ 1,γ j is now, see again [19] ,
The norm in the space
It is known, see [17] , that
This implies that the representer h = 1 and the initial error is also 1, independently of the weights γ j . The average worst-case error is given by
We can write
since the l-th Bernoulli number B l is zero for odd l. Although the average worst-case error of the second unanchored space is the smallest of all spaces considered, the average worst-case error of the first unanchored space is, for small weights, essentially the same. We add at the end that for all cases, it is clear that to minimize the norm f s,γ we would always choose large values of the weights. On the other hand, large weights make the value of e av n,s,γ very large, making the best weights that minimize the error bound lie somewhere in between.
Lower bounds on the worst-case error
There are two proof techniques to establish lower bounds on the worst-case error for multivariate integration. They hold for tensor-product reproducing kernel Hilbert spaces. The first proof technique is for QMC algorithms (or more generally for algorithms n j=1 w j f (x j ) with non-negative coefficients w j ) and for non-negative kernels K(x, y) ≥ 0 for all x, y ∈ [0, 1] s , see [15] and [22] . Observe that the kernel for the anchored case is always non-negative, whereas the kernel for the first unanchored case is non-negative iff all γ j are at most 1 6. On the other hand, the kernel for the second unanchored case is always positive.
The second proof technique is for arbitrary algorithms and for kernels that have decomposable part for s = 1, see [10] . In this paper we study only QMC-algorithms and we defer the study of lower bounds for arbitrary algorithms to a future paper.
We apply the first proof technique for QMC algorithms for the anchored and unanchored Sobolev spaces with the weights γ j = γ s,j . For a point-wise nonnegative kernel K s,γ , we apply Lemma 4 of [15] which states that e 2 n,s,γ e 2 0,s,γ
We now consider the anchored Sobolev space. Then (27) takes the form
Since α a (x) + β a = (x − a) + − (x − a)(x + a)/2, with (x − a) + = max(x − a, 0), we can rewrite this lower bound as e 2 n,s,γ e 2 0,s,γ
where the function f a,x (γ) is defined for a, x ∈ [0, 1] and for γ ≥ 0 by
Clearly, f a,x (0) = 1. It is easy, although tedious, to check that f a,x (γ) < 1 for γ > 0 and
The last maximum is attained for a = 1, x = 1/3 and a = 0, x = 2/3. For small γ, we use standard expansion of functions in (29) and obtain
with |g a,x (γ)| ≤ Cγ 2 where C is independent of a, x and γ. Therefore, for a ∈ [0, 1],
Take a positive γ 0 , and define
We claim that C(γ 0 ) is positive. Indeed, for large γ, say γ ≥ γ * ≥ γ 0 , the values of f a,x (γ) are roughly equal to the limiting value f a,x (∞) which is at most (8/9) 1/2 < 1 for all a and x. Thus (1 − f a,x (γ))/ min(γ, γ 0 ) = (1 − f a,x (γ))/γ 0 is roughly bounded from below by For small γ 0 , we have
The function C(·) is non-increasing and for large γ 0 , we have
Hence, it goes to zero as γ 0 goes to infinity. Approximations of C(γ 0 ) for γ 0 = 1, 2, 3, 6 and 12 are given in Table 1 . 
This
We stress that the last lower bound is valid for the anchored Sobolev space with an arbitrary a and for an arbitrary γ 0 . We now switch to the first unanchored Sobolev space. We know that the initial error is 1 for all weights γ j , and h = 1. As mentioned before, the reproducing kernel is point-wise nonnegative iff all γ j ≤ 6. Let η j = min(γ j , 6). It is easy to see that e n,s,η ≤ e n,s,γ . This follows from the fact that η j ≤ γ j for all j implies that f s,γ ≤ f s,η and therefore the unit ball for the weights η is no larger than the unit ball for γ. Hence, for lower bounds we can analyze the weights η for which the kernel is point-wise nonnegative and we can use Lemma 4 of [15] . From (27) we have 
For x = η j /12 ∈ [0, 1/2], it is easy to check that (1 + x) −1 ≤ exp(−a x) with a = 2 ln(3/2) = 0.8109 . . . . 
Therefore we can rewrite the last estimate as
We now show how to improve the lower bound (33), by considering the second unanchored Sobolev space H ′ s,γ with the reproducing kernel
It is clear that multivariate integration for the space H ′ s,γ is no harder than for the unanchored space H s,γ since for both spaces, the initial error is 1, and f Hs,γ ≤ f H ′ s,γ for all f implies that the unit ball of H ′ s,γ is a subset of the unit ball of H s,γ . Hence, it is enough to study lower bounds for the space H 
For large x, we clearly have g(x) = 2/x(1 + O(1/x)). For small x, we have g(x) = 1 − 1 12
(This can be seen by showing that x −2 ((g(x)) −2 − 1) is monotonically increasing and goes to 1/6 for x → 0.) ¿From this result we have
This yields the lower bound
¿From γ j /6 > η j /12 follows that the lower bound in (34) is always larger than (32). The essence of the lower bounds (31), (33) and (34) is that the number n of sample points must depend on the dimension s through the weights γ s,j if we want to obtain a small error e n,s,γ /e 0,s,γ . For example, take all weights γ s,j = 1 which corresponds to the classical unweighted Sobolev spaces. Then for the anchored case, we have for γ 0 = 1, In both cases, n must be exponentially large in s to guarantee that e n,s,γ /e 0,s,γ ≤ 1/2, say. We address the question how n must depend on s and the weights γ s,j in the next section.
Tractability and Strong Tractability
We recall the notions of tractability and strong tractability of QMC algorithms for multivariate integration for the anchored and unanchored Sobolev spaces, see e.g., [15] .
For ε ∈ (0, 1), let n = n(ε, s, γ) denote the minimal number of sample points used by a QMC algorithm such that the initial error is reduced by a factor ε, e n,s,γ ≤ ε e 0,s,γ .
Multivariate integration is QMC-tractable if there are nonnegative numbers C, q and p such that
Multivariate integration is strongly QMC-tractable if q = 0 in the inequality above. Tractability means that we need to perform polynomially many in s and ε −1 function evaluations to reduce the initial error by a factor ε, whereas strong tractability means that the number of function values has a bound independent of s and polynomially dependent on ε −1 .
Using the results of the previous sections, we are ready to check QMC-tractability for the Sobolev spaces. we reduce the initial error by a factor ε. Since n does not depend on s and depends quadratically on ε −1 , we have strong QMC-tractability with the exponent at most p = 2. Assume now that a * := sup s s j=1 min(γ s,j /12, 1)/ ln(s + 1) < ∞. Then
Theorem 1 (a)
Then taking
we reduce the initial error by a factor ε. Since n depends polynomially on s and ε −1 , we have QMC-tractability with the exponents at most q = 2a * and p = 2.
Consider now the unanchored Sobolev spaces. For the second unanchored space, multivariate integration is no harder than for the first space and therefore the upper bounds for the first space are also valid for the second one. For the first space, we take β a j = 0 and e 0,s,γ = 1. We now have
As before, if sup s s j=1 γ s,j < ∞ then we have strong QMC-tractability. Assume now that a * = sup s s j=1 ln(1 + γ s,j /6)/ ln(s + 1) < ∞. Then s j=1 (1 + γ s,j /6) ≤ (s + 1) a * , and we obtain, as before, QMC-tractability.
We now prove that the conditions on strong QMC-tractability and QMC-tractability are necessary. For the anchored space, from (31) with γ 0 = 12 we know that for any QMC algorithm, the following lower bound holds Assume that the initial error is reduced by a factor ε, that is e n,s,γ /e 0,s,γ ≤ ε. Then
with v s = s j=1 min(γ s,j /12, 1). If sup s v s = ∞ then for a fixed ε, the lower bound on n goes to infinity for a sequence {s k } for which lim k v s k = ∞. This contradicts strong QMC-tractability. If sup s v s / ln(s + 1) = ∞ then
with q s = 24C(12) v s / ln(s + 1) which also goes to infinity for some sequence {s k }. This contradicts QMC-tractability, and completes the first part of the proof. Consider now the two unanchored Sobolev spaces. Since lower bounds for the second space are also valid for the first space, it is enough to consider the second unanchored space.
Assume that a * = sup s s j=1 γ s,j = ∞. If e n,s,γ ≤ ε < 1 then (34) yields
which goes to infinity for some s, and contradicts strong QMC-tractability.
Assume now that a * = sup s s j=1 ln(1 + γ s,j /6)/ ln(s + 1) = ∞. As before,
where q s = s j=1 ln(1 + γ s,j /6) 2 ln(s + 1) .
Therefore q s goes to infinity for some s, and contradicts QMC-tractability. This completes the proof.
¾
We now discuss the QMC-tractability and strong QMC-tractability conditions presented in Theorem 1. We begin with the unanchored Sobolev spaces. We note that we obtain the same condition on strong QMC-tractability as previously known for weights that do not depend on s, γ s,j = γ j , see [17] . These conditions are also typical for many other spaces even for weights that may depend on s but are uniformly bounded by 1, see [21] .
We now discuss the condition on QMC-tractability for the unanchored spaces. Assume first that the weights are bounded, sup s max j=1,...s γ s,j < ∞. Then the condition on QMCtractability is equivalent to the condition sup s s j=1 γ s,j / ln(s + 1) < ∞ that appeared in many papers.
For general weights that may be unbounded, the essence of the necessary and sufficient conditions is that even one large weight for each s may cause the lack of QMC-tractability or strong QMC-tractability. For example, take γ s,1 = g(s) and γ s,j = 0 for all j ∈ {2, . . . , s}, where g is an increasing positive function of s. For γ s,j = 0, the j variable does not play any role since the functions in our space do not depend on x j . Since now all the weights are zero for j ≥ 2, the functions depend only on the first variable x 1 and we have univariate integration. Still if g(s) goes to infinity, we do not have strong QMC-tractability, and if ln(1+g(s)/6)/ ln(s+1) goes to infinity, we do not have QMC-tractability and even univariate integration is intractable.
For the anchored spaces the situation is different. We may have even a few large weights and still have strong QMC-tractability. Indeed, if a weight is greater than 12 it is replaced by 1 in the upper bound of the normalized error e n,s,γ /e 0,s,γ . In particular, univariate integration, i.e., an arbitrary (large) γ s,1 , and γ s,j = 0 for j ≥ 2, is always strongly QMC-tractable. In fact, if we have k nonzero weights for all s, then such a multivariate integration problem is always strongly QMC-tractable no matter how these k weights are chosen.
The reason for this different behaviour between the anchored and unanchored Sobolev spaces lies in the initial error. For the anchored case, the initial error grows with the weights. Therefore if we have a large weight, the corresponding ratio in the normalized error e n,s,γ /e 0,s,γ cancels, and therefore large weights do not have effect on the normalized error. For the unanchored case, the initial error is 1 independently of weights and we do not have cancellation, and therefore we may have intractability even for one large weight for each s.
Choosing the weights
The point of view taken in [15] is that the weights γ j = γ s,j are given. This can be the case for such problems as path integration where the weights are related to the eigenvalues of the correlation operator of a Gaussian measure defining the path integrals. In other applications, however, the situation may be different: typically a user is given a function f, or a class of functions f, and the task is to integrate f at low cost and with small error. The weights in that situation can be chosen to suit the needs of the user.
In this spirit Larcher, Leobacher and Scheicher [9] recently determined suitable weights for two simple model functions f , by minimizing the upper bound on the error bound for a quadrature rule that achieves the average worst-case error. That philosophy seems to us very sensible, especially since it is now possible to construct randomized quasi-Monte Carlo rules for any choice of weights, and for almost any conceivable combination of n and s, which do even better (in a probabilistic sense) than the average worst-case error, see [13] for n prime, and [2] for n being the product of two primes.
As explained above, it seems sensible to base the choice of the normalisation constant Γ in (4) on the error bound
where for the anchored and first unanchored Sobolev space H s,γ the first factor e av n,s,γ is the average worst-case error, see (20) ,
The term for u = ∅ disappears in the error bound since QMC rules are exact for constant functions.
where for 1/12 ≤ β a ≤ 1/3
and for β a = 0
(In this section we do not deal with the second unanchored space, since the upper bounds for the first unanchored space are also valid for the second unanchored space, and the difference between these two spaces seems small.) We stress that the inequality (35) holds for all f in H s,γ and all QMC rules Q n,s that achieve the average worst-case error. In particular, it holds for the rules constructed by the algorithms of [13] and [2] .
As in the Introduction, assume that the relative weights τ j = γ j /γ 1 are known. Hence, we now write γ j = cτ j and we wish to choose c so as to minimize R n,s,τ (c), where R n,s,τ (c) is the square of the right side of (35) multiplied by n, i.e.,
where we used
Assume now that a j = a for all j = 1, . . . , d. Then β a j = β a with β a = a 2 − a + 1/3 for the anchored case, and β a = 0 for the unanchored case. Initially we content ourselves with a mathematically simple upper bound of R n,s,τ , namely
The problem of minimizing the bound is then equivalent to minimizing the function
Without loss of generality we may assume that at least one of b d is non-zero. Then the function D is clearly strictly convex, and so has a unique minimizer, say Γ d,βa . Moreover, D is a sum of strictly convex functions,
where each D d,βa is itself convex, Thus by this analysis the sum of the optimally scaled weights is a number between β a + 1 6 −1 and s β a + 1 6 −1 . If a = 1, which is the case considered in [15] , we recall that β a = 1/3, thus the sum of the optimally scaled weights lies between 2 and 2s, as stated in the Introduction.
That conclusion is based on the crude upper bound U n,s,τ . The conclusion is slightly modified if we improve the upper bound on R n,s,τ through replacing U n,s,τ by the smaller bound
To show that R n,s,τ (c) ≤ V n,s,τ (c) we use the following lemma. 1 + γ j β a − 1 .
Using ln(1 + x) ≤ x for x ≥ 0 we have
and therefore (37) is less than or equal to 
¾
As before, we conclude that to minimize the function V n,s,τ it is enough to minimize the functions G d,βa given in the next lemma.
Lemma 3 Let
For d = 1, the function G 1,βa (Γ) is strictly increasing for Γ > 0, and
− exp (Γβ a ) .
A stationary point Γ of G d,βa therefore satisfies
− exp (Γβ a ) ,
−1 is not a solution can be written as
or Γ 6 = ln 1 + Γ 6d − Γ(6β a + 1)
.
As Γ/6 > 0, for a stationary point we must have 6d − Γ(6β a + 1) > 0, from which follows Γ < d β a + 1 6 −1 . It is easily seen that (38) has a unique solution for 0 < Γ < d β a + 1 6
thus the minimizer of G d,βa is unique. Using ln(1 + x) < x for x > 0 we get
−1 . So altogether we have that the minimizer Γ d,βa satisfies
) in (38). Then t satisfies the equation 
and hence
In this case the function G does not have a minimum for Γ > 0, and we have Table 2 shows the minima of G d,βa , and corresponding normalization constants Γ, for several values of d and β a . The choice β a = 1/3 corresponds to the anchors (0, . . . , 0) or (1, . . . , 1), β a = 1/12 corresponds to 1 2 , . . . , 1 2 and β a = 0 corresponds to the unanchored space.
We return to minimizing the function V n,s,τ . Since
and since all G d,β are strictly increasing for Γ > s(β a + 1 6
So far we have only assumed that f belongs to the space H s,γ . We now take into account the fact that many functions that arise in financial and other applications seem to have low Table 2 : effective dimension in a 'superposition' sense, see [1] and [14] . For example, it may be that f can be well approximated by a function of the form
In this case d is the effective dimension in the superposition sense, and the optimal weights by (39) have a sum between 0 and d β a + replaced by the slightly smaller entries in Table 2 .
As we noted in the Introduction, the preferred Sobolev space would seem to be the first unanchored space (corresponding to β a = 0), for the very good reason that this choice gives a smaller value for the worst-case error then the anchored space, while having no obvious effect on |f | s,γ . In this case the recommendation is that the sum of the weights should lie between 0 and 6d.
The latter recommendation can be improved if the weights γ j are intended for use in one of the constructive algorithms of [12] , [13] , [8] or [2] 3 . Suppose the anova decomposition (10) is written as
The algorithms need to be modified to replace the formula for the (shift-averaged) worst-case error by where f 1 denotes all the first-order anova terms, and F 2 denotes all anova terms of order two or greater. Then the QMC error of f can be bounded by
since the QMC rule is exact for the constant term f ∅ . Now the first term on the right is completely unaffected by the choice of the weights, because the 1-dimensional projections of the rank-1 lattice rules in these algorithms are in all cases the points of the (shifted) n-point trapezoidal rule. (For this reason the first term on the right is also typically very small.) Therefore it is only sensible to choose the weights to minimize |I s (F 2 ) − Q n,s (F 2 )|. But for this term the error bound (35) yields
in which for the case of the first unanchored space the seminorm of F 2 , see (13), satisfies
in which there is no d = 1 term: this is because by the anova property, see (11), we have
Since there is no d = 1 term to consider, our final recommendation for the first unanchored space, if the weights are destined for use in one of the (appropriately modified) constructive algorithms is: normalize the weights so that the sum of the weights lies between 9 and 6d, where d is the order of the largest anova term that needs to be taken into account. (The value 9 is roughly the value of Γ d,0 for d = 2, see Table 2 .)
Anova Decomposition
We show that the anova decomposition of functions from the first unanchored Sobolev space H s,γ is equivalent to the decomposition of functions with respect to an orthogonal decomposition of H s,γ .
As we know, any function f from 
It is easy to see that for u = v, the spaces H s,γ,u and H s,γ,v are orthogonal in the Hilbert space H s,γ . Indeed, it is enough to check that K s,γ,u (·, y) and K s,γ,v (·, t) are orthogonal for arbitrary y and t. Since both K s,γ,u and K s,γ,v are products of univariate functions, their inner product in H s,γ is the product of the inner products in H 1,γ j of their univariate factors. From u = v, we know that there is an index j which belongs to u and does not belong to v, or vice versa. The factor corresponding to this index j is the inner product of the function 1 2 B 2 (|x j − y j |) + (x j − 1/2)(y j − 1/2) and the function 1. Since the integral of the first function is zero, and the derivative of the second function is zero, the inner product is zero, as claimed.
The original space H s,γ can be written as the direct sum of H s,γ,u and for any f ∈ H s,γ we have a unique decomposition f (x) = u⊆{1,...,s} f H,u (x u ) with the term f H,u from the Hilbert space H s,γ,u .
Integrating 
We are ready to prove the following theorem.
Theorem 4
For any function f from the first unanchored Sobolev space H s,γ , the anova terms f u and the terms f H,u from the Hilbert space H s,γ,u coincide,
Proof: We first show that the theorem holds for the special function f * (x) = K s,γ (x, y * ) for a fixed y * ∈ [0, 1] s . Obviously, for all u such that |u| ≤ k < s.
Take u ′ = {j * , u} for an arbitrary j * ∈ {1, . . . , s}. The cardinality of u ′ is at most k + 1. To simplify notation, let G j = 1 2 B 2 (|x j − y j |) − (x j − 1/2)(y j − 1/2). Then we have
