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Abstract
In inertial confinement fusion (ICF), the kinetic ion and charge separation field effects
may play a significant role in the difference between the measured neutron yield in experi-
ments and the predicted yield from fluid codes. Two distinct of approaches exists in modeling
plasma physics phenomena: fluid and kinetic approaches. While the fluid approach is com-
putationally less expensive, robust closures are difficult to obtain for a wide separation in
temperature and density. While the kinetic approach is a closed system, it resolves the full
6D phase space and classic explicit numerical schemes restrict both the spatial and time-step
size to a point where the method becomes intractable. Classic implicit system require the
storage and inversion of a very large linear system which also becomes intractable. This
dissertation will develop a new implicit method based on an emerging moment-based accel-
erator which allows one to step over stiff kinetic time-scales. The new method converges the
solution per time-step stably and efficiently compared to a standard Picard iteration. This
new algorithm will be used to investigate mixing in Omega ICF fuel-pusher interface at early
time of the implosion process, fully kinetically.
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Chapter 1
Introduction
In laser-based inertial confinement fusion (ICF), a capsule containing a mixture of Deuterium
and Tritium (DT) fuel is compressed with a high energy laser rapidly to fusion condition.
The two approaches to achieving fusion condition are: 1) direct drive [27] and 2) indirect
drive [28, 29]. Recently, the National Ignition Facility (NIF) at the Lawrence Livermore
National Laboratory (LLNL), which is an indirect drive ICF device, has completed it’s
National Ignition Campaign (NIC) in which they attempted to achieve fuel ignition. Fuel
ignition is classified as the condition in which the fuel self-sustains the fusion reaction without
additional external source of energy. However, during NIC, the NIF experiment consistently
measured neutron yield that were orders of magnitude lower than what was expected from
ignition.
To design the fuel-capsule and predict the conditions during the implosion and blow-off,
single-fluid, neutral-radiation, hydrodynamic (SFNRH) codes have been used extensively
[7, 8, 9, 10, 11, 12, 13]. According to the simulation, the NIF lasers and the capsule design
had the correct configuration and energy to achieve ignition. However, this turned out to be
incorrect. For a fluid simulation to be accurate, several assumptions must hold. One of the
key assumption is that the collisional mean-free-path (mfp) of the plasma ions and electrons
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must be shorter than the gradient scale-length of the system, such as the shock thickness
and fuel hot-spot size. However, in ignition relevant conditions, the mfp of the high-energy
fuel particle which maximizes the fusion reaction may be comparable to the shock thickness
and fuel hot-spot size, invalidating the core assumption of fluid approaches. In conditions
in which the mfp is comparable to the shock thickness, studies in [1, 2, 3] have shown that
the fluid heat-flux predicted via Braginskii theory [117] was an order of magnitude lower
than the true self-consistent heat-flux calculated from a kinetic simulation. Additionally, a
neutral fluid calculation assumes an ambipolar field, which assumes no electric-field from
charge-separation. In most parts of the geometry, the ambipolar treatment is appropriate.
However, for ICF calculations, strong discontinuities may exist in parts of the geometry which
gives rise to shockwaves [17]. At the interface of the shock, high-energy electrons are able
to stream across the discontinuities. This streaming of electrons and subsequent charge-
separation will give rise to a strong electric-field that cannot be explained by ambipolar
theory alone [15, 16]. These strong shocks may alter the dynamic evolution of the implosion
phase on the ion time-scales. Therefore, for a more accurate prediction of the physics relevant
to ICF conditions, a kinetic approach with charge-separation must be carried out.
However, kinetic plasma physics simulation for ICF is not trivial. There exist multi-
ple length- and time-scales due to the mass difference between the ions and electrons. In
particular, for investigating the evolution of the fuel (ion) dynamics, one is interested in fol-
lowing the ion time-scales. However, charge-separation gives rise to the stiff electron plasma
wave time-scale which may be orders of magnitude faster than the ion time-scales. With
explicit time-integration methods [19], the fastest numerical time-scale must be resolved for
numerical stability. On the other hand, implicit time-integration methods do not require
one to respect the fast time-scales for stability reasons [79]. One is allowed to take a time-
step size that resolves the dynamical time-scale of interest. However, for a kinetic plasma
physics simulation with charge-separation, the standard Picard iteration (source iteration)
[73] will require an intractable amount of iteration to nonlinearly converge the system of
equations when the time-step size is chosen to step over the stiff time-scales and in some
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cases, the iteration may diverge [119]. Newton’s method [73], used in conjunction with a
Krylov method [59] and nonlinear elimination [21, 54, 55] can reduce the number of non-
linear iterations required to converge the nonlinear system implicitly. However, for a large
time-step size, relative to the stiff physical time-scales, the Jacobian may become large and
dense and preconditioning can become a challenge [21].
In this research, we will study the kinetic ion effects on the early time condition of
implosion of an Omega ICF fuel capsule while allowing for charge-separation. The study
will investigate a new mechanism for pusher mix into the fuel that may reduce the fusion
reactivity of the ICF capsule. In order to investigate these effects, traditional numerical
approaches will not be sufficient. In this research, we will develop a nonlinear accelerator to
the standard Picard iteration to efficiently and stably converge the kinetic plasma physics
equations. The new method will rely on an emerging moment-based accelerator [50, 51, 53,
41, 42, 43, 44, 75, 118] which will use the lower dimensional, self-consistent set of moment
equations of the original kinetic equation to accelerate the convergence of the original kinetic
plasma physics equations. We will also develop an energy conserving discretization scheme,
an important property that is not rigorously preserved in many existing solvers, and will
become important for long time-integration problems for ICF simulation.
The remainder of this dissertation is organized as follows. In chapter 2, we provide the
background of ICF, and the relevant processes. We describe the current state of ICF capsule
ignition, previous works on the numerical modeling of the process, and recent experimental
observations that lead to a new pusher mix mechanism that can reduce the fusion reactivity
and prevent ignition. In chapter 3, we provide a brief overview of the numerical methods for
solving an initial value problem. We also provide an example of moment-based accelerators
by using a kinetic neutron transport equation. In chapter 4, we discuss the application
of the moment-based accelerator to a collisionless electrostatic plasma, modeled using a
particle-in-cell (PIC) method [32]. We use the collisionless model to isolate the ability to
implicitly step over the inverse electron plasma frequency, ω−1p,e , while allowing for charge-
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separation. It is seen that for a collisionless problem, only the 0th and 1st velocity moments
of the underlying kinetic equation are required to step over ω−1p,e . In chapter 5, we develop
an Eulerian version of the same method developed in chapter 4, but with the addition of
a charge, momentum, and energy conserving discretization. We introduce the concept of
discrete nonlinear constraints to develop a general approach to developing a conservative
discretization scheme for the Vlasov-Ampère system. In chapter 6, we develop a moment-
baesd accelerator for a collisional neutral gas kinetics application with a Bhatnagar-Gross-
Kropp (BGK) collision operator [72]. The neutral, collisional model will be used to isolate
the ability to step over the collisional physics time-scale, τ , where the collision operator is a
function of the temperature, T , which is a 2nd velocity moment of the distribution function.
We therefore show that unlike the collisionless systems in chapters 4 and 5, the 0th, 1st, and
2nd velocity moments of the kinetic equation will be required to effectively step over τ . In
chapter 7, we combine all of the techniques developed in chapters 4, 5, and 6 to develop a
moment-based accelerator for a multi-species, electrostatic, collisional plasma. The collision
operator is modeled using a reduced Fokker-Planck operator [104, 103]. We show that in
order to step over the fast electron time-scales, the electron thermal conduction physics must
be exposed in the moment system to achieve algorithmic efficiency. In chapter 8, we use the
algorithm developed in chapter 7 to solve a fuel-pusher interface problem (to be discussed
in detail). The simulation results from this unique solver capability are used to provide
some validation and the next-level physics understanding of the proposed new pusher mix
mechanism. Finally, in chapter 9, we provide conclusions of the dissertation. We provide a
brief summary of the work done on both algorithms, and fuel-pusher interface physics.
4
Chapter 2
Inertial Confinement Fusion (ICF)
Physics
In this chapter, a brief introduction to controlled nuclear fusion reactions and an overview
on relevant physics for the laser based ICF will be given. Then we discuss the lower neutron
yield measured in experiments compared to simulations. We discuss the traditional modeling
procedures and their limitations in the predictive capability for ICF conditions. Finally,
we provide some recent numerical and experimental observations made on an Omega ICF
capsule, which leads to a new mechanism that may further extend our understanding of the
failed ignition attempt at NIF. This new mechanism cannot be modeled using a traditional
hydrodynamic approach and thus requires a kinetic multi-species plasma physics modeling
approach which also allows for charge-separation.
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Figure 2.1: Nuclear binding energy versus atomic mass [26].
2.1 Controlled Fusion Reaction and Confinement
Schemes
A fusion reaction consists of the fusing of two (or more) light nuclei. The nuclei fuse when
they overcome the Coulombic repulsion force and come close enough for their nuclear strong
forces to bind them. When the nuclei fuse, the resulting nuclear reaction can either be
exothermic (net release of energy) or endothermic (net absorption of energy). Whether or
not the reaction is exothermic or endothermic depends on the masses of the nuclei involved
in the fusion reaction. If the difference in the mass, ∆m, between the reactant nucleus and
the initial nuclei is positive, there is a net release of energy and the reaction is exothermic.
If ∆m is negative, then a net absorption of energy occurs and the reaction is endothermic.
The binding energy is the energy that is required to disassemble the nucleus into individual
protons and neutrons. The binding energy is proportional to the mass difference between
the individual protons and neutrons and the nucleus. One can investigate the binding energy
of the resulting nucleus to determine if the resulting reaction is exothermic or endothermic,
refer to Figure 2.1. For energy production, one is interested in an exothermic reaction.
In general, lower the nuclei’s atomic number, there are fewer charges and the Coulombic
repulsion force between the nuclei is lower. For this reason, we consider the following light
6
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Figure 2.2: Fusion reaction rate coefficients for the DT, DD, D-He3, and p-B11 reaction [26].
nuclei fusion reactions:
D + T→4 He (3.5MeV) + n (14.1MeV) , (2.1)
D + D→3 He (0.82MeV) + n (2.45MeV) , (2.2)
D + D→ T (1.01MeV) +H (3.02MeV) , (2.3)
D +3 He→4 He (3.6MeV) +H (14.7MeV) . (2.4)
In Figure 2.2, the Maxwellian averaged fusion reaction rate coefficient as a function of tem-
perature is shown for the above reactions. It is readily seen that the fusion reaction rate is
maximized for the DT reaction with the lowest temperature. For this reason, in order to
demonstrate a controlled, sustained fusion reaction, almost all current experimental fusion
devices are focused in using deuterium and tritium as the fuel.
There are three approaches in achieving a controlled, sustained fusion reaction: 1) gravita-
tional confinement, 2) magnetic confinement, and 3) inertial confinement. In a gravitational
confinement approach, the Coulombic repulsion force between the nuclei is overcome by the
sheer gravitational force and immense pressure at the center of stellar bodies. In a magnetic
7
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Figure 2.3: Illustration of the DT reaction.
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Figure 2.4: A very simple illustration comparing different confinement schemes.
confinement approach, the fuel is ionized in a confinement vessel such as a Tokamak [114] to
high temperature via neutral beam injection, Ohmic heating, and other heating mechanisms.
The high energy ionized fuel must be prevented from coming in contact with the confinement
vessel by using a strong magnetic field until the ions collide and fuse. In a laser-based iner-
tial confinement approach, a powerful laser pulse is used to rapidly compress a capsule filled
with DT, to high temperature and density until the DT nuclei fuse, refer to Figure 2.3. The
three approaches are illustrated in Figure 2.4. From a practical standpoint, a gravitational
confinement approach is not feasible for terrestrial applications. For this reason, great effort
has been put into both magnetic and inertial confinement approaches. In this dissertation,
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we focus on the physics of a laser-based inertial confinement fusion approach.
2.2 ICF Physics
With the completion of the national ignition facility (NIF), we are ever closer to achieving
fusion ignition and break-even for the inertial confinement fusion (ICF) concept. The ICF
concept is based on rapidly compressing the fuel-capsule containing a deuterium-tritium
(DT) mixture with a high energy density laser. The capsule is compressed to fusion density
and temperature to achieve ignition condition [28]. Ignition is classified as a condition
in which the fuel is confined by the surrounding dense shell and the alpha particles from
the fusion reaction of fuel heat and sustain a thermonuclear reaction without any external
energy source (such as a laser). A break-even is achieved when the energy from the fusion
reaction is equal to that from the energy required by the laser to compress the fuel capsule to
ignition condition. In order to implode, compress, and confine the fuel to fusion density and
temperature, two broad approaches exist for ICF: 1) direct-drive [27] and 2) indirect-drive
[28, 29]. In the direct-drive approach, the laser beams are targeted directly on the capsule to
convert the laser energy to compress the fuel. In the indirect-drive approach, a high atomic
number material surrounding the fuel capsule will convert the laser energy into X-rays that
in turn compress the fuel.
A primary example of an indirect drive facility is NIF (although it may also be used as a
direct drive facility [39]) while the Omega is a direct drive facility. The Omega facility has
been used as a test bed for the NIF experiments and to validate and calibrate the SFNRH
based fluid codes. However, between the two facilities, there are several more important
differences beyond the approach in converting the laser energy to compress the fuel capsule.
The Omega laser facility has a much lower laser energy of O(10 kJ) while NIF is O(1 MJ),
and the Omega capsule is smaller than the ignition scale NIF capsules. Additionally, the
composition of the capsule is noticeably different. In an Omega capsule, typically the fuel is
9
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Figure 2.5: Comparison of Omega (left) and NIF (right) capsule.
a deuterium gas surrounded by a hydrocarbon (plastic) or silicon-oxide (glass) shell and is
at ambient temperature (however, experiments have also been conducted with deuterium-
tritium (DT) gas, 3He gas, and other gases [122]). On the other hand, NIF targets are
generally cryogenic, with a DT gas fuel, surrounded by a DT ice layer, encapsulated by a
plastic shell. The comparison of fuel capsule composition for the two facilities is illustrated
in Figure 2.5.
In a direct drive facility such as Omega, upon the laser impingement on the capsule
surface, a low density coronal plasma forms around the capsule into which the laser energy
is absorbed by electrons which couple to the laser frequency. The combination of the laser
and the high energy electrons will transfer energy towards the center of the fuel-capsule via
radiation waves and heat-flux. The heated shell will ablate outwards and from momentum
conservation, produce a rocket like momentum flux inwards to the capsule center, initiating
the implosion phase.
During the implosion phase of the fuel-capsule, the laser will drive a shock through
the outer shell of the capsule. As this shock propagates into the fuel region and the laser
intensity rises, a second compression wave is launched inwards, together with the imploding
shell, compressing the fuel. The imploding shell will converge until a point where it stops
10
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(stagnation) at which peak density, temperature, and pressure are achieved and most of the
kinetic energy is converted into internal energy through pdV (compression) work. At this
point, the center of the fuel-capsule is at a higher temperature than the outer shell. At this
point, the central hot-spot is comprised of a low-density, high-temperature fuel, surrounded
by a high-density, low-temperature shell. This, cold-dense shell provides the confinement of
the hot-spot. Upon achieving peak compression, and confinement of the fuel, it is possible
to estimate the burn fraction, φburn, of the fuel by [26]:
φburn =
ρhrh
ρhrh + 6[g/cm2]
. (2.5)
Here, ρh is the density of the fuel hot-spot, rh is the radius of the fuel hot-spot, and the
product, ρhrh is referred to as the areal density, which governs the burn fraction of an ICF
fuel.
The central hot-spot, or fuel region, will have a lower density than the shell. The compres-
sion work from the laser and subsequent shell ablation will make the fuel temperature higher
than the shell region. For NIF targets, this temperature is typically in the keV regime. At
this temperature, the average fusion reactivity, 〈σv〉, is maximized for a deuterium-tritium
(DT) fuel mixture (Figure 2.2). The DT reaction produces a 3.5MeV alpha particle (4He)
and a 14.1MeV neutron as shown in equation (2.1). During the fusion reaction, the neutrons
will escape from the target without much interaction with the fuel or the shell due to the
large neutron mean-free-path (mfp) relative to the fuel geometry upon stagnation and igni-
tion conditions (λnD ≈ λnT ≈ mm rh ≈ µm). The alpha particles on the other hand are
expected to be confined in the capsule through collisions with the electrons and fuel ions,
depositing energy in the hot-spot. When the rate of fusion reaction in the hot-spot over-
comes the rate of energy loss from heat-flux, radiation, and decompression from the outward
expanding fuel, the DT reaction is considered self-sustained, and ignition is achieved. As the
fusion reaction is sustained and temperature and pressure rise further in the central hot-spot,
the shell continues to expand outward. This outward expansion will thus further decompress
11
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Figure 2.6: Illustration of various sources for energy balance.
and cool the fuel, suppressing the fusion reaction. Assuming a constant fuel density in the
hot-spot, the condition to achieve ignition can be estimated from a careful energy balance
of the above discussed energy deposition/loss mechanisms using the following equation [26]:
ρhVh
dint,h
dt
= PαVh −QhSh − FradSh − phuhSh. (2.6)
Here, ρh is the hot-spot fuel density, Vh is the hot-spot volume, int,h is the hot-spot internal
energy density, Pα is the volumetric energy deposition rate from the α particle from the
DT reaction, Qh is the thermal conduction heat-flux across the hot-spot surface, Sh is the
hot-spot surface area, Frad is the radiative energy flux across the hot-spot surface, ph is the
pressure at the hot-spot surface, and uh is the outward pointing velocity at the fuel hot-spot
surface. Ignition is achieved when the left-hand side (LHS) of equation (2.6) is greater than
zero. An illustration of the discussed energy balance is shown in Figure 2.6. The means by
which this central hot-spot is created will ultimately determine if ignition can be achieved
or not. However, the areal density, ρhrh, discussed earlier, and the hot-spot temperature can
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Figure 2.7: Relationship between ignition, hot-spot temperature, and areal density, ρhrh
[26].
be used to estimate the parameter regime in which ignition is possible. In Figure 2.7, the
white zone shows the region of temperature and ρhrh in which ignition cannot be achieved
while the grey zones show the regions in which ignition is possible (i.e. ρhVh
dint,h
dt
> 0).
For a more detailed discussion on the effect of temperature and areal density on the various
terms in equation (2.6), we refer the readers to reference [26].
2.3 ICF Neutron Yield Difficiency and Low Fuel Tem-
perature
To date, the majority of numerical studies on ICF has been based on radiation-hydrodynamic
(rad-hydro) codes such as DRACO [12], LASNEX [7, 8, 9], and HYDRA [10]. There have
been increasing efforts to include magnetohydrodynamic (MHD) and two fluid effects into
the model. However, most of the calculations do not consider the plasma physics effects, not
to mention, kinetic effects.
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The measured neutron yields from the NIF experiment are at least many factors below,
and occasionally, an order of magnitude lower then the predicted, expected value for ignition
from the rad-hydro codes [31]. This may be attributed to a lower fuel temperature achieved
in experiments compared to numerical simulations. There are many mechanisms to reduce
the deposition of laser energy into the fuel such as the two plasmon decay instability, stim-
ulated Raman scattering (SRS), and stimulated Brillouin scattering amongst many others
[26]. All mechanisms will ultimately reduce the final fuel temperature during the hot-spot
formation. We propose two other reasons for the difference in the fuel temperature between
the experiment and simulation based on plasma kinetic theory. One of the key reasons for
the lower neutron yield may be due to the fact that no kinetic ion effects are taken into ac-
count and another is charge-separation being neglected. There are many instances in which
the two effects may become important for ICF simulation.
One of the many kinetic effects that can cause a reduction in the fuel temperature is
the kinetic enhancement of ion heat-flux and viscous dissipation and the consequent shock
broadening [4]. An enhanced ion heat-flux will form an ion pre-heating layer (non-existent
in a rad-hydro calculation), which will also enhance the electron pre-heating layer thickness
via collisional energy transfer between the cold down-stream electrons and the hot ions. This
enhanced pre-heat layer thickness may produce anisotropic heating of the fuel, which may
result in inaccurate laser timing to generate a sequence of shocks to maximize the hot-spot
temperature and pressure.
A strong self-consistent charge-separation field which can exist near shocks at the Debye
length-scale may enhance the separation between the ion species. In ICF, the separation
between the fuel species will result in reduction in the DT reaction which maximizes fusion
reactivity [16], resulting in a degradation of the neutron yield. If the field is strong enough,
ions can be significantly accelerated, evolving the distribution function of the ions to a highly
non-Maxwellian state. Hydrodynamic codes assume a small perturbation from a Maxwellian
distribution. If the collision time-scale is slow compared to the acceleration, this will further
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enhance the heat-flux out of the system, causing a reduction in the peak fuel temperature and
reducing the fusion reactivity and neutron yield. All of these effects cannot be captured by
the single-fluid, neutral-radiation hydrodynamic (SFNRH) assumption typically employed
in hydrodynamic codes.
Additionally, in ICF, the mixing of high Z (ion charge state) material into the fuel is
a key concern as the rate of thermal Bremsstrahlung radiation loss [114] scales as P˙ ∝
Z2/T 1/2, where P˙ is the time rate of change of the power-density. If a significant amount
of pusher material can mix inside the central hot-spot region due to radiative heat-loss, the
fuel cannot achieve the ignition temperature necessary to self-sustain the fusion reaction.
Additionally, due to the increase in the bulk heat-capacity resulting from the mixing, the
peak fuel temperature that can be achieved becomes lower. The change in the bulk internal
energy density can be expressed as ∆int =
∫ Tf
T0
cp (T ) dT . Here, ∆int is the change in
the internal energy density, T0 is the initial temperature, Tf is the final temperature, and
cp (T ) is the specific heat-capacity at constant pressure as a function of temperature, T . If
the pusher can mix into the fuel, an increase in cp will occur, splitting the contribution of
thermal energy into both, the fuel and the pusher. This will ultimately cause a reduction in
the peak fuel temperature, which will reduce the fusion reactivity and neutron yield.
2.4 Recent Studies and Motivation for Kinetic Treatment
of Ions
A multi ion-species baro- and electro-diffusion effect was recently investigated by reference
[14]. Due to the mass and charge-to-mass ratio difference between the fuel species (deuterium
and tritium), separation can occur due to the difference in the pressure force and accelera-
tion from the electric field. The study demonstrates through a multi-fluid simulation that
when a strong shock propagates through the capsule, a strong separation is observed be-
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tween the fuel species upon initial convergence of the capsule. Furthermore, compared to an
hydrodynamic simulation with SFNRH assumptions, an overall reduction in the DT reaction
was observed with the multi-fluid simulation. In a separate theoretical study in references
[24, 25], reduction of the neutron yield due to kinetic effects was investigated. In their study,
it is postulated that a reduction in the neutron yield can occur due to a tail depletion mecha-
nism in which the ion population in the high energy tail that maximizes the DT reaction can
be depleted kinetically. The depletion of the ion population is predicted since high energy
fuel ions with long collisional mean-free-path stream out of the fuel hot-spot. In [24] it is
concluded that the resulting ion kinetic heat-flux, and thus reduced ion temperature is in
the need more of an impact on yield.
A numerical study for an Omega ICF capsule was carried out in reference [120], where a
kinetic, multi-ion species simulation with fluid electron and a quasi-neutral field was consid-
ered. In the study, the full shock convergence and rebounce phase was studied to investigate
the role of baro-diffusion in fuel species separation. The study concludes that during the
shock convergence, fuel separation is observed. However, during the shock rebounce phase,
the two fuel species mixes and a clear separation was not observed. Furthermore, an increase
in the neutron yield as opposed to a decrease was observed. Therefore, the baro-diffusion
induced fuel separation cannot explain the neutron deficiency observed between experiments
and simulations. Additionally, due to the high energy fuel ions in the hot-spot having long-
mean-free path, they were able to enhance as oppose to deplete the high-energy population
near the fuel and pusher interface. Therefore, the tail depletion mechanism cannot answer
the neutron deficiency issue either. The same study suggests a more detailed treatment of
the fuel-pusher interface at earlier times. If a kinetic enhancement of fuel-pusher mixing can
occur, the subsequent Bremsstrahlung and increased bulk heat-capacity effects can cause a
reduction in the peak fuel temperature.
In a traditional SFNRH assumption, the mix of pusher into the fuel is modeled through
a Rayleigh-Taylor instability (RTI) and Richtmeyer-Meshkov instability (RMI). In both RTI
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and RMI, the mixing rate is dependent on the modes of the initial perturbation of surface
features. In general, the higher the perturbation mode, the greater the growth rate of
the feature, and the deeper the mixing rate is [26]. A recent NIF study in reference [127]
estimates that in order to match the neutron yield between the numerical simulations and
some experiments, the NIF simulations require a 3 ∼ 5% atom fraction mixture of the pusher
material into the fuel. In a separate study [121], in order for a simulation to achieve a similar
level of impurity mixing through RTI, pusher surface features were required to be significantly
larger than what was engineered, and an alternative mechanism to cause mixing is being
sought. Furthermore, there has been an experimental demonstration of deep mixing of pusher
into the fuel. In an Omega ICF experiment in reference [126], compared to a hydrodynamic
simulations based on an SFNRH assumptions, the pusher carbon ions were measured to mix
more deeply into the fuel. In the same study, the experimental results yield approximately a
5 ∼ 10% atom fraction mix of carbon into the fuel. In a more recent study[128], a titanium
dopant was placed at the Omega fuel-pusher interface in order to spectroscopically obtain a
time-history of the location of the fuel-pusher interface. The tracking was performed through
means of measuring the spectroscopic line emission of titanium. The experiment observed
an early time mix of this titanium liner that is not explained by a hydrodynamic mix model.
Finally, yet another Omega experiment by reference [123] performed a shot on a carbon-
deuterium (CD) capsule filled with a 3He fuel (as opposed to a CH capsule with DT fuel).
Unlike the DT fuel which can support many fusion reactions, the dominant mechanism for
fusion reaction for this experiment is the D +3 He →4 He + H reaction (equation (2.4)).
In the experiment, the fusion reaction can only occur as a result of pusher-fuel mix, as the
deuterium is only in the pusher. They measured a significantly higher amount of proton
yield from the D3He reaction than is explained through hydrodynamic mix models. Unless
the capsule material containing the deuterium mixed deep into the fuel hot-spot, this cannot
happen. The suite of recent experimental evidence of non-hydrodynamic mixing points one
to an alternative (kinetic) treatment of the early time fuel-pusher mixing.
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2.5 A New Early Mix Mechanism
In an Omega ICF experiment described in reference [124] a strong electric field was measured
which could not be explained by an ambipolar or quasi-neutral theory. In a study in reference
[15], a theoretical analysis was performed to explain the source of this strong field. The
study proposed many sources including a shock induced field and an ionization gradient at
the fuel-pusher interface. We focus on the ionization gradient source to explain a new pusher
mix mechanism. As the initial thermal radiation wave and high energy electron heat-flux
ionizes the fuel-pusher interface, a strong gradient in the electron number density will set
up due to the difference in the effective ionization state between the fuel and the pusher.
As the ionization gradient sets up, electrons will stream across this strong gradient, causing
a charge-separation electric field to setup. This electric field will eventually evolve to a
structure referred to as a double-layer electric-field [125], which is similar to a sheath field
[61], and cannot be described by an ambipolar or quasi-neutral field theory. The process of
ionization gradient setup and generation of a subsequent charge-separation field is shown in
Figure 2.8. If the field can be sustained long enough, a significant number of pusher ions
will be accelerated and mixed into the fuel, and a drift from a classic Maxwellian distribution
can occur, as is illustrated in Figure 2.9. This transport mechanism cannot be modeled
through a hydrodynamic assumption and requires a multi-species kinetic description. In
this dissertation, we study only the early time multi-species kinetically enhanced mix effect
due to the strong double-layer electric field. At the later time, when a hydrodynamic shock
propagates in, these pusher-ions which were kinetically mixed can be dragged deep into the
fuel hot-spot via Coulomb friction. If the mix is significant enough, the combination of the
increase in the bulk heat-capacity and Bremsstrahlung radiation loss can reduce the fuel
temperature to suppress the self-sustaining fusion reaction, preventing ignition of the fuel.
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Background on Numerical Methods
The necessity for kinetic plasma modeling for ICF simulation has become apparent in the
desire to improve the predictive capability on the system time- and space-scales. However,
an efficient numerical approach to model many kinetic systems efficiently remains elusive.
In this chapter, we provide a brief overview of methods for solving an initial value problem
(IVP), and the general types of iterative nonlinear solvers that are available. We discuss
each of their limitations in kinetically modeling a long time-scale and system length-scale
ICF relevant problem. In order to address the shortcomings of the existing nonlinear solvers
for kinetic problems, a moment-based convergence acceleration algorithm is developed. We
will introduce the concept of a moment-based acceleration method by providing an example
through a neutron transport application.
3.1 Time Integration Schemes
In numerical modeling, there are two broad approaches to time integration of a system of
equations: 1) explicit, and 2) implicit schemes. Both have their advantages and disadvan-
tages. Explicit schemes require minimal storage, are computationally fast per time-step, and
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are simple to implement code-wise. However, classic explicit schemes are limited by the CFL
stability condition [19] which for numerical stability purposes, requires the time-step size to
become smaller as the mesh size becomes smaller. For illustration purposes, we consider the
following one dimensional (1D) linear diffusion equation:
∂u
∂t
−D∂
2u
∂x2
= 0. (3.1)
Here, u = u (x, t) is the solution variable, x is the position, t is the time, andD is the constant
diffusion coefficient. Assuming a uniform grid, a periodic boundary condition, performing a
forward Euler discretization in time, and using a second-order central differencing in space,
the following discrete equation is obtained:
uk+1i − uki
∆t
−Du
k
i+1 − 2uki + uki−1
∆x2
= 0. (3.2)
Here, k is the discrete time index, uk+1i is the solution for time-step k + 1 and at cell-index
i, ∆t is the time-step size, and ∆x is the discrete cell size in space. For this discrete system,
the CFL stability constraint requires ∆t to be,
∆t ≤ ∆x
2
D
. (3.3)
Hence the number of required time-step to integrate to tmax is, Nt = dtmax/∆te. It is
clear that for an increasingly finer mesh, ∆x, the required number of time-step will increase
quadratically. Additionally, the CFL stability constraint requires that the time-step size
resolves the fastest physical time-scale of the system. In plasma physics for example, this
time-scale can be the inverse electron plasma frequency, ω−1p,e [61]. In plasma physics, phe-
nomena occurring on ion time-scales may be of interest and we wish to take a time-step
size that steps over electron time-scales. However, with explicit schemes, the stiff inverse
electron plasma frequency must be resolved for stability purposes. One could remove the
electron time-scales from the model prior to the numerical solution, but this would preclude
22
Chapter 3. Background on Numerical Methods
the impact of these time-scales over the entire simulation geometry and the entire simulation
time-history and what we are not interested in doing.
The implicit approach on the other hand does not restrict one to respect the CFL stability
condition and time-step sizes can be chosen such as to resolve the dynamical time-scale of
interest (for accuracy consideration). For illustration purposes, we consider the same linear
diffusion equation as in equation (3.1), but with forward Euler time-discretization:
uk+1i − uki
∆t
−Du
k+1
i+1 − 2uk+1i + uk+1i−1
∆x2
= 0. (3.4)
Unlike the explicit scheme, the solution for uk+1i is not a simple evaluation, but requires an
inversion of a linear system which may require large computational storage. Additionally,
for implicit solutions to a nonlinear systems of equations, a nonlinear iteration is required
for convergence. Convergence of nonlinear systems for plasma physics is critical for energy
conservation, which affects long term accuracy of the physics solution [54].
3.2 Nonlinear Solvers
We discuss two common approaches for solving a nonlinear system of equations implicitly.
The first is the Picard, or Richardson fixed-point iteration scheme, and the second is the
Newton iteration scheme [73]. The Picard iteration is usually linearly convergent and requires
an evaluation and update to the nonlinear solution based on fixed point map from iteration
to iteration [73]. The Newton iteration is generally quadratically convergent and requires
an inversion of a Jacobian matrix in order to calculate the nonlinear update to the solution
from iteration to iteration.
Both methods have their advantages and disadvantages. The advantage to the Picard
iterative scheme is that no large massive global inversion of a Jacobian matrix is required to
calculate the update to the nonlinear solution. Additionally, the inversion of the nonlinear
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system can be naturally blocked for sparse inversion utilizing a very efficient multi-grid pre-
conditioner for parabolic systems [63]. The disadvantage is the rate of convergence and the
issue of stagnation of the iteration. For a complex multi-physics simulation with multiple
time-scale, as in a plasma physics application, when ∆t is chosen to step over the fast time-
scale physics (electron time-scales), the Picard iteration scheme may be slow to converge, and
the convergence may stagnate after a certain number of iterations, or even diverge in certain
cases [119]. To illustrate a Picard iteration scheme, we consider the following nonlinear
diffusion equation:
∂u
∂t
− ∂
∂x
D (u)
∂u
∂x
= 0, (3.5)
where the nonlinear diffusion coefficient, D (u), is defined as,
D (u) = u2. (3.6)
By discretizing equation (3.5) using a backward Euler scheme and central differencing scheme
the following discrete equation is obtained:
uk+1,zi − uki
∆t
−
Dk+1,z−1i+1/2
[
uk+1,zi+1 − uk+1,zi
]
−Dk+1,z−1i−1/2
[
uk+1,zi − uk+1,zi−1
]
∆x2
= 0, (3.7)
where the discrete nonlinear diffusion coefficient is defined on cell-face as:
Dk+1,z−1i+1/2 =
[(
uk+1,z−1i+1
)2
+
(
uk+1,z−1i
)2]
/2, (3.8)
and z is the Picard iteration index. By linearizing the diffusion coefficient, one can invert
the linear system for uk+1,zi . The iteration is performed until the L2 norm of the residual,
F zi =
uk+1,zi − uki
∆t
−
Dk+1,zi+1/2
[
uk+1,zi+1 − uk+1,zi
]
−Dk+1,zi−1/2
[
uk+1,zi − uk+1,zi−1
]
∆x2
, (3.9)
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decreases below a specified convergence tolerance, tol. The Picard iteration algorithm to
converge equation (3.9) for a given time-step, k, is summarized in Algorithm 1.
Algorithm 1: Picard iteration algorithm for the nonlinear diffusion equation.
1 Set z = 1;
2 while Equation (3.9) not converged do
3 Compute Dk+1,z−1 from equation (3.8);
4 Solve uk+1,zi from equation (3.7);
5 Check convergence:
∣∣F k+1,z∣∣
2
< tol;
6 Increment z = z + 1;
7 end
Newton iteration on the other hand is generally quadratically convergent, that is, the
nonlinear residual error from iteration to iteration decreases quadratically. Newton iteration
also has a robust convergence property unlike Picard iteration, which may stagnate. However,
the quadratic convergence property holds strictly when the solution in a particular iteration
is within the ball of convergence. Additionally, for a large system of nonlinear equations
such as a kinetic system, which requires storage of the full 6D phase space solution, the
Jacobian matrix may become unforgivingly large. The Jacobian matrix may also become
dense depending on the time-scales associated with the nonlinear system and the ∆t size
chosen. This dense Jacobian may not have an analytical form. To illustrate a Newton’s
method, we consider the same nonlinear diffusion equation shown in equation (3.7). The zth
Newton iteration is summarized as:
Jz−1δ~uz = −~F z−1, (3.10)
Jz−1 =
∂ ~F z−1
∂~uz−1
, (3.11)
~uk+1,z = ~uk+1,z−1 + δ~uz, (3.12)
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where Jz−1 is the Jacobian matrix, δ~u is the Newton update vector, and ~F is the residual
vector, defined in equation (3.9). Similar to the Picard iteration scheme, the Newton iteration
is continued until the L2 norm of the residual, F , decreases below a specified tolerance, tol.
The Newton iteration algorithm is summarized in Algorithm 2.
Algorithm 2: Newton iteration algorithm for the nonlinear diffusion equation.
1 Set z = 1;
2 while Equation (3.9) not converged do
3 Compute Jz−1 and F z−1 from equations (3.11), and (3.8);
4 Solve δuz from equation (3.10);
5 Update ~uk+1,z from equation (3.12);
6 Check convergence:
∣∣F k+1,z∣∣
2
< tol;
7 Increment z = z + 1;
8 end
In Figure 3.1, we compare the convergence rate between the Picard and Newton iteration
algorithm applied to the nonlinear diffusion equation. It is clearly seen that Newton’s method
has a superior convergence property over Picard. For the simple 1D nonlinear diffusion
equation, an analytical Jacobian is simple to construct and invert. However, for a more
complicated problems, such as in plasma physics, this may not be true. The issue of lack
of analytical form for the Jacobian has been resolved via the use of Jacobian-Free Newton-
Krylov (JFNK) method [62]. JFNK is a synergistic method between a classic Newton’s
method and Krylov linear iterative inversion method [59]. The basic concept of JFNK is to
approximate the product of the Jacobian-matrix and the Krylov-vector (mat-vec) via finite
differencing,
J~vk ≈
~F (~u+ ~vk)− ~F (~u)

, (3.13)
where ~vk is the Krylov vector, and  is a small perturbation factor for finite differencing.
Hence the storage requirement can be significantly reduced. However, even with JFNK,
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Figure 3.1: Comparison of convergence rate between Picard and Newton iteration for the
nonlinear diffusion equation.
for a kinetic system, the storage size may become prohibitively large due to the increased
storage of the Krylov vectors from Krylov iteration to iteration. In order to address the
issue of kinetic problem storage requirement, a technique of kinetic enslavement has been
developed in references [21, 51, 54, 55]. The concept of kinetic enslavement is to enslave
the solution to the kinetic system as a function evaluation for another nonlinear equation
(that is a function of the kinetic system). This has been demonstrated in references [21]
and [54, 55] via a Vlasov-Poisson and Vlasov-Ampère system by enslaving the underlying
kinetic Vlasov equation [61] as a function evaluation for the field equation (Poisson equation
or Ampère’s equation). Similarly, in reference [51], the solution to the linear Boltzmann
transport equation was enslaved as a function evaluation for the scalar flux. The methods
have seen success in achieving orders of magnitude gain in CPU speed compared to classic
explicit schemes and source iteration schemes. However, for the plasma physics application,
the issue of a dense Jacobian, and hence the preconditioning of a such dense system has
become a problem [21] for ∆t  ω−1p,e .
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3.3 Moment-Based Nonlinear Accelerator
Recall that a Picard iteration scheme does not require an inversion of a very large global
Jacobian matrix, however, is slow to converge when time-step sizes are chosen to significantly
step over the fast time-scales. In order to address the short-comings of the classic Picard
iteration scheme, moment-based accelerators have been developed by others in various fields
[52, 41, 43, 44]. The idea behind the moment-based accelerator is to use the set of self-
consistent moment equations in order to accelerate the nonlinear convergence of the original
kinetic system using a Picard iteration scheme. The original idea has been around since the
early 1960’s and has been successfully used in neutron transport applications and plasma
physics. However, the original methods encountered issues with discrete inconsistency be-
tween the kinetic system and the moment system [51, 44]. For time dependent problems,
this discrete inconsistency may result in issues such as inaccuracy in problems with long
time integration. A technique of enforcing discrete consistency has been developed [50] and
successfully implemented in a collisionless electrostatic plasma physics problem [75] (chapter
4 of this thesis), thermal radiation transport problem [53], and neutron transport problem
[50, 51]. In this section, in order to describe the machinery of the moment-based acceler-
ator, a historical overview of the classic quasi-diffusion-acceleration (QDA) scheme will be
provided from the neutron transport community along with results.
Consider the following 1D, steady-state, single energy group linear Boltzmann transport
equation with a general scattering kernel that obeys the assumption of rotational invariance
[78]:
µ
∂ψ
∂x
(x, µ) + Σt (x)ψ (x, µ) =
[∫
4pi
Σs (µ
′ · µ, x)ψ (x, µ′) dΩ′ + 1
4pi
Q (x)
]
. (3.14)
Here, ψ (x, µ), µ ∈ [−1, 1], x, Σt, Σs, Ω and Q are the angular flux, direction cosine, position,
total collision cross-section, differential scattering cross-section, solid-angle, and an internal
isotropic fixed source, respectively. In neutron transport, the differential scattering cross-
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section is typically expanded in terms of the Legendre polynomial expansion [78]:
Σs (µ
′ · µ) = Σs (x)
L∑
l=0
2l + 1
4pi
blPl (µ)Pl (µ
′) . (3.15)
Here, Pl is the lth Legendre polynomial, bl is the lth Legendre moment of the scattering cross-
section, and L is the summation limit. Substituting equation (3.15) into equation (3.14), we
obtain:
µ
∂ψ
∂x
(x, µ) + Σt (x)ψ (x, µ) =[
Σs (x)
L∑
l=0
2l + 1
4pi
blPl (µ)
∫
4pi
Pl (µ
′)ψ (x, µ′) dΩ′ +
1
4pi
Q (x)
]
, (3.16)
where for 1D, azimuthal symmetry is implied and therefore the integral
∫
4pi
dΩ′ becomes,
∫
4pi
dΩ′ =
∫ 2pi
0
dφ˜′
∫ +1
−1
dµ′ = 2pi
∫ +1
−1
dµ,
where φ˜′ ∈ [0, 2pi] is the azimuthal angle. We define the lth Legendre moment of the angular
flux as:
ψl (x) = 2pi
∫ +1
−1
Pl (µ
′)ψ (x, µ′) dµ′. (3.17)
Therefore, the transport equation can now be written as:
µ
∂ψ
∂x
(x, µ) + Σt (x)ψ (x, µ) =
1
4pi
[
Σs (x)
L∑
l=0
(2l + 1) blPl (µ)ψl (x) +Q (x)
]
. (3.18)
As seen, the differential scattering cross-section is expanded in terms of the natural basis
function for the angular flux (Legendre polynomial) which diagonalizes the collision operator
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in terms of the corresponding Eigen-values (i.e. ψl). Here, ψl precisely represents, the
coefficients for the angular flux ψ. The angular flux is expanded accordingly:
ψ (x, µ) =
∞∑
l=0
ψl (x)Pl(µ). (3.19)
Now, we have all the essential tools to be able to explain the moment-based accelerator for
the neutron transport application. However, before we do so, a classic numerical approach
to the solution of equation (3.18) is discussed. In classic steady-state neutron transport,
equation (3.18) is solved through a scattering source iteration [78]. For simplicity, assume
isotropic scattering where L = 0 and b0 = 1. ψ0 is the 0th Legendre moment of ψ and will
be re-represented as φ which will be defined as the scalar flux. With the isotropic scattering
assumption, the transport equation is written as:
TE = µ
∂ψ
∂x
+ Σtψ − 1
4pi
(Σsφ+Q) = 0. (3.20)
The source iteration will solve the transport equation for the angular flux, ψ, for the zth
source iteration as:
ψz = L−1Sz−1. (3.21)
Here, L is the transport operator:
L = µ ∂
∂x
+ Σt, (3.22)
Sz−1 is the total source:
Sz−1 =
1
4pi
(
Σsφ
z−1 +Q
)
, (3.23)
and, φz−1 is the lagged scattering source, defined as:
φz−1 =
∫
4pi
ψz−1d~Ω = 2pi
∫ +1
−1
ψz−1dµ.
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The iteration is continued until a specified convergence tolerance is met. The source iteration
procedure is summarized in Algorithm 3,
Algorithm 3: Source iteration algorithm for neutron transport.
1 Initialize z = 0, φz=0;
2 Initialize Sz=0; while not converged do
3 Increment, z = z + 1;
4 Calculate, ψz =L−1Sz−1 ;
5 Calculate, φz = 2pi
∫ 1
−1 ψ
zdµ;
6 Check for convergence;
7 end
This lag of scattering physics from iteration to iteration is an example of a Picard itera-
tion scheme. The convergence rate is directly proportional to the cross-section ratio, Σs/Σt.
When Σs/Σt ≈ 1 and λ/Lx  1, the method is known for slow convergence. Here, λ and Lx
are the mean-free-path of a particle in the medium and the system size, respectively. The
classic paper by reference [52] is one of the first in the literature which discusses the accel-
eration of this source iteration (Picard iteration) scheme. The method works by introducing
the angular moments of the transport equation. Consider the 0th and 1st angular moments
of the transport equation (3.20):
2pi
∫ +1
−1
TEdµ =
∂J
∂x
+ (Σt − Σs)φ−Q = 0, (3.24)
2pi
∫ +1
−1
TEµdµ =
∂Eφ
∂x
+ ΣtJ = 0. (3.25)
Here, J and E are the current and the Eddington factor, defined as:
J = 2pi
∫ +1
−1
µψdµ, (3.26)
E = 2pi
∫ +1
−1 µ
2ψdµ
2pi
∫ +1
−1 ψdµ
. (3.27)
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Therefore, by solving for J in equation (3.25) and substituting into equation (3.24), we
obtain:
− ∂
∂x
[
1
Σt
∂Eφ
∂x
]
+ (Σt − Σs)φ−Q = 0. (3.28)
In a collision dominated region, E = 1/3 and the classic diffusion equation can be retrieved.
Next, a nonlinearly coupled system of a high-order (HO) equation (functions of x, µ) and
low-order (LO) equation (functions of only x) are defined as:
HO Equation:
µ
∂ψ
∂µ
+ Σtψ − 1
4pi
(
Σsφ
LO +Q
)
= 0, (3.29)
LO Equation:
− ∂
∂x
[
1
Σt
∂EHOφLO
∂x
]
+ (Σt − Σs)φLO −Q = 0, (3.30)
where,
EHO = 2pi
∫ +1
−1 µ
2ψdµ
φHO
=
2pi
∫ +1
−1 µ
2ψdµ
2pi
∫ +1
−1 ψdµ
. (3.31)
It is worthwhile to note that the two equations are solved exactly when either one is solved.
The HO equation is solved exactly when φLO is known while the LO equation is solved
exactly when EHO is known. Here, unlike the diffusion approximation, the closure in EHO
comes directly from the solution to the HO equation for ψ. The new iterative scheme now
iterates between the HO transport equation (equation (3.29)) and the LO moment equation
(equation (3.30)). The QDA source iteration reads as:
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Algorithm 4: QDA source iteration for neutron transport.
1 Initialize z = 0, φLO,z=0;
2 Initialize Sz=0 = 1
4pi
(
Σsφ
LO,z=0 +Q
)
;
3 while not converged do
4 Increment, z = z + 1;
5 Calculate, ψz =L−1Sz−1 ;
6 Calculate, EHO,z = 2pi
∫ 1
−1 µ
2ψzdµ
2pi
∫ 1
−1 µ
2ψzdµ
;
7 Solve, − ∂
∂x
[
1
Σt
∂EHO,zφLO,z
∂x
]
+ (Σt − Σs)φLO,z −Q, for φLO,z ;
8 Calculate, Sz = 1
4pi
(
Σsφ
LO,z +Q
)
;
9 Check for convergence;
10 end
The acceleration in the convergence of the HO transport equation is achieved by isolating
and accelerating the convergence of the long wavelength mode to ψ. To be precise, the scalar
flux, φ is in fact, the 0th Legendre moment of ψ (the longest wavelength mode), hence is the
slowest to converge in the classic source iteration. The LO moment equation isolates this long
wavelength mode and therefore accelerates the convergence of the overall source iteration.
This procedure is analogous to the standard geometric multigrid method [115]. It is similar
in the sense that iterative methods such as Jacobi or Gauss-Siedel are slow in converging the
long wavelength modes of the solution when working on a fine mesh. In order to accelerate the
convergence of the iterative method, the problem is solved on different meshes with varying
coarseness. The coarse mesh will allow accelerated convergence of the long wavelength modes
that are slow in convergence on a fine mesh. The converged solution on the coarse mesh
is then interpolated to a finer mesh to converge the shorter wavelength modes, which are
fast in convergence. The procedure is continued until all modes are converged. In the QDA
method, essentially, the LO system is the coarse mesh accelerator to the HO system.
In order to demonstrate the performance of QDA over the standard source iteration, a
1D single energy group example is discussed. Consider the following problem parameters:
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Figure 3.2: Scalar flux (left) and convergence rate (right) between the standard source
iteration and QDA iteration.
the mean-free-path of a neutron, λ = 1, the total cross-section, Σt = 1, the scattering cross-
section, Σs = 0.99, the absorption cross-section, Σa = 0.01, the system length, Lx = 10,
the fixed internal source, Q = 1, number of spatial cells, Nx = 100, number of discrete
quadrature points, Nµ = 32, and the convergence tolerance, tol = 10−6. For brevity and
illustration purposes only, we simply state that the HO transport equation is solved using a
linear discontinuous Galerkin (LDG) discretization [77] in space, x, and a standard Gauss-
quadrature [30] set in the angular domain, µ.
The result of the converged scalar flux and the convergence rate plot comparing the stan-
dard source iteration and the QDA source iteration is shown in Figure 3.2. As seen, for a
system length of many mean-free-paths and scattering dominant problem, the QDA method
provides orders of magnitude acceleration over the standard source iteration. However, an im-
portant point on the discrete inconsistency between the two solution has not been addressed.
The LO system and the HO moment system are consistent in the continuum however, once
discretized, the two systems are not guaranteed to converge to a consistent solution. This
is a result of separate truncation error associated with the two systems. In order to enforce
discretization consistency between the two system, the concept of consistency term will be
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Figure 3.3: Relative difference between the HO and LO scalar flux, φ, without discrete
consistency.
discussed. To highlight this error in the solution, φLO and φHO =
∫ 1
−1 ψdµ, are compared for
the QDA solution in Figure 3.3. The error, although small, is more than an order of mag-
nitude larger than the convergence tolerance set (tol = 10−6). For a steady state neutron
transport problem, this difference may be negligible. However, for a time-dependent plasma
physics problem, this error may accumulate rapidly, leading to an unphysical evolution of
the solution.
The moment equation should only act as a convergence accelerator, without changing
the solution to the original discretized HO equation. Therefore, we will add a well defined
term to the LO system so as to enslave the LO solution to have identical truncation error
as the discrete HO problem. In order to enforce discretization consistency between the two
systems, a discrete consistency term will be introduced such that the LO moment equation
is modified as follows:
∂J
∂x
LO
+ (Σt − Σs)φLO = Q, (3.32)
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∂EHOφLO
∂x
+ ΣtJ
LO = γHOJ φ
LO. (3.33)
Solving for JLO,
JLO =
1
Σt
[
−∂E
HOφLO
∂x
+ γHOJ φ
LO
]
, (3.34)
and substituting into equation (3.32), we obtain:
∂
∂x
[
1
Σt
(
−∂E
HOφLO
∂x
+ γHOJ φ
LO
)]
+ (Σt − Σs)φLO = Q. (3.35)
Here, γHOJ is what we will refer to as the discrete consistency term and is calculated as:
γHOJ =
∂EHOφHO
∂x
+ ΣtJ
HO
φHO
. (3.36)
The calculation of γJ is performed such that it is calculated using the identical discretization
used for the LO system, but with moments from the HO solution,
φHO = 2pi
∫ 1
−1
ψdµ, (3.37)
JHO = 2pi
∫ 1
−1
µψdµ, (3.38)
EHO = 2pi
∫ 1
−1 µ
2ψdµ
2pi
∫ 1
−1 ψdµ
. (3.39)
The result of this process is that we’ve enslaved the LO truncation error to be identical to
the HO error. In order to demonstrate the significance of the consistency term, a relative
difference plot between the HO and LO scalar flux is plotted in Figure 3.4. As is clearly
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Figure 3.4: Relative difference between the HO and LO scalar flux, φ, with discrete consis-
tency.
demonstrated, the difference between the LO and HO scalar flux is significantly reduced,
especially near the boundary where the transport effects become important. It is worth-
while to state that γJ may appear to be a source, but the term is simply used to enforce
discretization error consistency between the HO and LO system and γJ → 0 as the discrete
truncation error,∆ → 0. For a more detailed discussion of consistency term, the reader is
referred to reference [51].
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Moment Acceleration of Collisionless
Plasma
The application of the HOLO moment-based acceleration algorithm for a collisionless plasma,
modeled with a particle-in-cell (PIC) approach [32] is discussed in this chapter. The purpose
of this study is to: 1) develop a method which allows one to efficiently converge the non-
linear field-particle system per time-step, and 2) step over the stiff inverse electron plasma
frequency, ω−1p,e , without the complication of collisions. The new algorithm is used to solve
a collisionless electrostatic ion-acoustic shock wave problem, which is a multi-scale problem
both in time and space. The problem evolves on the slow ion acoustic time-scale while
still supporting a much faster inverse electron plasma frequency time-scale, ω−1p,e . The initial
structure of the wave is on the order of the ion acoustic wave length, however, the shock front
evolves on the length-scale of a much shorter Debye length, λD. Classic explicit algorithms
are forced to take time-step size, ∆t, that is some fraction of ω−1p,e but we show that our new
algorithm is capable of taking ∆t  ω−1p,e while still efficiently and accurately being able to
solve the nonlinear field-particle system.
38
Chapter 4. Moment Acceleration of Collisionless Plasma
4.1 Introduction
The dynamic evolution of coupled electromagnetic fields and a collisionless plasma are de-
scribed by the Vlasov-Maxwell system. The Maxwell equations evolve the self-consistent
fields based on moments of the ion-electron distribution functions (density and current).
The plasma distribution function evolution is governed by the Vlasov equation, which is
coupled back to the Maxwell system through the electromagnetic forces. In this study, we
will focus on a particle in cell (PIC) simulation approach [32] for this coupled system.
Historically, explicit particle in cell (PIC) approaches have been used to model collisionless
kinetic plasmas [32]. The method is parallelizable, simple to implement and is, most of all,
computationally inexpensive per time step. The method has been successfully implemented
on advanced computer architectures, producing an impressive plasma physics simulation
capability [48, 49].
However, explicit momentum conserving PIC implementations can encounter numerical
instabilities due to the properties of spatial aliasing [32, 47]. The so-called finite-grid stability
constraint requires the mesh size to resolve the Debye length everywhere. In addition, with
explicit PIC, the usual temporal instabilities arise in cases when the time step size, ∆t, does
not respect the CFL condition [32]. These stability constraints make the method restrictive
when investigating large spatial-scale and long time-scale problems. For finite ∆t size, the
lack of conservation of energy becomes an important concern in long time integration.
On the other hand, implicit PIC schemes do not suffer from the CFL limitations of the
explicit scheme. In addition, finite-grid instabilities can be eliminated [54, 55]. With implicit
schemes, time-step size, ∆t, may be chosen such that the largest dynamical time-scale of
interest may be followed.
Historically, two routes have been considered for implicit PIC. One is the direct implicit
method (DIM) [33, 34, 35, 36, 37, 38] and the other is the implicit moment method (IMM)[41,
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42, 43, 45]. In the DIM approach, some level of a nonlinear iteration between particles and
field is done, to some level of convergence, within a time step. Initial efforts established that
the method is capable of stepping over CFL limitations. Due to solver technology limitations,
initial DIM efforts relied on semi-implicit linearization within a time step. Without tight
nonlinear convergence between the particles and fields, large numerical errors are allowed to
develop [40]. Furthermore, for a large particle number and in a multidimensional setting, the
nonlinear system size may become prohibitively large, making memory storage intractable for
fully implicit iterative schemes. Recent work in [54, 55] has addressed the issue of nonlinear
system size through the use of a kinetic enslaved Jacobian-Free Newton-Krylov (JFNK)
algorithm. In [54], it has been demonstrated that by nonlinearly converging particles and
fields, one can exactly conserve energy, and take time step sizes that are orders of magnitude
larger than the CFL condition stably and accurately, with an overall CPU speedup compared
to the explicit PIC scheme. The work by [54, 55] may be regarded as a modern, tractable,
and accurate route to the DIM approach.
IMM approaches, on the other hand, are based on the formulation of a coupled fluid
moment system of the original Vlasov equation and Maxwell’s equations. This coupled
moment system is solved to evaluate implicitly the new-time fields. The particles are pushed
with these fields and this particle solution is used to self-consistently close the moment
system at the stress-tensor level. The method has been successful in addressing several
challenging plasma physics problems [45]. However, previous IMM approaches face the
issue of discrete truncation error consistency between the kinetic system and the moment
system. Inconsistency between the discrete systems results in energy conservation errors
and numerical instability, as we will show. Inconsistent evolution of the moment system and
kinetic system within a time-step was acknowledged as problematic and mitigating strategies
have been proposed [44]. However, to date, nonlinear convergence between the two systems
to a discretely consistent solution has not been demonstrated.
In this study, we put forth a modern approach to IMM which converges particles and
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fields, enforces discrete consistency, conserves energy, and is second-order accurate in time.
In this work, we will utilize the advanced particle push developed by Chen et al [54]. This
is a significant departure from the classic IMM approaches. The adaptive, subcycled, parti-
cle push faithfully follows the individual ion and electron orbits. Furthermore, this particle
pusher will allow for energy conservation down to the nonlinear convergence tolerance be-
tween the kinetic and moment system.
The remainder of this chapter is organized as follows. Section 4.2 introduces the governing
set of equations for a one dimensional in space (1D), and one dimensional in velocity space
(1V) Vlasov-Ampére system. The derivation of the moment system based on the continuum
definition of moments of the velocity distribution function of the kinetic Vlasov equation are
presented. Then, the approach to enforce discrete truncation error between the kinetic and
moment systems by means of a consistency term, and the formulation of a density normalized
stress-tensor are discussed. Section 4.3 briefly discusses the discretization scheme applied
to our kinetic and moment system, followed with section 4.4 providing the actual overall
algorithm. Section 4.5 provides benchmark and test case results, and discusses performance
of the algorithm for the multiscale ion acoustic shockwave problem. Demonstration of the
importance of the consistency term and the formulation of the density-normalized stress-
tensor are given in section 4.6. Concluding remarks are provided in section 7.5.
4.2 Moment Accelerated Vlasov Ampère
The moment accelerated technique we propose may be regarded as an improvement to the
original pioneering work on implicit moment method (IMM) first investigated in [41, 42,
43, 45]. We will extend the IMM concept by 1) enforcing discrete consistency between the
moment and kinetic system and 2) efficiently converging the moment and kinetic system
within a time step using a density-normalized, stress-tensor to expose the stiff hyperbolic
waves in the fluid moment system. In order to describe the moment-based accelerator scheme
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applied to our kinetic plasma physics problem, the governing set of equations is derived with
proper modifications to enforce the discrete consistency between the kinetic system and the
fluid moment system. A discussion on formulation of a density-normalized stress-tensor is
provided to complete the equation set which is discretized and solved numerically in section
4.3.
4.2.1 Problem Statement
For a proof of principle study, following the work of Chen et al. [54], a 1D configuration
space and 1D velocity space electro-static two species Vlasov Ampère problem is considered:
∂fe
∂t
+ v
∂fe
∂x
+
qe
me
E
∂fe
∂v
= 0 , (4.1)
∂fi
∂t
+ v
∂fi
∂x
+
qi
mi
E
∂fi
∂v
= 0 , (4.2)
0
∂E
∂t
+
∑
α
qαnuα −
〈∑
α
qαnuα
〉
= 0 . (4.3)
Equations (4.1), (4.2) and (4.3) are the electron and ion Vlasov equations and the Ampère
equation respectively. me, mi, fe, fi, v, qe, qi, E, 0, and nuα are the electron and ion mass,
electron and ion distribution function, electron and ion velocity in the x component, electron
and ion charge, the x component of electric field, permeability constant of vacuum, and the
momentum of species α respectively. The 〈 · 〉 term denotes a spatially averaged quantity
and is included to enforce Galilean invariance [54]. The Vlasov equations are functions of
space, velocity, and time. The Ampère equation is solved for the self-consistent electric field,
which is a function of space and time.
The coupled set of nonlinear equations is solved fully implicitly. Again, for this study,
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a particle-in-cell (PIC) approach will be adopted to solve Vlasov equation. However, the
general IMM approach is also applicable when deterministically solving the discrete Vlasov
equation.
4.2.2 Derivation of moment system for Vlasov-Ampère System
In this section, we formulate a coupled higher dimensional (independent variables are x,
v, and t) kinetic system (HO), and lower dimensional (independent variables are x, and t)
moment system of equations (LO) for the Vlasov-Ampère system to accelerate the nonlinear
solve for the electric field. The Vlasov equation for species α, (VEα), is defined according to
equations (4.1) and (4.2), as:
VEα =
∂fα
∂t
+ v
∂fα
∂x
+
qα
mα
E
∂fα
∂v
= 0 . (4.4)
We define the wth moment of the velocity distribution function of species α as follows,
Mwα =
∫ +∞
−∞
vwfαdv = 〈vw, fα〉v . (4.5)
With this definition, the number density, nα, number density flux, nuα, and total stress-
tensor, Sα which are the 0th, 1st and 2nd moments of the distribution function, respectively,
can be written as:
nα = 〈1, fα〉v ,
nuα = 〈v, fα〉v ,
Sα =
〈
v2, fα
〉
v
.
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The governing equations for the fluid moments (the LO problem) are obtained by taking the
0th and 1st moment of the Vlasov equation to find:
〈1,VEα〉v =
∂nα
∂t
+
∂
∂x
nuα = 0 , (4.6)
〈v,VEα〉v =
∂
∂t
nuα +
∂
∂x
Sα − qα
mα
nαE = 0 . (4.7)
Equations (4.6) and (4.7) are the continuity and momentum conservation equations, respec-
tively, for each species. Now consider the coupled HO kinetic system and a LO moment
system for an ion-electron system.
HO (Kinetic) System:
∂fe
∂t
+ v
∂fe
∂x
+
qe
me
E
∂fe
∂v
= 0, (4.8)
∂fi
∂t
+ v
∂fi
∂x
+
qi
mi
E
∂fi
∂v
= 0. (4.9)
LO (Moment-Field) System:
∂ne
∂t
LO
+
∂
∂x
nuLOe = 0, (4.10)
∂
∂t
nuLOe +
∂
∂x
SHOe −
qe
me
nLOe E = 0, (4.11)
∂ni
∂t
LO
+
∂
∂x
nuLOi = 0, (4.12)
∂
∂t
nuLOi +
∂
∂x
SHOi −
qi
mi
nLOi E = 0, (4.13)
0
∂E
∂t
+
∑
α
qαnu
LO
α −
〈∑
α
qαnuLOα
〉
= 0. (4.14)
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The closure required for the LO fluid momentum system is provided via the HO total stress-
tensor, SHOα ,
SHOα =
〈
v2α, fα
〉
v
.
The HO system is driven by the electric field, E, computed from the LO system. It is
important to point out that, in the continuum, both the HO and LO equations are solved by
the ion and electron distribution functions and the electric field. If an exact closure to SHOα
is provided for both species, the correct electric field is retrieved. On the other hand, if the
exact electric field is known, the correct fα can be found. This structure between the HO
and LO equations will be utilized to our advantage to formulate an acceleration algorithm
for a Picard iteration that iterates between the HO and LO equations. The purpose of the
LO system is to accelerate convergence of the kinetic HO system.
4.2.3 Motivation for a moment approach
Chen et al. [54] developed a fully implicit framework to solve the electrostatic Vlasov Ampère
system through a kinetically enslaved Jacobian-Free Newton-Krylov method. However, the
method requires an implicit particle push for each GMRES iterations within the JFNK iter-
ation for a given time step. As we step over electron time-scales
(
∆t ∆x
vth,e
)
, the Jacobian
matrix becomes dense via electron plasma propagation through many cells [21]. Without a
good preconditioner, the required number of GMRES iteration per Newton iteration becomes
large. Development of an effective preconditioner is a currently ongoing active research topic
[58].
We propose in this study an alternative implicit method which relies on a simple Picard
iteration between the HO kinetic particle system and the LO field-moment system. In this
approach, we will require one implicit particle push per Picard iteration between the HO
and LO systems within a time step. This work may be regarded as an improvement to
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the standard IMM [41, 42, 43]. Specific improvements to the standard IMM approach put
forth in this study are 1) effectively addressing the discrete consistency issue between the
moment system and the kinetic system, and 2) developing a stable and efficient iteration
scheme between the moment and kinetic system through the use of a density-normalized
stress-tensor, and 3) exact energy and charge conservation.
4.2.4 Modification of the LO equations: discrete consistency
As discussed in the preceding section, the HO and LO systems are exactly equivalent in
the continuum given the exact closure to SHOα and E. However, an issue arises in the
discrete. Upon discretization of the HO and LO system of equations, discretization errors
arise in both systems. While we cannot avoid discretization error, we also cannot tolerate
the discretization error of the two systems (HO and LO) being different. If such a situation
occurs, then over many time steps, the two systems will drift apart, leading to inaccuracies,
instabilities, and nonlinear divergence of the solver. Traditionally, this numerical divergence
between the two systems was partially relaxed by resetting the LO moments to those obtained
by the HO solution at the end of each time-step. However, this does still allow for inconsistent
solutions between the kinetic and moment system within a time-step, resulting in lack of
energy conservation. The charge-conserving particle integrator developed in [54] is designed
such that the discrete continuity equation evaluated with nHOα and nuHOα is satisfied to
round-off. Thus, we focus on enforcing discrete consistency for the 1st moment equation.
In order to address this discretization error mismatch between the two systems, we bor-
row the concept of a consistency term from the neutral particle transport community using
moment-based accelerations [50, 51, 53]. Consider the following modified LO moment equa-
tions,
∂ne
∂t
LO
+
∂
∂x
nuLOe = 0 , (4.15)
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∂
∂t
nuLOe +
∂
∂x
SHOe −
qe
me
nLOe E = γ
HO
nuen
LO
e , (4.16)
∂ni
∂t
LO
+
∂
∂x
nuLOi = 0 , (4.17)
∂
∂t
nuLOi +
∂
∂x
SHOi −
qi
mi
nLOi E = γ
HO
nui
nLOi , (4.18)
0
∂E
∂t
+
∑
α
qαnu
LO
α −
〈∑
α
qαnuLOα
〉
= 0 . (4.19)
The γHOnu,α terms in equations (4.16) and (4.18) are the so-called consistency terms and they
will be used to force the truncation error of the LO problem to be equivalent to the truncation
error of the HO problem. Similar to [50, 51], this goal is achieved by calculating γHOnu,α using
the same discretization scheme for the 1st moment equations, but evaluated with HO solution
moments,
γHOnu,α =
∂
∂t
nuHOα +
∂
∂x
SHOα − qαmαnHOα E
nHOα
. (4.20)
The HO moment variables are calculated by numerical integration of the HO solution to fα.
In this study, a particle-in-cell (PIC) approach is used and the moments are calculated by
summing over particles:
nHOα,i = 〈1, fα,i〉v ≈
ωα
∆xi
Np∑
p
Sp (xi − xp,α) ,
nuHOα,i = 〈v, fα,i〉v ≈
ωα
∆xi
Np∑
p
vp,αSp (xi − xp,α) ,
SHOα,i =
〈
v2, fα,i
〉
v
≈ ωα
∆xi
Np∑
p
v2p,αSp (xi − xp,α) .
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Here, Np is number of particles, vp,α is the velocity of the p’th particle for species α, xp,α is the
particle position, xi is i’th cell node location, ∆xi is the i’th cell size, ωα is the weight of the
species, and S is the shape (interpolation) function. We will refer the reader to standard text
on PIC for details [47] . When γHOα is evaluated in this manner, and then used in (4.16) and
(4.18), discrete consistency is enforced upon convergence of the HO-LO iteration. Again, we
note that the consistency term, γHOnuα , is required only for the 1
st moment equation and not in
the 0th moment equation. The discrete 0th moment equation conservation is exactly satisfied
when we use the charge conserving particle integrator of Chen et al. [54]. Finally, we state
here that the choice of the consistency is highly flexible and one may wish to implicitly solve
the consistency operator (RHS of equations (4.16) and (4.18)) by normalizing the expression
by the HO density or not. In this study, density normalization is performed to be consistent
with the original use in the neutron transport application [50].
The consistency term may appear to be a physical source term in the conservation equa-
tion for the LO system. However, this is not the correct interpretation. Once we discretize
our system, we are not solving the original continuum equation, but a numerically approxi-
mate, discrete form. The consistency term strictly exists only in the discrete LO system, and
is used to force discretization error of the LO system to be exactly that of the HO system
upon nonlinear convergence. The magnitude of the consistency term decreases with ∆t and
∆x refinement, as was shown in [53].
4.2.5 Modification of the LO equations: density-normalized stress-
tensor
We discuss next our use of a density-normalized stress-tensor to enhance the convergence rate
of the Picard HO-LO solver. The density normalization of the stress-tensor will produce a LO
formulation that will effectively capture stiff-wave phenomena, thus producing an effective
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accelerator. Consider the following modified LO system of equations,
∂ne
∂t
LO
+
∂
∂x
nuLOe = 0 , (4.21)
∂
∂t
nuLOe +
∂
∂x
nLOe S˜
HO
e −
qe
me
nLOe E = γ
HO
nuen
LO
e , (4.22)
∂ni
∂t
LO
+
∂
∂x
nuLOi = 0 , (4.23)
∂
∂t
nuLOi +
∂
∂x
nLOi S˜
HO
i −
qi
mi
nLOi E = γ
HO
nui
nLOi , (4.24)
0
∂E
∂t
+
∑
α
qαnu
LO
α −
〈∑
α
qαnuLOα
〉
= 0 . (4.25)
The modification is in the HO density-normalized stress-tensor, S˜HOα , and is defined below.
S˜HOα,i =
〈v2, fα,i〉v
〈1, fα,i〉v
≈
∑Np
p v
2
p,αSp (xi − xp,α)∑Np
p Sp (xi − xp,α)
.
This formulation of the density-normalized stress-tensor exposes the stiff hyperbolic waves
in the LO moment system (refer to appendix A). In doing so, we significantly enhance the
convergence rate of the HO-LO iteration within a time step when the time step is large
compared to the stiff waves.
Again, recall that the issues of discrete consistency and a density-normalized stress-tensor
have not been addressed in previous efforts on the implicit moment method (IMM) [41, 42,
43, 44]. Through the consistency term, the kinetic and moment systems can consistently
evolve. The density normalization of stress-tensor allows a stable and efficient iteration
scheme between the HO kinetic system and the LO moment system. The importance of the
consistency term in the solution evolution and energy conservation will be demonstrated.
49
Chapter 4. Moment Acceleration of Collisionless Plasma
The importance of working with a density-normalized stress-tensor in the LO system will
also be demonstrated.
4.3 Solver and Discretization
With the general methodology of moment-based acceleration for the Vlasov-Ampère problem
outlined, we discuss next the technique to solve the equations and the discretization scheme
applied to both the HO and LO system of equations.
4.3.1 Higher Order System: Implicit Charge-Conserving Particle
in Cell
As mentioned in section 4.2.1, we solve the Vlasov equation via PIC, which requires inte-
grating particle orbits. In this study, a charge-conserving scheme [54] is adopted. Again,
this is a significant departure from the particle push used in previous IMM approaches. We
will include some discussion in this section on how the charge-conserving particle pushing
algorithm works.
The equations of motion for each particle are,
∂xp
∂t
= vp , (4.26)
∂vp
∂t
=
qp
mp
Ep (xp) . (4.27)
Here, mp, xp, vp, and Ep are the particle mass, position, velocity, and electric field at the
particle position. The subscript p denotes individual particle quantities. Since the electric
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field lives on the grid, the field is interpolated to the particle via a shape function [32].
Equations (4.26) and (4.27) are discretized using a 2nd order Crank-Nicolson time dis-
cretization with adaptive orbit integrator scheme [54],
xν+1p − xνp
∆τ ν
= vν+1/2p , (4.28)
vν+1p − vνp
∆τ ν
=
qp
mp
Ek+1/2p
(
xν+1/2p
)
. (4.29)
Here k and ν superscripts denote the global time index and the particle subcycle time index,
and ∆τ ν is the νth subcycle time step size. The coupled nonlinear ODE system is solved
through a Picard iteration. The relation between the global time step and the subcycle time
step is,
∆t =
Nν∑
ν=1
∆τν .
The time centered averaged quantities are,
xν+1/2p =
1
2
(
xν+1p + x
ν
p
)
,
vν+1/2p =
1
2
(
vν+1p + v
ν
p
)
,
Ek+1/2p
(
xν+1/2p
)
=
1
2
[
Ek+1p
(
xν+1/2p
)
+ Ekp
(
xν+1/2p
)]
.
1st order shape functions, S1, are used to interpolate the electric field and accumulate the
number density flux while a 2nd order shape functions, S2, are used to accumulate the density
and stress-tensor.
S1 (x− xp) =

1− |x−xp|
∆x
, for |x− xp| ≤ ∆x
0, otherwise

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S2 (x− xp) =

3
4
−
(
|x−xp|
∆x
)2
, for |x− xp| ≤ ∆x2
1
2
(
3
2
− |x−xp|
∆x
)2
, for ∆x
2
≤ |x− xp| ≤ 3∆x2
0, otherwise

The field and momentum shape functions must be one order lower than the density shape
function to conserve charge, as discussed in detail in [54]. The density and stress-tensor are
evaluated at cell centers, while the momentum is evaluated at cell faces,
ni =
1
∆x
∑
p
wpS2 (xi − xp) , (4.30)
Si =
1
∆x
∑
p
v2pwpS2 (xi − xp) , (4.31)
nui+1/2 =
1
∆x
∑
p
vpwpS1
(
xi+1/2 − xp
)
. (4.32)
Here, wp is the particle weight, subscripts i and i + 1/2 are the integer cell node and half
integer cell face index. The electric field is interpolated to the particle at a subcycle time
step as follows,
Ek+1/2p
(
xν+1/2p
)
=
Nx∑
i=1
E
k+1/2
i+1/2 S1
(
xi+1/2 − xν+1/2p
)
. (4.33)
Here, Nx is the total number of cells in the system. In order to enforce energy conservation,
an orbit averaged momentum is evaluated at cell faces,
nu
k+1/2
i+1/2 =
1
∆x∆t
∑
p
Nν∑
ν=1
wpv
ν+1/2
p S1
(
xν+1/2p − xi+1/2
)
∆τ ν . (4.34)
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For a full and complete discussion of the adaptive orbit integrator algorithm, the reader is
referred to the original work by Chen et al. [54].
4.3.2 Lower Order System: Staggered Finite Differencing
For spatial discretization of the LO system on a 1D mesh, we employ a staggered finite
difference method. Similar to the HO definition of density and number density flux, we wish
to solve for densities at cell centers while solving for the number density flux and electric
fields at cell faces.
The following equations represent the time and space discretization of the LO system,
nLO,k+1α,i − nHO,kα,i
∆t
+
nu
LO,k+1/2
α,i+1/2 − nuLO,k+1/2α,i−1/2
∆x
= 0 , (4.35)
nu
LO,k+1/2
α,i+1/2 − nuHO,kα,i+1/2
∆t/2
+
n
LO,k+1/2
α,i+1 S˜
HO,k+1/2
α,i+1 − nLO,k+1/2α,i S˜HO,k+1/2α,i
∆x
− qα
mα
n
LO,k+1/2
α,i+1/2 E
LO,k+1/2
i+1/2 − γHOnuα,i+1/2nLO,k+1α,i+1/2 = 0 , (4.36)
0
ELO,k+1i+1/2 − ELO,ki+1/2
∆t
+
∑
α
qαnu
LO,k+1/2
α,i+1/2 −
〈∑
α
qαnu
LO,k+1/2
α,i+1/2
〉
= 0 . (4.37)
We have performed a non-standard discretization in time. The discretization may seem like
a classic Crank-Nicolson scheme due to the evaluation of the number density at half time
k + 1/2. However, the momentum equation is solved for the half time momentum for each
species in order to satisfy the continuity equation such that both nLO,k+1α,i and nu
LO,k+1/2
α,i are
consistent with nHO,k+1α,i and nu
HO,k+1/2
α,i+1/2 . The density and the electric field are time averaged
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and space averaged for the momentum equation,
n
LO,k+1/2
α,i =
1
2
(
nLO,k+1α,i + n
LO,k
α,i
)
,
n
LO,k+1/2
α,i+1/2 =
1
2
(
n
LO,k+1/2
α,i+1 + n
LO,k+1/2
α,i
)
,
E
LO,k+1/2
i+1/2 =
1
2
(
ELO,k+1i+1/2 + E
LO,k
i+1/2
)
.
The time centered HO density normalized stress-tensor is calculated as,
S˜
HO,k+1/2
α,i =
SHO,k+1α,i + S
HO,k
α,i
nHO,k+1α,i + n
HO,k
α,i
=
1
∆x∆t
∑
pwα,p
[
v2,k+1α,p S2
(
xk+1α,p − xi
)
+ v2,kα,pS2
(
xkα,p − xi
)]
nHO,k+1α,i + n
HO,k
α,i
.
The consistency term, γHOnuα,i+1/2, is calculated as follows.
γHOnuα,i+1/2 =
[
nu
HO,k+1/2
α,i+1/2 − nuHO,kα,i+1/2
∆t/2
+ (4.38)
n
HO,k+1/2
α,i+1 S˜
HO,k+1/2
α,i+1 − nHO,k+1/2α,i S˜HO,k+1/2α,i
∆x
−
qα
mα
n
HO,k+1/2
α,i+1/2 E
LO,k+1/2
i+1/2
]
/nHO,k+1α,i+1/2
Due to the presence of the consistency term, which effectively enslaves the LO moment
solution to the HO kinetic solution upon nonlinear convergence, the LO moment systems can
be discretized in a variety of forms and solved in many ways. It is stressed that the choice of
the LO moment system discretization and solver is not key but the correct calculation of the
consistency term is. As a result of the consistency terms, the LO system will be second-order
accurate in time, as it is enslaved to the HO system. The implicit solution of the LO system,
which is required in every outer HO-LO iteration can be accomplished with either a Picard
iteration or a JFNK [62] iteration as options. Both are briefly discussed in appendix B.
54
Chapter 4. Moment Acceleration of Collisionless Plasma
4.4 Algorithm: Nested HOLO Iteration
This section will outline the algorithm to solve the the overall HOLO system of equations.
The algorithm is, in essence, a nested outer-inner iteration as described below. Inside the
outer HOLO Picard iteration, there are required iterations in the nonlinear implicit HO
system and the nonlinear implicit LO system. The convergence of both the outer iteration
and inner LO system are measured through the residuals of the moment equations. Consider
the residual of our moment system in terms of both the HO and LO variables in a time semi-
discretized form,
Gne =
nLO,k+1e − nHO,ke
∆t
+
∂
∂x
nuLO,k+1/2e , (4.39)
Gnue =
nuLO,k+1/2e − nuHO,ke
∆t/2
+
∂
∂x
nLO,k+1/2e S˜
HO,k+1/2,y
e − (4.40)
qe
me
nLO,k+1/2e E
k+1/2 − γHO,k+1,ynue nLO,k+1e ,
Gni =
nLO,k+1i − nHO,ki
∆t
+
∂
∂x
nu
LO,k+1/2
i , (4.41)
Gnui =
nu
LO,k+1/2
i − nuHO,ki
∆t/2
+
∂
∂x
n
LO,k+1/2
i S˜
HO,k+1/2,y
i − (4.42)
qi
mi
n
LO,k+1/2
i E
LO,k+1/2 − γHO,k+1,ynui nLO,k+1i ,
GE = 0
∂E
∂t
−
∑
α
qαnu
LO,k+1/2
α −
〈∑
α
qαnu
LO,k+1/2
α
〉 , (4.43)
G =

Gne
Gnue
Gni
Gnui
GE

. (4.44)
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The superscript y in equations (4.40) and (4.42) denotes the outer iteration index. With the
expression for residuals given, the HOLO moment-based acceleration algorithm is shown in
Algorithm 5 for each time step, k.
Algorithm 5: HOLO algorithm for Vlaosv-Ampère system.
1 Begin outer Picard iteration, y = 0;
2 With the initial S˜HO,kα , nLO,kα , nuLO,kα and ELO,k, calculate the initial outer moment
system residual, ||G||out0 , from equations (4.39) to (4.43);
3 while HOLO system not converged do
4 Execute inner LO moment system solve, using Picard or JFNK using the known
S˜HO,k+1/2,y and γHO,k+1,y, solve for LO quantities: nLO,k+1α , nuLO,k+1/2α , Ek+1 to
convergence by solving equations (4.39) to (4.43);
5 Increment outer HOLO index, y = y + 1;
6 With new Ek+1, execute HO kinetic system solve by solving for particle equations
of motion from equations (4.28) and (4.29);
7 Evaluate moment quantities: nHO,k+1,yα , nuHO,k+1/2,yα , S˜
HO,k+1/2,y
α ;
8 Evaluate γHO,k+1,ynuα from equation (4.38);
9 With new
(
nLO,k+1α , nu
LO,k+1/2
α , E
k+1
)
, and S˜HO,k+1,yα and γHO,k+1,yα , calculate new
outer residual, ||G||outy , from equations (4.39) to (4.43);
10 Check for outer residual convergence, ||G||outy ≤ tolout||G||out0 . Here, tolout is some
outer convergence tolerance. If converged,
(
nk+1α , nu
k+1
α
)LO
=
(
nk+1α , nu
k+1
α
)HO,
move to next time step.
11 end
It is stressed that the moment equations are simply used to accelerate the convergence of
the HO solution (the true kinetic solution) and are not evolved from time step to time step.
Hence upon outer nonlinear convergence, the new time LO moments are anchored to the HO
solution moments, i.e.
(
nk+1α , nu
k+1
α
)LO = (nk+1α , nuk+1α )HO.
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4.5 Benchmark and Test Case Results
This section presents single species benchmark results for classic Landau damping and two
stream instability cases with algorithm performance. The primary purpose of the single
species case is to demonstrate the accuracy of the advanced IMM method presented in this
study by comparing to linear theory. These problems are typically solved very well with
explicit methods due to lack of stiffness. In order to demonstrate algorithm performance on
a true multiscale problem, an ion acoustic shockwave simulation will be performed. This
multiscale problem is exactly the type of problem our implicit moment method is intended
for.
For all of our test cases, the particles are initialized based on the following initial condi-
tion, unless otherwise specified:
f0 (x, v, u, T ) =
n0√
2piT0/m
exp
[
−m (v − u0)
2
2T0
]
. (4.45)
n0 = n0 (t = 0, x) = 1 + αn cos (kx)
Here x, v, n0, u0, T0, αn, k and m are the position and velocity of particle, initial number
density, initial fluid velocity, initial temperature, perturbation amplitude for number density,
wave vector of perturbation, and the species mass, respectively. The code is written in
MATLAB, with the HO particle solver written in C++ and coupled to MATLAB via built-in
MEX functions. The LO solver utilized the MATLAB built-in GMRES solver (for JFNK) and
ILU (for semi-implicit Picard iteration and preconditioning). In these benchmark problems,
the LO solver cost is negligible (≈ 1% of total CPU time) and the majority of CPU time
is spent on the particle pushing components of the algorithm. The hardware in which
calculations were performed is a 2GHz Intel Core i7 with 8 GB RAM 1333MHz DDR3
memory on a serial implementation.
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4.5.1 Single species: Landau damping
For the first single species test case, the classic Landau damping problem [60] is chosen. For
Landau damping, the rate at which the field energy is converted to the wave energy is found
from the linear dispersion relation,
1 +
1
k2
[
1 +
ω√
2k
Z
(
ω√
2k
)]
= 0 . (4.46)
Here k, ω, and Z are the wave vector of the perturbation, wave frequency and dispersion
function of Fried and Conte, respectively. Solving for ω, a complex solution is obtained in
terms of the oscillatory (real) ω˜ and decaying (imaginary) γ components of the frequency.
The problem parameters used for this single species test case are [65], Lx = 4pi, the periodic
system length, Nx = 32, the number of cells, tmax = 15τe, the maximum duration of simula-
tion in terms of the electron plasma wave time-scale τe, ∆t = 0.5τe, 1.0τe, 2.0τe, 4.0τe, the
time step size in terms of τe, Np = 1250, the mean number of particles per cell, k = 2pi/Lx,
the wave vector of the perturbation, tolout = 10−6 and tolin = 10−6, the outer and inner
iteration convergence tolerance, n0 = 1.0, αn = 0.01, u0 = 0, and T0 = 1.0. For these
given parameters, γ = -0.155 [65]. The results for the Landau damping case are shown in
Fig. 5.1. As seen, good agreement between the numerical simulation and linear theory is
achieved for time step sizes which are larger than the electron plasma wave time-scale but
that still resolve the damping rate, γ (i.e. γ∆t < 1/2). As expected, for time step sizes larger
than the oscillation frequency ω˜, the solution is unable to capture the oscillation accurately.
To demonstrate second-order convergence of the overall method, a simple time convergence
study was performed by calculating the L2 error of the electric field between successive ∆t
refinements. The L2 of error in the electric field is defined as,
LE2 =
√√√√ Nx∑
i
∣∣∣E∆ti+1/2 − Erefi+1/2∣∣∣2 ∆x .
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Figure 4.1: Decay rate comparison for Landau damping
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Figure 4.2: Time convergence study result.
Here, i is the cell index, E∆ti+1/2 is the electric field calculated for a specific ∆t at cell face
i + 1/2, Erefi+1/2 is the reference electric field value at cell face i + 1/2. E
ref was calculated
with a very fine ∆t size. Fig. 4.2 shows that the slope of the LE2 with respect to ∆t size is
approximately equal to 2 in a log-log plot, demonstrating second-order temporal convergence.
We choose to define the explicit time step size as, ∆texp = 0.1τe as is typically used in
explicit simulation. The algorithm performance for the test case with various ∆t is given
in Table 4.1. The first row gives the average number of outer Picard iterations per time
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∆t = 5∆texp ∆t = 10∆texp ∆t = 20∆texp ∆t = 40∆texp
P icardouter
∆t avg
4.469 5.063 6 9
Newtoninner
Picardouter avg
1.532 1.500 1.559 1.596
Subcycle
∆t particle avg
2.695 4.706 8.698 16.817
CPU Time [sec] 98.054 92.762 98.878 141.398
Table 4.1: Algorithm Performance for Landau Damping
step that was required for the outer iteration. As ∆t grows, the required number of outer
iterations grows as expected from a Picard iteration scheme. The second row provides the
average inner Newton iterations per time step to converge the inner LO moment system. The
inner LO solve was performed using a JFNK iteration with a semi-implicit preconditioning as
discussed in appendix B. The inner Newton iteration count is flat with respect to ∆t due to
the rapid quadratic convergence property of the method. The third row provides the average
number of sub-cycling steps required per particle per global time step. This count grows
almost linearly as a function of ∆t size. This is also expected since, as ∆t grows, the particles
are able to traverse more cells. The fourth row is the total CPU time required to complete
the simulation. From simply observing the average outer Picard iteration trend in row 1, the
algorithm may seem to scale very well. However it is important to consider the increase in
the particle pushing cost. As the ∆t size increases, the outer Picard iteration count may not
be increasing significantly, but the CPU cost per outer Picard iteration increases since the
particle pushing cost increases. This is clearly shown in the slowdown in the CPU execution
time of the simulation. For serial processing, this result may appear discouraging. However
we wish to take advantage of the emerging computer architectures in which we may be able
to use GPGPU’s to push the particles highly efficiently and reduce the communication cost
in massively parallel computing [56]. The study in [54] has also shown that even without
taking advantage of massively parallel computing architectures, the implicit method with
kinetically enslaved JFNK with an energy and charge conserving particle pusher scheme can
achieve CPU speedups of over an order of magnitude compared to an explicit scheme for a
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two species ion acoustic shockwave simulation where a large separation in time-scale exists.
4.5.2 Single species: Two stream instability
For the second benchmark case, we choose to solve the single species two stream instability
problem [61]. The dispersion relation for the two stream instability case is given below.
1− 1
(ω + vbk)
2 −
1
(ω − vbk)2
= 0 (4.47)
Here vb is the beam velocity and ω is again the wave frequency. The simulation is initialized
as follows.
f0 (x, v, t = 0) = (1 + αncoskx) δ (v ± vb) (4.48)
The simulation parameters are Lx = 1, Nx = 32, tmax = 35τe, ∆t = 0.5τe = 5∆texp, 1.0τe =
10∆texp, 2τe = 20∆texp, Np = 1560, k = 2pi/Lx, αn = 0.001, vb = 0.1, and tolout = tolin =
10−6. From linear theory, the growth rate, γ, is 0.353. The comparison plot of analytical
and numerical solutions for the electric field energy vs. time for various ∆t is shown in Fig.
5.2. Again, good agreement between the theory and the numerical solution is observed in
the linear growth regime. Similarly to the Landau damping case, algorithm performance is
shown for different ∆t in Table 4.2. Similar performance trends to the Landau damping case
are observed with an increase in the average outer Picard iteration for the given ∆t. For ∆t
= 2.0τe = 20∆texp, the required outer Picard iteration for the two-stream case is more than
double the Landau damping case. This is expected, as the growth rate, γ, is 0.353 and the
∆t is stepping over the dynamical growth time-scale.
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Figure 4.3: Electric field energy growth rate for two stream instability.
∆t = 5∆texp ∆t = 10∆texp ∆t = 20∆texp
P icardouter
∆t avg
4.181 5.777 14.722
Newtoninner
Picardouter avg
1.592 1.657 1.654
Subcycle
∆t particle avg
5.744 10.730 19.065
CPU Time [sec] 90.04 107.55 233.866
Table 4.2: Algorithm Performance for two Stream Instability.
4.5.3 Two species: Ion acoustic shockwave
Next, we consider a two species ion acoustic shockwave (IASW) problem. The evolution
of the problem occurs in the ion time-scale while the solution structure is impacted by
the electron distribution function. The shock thickness occurs on the Debye length scale,
while the acoustic wavelength is much larger. In a classic explicit PIC algorithm, the CFL
condition is defined typically as ∆texp = 0.1τe. For the IASW problem, we adopt this CFL
condition.
The problem is initialized as follows.
f0,α (x, vi, t = 0) =
n0,α√
2piT0,α/mα
exp
[
−m (vα − u0,α)
2
2T0,α
]
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n0,i = n0,i (x, t = 0) = 1 + αn sin (kx)
ne = ne (x, t = 0) = 1 + αn sin (kx)
ui = ui (x, t = 0) = αu sin (kx)− vshift
ue = ue (x, t = 0) = αu sin (kx)− vshift
The following problem parameters are used [54], Lx = 144, Nx = 144, ∆x = λD = Lx/Nx,
k = 2pi/Lx, mi = 2000, me = 1, Te = 1.0, Ti = 2 × 10−4, vshift = ωIAWk = 2.234 × 10−2,
Np = 5000, αn = 0.4, αu = αnvshift = 9.36 × 10−3, tmax = 3000, τe = 1, τi = 44.7, ∆texp =
0.1τe, ∆t = 1∆texp, 50∆texp, 100∆texp, tolout = tolin = 10−6. Here, λD is the Debye length,
τe and τi are the electron and ion inverse plasma frequency, and ∆texp is the explicit CFL
time-step size. In order to evolve the problem in the frame of reference of the ion acoustic
wave, the distribution is shifted by the ion acoustic wave speed:
vIAW =
ωIAW
k
=
[
1
mi
Te
1 + k2λ2De
+
Ti
mi
]1/2
, (4.49)
The dynamical time-scale of interest in this problem is the ion plasma time-scale, ∆tdyn =
τi = 44.7. Fig. 4.4 shows the number density for ions and electrons as well as the electric
field at tmax for three time step sizes. The standard ion acoustic shockwave solution can be
seen with the formation of the soliton packets near the shock front where particle trapping
occurs. The results demonstrate that the implicit scheme with large ∆t can accurately
predict the evolution of the solution without encountering numerical instabilities. Algorithm
performance is given for the IASW case in Table 4.3. For the two species case, particle
statistics on subcycling is given for both species and denoted by a subscript e and i. As
expected for the ∆t = 10τe case, the required sub-cycling for electrons is considerably larger
than the ions.
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Figure 4.4: Number density plot for both electron (left) and ion (center) is shown with the
resultant electric field (right) due to the charge separation.
∆t = 1∆texp ∆t = 50∆texp ∆t = 100∆texp
P icardouter
∆t avg
3.63 15.40 18.96
Newtoninner
Picardouter avg
1.28 1.58 1.60
GMRES
Newtoninner avg
2.22 4.85 5.59
Subcycle
∆t particle avg,e
1.23 37.16 74.94
Subcycle
∆t particle avg,i
1.00 1.26 2.104
CPU Time [sec] 66597.2 48657.8 62767.3
Table 4.3: Algorithm Performance for ion acoustic shockwave.
4.5.4 Picard Convergence Properties vs. ∆t
Convergence of the algorithm is investigated. Normalized residual convergence rate histories
for the outer Picard iteration are given in Fig 4.5. For the Vlasov-Ampére system, the con-
vergence rate is controlled by the electron and ion momentum equation due to the coupling
through the stress-tensor. Both the electron (4.40) and ion (4.42) momentum conservation
equation residuals are included in the computation of residual norm. The Picard iteration
is linearly convergent, and the residual convergence exhibits a linear convergence rate as ex-
pected. As ∆t size grows, the number of Picard iterations for a given convergence tolerance
also grows as we step over stiff electron time-scales.
It is worth-while to note that, out of the 300 time steps required for the ∆t = 10τe =
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Figure 4.5: Normalized residual convergence rate of ion and electron momentum equation
for the different ∆t cases for the first time-step.
100∆texp case discussed in section 4.5.3, 9 time steps failed to converge to the specified outer
convergence tolerance (10−6). Although the residuals did not converge below 10−6, they
stagnated below 10−5. A separate simulation with a fixed tolout = 10−5 with ∆t = 100∆texp
was performed and no stagnation occurred. The required average outer Picard iteration for
the tolout = 10−5 case was 14.98. Furthermore, visually, the solution structures did not differ
compared to the case with fixed tolout = 10−6 with ∆t = 100∆texp. The HOLO iteration
was forced to end for a time step after 40 outer iterations were executed.
4.6 Importance of Consistency Term and density normal-
ized stress-tensor
This section demonstrates, using the IASW problem, the importance of the consistency terms
for long-term accuracy and to highlight the role of the density-normalized stress-tensor in the
algorithmic properties of the scheme. Recall that the standard IMM does not 1) rigorously
address discrete consistency (which automatically violates energy conservation), 2) does not
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Figure 4.6: Relative difference of nuk+1/2 upon convergence of the improved IMM method
(left) and the standard IMM (right).
iterate between the HO-LO system to converge the particles and fields to a tight nonlinear
tolerance.
Consider the IASW case discussed in section 4.5.3 with ∆t = 5∆texp. In Fig. 4.6, the
relative difference of the HO and LO nuk+1/2e is shown for the improved IMM (upon nonlinear
convergence of the HO-LO system), and the standard IMM (which does not iterate). It is
seen that the relative difference between the two systems is within the nonlinear tolerance
(10−6) when γHOnu is used (improved IMM). Without γHOnu (standard IMM), the difference
ranges from 1∼10%. It is clearly demonstrated that without the consistency term, the HO
and LO moments can converge to inconsistent values.
Now, we consider the energy conservation property between the improved and standard
IMM. To highlight the improvements, the improved IMM simulation will use a ∆t size of
100∆texp while the standard IMM will use a ∆t size of 5∆texp. Fig. 4.7 shows the relative
total energy error with respect to time between the improved and standard IMM while Fig.
4.8 shows the resulting electric field at various times in the simulation. As can be seen, the
energy is not conserved within the nonlinear convergence tolerance set in the study (tolout =
tolin = 10−6) when the consistency term, γHOnu , is not used. This is expected as the electric
field is evaluated based on nuLO,k+1/2, and, with nuLO,k+1/2 6= nuHO,k+1/2, i.e., the field is
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Figure 4.7: Relative total energy of the system as a function of time.
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Figure 4.8: Electric field structure at various times.
not determined self-consistently with the solution to the HO kinetic system. Also seen is
that the IMM without the consistency term and iteration can represent a relatively accurate
evolution of the field for some intermediate time. However, as we evolve the problem further,
the solution becomes non-physical. Although no iteration is required in the standard IMM
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Figure 4.9: Demonstration of exposure of stiff wave physics and consequently, the reduction
in nonlinear iteration with density-normalized stress-tensor (DAS) and comparison with non-
density-normalized stress-tensor (NDAS).
and thus a faster execution per time-step is achievable, the solution for certain long time
integration problems such as the IASW case is not dependable.
To illustrate the algorithmic impact of density-normalized stress-tensor, the normalized
residual convergence rate for the electron momentum equation is compared for the IASW
case with and without the density-normalized stress-tensor with various ∆t within a single
time step. As discussed in section 4.2.4 (and in Appendix A), the density normalization
of stress-tensor effectively exposes the stiff hyperbolic isothermal wave, thus accelerating
convergence of the overall method. Accordingly, we expect fewer nonlinear iterations for the
HO-LO solver when using density-normalized stress-tensor than with the standard stress-
tensor closure. Refer to Fig. 4.9. As can be seen, the required number of outer iterations is
reduced by nearly an order of magnitude for ∆t = 5τe = 50∆texp when using the density-
normalized stress-tensor.
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4.7 Conclusions
In this chapter, we have demonstrated the feasibility of a fully implicit, nonlinear kinetic
simulation capability based on a HOLO coupled formulation. The following key features for
the HOLO moment based accelerator were demonstrated in this chapter:
• Nonlinear convergence of the HO kinetic system and the LO moment system to dis-
cretely consistent solutions through the use of consistency term, γHOnu .
• Effectiveness of a density normalized stress-tensor in accelerating the nonlinear con-
vergence of the coupled HOLO system by exposing the stiff hyperbolic wave in the LO
system.
• Exact energy conservation of the scheme based on implicit second order Crank-Nicolson
time discretization between the HO kinetic particle system and the LO field-moment
system.
These are clear improvements on the original IMM approach. Using the charge and energy
conserving particle push developed by Chen et al. [54] has been key. We have also borrowed
the idea of a consistency term and density normalization of the second moment of distribution
function (stress-tensor) from the neutron transport community [50, 51, 52] in order to enforce
energy conservation and acceleration of the original IMM approach. Through the consistency
term, γHOnu , consistent HOLO solutions were achieved upon nonlinear convergence of the
two systems, allowing exact energy conservation. Through the density-normalization of the
stress-tensor, stiff hyperbolic waves are exposed and addressed in the LO moment system,
significantly improving the nonlinear convergence of the HOLO approach versus the original
IMM. In the next chapter, we extend the HOLO algorithm developed for the PIC approach
to an Eulerian, grid based Vlasov-Ampère system. We will also develop a novel charge,
momentum, and energy conserving nonlinear discretization as well. These properties will be
critical for long-time integration of an ICF problem.
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Chapter 5
Conservative Discretization for a
Collisionless Plasma
In this chapter, we extend the work developed in the previous chapter to an Eulerian grid-
based system where the Vlasov equation is solved on a stationary 1D1V grid instead of
being represented by particles. We also develop a simultaneous charge, momentum, and
energy conserving discretization for the coupled Vlasov-Ampère system. The new conser-
vative discretization scheme is based on a set of additional discrete nonlinear constraints
which enforces the conservation properties in the discrete system. Since the new conserva-
tive discretization is nonlinear, a nonlinear iteration is required to preserve the conservation
properties. We show that the nonlinearity in the discretization is automatically dealt with
through the HOLO iteration. We test the new algorithm to simulate a similar ion-acoustic
shock-wave problem which was investigated in the previous chapter, and present both the
algorithmic performance and the discrete conservation properties of the new solver.
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5.1 Introduction
The dynamic evolution of coupled electromagnetic fields and collisionless plasmas is described
by the Vlasov-Maxwell system. The Maxwell equations evolve the self-consistent fields based
on moments of the ion-electron distribution functions (charge and current densities). The
plasma distribution function evolution is governed by the Vlasov equation, which is coupled
back to the Maxwell system through electromagnetic fields. In this study, we will focus on
a deterministic solution approach for this nonlinearly coupled system.
Historically, explicit and operator-split-based methods have been used to model colli-
sionless kinetic plasmas [84, 85, 86, 87, 88]. The explicit method is massively parallelizable,
simple to implement and is computationally inexpensive per time step. However, the method
is hampered by the well-known CFL stability limit for a given cell size of the problem. For
a multi length-scale and time-scale problem, this limitation makes the explicit method in-
efficient. On the other hand, operator-split-based semi-implicit methods are not limited by
the CFL limitations and allow larger time-steps [87, 86]. However, for long time-scale in-
tegrations, low-order splitting errors can accumulate and become significant. Additionally,
operator-split-based methods lack discrete conservation properties such as momentum and
energy and can accumulate large conservation errors for long time integrations.
In contrast, a fully implicit, unsplit approach for the Vlasov-Ampère/Poisson system
aims to converge the nonlinear residual to a tight tolerance within a time-step. By converg-
ing the nonlinear system to a tight tolerance, much larger time-steps can be used without
accumulating large errors from time-step to time-step. In this study, we put forth a modern,
fully implicit method which accelerates the convergence of the nonlinearly coupled Vlasov-
Ampère system. The algorithm is based on a new, discretely consistent implicit moment
method (IMM) [75] for the Eulerian approach. The new IMM scheme is based on a high-
order (HO) low-order (LO) nonlinear convergence acceleration method which has seen success
in neutron transport [51], thermal radiation transport [53], neutral gas kinetics [118], and
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collisionless plasma physics (using a PIC approach [75]). In the proposed algorithm, a LO
moment-field system is used to accelerate the convergence of the HO Vlasov-Ampère system.
The LO system provides the HO system with the accelerated evaluation of the electric field
for the Vlasov operator. In turn, the HO system provides the LO system with the closure
at the total stress tensor level.
Sophisticated approaches in both implicit and explicit schemes have been developed to
enforce exact conservation properties. In the context of particle-in-cell (PIC) approaches, a
fully implicit algorithm for the Vlasov-Ampère system has been demonstrated to conserve
charge and energy exactly in the discrete [54]. A recent study [89] proposes an implicit energy
conserving discretization for an Eulerian-based Vlasov-Ampère system. Additionally, a novel
explicit method has been developed which conserves both momentum and energy in the limit
of ∆t → 0 using a variational formulation of the Vlasov-Ampère system and a truncated
Fourier basis [133], making the method closely resembling a spectral scheme. However, to our
knowledge, a scheme for the Vlasov-Ampère system which conserves charge, momentum, and
energy for finite ∆t does not exist. In this study, we develop a novel nonlinear discretization
scheme which will achieve a simultaneous conservation of charge, momentum, and energy by
enforcing two additional set of discrete nonlinear constraints.
The remainder of the chapter is organized as follows. Section 2 introduces the governing
set of equations for a one spatial dimension and one velocity space dimension (1D1V) Vlasov-
Ampère system. The derivation of the moment system is presented and a general flavor of
the HOLO algorithm is provided. In section 3, we discuss the charge, momentum, and energy
conserving discretization of the coupled Vlasov-Ampère system. We prove discrete charge,
momentum, and energy conservation theorems, and introduce the required set of discrete
nonlinear constraints. We also provide the HOLO moment-based algorithm to fully implicitly
solve the coupled Vlasov-Ampère system.Section 4 discusses the discretization method used
for both the HO kinetic and LO moment-field systems in both time and space. Finally, in
section 5, we demonstrate the discrete conservation properties and the performance of the
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HOLO moment-based acceleration algorithm via numerical experiment. Concluding remarks
are provided in section 6.
5.2 HOLO Equations for the Vlasov-Ampère System
The moment acceleration technique we propose in this study is a direct extension of the
method developed for the particle-in-cell (PIC) approach in reference [75]. The method is
based on a coupled, higher dimensional (HO) kinetic system and lower dimensional (LO)
moment-field system. The solution of the LO system takes the HO stress tensor to solve for
the implicit electric field based on the moment equations. The HO system employs the new
electric field from the LO system and returns the self-consistent stress-tensor closure to the
LO system.
For a proof of principle study, a 1D configuration space and 1D velocity space (1D1V),
electrostatic, two-species Vlasov-Ampère formulation is considered:
∂fe
∂t
+ v
∂fe
∂x
+
qe
me
E
∂fe
∂v
= 0, (5.1)
∂fi
∂t
+ v
∂fi
∂x
+
qi
mi
E
∂fi
∂v
= 0, (5.2)
0
∂E
∂t
+
Ns∑
α
qαnuα = 0. (5.3)
Equations (5.1), (5.2), and (5.3) are the electron and ion Vlasov equations and the Ampère’s
equation, respectively. In these equations, me, mi, fe, fi, v, qe, qi, E, 0, and nuα are
the electron and ion mass, electron and ion distribution function, electron and ion velocity,
electron and ion charge, the electric field, permittivity constant of vacuum, and the number
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density flux of species α, respectively. The Vlasov equation is a function of position, velocity,
and time. The Ampère’s equation is solved for the self-consistent electric field, which is a
function of space and time. The coupled set of nonlinear equations are solved fully implicitly.
Again for this study, a deterministic, Eulerian approach will be adopted to discretize the
Vlasov equation.
5.2.1 Derivation of the coupled moment/Vlasov-Ampère System
In this section, we formulate the HO Vlasov equation, and the LO moment-field equations
which are used to accelerate the nonlinear convergence of the Vlasov-Ampére system. The
Vlasov equation for species α, (VEα), is defined according to equations (5.1) and (5.2) as:
VEα =
∂fα
∂t
+ v
∂fα
∂x
+
qα
mα
E
∂fα
∂v
= 0. (5.4)
We define the lth moment of the velocity distribution function of species α as follows,
Mlα =
∫ +∞
−∞
vlfαdv =
〈
vl, fα
〉
v
. (5.5)
With this definition, the number density, nα, number density flux, nuα, and total stress-
tensor, Sα are the 0th, 1st, and 2nd moments of the distribution function, respectively, and
can be written as:
nα = 〈1, fα〉v , (5.6)
nuα = 〈v, fα〉v , (5.7)
Sα =
〈
v2, fα
〉
v
. (5.8)
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The governing equations for the fluid moments (LO problem) are obtained by taking the 0th,
and 1st moment of the Vlasov equation to find:
〈1,VE〉v =
∂nα
∂t
+
∂
∂x
nuα = 0, (5.9)
〈v,VE〉v =
∂
∂t
nuα +
∂
∂x
Sα − qα
mα
nαE = 0. (5.10)
Equations (5.9) and (5.10) are the continuity and momentum conservation equations, respec-
tively, for each species. We consider the coupled HO kinetic system and a LO moment-field
system for an ion-electron system:
HO (Kinetic) System:
∂fe
∂t
+ v
∂fe
∂x
+
qe
me
E
∂fe
∂v
= 0, (5.11)
∂fi
∂t
+ v
∂fi
∂x
+
qi
mi
E
∂fi
∂v
= 0, (5.12)
LO (Moment-Field) System:
∂ne
∂t
LO
+
∂
∂x
nuLOe = 0, (5.13)
∂
∂t
nuLOe +
∂
∂x
nLOe S˜
HO
e −
qe
me
nLOe E = γ
HO
nue , (5.14)
∂ni
∂t
LO
+
∂
∂x
nuLOi = 0, (5.15)
75
Chapter 5. Conservative Discretization for a Collisionless Plasma
∂
∂t
nuLOi +
∂
∂x
nLOi S˜
HO
i −
qi
mi
nLOi E = γ
HO
nui
, (5.16)
0
∂E
∂t
+
Ns∑
α
qαnu
LO
α = 0. (5.17)
The closure required for the LO fluid moment system is provided by the HO density-
normalized total stress-tensor S˜HOα ,
S˜HOα =
〈v2, fα〉v
〈1, fα〉v
, (5.18)
and the discrete consistency term, γHOα [75]. The purpose of the density normalization is
to expose the stiff isothermal wave in the LO system [75]. In doing so, we enhance the
convergence rate of the HO-LO iteration within a time step when the time step is large
compared to the stiff acoustic time-scales. We introduce the discrete consistency terms and
their purpose in the next section.
5.2.2 Discrete Consistency Terms
As discussed in the preceding section, the HO and LO systems are exactly equivalent in the
continuum when the exact closures for SHOα and E are employed. However, an issue arises in
the discrete. Upon discretization of the HO and LO system of equations, discretization errors
arise in both systems. While we cannot avoid discretization error, we also cannot tolerate
the discretization error of the two systems (HO and LO) being different. If such situation
arises, then, over many time steps, the two systems will drift apart, leading to inaccurate
solution and solver breakdown. The purpose of γHOnuα is to enslave the discretization error of
the LO system to the discretization error of the HO system [75]. The continuum expression
for γHOnuα is given as,
γHOnuα =
∂
∂t
nuHOα +
∂
∂x
nHOα S˜
HO
α −
qα
mα
nHOα E (5.19)
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The HO moment variables are calculated by numerical integration of the HO solution to fα.
In this study, the moments are calculated as:
nHOα = 〈1, fα〉v ≈
Nv∑
j
∆vαjfαj , (5.20)
nuHOα = 〈v, fα〉v ≈
Nv∑
j
∆vαjvαjfαj , (5.21)
S˜HOα =
〈v2, fα〉v
〈1, fα〉v
≈
∑Nv
j ∆vαjv
2
αj
fαj∑Nv
j ∆vαjfαj
. (5.22)
Here, j is the discrete velocity space grid point, ∆vαj is the jth discrete velocity space size for
species α, Nv is the number of velocity space cell, vαj is the jth discrete velocity space location,
and fαj is the distribution function at the jth discrete velocity space grid point. When γHOnuα is
evaluated in this manner, and then used in (5.14) and (5.16), discrete consistency is enforced
upon convergence of the HO-LO iteration. We only require the consistency term, γHOnuα in
the 1st moment equation and not in the 0th moment equation. This is so because we choose
a conservative, finite-volume discretization of the Vlasov equation in this study, which will
trivially enforce the discrete 0th moment equation.
5.3 Charge, Momentum, and Energy Conserving Dis-
cretization
We first consider a charge-and-momentum conserving scheme, and then a charge-and-energy
conserving scheme. These will be nonlinearly combined later to produce a charge, momen-
tum, and energy conserving scheme. In what follows, we consider a periodic system in
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physical space. We begin by fully discretizing the Vlasov-Ampère system on a staggered
mesh,
VEk+1αi,j =
fk+1αi,j − fkαi,j
∆t
+ vαj
f̂
k+1/2
αi+1/2,j − f̂k+1/sαi−1/2,j
∆xi
+
qα
mα
E
k+1/2
i
f˜
k+1/2
αi,j+1/2 − f˜k+1/2αi,j−1/2
∆vαj
= 0, (5.23)
0
Ek+1i+1/2 − Eki+1/2
∆t
+
Ns∑
α
qαnu
k+1/2
αi+1/2
= 0, (5.24)
where we have used a Crank-Nicolson discretization in time and a finite-volume discretization
in space and velocity. Here i is the spatial cell index, j is the velocity space cell index, k is
the time index, ∆t is the time-step-size, ∆xi is the cell size of the ith spatial cell, ∆vαj is the
velocity space cell size of the jth velocity space cell for the α species, Ek+1i+1/2 is the cell-face
electric field, Ek+1/2i is the time-centered cell-center electric field,
E
k+1/2
i =
E
k+1/2
i+1/2 + E
k+1/2
i−1/2
2
=
(
Ek+1i+1/2 + E
k
i+1/2
)
+
(
Ek+1i−1/2 + E
k
i−1/2
)
4
, (5.25)
f̂
k+1/2
αi+1/2,j is the time-centered cell-face configuration space numerical flux for species α,
f̂k+1/2αi+1/2,j =
1
2
(
f̂k+1αi+1/2,j + f̂
k
αi+1/2,j
)
, (5.26)
and f˜k+1/2αi,j+1/2 is the time-centered cell-face velocity space numerical flux for species α,
f˜k+1/2αi,j+1/2 =
1
2
(
f˜k+1αi,j+1/2 + f˜
k
αi,j+1/2
)
. (5.27)
At this point, we do not wish to specify the definition of nuk+1/2αi+1/2 in terms of fk+1αi,j yet.
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5.3.1 Charge-Conserving Discretization
Discrete charge conservation is enforced by satisfying the discrete equivalence between the
Poisson’s equation,
0
Ek+1i+1/2 − Ek+1i−1/2
∆xi
−
Ns∑
α
qαn
k+1
αi
= 0, (5.28)
and Ampère’s equation,
0
Ek+1i+1/2 − Eki+1/2
∆t
+
Ns∑
α
qαnu
k+1/2
αi+1/2
= 0. (5.29)
The conditions for discrete equivalence can be found by discretely differentiating equation
(5.28) in time,
0
(
Ek+1i+1/2 − Eki+1/2
)
−
(
Ek+1i−1/2 − Eki−1/2
)
∆t∆xi
−
Ns∑
α
qα
nk+1αi − nkαi
∆t
= 0, (5.30)
discretely differentiating equation (5.29) in space,
0
(
Ek+1i+1/2 − Eki+1/2
)
−
(
Ek+1i−1/2 − Eki−1/2
)
∆xi∆t
+
Ns∑
α
qα
nu
k+1/2
αi+1/2 − nuk+1/2αi−1/2
∆xi
= 0, (5.31)
and using the discrete 0th moment of the Vlasov equation,
Nv∑
j
∆vj
{
fk+1αi,j − fkαi,j
∆t
+ vαj
f̂
k+1/2
αi+1/2,j − f̂k+1/2αi−1/2,j
∆xi
+
qα
mα
E
k+1/2
i
f˜
k+1/2
αi,j+1/2 − f˜k+1/2αi,j−1/2
∆vαj
}
=
nk+1αi − nkαi
∆t
+
nu
k+1/2
αi+1/2 − nuk+1/2αi−1/2
∆xi
= 0.(5.32)
From equations (5.30), (5.31), and (5.32), we see that discrete equivalence between the
Poisson’s equation and Ampère’s equation (and thus charge conservation) is enforced by the
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following definitions for the number density,
nk+1αi =
Nv∑
j
∆vαjf
k+1
αi,j
, (5.33)
and number density flux,
nuk+1/2αi+1/2 =
Nv∑
j
∆vαjvαj f̂
k+1/2
αi+1/2,j
. (5.34)
5.3.2 Momentum-Conserving Discretization
Discrete momentum conservation is enforced by satisfying the discrete momentum balance
of all species. In the discrete, the total momentum is defined by the sum of the species
momentum,
TMk+1 =
Ns∑
α
mα
N∑
i
∆xinu
k+1
αi
, (5.35)
where nuk+1αi is the cell centered number density flux, defined as,
nuk+1αi =
Nv∑
j
∆vαjvαjf
k+1
αi,j
. (5.36)
The discrete momentum conservation is enforced when:
TMk+1 − TMk =
Ns∑
α
mα
N∑
i
∆xi
(
nuk+1αi − nukαi
)
= 0. (5.37)
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Substituting equation (5.36) into (5.37) and using equation (5.23), we obtain,
TMk+1 − TMk =
Ns∑
α
mα
N∑
i=1
∆xi
Nv∑
j
∆vαjvαj
(
fk+1αi,j − fkαi,j
)
=
−∆t
Ns∑
α
mα
N∑
i=1
∆xi
Nv∑
j
∆vαjvαj
vαj f̂k+1/2αi+1/2,j − f̂k+1/2αi−1/2,j∆xi︸ ︷︷ ︸
a©
+
qα
mα
E
k+1/2
i
f˜
k+1/2
αi,j+1/2 − f˜k+1/2αi,j−1/2
∆vαj
 .(5.38)
With periodic boundary conditions, term a© vanishes exactly when summed over all config-
uration space cells. The expression in equation (5.38) simplifies to,
TMk+1 − TMk = −∆t
Ns∑
α
N∑
i=1
∆xi
Nv∑
j
vαjqαE
k+1/2
i
(
f˜k+1/2αi,j+1/2 − f˜k+1/2αi,j−1/2
)
. (5.39)
Now, telescoping the velocity domain sum and using the identity,
vαj − vαj+1 = −∆vαj+1/2 , (5.40)
we obtain,
TMk+1 − TMk = ∆t
Ns∑
α
qα
N∑
i=1
∆xiE
k+1/2
i n
k+1/2
αi
, (5.41)
where we have defined the density at time level k + 1/2, nk+1/2αi , in equation (5.41) as:
nk+1/2αi =
Nv∑
j
∆vαj+1/2 f˜
k+1/2
αi,j+1/2
. (5.42)
Now, we use the discrete Gauss’ law (Poisson’s equation), at time level k + 1/2:
0
E
k+1/2
i+1/2 − Ek+1/2i−1/2
∆xi
=
Ns∑
α
qαn
k+1/2
αi
, (5.43)
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and substitute into equation (5.41), to find:
TMk+1 − TMk = −∆t0
Ns∑
α
N∑
i=1
E
k+1/2
i
(
E
k+1/2
i+1/2 − Ek+1/2i−1/2
)
, (5.44)
which, with equation (5.25) and for a periodic system, finally gives:
TMk+1 − TMk = ∆t0
2
N∑
i=1
[(
E
k+1/2
i+1/2
)2
−
(
E
k+1/2
i−1/2
)2]
= 0. (5.45)
The critical assumption in the analysis is equation (5.43).
5.3.3 Energy-Conserving Discretization
The total energy is defined by the sum of the kinetic energy and field energy. We begin by
multiplying equation (5.23) by mα, ∆t, and take the second velocity moment to obtain:
∆tmα
N∑
i
∆xi
Nv∑
j
∆vαj
v2αj
2
×
fk+1αi,j − fkαi,j
∆t
+ vαj
f̂
k+1/2
αi+1/2,j − f̂k+1/2αi−1/2,j
∆xi︸ ︷︷ ︸
a©
+
qα
mα
E
k+1/2
i
f˜
k+1/2
αi,j+1/2 − f˜k+1/2αi,j−1/2
∆vαj
 =
N∑
i
∆xi
{
mα
(
Uk+1αi − Ukαi
)
−∆tqαnuk+1/2αi E
k+1/2
i
}
= 0, (5.46)
where, a© vanishes due to periodic boundary conditions. Here, Uk+1αi is the total energy
density of species α at cell i,
Uk+1αi =
Nv∑
j
∆vαj
v2αj
2
fk+1αi,j , (5.47)
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and nuk+1/2αi is the number density flux at cell centers, defined as,
nuk+1/2αi = −
Nv∑
j

∆vαj
v2αj
2
f˜
k+1/2
αi,j+1/2 − f˜k+1/2αi,j−1/2

∆vαj
. (5.48)
Telescoping the sum and using the following identities,
v2αj − v2αj+1 =
(
vαj − vαj+1
) (
vαj + vαj+1
)
, (5.49)
vαj − vαj+1 = −∆vj+1/2, (5.50)
we obtain:
nuk+1/2αi =
Nv∑
j
∆vαj+1/2vαj+1/2 f˜
k+1/2
αi,j+1/2
. (5.51)
We sum equation (5.46) over all species,
Ns∑
α
N∑
i
∆xi
{
mα
(
Uk+1αi − Ukα
)−∆tqαnuk+1/2αi Ek+1/2i } = 0, (5.52)
which we rearrange to obtain:
Ns∑
α
N∑
i
∆ximα
(
Uk+1αi − Ukαi
)
=
Ns∑
α
N∑
i
∆xi∆tqαnu
k+1/2
αi
E
k+1/2
i . (5.53)
Since the field is defined on cell faces, we expand Ek+1/2i in terms of cell-face quantities to
obtain:
Ns∑
α
N∑
i
∆ximα
(
Uk+1αi − Ukαi
)
=
Ns∑
α
N∑
i
∆xi∆tqαnu
k+1/2
αi
E
k+1/2
i+1/2 + E
k+1/2
i−1/2
2
. (5.54)
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Now, we telescope the sum on the RHS to obtain:
Ns∑
α
N∑
i
∆ximα
(
Uk+1αi − Ukαi
)
= −
Ns∑
α
N∑
i
∆xi+1/2∆tqαnu
k+1/2
αi+1/2
E
k+1/2
i+1/2 . (5.55)
Here, we used the following definition:
∆xi+1/2nu
k+1/2
αi+1/2
=
∆xinu
k+1/2
αi + ∆xi+1nu
k+1/2
αi+1
2
, (5.56)
where ∆xi+1/2 = xi+1−xi. Finally, using equation (5.29) and solving for ∆t
∑Ns
α qαnu
k+1/2
αi+1/2 ,
∆t
Ns∑
α
qαnu
k+1/2
αi+1/2
= −0
(
Ek+1i+1/2 − Eki+1/2
)
, (5.57)
and substituting into equation (5.55), we can show with a few additional algebraic manipu-
lations that,
Ns∑
α
N∑
i
∆ximα
(
Uk+1αi − Ukαi
)
= −0
2
N∑
i
∆xi+1/2
[(
Ek+1i+1/2
)2
− (Eki+1/2)2] . (5.58)
This is a statement of discrete total energy conservation between the plasma species and
field. From here on, we define the total energy as:
TEk+1 =
Ns∑
α
N∑
i
∆ximαU
k+1
αi
+
0
2
N∑
i
∆xi+1/2
(
Ek+1i+1/2
)2
. (5.59)
The analysis shows that for energy conservation, the number density flux, nuk+1/2αi+1/2 , must be
defined as:
nuk+1/2αi+1/2 =
∆xinu
k+1/2
αi + ∆xi+1nu
k+1/2
αi+1
2∆xi+1/2
, (5.60)
with:
nuk+1/2αi =
Nv∑
∆vj+1/2vj+1/2f˜
k+1/2
αi,j+1/2
. (5.61)
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Charge Conservation Momentum Conservation Energy Conservation
n
k+1/2
αi =
∑Nv
j ∆vαj f
k+1/2
αi,j Yes No N/A
n
k+1/2
αi =
∑Nv
j ∆vαj+1/2 f˜
k+1/2
αi,j+1/2 No Yes N/A
nu
k+1/2
αi+1/2 =
∑Nv
j ∆vαj vαj f̂
k+1/2
αi+1/2,j Yes Yes No
nu
k+1/2
αi,j =
∑Nv
j ∆vαj+1/2vαj+1/2 f˜
k+1/2
αi,j+1/2 No No Yes
Table 5.1: Moments and their associated conservation properties.
5.3.4 Charge-and-Momentum Conserving Discretization
We organize the definition of moments and their associated conservation properties in Table
5.1. From the previous analysis, the definitions of nk+1/2αi required for charge conservation
and momentum conservation are not guaranteed to be consistent. Thus, in general, one will
not achieve simultaneous conservation of charge and momentum. To enforce conservation we
introduce an additional nonlinear constraint to deal with the inconsistency between the def-
inition of charge conserving number density and the momentum conserving number density.
First, we present the modification of the Vlasov equation which will enforce both charge and
momentum conservation:
fk+1αi,j − fkαi,j
∆t
+ vαj
f̂
k+1/2
αi+1/2,j − f̂k+1/2αi−1/2,j
∆xi
+
qα
mα
E
k+1/2
i
 f˜
k+1/2
αi,j+1/2 − f˜k+1/2αi,j−1/2
∆vαj
+ φk+1αi
f˜k+1,∗αi,j+1/2 − f˜k+1,∗αi,j−1/2
∆vαj︸ ︷︷ ︸
a©
 = 0. (5.62)
Here, term a© is a truncation error term which enforces that the momentum-conserving num-
ber density be equal to the charge-conserving number density. In this term, the coefficient
φk+1αi will enforce the nonlinear constraint, and f˜
k+1,∗
αi,j+1/2
is the numerical flux at the cell face.
The * simply denotes that the choice of numerical flux estimation can be different from the
physical acceleration operator. In order to determine the expression for φk+1αi , we introduce
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the following nonlinear constraint,
n˜k+1/2αi + Φ
k+1
0,αi︸ ︷︷ ︸
momentum conserving density
= nk+1/2αi︸ ︷︷ ︸
charge conserving density
, (5.63)
where,
nk+1/2αi =
∑Nv
j ∆vj
(
fk+1αi,j + f
k
αi,j
)
2
, (5.64)
n˜k+1/2αi =
Nv∑
j
∆vj+1/2f˜
k+1/2
αi,j+1/2
, (5.65)
and
Φk+10,αi = φ
k+1
αi
Nv∑
j
∆vj+1/2f˜
k+1,∗
αi,j+1/2
. (5.66)
From equations (5.64), (5.65), and (5.66), we can solve for φk+1αi as,
φk+1αi =
n
k+1/2
αi − n˜k+1/2αi∑Nv
j ∆vj+1/2f˜
k+1,∗
αi,j+1/2
. (5.67)
Hence the discretization is inherently nonlinear, and requires an iterative scheme to converge
the system. However, this is not a disadvantage in our algorithm, as the nonlinearity in the
discretization can be absorbed in the HOLO iteration.
5.3.5 Charge-and-Energy Conserving Discretization
From the previous analysis, the discrete definitions of nuk+1/2αi+1/2 required for charge and energy
conservation are inconsistent. As before, we introduce an additional nonlinear constraint
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to deal with this discrete inconsistency. First, we present the modification of the Vlasov
equation which will enforce both charge and energy conservation,
fk+1αi,j − fkαi,j
∆t
+ vαj
f̂
k+1/2
αi+1/2,j − f̂k+1/2αi−1/2,j
∆xi
+
∣∣vαj ∣∣ ξk+1αi+1/2 f̂k+1,∗αi+1/2,j − ξk+1αi−1/2 f̂k+1,∗αi−1/2,j∆xi︸ ︷︷ ︸
a©
+
qα
mα
E
k+1/2
i
f˜
k+1/2
αi,j+1/2 − f˜k+1/2αi,j−1/2
∆vαj
= 0. (5.68)
Here, a© is a truncation error term that enforces the charge-conserving flux be equal to
the energy conserving flux, ξk+1αi+1/2 will enforce the nonlinear constraint, and f̂
k+1,∗
αi+1/2,j
is the
numerical flux at the cell face. As before, the * denotes that the choice of numerical flux
estimation can be different from the physical streaming operator. In order to determine the
expression for ξk+1αi+1/2 , we introduce the following nonlinear constraint,
n̂uk+1/2αi+1/2 + Ξ
k+1
αi+1/2︸ ︷︷ ︸
charge conserving flux
= n˜uk+1/2αi+1/2︸ ︷︷ ︸
energy conserving flux
, (5.69)
where,
n̂uk+1/2αi+1/2 =
Nv∑
j=1
∆vαj f̂
k+1/2
αi+1/2,j
, (5.70)
n˜uk+1/2αi+1/2 =
∑Nv
j ∆vαj+1/2vαj+1/2
(
∆xif˜
k+1/2
αi,j+1/2 + ∆xi+1f˜
k+1/2
αi+1,j+1/2
)
2∆xi+1/2
, (5.71)
and
Ξk+1αi+1/2 = ξ
k+1
αi+1/2
Nv∑
j
∆vαj
∣∣vαj ∣∣ f̂k+1,∗αi+1/2,j . (5.72)
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From equations (5.70), (5.71), and (5.72), we can solve for ξk+1αi+1/2 ,
ξk+1αi+1/2 =
n˜uk+1/2αi+1/2 − n̂u
k+1/2
αi+1/2∑Nv
j ∆vαj
∣∣vαj ∣∣ f̂k+1,∗αi+1/2,j . (5.73)
Similar to φk+1αi , ξ
k+1
αi+1/2
is inherently nonlinear, and requires an iterative scheme to converge
the system, which we absorb in the HOLO iteration.
5.3.6 Combined Charge, Momentum, and Energy Conserving Dis-
cretization
By extending the nonlinear enslavement concept introduced earlier we are able to enforce
discrete charge, momentum, and energy conservation simultaneously. As before, the modified
discrete Vlasov equation reads:
fk+1αi,j − fkαi,j
∆t
+ vαj
f̂
k+1/2
αi+1/2,j − f̂k+1αi−1/2j
∆xi
+
∣∣vαj ∣∣ ξk+1αi+1/2 f̂k+1,∗αi+1/2,j − ξk+1αi−1/2,j f̂k+1,∗αi−1/2,j∆xi +
qα
mα
E
k+1/2
i
(
f˜
k+1/2
αi,j+1/2 − f˜k+1/2αi,j−1/2
∆vαj
+ φk+1αi
f˜k+1,∗αi,j+1/2 − f˜k+1,∗αi,j−1/2
∆vαj
)
= 0. (5.74)
The combined charge, momentum, and energy conservation requires a modification to the
nonlinear constraints discussed in sections 5.3.4 and 5.3.5. The energy conserving flux is now
defined as,
nu
k+1/2
EC,αi+1/2
=
1
2∆xi+1/2
Nv∑
j
∆vαj+1/2vαj+1/2[
∆xi
(
f˜k+1/2αi,j+1/2 + φ
k+1
αi
f˜k+1,∗αi,j+1/2
)
+ ∆xi+1
(
f˜k+1/2αi+1,j+1/2 + φ
k+1
αi+1
f˜k+1,∗αi,j+1/2
)]
, (5.75)
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with the charge conserving flux unchanged,
nu
k+1/2
CC,αi+1/2
= n̂uk+1/2αi+1/2 + Ξ
k+1
αi+1/2
=
Nv∑
j
∆vαjvαj f̂
k+1/2
αi+1/2,j
+ ξk+1αi+1/2
Nv∑
j
∆vαj
∣∣vαj ∣∣ f̂k+1,∗αi+1/2,j . (5.76)
Simultaneous conservation of charge, momentum, and energy requires,
nu
k+1/2
CC,αi+1/2
= nu
k+1/2
EC,αi+1/2
, (5.77)
which gives the following relation for ξk+1αi+1/2 ,
ξk+1αi+1/2 =
nu
k+1/2
EC,αi+1/2
− n̂uk+1/2αi+1/2∑Nv
j ∆vαj
∣∣vαj ∣∣ f̂k+1,∗αi+1/2,j . (5.78)
Again, the nonlinearity in both ξk+1αi+1/2 and φ
k+1
αi+1/2
will be absorbed in the HOLO iteration.
5.4 Discretization and Solver: HO and LO System
We discuss the discretization and solution strategy for the coupled HOLO system. In this
study, both the HO and LO system are solved fully implicitly using a Jacobian-Free Newton-
Krylov (JFNK) method [62].
5.4.1 HO System: Fully Implicit Charge, Momentum, and Energy
Conserving Preconditioned JFNK Solver
The HO system is discretized with finite volumes on a collocated mesh, using a Crank-
Nicolson time-discretization. The time, space, and velocity discretized, conservative Vlasov
89
Chapter 5. Conservative Discretization for a Collisionless Plasma
equation for species α reads:
Rve,αi,j =
fk+1,zαi,j − fkαi,j
∆t
+
vαj
f̂
k+1/2,z
αi+1/2,j − f̂k+1/2,zαi−1/2,j
∆xi
+
∣∣vαj ∣∣ ξk+1,z−1αi+1/2 f̂k+1,∗,zαi+1/2,j − ξk+1,z−1αi−1/2 f̂k+1,∗,zαi−1/2,j∆xi +
qα
mα
E
k+1/2,z
i
{
f˜
k+1/2,z
αi,j+1/2 − f˜k+1/2,zαi,j−1/2
∆vαj
+ φk+1,z−1αi
f˜k+1,∗,zαi,j+1/2 − f˜k+1,∗,zαi,j−1/2
∆vαj
}
= 0. (5.79)
Here,
φk+1,zαi =
n
HO,k+1/2,z
αi − n˜HO,k+1/2,zαi∑Nv
j=1 ∆vj+1/2f˜
k+1,∗,z
αi,j+1/2
, (5.80)
and
ξk+1,zαi+1/2 =
nu
HO,k+1/2,z
EC,αi+1/2
− n̂uHO,k+1/2,zαi+1/2∑Nv
j=1 ∆vαj
∣∣vαj ∣∣ f̂k+1,∗,zαi+1/2,j , (5.81)
n̂uHO,k+1/2,zαi+1/2 =
Nv∑
j
∆vαjvαj f̂
k+1/2
αi+1/2,j
, (5.82)
where the HO energy conserving flux is given by:
nu
HO,k+1/2,z
EC,αi+1/2
=
1
2∆xi+1/2
Nv∑
j=1
∆vαj+1/2vαj+1/2[
∆xi
(
f˜k+1/2,zαi,j+1/2 + φ
k+1,z−1
αi
f˜k+1,∗,z−1αi,j+1/2
)
+ ∆xi+1
(
f˜k+1/2,zαi+1,j+1/2 + φ
k+1,z−1
αi+1
f˜k+1,∗,z−1αi,j+1/2
)]
, (5.83)
the HO charge conserving density is,
nHO,k+1/2,zαi =
Nv∑
j=1
∆vαjf
k+1/2
αi,j
, (5.84)
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and the HO momentum conserving density is,
n˜HO,k+1/2,zαi =
Nv∑
j=1
∆vαj+1/2 f˜
k+1/2,z
αi,j+1/2
. (5.85)
Here, the additional superscript z denotes the HOLO iteration index. Note that the eval-
uation of ξk+1αi+1/2 and φ
k+1
αi+1/2
is lagged to the previous HOLO iteration. For this study, the
Vlasov equation for each species are solved for Rve using JFNK with an ILU preconditioning
with a relative convergence tolerance of 10−4 and an absolute convergence tolerance of 10−6.
We use a QUICK discretization [90] for f̂k+1/2αi+1/2,j , an upwind discretization for f̂k+1,∗αi+1/2,j , and
central differencing for f˜k+1/2αi,j+1/2 and f˜k+1,∗αi,j+1/2 .
5.4.2 LO System: Physics Based Preconditioned JFNK
The LO system is discretized using staggered finite differences and a Crank-Nicolson time-
discretization. The time and space discrete implicit LO system reads:
Rnαi =
nLO,k+1,zαi − nkαi
∆t
+
nu
LO,k+1/2,z
EC,αi+1/2
− nuLO,k+1/2,zEC,αi−1/2
∆xi
= 0, (5.86)
Rnuαi+1/2 =
nuLO,k+1,zEC,αi+1/2 − nu
LO,k
EC,αi+1/2
∆t
+
n
LO,k+1/2,z
αi+1 S˜
HO,k+1/2,z
αi+1 − nLO,k+1/2,zαi S˜HO,k+1/2,zαi
∆xi+1/2
−
qα
mα
nLO,k+1/2,zαi+1/2 E
k+1/2,z
i+1/2 − γHO,k+1,znuαi+1/2 = 0, (5.87)
REi+1/2 = 0
Ek+1i+1/2 − Eki+1/2
∆t
+
∑
α
qαnu
LO,k+1,z
EC,αi+1/2
= 0. (5.88)
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Here, the density normalized total stress-tensor, S˜HO,k+1/2,z, is computed from the HO so-
lution,
S˜HO,k+1/2,zαi =
∑Nv
j=1 ∆vαjv
2
αj
f
k+1/2,z
αi,j∑Nv
j=1 ∆vαjf
k+1/2,z
αi,j
, (5.89)
and the discrete consistency term, γHO,k+1,znuαi+1/2 , is computed as:
TγHO,k+1,znuαi+1/2
=
nuHO,k+1,zEC,αi+1/2 − nu
HO,k
EC,αi+1/2
∆t
+
n
HO,k+1/2,z
αi+1 S˜
HO,k+1/2,z
αi+1 − nHO,k+1/2,zαi S˜HO,k+1/2,zαi
∆xi+1/2
− qα
mα
nHO,k+1/2,zαi+1/2 E
k+1/2,z
i+1/2 , (5.90)
where nLO/HO,k+1/2,zαi+1/2 is computed by interpolating n
LO/HO,k+1/2,z
αi from cell centers to the
cell-face. Unlike the HO system, the LO system is fully nonlinear and is solved using a
physics-based-preconditioned JFNK for the complete residual vector,
~R =

Rne
Rnue
Rni
Rnui
RE

. (5.91)
For details on the preconditioner, we refer the reader to [75, 93]. For the Newton iteration,
we use a relative convergence tolerance of 10−6 and an absolute tolerance of 10−7.
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5.4.3 HOLO Accelerator Algorithm with Charge Momentum and
Energy Conserving Discretization
To check the convergence of the Picard HOLO iteration, we measure the L2-norm of the
relative difference between the moments of the HO and LO solution,
reldiffzM =
∣∣∣∣MHO,z −MLO,zMHO,z
∣∣∣∣
2
, (5.92)
where M is the specific moment of choice (i.e. n or nu). We have chosen a convergence
tolerance of 10−6 in this study.
We outline the algorithm for the fully implicit, charge, momentum, and energy conserving,
moment accelerated Vlasov-Ampere solver in Algorithm 6.
Algorithm 6: Charge-momentum-and-energy conserving HOLO acceleration.
1 Set z = 0;
2 while HOLO system not converged do
3 Increment, z = z + 1;
4 Solve the LO system for
(
nLO,k+1,zα , nu
LO,k+1,z
EC,α , E
k+1,z
)
from equations (5.86) to
(5.88);
5 Solve the HO system for fk+1,zα from equation (5.79) using the new Ek+1,z;
6 Update,
(
n, nuEC , S˜
)HO,k+1,z
α
from equations (5.83), (5.84), and (5.89);
7 Update, γHO,k+1,zα from equation (5.90);
8 Update, ξk+1,zα , and φk+1,zα from equations (5.81) and (5.80) ;
9 Check convergence via equation (5.92);
10 end
It is stressed here that the charge, momentum, and energy conserving discretization of the
Vlasov equation and the HOLO iteration are two completely independent concepts. Thus,
the HOLO algorithm is not needed to enforce conservation. The advantage of coupling the
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conservative discretization of the Vlasov equation with the HOLO acceleration algorithm is
that the nonlinearity in the discretization can be absorbed into the HOLO iteration and can
be dealt with efficiently.
5.5 Numerical Results
We present the algorithmic and accuracy performance results of the new HOLO solver with
the proposed conservative discretization for the Vlasov-Ampere system. We choose the
following test problems: 1) an electron Landau damping, 2) electron two-stream instability,
and 3) an ion acoustic shockwave problem [92]. The purpose of these numerical tests is 1)
to verify the correctness of the implementation, 2) to demonstrate the algorithmic ability to
step over stiff time-scales and 3) to demonstrate the advertised conservation properties of
the scheme in a periodic system.
For all of our test cases, unless otherwise specified, the distribution function is initialized
according to the following initial condition:
f0 (x, v, u, T ) =
n0√
2piT0/m
exp
[
−m (v − u0)
2
2T0
]
, (5.93)
n0 = n0 (t = 0, x) = 1 + αn cos (kx) .
Here x, v, n0, u0, T0, αn, k, and m are the position and velocity, initial number density,
initial fluid velocity, initial temperature, perturbation amplitude for number density, wave
vector of perturbation, and the species mass, respectively.
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5.5.1 Landau Damping
For the first test case, the classic single-species electron Landau damping problem is chosen.
The rate at which the field energy is converted to the wave energy is found from the linear
dispersion relation,
1 +
1
k2
[
1 +
ω√
2k
Z
(
ω√
2k
)]
= 0 . (5.94)
Here k, ω, and Z are the wave vector of perturbation, wave frequency and dispersion function
of Fried and Conte, respectively. Solving for ω, a complex solution is obtained in terms of the
oscillatory (imaginary) ω˜ and decaying (real) γ components of the frequency. The problem
parameters used for this single species test case are [65]: the periodic system length, Lx = 4pi,
the number of configuration cells, N = 32, the maximum duration of simulation in terms
of the electron plasma wave time-scale, tmax = 50ω−1p,e , the time-step size, ∆t = 0.1ω−1p,e , the
number of velocity space cells, Nv = 512, the wave vector of perturbation, k = 2pi/Lx, the
average density n0 = 1.0, perturbation in density, αn = 0.01, u0 = 0, and temperature,
T0 = 1.0. For these given parameters, the growth rate is γ = -0.155 [65]. The simulation
result for the Landau damping case is shown in Figure 5.1. As seen, good agreement between
the numerical simulation and linear theory is achieved.
5.5.2 Two-Stream Instability
For the second benchmark case, we simulate the single-species two-stream instability [61].
The dispersion relation for the two-stream instability is:
1− 1
(ω + vbk)
2 −
1
(ω − vbk)2
= 0 (5.95)
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Figure 5.1: Decay rate comparison for Landau damping
Here vb is the beam velocity and ω is again the wave frequency. The simulation is initialized
as follows:
f0 (x, v, t = 0) = (1 + αncoskx) δ (v ± vb) (5.96)
The simulation parameters are Lx = 1, N = 32, tmax = 35ω−1p,e , ∆t = 0.25ω−1p,e , 0.5ω−1p,e ,
1.0ω−1p,e , 2ω−1p,e , Nv = 512, k = 2pi/Lx, αn = 0.001, and vb = 0.1. From linear theory, the
growth rate, γ, is 0.353. The comparison plot of linear theory and numerical solutions for the
electric field energy vs. time for various ∆t is shown in Figure. 5.2. Again, good agreement
between the linear theory and the numerical solution is observed in the linear growth regime.
5.5.3 Ion Acoustic Shockwave (IASW) Problem
For the IASW problem [92], the parameters are the electron mass, me = 1/1836, ion mass
of mion = 1, Debye length, λD = 1/36, system length, Lx = 144λD, number of configuration
space cells, N = 144, velocity space domain, vαmin = −10vαth , vαmax = 10vαth , number of
velocity space cells, Nv = 400, inverse ion plasma frequency, ω−1p,ion = 1/36, inverse electron
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Figure 5.2: Electric field energy growth rate for two stream instability.
plasma frequency, ω−1p,e = ω
−1
p,ion/
√
1836 = 6.48 × 10−4, and simulation duration, tmax =
5000w−1p,e . For the initial condition, we use a sinusoidal perturbation in the ion density [92],
n0,ion = 1 + 0.2sinkx,
electron density,
n0,e = 1 + 0.2(1− k2λ2D)sinkx
and bulk fluid velocity, u, for both species of the form:
u0 = −1 + 0.2sinkx, (5.97)
with isothermal distributions with T0,e = 1 and T0,ion = 0.05. Here, k = 2pi/Lx is the wave
vector of perturbation.
To demonstrate the algorithmic performance of the solver, we ran the test case for time-
step sizes of ∆t = 1ω−1pe , 10ω
−1
pe , and 100ω
−1
pe . In Table 5.2, we show the implicit time-step-size,
relative to the explicit CFL constraint,
∆texp =
∆x
ve,max
, (5.98)
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∆t/ω−1pe 1 10 100
∆t/∆texp 1.407× 101 1.407× 102 1.407× 103
HOLO Iteravg 3.2 8.2 10.4
Table 5.2: HOLO solver performance with varying ∆t on a collisionless IASW problem.
and the average number of HOLO iterations for convergence over the entire simulation. We
see that for the IASW problem, the number of HOLO iterations is kept bounded for ∆t large
relative to the explicit time-step size.
We demonstrate next the advertised conservation properties of the scheme. For the field
equation, we use the Ampère’s equation. For charge conservation, it is critical that the
discrete equivalence with the Poisson’s equation be satisfied. For this reason, to measure
charge conservation, we compute the L2-norm of the discrete Gauss-law from time-step to
time-step,
|GL|2 =
∣∣∣∣∣λ2D
(
Ek+1i+1/2 − Ek+1i−1/2
∆xi
− E
k
i+1/2 − Eki−1/2
∆xi
)
−
∑
α
qα
(
nk+1αi − nkαi
)∣∣∣∣∣
2
. (5.99)
For momentum and energy conservation, we show the relative difference of total energy and
momentum with respect to the initial condition (denoted by the superscript 0):
reldiffkTE =
∣∣∣∣TE0 − TEkTE0
∣∣∣∣ , (5.100)
reldiffkTM =
∣∣∣∣TM0 − TMkTM0
∣∣∣∣ , (5.101)
The conservation properties of the solver over the entire duration of the simulation for
different time-step sizes are shown in Figure 5.3. We see that all quantities are conserved at
or below the convergence tolerance of the HOLO iteration, tol = 10−6. To establish accuracy,
we compare the electron and ion density, and electric field structure obtained for the different
cases in Figure 5.4. As can be seen, we are able to obtain a solution using ∆t = 10ω−1p,e , and
100ω−1p,e with similar level of accuracy as the ∆t = 1ω−1p,e case, but much more efficiently.
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Figure 5.3: Conservation properties of the new charge-momentum-and-energy conserving
discretization.
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Figure 5.4: Solution for the ion acoustic shockwave.
5.6 Conclusion
In this chapter, we have 1) developed a charge, momentum, and energy conserving Vlasov-
Ampère discretization, and 2) extended the HOLO moment-based acceleration algorithm
for the Eulerian approach to solve the Vlasov-Ampère system. In order to achieve the
conservation properties, a novel nonlinear enslavement scheme was introduced to enslave the
momentum conserving density to the charge conserving density, and the charge conserving
flux to the energy conserving flux. These enslavements were enforced by introducing two
discrete nonlinear constraints, which resulted in a nonlinear discretization. However, the
nonlinearity in the discretization was dealt with efficiently by the HOLO iteration. The
algorithm has been tested on a Landau damping, two-stream instability, and an ion acoustic
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shockwave (IASW) problem. The IASW problem demonstrated that we can stably take a
time-step-size, ∆t, significantly larger than the inverse electron plasma frequency, ω−1p,e , while
evolving the solution accurately, with strong conservation properties of charge, momentum,
and energy.
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Chapter 6
Moment Acceleration of Collisional
Neutral Gas
In this chapter, we extend the HOLO moment-based acceleration algorithm to a collisional
neutral gas Boltzmann transport equation. The purpose of this study is to develop a method
which allows one to take time-step sizes, ∆t, that are much larger than the collisional relax-
ation time-scale, τ , while still allowing for an efficient convergence of the nonlinear system.
The new HOLO moment-based acceleration algorithm is used to solve a neutral and colli-
sional strong shock tube problem with a wide variation in τ . When a wide variation in τ
exists, naturally, a transition region will arise. A transition region is a region where both,
a strongly and weakly collisional region can coexist near each other. Solvers that can effi-
ciently handle a transition region are of great interest for ICF problems since these regions
are ubiquitous in ICF, and a Picard iteration can be slow to converge the system of nonlinear
equations when the time-step size is chosen to step over the fastest collisional time-scale of
the system, τmin. We show that the new algorithm is capable of choosing a ∆t τmin and
can follow the acoustic wave CFL of the problem (dynamical time-scale of the system for
propagating shocks).
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6.1 Introduction
There exist two broad approaches to following the dynamic evolution of a system such as
neutron transport, plasma physics, and neutral gas dynamics: 1) a kinetic approach and 2)
a moment approach. The kinetic approach requires one to solve the six dimensional integro-
differential Boltzmann transport equation while the moment approach requires one to solve a
set of reduced dimensionality (three dimensional) partial differential equations obtained from
the original transport equation by moment integration. The kinetic approach encapsulates
time-scales of all the phase-space physics as well as the wave physics. The computational
effort and memory requirements are very large, but a first-principles phase-space evolution of
the system can be studied. On the other hand, the moment approach requires less computer
memory compared to the kinetic approach. The stiff phase-space physics time-scales are
integrated out of the system, and one can follow the collective “hydrodynamical” time-scales,
which are typically much slower than the kinetic time-scales. However, with the moment
equations, one must address the issue of the need for closures for higher-order moments.
In the moment approach, analytical closures are limited to some small perturbation of the
kinetic solution near an equilibrium [74], and/or empirical correlations. In problems where
regimes with both a non-equilibrium and equilibrium physics co-exist, it is difficult to for-
mulate a robust closure which is valid for all regimes of interest. Therefore, the need for an
efficient kinetic approach becomes evident for high fidelity modeling when non-equilibrium
solution exists in phase-space.
Currently, there are two main approaches to solve for the kinetic equation: 1) a direct
simulation monte-carlo (DSMC) approach [66] and 2) a deterministic approach of solving
the Botzmann equation on a velocity space grid. For the deterministic approach, signif-
icant efforts have been invested in developing explicit [84, 68], semi-implicit [69, 70] and
asymptotic-preserving schemes [71, ?]. In this study, we propose an efficient, accelerated
fully implicit nonlinear iteration scheme for solving the Boltzmann transport equation for
the deterministic approach. We achieve the acceleration by solving a discretely-consistent
102
Chapter 6. Moment Acceleration of Collisional Neutral Gas
low-order (LO) moment equation system together with the high-order (HO) kinetic equation.
The method originates in the neutron transport community, in which a moment equation was
used in order to accelerate the convergence of the scattering source in the linear Boltzmann
transport equation [52]. The original method however, did not address the issue of discrete
consistency between the HO and LO system. In order to achieve nonlinear robustness, our
discrete LO problem must provide identical solutions to the moments of the discrete HO
problem. Efforts reported in references [50, 51], have advanced the method by adding a
discrete consistency term in the LO moment system that enslaved the discrete truncation
error of the LO moment equations to that of the discrete moments of the HO kinetic equa-
tion. This ensured that the LO equation preserved the moments of the HO equation upon
nonlinear convergence. In this study, we extend the original concept of moment acceleration
in combination with the concept of discrete consistency in order to develop a powerful new
accelerator algorithm for the Boltzmann transport equation with Bhatnagar-Gross-Krook
(BGK) collision operator [72].
The remainder of the chapter is organized as follows. Section 6.2 discusses the neutral
gas dynamics Boltzmann transport equation with the BGK collision operator and a standard
Picard (source) iteration approach. In section 6.3, we derive the self-consistent set of moment
equations, which describe the evolution of the macroscopic fluid moment quantities. In
section 6.4, we describe the new HOLO algorithm, the concept of discrete consistency, and
the discretization schemes used in this study. Section 6.5 demonstrates the performance of
the algorithm compared to the standard Picard iteration approach. Finally, we conclude in
section 7.5.
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6.2 Neutral Gas Dynamics Boltzmann Transport Equa-
tion (HO System): BGK Collision Operator
The underlying kinetic equation that we wish to solve is the time dependent neutral gas
dynamics Boltzmann transport equation,
∂f
∂t
(~r,~v, t) + ~v · ∇f (~r,~v, t) =
(
∂f
∂t
)
c
. (6.1)
Here, f is the distribution function of particles in the gas, which is a function of the config-
uration space, ~r, the particle velocity, ~v, and time, t. The two terms on the left-hand-side
(LHS) represent the local time rate of change of f and streaming of the particles, respec-
tively. The right-hand-side (RHS) term is the collision operator. In this study, a simple
BGK collision operator [72] is used,(
∂f
∂t
)
c
=
1
τ (~r, t)
[fM (~r,~v, t)− f (~r,~v, t)] . (6.2)
Here, τ is the collision time scale,
τ =
τ˜
n
√
T
, (6.3)
with τ˜ the scaling constant for the collision operator in a dimensionless setting. fM is a local
Maxwellian distribution,
fM (~r,~v, t) =
n
(2piT/m)d/2
exp
{
− m
2T
∑
α
(vα − uα)2
}
, (6.4)
with d the translational degrees of freedom of the gas molecule, and α the index for the
direction of the particle (α = x, y, or z). The Maxwellian distribution is a function of the
local number density, n, the average fluid velocity, ~u, and the temperature, T , which are
velocity moments of the distribution function, defined as,
n = n (~r, t) = 〈1, f〉~v , (6.5)
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~u = ~u (~r, t) =
〈~v, f〉~v
n
, (6.6)
T = T (~r, t) =
1
d
m
〈|~w|2 , f〉
~v
n
. (6.7)
Here, m is the mass of the particle, ~w is the particular velocity,
~w = ~v − ~u , (6.8)
and 〈(·) , f〉~v is a shorthand notation for the velocity moment, i.e.,
〈(·) , f〉~v =
∫ ∫ ∫
(·) fdvxdvydvz. (6.9)
The BGK collision operator will effectively relax the distribution to a Maxwellian in a few
collision times, τ . In this study, we consider the one dimensional in configuration-space and
one dimensional in velocity-space (1D1V) model of equation (6.1):
BBGK =
∂f
∂t
(x, v, t) + v
∂f
∂x
(x, v, t)− 1
τ
[fM (x, v, t)− f (x, v, t)] = 0. (6.10)
6.2.1 Implicit Time Integration and Picard (Source) Iteration (HO
System)
An implicit time integration scheme is not limited by the stability constraints associated
with an explicit time integration scheme. Instead, an arbitrary ∆t can be chosen to resolve
the dynamical time-scale of interest in the system. Consider a first-order backward-Euler
time-differencing scheme with a standard finite-volume treatment for the space differencing,
fk+1i,j − fki,j
∆t
+ vj
f̂k+1i+1/2,j − f̂k+1i−1/2,j
∆x
=
1
τ k+1i
[
fk+1M,i,j − fk+1i,j
]
. (6.11)
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Here, the indices i, j, and k are the configuration-space cell index, the velocity-space cell
index, and the time index, respectively. The hat denotes numerical flux estimation at cell
faces. As seen, the streaming operator and the collision operators are evaluated with the
solution at the new time step, k+1. The discrete Maxwellian is computed with the moments
of the distribution function,
fk+1M,i,j =
nk+1i√
2piT k+1i /m
exp
[
− m
2T k+1i
(
vj − uk+1i
)2]
, (6.12)
where,
nk+1i =
∑
j
∆vfk+1i,j , (6.13)
uk+1i =
∑
j ∆vvjf
k+1
i,j
nk+1i
, (6.14)
and,
T k+1i = m
∑
j ∆v
(
vj − uk+1i
)2
fk+1i,j
nk+1i
. (6.15)
Here, ∆v is the discrete velocity cell size and vj is the jth discrete velocity cell center value.
The collision time-scale is also defined in terms of the moment quantities as:
τ k+1i =
τ˜
nk+1i
√
T k+1i
. (6.16)
As can be seen in equations (6.11) to (6.16), all the solution variables are evaluated at
time step, k + 1, leading to a system of nonlinearly coupled equations. The nonlinearity is
introduced by the collision operator through the evaluation of moments for the Maxwellian
and collision time-scale, which are nonlinear integral functions of f . To solve this equation
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implicitly, a nonlinear iterative scheme such as Picard iteration or Newton’s method [73]
must be employed. The standard approach is a Picard (source) iteration scheme, which
reads:
fk+1,zi,j − fki,j
∆t
+ vj
f̂k+1,zi+1/2,j − f̂k+1,zi−1/2,j
∆x
=
1
τ k+1,z−1i
[
fk+1,z−1M,i,j − fk+1,zi,j
]
. (6.17)
Here, z is the Picard iteration index, and the evaluation of the Maxwellian distribution
function and collision time-scale is lagged from iteration to iteration. This yields a linear
system of equations which can be efficiently solved using a transport sweep algorithm [78].
For convergence, the L2-norm of the relative difference in the self-consistent moments from
iteration to iteration is used,
rel-diffk+1M =
∣∣∣∣Mk+1,z −Mk+1,z−1Mk+1,z
∣∣∣∣
2
. (6.18)
Here,M is the moment of choice,M = (n, nu, U), where the number density, n, the number
density flux, nu, and the total energy density, U , are defined as the 0th, 1st, and 2nd velocity
moments of the distribution function, respectively:
n = 〈1, f〉v ,
nu = 〈v, f〉v ,
U =
〈
v2
2
, f
〉
v
.
The Picard iteration algorithm per time step reads as follows:
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Algorithm 7: Picard (source) iteration for the BGK collision operator.
1 Set z = 0;
2 Calculate initial fk+1,z=0M,i,j and τ
k+1,z=0 with known nki , uki , and T ki ;
3 while not converged do
4 Increment z = z + 1;
5 Solve for fk+1,zi,j from equation (6.17) with known f
k+1,z−1
M,i,j and τ
k+1,z−1
i ;
6 Calculate nk+1,zi , u
k+1,z
i , and T
k+1,z
i using equations (6.13), (6.14), and (6.15) from
fk+1,zi,j ;
7 Compute fk+1,zM,i,j and τ
k+1,z
i using equation (6.12) and (6.16) from n
k+1,z
i , u
k+1,z
i ,
and T k+1,zi ;
8 Check convergence using equation (6.18);
9 end
The Picard iteration scheme is simple and has a well understood linear convergence rate
[73]. However, when ∆t  τ , the method requires many iterations, becoming inefficient.
The moment-based HOLO acceleration method proposed here is intended to accelerate the
convergence rate of the Picard iteration method.
6.3 Self-Consistent Fluid Moment equations
To derive the self-consistent fluid moment equations, we take the 1, v1, and v2
2
moments of
the 1D1V Botlzmann transport equation in equation (6.10) [74]. The 1, v, and v2/2 moments
are said to be collisional invariants of the system (i.e. moments of the collision operator are
zero):
〈
1,
fM − f
τ
〉
v
= 0, (6.19)
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〈
v,
fM − f
τ
〉
v
= 0, (6.20)
〈
v2
2
,
fM − f
τ
〉
v
= 0. (6.21)
The 0th, 1st, and 2nd velocity moments of the Boltzmann transport equation are:
〈
v0, BBGK
〉
v
=
∂n
∂t
+
∂
∂x
nu = 0, (6.22)
〈
v1, BBGK
〉
v
=
∂
∂t
nu+
∂
∂x
S2 = 0, (6.23)
〈
v2
2
, BBGK
〉
v
=
∂
∂t
U +
∂
∂x
S3 = 0. (6.24)
Equations (6.22), (6.23), and (6.24) are the continuity, momentum, and energy equation,
respectively. We define the number density, n, the number density flux, nu, the total en-
ergy density, U , the total stress tensor, S2, and the total energy flux, S3, in terms of the
distribution function,
n = n (x, t) = 〈1, f〉v , (6.25)
nu = nu (x, t) = 〈v, f〉v , (6.26)
U = U (x, t) =
〈
v2
2
, f
〉
v
, (6.27)
S2 = S2 (x, t) =
〈
v2, f
〉
v
, (6.28)
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S3 = S3 (x, t) =
〈
v3
2
, f
〉
v
. (6.29)
We can expand S2 and S3 as [74]:
S2 = nu
2 + P, (6.30)
and
S3 = u (U + P ) +Q. (6.31)
Here, P is the scalar isotropic pressure, defined as,
P =
nT
m
= 2
(
U − 1
2
nu2
)
, (6.32)
with T the temperature,
T =
2m
(
U − 1
2
nu2
)
n
, (6.33)
and Q is the heat-flux,
Q =
1
2
〈
(v − u)3 , f〉
v
. (6.34)
By substituting the expansion for S2 and S3 into the momentum and energy equations, we
derive the familiar moment equations,
∂n
∂t
+
∂
∂x
nu = 0, (6.35)
∂
∂t
nu+
∂
∂x
[
nu2 + P
]
= 0, (6.36)
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∂
∂t
U +
∂
∂x
[u (U + P ) +Q] = 0. (6.37)
Note that, according to kinetic theory [74], the shear viscous stress tensor evaluates to zero
for the 1V case. Closure is needed for the heat-flux, Q. In standard gas dynamics, this term
is closed with a Fourier model for heat conduction, q = −κ∂T
∂x
, and one is required to provide
a functional form for κ. We will not do that here. Rather, we will close this heat-flux using
the most recent iteration level of the distribution function. It is worthwhile to remind the
reader that, unlike the original Boltzmann transport equation, the moment equations do not
explicitly carry the collisional time-scale. Instead, the natural time-scales for the moment
equations are 1) the acoustic time-scale, 2) the advection time-scale, and 3) the heat-flux
propagation time-scale.
6.4 HOLO Moment Acceleration Algorithm
A unique relationship exists between the Boltzmann transport equation and the self consis-
tent moment equations. Given the correct moments, n, u, and T , to evaluate the Maxwellian,
one can evaluate the correct distribution function, f , in time from equation (6.10). Similarly,
with the correct closure for the heat-flux, Q, the moment equations will provide the correct
moments to evaluate the collision operator. This unique relationship between the kinetic
and fluid-moment system will be used to our advantage to develop an acceleration algorithm
to the standard Picard (source) iteration scheme discussed in section 6.2.1. The iterative
scheme will rely on the lower dimensional (LO) moment equations, defined on a reduced
dimensionality space, (x, t), to accelerate the convergence of the higher dimensional (HO)
transport equation defined on the phase-space, (x, v, t).
We begin by formulating a nonlinearly coupled system of HO kinetic and LO fluid-
moment equations:
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∂f
∂t
+ v
∂f
∂x
=
1
τLO
[
fLOM − f
]
, (6.38)
∂n
∂t
LO
+
∂
∂x
nuLO =
∂γHOn
∂x
+ IHOn , (6.39)
∂
∂t
nuLOx +
∂
∂x
[(
nuLO
)2
/nLO + PLO
]
=
∂γHOnu
∂x
+ IHOnu , (6.40)
∂
∂t
ULO +
∂
∂x
[
uLO
(
ULO + PLO
)
+QHO
]
=
∂γHOU
∂x
+ IHOU . (6.41)
The two systems are coupled through the LO Maxwellian distribution function, fLOM , in the
HO equation and the HO heat-flux, QHO, and consistency terms, γHOn , γHOnu , γHOU , IHOn , IHOnu ,
and IHOU in the LO system. fLOM and τLO are evaluated using the LO variables only:
fLOM =
nLO√
2piTLO/m
exp
[
− m
2TLO
(
v − uLO)2] , (6.42)
τLO =
τ˜
nLO
√
TLO
, (6.43)
where uLO and TLO can be calculated in terms of the moments, nLO, nuLO, and ULO,
uLO =
nuLO
nLO
, (6.44)
TLO = 2m
ULO − 1
2
(nuLO)2/nLO
nLO
. (6.45)
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The HO heat-flux, QHO, is evaluated from the HO solution as,
QHO =
〈(
v − uHO)3
2
, f
〉
v
. (6.46)
The consistency terms, γHOn , γHOnu , γHOU , IHOn , IHOnu , and IHOU are required to enslave the
truncation error of the LO system to the HO system as in the neutron transport, thermal
radiation transport, and the collisionless plasma physics applications [50, 51, 53, 75]. These
terms vanish in the continuum, but remain finite in the discrete. The details of how to
compute γHOn , γHOnu , γHOU , IHOn , IHOnu , and IHOU will be discussed shortly.
6.4.1 HO Discretization
The HO system in discrete form is,
fk+1,zi,j − fk,zi,j
∆t
+
1
2
[
vj
f̂k+1,zi+1/2,j − f̂k+1,zi−1/2,j
∆x
+ vj
f̂ki+1/2,j − f̂ki−1/2,j
∆x
]
−[
θHO,ki
fLO,k+1,z−1M,i,j − fk+1,zi,j
τLO,k+1,z−1i
+
(
1− θHO,ki
) fHO,kM,i,j − fki,j
τHO,ki
]
= 0. (6.47)
The superscript index, z, represents the HOLO iteration index. The discretization is based
on a finite volume formulation where the hat represents numerical flux at cell faces. The
equation is linearized for a given evaluation by lagging fLO,k+1,z−1M,i,j and τ
LO,k+1,z−1
i . The
equation can be solved for fk+1,zi,j at this point by inverting the linear system. The streaming
operator is treated with Crank-Nicholson differencing while the collision operator is treated
with an asymptotic preserving θ-scheme discretization, which is discussed in Appendix A.
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6.4.2 LO Discretization
We use a finite-volume discretization in space and Crank-Nicholson in time for the LO system
as well. The LO system in discrete form is,
nLO,k+1,zi − nHO,ki
∆t
+
1
2
[
n̂uLO,k+1,zi+1/2 − n̂uLO,k+1,zi−1/2
∆x
+
ŜHO,k1i+1/2 − ŜHO,k1i−1/2
∆x
]
=
γ̂HO,zni+1/2 − γ̂HO,zni−1/2
∆x
+ IHO,zni , (6.48)
nuLO,k+1,zi − nuHO,ki
∆t
+
1
2

(
n̂u2/n̂+ P̂
)LO,k+1,z
i+1/2
−
(
n̂u2/n̂+ P̂
)LO,k+1,z
i−1/2
∆x
+
ŜHO,k2i+1/2 − ŜHO,k2i−1/2
∆x
 =
γ̂HO,znui+1/2 − γ̂HO,znui−1/2
∆x
+ IHO,znui . (6.49)
ULO,k+1,zi − UHO,ki
∆t
+
1
2
 û
LO,k+1,z
i+1/2
(
Û + P̂
)LO,k+1,z
i+1/2
− ûLO,k+1,zi−1/2
(
Û + P̂
)LO,k+1,z
i−1/2
∆x
+
ŜHO,k3i+1/2 − ŜHO,k3i−1/2
∆x
]
+
Q̂HO,k+1,zi+1/2 − Q̂HO,k+1,zi−1/2
∆x
=
γ̂HO,zUi+1/2 − γ̂
HO,z
Ui−1/2
∆x
+ IHO,zUi (6.50)
Here, ŜHO,k1,2,3 are the discrete moments of the numerical flux of the streaming operator at the
old time-step,
ŜHO,k1i+1/2 =
Nv∑
j=1
∆vf̂ki+1/2,j, (6.51)
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ŜHO,k2i+1/2 =
Nv∑
j=1
∆vvj f̂
k
i+1/2,j, (6.52)
ŜHO,k3i+1/2 =
1
2
Nv∑
j=1
∆vv2j f̂
k
i+1/2,j, (6.53)
and Q̂HO,k+1i+1/2 is the heat-flux, interpolated at cell faces:
Q̂HO,k+1i+1/2 =
QHO,k+1i+1 +Q
HO,k+1
i
2
, (6.54)
QHO,k+1i =
1
2
Nv∑
j=1
∆v
(
vj − uHO,k+1i
)3
fk+1i,j . (6.55)
Here, Nv is the number of velocity space cells. We use HO quantities for the old time terms
since the LO system is only an accelerator to the solution of fk+1. Thus the LO solution does
not evolve over time-steps. A similar procedure can be seen in the HOLO algorithm applied
to collisionless plasma physics [75]. Unlike the HO system, the LO system is nonlinear,
and is solved using a Jacobian-Free Newton-Krylov (JFNK) method [62] for the conserved
quantities, (n, nu, U)LO,k+1. The cost of the LO solver is typically negligible as compared to
the cost of the HO system solver.
6.4.3 Discrete Consistency Terms
As previously mentioned, we introduce discrete consistency terms, γHOn , γHOnu , γHOU , IHOn ,
IHOnu , and IHOU in the LO system in order to enslave the truncation error of the LO system to
the HO system. In the application of gas dynamics with the BGK operator, the computation
of the consistency terms differ from other applications [51, 53, 75] to some degree. For this
reason, we explicitly define the expression for γHOn , γHOnu , γHOU , IHOn , IHOnu , and IHOU . The γ
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consistency terms are needed to enslave the interpolation error for the LO numerical flux at
the cell face to the discrete moments of the HO numerical flux. The γ consistency terms are
calculated as follows:
γHO,zn,i+1/2 = −
∑
j
∆vvj f̂
k+1,z
i+1/2,j + n̂u
HO,k+1,z
i+1/2 , (6.56)
γHO,znu,i+1/2 = −
∑
j
∆vv2j f̂
k+1,z
i+1/2,j +
[
n̂u2/n̂+ P̂
]HO,k+1,z
i+1/2
, (6.57)
γHO,zU,i+1/2 = −
∑
j
∆v
v3j
2
f̂k+1,zi+1/2 +
[
û
(
Û + P̂
)
+ Q̂
]HO,k+1,z
i+1/2,j
. (6.58)
Here, the HO quantities with a hat are evaluated using the same exact discretization as
the LO quantities. For clarity, if one utilizes a standard central differencing operator for
estimating the numerical flux for n̂uLO,k+1,zi+1/2 using uniform cells,
n̂uLO,k+1,zi+1/2 =
1
2
(
nuLO,k+1,zi+1 + nu
LO,k+1,z
i
)
, (6.59)
then γHO,zn,i+1/2 will be calculated accordingly,
γHO,zn,i+1/2 = −
∑
j
∆vvj f̂
k+1,z
i+1/2,j +
1
2
(
nuHO,k+1,zi+1 + nu
HO,k+1,z
i
)
, (6.60)
and similarly for γHOnu and γHOU .
In the discrete, moments of the collision operator are not invariants and do not evaluate
to zero. In order for the discrete LO moment equations to enforce the collision operator in-
variance in equations (6.19) to (6.21), the I consistency terms are needed. The I consistency
terms are calculated as:
IHO,zni =
θHO,ki
τHO,k+1,zi
∑
j
∆v
(
fHO,k+1,zM,i,j − fk+1,zi,j
)
+
1− θHO,ki
τHO,ki
∑
j
∆v
(
fHO,kM,i,j − fki,j
)
,(6.61)
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IHO,znui =
θHO,ki
τHO,k+1,zi
∑
j
∆vvj
(
fHO,k+1,zM,i,j − fk+1,zi,j
)
+
1− θHO,ki
τHO,ki
∑
j
∆vvj
(
fHO,kM,i,j − fki,j
)
,(6.62)
IHO,zU,i =
θHO,ki
τHO,k+1,zi
∑
j
∆v
v2j
2
(
fHO,k+1,zM,i,j − fk+1,zi,j
)
+
1− θHO,ki
τHO,ki
∑
j
∆v
v2j
2
(
fHO,kM,i,j − fki,j
)
.(6.63)
Therefore, in the discrete, the collision operator acts as a finite (but discrete) source to the
LO system. As before, IHOi → 0 as ∆v → 0 and |vmin,max| → ∞.
6.4.4 HOLO Algorithm
To measure the convergence between the HO and LO systems, we use the L2-norm of the
relative difference between the HO and LO moments,
rel-diffk+1,HOLOM =
∣∣∣∣MHO,k+1 −MLO,k+1MHO,k+1
∣∣∣∣
2
. (6.64)
Alternatively, we could have chosen the L2-norm of the residual of the HO system as the
criterion for convergence. However, we keep equation (6.64) for consistency with the conver-
gence criterion of the Picard (source) iteration approach (section 2).
For each time step, the modified implicit nonlinearly accelerated iteration scheme pro-
ceeds as follows:
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Algorithm 8: Nonlinear implicit moment accelerated iteration for the BGK collision
operator.
1 Set z = 0;
2 while HOLO system not converged do
3 Solve LO system for (n, nu, U)LO,k+1,z from equations (6.48), (6.49), and (6.50),
using QHO,k+1 defined from the HO solution ;
4 Compute (u, T )LO,k+1 from (n, nu, U)LO,k+1,z from equations (6.44) and (6.45);
5 Compute fLO,k+1,zM and τ
LO from equation (6.42) and (6.43);
6 Increment z = z + 1;
7 Solve HO system for fk+1,z from equation (6.47) using fLO,k+1M and τ
LO,k+1 defined
by the LO solution;
8 Compute QHO,k+1 from equation (6.46);
9 Compute γHO,z and IHO,z from equations (6.56) to (6.63) ;
10 Check convergence between HO and LO system via equation (6.64);
11 end
The difference with respect to the standard Picard (source) iteration scheme is in the ad-
ditional steps of solving the moment equations, evaluating the HO heat-flux, and computing
the consistency terms. Again, recall that the LO system is only used to accelerate the HO
system. It is key to note that upon convergence, we have obtained the solution to the HO
problem (equation (6.47)). However, we have obtained this solution to the HO system in a
much more efficient manner (i.e., for fewer transport sweeps).
6.5 Results
We discuss the performance of the new HOLO algorithm applied to 1) a Sod shock tube
problem [76] and 2) a strong shock problem with widely varying collision time-scale.
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6.5.1 Sod shock tube
In this section, we will compare the performance of the accelerated algorithm with the stan-
dard Picard (source) iteration algorithm for a well known Sod shock tube problem for differ-
ent values of the collision time-scale, τ . We test the algorithm for a constant τ everywhere
in the domain. Consider the following initial condition for the Sod shock tube,
• nL = 1.0, nR = 0.125,
• TL = 1.0, TR = 0.8,
• uL = 0.0, uR = 0.0,
where the subscripts L and R denote the values of the flow variable immediately to the left
and right of the diaphragm. The kinetic initial condition is assumed to be a Maxwellian,
based on the moment values to the left and right side of the diaphragm,
f0 = f (x, v, t = 0) =
n0√
2piT0/m
exp
[
− m
2T0
(v − u0)2
]
.
We have tested the algorithm for a gas molecule of massm = 1, a system domain of L ∈ [0, 1],
a spatial grid count of N = 500, a velocity space domain of v ∈ [−10vthL , 10vthL ], a velocity
space grid count of Nv = 200, and a simulation time of t ∈ [0, 0.065]. Here, vthL is the initial
thermal velocity of the gas on the LHS of the diaphragm and is defined as,
vthL =
√
2TL
m
.
Standard Transport Discretization
We have used a linear discontinuous Galerkin discretization (LDG)[77] for the streaming
operator in equation (6.47) for this test case. A discussion on the extension of the moment
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∆t/τ 10−2 10−1 100 101 102 103 104 105
Iterationacc 4 6 8 9 9 9 9 9
Iterationstandard 5 13 68 461 2853 >10000 >10000 >10000
Table 6.1: Performance comparison of moment acceleration scheme versus the standard
scheme
acceleration algorithm in the context of discontinuous finite elements has not been provided.
In short, the LO system will be comprised of the continuity, momentum, and energy equations
for the 0th and 1st basis coefficients, in which we use to accelerate the HO BBGK equation.
We first present the convergence acceleration profile of the solver, compared to the stan-
dard Picard solver. A convergence tolerance for each time-step was set to 10−6 for both the
HOLO algorithm and Picard solver using equations (6.64) and (6.18), respectively.
Eight cases of the Sod shock tube were run with a fixed time-step size, ∆t = 5 × 10−4,
and varying collision time-scale, τ , of 5×10−2, 5×10−3, 5×10−4, 5×10−5, 5×10−6, 5×10−7,
5×10−8, 5×10−9. The motives to consider these eight cases are two fold: 1) to demonstrate
the performance of the standard linearized Picard iteration scheme as a function of ∆t
τ
and
how it compares to the moment accelerated scheme, and 2) to demonstrate how the moment
accelerated scheme can be used to follow the acoustic wave CFL time-scale rather than the
collision time-scale.
The performance of the algorithm is shown in Table 6.1 for the eight cases. The first and
second row presents the number of transport sweeps required for the moment acceleration
algorithm and the standard algorithm, respectively. For a small ∆t
τ
, the collision time scale is
resolved and the performance between the two methods is not drastically different. However,
as the ratio ∆t
τ
increases, the standard scheme requires more iterations in order to converge
the BBGK equation. The acceleration scheme also shows a similar trend. However, the
increase in the iteration is much slower and plateaus. For the ∆t/τ = 102 case, the moment
acceleration algorithm shows a reduction in the number of transport sweeps of more than
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Figure 6.1: Comparison of moments with respect to varying τ at t = 0.065
two orders of magnitude.
In order to highlight the time-scale that the moment acceleration scheme allows one
to follow, we compare the ∆t size with respect to the acoustic wave CFL for the τ =
5 × 10−6 case. The maximum speed of sound during the entire duration of the simulation
was approximately, c = 2.3. The acoustic wave CFL is defined as:
∆tA−CFL =
∆x
c
, (6.65)
With a uniform mesh of ∆x = 2 × 10−3, this equates to a ∆tA−CFL = 8.7 × 10−4. Thus
the implicit time-step size is ∆t = 0.3∆tA−CFL. If one used a standard Picard iteration, one
would choose to run at ∆t = τ = 5×10−6 = 2.8×10−3∆tA−CFL for computational efficiency
reasons, as can be seen in Table 6.1. This is almost two orders of magnitude smaller than
the time-step size that we have used.
Plots of n, u, and T for the τ = 5× 10−2, 5× 10−3, 5× 10−4, 5× 10−5, and 5× 10−6 cases
at t = 0.065 are shown in Figure 6.1. As τ decreases, the distribution function relaxes to a
local Maxwellian more rapidly. In this case, transport effects are minimized and the physical
dissipation from the heat-flux, Q, is reduced. The decrease in the dissipation physically
makes the system approach the Euler equations. Without any form of additional numerical
dissipation via artificial viscosity [79, 83] or flux limiting [77], numerical oscillations can
121
Chapter 6. Moment Acceleration of Collisional Neutral Gas
0 0.2 0.4 0.6 0.8 1
0.2
0.4
0.6
0.8
1
x
n
 
 
0 0.2 0.4 0.6 0.8 1−0.1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
x
u
 
 
0 0.2 0.4 0.6 0.8 10.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
x
T
 
 
Analytical
LDG
Step
Analytical
LDG
Step
Analytical
LDG
Step
Figure 6.2: Comparison of solutions to Sod shock tube with different discretization for the
Euler limit.
occur near the shock front as can be seen clearly for the τ < 10−4 cases. One can dissipate
these oscillatory modes by using a first-order discretization such as step differencing [82] of
the streaming operator in the HO system. Here, we remind the reader that the algorithm
converges to the HO solution, and therefore, the source of the oscillatory modes is not the
discretization of the advection terms in the LO system, but rather due to the discretization
of the streaming operator in the HO system.
We compare the solution to the Sod shock tube problem using an LDG discretization
and step differencing against an analytical Riemann solver solution [80]. For a τ = 5× 10−6,
the mean-free-path, λmfp, which is defined as:
λmfp = τ
√
T
m
, (6.66)
is approximately 5× 10−6. For a ∆x = L/N = 2× 10−3  λmfp, the solution to the BBGK
equation is well approximated by the Euler limit, and the Riemann solver can be used as
an analytical benchmark. Refer to Figure 6.2. As seen in Figure 6.2, the step differencing
method does not show oscillatory structures near the shock front. However, the discretization
is overly dissipative and becomes an accuracy concern. The oscillatory structures are not
a major concern for the Sod shock tube, where the discontinuity is not strong. Eventually,
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Figure 6.3: Relative difference of n, nu, and U with tolerance = 10−4, with discrete consis-
tency enforced.
as one integrates the problem long enough in time, both finite numerical dissipation and
physical dissipation will damp out these oscillations. However, for strong shocks expected in
transitioning flows where the discontinuity is much stronger, the solution near the oscillatory
structure may become negative. In particular, negative density and temperature is a concern
as the Maxwellian distribution requires positivity in these quantities for the operator to
remain physical.
We have shown the acceleration performance of the solver, relative to the standard iter-
ative scheme. In order to call the solver a true accelerator, however, the solution obtained
must be exactly equivalent to the non-accelerated solver. We show that the solution obtained
through the accelerator is indeed exactly equivalent down to the nonlinear convergence toler-
ance set per time-step. In Figure 6.3 and 6.4, we show the relative difference of the moment
quantities, n, nu, and U , between the HOLO algorithm and the standard Picard iteration,
rel-diffSI−HOLOM =
∣∣∣∣MSI −MHOLOMSI
∣∣∣∣ , (6.67)
with and without the discrete consistency terms. We choose a time-step-size ∆t = 10−4
and τ = 10−4 with convergence tolerances of tol = 10−4 and 10−8. We show the differences
in the solution after ten time-steps for their tolerances. As we expect, with the discrete
consistency terms the differences between the two solutions are comparable and proportional
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Figure 6.4: Relative difference of n, nu, and U with tolerance = 10−8, with discrete consis-
tency enforced.
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Figure 6.5: Relative difference of n, nu, and U with tolerance = 10−8, without discrete
consistency enforced.
to the convergence tolerance of the HOLO solver. However, if we do not enforce consistency,
the HO and LO moments do not converge irrespective of the convergence tolerance (Figure
6.5). Note that without discrete consistency, the HOLO convergence criterion in equation
(6.64) cannot be used and instead we used the Picard convergence criterion,
rel-diffM =
∣∣∣∣MHO,k+1,z −MHO,k+1,z−1MHO,k+1,z
∣∣∣∣
2
. (6.68)
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High-Order Monotone Transport Discretization
In order to address the issue of lack of positivity in the solution, a nonlinear high resolution
discretization with flux-limiting has been implemented for the streaming operator in the HO
problem. We have used a WENO5 scheme [81] with an ULTRA-SHARP flux limiter [91].
Since the discretization is now nonlinear, we cannot use a standard transport sweep to invert
the BBGK operator. To invert the new nonlinear system, we utilize a preconditioned JFNK
solver for the HO system. We formulate a nonlinear residual,
R = fk+1i,j − fki,j + ∆tvj
f̂
k+1/2
i+1/2,j − f̂k+1/2i−1/2,j
∆x
−
∆t
{
θHO,ki
fLO,k+1Mi,j − fk+1i,j
τLO,k+1i
+
(
1− θHO,ki
) fHO,kMi,j − fki,j
τHO,ki
}
= 0, (6.69)
for the distribution function, fk+1i,j . Note that the WENO5 scheme by itself is not positivity
preserving and an extra flux-limiter is necessary for a very strong shock. For preconditioning,
a step-differenced transport sweep was used,
P = 1 + ∆tv ∂
∂x
+ θHO,k
∆t
τLO,k+1
. (6.70)
We test the combined algorithm of moment acceleration and implicit WENO5+ULTRA-
SHARP HO solver on the Sod shock tube problem, and demonstrate the better positivity
and monotonicity preserving nature of the overall algorithm. Recall that LDG without
implicit WENO5+ULTRA-SHARP encountered oscillatory structures near the shock front,
and we used a first-order discretization in order to damp these structures. However, a first-
order discretization is overly dissipative for shock problems. In Figure 6.6, we compare the
solution to the Sod shock tube problem obtained by the WENO5+ULTRA-SHARP and a
step differencing scheme. As we expect, with the use of a high resolution discretization with
a limiter the spurious modes are damped and a sharper shock front is preserved.
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Figure 6.6: Comparison of Sod shock tube solution with implicit WENO5+ULTRA-SHARP
and step differenceing (top) and the relative difference between the analytical solution (bot-
tom).
6.5.2 Strong Shock tube with Variable τ
Finally, we perform a simulation for a strong shock tube problem with a solution-dependent
collision time-scale. For the strong shock problem, we use the WENO5+ULTRA-SHARP
discretization for the streaming operator in the HO system. The high-resolution, positivity-
preserving discretization is critical for the strong shock problem as the gradient is much
stronger than the Sod problem.
In this example, we show the true multi-scale nature of the BBGK equation for problems
with a transition layer and a realistically varying collision time-scale, where a wide separation
in Knudsen number [74] exists throughout the domain. The Knudsen number is the ratio
between the mean-free-path of particles and the gradient scale-length of the evolving solution.
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In this study, we define the Knudsen number as,
Kn =
λmfp
LT
, (6.71)
where,
LT =
∣∣∣∣∣
∣∣∣∣∣
(
1
T
∂T
∂x
)−1∣∣∣∣∣
∣∣∣∣∣ . (6.72)
For a variable collision time-scale, we have a varying mean-free-path throughout the
domain. For a strong shock, the difference in mean-free-path across the domain may be
orders of magnitude. This allows for a large separation in length-scales within the shock
layer. For the Navier-Stokes solvers to give an accurate solution, the mean-free-path, λmfp,
must be much smaller than the gradient scale-length, LT . If λmfp is larger than LT , long
mean-free-path effects will be introduced, which cannot be captured accurately with the
analytical closures used for the Navier-Stokes model. From an algorithmic point of view,
the standard iteration scheme for the HO solver will incur many HO evaluations when
∆t/τmin  1, with τmin the smallest τ in the shock layer. This is exactly the regime where
our new algorithm will produce an accurate solution, efficiently.
For the strong shock problem, the system domain length of L = [0, 9] is chosen with a
simulation time of t = [0, 1]. The following initial conditions are used,
• nL = 1.0, nR = 10−3,
• PL = 0.1, PR = 10−6,
• uL = 0, uR = 0.
A configuration space cell count of N = 500, with a velocity domain of vmax = 10vth,L and
vmin = −10vth,L, and a velocity space cell count of Nv = 2000 is used. We test the shock
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∆t/τ 5× 100 1.25× 101 5× 101 5× 102
Iterationacc 4 4 4 10
Iterationstandard 51 108 402 >1000
Table 6.2: Performance comparison of moment acceleration scheme versus the standard
scheme for a strong shock problem
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Figure 6.7: Comparison of strong shock tube solution with variable τ at t = 1.
tube problem with τ defined by equation (6.3), and τ˜ = 10−3, 10−4, 4 × 10−4, and 10−5.
In Table 6.2, the performance of the HOLO moment acceleration scheme and the standard
Picard (source) iteration is compared. As can be seen, the moment acceleration method
requires significantly fewer evaluations of the HO system. Next, we compare the solution
structure between the different τ˜ at t = 1. Refer to Figure 6.7. As can be seen, we encounter
high density and (relatively) high temperature near the region of contact discontinuity at the
rarefaction front. There, the solution structure does not differ significantly for the different
collisional regimes. On the other hand, near the contact discontinuity on the shock front,
the gas is rarefied and the temperature is low. Therefore, τ is large, leading to a long
λmfp, which accounts for the dissipated physical structure. We show in Figure 6.8 the τ
and λmfp in log-scale for the 4 cases. For all cases, with a variable τ , we see a separation
of about four orders of magnitude in τ and three orders of magnitude in λmfp. For this set
of simulations, the standard iterative solver will struggle for 10−5 ≤ τ˜ ≤ 10−4, for which
τ  ∆t. The solution to the Euler equations will break down for τ˜ ≥ 10−4 since the cell size
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(∆x = 0.018) is beginning to resolve λmfp on the shock front and the Euler/Navier-Stokes
solvers cannot capture the correct dissipative effects at these length-scales. This can also be
seen by investigating the local Kn throughout the domain in Figure 6.9. As can be seen,
even for τ˜ = 10−5, Kn ≈ O (1) near the shock front. For the hydrodynamic models to be
accurate, Kn  1. Here, we emphasize that the difference in the solution obtained by the
HOLO method and the Euler equation should not be interpreted as a failure in the HOLO
method. The dissipative structure in the solution obtained by the HOLO method is due
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to kinetic (long mean-free-path) effects which the Euler equations cannot capture. For this
reason, for a strong shock, the Euler and Navier-Stokes limit may not be the correct physical
model to use and a kinetic solver is required. The new HOLO moment acceleration algorithm
is specifically designed for these transition flow regimes.
6.6 Conclusion
In this study, we have developed a moment-based accelerator for a neutral gas dynamics
Boltzmann transport equation with a BGK collision operator. The method developed here is
an extension of the original work developed for neutron transport applications to the neutral
gas dynamics application. We have shown that the standard Picard (source) iteration scheme
becomes impractical as ∆t
τ
 1. We have also shown that, for the same ∆t
τ
, the moment
acceleration scheme can provide orders of magnitude speed up over the standard scheme.
This study has shown the proof of principle of the moment-based acceleration applied to
kinetic gas kinetics problem with both constant and spatially varying collision time-scales.
The problems that are of particular interest are situations where a transition region exists
with highly collisional and rarified regions. Such configurations cannot be modeled using
a standard fluid approach, as the validity of the closure becomes an issue near the transi-
tion region. Algorithmically, the standard Picard iteration approach for the HO equation is
ineffective due to slow convergence associated with the method when ∆t/τ  1, as demon-
strated. The method we have developed in this study allows one to obtain a converged
kinetic solution per time-step with a much more reasonable computational effort compared
to the standard approaches. More importantly, the accelerator we have developed does not
make any further approximations to the kinetic model past the numerical discretization, and
upon nonlinear convergence, it is equivalent to the solution obtained by the standard Picard
iteration scheme.
In this study, we have investigated a shock tube problem, where the dynamical time-scale
130
Chapter 6. Moment Acceleration of Collisional Neutral Gas
is the acoustic-wave CFL. For a non-shock problem, the dynamical time-scale may be longer,
e.g., diffusion time-scales, or other slower processes. Such situations may require larger time
steps for efficiency. However, to exploit these regimes a more sophisticated preconditioner
will be needed for the LO system. This will be the subject of future work.
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Moment Acceleration of a Collisional
Plasma
In this chapter, we develop a charge and energy conserving HOLO moment-based accelera-
tion algorithm for the multi-species, electrostatic, collisional plasma, modeled by a Vlasov-
Fokker-Planck-Ampère system. We develop the new algorithm by combining the previously
developed techniques of: 1) accelerating the convergence of the collisionless electrostatic
Vlasov-Ampère system (chapter 4), 2) enforcing discrete conservation properties via nonlin-
ear discretization for the Vlasov-Ampère system (chapter 5), and 3) accelerating the con-
vergence of the collisional neutral gas kinetics problem (chapter 6). The new algorithm will
allow one to step over not only the inverse electron plasma frequency, ω−1p,e , but also the
electron-electron collision time-scale, τee. We apply the newly developed algorithm to three
problems: 1) a 0D1V two-species thermalization problem, 2) a 1D1V collisional ion acoustic
wave problem, and 3) a 1D1V strong density gradient problem. The three problems will be
used to demonstrate that the algorithm can be used to step over the stiff electron time-scales
while still preserving strong conservation properties in charge, and energy.
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7.1 Introduction
The dynamic evolution of coupled electromagnetic fields and collisional plasmas is described
by the Vlasov-Fokker-Planck-Maxwell system. The Maxwell equations evolve electromag-
netic fields based on moments of the ion-electron distribution functions (charge and current
densities). The evolution of the distribution function for each species is governed by the
Vlasov-Fokker-Planck (VFP) equation, which is coupled to the Maxwell system through
electromagnetic forces. In this study, we will focus on an Eulerian approach which the VFP
partial-differential equation is solved on a grid.
In the past, the Fokker-Planck equation has been used to model collisional dense plasmas
for inertial-confinement-fusion conditions (ICF) [95, 96, 97, 98, 99, 100, 101]. In our work, we
are motivated to consider implicit methods with strong conservation properties. A pioneering
implicit study was carried out in reference [106], where a fully implicit total mass and energy
conserving discretization of the Fokker-Planck operator in one velocity dimension (1V) was
developed. In references [107, 108], a 1D2V, fully implicit, mass and energy conserving
solver was developed for the bounce averaged Fokker-Planck equation. A fully implicit,
one dimension in space and one dimension in velocity space (1D1V), reduced Vlasov-Fokker-
Planck-Quasi-Neutral-Field solver was developed in reference [110]. In the study by reference
[110], the collision operator was modeled using a reduced Fokker-Planck operator [103, 104]
while solving for the field using a quasi-neutral field approximation. However, the method
lacked discrete charge and energy conservation properties. Later, a fully implicit Vlasov-
Maxwell solver was developed in [112], where the electrons were treated kinetically using
a Cartesian tensor expansion [113] and ions were modeled as a cold fluid. For a more
thorough recent review of numerical modeling of the Vlasov-Fokker-Planck system, the reader
is referred to reference [102].
None of the above studies address the critical charge and energy conservation properties
for a fully kinetic electron and ion description, with an electric field driven by self-consistent
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charge separation. In a companion paper to this study [94], a moment-based convergence
acceleration method was developed for an electrostatic 1D1V Vlasov-Ampère system. In
references [94, 75], a coupled system of low-order (LO) moment-field equations was used
to accelerate the convergence of the high-order (HO) kinetic equations. The HO system
provided the LO system with a self-consistent closure at the stress-tensor level, while the
LO system returned to the HO system the electric field, E. The method allowed one to
step over the stiff inverse electron plasma frequency time-scale while efficiently converging
the nonlinearly coupled HO and LO system. In this study, we extend the moment-based
convergence acceleration method in chapter 5 to a coupled, electrostatic, 1D1V, reduced
Vlasov-Fokker-Planck-Ampère (VFPA) system. In this study, the VFP equation will be
referred to as the HO system and the moment-Ampère system will be referred to as the LO
system. In the VFPA application, the HO system will provide the LO system with a self-
consistent closure at the heat-flux level, while the LO system provides to the HO system with
the collision frequency, collisional velocity space diffusion coefficient, the drag coefficients
(both for the reduced Fokker-Planck operator), and the electric field. The method allows
one to step over the inverse electron plasma frequency, and electron collision time-scales.
The remainder of the chapter is organized as follows. In section 2, the coupled set of HO
Vlasov-Fokker-Planck equation and the LO moment-Ampère system is presented. Relevant
time and length-scales associated with the coupled set of equations are discussed. In section
3, the discrete HOLO moment acceleration algorithm is discussed. In section 4, we present
a series of numerical tests to quantify the performance of the new HOLO algorithm for the
VFPA system, and we conclude in section 5.
7.2 Governing Equations
We consider a 1D1V treatment of phase-space with a reduced Fokker-Planck collision oper-
ator. In this section, the governing set of equations for the coupled Vlasov-Fokker-Planck-
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Ampère system and the set of self-consistent fluid moment equations of the Vlasov-Fokker-
Planck equation are defined.
7.2.1 Vlasov-Fokker-Planck Equation (HO System)
The Vlasov-Boltzmann equation for species α is:
∂fα
∂t
+ ~v · ∇fα + qα
mα
(
~E + ~v × ~B
)
· ∇vfα −
(
∂fα
∂t
)
c
= 0. (7.1)
Here, fα = fα (~r,~v, t) is the distribution function of the plasma species α and is a function of
space, ~r, velocity, ~v, and time, t; qα andmα are the charge and mass of species α; ~E = ~E (~r, t)
is the electric field, ~B = ~B (~r, t) is the magnetic field, and
(
∂fα
∂t
)
c
is the generalized Boltzmann
collision integral. We focus on a multi-species, 1D1V, electrostatic system with the collision
integral approximated by a reduced Fokker-Planck operator [103, 104, 110]. The Vlasov
equation for species α is given as:
∂fα
∂t
+ v
∂fα
∂x
+
qα
mα
E
∂fα
∂v
= 0, (7.2)
and the reduced Fokker-Planck operator as:
(
∂fα
∂t
)
c
=
Ns∑
β
ναβ
{
Dαβ
∂2fα
∂v2
+
∂
∂v
[(v − uβ) fα]
}
. (7.3)
Together, they define the Vlasov-Fokker-Planck equation:
V FPα =
∂fα
∂t
+ v
∂fα
∂x
+
qα
mα
E
∂fα
∂v
−
Ns∑
β
ναβ
{
Dαβ
∂2fα
∂v2
+
∂
∂v
[(v − uβ) fα]
}
= 0. (7.4)
Here, Ns is the total number of species in the system, ναβ = ναβ (x, t) is the collision frequency
for species α with species β, Dαβ = Dαβ (x, t) is the collisional velocity space diffusion
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coefficient of species α with species β, and uβ is the bulk fluid velocity of species β. The VFP
equation governs the phase-space evolution of the different plasma species in the presence of
an electric field.
The reduced Fokker-Planck operator [103, 104] features several key properties: 1) the
equilibrium solution is a Maxwellian, 2) the velocity space diffusion and drag effect in the
velocity space is captured, and 3) the operator conserves mass, momentum, and energy. The
primary limitation of the reduced Fokker-Planck collision operator is the unphysically fast
relaxation of energetic particles in a collisional time-scale, ν−1αβ . This is to be contrasted with
the true Fokker-Planck operator in terms of the Rosenbluth potentials [116], which relaxes
the distribution function based on the relative velocities of the particles.
The collisional velocity space diffusion coefficient, Dαβ, for like-species interaction (β = α)
is defined as,
Dαα =
Tα
mα
, (7.5)
where Tα is the temperature of species α. For light-to-heavy species interactions (i.e. mα 
mβ), the collisional velocity space diffusion coefficient is defined as,
Dαβ|mαmβ =
Tα
mα
+ αβ, (7.6)
where αβ is a term that analytically ensures energy conservation for a multi-species reduced
Fokker-Planck operator and reads as [111]:
αβ =
(Tβ − Tα)
mβ
+ (uα − uβ) . (7.7)
For heavy-to-light species interaction (i.e. mα  mβ), the collisional velocity space diffusion
coefficient is defined as,
Dαβ|mαmβ =
Tβ
mα
. (7.8)
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The electron-electron collision frequency, νee, is [114],
νee = 9.174× 10−17nelnΛee
T
3/2
e
[sec−1], (7.9)
with, T in keV, and n in particles per cubic meter (m−3). Here, lnΛee is the Coulomb
logarithm for electron-electron interactions, set to 10 in this study. The like-ion species
collision frequency, νii, [114] is,
νii = 1.515× 10−18 niZ
4
i lnΛii
(mi/mp)
1/2 T
3/2
i
[sec−1]. (7.10)
Here, mp is the proton mass, Zi is the ion charge state, and lnΛii is the Coulomb logarithm
for the like-ion species collisions also set to 10 in this study. In order for the interspecies
thermal equilibration time-scale to scale as the ratio of mass, and to enforce energy and
momentum conservation, we adopt the following expressions for the interspecies collision
frequencies,
ναβ =
mβ
mα
νββ, for mα > mβ, (7.11)
and
νβα =
mαnα
mβnβ
ναβ, for mα > mβ. (7.12)
The number density, nα, bulk fluid velocity, uα, and temperature, Tα, are defined in terms
of the distribution function, fα, as,
nα = 〈1, fα〉v , (7.13)
uα =
〈v, fα〉v
〈1, fα〉v
, (7.14)
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Tα = mα
〈
(v − uα)2 , fα
〉
v
〈1, fα〉v
. (7.15)
Here, 〈( · ) , fα〉v is a shorthand notation for the inner product between ( · ) and fα,
〈( · ) , fα〉v =
∫ +∞
−∞
( · ) fαdv. (7.16)
7.2.2 Time- and Length-Scales of VFPA
The coupled VFPA system supports a wide range of time-scales. These time-scales include
the inverse electron plasma frequency, ω−1p,e =
√
me0/neq2e , like-species collision time-scale,
ταα = ν
−1
αα , interspecies collision time-scale, ταβ = ν
−1
αβ , and slower dynamical time-scales.
The time-scale disparity can span many orders of magnitude. For example, if we consider
the implosion dynamics of an inertial confinement fusion (ICF) capsule for Omega-facility-
relevant conditions [102], the longest time-scale is the capsule stagnation and peak com-
pression, which is of order 10−9[sec]. For the compressed core, the inverse electron plasma
frequency is of order 10−18[sec]. From the shortest time-scale of ω−1pe to the longest physi-
cal time-scale of capsule achieving peak compression, more than nine orders of magnitude
separation in physical time-scales exists.
Consider a typical numerical time-step constraint given by the electron streaming CFL,
∆tCFL,e,s =
min |∆x|
max |ve| , (7.17)
where min|∆x| is the minimum spatial cell size, and max|ve| is the maximum discrete electron
velocity used in the simulation. For a given temperature, in order to be able to compute an
accurate heat-flux, one typically defines the velocity phase-space domain of the electron as
10vth,e, where,
vth,e =
√
2Te
me
, (7.18)
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vth,e is the thermal velocity, which for electrons of Te = 10[keV], is of order 107[m/sec]. There-
fore, max|ve| = 10vth,e = 108[m/sec]. For min|∆x|, if one is considering charge separation,
the gradient length-scale of the solution in some part of the domain should approach λD. In
these situations, min|∆x| ≤ λD. For Te = 10[keV], and ω−1p,e ≈ 10−18[sec], λD ≈ 10−11[m],
and ∆tCFL,e,s ≈ 10−19[sec]. Thus, the numerical time-scale separation is approximately ten
orders of magnitude. This makes the numerical modeling of multi time-scale VFPA system
highly challenging, and drives our motivation for implicit methods.
The coupled VFPA system also supports a wide range of length-scales. These length-
scales include the Debye length,
λD =
√
0Te
neq2e
, (7.19)
the collisional mean-free path between like-species, λαα,
λαα = vthαταα, (7.20)
and unlike species, λαβ,
λαβ = vthαταβ, (7.21)
the gradient length-scale of the solution, LM,
LM =
(
∂M
∂x
1
M
)−1
, (7.22)
and the system length-scale, Lx. Here, M is a moment of choice to compute the gradient
length-scale (n, T , etc). In the example above, the system length-scale is the Omega capsule
radius which is of order 10−4[m]. If one considers the same conditions discussed for the
compressed core (Te ≈ 10[keV]), min |∆x| ≈ λD = 10−11[m], we have a separation in length
scales of seven orders of magnitude, which makes the time integration of VFPA system a
challenge as well.
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7.2.3 Ampère’s equation
The electrostatic Ampère’s equation reads:
0
∂E
∂t
+
Ns∑
α
qαnuα = 0. (7.23)
Here, 0 is the permittivity of free space and nuα is the number density flux of species α,
nuα = 〈v, fα〉v . (7.24)
One common simplification is to neglect electron inertia and use an ambipolar approxima-
tion for the field [5]. However, this precludes charge separation effects. In this study, we use
the Ampère’s equation to evolve the electric field in time to dynamically capture charge-
separation fields. Equations (7.4) and (7.23) together define the Vlasov-Fokker-Planck-
Ampère (VFPA) system. The system evolves the species distribution function and the field
self-consistently in phase-space and time.
7.2.4 Moment System + Ampère’s Equation (LO System)
In contrast to the higher-order (HO) VFP equation in equation (7.4), the self-consistent set
of lower-order (LO) fluid moment equations describe the reduced dimensionality evolution of
plasma through moments. Similarly to other studies [75, 51, 53, 118], we use the moments of
the VFP equation as an algorithmic accelerator, akin in spirit to a coarse-grid acceleration
in a multigrid method [115].
The moment equations are derived by taking the velocity-space moments of the VFP
equation. The lth moment of the VFP equation for species α is defined as,
Mlα = Cl
〈
vl,VFPα
〉
v
. (7.25)
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Here, Cl is the coefficient for the lth moment. The standard continuity, momentum, and
energy equations can be derived by taking the 0th, 1st, and 2nd velocity moments of the VFP
equation. The 0th moment yields the continuity equation,
〈1,VFPα〉v =
∂nα
∂t
+
∂
∂x
nuα = 0, (7.26)
the 1st moment yields the momentum equation,
〈v,VFPα〉v =
∂nuα
∂t
+
∂
∂x
[
nu2α + Pα
]− qα
mα
nαE +
Ns∑
β 6=α
ναβnα (uα − uβ) = 0, (7.27)
and the 2nd moment yields the energy equation,
1
2
〈
v2,VFPα
〉
v
=
∂Uα
∂t
+
∂
∂x
[uα (Uα + Pα) +Qα]− qα
mα
nuαE −
Ns∑
β 6=α
ναβ {Dαβnα − [S2,α − nuαuβ]} = 0. (7.28)
Here, Pα is the scalar pressure,
Pα =
〈
(v − uα)2 , fα
〉
v
=
nαTα
mα
= 2
[
Uα − 0.5 (nuα)2 /nα
]
, (7.29)
Qα is the heat-flux,
Qα =
1
2
〈
(v − uα)3 , fα
〉
v
, (7.30)
Uα is the total energy density
Uα =
1
2
〈
v2, fα
〉
v
, (7.31)
and S2,α is the total stress tensor,
S2,α =
〈
v2, fα
〉
v
=
nαTα
mα
+ (nuα)
2 /nα. (7.32)
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We retain the 2nd moment equation for the temperature, Tα, to provide closure for S2,α.
This is not the case for the moment-based acceleration algorithm for a collisionless plasma
discussed in references [75] and [94]. We note that for a 1V problem, the viscous stress
evaluates to zero and only the scalar pressure survives [74].
In the lower-order (LO) moment equation system, kinetic (phase-space) time-scales are
removed and low-frequency dynamics are exposed in a reduced dimensionality system. Hy-
drodynamic length-scales and thermal equilibration time-scales become the natural scales.
If one still allows for finite charge separation effects, the inverse plasma frequency time scale,
ω−1p,e , and Debye length, λD, are also supported. The moment system allows one to follow
the coarse-grained evolution of the HO model in a reduced dimensionality setting of space,
x, and time, t. However, an appropriate closure for the higher-order moment quantity, Qα,
is necessary. For sufficiently collisional plasmas where the gradient length-scale, Ln is much
longer compared to the collisional mean-free-path, λmfp, a Braginskii closure is appropri-
ate [117]. However, for an intermediate regime where the mean-free-path of the particles
is comparable to the gradient length-scales of the solution structure, the Braginskii closure
breaks down and one must solve the VFP equation to compute an accurate evolution of the
solution.
The VFP equations and the fluid moment equations have the same solution as long as
the correct heat-flux, Qα, is supplied (i.e. if the true definition of Qα is used). We exploit
this hierarchical relationship between the VFP equation and the fluid moment equations to
develop a nonlinear accelerator for the VFPA system. The coarse-grained LO system, which
lives in the reduced dimensionality space, will be used to accelerate the convergence of the
fine-grained (resolving velocity space) HO system within a time-step.
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7.3 HOLO Moment Acceleration Algorithm
As discussed in section 7.2, the VFPA system supports disparate time-scales, both numerical
and physical. In traditional explicit integration schemes, the time-step size, ∆t, is limited
by the CFL stability condition. For semi-implicit methods [86, 87], CFL conditions are
relaxed and a larger ∆t can be chosen. However, if the solution is not iterated nonlinearly,
large errors may accumulate from time-step to time-step. If one wishes to iterate the Vlasov-
Ampère system using a standard Picard iteration, it can be demonstrated (and will be shown
in this study) that for the iteration to converge, the time-step size must resolve the inverse
plasma frequency, ω−1p,e [119]. If the gradient scale-length of the solution is not resolving the
Debye length, λD, and the dynamical time-scale of the problem is longer than ω−1p,e , then ω−1p,e
becomes the stiff time-scale.
In [75], a HOLO algorithm has been developed to step over ω−1p,e for a collisionless plasma
physics particle-in-cell (PIC) method. The HO (kinetic) system provided the stress tensor to
the LO (moment+Ampère) system. In return, the LO system returned the implicit new time
evaluation of the field, E. In the current study, we consider a collisional plasma, which, in
addition, supports the fast electron collision time-scale, τee, the ion-ion collision time-scale,
τii, and the ion-electron thermal relaxation time-scale, τie. In order to step over both ω−1p,e and
τee, we develop a moment-based accelerator for the VFPA system. In the collisional context,
the HO system provides the LO system with the heat-flux, Qα. In turn, the LO system
provides to the HO system the field, E, the collisional velocity space diffusion coefficient,
Dαβ, the collision frequency, ναβ, and the fluid velocity, uα. In this section, we discuss the
discrete treatment of the HO and LO system (in time and space), and at the end of the
section we provide the HOLO iteration algorithm.
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7.3.1 Discrete HO System
The HO system is discretized using a Crank-Nicholson scheme, and a charge, momentum,
and energy conserving [94] finite volume discretization for both configuration and velocity
spaces,
fk+1,zαi,j − fkαi,j
∆t
+ vαj
f̂
k+1/2,z
αi+1/2,j − f̂k+1/2,zαi−1/2,j
∆xi︸ ︷︷ ︸
a©
+
∣∣vαj ∣∣ ξk+1,z−1αi+1/2,j f̂k+1,∗,zαi+1/2,j − ξk+1,z−1αi−1/2,j f̂k+1,∗,zαi−1/2,j∆xi︸ ︷︷ ︸
b©
+
qα
mα
E
k+1/2,z
i

f˜
k+1/2,z
αi,j+1/2 − f˜k+1/2,zαi,j−1/2
∆vαj︸ ︷︷ ︸
c©
+φk+1,z−1αi
f˜k+1,∗,zαi,j+1/2 − f˜k+1,∗,zαi,j−1/2
∆vαj︸ ︷︷ ︸
d©
−
Ns∑
β
ν
LO
αβi
DLOαβi ∂vfα|i,j+1/2 − ∂vfα|i,j−1/2∆vαj︸ ︷︷ ︸
e©
+
w˜LOαβi,j+1/2 f˜αi,j+1/2 − w˜LOαβi,j−1/2 f˜αi,j−1/2
∆vαj︸ ︷︷ ︸
f©


k+1/2,z
(7.33)
= 0.
Here, a© is the streaming operator, c© is the acceleration operator, terms b© and d© are trun-
cation error operator which enforces charge, momentum, and energy conservation between
the Vlasov operator and the Ampère’s equation (chapter 5), f̂ denotes the numerical flux
at the configuration space cell face, f˜ denotes the numerical flux at the velocity space cell
face, ∗ indicates that the evaluation of the numerical flux can be different from the physi-
cal streaming and acceleration operator, the superscript k denotes the time-index, k + 1/2
denotes time-centering,
fk+1/2 =
fk+1 + fk
2
, (7.34)
i is the configuration space cell index, j is the velocity space cell index, z is the HOLO
iteration index, the LO superscripts denote that the evaluation comes from the solution to
144
Chapter 7. Moment Acceleration of a Collisional Plasma
the LO system, w˜LOαβ is the LO numerical interpolation of the thermally fluctuating random
velocity between species α and β,
wLOαβi,j = vαj − uLOβi , (7.35)
νLOαβ is the LO evaluation of the collision frequency, and DLOαβ is the LO evaluation of the
diffusion coefficient. From this point on, we define the HO number density as,
nHO,k+1αi =
Nv∑
j=1
∆vαjf
k+1
αi,j
, (7.36)
the HO cell-centered number density flux as,
nuHO,k+1αi =
Nv∑
j=1
∆vαjvαjf
k+1
αi,j
, (7.37)
the HO cell-face number density flux as,
nuHO,k+1αi+1/2 =
1
2∆xi+1/2
Nv∑
j=1
∆vαj+1/2vαj+1/2[
∆xi
(
f˜k+1αi,j+1/2 + φ
k+1
αi
f˜k+1,∗αi,j+1/2
)
+ ∆xi+1
(
f˜k+1αi+1,j+1/2 + φ
k+1
αi+1
f˜k+1,∗αi,j+1/2
)]
, (7.38)
the cell-centered fluid velocity as,
uHO,k+1αi =
nuHO,k+1αi
nHO,k+1αi
, (7.39)
the HO total energy density as,
UHO,k+1αi =
1
2
Nv∑
j=1
∆vαjv
2
αj
fk+1αi,j , (7.40)
and the HO temperature as
THO,k+1αi = 2mα
UHO,k+1αi − 0.5
(
nuHO,k+1αi
)2
/nHO,k+1αi
nHO,k+1αi
. (7.41)
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We employ a QUICK discretization [90] with an ULTRA-SHARP limiter [91] for a©, an
upwind discretization for b©, a central differencing for c© and d©, a second order central
differencing for e©, and a Chang-Cooper discretization for f© [105] (which enforces positivity,
and the correct asymptotic limit of the collision operator). The HO system is solved using an
ILU preconditioned Jacobian-Free Newton-Krylov (JFNK) method [62]. Note that, in the
fully implicit Newton-Krylov based VFP solver developed by [110], the nonlinearity in the
collisional velocity space diffusion coefficient, Dαβ, fluid velocity uβ, and collision frequency,
ναβ, were handled in the Newton system with an ILU preconditioning. In our approach, these
nonlinear coefficients are provided from the LO system, and JFNK is used to only handle the
nonlinearity in the discretization of the streaming operator, which uses the ULTRA-SHARP
limiter.
Energy Conserving Discretization of Reduced Fokker-Planck Operator
Discrete energy conservation is critical for accurate long-time integration. The lack of energy
conservation typically manifests itself as numerical heating, which allows the solution to drift
nonphysically. An energy conserving discretization for the reduced Fokker-Planck operator is
discussed in this section. Consider a 0D1V reduced Fokker-Planck operator with Ns species,
∂fα
∂t
=
Ns∑
β=1
ναβ
{
Dαβ
∂2fα
∂v2
+
∂
∂v
[wαβfα]
}
. (7.42)
Consider a backward-Euler temporal scheme and a finite-volume method in velocity space:
fk+1αj − fkαj
∆t
=
Ns∑
β=1
νk+1αβ
Dk+1αβ ∂vf˜
k+1
αj+1/2
− ∂vf˜k+1αj−1/2
∆vαj
+
w˜k+1αβj+1/2 f˜
k+1
αj+1/2
− w˜k+1αβj−1/2 f˜k+1αj−1/2
∆vαj
 .(7.43)
Here, k is the time index, j is the velocity space cell index, ∆vαj is the jth discrete velocity
space cell size, and the tilde indicates a numerical flux evaluation at the velocity space cell
face. At this point, we do not wish to explicitly define the numerical flux, f˜k+1αj+1/2 . First, recall
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that for our reduced Fokker-Planck collision operator, 1) we only consider binary collision
between species and 2) considers an analytical energy conservation parameter, αβ, which
appears only in the light-to-heavy species collision, i.e., the full diffusion coefficient is,
Dk+1αβ
∣∣
mαmβ = D
k+1
αα + 
k+1
αβ =
T k+1α
mα
+ k+1αβ , (7.44)
k+1αβ =
T k+1β − T k+1α
mβ
+ (uα − uβ)2 . (7.45)
We see that by multiplying equation (7.44) by mα, we obtain,
mα D
k+1
αβ
∣∣
mαmβ = T
k+1
α +
mα
mβ
(
T k+1β − T k+1α
)
+mα (uα − uβ)2 . (7.46)
Recognizing that mα/mβ  1, for electron-ion-coupling, αβ is minuscule. We exploit the
freedom to define αβ to discretely enforce energy conservation of inter-species collisions.
Thus in the semi-discrete, for energy conservation between species α and β, we must satisfy
for time-step k:
mαν
k+1
αα
〈
v2
2
,
[
Dk+1αα ∂vv + ∂vw
k+1
αα
]
fk+1α
〉
v
+mαν
k+1
αβ
〈
v2
2
,
[(
Dk+1αα + 
k+1
αβ
)
∂vv + ∂vw
k+1
αβ
]
fk+1α
〉
v
=
mβν
k+1
ββ
〈
v2
2
,
[
Dββ∂vv + ∂vw
k+1
ββ
]
fk+1β
〉
v
+mβν
k+1
βα
〈
v2
2
,
[
Dk+1βα ∂vv + ∂vw
k+1
βα
]
fk+1β
〉
v
.(7.47)
This allows one to solve for k+1αβ as:
k+1αβ = −
{
mαν
k+1
αα
〈
v2
2
,
[
Dk+1αα ∂vv + ∂vw
k+1
αα
]
fk+1α
〉
v
+mαν
k+1
αβ
〈
v2
2
,
[
Dk+1αα ∂vv + ∂vw
k+1
αβ
]
fk+1α
〉
v
+
mβν
k+1
ββ
〈
v2
2
,
[
Dββ∂vv + ∂vw
k+1
ββ
]
fk+1β
〉
v
+mβν
k+1
βα
〈
v2
2
,
[
Dk+1βα ∂vv + ∂vw
k+1
βα
]
fk+1β
〉
v
}
/
mαν
k+1
αβ
〈
v2
2
, ∂vvf
k+1
α
〉
v
.(7.48)
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Thus, for discrete energy conservation, k+1αβ is defined discretely as,
∗,k+1αβ = −
mανk+1αα
Nv∑
j
∆vαj
v2αj
2
Dk+1αα ∂vf˜k+1αj+1/2 − ∂vf˜k+1αj−1/2∆vαj +
w˜k+1ααj+1/2 f˜
k+1
αj+1/2
− w˜k+1ααj−1/2 f˜k+1αj−1/2
∆vαj
 +
mαν
k+1
αβ
Nv∑
j
∆vαj
v2αj
2
Dk+1αα ∂vf˜k+1αj+1/2 − ∂vf˜k+1αj−1/2∆vαj +
w˜k+1αβj+1/2 f˜
k+1
αj+1/2
− w˜k+1αβj−1/2 f˜k+1αj−1/2
∆vαj
+
mβν
k+1
ββ
Nv∑
j
∆vβj
v2βj
2
Dk+1ββ ∂vf˜k+1βj+1/2 − ∂vf˜k+1βj−1/2∆vβj +
w˜k+1ββj+1/2 f˜
k+1
βj+1/2
− w˜k+1ββj−1/2 f˜
k+1
βj−1/2
∆vβj
+
mβν
k+1
βα
Nv∑
j
∆vβj
v2βj
2
Dk+1βα ∂vf˜k+1βj+1/2 − ∂vf˜k+1βj−1/2∆vβj +
w˜k+1βαj+1/2 f˜
k+1
βj+1/2
− w˜k+1βαj−1/2 f˜
k+1
βj−1/2
∆vβj
 /mανk+1αβ
Nv∑
j
∆vαj
v2αj
2
∂vf˜
k+1
αj+1/2
− ∂vf˜k+1αj−1/2
∆vαj
 ,(7.49)
with the light-to-heavy species diffusion coefficient redefined as:
Dk+1αβ
∣∣
mαmβ = D
k+1
αα + 
∗,k+1
αβ . (7.50)
7.3.2 Discrete LO System
The LO system is comprised of the fluid moment system and Ampère’s equation. It is
space and time-discretized using a Crank-Nicholson time discretization and a staggered finite
differencing in space. The discrete LO system reads:
nLO,k+1,zαi − nHO,kαi
∆t
+
nu
LO,k+1/2,z
αi+1/2 − nuLO,k+1/2,zαi−1/2
∆xi
= 0, (7.51)
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nuLO,k+1,zαi+1/2 − nuHO,kαi+1/2
∆t
+
[nu2/n+ P ]
LO,k+1/2,z
αi+1
− [nu2/n+ P ]LO,k+1/2,zαi
∆xi+1/2
−
qα
mα
nLO,k+1/2,zαi+1/2 E
k+1/2,z
i+1/2 +
Ns∑
β 6=α
{
νLOαβ n
LO
α
(
uLOα − uLOβ
)}k+1/2,z
i+1/2
− γHO,k+1,znuαi+1/2 = 0, (7.52)
ULO,k+1,zαi − UHO,k+1αi
∆t
+
[
û
(
Û + P̂
)]LO,k+1/2,z
αi+1/2
−
[
û
(
Û + P̂
)]LO,k+1/2,z
αi−1/2
∆xi
−
Q̂
HO,k+1/2,z
αi+1/2 − Q̂HO,k+1/2,zαi−1/2
∆xi
+
γ̂
HO,k+1/2,z
Uα,i+1/2
− γ̂HO,k+1/2,zUαi−1/2
∆xi
−
qα
mα
nuLO,k+1/2,zαi E
k+1/2,z
i −
Ns∑
β 6=α
{ναβ [Dαβnα − (S2,α − nuαuβ)]}LO,k+1/2,zi + ηHO,k+1/2,zαi = 0,(7.53)
0
Ek+1,zi+1/2 − Eki+1/2
∆t
+
Ns∑
α
qαnu
LO,k+1/2,z
αi+1/2
= 0. (7.54)
Here, γHO,k+1nuαi+1/2 is the discrete consistency term for the momentum equation, γ
HO,k+1/2
Uαi+1/2
and
η
HO,k+1/2
Uαi
are the discrete consistency terms for the energy equation, and the hat denotes a
numerical flux. All LO numerical flux evaluations are performed using central differences.
The subscript i± 1/2 in nα, Uα, Dαβ, ναβ, and κα denotes interpolation to a cell face,
FC,i+1/2 =
xi+1/2 − xi
xi+1 − xi FC,i +
xi+1 − xi+1/2
xi+1 − xi FC,i+1, (7.55)
with FC a cell-centered quantities. Similarly, the subscript i in cell face quantities nuα and
E denotes interpolation to the cell center,
FF,i = FF,i+1/2 + FF,i−1/2
2
. (7.56)
Recall that the LO system is only used to accelerate the convergence of the HO system and
the LO system is not evolved in time. For this reason, in the moment equations, all old
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time terms are evaluated using the HO quantities as in [75]. In this study, the LO system is
solved using a block-preconditioned JFNK solver (Appendix E).
Closure for Heat-Flux
The general ion heat-flux closure in the LO system, Q̂HOαi+1/2 , is evaluated for the ions using
its definition,
Q̂HOαi+1/2 =
xi+1/2 − xi
xi+1 − xi Q
HO
αi
+
xi+1 − xi+1/2
xi+1 − xi Q
HO
αi+1
, (7.57)
QHOαi =
1
2
Nv∑
j=1
∆vαj
(
vαj − uHOαi
)3
fαi,j . (7.58)
However, for electrons a Braginskii closure is used,
Q̂HOαi+1/2 = Q̂
LO
αi+1/2
= Q̂LObrag,α,i+1/2 = −
κLOαi+1/2
mα
TLOαi+1 − TLOαi
∆xi+1/2
, (7.59)
where κLOαi+1/2 is the cell face interpolated Braginskii thermal conductivity,
κLOαi = 3.2
nLOαi T
LO
αi
ν−1ααi
mα
. (7.60)
The reasons to consider separate treatment for electrons is because electron thermal conduc-
tion evolves in the stiff time-scale, τee, and must be exposed in the LO system using the LO
variables in order to produce an efficient solver when stepping over τee. As we will show,
this is a key point to achieve optimal HOLO iteration performance when using ∆t > τee.
Although the electron heat-flux is closed in terms of the Braginskii closure, we stress here
that the HOLO converged solution will remain faithful to the HO system. This is achieved
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through the discrete consistency terms, γHOUα and η
HO
Uα
, which are discussed in detail in Ap-
pendix F. Thus in the electron 2nd moment equation, a combination of Qbrag, γU , and ηU
are used to represent the true kinetic heat flux closure.
The purpose of the discrete consistency terms for the ion energy equation is similar to the
collisionless plasma physics application [75], where they only enforce the discrete truncation
error between the HO and LO system. However, for the electrons, the discrete consistency
terms have the additional role of picking up the missing physics in the Braginskii closure
(kinetic effects) as proposed in the nonlinear diffusion acceleration (NDA) method for neutron
transport application [51]. In NDA, the LO current is approximated through the Fick’s law,
and the D̂ consistency term picks up both the truncation error and the physics.
7.3.3 HOLO Iteration Algorithm
To measure the convergence of the coupled VFPA system, we measure the maximum L2-norm
of the relative difference in the moments of the HO and LO system within an iteration,
max
∣∣Lz2,Mα∣∣ for α ∈ [1, Ns] andM = (n, nu, U) . (7.61)
with
Lz2,Mα =
∣∣∣∣MHO,zα −MLO,zαMHO,zα
∣∣∣∣
2
. (7.62)
Here,Mα is the moment of choice for species α. A convergence tolerance of tol= 10−6 is used
in this study. The algorithm for the HOLO acceleration method is presented in Algorithm
9.
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Algorithm 9: HOLO accelerated iteration for the VFPA system.
1 Set z = 0;
2 Set all consistency terms,
(
γHO,z=0, ηHO,z=0
)
, to zero;
3 while HO-LO system not converged do
4 Solve LO system for (n, nu, U)LO,k+1,z and Ek+1,z from equations (7.51) to (7.53) ;
5 Compute DLO,k+1,zαβ , ν
LO,k+1,z
αβ , w
LO,k+1,z
αβ ;
6 Solve HO system for fk+1,zα from equation (7.33);
7 Increment z = z + 1;
8 Compute consistency terms,
(
γHO,z, ηHO,z
)
from equations (F.9), (F.13), (F.1),
(F.4), (F.5), (F.8);
9 Check convergence between HO and LO system from equation (7.62);
10 end
7.4 Numerical Tests
We demonstrate the performance of the new charge and energy conserving VFPA HOLO
solver on three model problems: 1) a homogeneous 0D1V thermal equilibration test between
electrons and a single ion species, 2) a two-species collisional ion-acoustic-wave problem, 3) a
periodic collisional density gradient evolution problem. The purpose of the simulations is to
demonstrate the algorithmic performance of the new HOLO algorithm for the VFPA system,
the importance of the discrete energy conservation when sharp gradient structures exist, and
the capability of the methodology applied to a multi-length and time-scale problem.
For all the model problems, we normalize the quantities using the following reference
values: n∗ = 1028[m−3], T ∗ = 0.1[keV], m∗p = 1.67 × 10−27[kg], and q∗p = 1.602 × 10−19[C].
Based on these reference values, we choose the reference time-scale to be the ion-ion collision
time-scale, τ ∗ii = 2.09× 10−13[sec], the reference velocity, u∗i =
√
T ∗/m∗p = 9.79× 104[m/sec],
the reference length-scale to be the ion mean-free-path, λ∗ii = u∗i τ ∗ii = 2.04 × 10−8[m], a
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reference electric field, E∗ = m∗pλ∗ii/q∗pτ
∗,2
ii = 4.89 × 109[V/m], and a reference distribution
function, f ∗ = n∗/
√
2piT ∗/m∗ = 4.07× 1014[sec/m4]. For these reference values, the Debye
length is λ∗D = 7.43 × 10−10[m], the inverse plasma frequency is ω−1,∗p,e = 1.77 × 10−16[sec],
and the electron collision time-scale is τ ∗ee = 3.45 × 10−15[sec]. The following quantities are
normalized to the reference values, accordingly,
n̂ =
n
n∗
, v̂ = v
u∗i
, T̂ =
T
T ∗i
,
t̂ =
t
τ ∗ii
, x̂ = x
λ∗ii
, q̂ =
q
q∗p
,
m̂ =
m
m∗
, Ê = E
E∗ , L̂x =
Lx
λ∗ii
,
f̂ =
f
f ∗
, ŵ∗,−1p,e =
ω∗,−1p,e
τ∗ii
= 8.49× 10−4, τ̂ ∗ee =
τ ∗ee
τ ∗ii
= 0.0165,
λ̂∗D =
λ∗D
λ∗ii
= 0.036.
7.4.1 Two-Species Thermal Equilibration Problem
We begin to test the proposed algorithm with a 0D1V two-species thermal equilibration
problem. We consider an electron and proton plasma. We show that the new algorithm
allows one to use a time-step size, ∆t̂, that is much larger than the electron-electron collision
time-scale, τ̂ee, and follow accurately, the electron-ion thermalization time-scale, τie. We
show that the new algorithm allows one to nonlinearly converge the coupled Fokker-Planck
equation with electrons and protons efficiently compared to a standard Picard iteration
scheme (discussed in Appendix G). We initialize the problem with an electron temperature
T̂e = 1.1 and a proton ion temperature T̂i = 0.9. For this test problem, we assume a constant
collision time-scale of τ̂ee = ν̂−1ee = 1/60.5 = 0.0165, τ̂ii = ν̂
−1
ii = 1, and a thermal relaxation
time-scale of, τ̂ie = ν̂−1ie = 1836/60.5 = 30.29. We numerically solve the 0D1V reduced
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Figure 7.1: Thermalization test result.
Fokker-Planck problem,
∂fα
∂t
=
Ns∑
β 6=α
{
Dαβ
∂2fα
∂v2
+
∂
∂v
[(v − uβ) fα]
}
, (7.63)
and compute the temperature,
Tα = mα
〈
(v − uα)2 , fα
〉
v
〈1, fα〉v
, (7.64)
and compare against the solution obtained by analytically solving the coupled temperature
moment equations,
∂Te
∂t
= 2νie (Ti − Te) , (7.65)
∂Ti
∂t
= 2νie (Te − Ti) . (7.66)
We choose a time-step size ∆t̂ = 1τ̂ii = 60.5τ̂ee and 10τ̂ii = 605τ̂ee; refer to Figure 7.1. As
can be seen, good agreement is obtained between the numerical solution and the analytical
solution. Moreover, the solution converges to the correct asymptotic of T̂
(
t̂ =∞) = 1 for
∆t̂ τ̂ee.
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∆t̂ = 1τ̂ee ∆t̂ = 10τ̂ee ∆t̂ = 100τ̂ee
IterationHOLO 1 1 4
IterationStandard 12 94 865
Table 7.1: Comparison in performance of the new HOLO algorithm and a standard Picard
iteration for varying ∆t̂.
We demonstrate the solver performance of the new HOLO algorithm and compare it
against the standard Picard iteration scheme, which is briefly discussed in Appendix G.
For the standard Picard iteration scheme, we do not have a HO and LO temperature, Tα.
Therefore, for convergence, we measure the L2-norm of the relative difference in Tα from
iteration to iteration,
reldiffT =
∣∣∣∣T zα − T z−1αT zα
∣∣∣∣
2
. (7.67)
In Table 7.1, we compare the performance of the new HOLO algorithm and a standard
Picard iteration applied to the two-species thermal equilibration problem for time-step sizes
of ∆t̂ = 1τ̂ee, 10τ̂ee, and 100τ̂ee. As can be seen, the performance of the new HOLO algorithm
is one to several orders-of-magnitude superior to the standard Picard iteration for all regimes
of ∆t̂. We note that the cost of the LO solver relative to the HO solver is negligible as the
unknown for the LO system is much less than the HO system.
7.4.2 Two-Species Collisional Ion-Acoustic-Wave Problem
We test the new algorithm on a 1D1V, two-species collisional ion-acoustic-wave (IAW) prob-
lem. The purpose of this problem is to demonstrate the algorithmic performance as a function
of ∆t̂ and demonstrate that we can step over both the inverse electron plasma frequency
and the electron collision time-scales. We choose a variable collision frequency according to
equations (7.9), (7.10), (7.11), and (7.12). We consider electron and proton with a mass of
m̂e = 1/1836 and m̂i = 1, respectively, and an initial temperature of T̂e,0 = T̂i,0 = 1. The
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∆t̂ N = 50 N = 100 N = 200
0.1τ̂ ∗ee 3 2 2
1τ̂ ∗ee 6 5 5
10τ̂ ∗ee 10 9 7
50τ̂ ∗ee 17 12 12
Table 7.2: Number of HOLO iterations with varying ∆t̂ and ∆x̂ for a collisional IAW
problem.
problem is initialized using a sinusoidal perturbation in the density and fluid velocity,
n̂α,0
(
x̂, t̂ = 0
)
= 1 + 0.2sinkxx̂, (7.68)
ûα,0
(
x̂, t̂ = 0
)
= −1 + 0.2sinkxx̂, (7.69)
where kx = 2pi/L̂x is the wave vector of the perturbation, and L̂x = 200 is the system
length and the spatial boundaries are periodic. In the study, we consider several spatial
grid resolutions, N = 50, 100, and 200, a maximum velocity domain for each species of,
v̂minα = −10v̂th,α0 and v̂maxα = 10v̂th,α0 , with:
v̂th,α0 =
√
2T̂α,0
m̂α
, (7.70)
and a total number of velocity space cells of Nv = 200. The initial distribution function is
assumed to be a Maxwellian,
f̂α
(
x̂, v̂, t̂ = 0
)
=
n̂α,0√
2piT̂α,0/m̂α
exp
[
−m̂α (v̂ − ûα,0)
2
2T̂α,0
]
. (7.71)
We compare the number of HOLO iterations required for the solver for different ∆t̂ in Table
7.2. We observe that the increase in the number of HOLO iterations is kept controlled for
larger ∆t̂.
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∆t̂ N = 50 N = 100 N = 200
0.1τ̂ ∗ee 4 3 2
1τ̂ ∗ee 6 5 5
10τ̂ ∗ee diverged diverged diverged
50τ̂ ∗ee diverged diverged diverged
Table 7.3: Number of HOLO iteration with varying ∆t̂ and N for a collisional IAW problem
with the heat-flux closed entirely from the HO system.
In section 7.3.2, we mentioned that the electron heat-flux is evaluated using a Braginskii
closure for the purpose of acceleration of the HOLO algorithm and we have mentioned
that this was key for algorithmic efficiency. In Table 7.3, we show the performance of the
algorithm with the electron heat-flux being evaluated by (7.59). Note that in this case,
the electron heat-flux can not be exposed in terms of LO variables. We clearly see the
degradation in the solver when the heat-flux is not evaluated using the electron Braginskii
closure.The degradation indicates that convergence is very sensitive to the third moment
of the distribution function, which is in fact a significant source of numerical stiffness. By
introducing the Braginskii heat-flux, which is asymptotically the correct collisional limit, we
address the underlying stiffness and thus mitigate the sensitivity of the HOLO iteration.
Finally, we compare the solver against another variation of the LO system. The last vari-
ation of the LO system comprises only the continuity, momentum, and Ampère’s equations
(refer to Appendix D). Therefore, all terms in the LO and HO system where TLOα appears
are evaluated with THOα . In references [75, 94], the application of the HOLO algorithm was
for a collisionless plasma. In collisionless plasmas, one is interested in stepping over the
inverse electron plasma frequency. From a dispersion analysis of the two-fluid equation [75],
the continuity and momentum equations are sufficient to expose this time-scale in the LO
system. In Table 7.4, the performance of the HOLO algorithm with the LO system compris-
ing only the continuity, momentum, and Ampère’s equations is shown. As expected, we see
that as ∆t̂ τ̂ ∗ee, the number of HOLO iteration grows and eventually stagnates for a large
enough ∆t̂. We emphasize that the three flavors of the LO system do not change the HO
157
Chapter 7. Moment Acceleration of a Collisional Plasma
∆t̂ Nx = 50 Nx = 100 Nx = 200
0.1τ̂ ∗ee 4 4 4
1τ̂ ∗ee 19 19 19
10τ̂ ∗ee 168 167 167
50τ̂ ∗ee stagnated stagnated stagnated
Table 7.4: Number of HOLO iteration with varying ∆t̂ and ∆x̂ for a collisional IAW problem
with LO system carrying only the continuity, momentum, and Ampère equations.
solution to the VFPA system. The LO system is only a convergence accelerator.
7.4.3 Periodic Two-Species Collisional Density Gradient Evolution
Problem
Finally, we test the VFPA HOLO algorithm on a periodic two-species, collisional density
gradient evolution problem. The purpose of this problem is to demonstrate the importance
of energy conservation. When a strong gradient exists in the number density, significant
discrete energy conservation errors can occur between the distribution function and the fields.
Through the collision operator, this manifests itself as numerical heating via thermalization.
For this test, the species parameters are, m̂e = 1/1836, m̂i = 1, T̂0,e = T̂0,i = 1, and û0 = 0.
The domain size is L̂x = 100, the number of cells in space is N = 2500, the velocity domain
is v̂minα = −10v̂th,α,0, v̂maxα = +10v̂th,α,0, and the number of velocity space cells is Nv = 200.
The initial density profile is given by the following piecewise hyperbolic tangent function,
n̂(x̂) =
 if x ≥ 0 and x ≤ 0.5Lx antanh
[
χ
(
x̂− L̂x/4
)]
+ bn
else cntanh
[
χ
(
x̂− 3L̂x/4
)]
+ dn,
,
 (7.72)
an =
n̂L + n̂R
2
− n̂R, (7.73)
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bn =
n̂L + n̂R
2
, (7.74)
cn =
n̂R + n̂L
2
− n̂L, (7.75)
dn =
n̂R + n̂L
2
. (7.76)
Here, χ = 10 is the hyperbolic tangent smoothing factor, n̂L = 1, and n̂R = 0.1. The problem
is simulated up to t̂ ≈ 515τ̂ ∗ee = 8.49. Additionally, we use a non-uniform mesh in x. The
non-uniform mesh is intended to resolve the initial high frequency structures near the sharp
gradient. The following mapping function is used for the cell face locations,
xi+1/2 = Lx
{
ξi+1/2 +
γ∆x
4pi
[
sin
(
4piξi+1/2
)]}
, (7.77)
while the cell center locations are defined as geometrical center,
xi =
xi+1/2 − xi−1/2
2
. (7.78)
Here, 0 ≤ ξ ≤ 1 is the logical coordinate variable and γ∆x is the mapping factor. For this
study, we used γ∆x = 0.4, which yields a compression ratio of ∆xmin/∆xmax = 0.429.
The problem features a wide range of dynamical time-scales based on the point in time
of the simulation. Due to the initial sharp gradient structure, many physical high frequency
modes are excited. Later in time, these modes damp out due to collisions, and the dynamical
time-scale gradually approaches the collisional relaxation time-scale. For both accuracy and
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performance of the nonlinear solver, we gradually ramp the time-step size as,
∆t̂k =

if k = 0, 5.15× 10−4τ̂ ∗ee
else if ∆t̂k−1 < 5.15× 10−2τ̂ ∗ee, 1.05∆t̂k−1
else if t̂k < 25.75τ̂ ∗ee, 5.15× 10−2τ̂ ∗ee
else if t̂k ≥ 25.75τ̂ ∗ee and ∆t̂k−1 < 5.15× 10−1τ̂ ∗ee 1.05∆t̂k−1
else if t̂k < 103τ̂ ∗ee 5.15× 10−1τ̂ ∗ee
else if t̂k ≥ 103τ̂ ∗ee and ∆t̂k−1 < 5.15τ̂ ∗ee, 1.05∆t̂k−1
else, 5.15τ̂ ∗ee

.
The problem assumes charge neutrality everywhere initially. Immediately as the simula-
tion begins, mobile electrons will stream across the strong density gradient, forming a charge
separation region on order λD. An electric field immediately sets up in order to cancel the
charge separation, decelerating the electrons and accelerating the ions in the dense region.
The streaming of electrons across the density gradient will effectively convert the electron
thermal energy into field energy. The field energy is then converted to ion kinetic energy
via acceleration. In Figure 7.2, we show that these processes are indeed observed. At early
time, electrons stream across the density gradient, increasing the effective temperature on
the rarefied side and decreasing it on the dense side. However, due to fast electron thermal
conduction, this structure dissipates and the electron thermal energy is converted to field en-
ergy, leading to electron cooling. At t̂ ≈ 5.15τ˜ ∗ee, significant ion acceleration has taken place.
At the same t̂, a spectrum of wave modes are excited due to possible beam instabilities as
can be seen in the û plot. We see in the rarefied side that the frequency of the modes are
lower and the amplitudes are higher. This may be due to lower collision frequency in the less
dense side, allowing for the waves to survive longer. It is precisely the presence of these high
frequency modes that makes the problem highly nonlinear and dynamic. For this reason, it
was necessary to use a dynamic time-stepping approach. We see that for long enough times,
most of the oscillatory structures eventually damp out.
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In Figure 7.3, we compare the ion and electron temperature obtained using the new
charge-and-energy conserving scheme and a charge only conserving scheme [94] at t̂ = 5.15τ̂ ∗ee.
From the initial condition, the field is zero everywhere initially. Physically, we expect to
observe the electron temperature to decrease early on, due to the conversion of electron
thermal energy to field energy. However, without discrete energy conservation, we observe
the inverse effect due to numerical heating. In Figure 7.4, we show the comparison of the
degree of conservation of charge, momentum, and energy as a function of time. As can
be seen, a clear difference in the total energy conservation is seen between the charge only
conserving scheme and the charge-and-energy-conserving scheme.
7.5 Conclusion
In this chapter, we have extended the HOLO moment-based acceleration algorithm presented
in chapter 5 to the multi-species Vlasov-Fokker-Planck-Ampére system. We have developed
a charge and energy conserving discretization for the reduced Fokker-Planck operator.The
energy conserving discretization for the reduced Fokker-Planck operator was developed by
numerically redefining the αβ term which ensures exact energy conservation. The combined
discretization simultaneously achieves discrete charge and energy conservation.
In order to ensure exact conservation properties, to achieve algorithmic acceleration, and
to be able to step over the electron-electron collision time-scales, it has been necessary to
1) add the energy equation in the LO system, 2) implicitly expose the electron thermal
conduction physics in the LO system, and 3) introduce consistency terms in the HO system
(Appendix C). A comparison study has been performed between a LO system with and
without the energy equation. We observe that in order to efficiently converge the HOLO
iteration when ∆t  τee, it is necessary to include the energy equation in the LO system.
Additionally, approximating the electron heat-flux through a Braginskii closure to expose
the electron conduction physics was critical for the effectiveness of the algorithm.
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We have demonstrated the importance of discrete energy conservation with a density gra-
dient problem in periodic domain. Without it, significant numerical heating was observed
when a strong gradient in the density was present, leading to unphysical results. Future
work will focus in extending the algorithm to a more realistic form of the Fokker-Planck
operator [116], possibly in multi-velocity-space dimensions, and in spherical coordinates.
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Figure 7.2: Plots of electron (blue) and ion (red) moments and electric field at different
times in the right half of the periodic domain (note the solution is anti-symmetric for the
left half).
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Figure 7.3: Temperature of electron and ion with (left) and without (right) energy conserving
discretization. A significant numerical heating of electrons is observed.
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tion property.
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Chapter 8
Kinetically Enhanced Mixing of ICF
Omega Capsule Pusher into Fuel
In this chapter, we use the newly developed fully implicit moment-based acceleration algo-
rithm to simulate an ICF problem. The problem we will study is the early time, kinetically
enhanced mixing of pusher ions into the fuel due to a double layer electric field that sets up at
the fuel-pusher interface. We describe the process of ionization gradient setup, the evolution
of the double-layer electric field, and its impact on pusher ion acceleration and mixing into
the fuel for an Omega ICF capsule. We provide numerical results on the sensitivity of the
electric field as a function of initial conditions for very early times. We also present a long
time integration of the problem to quantify the fractional mix of pusher into the fuel, and
compare against theoretical predictions and experimental measurements.
8.1 Introduction
The National Ignition Campaign (NIC) at the National Ignition Facility (NIF) was intended
to achieve ignition of the inertial confinement fusion (ICF) capsule. However, NIF has not
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achieved ignition to date. The experiments at NIF consistently measure a lower neutron
yield compared to hydrodynamic codes used to design the fuel capsule. There are many
mechanisms that can cause a deficiency in neutron yields, that are not included in the
standard analysis. We specifically mention three: 1) fuel species separation due to shock
induced electric field and barodiffusion [16], and the subsequent reduction of DT fusion
reaction, 2) tail depletion of long mean-free-path (mfp) high energy fuel ions escaping out
of the hot-spot [25], reducing the fusion reaction, and 3) mixing of high Z ablator pusher
material into the fuel and causing an increase in bulk heat-capacity as well as Bremsstrahlung
radiative cooling of fuel.
Hydrodynamic codes based on single-fluid, neutral-radiation, hydrodynamic (SFNRH)
assumptions do not allow for fuel species separation which is inherently a multi-species effect,
and a tail depletion mechanism which is a kinetic phenomenon. Additionally, for hydrody-
namic codes based on an SFNRH assumption, the primary mechanism for pusher mixing into
the fuel is via Rayleigh-Taylor instability (RTI) and Richtmyer-Meshkov instability (RMI)
[26]. However, a recent suite of Omega ICF experiments measured a large amount of pusher
material mixing deep into the fuel that could not be predicted by hydrodynamic mix models
[126, 127, 128].
Recently, a fluid electron and kinetic (Vlasov-Fokker-Planck) ion simulation with the
electric field approximated using a quasi-neutral model was performed by reference [120]
for an Omega ICF capsule. This level of modeling should be able to show the impact of
mechanisms 1 and 2 above if they are important. In the study, the simulation observed fuel
species separation early on during the hydrodynamic shock convergence phase. However,
during the shock rebounce phase, the fuel species homogenized and no decrease in neutron
yield was measured. Additionally, the simulation observed an enhancement of tail fuel ion
population near the fuel-pusher interface due to the long mfp ions from the center of the
hot-spot streaming towards the wall. Therefore, for the particular Omega experiment, mech-
anisms 1 and 2 above could not explain the neutron yield discrepancy between experiments
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and simulations. The same suggests a detailed treatment of the earlier time condition near
the fuel-pusher interface for non-hydrodynamic mix mechanisms.
In Omega experiments, a strong radial electric field has been measured that could not
be explained by quasi-neutral, or ambipolar fluid theory alone [124]. In a theoretical work
in reference [15], many sources for this field were discussed. Amongst them, the study of-
fered two credible sources for the field: 1) hydrodynamic shock induced electric field, and
2) a strong charge-separation electric field at the fuel-pusher interface due to the ionization
gradient that sets up after an ionization wave passes through the system. Recently, a the-
oretical study has been conducted by reference [130] to estimate the amount of pusher ion
mix into the fuel due to enhanced kinetic effects due to the charge-separation electric field
at the ionization gradient. The same study estimated the mix amount of pusher into fuel
that could not be predicted by hydrodynamic mix models.
In this chapter, we perform a next level detailed investigation of the fuel-pusher interface
mixing spearheaded by reference [130] by conducting a detailed kinetic numerical simulation.
The remainder of this study is organized as follows. In section 8.2, we discuss in detail the
setup of an ionization gradient at the fuel-pusher interface. In section 8.3, we provide a
brief overview of the charge-separation electric field that sets up at the interface, and its
characteristics. In section 8.4, we discuss the impact of the charge-separation electric field
in pusher ion acceleration and mix into the fuel. In section 8.5, we discuss the numerical
setup of the problem including the initial conditions and final simulation time. In section
8.6, we provide details on critical solver settings used to simulate the problem. In section
8.7, we confirm theoretical predictions of field structure and ion acceleration through the
numerical simulation at early times. In section 8.8, we discuss the sensitivity of early time
field strength as a function of initial conditions. In section 8.9, we discuss the impact of the
early time electric field in enhancing and maintaining the kinetic effects of pusher ions for a
sustained duration. In section 8.10, we provide numerical results on fractional mix of pusher
ions over the fuel at later times. Finally, in section 8.11, we provide conclusions.
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Figure 8.1: Omega plastic ablator capsule filled with equal mixture DT fuel.
8.2 Setup of Ionization Gradient at Fuel-Pusher Interface
We consider an Omega plastic (Hydrocarbon) ablator capsule, filled with an equal mixture
of deuterium-tritium (DT) fuel (Figure 8.1). Initially, as the laser impinges on the surface
of the capsule, the surface material will be ionized, forming a coronal plasma. Subsequently,
the hot surface material will blow off of the capsule surface in the outward direction. From
momentum conservation, this imparts an inward rocket-force-like momentum, beginning the
implosion phase; refer to Figure 8.2. The laser will continue to impart momentum, and will
launch a shockwave to heat and compress the fuel. However, the shockwave is preceded
by a faster thermal radiation (or an X-ray) wave and energetic electron heat-flux that will
preheat and ionize the capsule and fuel material. Once the fuel-puahser interface is ionized,
due to the difference in the charge-state of the pusher and fuel ,(ZC > ZDT = ZH), an
ionization gradient sets up, as illustrated in Figure 8.3. Since this preheat happens prior to
the shock arrival, we can expect a sharp gradient at the fuel-pusher interface on order the
ion mean-free-path,λii.
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Figure 8.3: Setup of ionization gradient at the fuel-pusher interface.
8.3 Charge Separation and Double Layer Field
Upon the setup of the ionization gradient, due to the sharp gradient-scale length of the
interface, electrons on the pusher side will stream into the fuel side as a result of their
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Figure 8.4: Initial charge separation and electric field.
thermal velocity. This will immediately form a charge-separation region, and a subsequent
electric field which cannot be captured by an Ambipolar field theory. This field will act
to: 1) decelerate the electrons and accelerate the ions coming from the pusher side and 2)
accelerate the electrons and decelerate the ions coming from the fuel side, such as to cancel
the charge-separation; refer to Figure 8.4. Furthermore, this field is expected to eventually
evolve to a structure referred to as a double-layer [125]. A double-layer is a region enclosed
by two distinct charge-separation zones. The individual charge-separation zones may be on
the order of the Debye length, λD; however, the double-layer can typically be of the order
O (10λD), refer to Figure 8.5.
A double-layer electric field is similar in nature to a classic sheath field [61]. A sheath
field is an electrostatic potential boundary layer that sets up as a result of charge-separation
near a wall which confines the plasma. The purpose of a sheath-field is to repel the light,
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Figure 8.5: Setup of double layer. Initial setup of ionization gradient (left), evolution of
density of electron and ion density (middle), and the structure of charge density ρ, electro-
static potential, φ, and the electric field, E (right) [130]. The double layer electric field is
the region enclosed by the dashed lines.
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Figure 8.6: Illustration of sheath region.
mobile electrons and confine them electrostatically; refer to Figure 8.6. In a double-layer,
instead of a wall, there exists a plasma on both sides of the plasma, and the layer can cause
significant acceleration of ions entering from the dense side, into the less dense side.
In a sheath, there exists a Bohm sheath criteria in which ions must enter the sheath
region at their sound speed at a minimum [61]. These ions are accelerated to their sound
speed due to a pre-sheath field that exists outside of the sheath region and extends to the
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interior of the quasi-neutral plasma as illustrated in Figure 8.7. Similarly, the Bohm sheath
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uion ≥ cs
Figure 8.7: Illustration of pre-sheath region.
criterion applies to a double layer in which a pre-sheath like field will exist outside of the
double layer region to accelerate the ions to their sound speed prior to entering the layer.
In classic sheath theory, a “steady-state” sheath structure can be maintained by a current
source coming from an ionization source at the center of the confinement vessel. For a double-
layer, the structure is expected to dissipate on ion time-scales. However, the structure may be
maintained for a longer duration if a source of electron current can be sustained. In our fuel-
pusher interface problem, this source of current will come from the initial implosion velocity
of the ionized pusher shell which helps to maintain the sharp electron density gradient.
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8.4 Early Time Double-Layer Assisted Kinetic
Enhancement of Pusher Mix into Fuel
If the double layer electric field can exist for an appreciable amount of time, a significant
number of pusher ions can be accelerated and mixed into the fuel as has been estimated
in reference [130]. In an Omega ICF experiment, the laser-pulse is designed to launch a
hydrodynamic shock wave in order to achieve high temperature and density of the fuel.
When this shock wave catches up to the fuel-pusher interface (shock breakout), pusher ions
that mixed prior as a result of the double-lyaer will be dragged deep into the fuel cavity as
a result of Coulomb friction. The sequence of process is illustrated in Figure 8.8. From a
hydrodynamic simulation conducted on an Omega plastic ablator capsule (Figure 8.9 [129]),
the time between the ionization gradient setup and the hydrodynamic shock breakout is
estimated to be 0.6[ns]. We will study this first 0.6[ns] duration for the role of the double-
layer electric field in enhancing kinetic effects and mix of pusher ions into the fuel.
8.5 Problem Setup
Our initial condition is physically based on a Lagrangian hydrodynamic simulation for an
Omega ICF capsule by reference [129]. In Figure 8.9, the left plot represents the position
of the fuel Lagrangian cells (red lines) and the ablator/pusher Lagrangian cells (green lines)
as a function of time. The right plot represents the effective ionization state of the pusher
material (red line) and fuel (blue line) at the (red-green) fuel-pusher interface as a function of
time. For the initial condition of our kinetic simulation, we focus at time approximately 0.4
[ns] in Figure 8.9. At this point, a pre-shock radiation wave/electron heat-flux has ionized
the pusher to an effective ionization state of Zeff,pusher ≈ 2.5. The hydrocarbon (CH) plastic
shell will have disassociated at this temperature and the resulting charge state of the carbon
will be at ZC = 4, and hydrogen will be at ZH = 1.
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Figure 8.8: Early time double layer mix and later time hydrodynamic shock drag mix.
For this study, we consider four kinetic species: 1) electrons, 2) carbon ions, 3) hydrogen
ions, and 4) DT ions. The carbon and hydrogen density on the pusher side is set to nC =
nH = 5× 1021[cm−3] while the fuel density is set to nDT = 2.5× 1021[cm−3]. This yields an
electron density on the pusher side of, ne,pusher = ZCnC + ZHnH = 25× 1021[cm−3] and the
fuel side of ne,fuel = ZDTnDT = 2.5 × 1021[cm−3]. An initial momentum drive of strength
udrive,pusher = 1.5 × 107[cm/sec] is given on the pusher side while udrive,fuel = 0[cm/sec]
is given on the fuel side. The values for the driver are obtained by estimating the slope
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Figure 8.9: Lagrangian time-history (left) and the effective ionization state (right) near the
fuel-pusher interface versus time.
on the Lagrangian plot (velocity) for the interface at t = 0.4[ns]. The initial temperature
is assumed to be isothermal at T = 50[eV] for all species. Finally, quasi-neutrality, and
hence zero electric field everywhere is initially assumed. The summary of initial condition is
illustrated in Figure 8.10.
8.5.1 Models and Approximations
We model the interface physics by a coupled one dimensional configuration space (1D), and
one dimensional velocity space (1V), time-dependent Vlasov-Fokker-Planck-Ampère (VFPA)
system with no ionization physics. For species α, the Vlasov-Fokker-Planck (VFP) equation
reads:
∂fα
∂t
+ v
∂fα
∂x
+
qα
mα
E
∂fα
∂v
=
Ns∑
β
ναβ
{
Dαβ
∂2fα
∂v2
+
∂
∂v
[(v − uβ) fα]
}
, (8.1)
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Figure 8.10: Initial condition for the interface problem.
and the electrostatic Ampère’s equation as:
0
∂E
∂t
+
Ns∑
α
qαnuα = 0. (8.2)
We consider the reduced Fokker-Planck operator [104, 103] which: 1) preserves the equilib-
rium solution (Maxwellian), 2) has the drag and diffusion physics in the phase-space, and
3) is mass, momentum, and energy conserving in the continuum. However, the collision
operator is overly dissipative for fast particles since all particles are forced to relax within a
time-scale ν−1αβ . This limitation will inherently regulate fast particle mix into the fuel.
8.5.2 Numerical Initial Conditions
The problem is normalized by a density, n∗ = 1021[cm−3], mass, m∗ = 1.67 × 10−27[kg],
charge, q∗ = 1.602 × 10−19[C], temperature, T ∗ = 100[eV], and time-scale, τ ∗ = 3.607 ×
10−12[sec]. The derived quantities are the velocity, u∗ =
√
T ∗/m∗ = 9.79 × 106[cm/sec],
length-scale, L∗ = u∗τ ∗ = 3.532× 10−5[cm], electric field, E∗ = m∗L∗
q∗(τ∗)2 = 2.83× 1010[V/cm],
and distribution function, f ∗ = n∗/
√
2piT ∗/m∗ = 4.07 × 1013[cm−4sec]. Therefore, in this
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study, all quantities are non-dimensionalized as:
n̂ =
n
n∗
, m̂ = m
m∗ , q̂ =
q
q∗
,
T̂ =
T
T ∗
, t̂ = t
τ∗ , û =
u
u∗
,
x̂ =
x
L∗
, Ê = E
E∗ f̂ =
f
f ∗
.
Numerically, the distribution functions are initialized based on a Maxwellian distribution,
f̂α
(
x̂, v̂, t̂ = 0
)
=
n̂α
(
x̂, t̂ = 0
)√
2piT̂α
(
x̂, t̂ = 0
)
/m̂α
exp
[
−m̂α
(
v̂ − ûα
(
x̂, t̂ = 0
))2
2T̂α
(
x̂, t̂ = 0
) ] .
The initial density, fluid velocity, and temperature are initialized using a hyperbolic tangent
function,
n̂α
(
x̂, t̂ = 0
)
= ânαtanh
[
χ
(
x̂− 0.5L̂x
)]
+ b̂nα ,
ûα
(
x̂, t̂ = 0
)
= âuαtanh
[
χ
(
x̂− 0.5L̂x
)]
+ b̂uα ,
T̂α
(
x̂, t̂ = 0
)
= âTαtanh
[
χ
(
x̂− 0.5L̂x
)]
+ b̂Tα .
Here, âMα and b̂Mα are constants defined as,
âM =
MR +ML
2
−ML,
b̂M =
MR +ML
2
,
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whereM is the choice of moment (n̂, û, or T̂ ), the subscripts R and L denote the conditions
to the right and left of the interface respectively, L̂x is the size of domain in the configuration
space, and χ is the smoothing factor which controls the smoothness of the hyperbolic tangent
function. Having a finite gradient structure is physically expected since from the time that
the thermal ionization wave sets up the ionization gradient to the start of the simulation,
some level of dissipation is expected to occur via thermal motion.
For the discussed initial condition, we set n̂C,L = n̂H,L = 5, n̂DT,L = 0.01, n̂e,L =
ZC n̂C,L + ZH n̂H,L + ZDT n̂DT,L = 25.04, n̂C,R = n̂H,R = 0.01, n̂DT,R = 2.5, n̂e,R = ZC n̂C,R +
ZH n̂H,R + ZDT n̂DT,R = 2.55, ûC,L = ûH,L = ûDT,L = 1.5, ûC,R = ûH,R = ûDT,R = 0,
T̂C,L = T̂H,L = T̂DT,L = T̂e,L = 0.5, T̂C,R = T̂H,R = T̂DT,R = T̂e,R = 0.5, and χ = 60.
A χ = 60 equates to a width of the gradient of ≈ 51.1λD,avg where λD,avg is the average
Debye length based on the pusher and fuel side electron density, ne at initial condition. Note
that a deterministic method is used and for numerical reasons, a value of zero cannot be
prescribed for the density, n̂α, or the distribution function, f̂α. If one does so, the slightest
negativity in the solution due to undamped numerical oscillations will begin to introduce
negative density and temperature. Negative density and temperature is a problem since for
the reduced Fokker-Planck operator to remain physical, the collisional diffusion coefficient
and collision frequency (which are both a functions of density and temperature) must remain
positive. For this reason, the pusher (carbon and hydrogen) density in the fuel side is set to
a non-zero, small value relative to the fuel side (n̂C,R = n̂H,R = 0.01). A similar treatment
for the fuel density in the pusher side is also considered (n̂DT,L = 0.01).
For this study, initially, we use a configuration space domain size of L̂x = 10, a configu-
ration space cell count of Nx = 3000, a velocity domain size of [v̂C,min, v̂C,max] =
[15v̂C,th,L, 15v̂C,th,L], [v̂H,min, v̂H,max] = [10v̂H,th,L, 10v̂H,th,L], [v̂DT,min, v̂DT,max] =
[10v̂DT,th,L, 10v̂DT,th,L], [v̂e,min, v̂e,max] = [10v̂e,th,L, 10v̂e,th,L], v̂α,th,L =
√
2T̂α,L/m̂α, and a ve-
locity space cell count of NC,v = 300, NH,v = 200, NDT,v = 200, Ne,v = 200. We will first
simulate fully kinetically up to about t̂ = 0.7 (≈ 2.5[ps]). Afterwards, we will perform a
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sequence of remapping onto a larger domain size, and switch to a hybrid solver (both are
discussed shortly) to simulate up to t̂ ≈ 166 (≈ 0.6[ns]).
8.6 Solver
We use the newly developed algorithm discussed in Chapter 7 to solve the coupled VFPA
system fully implicitly. The code solves for the multi-species Vlasov-Fokker-Planck-Ampère
system deterministically, on a stationary 1D1V Eulerian grid. The code has a variety of
initial condition features and solver options. We focus only on key features and options of
the code that were critical in simulating the interface physics problem such as: 1) Nonuniform
mesh generation, 2) adaptive time-stepping, 3) remapping, 4) hybrid solver option, and 5)
open boundary condition. We will also briefly provide the code framework developed for this
work.
8.6.1 Nonuniform Mesh Generation
The interface problem is a multi length-scale problem by nature. Early on, the gradient
structures are on the order of the very short Debye length, λD, and carbon collisional mean-
free-path, λCC . It is therefore critical to resolve these structures for the accuracy of the
solution. However, at later times, these short length-scale structures dissipate and begin to
approach the longer hydrogen mean-free-path, λHH , and the hydrogen-electron collisional
mean-free-path, λHe. In order to perform the simulation within a reasonable time-frame, it
is necessary to focus the mesh resolution in regions where necessary. To achieve this, we use
a nonuniform mesh generation scheme. We consider a sine mapping for the cell-face:
xi+1/2 = Lx
{
ξi+1/2 +
γ∆x
2pi
[
sin
(
2piξi+1/2
)]}
, (8.3)
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while the cell-centers are defined as the geometrical center,
xi =
xi+1/2 − xi−1/2
2
. (8.4)
Here, 0 ≤ ξ < 1 is the logical coordinate variable and γ∆x is the mapping factor which
controls the non-uniformity of the mesh. For the interface problem, we use γ∆x = 0.8.
8.6.2 Adaptive Time Stepping
Similar to the length-scale, the interface physics is a multi time-scale problem by nature.
Due to the early time sharp gradient structure that exists at the interface, a spectrum of
electrostatic wave modes can be excited. From an isothermal single fluid assumption, if one
performs a dispersion analysis on an electron continuity, momentum equation, and Poisson’s
equation, one will obtain the following dispersion relationship [61],
ω =
√
ω2p,e +
3
2
k2v2th. (8.5)
Here, ω is the wave angular frequency for an electrostatic wave as a function of electron
plasma frequency ωp,e, wave vector, k, and thermal velocity, vth. The group velocity for a
mode with wave vector k is,
vg =
∂ω
∂k
=
3
2
kv2th√
w2p,e +
3
2
k2v2th
. (8.6)
It is therefore seen that higher frequency modes will travel at a higher group velocity. The
dynamical time-scale in which the problem will evolve due to these electrostatic waves can
be roughly estimated as,
τp,e =
∆x
vg
. (8.7)
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It can be seen that if there exists a high-frequency mode with an appreciable amplitude
traveling through a fine mesh, one must resolve τp,e for accuracy reasons. Due to collisions,
these wave structures will be damped out eventually. However, when one encounters a strong
driver which can maintain a sharp gradient scale-length for an appreciable amount of time,
high frequency structures may continue to get excited, or maintained. Eventually, as the
structures relax, the high frequency electrostatic modes will damp away, and the dynamical
time-scale will approach the thermal relaxation time-scale and other hydrodynamical time-
scales. However, an automated detection scheme for transition in these time-scales is difficult
to design. For this reason, we use a more intuitive approach to adjust our time-step size.
The adaptive time-step scheme will adjust the time-step size, ∆t, from time-step to time-
step based on two criterion. For the first criteria, we check if the number of HOLO iteration
reaches some maximum allowed value (criterion 1). If it does, we reduce the time-step size
accordingly,
∆tk = γ∆t∆t
k, γ∆t < 1, (8.8)
and redo the time-step. For the second criterion, we check if the nonlinear VFPA system was
converged within a certain number of HOLO iterations (criterion 2). If it did, we increase
the time-step size for the next time-step accordingly,
∆tk = η∆t∆t
k−1, η∆t > 1, (8.9)
and is checked if it is bounded by the maximum allowed time-step size, ∆t̂max, set by the
user. If the number of HOLO iterations exceeds criterion 2, then we are allowed to move to
the next time-step, however, with the time-step size reduced as:
∆tk = γ∆t∆t
k−1. (8.10)
A flow-chart of the adaptive time-stepping scheme used in this study is shown in Figure
8.11. In this study, we used: criterion1 = 20, criterion2 = 10, η∆t = 1.05, γ∆t = 0.8, and
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Figure 8.11: Flow diagram of adaptive time-stepping.
∆t̂max = 0.1.
8.6.3 Remapping
For a long time integration, the solution structure will eventually propagate out of the
boundary. In order to follow the evolution of the structures at longer times, we perform an
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Figure 8.12: Remapping process.
occasional remapping of the solution to a larger domain. In Figure 8.12, we illustrate the
remapping process. The remapping is achieved by performing a linear interpolation from
the fine grid, small domain onto a coarse grid, large domain. The distribution function for
different species is remapped while the electric field can either be remapped, or recomputed
using a quasi-neutral model,
E (x, tremap) = −
me
∂Se
∂x
qene
.
Here, Se = 〈v2, fe〉v is the electron total stress factor defined as the second velocity moment
of the electron distribution function. Depending on the gradient scale-length of the solution
and the linear interpolation error associated with the remapping of the field, one will provide
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less error for the discrete Gauss-law,
GLerror =
∣∣∣∣∣0Ei+1/2 − Ei−1/2∆xi −∑α qαnαi
∣∣∣∣∣
2
, (8.11)
than the other. For the initial field (upon remapping of the distribution function), we choose
whichever provides the smaller initial GLerror. For this study, we performed four remappings
at different points in time. The relationship between the time and domain size is organized
below:
• Remap0: t̂ = 0, L̂x = 10.
• Remap1: t̂ = 0.7, L̂x = 40.
• Remap2: t̂ = 3, L̂x = 160.
• Remap3: t̂ = 20, L̂x = 600.
• Remap4: t̂ = 100, L̂x = 1000.
8.6.4 Hybrid Solver
At later times, as the gradient structures dissipate, electrons can be modeled sufficiently as a
fluid, using a Braginskii closure [117]. For computational efficiency reasons, at later times, it
is therefore advantageous to use a hybrid solver in which electrons are modeled as fluid and
ions are still modeled fully kinetically. In the hybrid solver, no electron HO equation exists
and electron continuity, momentum, and energy equations are solved in the LO system. We
remind the reader that because we carry the addition of continuity and momentum equation
for the electrons, we still allow for charge-separation (in reference [120], only the energy
equation is used and quasi-neutrality is assumed). Unlike the ion LO quantities, the electron
quantities are actually evolved from time-step to time-step. The only difference in the actual
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implementation between the fully kinetic solver and the hybrid solver is that there is: 1) no
HO electron solve, 2) no reset of the LO electron solution to the HO electron solution upon
nonlinear convergence within a time-step, and 3) no calculation of consistency terms for the
electron moment equations.
We briefly discuss the difference in both the numerical time-scales and physical time-
scales between the fully kinetic solver and the hybrid solver. For the fully kinetic solver, the
restrictive numerical time-step size for stability is due to the electron streaming CFL,
∆tCFL,e =
min |∆x|
max |ve| . (8.12)
However, for the hybrid solver, the limiting time-step size is due to the carbon ion collisional
diffusion CFL,
∆tCFL,Cdiff =
min |∆v2C |
max |νCCDCC | . (8.13)
For the mesh sizes considered in the study, typically ∆tCFL,Cdiff ≈ ∆tCFL,e.
For the fully kinetic solver, the restrictive physical time-scale is the inverse electron
plasma frequency,
ω−1p,e =
√
me0
neq2e
. (8.14)
For the hybrid scheme, the restrictive physical time-scale is the carbon ion self collisional
relaxation time-scale,
τCC = ν
−1
CC =
(
1.515× 10−18 nCq
4
C10
(mC/mp)
1/2 T
3/2
C
)−1
. (8.15)
Therefore for a hybrid solver, a traditional Picard iteration scheme will suffer many iterations
when trying to step over τCC and explicit time integration schemes are required to take time-
step sizes that resolve ∆tCFL,Cdiff . In the hybrid mode, the HOLO algorithm will allow one
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Figure 8.13: Illustration of standard inflow B.C.
to efficiently step over these time-scales and study longer-time integration problems. For the
interface problem, we switch to a hybrid solver upon performing the first remapping.
8.6.5 Open Boundary Condition
We discuss the extension of open boundary conditions, which was first developed by reference
[131] for the PIC application, to an Eulerian approach. The standard inflow boundary is
based on some fixed prescription for a Maxwellian distribution function at the boundary, i.e.
fB,j =
nB√
2piTB/m
e−
m(vj−uB)
2
2TB .
Here, the subscript B denotes the value at a boundary. This prescription for the boundary
condition may become an issue as the bulk structure of the solution approaches the bound-
ary. The distribution function of the incoming Maxwellian may be significantly different
from the outgoing distribution function. The condition at later times near the boundary is
illustrated in Figure 8.13. As can be seen, at later times, the fluid moment quantities can
be significantly different between the solution directly adjacent to the boundary (outflow),
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and at the boundary (inflow). This unphysical situation may cause instabilities to arise
near the boundary. Therefore, in order to minimize the gradient of moment quantities at
the boundary, one redefines the Maxwellian distribution function in which the inflow flux is
computed as,
fk+1B =
nk+1B+1/2√
2piT k+1B+1/2/m
e
−
m(vj−uk+1B+1/2)
2
2Tk+1
B+1/2 , (8.16)
nk+1B+1/2 =
Nv∑
j=1
∆vjf
k+1
B+1/2,j, (8.17)
uk+1B+1/2 =
∑Nv
j=1 ∆vjvjf
k+1
B+1/2,j∑Nv
j=1 ∆vjf
k+1
B+1/2,j
, (8.18)
T k+1B+1/2 = m
∑Nv
j=1 ∆vj
(
vj − uk+1B+1/2
)2
fk+1B+1/2,j∑Nv
j=1 ∆vjf
k+1
B+1/2,j
. (8.19)
Here, the subscript B+1/2 denotes the internal cell index directly adjacent to the boundary.
Refer to Figure 8.14. The boundary condition therefore becomes nonlinear. However, we
absorb this nonlinearity in the boundary condition through the HOLO iteration. This new
definition for the inflow flux will minimize the deviation of the moment quantities between
the boundary and the internal cell. This can be illustrated in Figure 8.15.
8.6.6 Code Framework and Architecture
We briefly provide an overview of the structure of the code developed in this study. The
high-level framework was completely written in MATLAB for data management. All Krylov
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B+1/2
Figure 8.14: Illustration of boundary cell
v
+
-
Inflow
outflow
nin, uin, Tin = nout, uout, Tout
Figure 8.15: Illustration of the open B.C.
routines [59] were executed using MATLAB’s built-in routines. MATLAB is also responsible
for high-level iteration procedures such as time-stepping and the HOLO iteration. The
purpose for making MATLAB manage data structures is to cut down on explicit memory
management, which is highly subject to bugs. This allows for rapid code development, which
MATLAB is intended for.
The highly work intensive low-level functions such as matrix-vector (matvec) evaluation
used in JFNK, and moment calculations used for the HO system is handled by C++ through
MATLAB’s built in MEX functionality. All C++ routines are parallelized over the grid
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MATLAB:
● Manages all data: HO, LO,
Grid, solver parameters, etc.
● Calls to GMRES, A\b, etc.
● Outer time-stepping routine.
● Newton iteration.
● HOLO iteration.
● Etc...
i.e. Data man.
No explicit mem. man.
Cuts down in debugging.
Allows rapid code development!
C++:
● Matvec function evaluation
for GMRES.
● Moment calculation.
● HO preconditioner matrix
construction.
● Etc...
i.e. For heavy duty evaluation
and lots of for loops!!!
Requires some mem. man.
Some debugging, but limited.
Parallel and fast!
Figure 8.16: Comparison of MATLAB and C++ work distribution.
through an on-node OpenMP [132] implementation. The purpose of making C++ handle
the very low-level operations is because of the computational efficiency of a compiled language
(C++) over an interpreted language (MATLAB). For functions which require many for-loops,
interpreted languages such as MATLAB are known for the painfully slow performance. On
the other hand, compiled languages such as C++ require explicit memory management and
are subject to bugs, however if properly done can obtain orders of magnitude increase in
performance over MATLAB. It was therefore critical to split the different tasks between the
two programming languages to develop the new code, and to solve the interface problem. A
diagram illustrating the responsibilities of MATLAB and C++ is shown in Figure 8.16.
8.7 Initial Field Structure, Pre-Sheath, and
Ion-Acceleration
From the double-layer field theory, we should observe the initial gradient structure to generate
two stages for the electric field: 1) the classic initial charge-separation electric field at the
interface as depicted in Figure 8.4, and 2) evolution into a double-layer electric field. We show
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Figure 8.17: Initial charge separation field due to electron streaming.
the initial field structures and their transition at early times. In Figure 8.17, we show the
initial field due to electrons streaming across the interface. We see the initial field structure
similar to that in Figure 8.4. In Figure 8.18, we show the evolved double-layer electric field
that follows the contact surface of the carbon ions. The strength of the field is in good
agreement with theory [130], which predicts a field of order 109 ≤ E ≤ 1010[V/m]. Due to
the multi-species consideration, the double layer field structure is more complicated than
the simple illustration shown in Figure 8.5. However, general expected trends are observed
such as: 1) double layer thickness ≈ 30λD,avg (based on λD,avg ≈ 7 × 10−8[cm], where the
averaging was performed based on initial pusher side and fuel side electron density, ne), and
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Figure 8.18: Later double layer field at carbon ion contact surface.
2) two distinct charge separation zones.
Similar to a sheath, due to a pre-sheath structure, ions will be accelerated to at least
sound speed upon entering the double-layer. We show the structure of the pre-sheath and
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the ion phase-space plot to verify that these structures are indeed observed. In Figure 8.19,
we show the double-layer electric field at the carbon ion contact surface, the pre-sheath field
that exists behind it, and the carbon ion phase-space plot to illustrate the acceleration of
carbon ions to their sound speed, c∗s,carbon, prior to entering the double layer. As can be seen
from the carbon ion phase-space plot, in the region labeled as the pre-sheath region, carbon
ions are accelerated to ≈ 2c∗s,carbon prior to entering the region labeled as the double-layer
region. Once the carbon enters the double-layer, it is seen to further accelerate to ≈ 4c∗s,carbon
due to the double-layer field. This is seen to form a beam structure across the carbon ion
contact surface. This beam structure is what is responsible for the penetration of carbon
ions deep into the fuel and kinetic mixing at early times. We will revisit this shortly.
8.8 Sensitivity Study of Early Time Field
We quantify the sensitivity of the double-layer electric field at early times as a function of
varying initial conditions by performing a parametric study. The quantities to vary are the
following:
• Density, n̂.
• Driver velocity, ûL.
• Temperature of pusher and fuel, [T̂L, T̂R].
• Configuration space cell resolution, Nx.
• Gradient smoothness factor, χ.
For the parametric study, to speed up the simulation time per case, we use a configuration
cell resolution of Nx = 1000.
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Figure 8.19: Pre-sheath zone and ion acceleration to ≥ c∗s,carbon (carbon ion sound speed).
8.8.1 Sensitivity to Density
We discuss the sensitivity due to varying the pusher and fuel density. The density of the
pusher side is varied between n̂L = 5, 2.5, and 1. The initial fuel density is always assumed
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Figure 8.20: Peak field vs. time for various n̂ cases.
to be half of the pusher. The time-history of the peak electric field is shown in Figure 8.20.
As can be seen, the strongest electric field is measured for the highest density case. This is
expected since for a higher density, there will be more electrons streaming across the interface
to cause a larger charge-separation, and a higher flux to sustain a stronger field.
8.8.2 Sensitivity to Driver Strength
We discuss the sensitivity due to varying the driver strength. The driver strength on the
pusher side is varied between, ûL = 0, 0.75, and 1.5. The time-history of the peak electric
field is shown in Figure 8.21. We observe that for a stronger driver, a stronger field is
observed both initially and later in time. This observation is consistent with the predictions
of stronger sustained field strength due to a strong source of current (driver) via a maintained
large electron density gradient.
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Figure 8.21: Peak field vs. time for various ûL cases.
8.8.3 Sensitivity to Temperature
We discuss the sensitivity due to varying the temperature. The temperature on both sides
is varied between [T̂L, T̂R] = [1, 1], [1, 0.5], [0.5, 0.5], and [0.5, 0.25]. The time-history of
the peak electric field is shown in Figure 8.22. It can be seen that in general, the higher
the temperature, and the gradient in the temperature, the greater the initial field. This
can be understood by considering the physical definition of the temperature, which is the
second thermal moment of the distribution function. This means that at higher temperature,
more electrons will exist at the tail end of the distribution function (higher energy). These
high energy electrons can stream across the interface more rapidly than the slower electrons,
causing a larger charge-separation. The reason why a gradient in the temperature supports
a stronger initial field is because if the distribution is hot on one side and cold on the other,
there will be fewer energetic electrons from the cold side to cancel the current supplied from
the hot side.
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Figure 8.22: Peak field vs. time for various [T̂L, T̂R] cases.
8.8.4 Sensitivity to Configuration Space Cell Resolution
We discuss the sensitivity due to varying the configuration space cell resolution. The number
of configuration space cells is varied by Nx = 1000, 2000, and 3000. The time-history of the
peak electric field is shown in Figure 8.23. As can be seen, the initial field is not sensitive to
the cell resolution. This is because due to the non-uniform mesh, initially, the cell spacing
is resolving the fine-scale structures on the order of λD and λCC . However, at later times,
we see the lower mesh resolution case having a lower peak field. This is because away from
the center, the mesh resolution is decreasing rapidly and the cell spacing is not resolving the
fine-scale structures at later times. However, as the fine-scale structures dissipate, the three
cases tend to approach the same field strength at even later times.
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Figure 8.23: Peak field vs. time for Nx cases.
8.8.5 Sensitivity to Initial Gradient Scale-Length
Finally, we discuss the sensitivity due to varying the gradient smoothness factor. The gra-
dient smoothness factor is varied by χ = 20, 60, and 100. The gradient smoothness factor
will spread the initial density discontinuity over 20.4λD,avg, 51.1λD,avg, and 127.6λD,avg for
χ = 20, 60, and 100 cases, respectively. λD,avg ≈ 7 × 10−8[cm] is the average Debye length
of the pusher and fuel side at initial condition. The time-history of the peak electric field
is shown in Figure 8.24. As can be seen, the initial field strength is strongly dependent on
the initial gradient-scale length of the interface. This is expected as the field strength can
be estimated by sheath theory as, |E| = |−∂φ/∂x| ≈ |−∆φ/L| ≈ |T/3qeL|. Here, L is the
characteristic scale length, which for a sheath is O (λD) and for a double-layer, is O (10λD).
By increasing or decreasing the gradient smoothness factor, χ, one is effectively altering L.
Therefore, for smaller L (larger χ), the field is expected to be stronger and for larger L
(smaller χ), the field is expected to be weaker, as seen in Figure 8.24.
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Figure 8.24: Peak field vs. time for χ cases.
8.9 Sustained Kinetic Effects
Due to the sustained strong field at the carbon ion contact surface, the pusher ions can
sustain a beam-like structure in the phase-space as can be seen in Figure 8.19. Since the
temperature is defined as the second thermal moment of the distribution function,
Tα = mα
〈
(v − uα)2 , fα
〉
v
nα
, (8.20)
and the beam-structure will effectively increase the width of the distribution function, an
increase in temperature is observed. Since the collision frequency is ναα ∝ 1/T 3/2α , this
renders the Fokker-Planck collision operator less collisional. We show that due to the strong
electric field and the increase in the temperature, the kinetic effects can be sustained for
durations much longer than 70[ps] for the carbon ions. To check for the kinetic behavior of
the carbon ions, we observe the local Knudsen number, KnP , for the carbon ions, which is
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Figure 8.25: Knudsen number of carbon ions at later time.
defined as,
KnP =
λCC
LP
, (8.21)
where LP is the gradient-scale length of pressure,
LP =
(
1
P
∂P
∂x
)−1
. (8.22)
In Figure 8.25, we show the Knudsen number at later times. As can be seen, even at later
times at t ≈ 70[ps], KnP ≈ 200. For hydrodynamic solvers to be accurate KnP  1 must
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hold. This is clearly not the case and the need for a kinetic treatment for the ions are clear.
8.10 Carbon Ion mix into Fuel
In a theoretical study in reference [130], it is predicted that the double-layer electric field can
accelerate the carbon ions to vcarbon = 107[cm/sec]. With a carbon ion density at the fuel-
pusher interface sustained at ncarbon = 5×1021[cm−3], approximately 2×1016 carbon pusher
ions can be mixed into the fuel. As the later time hydrodynamic shock breaks out of the
interface and drags the pusher ions and spreads them uniformly in the fuel, they will account
for 10% atom fraction of the fuel. This is significantly higher than what hydrodynamic mix
predicts [126] at this early time. If this amount of mix can occur, it can account for a
factor of three reduction in the final fuel temperature (relative to what hydrodynamic codes
predict) due to Bremsstrahlung radiation loss and a heat-capacity effect [130].
We show the time evolution of the amount of carbon ions mixed into the fuel at 0.6[ns]
from a more detailed numerical simulation. For our Cartesian 1D, open boundary problem,
we define carbon ion mix as:
NC,mix = Asurf
∫ xtail
xnDT=2.5
nCdx. (8.23)
Here, Asurf = 0.015[cm2] is the prescribed surface area of an Omega capsule from a theoret-
ical study in reference [130] and taken from simulations in [129], xtail is the location of the
carbon ion tail in the fuel, xnDT=2.5 is the nearest location from the carbon pusher where the
fuel density is nDT = 2.5 × 1021[cm−3]. Similarly, the atom fraction of the carbon ions to
fuel ions is defined as,
fmix =
∫ xtail
xnDT=2.5
nCdx∫ xtail
xnDT=2.5
nDTdx
. (8.24)
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Figure 8.26: Time history of mix.
In Figure 8.26, we show the time-history of NC,mix. We briefly comment on the two distinct
time-scales of mix shown in Figure 8.26. It is seen that initially, a rapid mix occurs while
the it is seen to slow down at later times. The early time rapid rise can be attributed to
the strong acceleration of the pusher ions from the charge-separation field. Later on, as the
field dissipates, the skewed distribution function of the pusher ions is slowly equilibrated
from collisions with itself and the fuel, described by the second slope. We see that at 0.6
[ns], approximately 1.55× 1016 carbon ions have mixed into the fuel. In terms of fmix, this
accounts for about 3% of the fuel. However, if we use another measure for the mix, based on
the initial amount of fuel ions, NDT,init, in a similar Omega ICF hydrodynamic simulation
[129], NC,mix/NDT,init ≈ 7.8%.
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Figure 8.27: Inferred experimental mix from reference [126].
These nonlinear simulation have been able to provide more insight into the time depen-
dent behavior of the double-layer induced mix phenomena. This is expected as the theoretical
calculations did not take into account: 1) depletion of carbon material due to mixing (i.e.
a constant density, nC = 5 × 1021 [cm−3], was assumed at the interface at all times), 2)
finite back-scattering of the pusher material from the fuel region, and 3) dissipation of field
strength at longer times. Nonetheless, a similar level of mixing is numerically confirmed at a
time prior to the hydrodynamic shock breakout (≈ 0.6 [ns]). In an Omega experiment with
a similar configuration, an experimental mix amount of about 10% was inferred. Refer to
Figure 8.27. In Figure 8.27, the dashed lines show the mix fraction from a hydrodynamic
mix model which assumes zero mix at the center of the fuel, while the solid lines are fitted
without any assumptions in mix at the center. Note that the inferred mix fraction from the
experiment is at a later peak compression time (≈ 2[ns]), after the hydrodynamic shock has
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Figure 8.28: Kinetic mix depth of carbon ion into fuel at t ≈ 0.6[ns].
broken out of the interface. If one considers that the hydrodynamic shock will only cause an
increase in mix at later times, the 3 ∼ 7.8% value that we measure at the early time can be
considered to be the correct order of magnitude.
Finally, we present the mix depth of the carbon ions. The depth of carbon ion mix
into the fuel is measured based on the definitions for xnDT=2.5 and xtail at t = 0.6[ns]. In
Figure 8.28, the carbon distribution function phase-space plot is shown with the approximate
location of xnDT=2.5 and xtail. It is seen that approximately 96[µm] of mix depth is achieved at
t = 0.6[ns]. This is to be compared to a hydrodynamic model for a similar Omega experiment,
which infers approximately 6.8 [µm] mix at peak compression time t ≈ 2 [ns] [126]. The
fully kinetic simulation predicts a much deeper mix compared to what hydrodynamic models
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predict.
8.11 Conclusion
In this study, we have applied the newly developed moment-based accelerator algorithm
for the Vlasov-Fokker-Planck-Ampère system to simulate an early time charge-separation
and kinetically enhanced mixing of pusher ions into the fuel. The approximate CPU time to
perform the entire simulation was a week. In contrast, if one was to use a vanilla explicit time-
integration algorithm, it would take approximately two years. Therefore, we demonstrated
the necessity of the new algorithm.
A range in the electric field strength predicted by theory (109 ≤ E ≤ 1010[V/m]) was
observed in the simulation and the structure of double-layer and pre-sheath was confirmed.
Additionally, carbon ion acceleration to above it’s sound speed was achieved in the pre-sheath
region, prior to entering the double-layer. This is also consistent with theory. The double-
layer field strength at later times was consistent with those measured in experiments [124]
and was observed to stay longer with an increase in the driver strength, also as predicted by
theory. At later times, we measure a carbon ion mix amount of approximately 1.55×1016 into
the fuel for the base case, which accounted for approximately 3% based on the fmix measure
(equation (8.24)) and approximately 7.8% based on the initial total fuel ion in the capsule,
at t ≈ 0.6[ns]. This value is also consistent with the theoretical predictions made by [130].
When compared to a similar Omega experiment [126], the fractional mix amount is also
consistent. Finally, the mix depth that is predicted by the kinetic simulation is shown to be
much deeper than what the hydrodynamic mix models can predict, even at earlier times prior
to peak-compression. With all the preliminary observations made, and the agreement with
theory and experiment, the new mix mechanism may provide further insights into the early
time mix of pusher material measured in experiments, but not predicted by hydrodynamic
models.
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Conclusions
In this dissertation, we have: 1) developed a moment-based acceleration algorithm to effi-
ciently converge the nonlinearly coupled Vlasov-Fokker-Planck-Ampère system when ∆t is
chosen to step over the stiff electron time-scales and heavy pusher ion collision time-scales,
and 2) applied the new algorithm to solve a kinetic plasma physics problem for an iner-
tial confinement fusion (ICF) application. Specifically, we have investigated the early time
charge-separation field, multi-species, and kinetically enhanced mix of pusher material into
the fuel. In this final chapter, we 1) review, and highlight the important work that was re-
quired to develop the algorithm, and 2) summarize the discovery made on the mix physics of
the fuel-pusher interface, due to kinetic ions and a self-consistent charge-separation electric
field.
9.1 Review of the Algorithm Development
In this dissertation, we have developed a charge and energy conserving HOLO moment-
based accelerator to algorithmically accelerate the convergence of a standard Picard (source)
iteration for a Vlasov-Fokker-Planck-Ampère system. In order to develop the algorithm, we
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have performed a separate development on:
1. moment acceleration of a collisionless plasma physics problem (chapter 4),
2. charge, momentum, and energy conserving discretization for a collisionless plasma on
an Eulerian grid (chapter 5),
3. moment acceleration of a collisional, neutral gas kinetics problem (chapter 6).
Finally, in chapter 7, we have combined the techniques developed and experience gained
in chapters 4, 5, and 6 to develop a moment-based accelerator algorithm for the coupled
Vlasov-Fokker-Planck-Ampère system. We review some of the key developments required
for each aspect of the final algorithm.
Moment Acceleration of a collisionless plasma physics problem
In chapter 4, we developed a moment acceleration algorithm to accelerate the convergence
of a standard Picard iteration applied to a collisionless Vlasov-Ampère system. The new
algorithm allowed one to efficiently step over the inverse electron plasma frequency, ω−1p,e
when no collisions were considered. The key algorithmic developments were in 1) exposing
the stiff hyperbolic waves in the LO system through the use of a density normalized stress-
tensor, and 2) the use of the discrete consistency term. Without either, a discretely consistent
HO and LO solution, and efficient convergence of the solution could not be obtained.
Charge, momentum, and energy conserving discretization for a collisionless
plasma on an Eulerian grid
In chapter 5, we developed a moment acceleration algorithm, together with a charge, mo-
mentum, and energy conserving discretization of a Vlasov-Ampère system, applied to an
Eulerian grid. Being able to preserve the discrete conservation properties is critical for long
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time-integration problems for the credibility of the solution. The key algorithmic develop-
ment was in introducing two additional discrete nonlinear constraints which enslaved the
momentum conserving density to the charge conserving density and charge conserving flux
to the energy conserving flux. The additional nonlinear constraints required a nonlinear
discretization for the Vlasov equation. We have demonstrated that this nonlinearity in the
discretization can be efficiently absorbed in the HOLO iteration, thus not introducing any
additional solver cost compared to a non-conservative scheme.
Moment acceleration of a collisional neutral gas kinetics problem
In chapter 6, we developed a moment acceleration algorithm for a collisional neutral gas
kinetics problem. The new algorithm allowed one to be able to step over stiff collision
time-scales without the complication of fields. The key algorithmic developments were in
1) introducing an energy equation into the LO system, 2) developing a flux interpolation
consistency term for a collocated mesh LO system, and 3) developing a collisional moment
consistency term which takes into account the lack of collisional invariance of the BGK
collision operator in the discrete system. We have demonstrated that the combination of
the three developments allowed the algorithm to be applied to a strong shock tube problem
with a wide variation in the Knudsen number.
Moment acceleration of a Vlasov-Fokker-Planck-Ampère system
In chapter 7, we have combined the charge, momentum, and energy conserving Vlasov-
Ampère discretization with an energy conserving discretization of a reduced Fokker-Planck
operator to develop a charge and energy conserving Vlasov-Fokker-Planck-Ampère (VFPA)
system. We have combined the experience developed in chapters 4, 5, and 6 in order to
develop a HOLO moment based acceleration algorithm for the VFPA system. The key
additional algorithmic developments were 1) exposing the stiff electron thermal conduction
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physics in the LO system, and 2) introducing a consistency term in the HO system in order
to take into account the interpolation error associated from interpolating the LO cell-face
number density flux to cell-center for the collisional drag operator. In particular, we have
demonstrated that without the exposure of the electron thermal conduction physics in the
LO system, the iterative scheme can become unstable. Additionally, without the energy
equation, the number of HOLO iterations can become large when ∆t  τee. Therefore,
the new algorithm allows one to investigate long-time integration problems while efficiently
stepping over stiff electron time-scales.
9.2 Review of the Interface Physics
When a laser impinges on the ICF fuel capsule, a coronal plasma will form and blow-off
of the surface. This will generate a rocket-like momentum source inwards to the fuel. As
the laser continues to impinge on the capsule, a thermal radiation wave will propagate
inward. The thermal radiation wave will ionize both the capsule and the fuel as it prop-
agates. This sets up an ionization gradient at the fuel-pusher interface, which will act as
a source of a strong double-layer electric field. A traditional single fluid neutral radiation
hydrodynamic (SFNRH) code cannot capture: 1) this field, 2) multi-species effects, and
3) kinetic effects. Using the newly developed moment-based acceleration algorithm for the
Vlasov-Fokker-Planck-Ampère system, we have studied: 1) the early time structure of the
charge-separation electric field and its sensitivity, 2) the effect of the electric field in sus-
taining the kinetic effects for a sustained duration, and 3) the pusher ion mix into the fuel.
More importantly, without the new algorithm, one cannot investigate this particular problem
due to CFL stability constraints of explicit algorithms and inefficiencies of classic implicit
algorithms. We summarize the results of the observations made from the simulation of the
early time fuel-pusher interface physics.
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Charge-Spearation Field, Pre-Sheath and Ion Acceleration
We observe that the electric field transitions through two stages in which the first stage is
the classic charge-separation field observed very early on similar to that illustrated in Figure
8.4 and the second stage evolves into a double-layer electric field with similar structure to
those illustrated in Figure 8.5. Based on a parametric study of the early time field strength
by varying the initial conditions, several expected trends were observed such as a stronger
and longer sustained electric field with an increase in the driver strength. Additionally, the
strength of the initial field computed from simulation is consistent with what is predicted by
the double-layer theory [130] (109 ≤ E ≤ 1010[V/m]). Furthermore, the evolved double-layer
field is seen to be sustained at a 109[V/m] level, similar to what is measured in experiments
discussed in reference [124]. It is seen from Figure 8.18 that the double-layer electric field
sets up at the carbon ion contact surface. In the region prior to the this double-layer, a
pre-sheath structure is predicted to exist from theory. The electric field in the pre-sheath
zone will accelerate the carbon ions to above their sound speed such that the carbon ions will
enter the double-layer zone at a supersonic velocity. In Figure 8.19, we confirm the existence
of a pre-sheath field behind the double-layer which indeed does accelerate the carbon ions
to above sound speed.
Sustained Kinetic Effects
From the carbon ion phase-space plot shown in Figure 8.19, it can be seen that the pre-sheath
field accelerates the carbon ions to above sound speed. It is also seen that these carbon ions
are further accelerated once they enter the double-layer to much higher velocities. Once the
carbon ions are accelerated in the double-layer, we observe a beam like structure to form for
the carbon ions on the fuel side. Recall that the temperature is defined as the second thermal
moment of the distribution function and the collision frequency, ναα, is proportional to nα
T
3/2
α
.
Therefore, due to the electric field, the temperature of the distribution function is enhanced,
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making the carbon ions less collisional on the fuel side (or across the contact surface). This
means that due to the strong electric field, and the increase in the temperature, the beam
structure (kinetic structure) can be maintained for a long time. This can be clearly seen by
observing the Knudsen number of the carbon ions at later times as shown in Figure 8.25. It
is clearly seen that even at t ≈ 70[ps], Kn 1, which necessitates the importance of kinetic
modeling in accurately modeling the pusher mix at early times of capsule implosion.
Mix of Pusher into Fuel
Based on the early time electric field, the pusher ion acceleration to supersonic velocities,
and enhancement of kinetic effects, a non-hydrodynamic mixing of carbon ions is predicted.
Specifically, the numerical simulation shows that at t ≈ 0.6[ns], approximately 1.55 × 1016
carbon ions are predicted to mix, prior to the hydrodynamic shock breaking out of the
interface. This value agrees well with the theoretical prediction made in reference [130].
Furthermore, this value also agrees well with the experimental measurement from reference
[126]. It is also seen that the depth of pusher ion mix into the fuel is predicted to be much
deeper than what hydrodynamic mix models can predict.
9.3 Future Work
We have considered the reduced Fokker-Planck operator as the collision operator in this
study. We have acknowledged that this collision operator will be overly dissipative for the
high speed particles and will hence limit the mix amount of pusher ions into the fuel. To
obtain a more accurate mix, one must hence consider the full Fokker-Planck operator in
terms of the Rosenbluth potential [116]. However, this will require one to depart from the
traditional approaches of moment-based accelerators. The diffusion and drag coefficients for
the full Fokker-Planck operator in terms of the Rosenbluth potential are not completely in
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terms of trivial moments (i.e. n, nu, U). Therefore, closure of these coefficients from LO
quantities becomes a challenge. In order to address this issue, one may need to resort to a
partial expansion of the collision operator in terms of some physics based basis polynomials.
For a strongly collisional system, one may resort to a hermite-sonine polynomial expansion
of the collision operator. In the strongly collisional limit, the first few expansions will cap-
ture the asymptotic Maxwellian structure. However, this will not be rigorously solving the
full collision operator. Therefore, we introduce a consistency term in the HO system in
order to retrieve the original equation, similar to what is discussed in Appendix F. For a
non-collectively interacting electron transport, one may wish to model the forward peaked
Fokker-Planck collision operator using the forward peaked moments to expand the collision
operator (Appendix H). By doing so and solving the moment equations in the LO system
and performing a partial expansion of the collision operator in the HO system in terms of
forward peaked moments, one may be able to capture the asymptotic solution structure in
the LO system and accelerate the underlying source iteration for the HO system. This will
be left for future consideration.
We have also assumed one dimensional in configuration space and one dimensional in
velocity space (1D1V) for our Vlasov-Fokker-Planck-Ampère system on a Cartesian geometry
with open boundaries. There are two important geometric limitations with the current
capability. First, an actual ICF capsule is spherical in nature and hence there exists a finite
extent in domain size. Additionally, at later times of t ≈ 0.6 [ns] where shock breakout is
expected to occur, significant compression of the fuel and pusher will take place in an actual
spherical geometry as more materials are transported to the smaller, central region. With
the current open boundary assumption, this compression cannot be modeled. Furthermore,
the 1V assumption inherently causes an over dissipation of particles of all speeds due to
the 1V limitation allowing particles to travel either forwards, or backwards. Therefore, for a
more realistic modeling of the ICF fuel-pusher mix, we will consider developing the algorithm
with 1D2V capability in a spherical geometry.
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Appendix A
Exposure of Stiff Hyperbolic Wave in the
VA LO System
The exposure of stiff electron plasma waves through the use of a density-normalized stress-
tensor becomes clear by investigating the linear dispersion relation of a fluid (moment)
system:
∂n
∂t
+
∂
∂x
nuα = 0 , (A.1)
n
(
∂uα
∂t
+
1
2
∂u2α
∂x
)
=
qα
mα
nE − ∂
∂x
(
nαKbTα
mα
)
, (A.2)
0
∂E
∂t
+
∑
α
qαnuα = 0 . (A.3)
Here,
[
nαKbTα
mα
+ u
2
α
2
]
represents the definition of our normalized total stress-tensor in 1D. For
linearization, we consider n = n0 + n˜, uα = uα,0 + u˜α, E = E0 + E˜ where the subscript 0
indicates some fixed equilibrium term, and the tilde indicates a small perturbation. Assuming
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a homogeneous plasma (n0 = constant, u0 = E0 = 0, T0 = constant), dropping high-order
terms and expanding, the linearized system reads:
∂n˜
∂t
+
∂
∂x
(n˜uα,0 + n0u˜α) = 0 , (A.4)
mαn0
∂u˜α
∂t
= qn0E˜ −KbTα∂n˜
∂x
, (A.5)
0
∂E˜
∂t
+
∑
α
qαn0u˜α = 0 . (A.6)
Using the ansatz, A˜ = Acei(kx−ωt), where Ac is the Fourier amplitude, and combining the
resulting equations, we obtain the following dispersion relation,
−1 +
∑
α
ω2p,α
ω2 − k2v2th,α
= 0. (A.7)
Here, k is the wave vector, ω is the wave frequency, ω2p,a is the plasma wave frequency for
the α species, and v2th,α is the thermal velocity of the α species. Assuming vth,i  ωk  vth,e,
ωp,i  ω, and kλD  1, we obtain the familiar dispersion relation for an isothermal ion
acoustic wave,
ω2
k2
=
1
mi
KbTe
1 + k2λ2D
+
KbTi
mi
. (A.8)
Without the density normalization, we cannot recover this dispersion relation.
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JFNK to Solve for VA LO moment
System
The LO system is by itself a nonlinear equation that requires an iterative solution. In this
study, a Picard semi-implicit linearization technique was used as a preconditioner for JFNK.
In our semi-implicit scheme, the fastest time-scale physics are solved implicitly while other
physics with slower time-scales are lagged from iteration to iteration. Now reconsider our
semi-discretized, semi-implicit linearized LO moment system for ion, electron and Ampére
equation.
nLO,k+1,ze − nLO,ke
∆t
+
∂
∂x
nuLO,k+1,ze = 0 (B.1)
nuLO,k+1/2,ze − nuLO,ke
∆t/2
+
∂
∂x
nLO,k+1/2,ze S˜
HO,k+1/2
e −
qe
me
nLO,k+1/2,z−1e E
LO,k+1/2,z − γHOnuenLO,k+1,ze = 0 (B.2)
nLO,k+1,zi − nLO,ki
∆t
+
∂
∂x
nuLO,k+1,z−1i = 0 (B.3)
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nu
LO,k+1/2,z
i − nuLO,ki
∆t/2
+
∂
∂x
nLO,k+1/2,zS˜HO,k+1/2 −
qi
mi
n
LO,k+1/2,z−1
i E
LO,k+1/2,z − γHOnui nLO,k+1,zi = 0 (B.4)
0
ELO,k+1,z − ELO,k
∆t
+ qenu
LO,k+1/2,z
e + qinu
LO,k+1/2,z
i
−
〈
qenu
LO,k+1/2,z−1
e + qinu
LO,k+1/2,z−1
i
〉
(B.5)
Here, the superscript z denotes the LO Picard iteration index and k is the time index. This
set of linearized equations allows for a semi-implicit scheme to form a linear system to solve
for one variable in terms of others and iterate on slow physics by a Picard iteration. The
linearization allows a construction of a single parabolic equation for nuLO,k+1/2,ze from an
initially hyperbolic system of equations. The equation is solved for nuLO,k+1/2,ze and from
back substitution, the new nLO,k+1,ze , Ek+1,z, nu
LO,k+1,z
i and n
LO,k+1,z
i are calculated and the
process is repeated until some convergence tolerance is met.
JFNK is a synergistic method between the classic Newton’s method and Krylov method.
The method works by approximating the Jacobian-vector product (matvec), Jv from finite
differencing,
Jv ≈ G (u+ v)−G (u)

. (B.6)
Where G, u, v, and  are the nonlinear residual vectors defined in equation (4.44), the
solution vector, Krylov vector, and some small perturbation factor respectively. This matvec
is evaluated as a function evaluation call in a Krylov solver at each Krylov iteration to
effectively solve for the Newton system,
Jzδuz = −Gz , (B.7)
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for δuz. Here, the superscript z is the Newton iteration index rather than Picard. The
Krylov linear iteration is continued until some tolerance is met. With each Krylov solve to
invert the Newton system, the solution is updated as,
uz+1 = uz + δuz , (B.8)
until some nonlinear tolerance is achieved. For this study, GMRES was used for the Krylov
solver [59]. A left preconditioning technique was employed by using two passes of a semi-
implicit Picard method presented above as a physics-based preconditioner (PBP). For a
detailed discussion of JFNK and PBP, refer to [62, 63].
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Asymptotic Preserving Time
Discretization
We discuss the asymptotic preserving time-discretization treatment of the BGK collision
operator. Recall that in section 6.4.1 we have treated the streaming operator using Crank-
Nicholson while using a different discretization for the collision operator. Consider the semi-
discretized BBGK equation with a constant collision time-scale,
fn+1 − fn
∆t
+
v
2
∂
∂x
(
fn+1 + fn
)
=
fn+1M − fn+1
τ
. (C.1)
Here, the superscript n is the time-index. We use the Ansatz,
fn+1 = f˜n+1eikx, (C.2)
and
fn+1M = f˜
n+1
M e
ikx, (C.3)
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in which k is the wave-vector, to obtain,
f˜n+1 − f˜n
∆t
+
ivk
2
(
f˜n+1 + f˜n
)
=
f˜n+1M − f˜n+1
τ
. (C.4)
Grouping terms and solving for f˜n+1, we find:
f˜n+1 =
f˜n+1M + f˜
nτ
(
1
∆t
− ivk
2
)
1 + τ
(
1
∆t
+ ivk
2
) . (C.5)
Taylor-expanding about τ/∆t and truncating at first order, we find:
f˜n+1 ≈ f˜n+1M
(
1− τ
∆t
− ivkτ
2
)
+ f˜n
(
τ
∆t
− ivkτ
2
)
. (C.6)
To order τ/∆t, we obtain the following,
f˜n+1 ≈ f˜n+1M +O (τ/∆t) , (C.7)
which is the correct asymptotic result for ∆t τ . If we instead treat the collision operator
in a Crank-Nicholson fashion, we obtain,
f˜n+1 ≈ 1
2
(
f˜n+1M + f˜
n
M
)
+O (τ/∆t) , (C.8)
which is not the correct asymptotic solution for ∆t τ .
We develop a general θ-scheme which adjusts the time-discretization of the collision
operator, depending on the local value of τ . The design constraint is to produce a second-
order scheme when ∆t τ , and the correct asymptotic result for ∆t τ . We propose the
following scheme,
fk+1 − fk
∆t
+
v
2
(
∂f
∂x
k+1
+
∂f
∂x
k)
= θk
fk+1M − fk+1
τ k+1
+
(
1− θk) fkM − fk
τ k
. (C.9)
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Here, 0.5 < θk < 1.0 is the time-centering variable, which is defined as:
θk = 0.5 +
0.5
1 + τ k/∆t
. (C.10)
This expression has the correct limits when ∆t τ , we obtain Crank-Nicholson,
lim
τk/∆t→∞
θk = 0.5, (C.11)
and when ∆t τ , we obtain backward Euler,
lim
τk/∆t→0
θk = 1, (C.12)
which assures an asymptotic preserving time discretization. The parameter is evaluated
using the previous time-step value for τ since, for the problems of interest (shocks), we
follow the acoustic CFL and the solution is assumed to not vary significantly from time-step
to time-step.
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VFPA LO System: Continuity,
Momentum, and Ampère’s Equation
The HOLO algorithm with the LO system comprising of continuity, momentum, and
Ampère’s equation is discussed. The HO system is:
fk+1,zαi,j − fkαi,j
∆t
+ vαj
f̂
k+1/2,z
αi+1/2,j − f̂k+1/2,zαi−1/2,j
∆xi
+
∣∣vαj ∣∣ ξk+1,z−1αi+1/2,j f̂k+1,∗,zαi+1/2,j − ξk+1,z−1αi−1/2,j f̂k+1,∗,zαi−1/2,j∆xi +
qα
mα
E
k+1/2,z
i
{
f˜
k+1/2,z
αi,j+1/2 − f˜k+1/2,zαi,j−1/2
∆vαj
+ φk+1,z−1αi
f˜k+1,∗,zαi,j+1/2 − f˜k+1,∗,zαi,j−1/2
∆vαj
}
−
Ns∑
β
{
νHO,LOαβi
[
DHO,LOαβi
∂vfα|i,j+1/2 − ∂vfα|i,j−1/2
∆vαj
+
w˜LOαβi,j+1/2 f˜αi,j+1/2 − w˜LOαβi,j−1/2 f˜αi,j−1/2
∆vαj
]}k+1/2,z
.(D.1)
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Here, νHO,LOαβi is evaluated using a combination of HO and LO quantities, for example
νHO,LOeei = 9.174× 10−17
(
THOei
)3/2
nLOei
,
and similarly, for DHO,LOei ,
DHO,LOeii =
THOei
me
+
THOii − THOei
mi
+
(
uLOei − uLOii
)2
+ γHOeii
.
The LO system is,
nLO,k+1αi − nHO,kαi
∆t
+
nu
LO,k+1/2
αi+1/2 − nuLO,k+1/2αi−1/2
∆xi
= 0. (D.2)
nuLO,k+1αi+1/2 − nuHO,k+1αi+1/2
∆t
+
(
nLOαi+1S˜
HO
2,αi+1
− nLOαi S˜HO2,αi
)k+1/2
∆xi+1/2
− qα
mα
(
nLOα E
)k+1/2
i+1/2
+
Ns∑
β 6=α
{
νHO,LOαβ n
LO
α
(
uLOα − uLOβ
)}k+1/2
αi+1/2
− γHO,k+1nuαi+1/2 = 0. (D.3)
0
Ek+1i+1/2 − Eki+1/2
∆t
+
Ns∑
α
qαnu
LO,k+1/2
αi+1/2
= 0. (D.4)
Here, S˜HO2,αi is the density normalized stress tensor which exposes the stiff isothermal wave in
the LO system [75] and is defined as the second moment of the distribution function,
S˜HO2,αi =
∑Nv
j=1 ∆vαjv
2
αj
fαi,j∑Nv
j=1 ∆vαjfαi,j
. (D.5)
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The consistency term, γHO,k+1nuαi+1/2 is now defined as,
γHO,k+1nuαi+1/2
=
nuHO,k+1αi+1/2 − nuHO,k+1αi+1/2
∆t
+
(
nHOαi+1S˜
HO
2,αi+1
− nHOαi S˜HO2,αi
)k+1/2
∆xi+1/2
− qα
mα
(
nHOα E
)k+1/2
i+1/2
+
Ns∑
β 6=α
{
νHOαβ n
HO
α
(
uHOα − uHOβ
)}k+1/2
αi+1/2
. (D.6)
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Block Preconditioning for VFPA LO
System
The LO system is solved with a Jacobian-Free Newton-Krylov (JFNK) solver. For LO
JFNK solver, we use a iterated block preconditioning strategy for the separate species. The
iterated lower block tridiagonal preconditioning system is shown in equation (E.1). The
preconditioning system is only approximately solved by two passes of block Jacobi iteration
of equation (E.1). Here, z is the Jacobi iteration index, J is the approximate block Jacobians,
and δM is the Newton updates whereM is the solution of choice (δne , δnue, δUe, δE, δni,
δnui, δUi). The first block will solve for the coupled electron moment and Ampère system
to capture the electron thermal conduction and electron plasma wave. The ion moment
equations are solved with the most recent δne, δnue, δUe and δE. The purpose for the ion
block solve is to capture the ion plasma wave physics when we step over ω−1p,i .
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
Jnene Jnenue 0 0 0 0 0
Jnuene Jnuenue JnueUe JnueE 0 0 0
JUene JUenue JUeUe JUeE 0 0 0
0 JEnue 0 JEE 0 0 0
0 0 0 0 Jnini Jninui 0
Jnuine Jnuinue 0 JnuiE Jnuini Jnuinui JnuiUi
JUine 0 JUiUe JUiE JUini JUinui JUiUi


δnze
δnuze
δU ze
δEz
δnzi
δnuzi
δU zi

=
−

Fne
Fnue + Jnueniδn
z−1
i + Jnuenuiδnu
z−1
i
FUe + JUeniδn
z−1
i + JUenuiδnu
z−1
i + JUeUiδU
z−1
i
FE + JEnuiδnu
z−1
i
Fni
Fnui
FUi

. (E.1)
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Discrete Consistency Terms for VFPA
The purpose of the discrete consistency terms for the ion energy equation is similar to the
collisionless plasma physics application [75], where they only enforce the discrete truncation
error between the HO and LO system. However, for the electrons, the discrete consistency
terms have the additional role of picking up the missing physics in the Braginskii closure
(kinetic effects) as proposed in the nonlinear diffusion acceleration (NDA) method for neutron
transport application [51]. In NDA, the LO current is approximated through the Fick’s law,
and the D̂ consistency term picks up both the truncation error and the physics.
In the continuum, both the LO and the HO system solve the same problem. However,
after discretization, different truncation errors appear in each system. There is no guarantee
that at this point, the two systems solve the same discrete problem. The introduction of the
discrete consistency term γHO,k+1nuαi+1/2 in the momentum equation and γ̂
HO,k+1/2
Uα,i+1/2
, and ηHO,k+1/2αi
in the energy equation enslave the discretization error of LO system to the discretization of
the HO system. This is similar to the neutron transport [51], photon transport [53], and the
collisionless plasma physics application of the HOLO method [75].
We discuss next the different consistency terms associated with the HO and LO systems.
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F.0.1 LO Consistency Terms
The discrete consistency terms required by the LO system are similar in motivation to the
other applications, but differ in the form. Firstly, the continuity equation does not have a
discrete consistency term. Due to the staggered mesh in the LO system, as long as discrete
consistency is enforced on the cell face number density flux, the discrete consistency between
the HO and LO continuity equation is ensured. The need for the discrete consistency in the
momentum equation, γHOnuαi+1/2 , is motivated to enforce discrete consistency in the cell face
number density flux (which automatically satisfies discrete consistency in the continuity
equation) and is defined as,
γHO,k+1nuαi+1/2
=
[nu2/n+ P ]
HO,k+1/2,z
αi+1
− [nu2/n+ P ]HO,k+1/2,zαi
∆xi+1/2
−
qα
mα
nHO,k+1/2α E
k+1/2 +
Ns∑
β 6=α
{
νHOαβ n
HO
α
(
uHOα − uHOβ
)}k+1/2
i+1/2
. (F.1)
For the energy equation, the formulation of the consistency terms, γHO,k+1Uαi+1/2 and η
HO,k+1
Uαi
closely resembles that from the gas dynamics application of the HOLO algorithm [118].
The consistency terms are not computed by the evaluation of the LO energy equation with
HO moment quantities. Instead, we develop the two terms by understanding the physical
definition of a local conservation equation and target the purpose of the consistency terms
to pickup the discrete truncation error of the separate advection, and source term operator.
The purpose of the γHO,k+1/2Uαi+1/2 is to pick up the lack of discrete consistency in the LO
numerical flux estimation of the advection terms with the discrete 2nd moment of the nu-
merical flux of the HO streaming operator (terms a© and b© in equation (7.33)). This is to
say, the following relationship is not satisfied, for ions and electron:
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For ions:
[
û
(
Û + P̂
)]HO,k+1/2
αi+1/2
+ Q̂HO,k+1/2αi+1/2 = Ŝ
HO,k+1/2
3,αi+1/2
+ Ξ̂k+1,∗3,αi+1/2 ,
For electrons:
[
û
(
Û + P̂
)]HO,k+1/2
αi+1/2
− κ̂
HO,k+1/2
αi+1/2
mα
T
HO,k+1/2
αi+1 − THO,k+1/2αi
∆xi+1/2
= Ŝ
HO,k+1/2
3,αi+1/2
+ Ξ̂k+1,∗3,αi+1/2 .
Here, ŜHO,k+1/23.αi+1/2 and Ξ̂
k+1,∗
3,αi+1/2
are the discrete 2nd moments of the terms a© and b© in equation
(7.33),
Ŝ
HO,k+1/2
3,αi+1/2
=
1
2
Nv∑
j=1
∆vαjv
2
αj
vαj f̂
k+1/2
αi+1/2,j
, (F.2)
Ξ̂HO,k+1,∗3,αi+1/2 =
1
2
Nv∑
j=1
∆vαjv
2
αj
∣∣vαj ∣∣ f̂k+1,∗αi+1/2,j . (F.3)
Therefore, γHO,k+1Uαi+1/2 for the ion energy equation is given as,
γ̂
HO,k+1/2
Uα,i+1/2
= Ŝ
HO,k+1/2
3,αi+1/2
+ Ξ̂k+1,∗3,αi+1/2 −
{[
û
(
Û + P̂
)]HO,k+1/2
αi+1/2
+ Q̂HO,k+1/2αi+1/2
}
, (F.4)
and for electron energy equation as,
γ̂
HO,k+1/2
Uα,i+1/2
= Ŝ
HO,k+1/2
3,αi+1/2
+ Ξ̂k+1,∗3,αi+1/2 −{[
û
(
Û + P̂
)]HO,k+1/2
αi+1/2
− κ̂
HO,k+1/2
αi+1/2
mα
T
HO,k+1/2
αi+1 − THO,k+1/2αi
∆xi+1/2
}
. (F.5)
The purpose of the ηHO,k+1/2Uαi consistency term is to pickup the lack of enforcement of
the discrete integration by parts property of the discrete velocity space operators in the HO
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system. That is to say, the following relationship is not satisfied,
{
qα
mα
nuHO,k+1/2αi E
k+1/2
i +
Ns∑
β 6=α
{ναβ [Dαβnα − (S2,α − nuαuβ)]}HO,k+1/2
}
= VHO,k+1/2αi ,(F.6)
where, VHO,k+1/2αi is the discrete 2nd moment of the discrete velocity space operators (terms
c©, d©, e©, and f©),
VHO,k+1/2αi =
1
2
Nv∑
j=1
∆vαjv
2
αj
{
qα
mα
E
k+1/2
i
[
f˜
k+1/2
αi,j+1/2 − f˜k+1/2αi,j−1/2
∆vαj
+ φk+1αi
f˜k+1,∗αi,j+1/2 − f˜k+1,∗αi,j−1/2
∆vαj
]
−
Ns∑
β
{
νHOαβi
[
DHOαβi
∂vf˜αi,j+1/2 − ∂vf˜αi,j−1/2
∆vαj
+
w˜HOαβi,j+1/2 f˜αi,j+1/2 − w˜HOαβi,j−1/2 f˜αi,j−1/2
∆vαj
]}k+1/2 .(F.7)
Therefore, ηHO,k+1Uαi for both species are computed as,
ηHO,k+1/2αi = VHO,k+1/2αi −{
− qα
mα
nuHO,k+1/2αi+1/2 E
k+1/2
i+1/2 −
Ns∑
β 6=α
{ναβ [Dαβnα − (S2,α − nuαuβ)]}HO,k+1/2i
}
. (F.8)
We recall an important subtlety in the closure of the electron heat-flux. We have chosen
to close the electron heat-flux using a Braginskii approximation. Here, the consistency term,
γHOUαi+1/2
, picks up the discrete truncation error, but also picks up the physics mismatch
between the HO and LO system while exposing the majority of the fast, electron thermal
conduction physics in the LO system. This is a similar concept as the drift current correction
in the NDA application of the HOLO method [51]. In the NDA application, one uses a
diffusion approximation for the LO current, and the consistency term is used to 1) pick up
the discretization mismatch between the HO and LO system, and 2) pickup the physics error
in the LO diffusion approximation.
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F.0.2 HO Consistency Terms
The discrete consistency terms associated with the HO system are discussed. From equation
(7.33), the collision operator requires the diffusion coefficient, Dαβ, the collision frequency,
ναβ, and the thermally fluctuating random velocity, wαβ, evaluated in terms of the LO solu-
tion. Recall that Dαβ, ναβ, and wαβ are all nonlinear functions of moments. The collisional
diffusion coefficient for like-species interaction is defined as,
DLOααi =
TLOαi
mα
= 2
(
ULOαi − 0.5
(
nuLOαi
)2
/nLOαi
)
nLOαi
.
The LO system provides, nLOαi , nu
LO
αi+1/2
, and ULOαi . Therefore, for the cell centered number
density flux, nuLOαi , some interpolation must be performed. One may wish to naively choose
a linear interpolation,
nuLOαi =
nuLOαi+1/2 + nu
LO
αi−1/2
2
.
However, this definition is inconsistent with the true cell centered number density flux,
defined as,
nuHOαi =
Nv∑
j=1
∆vαjvαjfαi,j ,
i.e.,
nuHOαi+1/2 + nu
HO
αi−1/2
2
6= nuHOαi .
The interpolation from the cell face flux to the cell center introduces a unique interpola-
tion error. In order to address this interpolation error mismatch, a number density flux
interpolation error consistency term is defined as,
γHOnu,intαi = nu
HO
αi
−
nuHOαi+1/2 + nu
HO
αi−1/2
2
. (F.9)
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The purpose of the consistency term is to enslave the interpolated cell center flux to the
true HO definition of the cell center flux. This allows the LO interpolated cell center flux to
converge to the true HO cell center flux upon nonlinear convergence. The LO cell centered
number density flux is computed as,
nuLOαi =
nuLOαi+1/2 + nu
LO
αi−1/2
2
+ γHOnu,intαi , (F.10)
and the LO fluid velocity as,
uLOαi =
nuLOαi
nLOαi
=
nuLOαi+1/2
+nuLOαi−1/2
2
+ γHOnu,intαi
nLOαi
. (F.11)
This definition for LO fluid velocity must be used in computing TLOαi , ν
LO
αβ , DLOαβi , and w
LO
αβi
,
for the collision operator of the HO system.
We have presented the discrete, energy conserving ∗αβ for the light-to-heavy species in-
teraction reduced Fokker-Planck operator in section 7.3.1. Since ∗αβ is not in terms of any
trivial moments (n, nu, U), it is not immediately clear how to evaluate this term with the LO
quantities. We choose to evaluate αβ using the original definition, with a discrete consistency
term to make it energy conserving,
DLOαβi
∣∣
mα<mβ
=
TLOαi
mα
+ LOαβi + γ
HO
,αβi
. (F.12)
Here, γHO,αβi is the discrete consistency term that will enforce energy conservation of the
collision operator between species α and β,
γHO,αβi = 
∗
αβi
− HOαβi . (F.13)
We use LOαβi to capture the majority of the thermal equilibration effect between the two
species, and γHO,αβi is simply used to pick-up the small discrete effect that enforces discrete
energy conservation. Here, one may argue that since αβ scales as the mass ratio and is small,
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the term may be closed completely using ∗. αβ is indeed small for electron-ion coupling,
however, is non-negligible for ionα − ionβ coupling. Therefore, it becomes important to be
able to evaluate  in terms of LO quantities if one wishes to step over ν−1iαiβ .
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Appendix G
Picard Iteration for a 0D1V
Fokker-Planck Equation
Consider the 0D1V Fokker-Planck equation for species α as:
∂fα
∂t
=
Ns∑
β
ναβ {Dαβ∂vvfα + ∂v [(v − uβ) fα]} . (G.1)
To solve equation (G.1) using a Picard iteration, we semi-discretize in time using a backward
Euler scheme (for simplicity) at time-step, k, and introduce a Picard iteration index, z, as:
fk+1,zα − fkα
∆t
−
Ns∑
β
νk+1,z−1αβ
{
Dk+1,z−1αβ ∂vvf
k+1,z
α + ∂v
[(
v − uk+1,z−1β
)
fk+1,zα
]}
= 0. (G.2)
Here, the implicit collision frequency, νk+1,z−1, and collisional diffusion coefficient, Dk+1,z−1,
are computed from the number density, nk+1,z−1α , fluid velocity, uk+1,z−1α , and temperature,
T k+1,z−1α , at the previous Picard iteration, z − 1 as:
nk+1,z−1α =
〈
1, fk+1,z−1α
〉
v
, (G.3)
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uk+1,z−1α =
〈
v, fk+1,z−1α
〉
v〈
1, fk+1,z−1α
〉
v
, (G.4)
T k+1,z−1α = mα
〈(
v − uk+1,z−1α
)2
, fk+1,z−1α
〉
v
〈1, fk+1,z−1〉v
. (G.5)
νk+1,z−1αβ = ν
k+1,z−1
αβ
(
nk+1,z−1α , n
k+1,z−1
β , T
k+1,z−1
α , T
k+1,z−1
β
)
, (G.6)
Dk+1,z−1αβ = D
k+1,z−1
αβ
(
nk+1,z−1α , n
k+1,z−1
β , u
k+1,z−1
α , u
k+1,z−1
β , T
k+1,z−1
α , T
k+1,z−1
β
)
. (G.7)
With the lagged evaluation for ν, u, and D, equation G.2 is linearized and can be solved for
fk+1,zα . The Picard iteration algorithm for solving equation (G.2) is summarized in Algorithm
10:
Algorithm 10: Picard iteration algorithm for solving the Fokker-Planck equation.
1 Set z = 1;
2 while Fokker-Planck equation not converged do
3 Compute nk+1,z−1α , uk+1,z−1α , and T k+1,z−1α from equations (G.3), (G.4), and (G.5);
4 Compute Dk+1,z−1αβ , and ν
k+1,z−1 from equations (G.7) and (G.6);
5 Solve equation (G.2) for fk+1,zα ;
6 Increment z = z + 1;
7 Check convergence from equation (7.67);
8 end
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Appendix H
Moment Acceleration of a Purely
Differential HO System
We discuss the extension of the moment-based accelerator concept to the angular Fokker-
Planck collision operator, which is a purely differential HO system. We first begin by pre-
senting the 1D transport equation with the angular Fokker-Planck operator with absorption
and fixed internal source,
µ
∂ψ
∂x
+ Σaψ =
Σtr
2
[
∂
∂µ
(
1− µ2) ∂ψ
∂µ
]
+
Q
2
. (H.1)
We now define the forward peaked moment of the angular flux as,
Ml =
∫ µ=+1
µ=−1
(1− µ)l ψdµ =
〈
(1− µ)l , ψ
〉
µ
. (H.2)
We will now take the lth forward peaked moment of the transport equation,
∂
∂x
〈
(1− µ)l µ, ψ
〉
µ
+ Σa
〈
(1− µ)l , ψ
〉
µ
=
Σtr
2
〈
(1− µ)l , ∂
∂µ
(
1− µ2) ∂ψ
∂µ
〉
µ
+
〈
(1− µ)l , Q
2
〉
µ
. (H.3)
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Now, defining, µ˜ = 1−µ, we will expand and treat each term in the moment of the transport
equation in terms of µ˜. Starting with the streaming operator,
(1− µ)l µ = µ˜lµ = −µ˜l (1− µ− 1) = −µ˜l (µ˜− 1) = µ˜l − µ˜l+1, (H.4)
therefore, the streaming moment in terms of µ˜, with the definition,
dµ = −dµ˜ , (H.5)
becomes,
〈(
µ˜l − µ˜l+1) , ψ〉
µ
= − 〈(µ˜l − µ˜l+1) , ψ〉
µ˜
=
(Ml −Ml+1) . (H.6)
The absorption term,
Σa (1− µ)l ψ = Σaµ˜lψ , (H.7)
is simply,
−Σa
〈
µ˜l, ψ
〉
µ˜
= ΣaMl . (H.8)
The internal fixed source,
(1− µ)l Q
2
= µ˜l
Q
2
, (H.9)
defining the lth moment of the internal source as,
Ql = − 〈µ˜l, Q〉
µ˜
, (H.10)
becomes,
−1
2
〈
µ˜l, Q
〉
µ˜
=
Ql
2
. (H.11)
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Finally, the Fokker-Planck operator,
(1− µ)l ∂
∂µ
(
1− µ2) ∂ψ
∂µ
, (H.12)
can be rewritten using the identity,
(
1− µ2) = (1 + µ) (1− µ) = − (1− µ− 2) µ˜ = − (µ˜− 2) µ˜ = 2µ˜− µ˜2 , (H.13)
and,
∂
∂µ
=
∂
∂µ˜
∂µ˜
∂µ
= − ∂
∂µ˜
, (H.14)
as:
−Σtr
2
〈
µ˜l, ∂µ˜
(
2µ˜− µ˜2) ∂µ˜ψ〉µ˜ . (H.15)
Now performing integration by parts twice, we rewrite the moment of the Fokker-Planck
operator as,
Σtr
2
(
2l2Ml−1 − l (l + 1)Ml) for l > 0 . (H.16)
Therefore, our lth forward peaked moment of the transport equation is written as,
∂
∂x
[Ml −Ml+1]+ ΣaMl = Σtr
2
[
2l2Ml−1 − l (l + 1)Ml]+ Ql
2
. (H.17)
Now, we expand the angular flux, ψ, in terms of orthogonal Legendre polynomials,
ψ (x, µ) =
∞∑
n=0
Pn (µ)ψn (x) , (H.18)
where Pn (µ) is the Legendre polynomial of order n and ψn (x) is the Legendre moment
of the angular flux. We now re-expand the Legendre polynomial in terms of the forward
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peaked polynomial, µ˜l. Without going into details, we acknowledge that the Legendre basis
polynomial can be re-expanded in terms of µ˜. For illustration purposes of the method, we
present the first four terms of the Legendre polynomial in terms of µ˜ instead of µ,
• P0 (µ) = 1 = µ˜0,
• P1 (µ) = µ1 = 1− µ˜1,
• P2 (µ) = 12 (µ2 − 1µ0) = 32 µ˜2 − 3µ˜1 + 1µ˜0,
• P3 (µ) = 12 (5µ3 + 3µ1) = 12 (−5µ˜3 + 15µ˜2 − 15µ˜1 + 5µ˜0).
From orthogonality, the Legendre moment of the angular flux can be calculated by weighting
the expression in equation (H.18) by Pn and taking the inner product over µ,
ψn =
1
a2n
〈Pn, ψ〉µ , (H.19)
where a2n is some normalization factor for the nth Legendre moment of the angular flux.
Therefore, we can re-expand the Legendre moment of the angular flux in terms of the forward
peaked moment of the angular flux. From linearity, the first four Legendre moment in terms
of the forward peaked moment is,
• ψ0 = 1a20 [M
0] ,
• ψ1 = 1a21 [M
0 −M1] ,
• ψ2 = 1a22
[
3
2
M2 − 3M1 +M0] ,
• ψ3 = 1a23
[
1
2
(−5M3 + 15M2 − 15M1 + 5M0)] .
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Therefore, the Fokker-Planck collision operator can be expanded as,
Σtr
2
∂
∂µ
[(
1− µ2) ∂ψ
∂µ
]
=
Σtr
2
∂
∂µ
[(
1− µ2) ∂
∂µ
∞∑
n=0
ψnPn
]
=
Σtr
2
∂
∂µ
[(
1− µ2) ∂
∂µ
∞∑
n=0
Pn
n∑
l=0
bnlMl
]
. (H.20)
Here, bnl is the coefficient for the nth Legendre index for the lth forward peaked moment of
the angular flux. Now that the Fokker-Planck collision operator is expanded in terms of the
forward peaked moments of the angular flux, we wish to explore the structure between the
transport equation and the forward peaked moment equations. Recall the forward peaked
moment equation in equation (H.17),
∂
∂x
[Ml −Ml+1]+ ΣaMl = Σtr
2
[
2l2Ml−1 − l (l + 1)Ml]+ Ql
2
.
As observed, equation for Ml is coupled with the equation for Ml+1 and Ml−1 through
the streaming and collision moment terms. In solving the moment equation, a truncation
must be made such as to close the system of equations. However, suppose if a true ML+1
can be supplied (say from the actual solution of the original transport equation) such that
a truncation is not necessary, a closure can be self-consistenty performed such as to not
introduce any truncation error and reconstruct the true angular flux, ψ. Similarly, if we
have the exactMl that satisfied the transport equation, we can satisfy the moment equations
exactly such that ψ =
∑L
n=0 Pn
∑n
l=0 bnlMl is satisfied. This unique structure between the
transport equation and the moment equation will be used to construct a moment-based
accelerator scheme to accelerate the convergence of the purely differential Fokker-Planck
collision operator. We now define a coupled system of higher-dimensional (HO) transport
equation and a lower-dimensional (LO) moment equations,
HO equation:
µ
∂ψ
∂x
HO
+ Σaψ
HO =
Σtr
2
∂
∂µ
[(
1− µ2) ∂
∂µ
L∑
n=0
Pn
n∑
l=0
bnlMLO,l
]
,
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LO equations:
∂
∂x
[MLO,0 −MLO,1]+ ΣaMLO,0 = Q0
2
∂
∂x
[MLO,1 −MLO,2]+ ΣaMLO,1 = Σtr
2
[
2MLO,0 − 2MLO,1]+ Q1
2
∂
∂x
[MLO,2 −MLO,3]+ ΣaMLO,2 = Σtr
2
[
8MLO,1 − 6MLO,2]+ Q2
2
...
∂
∂x
[MLO,L −MHO,L+1]+ ΣaMLO,L = Σtr
2
[
2L2MLO,L−1 − L (L+ 1)MLO,L]+ Ql
2
.
There are two significant modification to the original transport equation and moment equa-
tions that are important to point out. The first modification is in the finite truncation
performed in the HO equation for the collision operator. It is observed that the Legendre
polynomial expansion of the angular flux expansion in the collision operator is truncated at
Lth order. The second modification is that for the Lth LO moment equation, the ML+1 is
closed using the HO calculation for MHO,L+1. The truncation in the collision operator is
performed in order to be implemented on a computer. This is a significant modification as
the expansion will only recover the original collision operator in the limit of n→∞. There-
fore, this truncation introduces a truncation error to the collision operator. We wish to fix
this issue by adding an operator consistency term, γFP , such that we return the original HO
equation without any truncation,
µ
∂ψ
∂x
HO
+ Σaψ
HO =
Σtr
2
∂
∂µ
[(
1− µ2) ∂
∂µ
L∑
n=0
Pn
n∑
l=0
bnlMLO,l
]
+ γFP . (H.21)
The γFP acts to pick up the truncation error introduced in the series truncation of the
angular flux in the Fokker-Planck operator,
γFP = −Σtr
2
∂
∂µ
[(
1− µ2) ∂
∂µ
L∑
n=0
Pn
n∑
l=0
bnlMHO,l
]
+
Σtr
2
∂
∂µ
[(
1− µ2) ∂ψ
∂µ
HO]
.(H.22)
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Therefore if,MLO,l =MHO,l, for all l, we recover the original Fokker-Planck collision oper-
ator and the HO and LO equations are self-consistently satisfied. Hence, when performing
a discretization of ψ on a mesh, we will still require a transport sweep and source iteration.
However, the hope of the accelerator is that the moment equation will provide an accelera-
tion to the collision source such that it will reduce the required source iteration. The hope is
that the moment solution will effectively provide both, the spatial and angular structure of
ψ that results from the collision operator in a much efficient manner compared to a standard
source iteration.
251
Curriculum Vitae
RESEARCH INTERESTS AND
BACKGROUND: A broad interest in
computational physics algorithm develop-
ment and implementation, with emphasis
on kinetic plasma physics, both collision-
less (PIC) and collisional (Vlasov-Fokker-
Planck). Strong interest in inertial confine-
ment fusion (ICF) physics and applications.
PERSONAL INTERESTS: Having fun
and spending quality time with friends and
families. Rock climbing, mountaineering,
running, camping, snowboarding, playing the
piano, violin, etc.
BEVERAGE OF CHOICE: Scotch
EDUCATION UNIVERSITY OF NEW MEXICO, Albuquerque, NM
Ph.D. in Nuclear Engineering, May 2014
Dissertation: Moment-Based Accelerators for Kinetic Problems with
Application to Inertial Confinement Fusion
Advisors: Dr. Anil K. Prinja, Dr. Dana A. Knoll
UNIVERSITY OF IDAHO, Idaho Falls, ID
M.S. in Nuclear Engineering, Aug. 2010
Thesis: Development of a Jacobian-Free Newton-Krylov Method with
Kinetic Enslavement to Implicitly Solve Vlasov-Poisson System in
Plasma Physics
Advisors: Dr. Fred Gunnerson, Dr. Dana A. Knoll
EMBRY-RIDDLE AERONAUTICAL UNIVERSITY, Prescott, AZ
B.S. in Space Physics, Dec. 2007
Thesis: Numerical Investigation of Magnetohydrodynamic Flow Control
through a Nozzle
Advisors: Dr. Shigeo Hayashibara, Dr. Phillip Anz-Meador
EXPERIENCE 2014-current XCP-6, Plasma Theory and Applications Group
Computational Physics Division, Los Alamos
National Lab. (LANL), Post-Doctoral Research
Associate
Mentors: Dr. Andrei Simakov, Dr. Luis Chacòn
252
2011-2014 T-3, Solid Mechanics and Fluid Dynamics Group
Theoretical Division, Los Alamos National Lab.
(LANL), Graduate Research Assistant
Mentor: Dr. Dana A. Knoll
2008-2010 Center for Space Nuclear Research/Multi-
Physics Methods Group, Idaho National Lab.
(INL), Next Degree Student, Research Scientist,
CFD Technician
Mentors: Dr. Steve Howe, Dr. Dana A. Knoll
2006 Hbar Technologies, LLC, Summer Intern, Machine
Technician
Mentor: Dr. Gerald Jackson
2006 Embry-Riddle Aeronautical University,
Teacher’s Assistant for Fluid Dynamics,
Teacher’s Assistant for Thermodynamics
Professor: Dr. Shigeo Hayashibara
ACTIVITIES Member of the American Physical Society (APS), the Society for
Industrial and Applied Mathematics (SIAM), American Institute of
Aeronautics and Astronautics (AIAA), and the American Nuclear
Society (ANS).
PUBLIC.: W.T. Taitano, L. Chacón, “Charge-and-Energy Conserving Moment-
PEER REV. Based Accelerator for a Multi-Species Vlasov-Fokker-Planck-Ampère
System, Part I: Collisionless Aspects,”, J. Comp. Phys., in preparation.
W.T. Taitano, D.A. Knoll, L. Chacòn, “Charge-and-Energy Conserv-
ing Moment-Based Accelerator for a Multi-Species Vlasov-Fokker-Planck
Ampère System, Part II: Collisional Aspects,”, J. Comp. Phys.,
in preparation.
W.T. Taitano, D.A. Knoll, “Modeling of Kinetic Mix of High-Z Pusher
Material into Fuel for ICF Omega Targets,” , Phys. of Plasmas,
in preparation.
W.T. Taitano, D.A. Knoll, L. Chacòn, J. Reisner, A.K. Prinja,
“Moment-Based Acceleration for Neutral Gas Kinetics with BGK Coll-
ision Operator,” Transp. Theory and Stat. Phys., (2014), accepted.
253
J.A. Willer, W.T. Taitano, D.A. Knoll, “Leveraging Anderson Acc-
eleration for Improved Convergence of Iterative Solutions to Transport
Systems,” J. Comp. Phys., (2014), submitted.
G. Chen, L. Chacòn, C. Leibs, D. Knoll, W. Taitano, “ Fluid Precon-
ditioning for Newton-Krylov-Based, Fully Implicit, Electrostatic Particle-
in-Cell Simulations,” J. Comp. Phys., 258 (2013), pp. 555-567.
W.T. Taitano, D.A. Knoll, L. Chacòn, G. Chen, “Development of a
Consistent and Stable Fully Implicit Moment Method for Vlaosv-Ampère
Particle-in-Cell (PIC) System,” SIAM J. Sci. Comp., 35, 5, (2013), pp.
S126-S149.
R.C. Martineau, R.A. Berry, A. Esteve, K.D. Hamman, D.A. Knoll,
H. Park, W. Taitano, “Comparison of Natural Convection Flows under
VHTR Type Conditions Modeled by both the Conservation and Incom-
pressible Forms of the Navier-Stokes Equations,” Nuc. Eng. and Design,
240, 6, (2010), pp. 1371-1385.
D. Gaston, G. Hansen, S. Kadioglu, D.A. Knoll, C. Newman,H. Park,
C. Permann, W.T. Taitano, “Parallel Multiphysics Algorithms and
Software for Computational Nuclear Engineering,” J. of Phys.: Conf-
erence Series, 180, (2009), 012012.
PUBLIC.: J. Webb, B. Gross, W. Taitano, “Conceptual Design of a CERMET
TALKS NTR Fission Core using Multiphysics Modeling Techniques,” 47th
AIAA/ASME/SAE/ASEE Joint Propulsion Conference & Exhibit AIAA
-2012-5947, (2011).
H. Park, D. Gaston, S. Kadioglu, D. Knoll, R. Martineau, W. Taitano,
“Tightly Coupled Multiphysics Simulations for Pebble Bed Reactor,”
Intern. Conf. on Math., Comput. Meth. & Reactor Phys., (2009).
W.T. Taitano, S. Hayashibara, “Numerical Investigatioin of Magneto-
hydrodynamics Flow Control through a Nozzle,” 44th AIAA/ASEM/
SAE/ASEE Joint Propulsion Conference & Exhibit AIAA-2008-4960,
(2008).
254
