Abstract. New instrumentation has been developed that is dedicated to the measurement of surface morphology with high resolutions and short acquisition times. Sinusoidal phase-shifting interferometry is demonstrated to provide within an acquisition time of only a few milliseconds topographic images with ∼1 nm height precision, ∼1 µm lateral resolution, and a few tens of pm sensitivity. A white-light scanning microscope is also under development, using an in-house developed high speed, intelligent CCD camera, the first tests of which demonstrate the feasibility of providing topographic images of deep surface relief (several microns to several tens of microns) within less than 0.3 s. The useful lateral field of view can be extended by employing image "stitching" while maintaining a high lateral resolution.
Introduction
In the development of new semiconductor materials, characterization plays a key role in improving the fabrication techniques and in controlling the required material properties. For studying surface morphology, the analytical tools available are often destructive (stylus profiler, scanning electron microscopy (SEM)...), time consuming and limited to hard surfaces that do not change shape over the measurement period. Even atomic force microscopy (AFM) can damage certain fragile surfaces such as HgI 2 . Interference microscopy is proving to be a useful analytical tool for analyzing surface morphology of materials and microsystems. The period between successive 3D views of today's interference microscopy systems is often limited to a few seconds to a few minutes, depending on the depth of roughness, the axial resolution and the number of pixels processed.
The aim of the present work is to explore some of the possibilities of extending the performance of interference microscopy in order to move towards real-time measurement and to extend the field of view in the three dimensions while maintaining high lateral resolution (<1 µm). a e-mail: dubois@optique.espci.fr
Real-time phase-shifting interference microscopy
Phase-shifting interferometry [1] [2] [3] (PSI) applied to microscopy is a very effective method for obtaining high resolution three-dimensional topographic images of relatively smooth surfaces [4] [5] [6] [7] [8] [9] . This noncontact and nondestructive method is however generally limited to imaging static objects in a mechanically stable environment because of long measurement times. Indeed, PSI requires the acquisition of several frames of interferograms to calculate a phase map using various algorithms [2, [10] [11] [12] [13] [14] [15] [16] [17] . A topographic image of the object surface can then be obtained from the phase map after removing the 2π phase discontinuities [18] . In PSI techniques, the phase is usually shifted step by step between each measurement. When the phaseshift is mechanically induced, inertia limits the operation speed. The phase can also be shifted continuously while the interference signal is being integrated. This so-called integrating-bucket technique allows faster operation than phase stepping. In this technique, the phase is usually shifted linearly in a sawtooth-like manner [4, 19, 20] . PSI using sinusoidal phase modulation has been proposed in a Michelson interferometer by making the reference mirror oscillate [21, 22] . Whereas a sawtooth-like oscillation becomes distorted at high frequency, a sinusoidal oscillation remains steady, allowing higher operation speed. We have developed an interference microscope based on PSI, where the phase shift is induced by the oscillation of an interferometric objective to create a sinusoidal phase modulation. This microscope is able to provide high resolution topographic images within an acquisition time of only a few milliseconds.
Experimental set-up
The experimental setup is depicted in Figure 1 . It is based on a commercial microscope using a Michelson or Mirau interferometric objective (see Fig. 2 ) mounted on a piezoelectric transducer (PZT) to make it oscillate at the frequency f . In each pixel (x, y) of the interferometric image, the signal intensity can be written as
whereĪ(x, y) is the average intensity, A(x, y) is the amplitude of the interference fringes and φ(x, y) is the phase to be measured. The objective oscillation creates a sinusoidal phase modulation. The signal I(t) is integrated successively over the four quarters of the modulation period in a parallel manner by all the pixels of a CCD camera (256 × 256 pixels), operating at 4f . Series of four frames (E 1,2,3,4 ) are obtained, that are used to calculate and produce a phase map in real time using the following formula [23] :
The PZT oscillation is controlled by an amplifier/position servo controller using an internal sine function (at 50 Hz).
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The peak-to-peak amplitude of the PZT oscillation is adjusted to the optimum value (Ψ/2π)λ = 0.39λ, where λ is the optical wavelength. The CCD camera is triggered by another power generator delivering a TTL signal (at 200 Hz). The two generators are synchronized with an adjustable phase in order to adjust the parameter θ to the optimum value of 0.96. These particular values for the parameters Ψ and θ are those for which the influence of the additive noise is minimized [23] . The microscope uses Köhler illumination with a 250-W DC-supplied quartz tungsten halogen lamp. An interference filter centered at 450 nm is used to reduce the spectral bandwidth of the source to a few nanometers and center the mean wavelength in the violet-blue to increase the lateral image resolution. The series of four frames can be averaged over several periods before calculating the phase map to improve the signal to noise ratio. The phase map is unwrapped using a branch-cut unwrapping algorithm [18] . The relative height profile h of the object, corresponding to the height difference between the surface of the object and the surface of the reference mirror, is related to the phase φ by the formula:
where β is a factor depending on the numerical aperture of the system [24] [25] [26] [27] [28] [29] [30] [31] . The factor β can be calculated using different approaches [24] [25] [26] [27] [28] [29] [30] [31] . We prefer a measurement of the factor β because the actual numerical aperture of the objective is not well-known [29] . Moreover, the effective numerical aperture of the system can be modified by the aperture iris diaphragm opening. We determine the factor β for a given microscope objective and a given aperture diaphragm iris opening by measuring the actual fringe spacing, which is equal to λβ/2. This measurement is performed by recording the interference signal intensity at several pixels while a mirror is scanned through focus. The resulting plots, consisting of interference fringes, are then interpolated and the average fringe spacing is calculated. The measured height profiles correspond to the difference between the object and reference surfaces. To accurately determine the surface profile of the object itself, the reference surface must be flat and smooth enough. Otherwise, the reference surface profile must be measured and subtracted. This measurement can be done using an ultra-smooth mirror. Another technique involves averaging a number of measurements of a smooth mirror [32] . Between each measurement, the mirror is moved by a distance greater than the correlation length of the surface. The generated reference surface profile can then be subtracted from subsequent measurements so that they do not contain errors due to the reference surface [32] .
Performances and applications
The absolute accuracy for height measurements was estimated by using a calibrated step (VLSI Standards). By taking a large number of independent measurements of this step height (modulation parameters and focus readjusted each time) the repeatability was estimated to be of the order of 1 nm. The lateral resolution, depending on the numerical aperture is between 0.5 and 5 µm. Topographic images of devices from the integrated circuit industry are shown in Figure 3 . The noise was measured by taking the difference between two phase maps acquired successively. The standard deviation of this difference yields the rms total noise. At the maximal frequency of 50 Hz, the noise was measured to be ∼230 pm. As expected, averaging several frames reduces the noise. At 1 Hz (50 frame series averaged), a noise level of ∼35 pm was attained. For longer exposure times, the experimental results deviate from the shot-noise limit due to diverse sources of instability (mechanical vibration, thermal drift, etc.) which begin to appear. Smoothing the images can reduce the noise to ∼20 pm without significant loss of lateral resolution. An image of a polished silicon wafer is shown in Figure 4 to illustrate the low noise level reached with an acquisition time of 1 s.
Real-time, extended field of view white-light scanning microscopy
Phase-shifting interferometry (PSI) techniques can be used to obtain fast, three dimensional profiles of surfaces with high precision. However PSI suffers from phase ambiguity problems. For reliable removal of discontinuities the phase must not change more than 2π or λ/2 in height between two adjacent pixels. Thus conventional PSI is limited to the measurement of relatively smooth and continuous surfaces. Multiple-wavelength phase-shifting techniques have been developed where a longer wavelength source is synthesized by taking multiple measurements using two or more shorter visible wavelengths [33, 34] . These methods can extend the range of conventional singlewavelength techniques but are still limited by the depth of field of the microscope objective. An alternative method of determining surface height involves the use of low coherence light as the source in an interferometer and measuring the degree of fringe modulation, or coherence, instead of the phase of the interference fringes [35] .
In low coherence interference microscopy, broadband illumination such as that from a halogen source is normally used to reduce the temporal coherence of the light and the resulting fringe pattern is the sum of the patterns at each wavelength, giving a short packet of the familiar "white-light" fringes. In order to approximate such a fringe system, we can consider a set of sinusoidal fringes along the optical axis z, having a wavenumber σ 0 , the mean value of the source, modified by the coherence function C(z) due to the low coherence of the light source. If we consider a single point in the image, and the intensity of the offset is I 0 (z), the intensity I(z) received by the CCD camera target can be approximated by:
A phase offset term α is introduced to account for the phase change on reflection from the sample surface in the presence of a complex refractive index [36] . One problem with using a broadband source is that the average wavelength detected by a typical CCD camera is between 600 nm and 700 nm, that limits the lateral resolution. This can be slightly improved by filtering out the longer wavelengths, but to obtain a narrow enough envelope, light having a wavelength range from at least 400 nm to 700 nm is required, giving an average wavelength of 550 nm. To reduce the wavelength further, a narrow band source is required. If a narrow band interference filter is used with a halogen source to produce quasi-monochromatic light, the fringe envelope can be controlled by the narrow depth of field of a high power objective, thus enabling a shorter wavelength to be used and giving a higher lateral resolution [37, 38] . The envelope is then approximately described by a "sinc" function, determined from the intensity distribution along the optical axis Z of a microscope in the image plane, I (z ), normalized to unity for z = 0, due to a point source in the object plane:
where Z = (πA 2 z )/(2λn ) and A and n are the numerical aperture and refractive index in the image space. In an experimental system, the fringes within the fringe envelope can be measured by stepping the sample along the optical axis, and measuring the intensity at each pixel. Using an algorithm for detecting the fringe envelope and the position of its peak at each pixel in the image, a full 3D picture of the surface can be built up. A number of different algorithms exist for detecting the fringe envelope and its peak. The simplest is detection of the peak of the zero-order fringe (PFSM -Peak Fringe Scanning Microscopy) [39] . More complex algorithms make use of the variance [5] , demodulation [40] , Fourier techniques [41] , wavelet transform techniques [42] and monitoring of the fringe visibility using phase shifting [43] .
A real-time white-light scanning interference (WLSI) microscope is under development, based on a Leica DMR-X microscope equipped with ×10, ×20 and ×40 Mirau interference objectives (see Fig. 2 ). A narrow band interference filter with a center wavelength of 448 nm in the blue-violet part of the spectrum is available for reducing the wavelength of the light, giving an improvement in lateral resolution of 26% compared with using white light [37] . The sample is mounted on a 100 µm range PZT (with LVDT linear feedback control) for Z scanning, that is mounted on high precision motorized tables for scanning in X and Y . A standard CCIR CCD camera is used for normal measurements, with an 8 bit depth imaging board mounted in the PC which is based on a 1 GHz Pentium III processor, with 256 Mb of RAM. The algorithms used in the present study were PFSM and; a modified form of PFSM, subtracting the background intensity (I 0 (z) in Eq. (4)) to reduce the adverse effects of large defocus. A modified form of the demodulation technique was also developed, using image processing on the rotated matrix of a complete set of sampled images stored in RAM [44] . In the present studies this algorithm was not used though, as the PFSM algorithms were found to be faster when processing the large image formats on the main PC processor. The practical axial sensitivities for the PFSM techniques are 3-180 nm, depending on the sampling step. Measurement of an engraved 2.77 µm step in quartz (Taylor Hobson calibration step) showed a measurement precision of the WLSI system of 50 nm, the main sources of the errors being imprecisions in the piezo position and in the algorithms used. These can be reduced using more precise PZT positioning and with the more advanced algorithms. The high speed feasibility study was carried out with the CAMRECORD high speed CCD camera from Optronis GmbH, using a frame speed of 500 i/s and an image depth of 8 bits. High speed image processing was carried out on an FPGA (Field Programmable Gate Array) based processing board, using configurable gates to give a highly parallel processing architecture. This enabled the PFSM algorithm to be fairly easily implemented and to achieve the very high processing speed required.
High lateral resolution, large area analysis
In order to obtain large field of view images, low power objectives can be used, but at the expense of lateral resolution. To maintain high lateral resolution, one can use a larger CCD array until the whole field of view of the microscope is reached (giving a small field of view for high NA objectives). Another solution is to take several images of the sample at different positions using a high NA objective and to "stitch" the images together [44, 45] . Whereas a single 3D image is relatively easy to obtain, many different positional errors are introduced when the sample is moved laterally. To reduce these errors, the imaging system is first calibrated for XY displacements and then two neighboring 3D images are made with a slight overlap. Comparison between the two regions of overlap enables the two images to be adjusted for "tip" (tilt in X), "tilt" (tilt in Y ) and "piston" (offset in Z) and lateral position. Successive images are thus corrected to make up a single coherent image. Manually, image "stitching" takes approximately half an hour per image pair, and takes into account both the lateral positioning errors as well as axial errors. This time can be reduced to a few seconds using appropriate automation software [44, 45] , but presently this only corrects axial errors, the lateral positioning precision being dependant on the accuracy of the system calibration and the motorised tables. Figure 5 shows a complete diffractive optical element (DOE) made in photo-resin on silicon that has been measured with the modified PFSM algorithm and Leica Mirau objective (40 × 0.6 NA). Manual image "stitching" of 2 × 3 images was used to give a field size of 531 × 555 µm (1302 × 1361 pixels). The high lateral resolution of 0.46 µm enables full analysis of wall height and slope, top and bottom roughness and DOE basic element shape. This study was part of a project for developing a new technique for the rapid prototyping of DOE's using direct excimer laser ablation [46] .
Deep roughness, fragile materials
Single images of small size (256 × 256 pixels) on medium roughness structures (R t < 10 µm) are relatively easy to obtain with WLSI. For the measurement of larger image areas on deeper structures (R t = 10−100 µm), one can meet various problems that lead to many invalid measurement points, depending on the algorithm used. Being a noncontact method, WLSI is an appropriate technique for measuring the surface morphology of fragile materials such as mercuric iodide (HgI 2 ) [44, 47] and lead iodide (PbI 2 ) [44] used in nuclear detectors. PbI 2 is a good candidate for use in large size X-ray imaging flat panels. Thin polycrystalline films of PbI 2 (50−100 µm thick) made from solution, give a series of large (a few micrometers to a few tens of micrometers) hexagonal crystalline platelets typically 1−10 µm thick. Before coating with a protective layer, these films are brittle and must be handled with care. Analytical methods involving surface contact are ruled out. Care must be taken in studying PbI 2 with SEM since the material undergoes fast degradation under intense electron irradiation. The challenges of using interference microscopy to measure PbI 2 over a large imaging area are the large depth (50−100 µm) and the large variation in the reflectivity which can be over a factor of 100. Some initial trials with the ×40 Mirau objective for an image size of 760 × 572 pixels (the whole CCD target area) showed that the modified PFSM algorithm gave the fewest invalid measurement points (see Fig. 6 ). To increase the number of valid measurement points, a larger imaging depth (10 bits for example) is required, to be able to cope with the large variation in fringe modulation in a single image on very rough samples such as PbI 2 .
Feasibility of real-time, deep roughness measurement
Typical measurement times with WLSI using a standard CCIR CCD camera and PC processing are from a few seconds to several minutes, depending on the image size and the depth of roughness. To move towards real-time deep roughness measurement with WLSI, the problem is the large number of images to be acquired and processed, typically from 50 to 300, depending on the depth. These have to be acquired, processed and the final height image converted to a 3D view. A feasibility test was performed using separate components at each of the three stages to see what sort of times could be expected to be achieved. The axial scan with the PZT was performed continuously with a sawtooth function at a frequency of 5 Hz. Using the CAMRECORD CCD camera, 52 images of 512 × 512 pixels (8 bits) were recorded in 0.1 s (Fig. 7(a) ), which could be processed using the basic PFSM algorithm on an FPGA board in 0.2 s (Fig. 7(b) ). The PC was then used to produce a 3D view in 0.3 s (Fig. 7(c) ). In the final system these steps will be carried out continuously in parallel, with a small delay for the initial image and with a subsequent total image period of <0.3 s. The example is given on the DOE sample. The feasibility study demonstrates that a subsecond image period can easily be attained without any particular optimization of any of the steps. For example, the longest step was the calculation of the 3D view on the PC due to the use of proprietary software, which should not be too difficult to reduce. The highly parallel architecture of the FPGA board will also enable more sophisticated envelope detection algorithms to be implemented without a sacrifice in processing time. A new CCD based high-speed intelligent camera is being developed in-house for use on this microscope. The image speed is initially 250 i/s for a format of 512 × 512 pixels, with a real depth of 10 bits. The larger image depth will enable a larger dynamic range of fringe signal values to be measured, common in large roughness samples, thus reducing the number of invalid pixel measurements. The images will be input directly to the FPGA using a CameraLink interface, at full speed, the processing being carried out in real time. Such a system will be useful for observing changes in surface morphology during chemical etching, moving parts in MEMS, and even the surfaces of viscous samples.
Conclusions
In conclusion, we have described new instrumentation dedicated to the measurement of surface morphology with high resolutions and short acquisition times.
An interference microscope has been constructed, capable of producing topographic images with a minimum acquisition time of 20 ms. Thanks to the acquisition speed, restrictions due to environmental stability are considerably reduced, making it possible to observe and measure the surfaces of moving objects in 3D. Relieves of a few tens of picometers in height can be detected. The absolute accuracy for height measurement is ∼1 nm with a lateral resolution that can be better than 1 µm. The system can be easily installed on a commercial microscope. Using a faster camera shortens the acquisition time. Operation was demonstrated recently with an 800 Hz camera (image size reduced to 128 × 128 pixels), the acquisition time for a phase map then being only 5 ms.
A WLSI system is in the process of being developed for carrying out high spatial resolution measurements of surface roughness in real time by means of continuous axial scanning and a high speed intelligent camera. It has been demonstrated that it is feasible to achieve an image time of <0.3 s (for 52 images of 512 × 512 pixels with 8 bits depth) and an axial resolution of <0.4 µm using blue/violet illumination. The lateral field of view can be extended while maintaining high lateral resolution using lateral sample scanning and image "stitching". The aim of this work is to provide a new analytical tool for use in semiconductor analysis for large area high lateral resolution measurement, for analysis of fragile materials such as soft crystals (HgI 2 and PbI 2 ) and DOE's in photo-resin and for analyzing surfaces evolving with time such as after chemical etching, MEMS, etc.
