Background For studies with two-by-two factorial designs, the complexity of determining an appropriate futility analysis plan is increased as compared to studies where patients are randomized to one treatment. Issues that must be addressed include the possibility of a significant interaction and the need to determine how to proceed given evidence of futility in one arm. Suggested approaches include a twostage plan, which first assesses futility of the interaction term and proceeds to examine the main effects, given sufficient evidence that no interaction is present, and variations on one-stage plans, which assume the trial will not be stopped for futility in the interaction. Purpose To discuss different approaches to monitoring futility in two-by-two factorial clinical trials and compare their properties.
Introduction
Clinical trials may be stopped prior to the planned completion for several reasons. First, if at an interim time point, the experimental treatment is clearly better than the standard treatment, it would be unethical to continue to treat patients with the standard treatment while delaying access to the new (superior) treatment. Conversely, if the experimental therapy is established as clearly inferior to the standard treatment, it would similarly be unethical to continue randomization. Additionally, trials may be stopped for safety if a treatment under study produces an unacceptable rate of adverse events. Finally, a study could be stopped for futility if it becomes clear prior to the study's completion that the likelihood of finding a significant result is low.
Stochastic curtailment is a common approach to assess futility where the conditional power is calculated at an interim time point as the probability that the null hypothesis will be rejected at the end of the study, given the results obtained to an interim time point, and a fixed value for the future treatment difference [1, 2] . Generally, the original treatment difference assumed during the design phase is taken as the assumption for the 'future' data; however, other possible expected treatment differences can be used that provide a range of values for the conditional power [3] . Typically, a study is stopped for futility if the conditional power falls below some predefined threshold, most commonly either 0.2 or 0.1 for main effects [4] .
Clinical trial factorial designs are often used to assess multiple treatments simultaneously in the context of a single study, and to assess interactions between treatments. Under the assumption of no interactions between treatments, a factorial study in essence allows assessing the efficacy of two (or more) treatments for a cost similar to a single trial assessing a single treatment. In addition, fully factorial designs allow assessing and quantifying interactions; however, sufficient power to detect this interaction requires that the sample size be about four times greater than factorial studies assessing main effects alone [5] . Furthermore, if a significant interaction exists, issues arise in the examination of the main effects for the individual treatments. Although factorial designs permit separate inferences about more than one treatment within a single study, and allow the ability to assess potential interactions between treatments, these benefits are often at odds with each other. That is, the ability to make inference about more than one treatment assumes the absence of an interaction, while the ability to assess interactions relies on an increase in sample size beyond what is necessary to assess the treatment arms simultaneously. The design of factorial studies requires an assumption regarding the existence of an interaction, with profound implications regarding the study size. If one assumes an interaction is present, a rather large study would be required. However, if one assumes no interaction, the study may be underpowered should one actually exist. Thus, often, factorial studies are designed with only one of these two advantages in mind [5] . A common compromise is to design a study without assuming an interaction but declaring that the interaction will be assessed at the time of the final analysis.
Whitehead [6] not only describes a procedure for monitoring efficacy in factorial trials but also acknowledges work to be done. Whitehead's approach determines at an interim time point which treatment combination may be stopped early due to being significantly worse than another, with the interaction only assessed when the final treatment combination is stopped. Others have examined monitoring both efficacy and toxicity jointly (e.g., Refs. [7] and [8] ), or monitoring a single composite endpoint, comprising multiple outcomes [9] . Additionally, methods exist to monitor efficacy for global tests (e.g., Refs. [10] and [11] ); however, the explicit problem of monitoring futility in factorial studies has seemingly received little attention. Thus, this article attempts to fill a gap in the literature by focusing on our experience of monitoring futility in a factorial designed study, the Secondary Prevention of Small Subcortical Strokes (SPS3) Study.
SPS3 is a randomized clinical trial with a two-bytwo factorial design, employed to examine the effect of both an antiplatelet intervention and blood pressure control on stroke recurrence [12] . For the antiplatelet intervention, participants were randomized to receive either aspirin alone, or aspirin plus clopidogrel, while for the blood pressure control arm, participants were randomized to undergo either usual blood pressure control (systolic blood pressure (BP): 130-140 mmHg) or intensive blood pressure control (systolic BP: \130 mmHg). Thus, patients were randomized to one of four combinations of antiplatelet therapy and blood pressure control. Based on data from previous studies, SPS3 was designed assuming no interaction between the two treatments; however, the analysis plan called for assessing the interaction at each interim analysis and at end of the study. If the interaction is not significant, primary analyses will proceed by assessing the time to recurrent stroke in each treatment arm separately. Should a significant interaction be found, the primary analysis will assess appropriate subgroups. The initially proposed interim monitoring plan included three interim looks for efficacy based on the use of Haybittle-Peto bounds and no interim futility assessment. At an early Data and Safety Monitoring Board (DSMB) meeting, the DSMB requested the addition of an interim futility monitoring plan. It was unclear how 'futility' should be defined in this setting, and the literature offered little guidance. Even if one treatment arm is deemed futile at an interim time point, patients would still be recruited and followed in order to assess the other treatment. In order to assess the statistical properties of various approaches, a simulation study was undertaken.
While conditional power approaches for futility monitoring are relatively straightforward for single-factor designs, evaluating multiple factors simultaneously complicates approaches for early termination for futility, and is the focus of this report. If one treatment in a particular arm is shown to be Monitoring futility in 2 3 2 factorial design 251 more effective at an interim time point, all patients should receive the more effective treatment for the remainder of the study, and randomization to the second arm can continue as planned. However, if one treatment in a particular arm is shown to be futile (but not unsafe), there are several different options for assessing futility in the study, and several different decisions can be made based on the outcome of that monitoring. These decisions are influenced by many issues, including adverse event and safety concerns, economic issues, and issues of feasibility.
Motivated by the SPS3 trial, we examine approaches for assessing futility using conditional power in the context of a two-by-two factorial design, in the presence or absence of an interaction, and treatment effects in only one or both arms. While the methodology described herein focuses on conditional power in the SPS3 trial, the concepts can be applied more broadly to decisions regarding futility in factorial studies.
Monitoring futility
Monitoring futility in a two-by-two factorial setting can be achieved in different ways; however, each raises issues regarding making decisions concerning the continuation of the study. One possibility is to assess futility in each treatment arm separately. Different decisions could be made if futility is found in only one arm at an interim assessment. The decision may be made to stop randomizing to the treatment arm deemed futile and continue the study only in the second treatment arm. In subsequent interim analyses, if the second treatment arm is then deemed futile, the study would be stopped. This is akin to conducting futility analyses as if two separate clinical trials were being run, and is easy to implement both statistically and clinically. However, eliminating randomization to the futile arm curtails the ability to make more precise statements about the true difference between the two treatments in that arm at the end of the study, as well as the ability to assess the interaction at the end of the study, especially in studies designed to detect significant interactions.
Another option, given futility is detected in only one treatment arm at an interim analysis, is to continue randomizing to both treatment arms, but only perform subsequent futility analyses on the other arm. Given that the first treatment arm has been deemed futile, the study would stop early concluding futility only if a subsequent interim analysis revealed futility in the second treatment arm. This option allows for ease in interpretation of the final trial results.
A third option, given the conclusion of futility in only one treatment arm at an interim analysis, is to continue to randomize to both arms, as well as to continue to assess futility in both arms, and to stop the study only if both arms are deemed futile simultaneously at a subsequent interim analysis. This option is the only one of the three that is consistent with the idea that the study should stop only if both arms simultaneously reveal that there is little chance of finding any treatment differences at the end of the study. However, this method is a bit more challenging to implement statistically, as this problem is two dimensional, and methodology, assuming each arm is monitored as a separate trial, implies two one-dimensional stopping bounds.
However, all of these previous approaches fail to acknowledge the possibility of an interaction between treatments, and a decision to stop a study could limit the potentially important ability to describe the presence or absence of clinically important effect modification present between the treatments. A final approach to monitoring futility in a two-by-two factorial study that takes this issue into consideration is to assess futility of detecting the interaction, even if the original study design did not call for an interaction. Then, futility will be assessed in the individual treatment arms only once the possibility of detecting a sizeable interaction has been deemed futile. Any of the approaches described above can then be used in evaluating the futility in the individual treatment arms. If an interaction is present, depending on whether it is qualitative or quantitative [13] , the possibility of detecting a treatment difference in an individual arm may appear to be futile when in fact there is a treatment effect present. While this situation is not anticipated in most clinical trials, it also cannot be ruled out without evidence against it. In fact, not considering the interaction in the analysis may be inappropriate -if indeed an interaction exists, reporting the results absent the interaction could lead to erroneous clinical conclusions. However, this approach is difficult to implement, and the statistical properties of the method are not currently described. We will investigate the properties of this approach herein, and compare them to the properties of monitoring futility using one of the options described above.
Simulation study
We performed a simulation study to examine the properties of two of the different approaches to monitoring futility described above: (1) monitoring both arms simultaneously, and continuing to randomize to both arms, even if one arm is deemed futile and (2) assessing futility in each arm only if the possibility of detecting a sizable interaction is deemed futile. In the first approach, although randomization will continue to both arms, futility monitoring will continue only in the arm that has not been deemed futile, and early stopping will occur only if the second arm is deemed futile at a future interim analysis. We chose this approach from those described above after considering the strengths and weaknesses of the alternative approaches. Since we feel that monitoring futility only in a single arm more closely mirrors a single-arm study, continuing to randomize to both arms should be the 'default' approach, unless other factors such as safety concerns warrant stopping randomization to that arm at an interim assessment, in order to ease the interpretation of the final study results. This is different from simultaneous monitoring of both arms, in which the futility boundary is determined based on the joint distribution of the test statistics for each arm.
Although the outcomes from the SPS3 study are time until event data, we simulated 5000 datasets from a Gaussian distribution for ease of interpretation, under several different conditions:
1) The completely null case, in which there was no interaction nor were treatment effects present in either arm; 2) The case of a treatment effect in one arm only, so that no interaction was present, and main effects occurred only for treatment A; 3) The case for which treatment effects occur in both arms, so that no interaction was present, but main effects occurred for both treatments A and B; and 4) The case for which an interaction was present between treatments A and B.
For the fourth condition, we allowed the magnitude of the interaction to be driven by the subgroup analyses, so that the appropriate contrasts within the subgroup analyses had sufficient power to be detected. Furthermore, we assumed both quantitative interactions and qualitative (cross-over) interactions. While it is most often assumed that if an interaction does exist in a clinical trial, it is quantitative in nature [13] , for completeness, we investigated both possibilities. Treatment effects were specified so that the simulation study had 80% power to detect the treatment effect of interest at the end of the study, with a type I error rate of 5% for each test. We considered tests for main effects to be one-sided and the test for the interaction to be two-sided. We examined a sample size of 150 patients, with futility analyses performed after one-third and two-third of the patients were enrolled in the study. Assuming a standard deviation of 1, the conditions above led to a detectable main effect of 0.41, and a detectable interaction (difference in the differences of means, i.e., differences of means for group 'A' vs. 'a' among those randomized to group 'B' between the differences in means for group 'A' vs. 'a' among those randomized to group 'b') of 0.46.
We computed conditional power considering two plausible effect sizes for the 'future' data: the hypothesized effect size and the observed effect size. These were chosen to represent values that include both conservative and anticonservative possibilities. We utilized a futility index of 0.80 for main effects, and 0.50 for interactions. This implies that if the conditional probability that a treatment difference will be observed in the main effect by the end of the study is 0.20 or less, the study would stop early for futility. Similarly, if the conditional probability that a significant interaction will be observed by the end of the study is 0.50 or less, then futility in the interaction would be declared [3] . We used a futility index of 0.50 for the interaction to mimic that agreed upon by the investigators and the DSMB for SPS3, in order to have the ability to detect an 'unexpected' interaction, since the study was not powered to detect one. This allows us to be sufficiently 'liberal' in this decision, so as to avoid the concern with interpreting main effects if an interaction may be present.
Results
Tables 1 and 2 provide the percentage of studies out of the 5000 simulations that were stopped early by the two different monitoring approaches considered: (1) monitoring both arms simultaneously, and continuing to randomize to both arms, even if one arm is deemed futile (referred to as: two-arm monitoring); and (2) assessing futility in each arm only if a sizable interaction is deemed futile (referred to as: interaction monitoring) for each of the different effect sizes utilized in the conditional power calculation. For each of the five different scenarios considered, the percentages of simulated studies that were stopped at each of the first and second interim assessments are presented. The percent of studies that then went to completion can be inferred by subtracting the sum of those stopped at each of the first and second look from 100%. Tables 3 and 4 provide the percentage of studies out of the 5000 simulations for which a correct decision was made in each treatment arm, as well as the average sample number (ASN) required for that combination of each of the five scenarios and the monitoring plan, again for each of the different effect sizes utilized in the conditional power calculation. These results include whether the appropriate result (main effect or subgroup test in the case of a significant interaction) was found at the end of the study. Table 1 indicates that it is not likely to stop a study early and declare that detection of a significant treatment effect is futile after only one-third of Monitoring futility in 2 3 2 factorial design 253 the data are collected, regardless of how the study is monitored, when utilizing the hypothesized effect size for the conditional power calculation. However, under the completely null scenario, the two-arm monitoring method would lead to early stopping for futility after two-thirds of the data are collected 24% of the time, while assessing the interaction first will lead to early stopping for futility 14% of the time. Under this scenario, it appears that the twoarm monitoring plan performs better. This is confirmed by the results in Table 3 , which indicates that the ASN is smaller for the two-arm monitoring plan, under the completely null scenario. The twoarm monitoring plan leads to a correct decision 93% of the time in each arm, while assessing the interaction initially leads to a correct decision approximately as frequently. Neither method leads to a correct decision 95% of the time, likely because we tested our hypotheses in both treatment arms but made no adjustment for the multiple testing. Table 1 . Percentage of studies stopped early for futility by two different monitoring approaches, out of 5000 replicated datasets (N = 150), using the hypothesized effect size for the CP calculation When the observed effect size is used to compute the conditional power, the likelihood of stopping after one-third of the data are collected increases, as indicated in Table 2 . In fact, with the two-arm monitoring method, and using the observed effect size in the conditional power calculation, almost 50% of the studies would be stopped early for futility. And while the proportion of correct decisions does not differ depending on the effect size used for the conditional power calculation, the ASN decreases as the effect size becomes more conservative (Table 4) .
When a treatment effect is present in either one or both arms, or when there is a quantitative interaction present, the two methods of monitoring futility differ little in terms of the frequency of stopping early, the likelihood of making a correct decision, and the ASN, regardless of the effect size used in the conditional power calculation. When a treatment effect is not present in one of the arms, the proportion of times that a correct decision is made for that arm is lower than 95%, again presumably due to the fact that multiple testing was not accounted for.
When a qualitative interaction is present, we find that the two-arm monitoring procedure stops early after two-thirds of the data are collected 23% of the time, while monitoring the interaction initially leads to early stopping for futility after two-thirds of the data are collected only 1% of the time when the hypothesized effect size is used in the conditional power calculation. Neither method stops early for futility after only one-third of the data are collected. As the method for computing conditional power becomes more conservative, the two-arm monitoring procedure leads to early stopping in over 50% of the studies, while monitoring the interaction leads to early stopping in less than 5% of the studies. Monitoring the interaction initially makes a correct decision approximately 60% of the time in each arm, while the two-arm monitoring plan makes a correct decision about one-third of the time in each arm. The ASN is uniformly lower for the two-arm monitoring scheme (Table 4 ), a reflection of that method's tendency to stop early more often than the method in which the interaction is first assessed.
Discussion
In this article, we examined monitoring futility in a two-by-two factorial clinical trial: (1) monitoring both arms simultaneously, and continuing to randomize to both arms, even if one arm is deemed futile and (2) assessing futility in each arm only if a sizable interaction is deemed futile. We simulated several different scenarios in which treatment effects may or may not occur, assessed different methods for computing the conditional power, and compared the frequency of stopping early after one-third and two-thirds of the data are collected. For each, the frequency of making a correct conclusion in each treatment arm, and the ASN between the two monitoring plans were reported.
We chose to assess the approach under which if one arm is deemed futile at the first interim assessment, randomization would continue to occur in that arm even though futility would be assessed only in the other arm, which allows for the ability to make a valid comparison in the arm deemed futile at the end of the study. We did so after weighing the strengths and weaknesses of the different options described above but made some assumptions in choosing, such as the futile arm incurs little to no additional cost to the study, there is a nonthreatening safety profile for the futile arm (i.e., it is ethical to continue to randomized to that arm), and that the conditional power does not increase at the second interim analysis. However, this may not always be the case, and the decision to continue to randomize to a futile arm, as well as the decision to discontinue futility assessments in that arm, should be made after careful consideration from both the study personnel and the safety monitoring board.
In only one scenario was there gain monitoring the interaction prior to assessing the individual Monitoring futility in 2 3 2 factorial design 255 treatment arms. However, this scenario was that of a qualitative interaction, one that does not occur frequently in clinical trials settings. In fact, adjustments in the sample size and monitoring plan made during the design phase are appropriate if a strong qualitative interaction is assumed a priori. In terms of monitoring, a study for which a qualitative interaction was assumed would not assess futility or efficacy in each arm in the absence of consideration of the interaction. In addition, we benefited from designing our simulation study with a particular effect size for the interactions, allowing us to assess conditional power in the interaction utilizing the planned effect size. However, realistically, factorial studies are often not powered to detect a sizeable interaction, but rather to minimize necessary sample size to find significant results in each arm. Although most factorial studies assume that there is not an interaction and are not designed to detect a potentially present interaction, most also recognize the importance of testing this assumption during the analysis phase of the study, underscoring the importance of both monitoring and subsequently testing the interaction. This further complicates monitoring the interaction, as it is unclear what effect size to use for the conditional power calculations. Thus, the two-arm monitoring plan provides the most benefit in a variety of realistic clinical trials settings.
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