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Abstract—Classification techniques based on Artificial 
Intelligence are computational tools that have been applied to 
detection of intrusions (IDS) with encouraging results. They are 
able to solve problems related to information security in an 
efficient way. The intrusion detection implies the use of huge 
amount of information. For this reason heuristic methodologies 
have been proposed. In this paper, decision trees, Naive Bayes, 
and supervised classifying systems UCS, are combined to 
improve the performance of a classifier. In order to validate the 
system, a scenario based on real data of the NSL-KDD99 dataset 
is used. 
Keywords-artificial intelligence; heuristic methodologies; 
intrusiondDetection (IDS); decision trees; supervised dlassifying 
system UCS; naive Bayes 
I. INTRODUCTION 
Currently, Intrusion Detection Systems (IDS) are 
commonplace for network security and computer systems, and 
more and more frequently new forms of attacks, some 
considerably complex, appear [1]. 
The majority of IDS analyzes the traffic of the network and 
rejects whatever intrusion of a user in the information system. 
The analysis completed by the IDS takes places generally at a 
low level, generating isolated alarms and handling an immense 
quantity of information. Other types of IDS utilize what is 
called an anomalies filter that is applied to the information of 
the server and the databases. 
The field of intrusion detection continues as an open 
research line concerning the developing of dynamic 
methodologies that are able to adapt themselves to the 
evolution of the computer attacks, each time more 
sophisticated and complicated. The strategies that IDS utilizes 
can be classified into two groups: detection of incorrect use, 
and detection of anomalies. The methodology of the Intrusion 
Detection Based on Anomalies, the strategy which is discussed 
in this article, is demanding and complex. Although it has 
reached good results, it is not entirely adaptable to the needs of 
the current technologies. 
The detection of the incorrect use of a computer system 
requires the knowledge of the sequence of activities that 
constitutes an attack, which must have been stored in a 
database. The stored information is compared with the patterns 
of previous attacks. If they coincide, an alarm or warning is set 
off. This is the most commonly used strategy and in fact there 
are even commercial software that facilities it. Its main 
advantages lies in the speed, as it is just to find the similarity 
with the pattern of intrusion (already uploaded) and that the 
number of false positives is generally low (reliability and 
precision). However, some disadvantages are the incapacity to 
detect new attacks in a dynamic way, and furthermore the 
necessity of being continually updating the patterns´ databases 
with new cases [2, 3]. So, it is based on the intrusion behaviour 
and tries to identify this pattern. 
On the other hand, detection of anomalies is based on the 
information of the normal behavior of a user. Every other 
different behavior is identified as an intrusion. Therefore it is 
based on the normal behavior pattern. Some of the 
disadvantages are that this method generates a considerable 
amount of false positives and the normal behavior of the users 
is quite difficult to be modeled, mainly due to the necessity of 
storing the information and the learning of the users´ behavior 
[4]. 
With these premises in mind, our proposal is to develop a 
dynamic method for the detection of intrusion by means of the 
analysis of the anomalies in the network traffic. The first step 
to reach this objective is to apply different classification 
strategies that come from the Artificial Intelligence field. 
Intrusion detection has been approached before using data 
mining techniques, classification in particular [5, 6]. 
Specifically we have tried decision trees, Naive Bayes, and 
supervised classification systems. Then, we combine some of 
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these techniques. The main contribution of this paper is that the 
fusion of some classifications techniques improves the 
detection as it has been proved in comparison to these 
strategies and other when applied independently [7]. 
The different classification methodologies have been 
evaluated for the same database. The best ones have been 
chosen to be applied in the final classifier. As we will show, 
the synergy of some of them provides better results than using 
each technology separately. The methodology proposed should 
be able of processing the information in real time, filtering 
anomalies which could be originated by intruders. 
Furthermore, it should be able not only to generate alerts in the 
case of finding anomalies but to store them in a dynamic way 
to be used in the future. This way, the system learns 
dynamically with new cases. 
The database utilized is a benchmark in the literature of 
security [4, 8]. Once the decision system has been proved on it, 
it will be applied to more complex real databases. 
This article is structured as follows. The following section 
presents an evaluation of some classification technologies that 
have been analyzed. In section III a new decision making 
system is designed by the fusion of the ones that have provided 
better results. Section IV is devoted to the discussion of the 
results obtained by this classifier. Finally, conclusions and 
future work end the paper. 
II. APPLICATION OF HEURISTIC METHODOLOGIES TO 
INTRUSION DETECTION 
In order to choose some classification techniques that allow 
us to design a better classifier, they have been applied to a 
benchmark database. We have tried some methodologies form 
different fields of the Artificial Intelligence discipline. 
The intelligent technologies that have been applied are the 
following: 
- Neural Networks: Multilayered Networks, Hopfield´s 
Neuronal Networks, Bayes Networks [9]; 
- Decision Trees: C4.5, ID3 [10, 11]; 
- Support Vector Machines (SVM) [12] 
- Supervised Classifier System (UCS) [13]; 
- Naive Bayes (NB) [14]. 
In the work we have used multiple types of classification 
techniques that can be used to better the strong characteristics 
of each of these techniques. Neural networks are efficient using 
multiple numbers of variables. So too, the decision trees are 
algorithms that are efficient with a lot of information and 
perform the classification using all data during learning. 
Moreover, the "supervised classification systems" using rules 
based on data for the classification and its main advantage 
would not rule out any information. The Naive Bayes is a 
learning algorithm that performs continuously to obtain a better 
result in the classification with multiple numeric variables. 
These classification techniques have been applied to the 
Dataset NSL-KDD1. It is a real database that contains 
information of the behavior of computer system users, both 
intruders and authorized ones. The NSL-KDD Dataset is made 
of 40 attributes or variables which provide information about 
the protocol, date, time, entry type, etc. In this work 25,192 
registers were used for training (20% of the database NSL-
KDD) and 17,102 registers for the test (13.5% of the dataset 
NSL-KDD), as suggested in [15]. 
All of the attributes included in the dataset, which describe 
the user´s behavior, are supposed to give relevant information 
and should be taken into account to improve the efficiency of a 
classifier based on them. 
To evaluate the performance of the classification 
technologies, a cross validation was carried out, making use of 
the K-fold technique [16]. We use 10 partitions of the data (k 
=10) for each of the techniques. These tests gave the 
percentage of correctly classified cases. The accuracy of the 
classifier was also computed as the percentage of correctly 
classified users over the total number of cases for each of the 
eight classification techniques tested. 
These previous results are shown in Figure 1. As it is 
possible to see, all of them present a high ratio of hits. That is 
because the number of examples used for the training is quite 
big, and therefore all the techniques give good results. 
 
 
Figure 1. Percentage of correctly classified user with each technique for the 
dataset NSL-KDD99 
More detailed information is presented in Table I. It shows 
different indicators of the performance of each technique, that 
will allow the selection of the most appropriate and efficient 
technique for the final decision system. In this table, the 
accuracy of the classification technique is also given, with the 
EMAE (absolute margin of error of the classifier), defined as 
the difference between the validity of the measurement and the 
validity taken exactly as an error. 
Furthermore, this matrix of error shows true positives (TP) 
and false positives (FP) cases obtained by each technique, both 
                                                          
1 NSL-KDD: http://nsl.cs.unb.ca/NSL-KDD/, 2014-03-28 
for intruders and authorized user. This will help to finally make 
a decision on the best techniques. 
 
TABLE I.  COMPARISON OF CLASSIFICATION TECHNIQUES ON THE 
DATASET KSL-KDD. 
 
After analyzing the performance of these techniques, four 
of them have been chosen for the design of the final classifier: 
two types of decision trees, C4.5 e ID3, Naive Bayes, and 
Supervised system classifier UCS as these give the best results 
in terms of hits. 
III. FUSION OF CLASSIFICATION TECHNIQUES 
A decision system for the detection of intrusions in an 
information system has been design based on the four 
classification techniques mentioned before. Figure 2 shows the 
classifier system that merges these methodologies. 
 
 
Figure 2. Fusion of Classification Techniques for the Detection of Intrusions 
As it is possible to see in Figure 2, the information on the 
actions carried out for any user is introduced in the four 
classifiers. Each of them gives a result. These classifications 
outputs will be merged applying a rule based system. 
A. Configuration of the tools 
Each classification system has been previously trained. All 
of them were trained using 25,192 registers and 17,102 for the 
tests. 
The configuration of these techniques is given below. 
- Decision Trees C4.5 and ID3: Decision trees utilize 
the 40 attributes of the network´s traffic dataset and 
apply the algorithms J48 and ID3 for the classification. 
Before the application of the ID3 decision tree, the 
Iterative Dicotomizer 3 Discretizer algorithm (ID3-
D)2[8, 9], was applied to preprocessing the data of the 
benchmark and in order to improve its performance. 
- Naive Bayes: The Naive Bayes technique has used all 
the attributes of the dataset NSL-KDD. Again a 
discretization algorithm, the Bayesian Discretizer 
(Bayesian-D) was previously used. 
- UCS: The supervised classifier system has worked 
with the 40 attributes of the NSL-KDD dataset. The 
genetic algorithm was configured using the following 
values: 
o Number of explorations: 100,000; 
o Size of the initial population: 6,400 ; 
o Delta: 0.1; 
o Selection type: RWS; nu: 10.0; 
o Tournament size: 0.4; 
o Mutation type: free; probability: 0.8; 
o Cross type: 2PT; probability: 0.04; 
B. Generation of the making decision system 
The flow of the final classification system, as shown in 
Figure 2, is as follows. 
1) Data Input: the network traffic information feeds the 
four classification systems. The 40 attributes have been 
previously normalized to increase the discrimination 
capability of each classifier [17]. 
2) Classification of the inputs: each classifier gives as 
result if the user is an intruder or an authorized user, 
with a confidence percentage. 
3) Weighting the previous results: The results of the 
four previous classifiers (R1, R2, R3 and R4) are the 
inputs of a rule-based system. 
These results are combined according to expression 
(1). 
 
Different weights have been assigned to each one of 
the classification techniques, based on the result of 
Table I. The weights and techniques are as follows. 
C4.5 (weight = 0.3), ID3 (weight = 0.28), NB (weight 
= 0.25) and UCS (weight = 0.17). These values are 
obtained from tests with each of the techniques. The 
percentage is related to the number of correct 
detections over the total number of tests. 
4) Final decision. A threshold is applied to the result 
given by expression (5). If it is greater than 0.5, it will 
be considered an authorized user (0); any value under 
0.5 will be detected as an intruder (1). 
This value will be included in the database as a new 
example in order to be used in the future. So the 
database is dynamically increased. 
                                                          
2 KEEL: http://sci2s.ugr.es/keel/index.php, 2014-03-28 
IV. RESULTS AND DISCUSSION 
The indicators of the efficiency of the final making decision 
system are presented in Table II. The EMAE error, the 
accuracy of the classifier, and the true and false positives and 
negatives results are shown. 
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As previously mentioned, the precision of the different 
classification techniques for this database was very high, due to 
the high number of available examples to train the 
methodologies. Anyway, the best ratio was 99.96 %. 
With the synergy of the techniques, the new decision 
system has a hit ratio of 99.99%. That is, the fusion of different 
techniques improves the final classification ratio. 
Besides, the number of false positives and false negatives 
values has significantly decreased. That is an interesting and 
useful result. Only the 0.1 % of the cases was false positives 
and false negatives. The information used in this study is 
complex and large. The classification systems were tested 
using different criterions, and therefore the obtained results can 
be considered reliable. 
This study demonstrates how the fusion of different 
techniques may improve the results of a classification system. 
Once it has been proved, this synergy can be applied to more 
complex real problems, with uncertain or incomplete 
information. 
V. CONCLUSIONS AND FUTURE WORK 
This work proposes a method for the detection of intrusions 
based on the fusion of four classification techniques. All of 
them come from the Artificial Intelligence field. 
The database NSL-KDD was used as a benchmark, in order 
to get some knowledge of the classification process of 
intrusions, and to prove the validity of the proposal. The results 
obtained by each technique separately are worse than when 
merging them in a final classifier that takes all of them into 
account. Therefore, the detection of the intruders has improved 
by the synergy of different classification techniques. Not only 
the percentage of intrusion detection is higher but the ratio of 
false positives is smaller. 
This is a direct benefit to the security of any computer 
systems. As an immediate future work, this making decision 
system will be applied to a real database of a governmental 
institution, where more variables are considered. Although the 
proposed method is slightly more complex than using an 
independent technique, we believe that when applied to more 
complex databases and large data, the proposal may be worth it 
as it is more efficient. 
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