This paper presents a temporal model of video for video retrieval systems. Time is the dimension that plays an essential role in the perception of video document content. The modelling of the different temporal characteristics of the video content is however a complicated problem. Our approach to this problem has consisted of distinguishing two different dimensions of time for video documents: video time and story time. The semantic structure proposed based on these two temporal dimensions, provides the user with a new modality of content description which is close to the semantic perception of the video documents. We present here how using the conceptual graphs formalism, the details of the temporal model can be represented in query, document and matching function of the retrieval process.
Introduction
Video is a temporal media. Its temporality is essentially due to a certain speed that the video imposes to its users in the perception of its content information. Despite the importance of the temporal aspect of the video, it has not been sufficiently studied in the context of video Information Retrieval systems. The aim of this research work is to determine the temporal information of video content, to define its use in a video Information Retrieval system and finally to propose a temporal model of video which allows to explore these information in the retrieval process. We have especially emphasised the generality aspect of the model proposed: a model to be simply adaptable to different types of video and application contexts. To construct the model, our approach has consisted of two preliminary phases: first, we studied the characteristics of time-based perception of video to discover the temporal information of the video content and their relation to other content information; second, we studied the main current video models to verify their adequacy of serving as a general base model which may be extended to represent temporal information. This later study revealed us the lack of such a "general model" for video retrieval purpose. We propose then in this paper a new semantic structure for video documents, which is based on our study of the characteristics of timebased perception of video.
In the following, we first describe in the section 2 the existing video document models and their limits. The section 3 focuses on the features of the time-based perception of video documents. These features lead to the principles of our model described in section 4. A formalisation of the model based on the conceptual graphs is presented in section 5. The section 6 explains shortly how we carried out the model on a specific context. The section 7 proposes some key points for the automatic indexing of the video using the actual feature extraction techniques. We conclude in section 8.
Related Works
The main idea of most of the existing video models may be classified into three categories: the hierarchical cinematographic model [1] , [2] and [3] , the stratification model [4] and [5] , and models based on the objects present in the video [6] , [7] . The hierarchical cinematographic model is based on the cinematographic structure of video documents, which is the result of the editing of a video. In this structure, the whole document is composed of a set of scenes, each one containing a set of shots which are themselves composed of a succession of images. In such models, the whole video content is represented by describing the content of each part in the hierarchy. The existing techniques of shot cut detection and scene detection facilitate the reconstruction of this structure and so the indexing of video documents following this model. However, the utilisation of this structure is more adequate to the structured video documents (in which this syntactical cinematographic structure is highly related to the semantic structure of the video document) for example the television news. In the other cases, i.e. when such a semantic structure is not dominant, it would be restrictive to represent the content information through the cinematographical structure. The stratification model is particularly designed to overcome this limitation. In this model, unlike the hierarchical cinematographic model, it is the description of the whole document which is partitioned into smaller pieces named "strata" (not related to scenes and shots of the video document) and then the first and last images of the video portion corresponding to each strata are determined. This model permits a large flexibility in the description of content; but as it has been mainly designed for the video editing and annotating systems, it does not provide a precise definition of what the content of each strata may be, how this content description is organised and how is it possible to retrieve a video document by describing its content through a set of strata.
The third category of models is based on the objects present in the video. These models represent for important objects of the video, the video portions in which they have been present and also a description of the object. Other models, e.g. [7] , using spatio-temporal characteristics of the objects, allow to query on the spatiotemporal relations between objects. But, these models are eventually restricted to the representation of objects and they don't permit more elaborate description of the semantic content of the video documents which is obviously desired in a video retrieval system.
Despite the inadequacy of the existing video models to serve as a general video model appropriate to a video retrieval system, the study of characteristics of the time-based perception of video revealed us a semantic structure for video perception which permits a general framework for video content description in time. The result of this study has been explained in the next section.
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The Time-based Perception of Video A video document is a sequence of images played at an accurate frequency to create the illusion of animation. All information we receive from this media, either temporal or non-temporal, is the result of this succession of images in time. But, as we will see later, this time is not the only time dimension we can perceive when watching a video document. To show the different aspects of the time-based perception of video and so to define the temporal information of their content which may be used in the retrieval process, we explain, in the following, the different levels of the perception of the video content and then the different time dimensions related to these levels.
Two Levels of Perception of Video Content
We define two levels of perception of video content: visual perception and semantic perception.
Visual Perception
Visual perception corresponds to the elementary information we receive when watching a video independently of any abstraction we may attach to these information. These information are: the presence of pictorial elements 1 and the change of spatio-temporal characteristics of these elements. A simple example for this level of perception is given in the figure 1. At the visual perception level, the information considered to be transferred by the images shown in this figure is the presence of the circle in the image suit and its moving up in the first three images and its moving down in the last two images. 
Semantic Perception
Once pictorial elements are observed, abstractions are made through these elements towards different concepts 2 . Such abstractions depend mainly on the context of the presentation of video. For example the circle of Figure 1 can be perceived in a particular context as the sun and its going up and coming down as the sunrise and the sunset. This abstraction process may continue in a hierarchical way: new concepts can be created as abstraction of one or several other concepts. Then, in the last example, the sunset followed by the sunrise may be considered as a "day" and so on.
The abstraction of the content information explained above does not end with the construction of concepts (and relations). The understanding of the video content leads finally to the perception of a story. In fact the story is first created by the maker of the video document by the use of the techniques and the art of cinematography (the cutting of video into shots and scenes is part of this artwork). Then, the understanding of the cinematographical language by the spectator reshapes the story. The notion of story has a primordial importance in the semantic content information perceived in a video as it represents the conceptual description of the video content for the spectator.
Each story contains a set of events, which are the dominant facts happenings during the story. An event is composed of a set of concepts and relations abstracted in the semantic level. According to the context of video, an event may represent the presence of certain objects or persons, an action realised by/on some objects or persons, etc. The events have temporal continuity in the story and so a description of the whole story may be formed by describing the events in time. In the next section, we precise the temporal descriptions of videos by presenting two time dimensions of the video documents.
Two Dimensions of Time for Video
The notion of story creates a new time dimension perceived by the user namely the story time. The story time is the time dimension during which the story of video "takes place". This time dimension is different from the real time dimension of the video called the video time during which the story is "shown". Events are then present in the story and also in the video. But the temporal characteristics of the events, i.e. the time intervals and the temporal relations of events according to the story and video, are different. For example, an event shown in video during a few minutes may create the illusion of its happening during one day in the story. Another example is two concurrent events of story which happen in different places. To show this, the events are cut into a few smaller parts and shown alternatively. The temporal relation between the intervals of the events in video and story time are different (As shown with two events E1 and E2 in figure 2 ). The flashback is another example where an event A happens before an event B in the story time but after in the video time. 
Generic and Specific Features in Time-based Perception of Video
The overview of the description of time-based perception of video presented above, lets us distinguish the characteristics which are generic for different video types and applications from those which are considered as specific for a given context. This early distinction clarifies the key points in defining the principles of the temporal model. Generic characteristics consist of visual perception, the process of abstraction of concepts and relations (from visual to semantic perception), the formation of the events, and the perception of the whole content in the form of a set of events which occur in time (video and story).
In the other hand, specific characteristics consist of the type of concepts and relations abstracted and also the internal structure of events (possible bindings between concepts and relations). The choice of the time dimension (video, story or both) to be represented may also depend on the type of the video and the application and may thus be considered as a specific characteristic.
The Principles of the Temporal Model
Following the results of our study of time-based perception explained earlier, we now describe the principles of the temporal video model. Before going into such description, we present an intuitive vision of the kinds of queries that we would expect the model to handle.
Examples of temporal queries
Following are the examples of the queries which are expected to be handled by the temporal model. Q1: The videos in which we see Alfred Hitchcock for at least 1 minute. Q2: The videos in which we see a car falling to a valley after a car pursuit. Q3: The videos in which an explosion happens at the same time that two persons are talking together. Q4: The videos in which we see a scene of revolution in 1980. Q5: The videos in which we see soldiers the day after the war. A simple analyse of the queries presented above results that the temporal model should permit:
• The description of the events of a video (e.g. a car falling down to a valley), and • For each event, the description of its video time interval (e.g. Q1) and its story time interval (e.g. Q4) and also the video temporal relations (e.g. Q2) and story temporal relations (e.g. Q3 and Q5) it has with other events.
The next two sections describe the way these two principles are taken into account in the temporal model.
Event Content Description
Reminding the definition of events in section 3.1.2, events are the description base units composed of a set of concepts and relations. As events have temporal continuity, there may be no temporal relations inside an event.
Such definition is general and postulates the definition of the set of possible concepts and relations and also their various bindings. The specification of these is context dependent is considered as a specific characteristic of the model. For example, in a TV news archive the set of concepts may be defined as the important persons, objects, places, actions, etc. The relations may be the relation is_agent_of which signifies that a person (or an object) is the agent of an action, the relation has_location which relates a person, an object or an action to the place they are present, etc. Then an event describing the fact that "Bill Clinton shakes the hand of Jacques Chirac at the White House" would be represented by the concepts Person: Bill Clinton, Action: Shaking hands, Person: Jacques Chirac, and Place: White House, and the relations is_agent_of (relating the two persons with the action) and has_location (relating the action to the place). Whatever are the elements that compose events in a particular context, a fundamental point to underline is that the temporal features of the events are domain independent. These features are detailed in the next section.
Temporal Description of Events
As mentioned before, in our model the temporal description of the video content is allowed by the temporal description of the events in video and/or story time. In the following, we focus on the principal temporal features to be represented for events. These features exist at the video time level as well as the story time level in the model.
• The time interval of an event e, called Intvl, which is a couple consisting of the beginning and the end points of the time interval: Intvl (e) = (Beg (e), End (e)) • The time duration of an event e, called Duration (e).
• The temporal relations between the time intervals of the events. These relations come from the 13 well- Here, we may notice that having the time interval, other temporal information like the duration and temporal relations may be calculated; however it should be noticed that if the time dimension to be represented is the story time, we cannot be always sure to have a precise information about time interval of a given event (whereas the temporal relations are easier to obtain), so we cannot expect the deduction of other information like the duration of the event and the temporal relations between the events. In the temporal model we present, we will represent all these information. However, certain implementations of the model may let part of these information to be calculated from others and so decide to store only the necessary part.
Formalisation
To permit the precise specification of the model, we present here a formalised instance of it using the conceptual graph knowledge representation formalism defined by Sowa [10] . The most important advantages of this formalism may be named as following:
• There exist algebraic operators that are in accordance with the logical interpretation of conceptual graphs. This leads to a strong theoretical validation of the formalism synonym to the strong validation theory [11] .
• The algebraic interpretation gives a basis to achieve query processing with polynomial complexity when adequate pre-processing is performed [11] .
• The graphical representation of the conceptual graphs allows an easy exchange between the user of the model and its provider.
The Conceptual Graphs
Before presenting the formalisation of our temporal model we give here a brief introductory to the conceptual graphs and their relationship to Information Retrieval.
An Introduction to Conceptual Graphs Formalism
Conceptual graphs are a knowledge representation formalism based on the linguistics, psychology and philosophy [10] . A conceptual graph represents information as a finite, connected, oriented, bipartite graph having two types of nodes: concepts and relations. Concepts are discrete (atomic) entities which may correspond to the human mental images (concrete concepts) or not (discrete concepts). A concept, represented graphically by a box, has a type (which corresponds to a semantic class) and possibly a referent (which corresponds to an instantiation to an individual of the class). In a concept, the referent and the type are related by a conformity relation which permits to verify whether the association of a label of type t to a referent of type r is meaningful: the concept is so well-formed. There exist two categories of referents: individual referents each of which designates a particular individual and generic referent noted by * which designates any individual referent that conforms to the type of the concept.
Conceptual relations are represented graphically by an oval. These specify the relation which exists between the concepts of the graph. The relations are identified by a type and they give a direction to the conceptual graph containing them. The formalism defines a knowledge base that contains a concept and a relation lattice. The lattice T C is a set of concept types ; T C is provided with a partial ordering relation ≤ C . The lattice T R is a set of relation types ; T R is provided with a partial ordering relation ≤ δ (The partial ordering relations ≤ C and ≤ δ represent the notion of Generalisation/Specialisation). The set of concepts and relations in T C and T R are relatively restricted between Top C , Bottom C and Top R , Bottom R. The figure 4 is a simple example of the concept lattice (The relation lattice has the same presentation).
In the graph conceptual formalism, canonical graphs represent the possible situations of the real world. These graphs express the valid combinations of the concepts and relations. There exists a set, namely the base, of canonical graphs that are defined a priori and which express the elementary semantic constraints of the represented domain. Other canonical graphs are derived from the canonical base by the canonical operations of copy, join, restriction, and simplification proposed in the conceptual graph formalism.
If a graph g2 is derived from a graph g1, g2 is a specialisation of g1 and noted as g2 ≤ g1.
M a n 
Conceptual Graphs and Information Retrieval
The important advantage of the conceptual graphs, besides their flexibility and expressive power is specially their connection with the logical model of Information Retrieval [12] as discussed in [13] and [14] . This connection is due to the explicit relation of the formalism with the first order logic. Sowa [10] defined an operator Φ which permits to associate to each graph u a formula Φ (u) expressed in first order logic. This operator has the property of conserving an order on the graphs: if u ≤ v (u is a specialisation of v) then the associated logical formulas verify the following implication:
The relationship between this formalism and a retrieval process is that: a document indexed by a conceptual graph D is relevant to a query represented by the graph Q if D is a specialisation of Q, i.e., Φ (D) ⊃ Φ (Q).
The example of the figure 5 illustrates the projection to be done when the user wants to know if there exists somebody talking to somebody else. The realisation of such implication is achieved on conceptual graphs using the projection operation: if u ≤ v then there exists a projection of v on u. So using the projection operation of conceptual graphs we can affirm
that D ≤ Q and henceΦ (D) ⊃ Φ (Q).
The conceptual graph formalism has been used by a number of systems which have retrieval capabilities. We may cite the system KALIPSOS of IBM [14] which is a text understanding system for French language or the system MENELAS [15] which is medical Information Retrieval system. However these applications of the formalism are restricted to a use of conceptual graphs as knowledge representation formalism and not in the correspondence procedure. The ELEN system [13] proposed for the first time the adaptation of this model for the Information Retrieval systems. Conceptual graphs have gained attention in Information Retrieval especially in the domains of new applications of IR such as digital libraries and hypermedia systems. The use of the conceptual graphs in the multimedia Information Retrieval systems is particularly interesting because of their rich power of expression which is also a matter highly desired in these types of applications. For example EMIR² [16] is an image retrieval system based on the conceptual graph formalism. Despite the benefit of using the conceptual graphs from the expressiveness point of view, the evaluations of the systems like EMIR² prove the complication and timeliness of the projection operation used in the matching phase: the relative algorithm being of exponential complexity. This problem was resolved by the proposition of the indexing model based on inverted files [11] resulting a correspondence algorithm of polynomial complexity. The image retrieval system RELIEF [11] which is an application of this model, shows the improvement in response time of queries and at the same time the improvement of the precision and recall measures.
Temporal Model Formalised with the Conceptual Graphs
In this section we present the formalised temporal model of video. To describe the document model by conceptual graph formalism, we shall present the canonical base C, the concept lattice T C and the relation lattice T R .
Each video document is composed of a set of events. The content of each event is described by a graph. The initial graph of C is thus the following:
The content of the graph Content is, as we explained before, dependent on the characteristics of each domain. To distinguish clearly between the generic and specific aspects of the model, we present the description of the content graph by providing separate specific canonical base: C SP , specific concept lattice: T CSP , and specific relation lattice: T RSP .
A very simple example of a canonical base used to represent persons, objects, actions and the places is:
The related T CSP and T RSP are presented in figure 6. Besides the content graph related to each event, there exist important temporal information representing the time interval of the event and its temporal relations with other events. These information are part of the generic characteristics of the model. According to the explanation given in section 4.2, these temporal information are represented by the following graphs in the generic canonical base, C: The concept and relation lattices are presented in figures 7 and 8. In figure 7 , the elements Lap, DB and DE are related to the temporal relations of Moulin seen in section 4.2. In figure 8 , the specification of the relations used in the canonical graphs to their corresponding video and story relations, designated by "_V" and "_S", permits the representation of video and story time.
In this model, the query is also a conceptual graph constructed based on exactly the same canonical base, relation and concept lattices provided for the document model. The matching between the query and document is allowed by the projection operation of conceptual graphs explained in the last section. An example of the representation of a temporal query based on the proposed model is given in the following. Q: "A video portion in which two persons are talking at the same time that an explosion happens": The use of During in the above query permits the expresssion of the concurrency of the two events without precising whether the video or story time is intended. In the case where it is necessary to distinguish these times the corresponding relations, During_V or During_S, are used.
Experimentation
A prototype based on our temporal model has been realised and tested on a video corpus of 10 minutes. The corpus is an excerpt of a television series. This video was annotated following the proposed model: a set of 30 events were distinguished and then described following a predefined set of canonical graphs. The events were then described by their temporal time features and relations in video and story time. The realisation of the conceptual graph query and document representation and also the matching function was done using Prolog. The present prototype permits the retrieval of video portions matching to the temporal description present in the query. At present, the extraction of the events and also their temporal features is done manually. To make the model of practical use for large collections of video data, we need to provide procedures which will help to automate as much as possible the extraction phase. The next section describes shortly our intention of using the existing feature extraction techniques in this direction.
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Towards an Automatic Indexing
To construct the document model, we need the extraction of events and their video and story temporal features. As defined previously, video events are described by concepts and relations. The indexing task aims at extracting from the video documents the concepts (like persons, objects and actions) and then establishing the relations between them. Face detection and speaker recognition techniques can help to extract persons. Features like color, shape and texture can be used to detect objects. The identification of actions should use image and sound feature extraction techniques, especially when the action produces sounds, as talking, laughing, clacking, exploding, etc. To relate the concepts inside the events many different trends should be used. A first idea is to consider the relations between the concepts which are close together in space and time. The concurrency of the image and sound features may also help to establish the relations as for instance when indexing a dialogue event. Moreover, domain dependent knowledge bases may be used to provide i) a restricted set of possible relations between the concepts and ii) the patterns of image and sound features associated with the relations. The video temporal features of events (begin and end time of events, their duration and the temporal relations between them) can be retrieved automatically once the events are determined. The extraction of story temporal features is a more elaborate task which should consider the inference of story temporal features from video temporal features. This is the subject of a study we are actually working on. The usability of the feature extraction techniques mentioned above is dependent on their accuracy. Besides, we do not consider the fully automatic indexing of video as a realistic issue according to the important semantic throughput of the video content information.
8

Conclusion and Future Works
In this paper, we presented a temporal model of video to be used in a video retrieval system. Basing our approach on the study of the characteristics of time-based perception of the video, we defined event as the base unit of video content description in time. An important advantage of the definition of event is its flexibility to be adapted to different contexts and applications and so permitting the model to be general. We also defined the notion of story time which plays an important role in the perception of the video semantic content. The temporal description of the content based on the story time permits a second modality of content description besides the description based on the video time. Finally the formalisation of the temporal model using the conceptual graphs presents a solid logical basis to describe the details of the model concerning the query, document and matching function. The evaluation of the proposed model will consist of exploring the influence of the two-time modelling on the quality of the system results: the idea is to find out how the extracted temporal relations can enhance the precision of the system. The evaluation will be conducted in the following way: videos will be shown to the users, and they will be asked afterwards to use the system to find some parts of the videos. Users will be separated into two groups: one group will use only the video event descriptions and the second group will use also the temporal features and relations of events. Then we will compare the results of the system according to the users' queries. We will also be able to compare the enhancement of the results when considering different index and different temporal features and relations of the video events. Our emphasis in the present model has been mainly on the exploitation of time during the document and query description. We consider further extensions of the model in various axes. At query level, studies should be done to determine the different modalities of temporal description in natural language and their correspondence to the temporal description using the well-known Allen Relations. This study will permit the definition of a simple and natural query interface and also the principles of processing of such queries. To extend the matching function, we consider the study of the possibilities of involving temporal characteristics during the matching process. This may provide us useful measures permitting the determination of different levels of relevance replacing the exact matching. We are also working on the extension of the present model to provide different levels of content description, for example to permit another level concerning the description of physical attributes of video documents. Further extensions are also considered to integrate the features needed in editing and composing applications of video in order to provide a unique model for editing and retrieval tasks of the video documents.
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