Abstract. Diagnosis of neurologic and neuropsychiatric disorders typically involves considerable assessment including clinical observation, neuroimaging, and biological and neuropsychological measurements. While it is reasonable to expect that the integration of neuroimaging data and complementary non-imaging measures is likely to improve early diagnosis on individual basis, due to technical challenges associated with the task of combining different data types, medical image pattern recognition analysis has been largely focusing solely on neuroimaging evaluations. In this paper, we explore the potential of integrating neuroimaging and clinical information within a pattern classification framework, and propose that the multi-kernel learning (MKL) paradigm may be suitable for building a multimodal classifier of a disorder, as well as for automatic identification of the relevance of each information type. We apply our approach to the problem of detecting cognitive decline in healthy older adults from single-visit evaluations, and show that the performance of a classifier can be improved when nouroimaging and clinical evaluations are used simultaneously within a MKL-based classification framework.
Introduction
Image-based high-dimensional pattern classification has gained considerable attention, and has begun to provide tests of high sensitivity and specificity on an individual patient basis, in addition to characterizing group differences [7, 6, 11] . One of the major advantages of pattern recognition methods is their ability to capture multivariate relationships among various anatomical regions for more effective characterization of group differences.
Despite the advances of image-based pattern recognition, clinical observations still form the basis for the diagnosis in neurologic and neuropsychiatric disorders. Moreover, besides imaging evaluations, there are a number of non-imaging measures that are of significance in a variety of studies. For example, the potential alternative markers associated with aging can be biological [2, 12] , genetic [10], or cognitive [5] . While the potential of a computational approach that would integrate disparate types of information (e.g., structural, functional, clinical, genetic, etc.) is obvious, technical challenges associated with such an approach often prevented joint use of the available alternative measures.
Several attempts have been made recently in the direction of integrating different types of imaging or non-imaging information for pattern classification in the studies of aging. Zhang et al. [20] integrate MRI, PET modalities with CSF markers via a weighted combination of multiple kernels, which provided improvements in the problem of discriminating Alzheimer's disease (AD) (or Mild Cognitive Impairment (MCI)) and healthy controls. In a similar problem of classifying AD and healthy subjects, Hinrichs et al.
[9] employed a multi-kernel learning (MKL) approach to integrate different imaging and non-imaging data. In [4], a computational imaging marker of AD-like atrophy was combined with CSF to predict MCI to AD conversion. At the same time, studies that would investigate possible benefits of integrating imaging and clinical evaluations for prediction of cognitive decline in healthy subjects are absent.
The prospect of finding potential treatments of AD makes it critical to identify biomarkers for very early stages of cognitive decline. As the diagnosis of MCI and AD involves comprehensive clinical observations, it is tempting to use cognitive evaluations when predicting aging-related cognitive decline. There are, however, several challenges associated with the reliability of cognitive measures. While cognitive measures may be significantly different in cognitively declined populations as compared to healthy controls, these measures may not be able to predict cognitive decline at baseline when the decline is not yet evident. As the result of the low predictive power of cognitive measures at baseline, as well as due to the associated significant noise, a number of followup evaluations are typically needed to detect cognitive decline. Considering that brain structure may actually precede reduction in cognitive function by at least several years [13] , it is reasonable to expect that single-visit imaging evaluations together with the respective cognitive measures can jointly provide richer information for the detection of cognitive decline.
In this paper, we describe a general MKL-based framework that integrates imaging and clinical information for classification. Our approach consists of an image processing pipeline and a MKL component that combines disparate data for classification. The application focus of this paper is in predicting cognitive decline in healthy older adults by combining MRI and a cognitive assessment test, where our method allows inference about longitudinal outcomes based on the analysis of single-visit imaging and cognitive evaluations.
Background
Support Vector Machines (SVM) [19] have been shown to provide high classification accuracy, and are among the most widely used classification algorithms in the brain MRI classification studies [7, 11] . SVM project the data into a highdimensional space, and find the classification function as the separating hyperplane with the largest margin, where the margin is the distance from the separating hyperplane to the closest training examples.
