ABSTRACT Most of the existing link prediction methods for heterogeneous academic networks can only predict one or two specific relation types rather than arbitrary relation types. Although several recently proposed methods have involved multi-relational prediction problems, they do not comprehensively consider the rich semantic or temporal information of heterogeneous academic networks. Considering that researchers may have diverse requirements for different types of academic resources, in this study, we propose a new unified link prediction framework (UniLPF) for arbitrary types of academic relations. First, a weighted and directed heterogeneous academic network containing rich academic objects and relations is constructed. Then, an automatic meta-path searching method is proposed to extract the meta-paths for arbitrary prediction tasks. Two meta-path based object similarity measures combining temporal information and content relevance are also proposed to measure the features of the meta-paths. Finally, a pervasive link prediction model is built, which can be embodied based on an arbitrarily specified prediction task and the corresponding meta-path features. Extensive experiments for predicting various relation types with practical significance are conducted on a large-scale Microsoft Academic dataset. The experimental results demonstrate that our proposed UniLPF framework can predict arbitrary specified academic relations, and outperforms the comparison methods in terms of F-measure, accuracy, AUC and ROC. In addition, the time scalability experiments prove that UniLPF also achieves good performance for predicting the academic relations over time.
I. INTRODUCTION
With the acceleration of scientific research, online academic resources are exploding, which makes it difficult for researchers to quickly and accurately select papers or authors related to their research work or journals in which to publish their findings. This is especially true for the junior researchers who have less experience. Of course, it is also not easy for the senior researchers to find the academic resources that can expand their horizons. Although many public companies, such as Google and Microsoft, have offered academic searching services, none of them are sufficient to meet the The associate editor coordinating the review of this article and approving it for publication was Chao Tong.
researchers' requirements. Therefore, many link prediction methods for homogeneous or heterogeneous academic networks have been proposed to predict the missing or future links, and thus perform the tasks such as relations prediction and resource recommendation. Martinez et al. [1] reviewed the general-purpose techniques at the heart of the link prediction problem.
Homogeneous academic networks, such as co-authorship networks, only contain one object type and one relation type. Many researchers have studied their properties, such as the homophily [2] , preferential attachment [3] and community structure [4] in scientific collaboration networks. Typical link prediction methods for homogeneous networks include ACRec [5] for recommending co-authors and CCP [6] for predicting citation counts. In recent years, some graph embedding methods have been proposed for link prediction on homogeneous networks. For example, SDNE [7] for public paper collaboration networks, node2vec [8] for biology networks. However, these methods can only predict the possible links between homogeneous objects, while ignore the mutual influences between heterogeneous objects, thus their prediction accuracy is affected.
Heterogeneous academic networks contain multiple object types and a variety of relation types between the same or different object types, which can be utilized to predict multiple academic relation types with improving the prediction accuracy. Therefore, many link prediction methods for heterogeneous academic networks have been proposed. John et al. [9] predicted co-author relations by considering relevant papers, venues, and topic information in heterogeneous bibliographic networks. For venue recommendation, citation prediction and expert discovery, Lao and Cohen [10] considered the influence of multiple object types and relation types on each specific task. However, these link prediction methods can only predict one or two specific academic relation types, and most of them cannot be generalized to predict arbitrary relation types. Although several methods, such as unsupervised multi-relational general link prediction framework (MRLP) [11] and heterogeneous collective link prediction (HCLP) [12] , have been proposed to predict multiple relation types in heterogeneous information networks, these methods neither consider the rich semantic information nor the temporal information in heterogeneous information networks, which may reduce the performance of link prediction tasks. Furthermore, some deep learning based methods, such as SHINE [13] and the NARX-based method in [14] , are also used to conduct link prediction tasks in heterogeneous networks. However, the methods only consider the heterogeneous information networks composing of one object type and multiple relation types, or only predict the relations between the same object types, thus they cannot be utilized to predict the links in heterogeneous networks with multiple object types.
In fact, the requirements of different researchers may be diverse and variable. They may desire to acquire different relation types for different purposes, such as finding co-authors for conducting scientific research, finding citations for discovering new research points, or finding venues for publishing their new findings. However, for large-scale heterogeneous academic networks, designing one specific method for predicting each relation type is impractical and inefficient. Therefore, it is anticipated and meaningful to propose a unified link prediction framework for predicting arbitrary academic relation types in heterogeneous academic networks containing multiple object types and a variety of relation types between the same or different object types. This is our research motivation.
However, the heterogeneity of the objects and relations in heterogeneous academic networks may increase the complexity of link prediction, and different types of academic objects and relations with different meanings may play different roles for different prediction tasks, also making the link prediction problem more complex and difficult. Therefore, link prediction problem in heterogeneous academic networks may face the following challenges: (1) how to reasonably extract network features containing different object types and relation types for different prediction tasks, (2) how to measure the influence of different network features on each specific relation type, and (3) how to build a pervasive link prediction model to satisfy the diverse and variable requirements of different researchers.
With the complexity and diversity of heterogeneous networks in mind, meta-path [15] was proposed to depict their features. The proposed meta-path extraction methods include the manual selection method [16] , breadth-first search (BFS) combined with the manual selection method [17] , Dijkstra-based method [18] , and binary search-based methods [19] , [20] . However, these methods are not automatic or efficient. The traditional BFS algorithm can quickly search one meta-path between one pair of objects, but may consume a lot of memory, and cannot obtain various semantic features. Therefore, we propose an enhanced BFS method, called break-edge breadthfirst search (BE-BFS), to automatically and efficiently search multiple meta-paths between arbitrary specified object types.
Many methods have been proposed for similarity measures [21] . PathSim [15] is the first proposed meta-path based measure. However, PathSim is only applicable to homogeneous object pairs. Although HeteSim [22] and MP-RWR [23] can measure the similarity between arbitrary types of object pairs based on arbitrary meta-paths, these methods only consider the network structure features, while ignore the influence of the implicit relations between objects on the similarity measure. Therefore, we propose two improved algorithms, temporal HeteSim (THeteSim) and meta-path based content-weighted bi-directional random walk (MP-CWRW), to measure the object relevance based on meta-paths more accurately.
Many methods also have been proposed to determine the influence of different meta-path based measures on link prediction, such as logistic regression-based methods [16] , [17] , support vector machine (SVM)-based method [12] , and the probabilistic model-based method [24] . However, the existing SVM-based and probabilistic model-based methods have high computational complexity and poor universality, and the existing logistic regression-based methods only consider single or limited object types and relation types, and so cannot be applied to predicting multiple relation types. Therefore, we propose a pervasive link prediction model based on logistic regression to predict multiple relation types between arbitrary types of object pairs in heterogeneous academic networks, and improve the prediction accuracy by combining the temporal information and the content relevance between objects.
In general, the main contribution of this study is to propose a new unified link prediction framework (UniLPF), which includes the following aspects:
(1) A meta-path searching method, BE-BFS, is proposed, which is independent of the target prediction task, and can automatically and efficiently extract multiple deep meta-paths between arbitrary types of object pairs. (2) Two improved meta-path based similarity measures are proposed to measure the similarity between arbitrary types of object pairs on meta-paths, which increase the accuracy of similarity measure by considering the influence of the temporal information and the content relevance between object pairs on link prediction. (3) A pervasive link prediction model for predicting arbitrary target relation types in heterogeneous academic networks is proposed, which employs logistic regression model to learn the features of different meta-paths based on the similarity measures in (2). (4) Experiments on a real Microsoft Academic dataset are conducted to evaluate the performance of our proposed methods. The subsequent content is organized as follows. Section 2 reviews the related work on meta-path extraction, meta-path based similarity measures, and link prediction methods. The details of our proposed link prediction framework are described in Section 3. Section 4 presents the experiments and analyzes the performance of UniLPF. Finally, Section 5 concludes our work and gives the future study.
II. RELATED WORK A. META-PATH SEARCH METHODS
Meta-path which was first proposed by Sun et al. [15] is defined as a composite relation sequence between a starting object type and an ending object type in heterogeneous information networks. Formally, a meta-path is defined as
denotes the composite relation between object types A 1 and A l+1 , • denotes the composite operator [15] . Meta-path describes the reachable paths between object pairs through various object types and relation types at the meta-level, which reflects both the network topology features and the semantic features contained in the paths. How to extract meta-paths is an important issue for meta-path-based network analysis tasks.
The existing meta-path search methods include manual selection [17] , BFS combined with manual selection [16] , and Dijkstra-based selection [18] . Meta-paths extracted using manual selection methods can be controlled, and their features are explicitly defined. However, they may be subjective and unreasonable, especially in the areas that are unfamiliar to researchers. In addition, the selected meta-paths may not be sufficiently comprehensive, which may limit their applicable scope and the accuracy of corresponding link prediction tasks. Moreover, in large-scale academic systems, users' requirements are usually various and variable, and it is impossible to manually specify all the meta-paths for each requirement. The traditional BFS algorithm can be used to quickly search the optimal path, but only one path between each given pair of objects can be searched, which may not fully reflect the network features. Dijkstra-based methods can extract the optimal paths in weighted networks, whereas it obtains a meta-path by searching all paths from one source object to all possible target objects, which may result in considerable time overhead and not be applicable for largescale networks.
For large-scale networks, rather than enumerating all the relations between the source and target object types or specifying meta-paths manually, Wang et al. [19] , [20] proposed that an automatic scheme should be developed to generate all the meta-paths of interest. Wang et al. [19] proposed a method to generate symmetric meta-paths like P = P l P −1 l , which enumerates all P l consisting of different orders of entity types within L/2-hop, where P −1 l is the reverse path of P l . Wang et al. [20] further generated a query-based network that only contains the neighbor entities with d-hop relations for each entity in a query Q. Then, inspired by binary search, the QMPG method was proposed to derive metapaths. However, these two methods still have to enumerate all the meta-paths within half of the max-length, which is not efficient enough.
Considering the pros and cons of BFS, in this study we propose an enhanced BFS method to efficiently and automatically search multiple meta-paths for different link prediction tasks.
B. META-PATH BASED SIMILARITY MEASURES
Some meta-path-based similarity measures have been proposed to measure the relevance between object pairs in heterogeneous academic networks.
Sun et al. [15] proposed a symmetric meta-path-based similarity measure for heterogeneous information networks called PathSim. They denoted the symmetric meta-path
Here, A denotes the object type and R denotes the relation between objects. Yu et al. [17] first defined meta-path features associated with citation relations, then measured the object similarity using PathSim, and finally predicted the citation relations between papers. However, PathSim can only be used for similarity search between homogeneous object pairs, and the PathSim-based methods can only predict single relation type rather than multiple relation types, owing to the manual interference during meta-path search.
Shi et al. [22] proposed HeteSim to measure the similarity between the homogeneous or heterogeneous object pairs based on both of the symmetric and asymmetric meta-paths in heterogeneous information networks. HeteSim improved SimRank [25] , which evaluates the similarity between objects using their neighbors' similarity. It is noteworthy that HeteSim provides a unified framework, which employs the symmetric random walk model to provide an effective similarity measure between heterogeneous object pairs in heterogeneous information networks. However, HeteSim only considers the influence of network topology, without a time factor in the object similarity measure, leading to inaccurate similarity measure in evolving networks [26] .
Considering that the relations established at different times have different influence on link prediction and should be distinguished in evolving networks, some researchers have improved the link prediction performance by introducing a time factor. Gao et al. [27] predicted link probabilities by considering a time factor and a fusion of global network structure information, node content, and local information. Soares and Prudêncio [26] proposed a similarity measure for link prediction based on the concept of temporal events. They defined temporal events related to node pairs according to the generation, maintenance, or termination of the relations between nodes during consecutive time intervals. Zhu et al. [28] proposed a hybrid time-series link prediction framework for large social networks. Therein, the nodes in heterogeneous social networks are divided into primary nodes and attribute nodes, and a time factor is considered during link prediction. However, these methods only consider the number of paths and the node degree when measuring edge weights.
In general, considering a time factor can improve the performance of link prediction, but how to measure the influence of the time factor on link prediction and how to quantify its impact on predicting academic relations between different object types remain to be studied further. Therefore, based on the idea that the links established earlier have smaller influence on the object similarity and prediction results, we enhance HeteSim [22] by introducing a time factor and propose THeteSim to measure the object similarity between arbitrary types of object pairs.
In some studies, random walk methods have been employed to measure the reachable probability between object pairs and further predict possible relations. For link prediction in heterogeneous academic networks, Lee John and Adoma [9] first classified all object types into an author node set and an attribute set and mapped a heterogeneous academic network into a co-authorship network containing attribute information. Then, they measured the link importance in the mapped co-authorship network by employing the random walk method for homogeneous networks. Here, the importance score and network topology are used to guide the walker toward the relevant nodes. However, this method can only predict co-author relationships with the same types of source and target objects, rather than heterogeneous object relations. Li et al. [23] proposed a path-based bi-directional random walk method, MP-RWR, to rank the object importance and meta-path importance in heterogeneous academic networks. Here, a meta-path-based reachable probability matrix is adopted as the transition probability matrix between network nodes. However, MP-RWR ignores the influence of content relevance on the transfer probability between objects, and so the measure accuracy needs to be improved. Therefore, in order to further improve the accuracy of similarity measure from the perspective of content relevance between object pairs, we enhance the MP-RWR [23] method by mining the association strength between objects, and propose the improved MP-CWRW method to measure the reachable probability between arbitrary types of object pairs.
In addition, in order to avoid the randomness caused by a single similarity measure, we combine the measure results of THeteSim and MP-CWRW to build a pervasive link prediction model for arbitrary types of relations.
C. LINK PREDICTION METHODS
Existing link prediction methods for different targets can be divided into homogeneous link prediction, bipartite link prediction, and multi-relational link prediction. A more comprehensive overview on link prediction methods can be found in [29] .
Many traditional link prediction methods have been proposed for homogeneous link prediction. Wang et al. proposed ACRec [5] for recommending potential co-authors, and Liu et al. proposed CCP [6] for predicting citation counts. However, owing to the simple network structures, these methods can only predict the relations between the same types of objects. In addition, the prediction accuracy may be affected by the fact that homogeneous academic networks ignore the mutual influence between different types of objects.
Unlike homogeneous link prediction, bipartite link prediction is modeled in bipartite networks, which consist of two node types and one relation type. Xia et al. [30] proposed the two structural holes-based measures for link prediction in bipartite networks. Allali et al. [31] transformed bipartite graphs into classical graphs by projection, and then introduced internal links in the bipartite graphs for link prediction. However, these methods cannot solve the link prediction tasks on weighted bipartite networks and directed bipartite networks, which are the interesting directions to be pursued. In addition, these methods do not consider sufficient information, which may affect the prediction accuracy.
Unlike the above mentioned methods, multi-relational link prediction is more complex, and can be divided into link prediction tasks in the networks containing a single object type and the networks containing multiple object types. Among these, the networks containing a single object type contain multiple relation types between the objects. Considering multi-relational link prediction is more challenging and the complex object relations, Davis et al. [11] proposed an MRLP method to assist the link prediction task in heterogeneous information networks. However, as mentioned in [11] , unsupervised link prediction remains domain-specific and inflexible, which will be magnified in heterogeneous information networks. Furthermore, the authors only employed triad information to capture the relevance of different link types, while ignored temporal information. Yang et al. [32] proposed a new topology feature, called multi-relational influence propagation, to capture the correlations between different types of links, and then introduced the time feature in heterogeneous information networks to obtain a better link prediction accuracy. However, the method mainly focused on the use of artificially designed features. Considering that the prediction tasks for different types of links are correlated, Cao et al. [12] proposed an iterative framework, called HCLP, to predict multiple types of links collectively in heterogeneous information networks. However, they ignored the temporal information, thus affecting the prediction accuracy.
Considering that the supervised link prediction might be faced with highly imbalanced data issues which results in undesirable false prediction rate, Shakibian et al. [33] proposed the Multi-kernel One-class Link Predictor (MKLP) method for heterogeneous complex networks, in which one class support vector machine (OC-SVM) is applied on the positive node pairs to train the link predictor. However, as the authors mentioned, the crucial issue of MKLP is how to find a suitable kernel function for a given data set, and the accuracy of the defined kernel functions is dependent on the employed meta-paths. Ozcan and Oguducu [34] proposed the Multivariate Time Series Link Prediction for evolving heterogeneous networks that incorporates temporal evolution of the network, correlations between link evolution and multi-typed relationships, local and global similarity measures, and node connectivity information. Although it was reported outperforming the previous methods in terms of AUC measures, this method can only be used to predict the relations between the same object types rather than different object types because it only measures the multi-dimensional array structure for time periods between the same object types.
For the high computational complexity of link prediction tasks in large-scale information networks, information network embedding has recently received an amount of attention. Most of them such as LINE [35] , DeepWalk [36] , node2vec [8] focus on homogeneous network embedding that equally treats each type of nodes and each type of relations, while some methods such as PTE [37] and EOE [38] are for heterogeneous network embedding. Chen et al. [39] proposed a novel heterogeneous information network embedding model PME based on the metric learning to capture both first-order and second-order proximities in a unified way, and the experimental results showed its superiority in terms of prediction accuracy and scalability. However, PME does not consider temporal information and may have time scalability problem.
In this work, we study multi-relational link prediction in heterogeneous academic networks by considering the rich semantic information and temporal information, i.e., for an arbitrary given relation type, a unified prediction framework is built to predict all the possible relation types.
Based on the various similarity measures, the existing link prediction methods generally predict possible links using logistic regression, SVM, or probabilistic model.
Logistic regression-based methods introduce a logic function based on linear methods, which build the link prediction models by learning the feature parameters of different meta-path measures. Sun et al. [16] utilized the classification concept and logistic regression method to predict coauthorships. Yu et al. [17] applied the classification concept to predict citation relations. However, most of these methods only consider single or uncomprehensive object types and relation types, and therefore cannot predict multiple different types of relations.
SVM-based methods map the sample space into a highdimensional feature space through non-linear mapping, which transform a non-linear separable issue in the original sample space into a linear separable issue in the feature space. Cao et al. [12] employed SVM to learn the feature parameters automatically when studying the collaborative prediction problem on multiple types of links in heterogeneous information networks. However, SVM-based methods are not suitable for large-scale sample learning and prediction, because they solve the support vector by means of quadratic programming, which may consume considerable computational space and time when involving high-order matrices.
Probabilistic model-based methods usually build a probabilistic model for link prediction by training the corresponding parameters of different features based on the probability model. Huang et al. [24] introduced the Dirichlet distribution to measure the weights of different meta-paths, and then built a link prediction model that better mines the potential network features. However, the non-universal parameter limits its application. Yang et al. [32] proposed the probabilistic method MRIP to predict links in multi-relational heterogeneous networks. However, this cannot capture temporal information in networks.
Considering the high computational complexity and poor universality of SVM-based and probabilistic model-based methods, we employ a logistic regression model to build a pervasive link prediction model, thus to predict the possible links between arbitrary types of object pairs in heterogeneous academic networks. Here, the universality is guaranteed by the automatic meta-path extraction method, and the link prediction accuracy is enhanced by combining the two metapath-based similarity measures proposed in this study.
III. THE PROPOSED UNIFIED LINK PREDICTION FRAMEWORK
The prediction problem for arbitrary relation types in heterogeneous academic networks is defined as: for a given relation type r, Type(r)∈R(AB), Type(a)∈A, Type(b)∈B, predict whether there is a link between nodes a and b.
To solve the above problem, we propose a unified link prediction framework, UniLPF, which is built through the following steps: (1) Constructing a weighted and directed heterogeneous academic network for link prediction, which integrates rich academic information, including several common academic objects, all academic relations between the objects and temporal information. (2) Proposing an improved automatic meta-path extraction method, BE-BFS, to automatically search meta-paths for an arbitrary specified relation type, avoiding the interference introduced by manually selected meta-paths. (3) Proposing two improved similarity VOLUME 7, 2019 measures based on meta-paths, which combine network topology, inter-object content relevance, and temporal information to ensure the accuracy of link prediction. One is THeteSim, which improves HeteSim [22] by considering the influence of temporal information on link prediction, and the other is MP-CWRW, which improves MP-RWR [23] by considering the content relevance between objects. (4) Adopting the logistic regression model to learn the feature parameters of different meta-paths for arbitrary specified relation types, thus generating the corresponding link prediction functions. The framework of UniLPF is illustrated in Fig. 1 .
A. CONSTRUCTING HETEROGENEOUS ACADEMIC NETWORK
An information network was defined by Han et al. [40] as a graph G = (V , E, A, R). There exists a mapping for node types τ : V → A and a mapping for edge types : E → R. For any node v ∈ V , there exists a relation τ (v) ∈ A, and for any edge e ∈ E, there exists a relation (e) ∈ R. In the case that |A| > 1 or |R| > 1, it is a heterogeneous information network. A network schema, denoted by T G = (A, R), is the meta-template of the information network G = (V , E, A, R).
A heterogeneous academic network is a type of specific heterogeneous information network, which focuses on academic objects and relations. Sun et al. [16] extracted topic information of papers and defined a paper-centric academic network schema, which specifies an unweighted network with all edges treated equally. However, for actual link prediction tasks, different edges may have different influences on different prediction tasks. Therefore, we propose several methods to measure the weights of different edge types, and construct a weighted heterogeneous academic network.
We first extract the papers, authors, and venues from a dataset obtained from Microsoft Academic (http://academic. research.microsoft.com/). Then, considering that the topics of papers may better reflect their implicit semantics, we further extract the topics of each paper from the title, abstract, and keywords using a topic model. Furthermore, considering that the influence of temporal information on link prediction, we also extract the temporal information as an attribute of papers. Finally, based on all the above extracted information, an enhanced paper-centric network schema for heterogeneous academic networks is constructed as Fig. 2 .
Based on the network schema in Fig. 2 , a weighted and directed graph Gdi = (V , E, W , T ) can be generated. In which, V denotes the node set, and each node v ∈ V corresponds to an object, which may be a paper, an author, a journal or a topic; E denotes the edge set, and each edge (v, p) ∈ E denotes the relation between node v and paper p,(v, p ∈ V ); W denotes the collection of edge weights,w vp ∈ W is the weight of edge (v, p), which is measured using the methods defined below in this section; and T denotes the publication time set of all papers, where t ∈ T is the publication time of paper p, and also the establishment time of the relations between p and other objects. An enhanced network schema for heterogeneous academic networks. It defines a paper-centric weighted and directed heterogeneous academic network. The topic objects are extracted from the title, abstract, and keywords of each paper using a topic model, the publication time is considered as an attribute of papers, which also denotes the establishment time of the relations between the paper objects and other object types. The edge weights are measured using the methods defined in this Section.
The weights of the edges in Gdi = (V , E, W , T ) are measured as follows.
For ''write''/''written by'' relations between authors and papers, the relation strength is measured based on two considerations. One is that the larger an author's contribution to a paper, the higher the corresponding relation strength is, so we measure the relation strength according to the author order in a paper. The authors in front are assigned higher weights, while those further behind are given lower weights [41] . The other is that when measuring the object similarity in Section 3.3.2, a pruning strategy is adopted to avoid high computational complexity, but this strategy may cause lowerorder authors to be pruned, and their contributions are ignored owing to the small weights of the edges between these authors and their papers. Therefore, in order to avoid lower-order authors being pruned and enhance the prediction effect for them, we improve the method in [41] for measuring the strengths of relations P-A and A-P. Specifically, for paper p with N authors, we define the weight of the edge between author a i and paper p as
where g i is the author number in the reversed author order for paper p. For example, if paper p has five authors, we calculate the weights of relations P − A according to equation (1), and normalize the results according to equation (3), then, the weights between the five authors and paper p are respectively 0.25, 0.225, 0.2, 0.175 and 0.15 in author order. The weight of the edge between the first author and the paper is the highest, and that between the last author and the paper is the lowest. However, the differences between the normalized values are not too big, so the lower-order authors will not be easily ignored by the pruning strategy in Section 3.3.2, and the prediction effect for them can be improved.
For ''cite''/''cited by'' relations between papers, considering that papers with more relevant content comprise more critical references, and a topic model can better explore the semantic information of text content, we measure the strength of a citation relation using the topic relevance between papers. First, the topic distribution vector θ i = (T i1 , T i2 , . . . T ik , . . . , T iK ) of paper p i is extracted from its title, abstract, and keywords by using the topic model. Here, T ik is the k-th topic attribution probability of paper p i and K is the total number of topics. Then, the cosine similarity, which is widely employed to calculate document similarity [42] , is used to calculate the topic relevance between paper p i and its citing paper p j based on their topic distribution vectors. When the topic distribution vector of paper p i is significantly different from that of its citing paper p j , the cosine similarity may be close to zero, and the citation relation may be ignored. Meanwhile, to avoid a too low edge weight in such situations, we set the base value of the similarity between papers to 1; that is:
For ''contain''/''contained by'' relations between papers and topics, we first rank the K topic distribution the paper belongs to. Then, we select the Top − N topics as the objects of topic type in the heterogeneous academic network, and measure the strength of paper-topic relations according to the topic distribution.
We measure ''publish''/''published by'' relations between papers and venues using 1 or 0, because one paper may only correspond to one journal/conference.
Obviously, different methods are adopted to measure the weights of different types of edges/relations in our heterogeneous academic network, which could lead to inconformity in metrics. However, in Section 3.3.2 we need to incorporate all types of relations into unified weighted adjacency matrices. Therefore, it is necessary to normalize the measures for different types of relations into a unified range. We take each paper as a center, and separately normalize the different measures related to the paper in a unified range [0, 1]. Specifically, for each relation instance (p i , n j ) ∈ E between paper set P and object type N (which may be author, paper, topic, or venue), the normalized edge weight is as follows:
where p i ∈ P, n j ∈ N ,w p i n j is the original edge weight between p i and n j , and Num(p i n) is the number of edges connected to paper p i with edge type (p, n) ∈ E. According to (3) , all the edge weights will be normalized to a unified range [0, 1]. VOLUME 7, 2019
B. BE-BFS: AUTOMATIC SEARCH OF META-PATHS
Meta-paths reflect both the topological and semantic features of networks. The similarity between the objects in the networks can be more accurately measured by searching multiple meta-paths. However, as mentioned in Section 2.1, manually selecting multiple meta-paths [17] is infeasible for various and variable link prediction requirements. The Dijkstra-based method [16] has a high time complexity, thus cannot be applied to large-scale networks. Although the traditional BFS-based method [18] can quickly search the optimal meta-path, its space complexity is high for large-scale networks because all nodes in the meta-path need to be stored. Therefore, in order to automatically and efficiently search multiple meta-paths between arbitrary object pairs in large-scale heterogeneous academic networks for arbitrary specified link prediction tasks, and considering that BFS has the advantage of low time complexity, we propose the enhanced BFS-based meta-path extraction method, BE-BFS, which can reduce the space complexity of BFS by limiting the searching scope. We first extract an unweighted heterogeneous academic network G 1 = (V , E) from the weighted academic network constructed in Section 3.1. Then, for a certain link prediction requirement, such as predicting co-author relations AA, BE-BFS is employed to automatically search multiple meta-paths on G 1 = (V , E), avoiding the drawbacks of manually selecting meta-paths. Finally, the searched meta-paths are ranked according to their number of occurrences, and those with high occurrences are selected to describe the network features.
Here we introduce two concepts for BE-BFS, namely the optimal path and sub-optimal path separately.
Definition 1 Optimal path: An optimal path is defined as the shortest path between a pair of nodes obtained using BFS in the initial graph.
Definition 2 Sub-Optimal path: After an optimal path is searched, each edge of the optimal path will be removed in turn and multiple new graphs are generated. Then, multiple shortest paths between the same pair of nodes searched again in the new graphs using BFS are defined as sub-optimal paths.
In addition, two parameters are defined in BE-BFS.
Definition 3 Maxhop:
Considering that the correlation between nodes decreases with the increasing of network distance, and to prevent excessive time and space consumption, Maxhop is defined to limit the maximum number of hops for the searched meta-paths. This may be specified by experiments, and its value may be different for different relation types.
Definition 4 Maxcount: Maxcount is used to limit the number of each meta-path type, and thus to avoid a bias that the searched meta-paths toward certain meta-path types, which may have a negative influence on the prediction effect. Maxcount is set to 15 in our study. The specific steps of BE-BFS are as follows: (1) Searching optimal paths For a prediction task specified by a user, such as predicting citation relations between papers, the corresponding object pair N (source, target) in G 1 = (V , E) is selected. Then, BFS is applied to search the optimal path between the object pair, and the upstream nodes of each node on the path are recorded. By this process, the optimal paths with minimum hops between all source and target node pairs are obtained. However, if the specified hop limit (Maxhop) is exceeded before the target node is reached, then the current BFS process will be terminated, and no optimal path between the given object pair is determined within the hop limit. Thus, only one optimal path can be searched for a specific node pair.
(2) Searching sub-optimal paths by breaking the edges on the optimal paths To remedy the defect that only one path between a given object pair can be searched by BFS, we propose a breaking-edge method to fully exploit the path features. Specifically, we break each edge in turn on the searched optimal path, starting from the source node, and apply BFS again to search other possible paths from the source node to the target node. Then, we recover the broken edge at the end of each search and repeat the above steps until the specified path limit (Maxcount) is reached. Thus, for a specific object pair, multiple sub-optimal paths can be searched.
(3) Creating a meta-path set We map the multiple meta-paths searched in steps (1) and (2) (called InstanceMetaPaths) to the corresponding path types (called TypeMetaPaths) according to their object types, count the number of TypeMetaPaths and select the Top-N TypeMetaPaths to join into the PathSet, which is regarded as containing the meta-paths for a specific prediction task.
The proposed BE-BFS is described in Algorithm 1. Fig. 3 depicts a simplified network for searching metapaths, where (1, 8) is the specified target object pair, Maxhop=4, and Maxcount=5.
The automatic search procedure for meta-paths between the object pair (1, 8) using BE-BFS proceeds as follows:
(1) Searching the optimal path from node 1 to node 8 Traverse the downstream nodes for node 1 to obtain nodes 2, 3, 4, as shown in Fig. 4(a) . For node 2, the downstream nodes are 5 and 6, from which the target 
Algorithm 1 Break-Edge Breadth-First Search (BE-BFS)
Input: node 8 cannot be reached, so the searching process continues. For node 3, the downstream node is 4, which has been visited from node 1, so the searching process continues. For node 4, the downstream nodes include node 8, as shown in Fig. 4(b) . Therefore node 8 is reached from node 4. The searching process stops, and the optimal path determined from 1 to 8 is 1->4->8, as shown in Fig. 4(c) . So far, the number of meta-paths is one, and the search depth is two.
(2) Searching the sub-optimal paths by breaking the edges on the determined optimal path 1->4->8
First, break the edge 1->4. Then, repeat the automatic searching process using BFS. By traversing the downstream nodes for node 1, we obtain nodes 2 and 3, as shown in Fig. 5(a) . Then, for node 2 the downstream nodes are nodes 5 and 6. For node 3, the downstream node is 4, and clearly node 8 cannot be reached in this step, as shown in Fig. 5(b) . Therefore, the searching process continues to the third level, as shown in Fig. 5(c) . For node 5 the downstream node is node 10, and for node 6 it is node 11. For node 4, the downstream nodes are 7, 8, and 9, and so node 8 is reached. So far, the sub-optimal path 1->3-> 4->8 by breaking edge 1->4 has been determined, as shown in Fig. 5(d) .
Now, the number of meta-paths is two and the search depth is three. Neither the upper limit of paths nor the maximum search depth have been reached. Thus, further break the edge 4->8, and continue to search possible sub-optimal paths using BFS.
After each search round of by breaking edges, check whether the search depth reaches the upper limit. If not, then continue to search. Otherwise, stop the current search and restore the broken edge back into the network.
Through the above steps, four instance meta-paths are determined, i.e., 1->4->8, 1->3->4->8, 1->3->4->9->8, and 1->2->6->11->8.
(3) Creating the meta-path set Now, we map the node numbers on the instance meta-paths in Fig. 3 to the four object types paper (P), author (A), venue (V), and topic (T) in Fig. 2 , according to Table 1 .
Then, the instance meta-paths 1->4->8, 1->3->4->8, 1->3->4->9->8, and 1->2->6->11->8 are respectively mapped to the type paths P->P->P, P->T->P->P, P->T->P->A->P, and P->T->P->A->P, and the occurrence times of each type meta-path are shown in Table 2 . For all remaining object pairs of the target relationship, we repeat the above process and sort the type meta-paths according to their occurrence times, thus obtaining the Top-N type meta-paths to create the PathSet.
As we can see from the experiments in Section 4, the larger the Maxhop, the more type meta-paths are obtained. If the number of type meta-paths is sufficiently large, such as 15, and there are some type meta-paths that occur less than twice, then we judge these type meta-paths to be less important. Therefore, we choose the Top-N type meta-paths to generate the PathSet, rather than using all of them. The value of N will be manually determined depending on different relationship types. 
C. META-PATH BASED SIMILARITY MEASURES
Although HeteSim [22] and MP-RWR [23] have been proposed to measure the similarity between objects on both symmetric and asymmetric meta-paths, the two methods are limited to unweighted networks, and can only measure object similarity from the perspective of the network structure. Furthermore, these methods ignore the influence of temporal information and content relevance between objects on similarity measures, so their accuracy needs to be improved.
In this paper, to evaluate the probability of establishing a link between two objects on each meta-path for link prediction task in heterogeneous academic networks, we propose two improved algorithms to respectively measure the similarity between object pairs of the same or different types on symmetric or asymmetric meta-paths. Then, the measurement results of the two methods are combined to enhance the link prediction accuracy and avoid the randomness of link prediction using only one measure.
First, we suppose that the links established earlier have less influence on the later link prediction, and that recently established meta-paths should be given higher weights to increase their influence on link prediction. Thus, based on HeteSim [22] , we further consider the influence of the temporal information on link prediction, and propose THeteSim to measure the weights of meta-paths.
Second, based on MP-RWR [23] we treat different edges differently, and increase the influence on link prediction of the edges with higher weights by considering the content relevance between objects. Based on this idea, we propose the MP-CWRW method based on the content relevance between objects to measure the weights of meta-paths and improve the link prediction accuracy.
1) THETESIM: SIMILARITY MEASURE COMBINING THE TIME FACTOR
We introduce the time factor into HeteSim to propose THeteSim based on temporal attenuation, in which the unweighted edges in HeteSim are redefined as weighted edges using a temporal attenuation function, and the corresponding operations of HeteSim are also enhanced as described in following sections.
(1) Edge weight based on time factor Considering that the relations created earlier have less influence on future link prediction, the edge weights of THeteSim are measured as follows:
where µ denotes an attenuation factor with an empirical value of 0.62, t c denotes the current time in years, and t ij denotes the time in years at which the relation between (v i , v j ) is created. Because ''paper'' is the center of the network schema in Fig. 2 , we consider the publication times of papers as the creation times of the relations between papers and other objects, and the corresponding heterogeneous academic network based on time attenuation is denoted as G 2 = (V , E, T ).
(2) Sketch of the THeteSim measure Similarly to HeteSim, the THeteSim similarity of an object pair (s, t) is iteratively measured by the average relevance of their neighbors until the same type of neighbors are reached, i.e., the source and target objects meet at the same type of intermediate objects along multiple meta-paths. However, FIGURE 6. THeteSim sketch for meta-path based similarity measure. In this measure, the target object pair S and T may be the same or different object types, all the edges are weighted and associated with a time factor which is the publication time of the corresponding paper. The thicker the line, the greater the weight is. The THeteSim similarity between object pair (s, t) is iteratively measured by the average relevance of their neighbors until the same type of neighbors are reached, i.e., the source and target objects meet at the same intermediate object type along multiple meta-paths. because the edges on meta-paths are weighted based on the time factor, the sketch of the THeteSim measure is also different from that of HeteSim. In Fig. 6 , the labels on the edges denote the weights measured according to (4) . The thicker the line, the later the edge is created, and the greater the weight of the edge is.
For a given meta-path P = R 1 • R 2 • · · · • R l , the THeteSim score for object pair (s, t) (s ∈ R 1 .S, t ∈ R l .T ) is calculated as (5), which is also different from the HeteSim score:
where O (s|R 1 ) denotes the out-neighbors of object s based on relation R 1 , and I (t|R l ) denotes the in-neighbors of object t based on relation R l . The similarity between the objects s and t is zero if s does not have out-neighbors or t does not have in-neighbors. (3) Decomposition of relevance meta-paths When measuring the meta-path-based similarity between objects, if the length of a meta-path is even then source and target object types may meet each other at an intermediate object type. However, if the length of the meta-path is odd then the source and target object types will never meet at an intermediate object type. Therefore, the meta-paths with odd length need to be decomposed into the meta-paths with even length, and the new edges generated by inserting an intermediate object type E are weighted according to the same edge weight metric based on the time factor. Fig. 7 
By adopting a similar method as in HeteSim, the reachable probability matrix between the source and target object types based on a meta-path P = (A 1 A 2 · · · A l+1 ) can be expressed as PM P 
, and that based on the reverse meta-path can be expressed as
The corresponding object similarity can be calculated as
For two specific instances A i 1 and A j l+1 of object types A 1 and A l+1 , respectively, the object similarity is calculated as follows:
where,PM P (v i , :) is the i th row in PM P .
For a target object v i , the self-relation of v i should be 1. Thus, the cosine probability distribution is employed to obtain normalized similarity results as follows:
2) MP-CWRW: CONTENT-WEIGHTED RANDOM WALK
Li et al. [23] proposed a bi-directional random walk method based on constrained paths to study the ranking problem in heterogeneous networks. Here, when the walker moves between different types of objects, both the forward walk from the source to the target object type and the reverse walk from the target back to the source object type are taken into account. However, this method ignores the impact of content relevance on the transfer probabilities between objects.
To further improve the accuracy of the similarity measure between objects, and thus to improve the link prediction accuracy, we further consider the content relevance between objects to construct a weighted heterogeneous academic network G 3 = (V , E, W ), and propose the MP-CWRW method to measure the weights of meta-paths. Fig. 8 presents a sketch of MP-CWRW for measuring the similarity between objects a1 and v1 based on a meta-path A → P → P → V .
Unlike the random walk in [23] , here we redefine the transition probability matrix, the reachable probability matrix, and the bi-directional random walk based on a contentweighted meta-path. The edges between different object types are weighted based on content relevance, and both the forward meta-path based random walk from source object type A to destination object type V and the reverse meta-path based random walk from the destination object type V to the source object type A are considered to measure the object similarity. 
Definition 5 Transition probability matrix: W A
Definition 6 Reachable probability matrix based on metapaths: For a meta-path P = A 1 A 2 · · · A l+1 , the reachable probability matrix M P from A 1 to A l+1 is calculated by multiplying all the transition probability matrices along the given meta-path:
Furthermore, the reverse reachable probability matrix (M P ) −1 from A l+1 to A 1 along the meta-path
The initial matrix of a random walk from A 1 to A l+1 is R 0 = D A 1 A l+1 , which is the diagonal matrix of A 1 A l+1 . When the source object type A 1 and the target object type A l+1 are the same, the steady-state matrix is R t+1 = M P R t after iterating (t +1) times, where R t is the probability distribution matrix at step t.
In the case that the source and target object types are different, the random walk along a given meta-path will eventually reach a certain path and stop walking. Therefore, we need to obtain the reachable probability by simultaneously considering the forward walk from the source to the target along path P and the reverse direction along the path P −1 , as shown in Fig. 8 .
Specifically, for a given meta-path P = A 1 A 2 · · · A l+1 , we calculate the bi-directional reachable probability matrices. Here, the forward reachable probability matrix is calculated by (9) , while the reverse reachable probability matrix is calculated by (10) .
Thus, the forward iteration and reverse iteration can be formulated as (11) and (12):
We iteratively compute the random walk matrices for multi-steps, and verify the difference between the matrices for the last two adjacent iterations using the square error criterion function, as follows:
Num is the total number of non-zero rows in R t and R t+1 , i.e., Num = Row(R t+1 ) + Row(R t ) − Row(R t+1 ∩ R t ). We stop the iterations when the difference is less than a specified threshold, which is set as 0.001 in this study.
In this work, the bi-directional random walk based on a given meta-path between a pair of source and target objects is carried out according to the process described above, and the possibility of establishing links between the two objects is measured through the stable reachable probabilities in R t .
The MP-CWRW is described as algorithm 2.
D. BUILDING A PERVASIVE LINK PREDICTION MODEL
Based on the results of the meta-path-based similarity measures by the methods of THeteSim and MP-CWRW described above, we adopt a logistic regression model to learn the feature weights of different meta-paths for link prediction, and then build the link prediction models for different prediction tasks.
Suppose that PathSet = {P 1 , P 2 , · · · , P N } is the meta-path set searched using BE-BFS and Measure = {THeteSim, MP − CWRW } is the measure obtained using the two methods in Section 3.3. First, we calculate the Cartesian product of PathSet and Measure, which is used to obtain a set of sub-features for measuring the object relevance. That 
) < ε is, we can build the eigenvector F:
where the dimension of the eigenvector F is the product of the number of meta-paths |PathSet| and the number of metric methods |Measure|. Finally, the link prediction model is built by learning the feature parameters. We adopt the logistic regression model, which has advantages in binary prediction and dealing with 0/1 classification, to learn the weight of each meta-path in the link prediction model. It is clear that the prediction model is built according to just the input eigenvectors rather than certain relation types, and so is relation-independent and can be employed to predict different types of relations.
Given a number of object pairs for training, each of which contains an eigenvector F =< f 1 , f 2 , · · · , f 2N > and a label (1/0) indicating whether a link is established, the VOLUME 7, 2019 corresponding logistic regression function is
In the parameter vector β =< β 1 , β 2 , · · · , β 2N >, β i denotes the feature parameter corresponding to sub-feature f i . The optimal feature parametersβ =<β 1 ,β 2 , · · · ,β 2N > can be calculated using maximum likelihood estimation, and which are input into equation (15) to obtain the final link prediction function as:
E. TIME AND SPACE COMPLEXITY OF UNILPF
We first analyze the time complexity of BE-BFS. In the unweighted network G 1 = (V , E), V is the node set and E is the edge set, which contain n nodes and m edges respectively. The time complexity of BFS comprises two parts: one is the time complexity O(n) for all nodes entering and leaving a queue, and the other is the time complexity O(m) for traversing all the neighbor nodes in the worst case. Therefore, the time complexity for one BFS search is O(n+m). However, the number of search samples used for BE-BFS is an integer h that is lower than the path limit Maxcount, and so the time complexity of BE-BFS is O(h(n+m)), which is a linear complexity. Compared to the time complexity O(n 2 ) of Dijkstra, BE-BFS has an obvious advantage. Furthermore, unlike BFS, BE-BFS does not need to traverse the whole network, because of the limitations in path length and search depth, which provide the effect of a pruning strategy. Therefore, even in large-scale networks the space and time complexity of BE-BFS remain considerably low. Meanwhile, our experimental results show that it only cost 4.41 minutes to search the meta-paths of co-author relations AA in an academic network containing 430,951 nodes. Next, we analyze the time and space complexity of THeteSim. Suppose that the average number of objects of one type is r and there are k relations (meta-paths). Then, the space requirement for THeteSim to store the neighbor relevance matrix is O(kr 2 ). Let d be the average value of |O(s|R i )| I (t|R j ) over all object-pairs (s, t) based on the relations R i and R j . For a given meta-path with length l, the time required to compute THeteSim has two contributions: the time to calculate the relevance between r 2 node pairs along the meta-path is O(kldr 2 ), and the time to calculate the weighted adjacency matrix is O(r 2 ). Therefore, the overall time complexity of THeteSim is O(kldr 2 + r 2 ). Then, we estimate the space and time complexity of MP-CWRW. For simplicity, we also assume that there are k relations (meta-paths), r objects for each object type, and t iterations for convergence. The space requirement for storing the neighbor relevance matrix is O(kr 2 ). The time complexity of MP-CWRW also has two contributions: iteratively computing the object similarity and constructing the weighted adjacency matrix. The later computation is O(r 2 ). For a given meta-path of length l, the time complexity for computing the object similarity is O(klr 3 + ktr 2 ) and the time complexity for constructing the adjacency matrix is O(r 2 ). Therefore, the overall time complexity of MP-CWRW is O(klr 3 + ktr 2 + r 2 ). Thus, the time complexity of UniLPF for the similarity measure is O(klr 3 + ktr 2 + kldr 2 + r 2 ), which is relatively high. Meanwhile, our experimental results show that it takes 4.21 hours to predict PA relations using UniLPF in an academic network containing 430,951 nodes, where the lengths of meta-paths are less than 5.
IV. EXPERIMENTAL RESULTS AND ANALYSIS A. EXPERIMENTAL SCHEMES 1) DATASET
To evaluate the effectiveness of UniLPF for predicting arbitrary relation types in heterogeneous academic networks, we conduct extensive experiments based on a real dataset obtained from Microsoft Academic (http:// academic.research.microsoft.com/) during 2001∼2012 in the field of computer science. The dataset includes the information of paper title, abstract, key words, authors, publication venues, publication time, and references. In which, there are 102,580 papers, 319,732 authors, 8,539 venues, 40,888 PA relations, 11,226 PV relations, 7,767 PP relations and 81,716 AA relations. Meanwhile, considering the effectiveness of LDA [43] for extracting semantic features of papers, GibbsLDA is employed to obtain the topic distribution of papers from their title, abstract and keywords, and by experiments, 100 topic objects are determined for constructing the heterogeneous academic network.
2) BENCHMARK METHODS
In order to evaluate the performance of our proposed UniLPF method, we select the comparison methods from the following aspects: classical similarity measures for homogeneous networks, meta-path based similarity measures for heterogeneous networks, and deep learning based network embedding.
In following experiments, the overall prediction scheme presented in this study is referred to UniLPF, and the schemes that adopt our proposed BE-BFS for meta-path searching and the pervasive logistic regression based link prediction model but only utilize one of THeteSim and MP-CWRW to measure the meta-path-based object similarity are referred to UniLPF(THeteSim) and UniLPF(MP-CWRW) respectively.
In addition, several typical link prediction methods for homogeneous or heterogeneous networks are selected as the comparison schemes. Among them, the schemes for homogeneous networks in which all nodes and links are treated equally include the common neighbor (CN) [44] , Jaccard coefficients (JC) [45] , and random walk with restart method (RWR) [46] with a restart factor of 0.15. The schemes for heterogeneous networks include two improved schemes that adopt only one of our proposed similarity measures, UniLPF(THeteSim) and UniLPF(MP-CWRW), and two baseline algorithms for similarity measures, HeteSim [22] and MP-RWR [23] .
Finally, considering that the deep learning based network embedding methods have been widely concerned for link prediction, the PME method [39] , one of the state-of-the-art deep learning methods for link prediction, is selected as a comparison scheme in our experiments.
Following are the core ideas of the comparison schemes:
(1) The idea of CN [44] is that the higher the number of common neighbors between two nodes in a network, the higher the possibility they may have a link. Supposing that (v i ) and (v j ) are respectively the neighbor sets of nodes v i and v j , then, the number of common neighbors between v i and
(2) Based on the common neighbors, the JC method [45] measures the possible links by considering the number of neighbors for each node. The higher the ratio of common neighbors to the total neighbors, the higher the Jaccard coefficient. The Jaccard coefficient between nodes v i and v j is
Here, (v i ) and (v j ) are the neighbor sets of v i and v j respectively.
(3) The RWR method [46] treats all objects and relations equally, rather than distinguishing different object types, and the walker walks back to the initial position with a certain probability. The probability distribution for each walker to arrive at each node is calculated and used to indicate the probability that the links already exist or will be established.
(4) HeteSim [22] is an unweighted similarity measure, which distinguishes homogeneous and heterogeneous object pairs but does not consider a time factor. In following experiments for this scheme, HeteSim is employed to measure the object similarity, and logistic regression model is adopted to learn the feature weights of different meta-paths for link prediction tasks. However, the meta-paths are those searched using our proposed BE-BFS, which are constant during all the experiments.
(5) MP-RWR [23] is a bi-directional unweighted random walk method, which also distinguishes homogeneous and heterogeneous object pairs. For homogeneous object pairs, the one-directional walk probability from the source to target is computed, while for heterogeneous objects the walk probabilities of both the source-to-target forward walk and target-to-source reverse walk are measured. Through multiple iterations, the link probabilities between the object pairs are measured. In this study, we conduct similar experiments for MP-RWR as for HeteSim. That is, MP-RWR is employed to measure the object similarity, logistic regression model is adopted to learn the feature weights of different meta-paths for link prediction tasks, and the meta-paths are those searched using our proposed BE-BFS.
(6) PME [39] is a novel model for embedding heterogeneous information networks. It first decomposes the heterogeneous information network into multiple bipartite networks based on the relation types in the network, then applies Euclidian Distance as a metric to embed nodes proximities in each bipartite network and by joint learning multiple semantic-specific Euclidian spaces, the low dimensional vector representations for each vertex are learned. Additionally, bidirectional negative sampling strategy and a loss-aware adaptive positive sampling strategy are introduced to optimize the learning model. In our experiments, the same data set as our scheme is adopted, four relation types AA, PV, PA, PP are extracted to construct the link-specific sub-networks and generate the vertices embedding. Finally, a sigmoid function is used to predict the probability that links may be exist between two objects.
3) EXPERIMENTAL SCHEMES
To verify the universality of UniLPF for arbitrary relations, we examine the prediction effects of the various relation types through experiments. Here, we divide the relations into predictive and detected relations according to their generation times. Predictive relations represent the relations that may be established in future, such as co-authorships. Detected relations represent the existing relations to be detected, such as a relation PA. To validate the predictive relations, we extract the eigenvalues of object pairs from the current time interval, and extract the corresponding link labels if the relations between the object pairs will be established during the relative future time interval. For the detected relations, the object pairs and their labels are obtained from the current time interval.
The 10-fold cross-validation method is adopted to predict all the relation types. That is, 90% of the dataset are selected as a training set, and the remaining 10% as a testing set. Specifically, during the training phase for each relation type, the positive samples are generated by randomly extracting the existing relations and the same number of non-existing relations are generated as the negative samples. By this way, the extracted positive samples and negative samples for the training phase are listed in Table 3 . To ensure the accuracy of experimental results, all experimental schemes are repeated 10 times, and the average results are reported. The precision, recall, F-measure, receiver operating characteristic (ROC) curve or area under curve (AUC) value, and accuracy are used to evaluate the prediction performance of UniLPF and the compared schemes. Here, the implementation of logistic regression model in WEKA is adopted to predict the relations and output the evaluation metrics in our experiments. VOLUME 7, 2019 The specific experimental schemes are described as follows. First, the optimal meta-path length in our scheme is determined. Then, the universality of UniLPF under the optimal meta-path length is evaluated, and its prediction performance is further evaluated by comparing with the benchmark methods. Finally, the time scalability of our UniLPF is evaluated.
Experiment 1: Determine the optimal upper limit of meta-path length. We first search the meta-paths based on different maximum meta-path lengths, record the time consumption and the number of the meta-paths searched, and then evaluate the prediction performance under different meta-path length. Finally, the optimal upper limit of the meta-path length is determined by considering both the searching time for meta-paths and the prediction performance under different meta-path lengths.
Experiment 2: Evaluate the prediction performance for a variety of academic relation types and verify the universality of UniLPF. These relation types include co-authorships between authors (AA), citation relations between papers (PP), publication relations between papers and venues (PV), and writing relations between authors and papers (PA).
Experiment 3: Compare the prediction performance of UniLPF with the benchmark methods for predicting multiple relation types under several metrics, including the F-measure, accuracy, and the ROC curve/AUC value.
Experiment 4: Evaluate the time scalability of UniLPF by dividing the whole dataset into three parts with equal-length time intervals. Specifically, the intervals T0, T1, and T2 represent 2001∼2004, 2005∼2008 and 2009∼2012, which comprise the past, current and future intervals, respectively. T0 contains 11,252 papers, 34,722 authors and 3,107 venues; T1 contains 23,560 papers, 80,517 authors and 5,089 venues; and T2 contains 67,800 papers, 236,030 authors and 6,767 venues. For predictive relations, the data in (T0+T1) is employed for training, while the data in (T1+T2) is employed for testing. Through this, we can verify whether the prediction model built in the interval of (T0+T1) is applicable to the interval (T1+T2). For detected relations, the data in T0 is employed for training and the data in T1 is for testing.
B. EXPERIMENTAL RESULTS AND ANALYSIS 1) DETERMINE THE OPTIMAL UPPER LIMIT OF THE META-PATH LENGTH
The proposed BE-BFS is employed to automatically search the meta-paths for different link prediction requirements. However, the meta-paths for predicting the target relations also contain the existing direct relations between objects, which should not be considered as the relations to be predicted, and so should be removed from the meta-paths of target relations. Specifically, for relation type AA, the metapath type APA with PathLen=2 should be removed, because it describes the direct co-authorship. Similarly, for relation types PA, PV and PP, the meta-paths with PathLen=1 should be removed. Therefore, the PathLen should start from 3 for the relation type AA, and 2 for other relation types.
We randomly select 400 object pairs for each of the four target relation types from the training dataset in Table 3 , and search the corresponding meta-paths. Table 4 presents the number of meta-paths searched by BE-BFS under different upper limits of the meta-path length for predicting the four different relation types. It can be observed that the number of the searched meta-paths for the relation type PP is considerably larger than those for the other three relation types. However, from Fig. 2 we can observe that the reason for this should be that the paper object P is the center in the network schema, and the relation type PP can be reached through the other object types. Fig. 9 depicts the search times under different meta-path lengths. As shown in Fig. 9 , as the path length increases, the search time first grows faster, and then gradually tends to be flat when a certain path length is reached. Specifically, for the relation types AA, PV and PA, the search time increases significantly when the path length changes from 4 to 5, but when the path length reaches 6 and 7, the number of new searched paths in Table 4 reduces significantly and the search time in Fig. 9 increases slowly, or even stops increasing. For the relation type PP, the difference from the above three relation types is that the turning point of the search time occurs at PathLen=3. Fig. 10 further illustrates the prediction performance under different path length, including the AUC results for the four relation types AA, PV, PA and PP.
It can be seen from Fig. 10 that, as the meta-path length increases, the AUC values of link prediction rapidly increases at first, and then tends to be flat. Considering both aspects of the search time and prediction performance for the relation types AA, PV, and PA, when the meta-path length is greater than 4, the number of the searched meta-paths clearly increases, and the search time also increases rapidly. This leads to a high computational complexity but low improvement in the AUC values. Therefore, we set the upper limit of the path length to 4 for the relation types, AA, PV and PA. However, for the relation type PP, considering that the search time clearly increases from PathLen=3 to PathLen=4 while the corresponding AUC is clearly improved from PathLen=2 to PathLen=3 and then tends to be flat, we choose PathLen=3 as its optimal upper limit of the path length.
2) VERIFICATION OF MULTI-RELATIONS UNIVERSALITY
To verify the universality of multi-relation types for UniLPF, we predict a variety of meaningful relation types (AA, PV, PA, PP) through extensive experiments. In this experiment, the entire dataset is employed and the positive and negative samples are as Table 3 . The prediction performance is evaluated by five metrics, namely the precision, recall, F-measure, AUC and accuracy. Table 5 presents the specific experimental results. Table 5 shows that UniLPF achieves reasonable and good prediction performance for different relation types, which means that UniLPF can be applied to predict arbitrary relation types. However, the performance for different relation types under the optimal PathLen exhibit some differences. The reason may be that the data distribution and meta-path sets for different relation types based on the same dataset are different. That is, the prediction performance is related to the characteristics of relation types.
3) COMPARISON AND ANALYSIS OF PREDICTION PERFORMANCE
We compare the performance of our scheme with the benchmark schemes for predicting the relation types AA, PV, PA, and PP. The F-measure, accuracy, and ROC curve (AUC) are employed to evaluate the link prediction performance. Table 6 describes the results of different schemes for the four relation types. Fig. 11 to Fig. 14 As can be observed from the above results, except the accuracy of PME for relation type AA is the best, the prediction performance of UniLPF in terms of the F-measure, accuracy, and AUC is better than those of all the comparison schemes.
Among the comparison schemes, HeteSim generally performs the best, followed by PME. Even so, UniLPF performs better than HeteSim. Specifically, the AUC is superior by 0.75% for AA, 8.98% for PV, 14.8% for PA, and 1.5% for PP.
Comparing the results of the heterogeneous methods to that of the homogeneous methods, the former are obviously superior. Among the schemes for homogenous networks, RWR is clearly superior to CN and JC. Among the schemes for heterogeneous networks, the two variant of our schemes, UniLPF(THeteSim) and UniLPF(MP-CWRW), are respectively superior to the baseline schemes, HeteSim and MP-RWR, in terms of the overall performance. The results prove that considering a time factor and content relevance are beneficial compared to their counterpart methods.
By further comparing the results of UniLPF(THeteSim) and UniLPF(MP-CWRW), we can observe that for the relation type PA, UniLPF(MP-CWRW) performs better than UniLPF(THeteSim), while for the relation types AA, PV and PP, UniLPF(THeteSim) performs better. However, for all four relation types, UniLPF performs better than the other two variants, which proves that building a link prediction model by combining two similarity measures can avoid the possible randomness caused by a single similarity measure and effectively improve the prediction performance. However, for the relation type AA, neither THeteSim nor MP-CWRW achieve a better prediction performance than their baseline methods. This may be because the AA is a type of predictive relation, and in our experiments the link features of object pairs are extracted from the network in the current time interval, and the labels determining whether the links between object pairs will be established are extracted from the network in the relative future time interval. However, our dataset does not include all of the objects, and so there must be a situation in which the author pairs had co-authorships but these were not covered in the dataset, which may cause some error link labels to be generated. This situation can be improved by expanding the size of the dataset as far as possible. Unlike the situation for the relation type AA, when verifying the other three relation types, 10% of the actually existing edges in the network are broken down to simulate the lost links in our experiments, which ensures that the link labels are correct. Therefore, the prediction results contain less errors.
Another result to note is that, although PME achieves fairly good prediction performance, it is worse than that of our proposed UniLPF. The reason may be that, PME only consider the first-order and second-order proximities, while UniLPF considers the nodes and relations information with further range by automatically extracting meta-paths. Fig. 15 to Fig. 18 compare the ROC curves for the prediction performance for each of the four relation types.
From the above experimental results in Figs 15 to 18, we can observe that in general the ROC curve of UniLPF is closest to the upper left corner in the coordinate system, so its prediction performance is the best. Among the comparison schemes, HeteSim generally performs best, PME is close to HeteSim, while the prediction performance of CN is the worst. However, the performance of RWR, HeteSim and MP-RWR are variable, depending on the specific object relation types and data features in the dataset.
It is worth noting that, the good results of HeteSim may partly attributed to the meta-path selection methods in this paper. In addition, although the authors of PME was proved its advantage, it does not achieve the expected ROC on our dataset. We think it should be the same reason mentioned for the above evaluation metrics, that is, it only considers the first-order and second-order proximities, while UniLPF considers the nodes and relations information with further range by automatically extracting meta-paths.
4) TIME SCALABILITY OF UNILPF
Experiment 4 described in 4.1.3 is conducted to investigate the time scalability of UniLPF, with the results shown in Table 7 . For the relation type AA, the whole dataset in the specified time interval is used, while for the other three relation types, the link prediction are conducted through randomly breaking 10% of the edges in the specified dataset and repeating the experiments three times to obtain the average results.
As can be observed from Table 7 , UniLPF achieves a good prediction performance on T0. With the passage of time, the data distribution and network features are subject to some changes, and so the prediction performance in the extended time interval is slightly degraded or enhanced, but the overall performance remains within an acceptable range. That is, UniLPF still achieves a good performance over time. The reason is that UniLPF considers the temporal information for link prediction, which can more accurately describe the network features at different times, thus improving the prediction performance over times.
V. DISCUSSION AND CONCLUSION
We proposed the UniLPF to detect arbitrary missing relations or predict possible relations in future in heterogeneous academic networks. UniLPF includes following steps. First, a heterogeneous academic network based on a given network schema is constructed, in which the paper object is the center, and the edge weights according to content relevance between objects are measured. Second, an improved BE-BFS algorithm is proposed to automatically and efficiently search meta-paths for arbitrary relation types in the network, which can avoid subjective influence on meta-path search. Then, two meta-path-based similarity measures are proposed to measure arbitrary meta-path-based object similarity and thus improving the link prediction accuracy. The first of these is THeteSim, which improves HeteSim by further considering the influence of a time factor on link prediction. The second is MP-CWRW, which provides a bi-directional content-based random walk to measure arbitrary meta-pathbased similarity between object pairs with homogeneous or heterogeneous relation types by considering the inter-object content relevance. Finally, a pervasive link prediction model for predicting arbitrary relations is built based on the logistic regression model, whose feature space is generated by utilizing multiple sub-features based on meta-paths obtained through THeteSim and MP-CWRW.
Extensive experimental results demonstrated that UniLPF can predict all the meaningful relation types in heterogeneous academic networks, and so can satisfy various user requirements through a unified prediction framework. UniLPF is also shown to achieve a high prediction accuracy and time scalability for all meaningful relation types.
In addition, although we only conducted the experiments on a heterogeneous academic network, our proposed UniLPF can be easily applied to any other heterogeneous networks or datasets. For those cases, we only need to define a heterogeneous network schema and calculate the corresponding edge weights, then the meta-path extracting method of BE-BFS, the two similarity measures of THeteSim and MP-CWRW, the link prediction model based on logistic regression can be reused. Therefore, our UniLPF can be easily extended to other different network situations.
However, considering the high time complexity of the two proposed similarity measures, the introduction of massive parallel computing and continuous handling inflow data also need to be considered for practical large-scale systems. 
