We derive and study a Lax-Friedrichs type finite volume method for a large class of nonlocal continuity equations in multiple dimensions. We prove that the method converges weakly to the measure-valued solution, and converges strongly if the initial data is of bounded variation. Several numerical examples for the kinetic Kuramoto equation are provided, demonstrating that the method works well both for regular and singular data.
Introduction
The purpose of the present paper is to derive a non-oscillatory and convergent numerical method for a large class of nonlocal continuity equations of the form
on some domain K ⊂ R d . Here, µ(x, t) is interpreted as a density of particles at time t, and V [µ] : K → R d depends nonlocally on µ, typically the convolution of µ with some kernel. Conservation laws of this form arise in a large variety of applications, such as the simulation of crowd dynamics, microbiology, flocking of birds, traffic flow and more [4, 12, 19] . One particular instance of (1.1) which has been studied extensively is the so-called KuramotoSakaguchi equation, also called the kinetic Kuramoto equation,
where T = R/2π is the one-dimensional torus and The purpose of the present paper is to derive and analyze a finite volume numerical method for a large class of equations of the form (1.1) (including the kinetic Kuramoto equations (1.2), (1.3)). In particular, we prove that the scheme converges strongly to the unique weak solution µ whenever µ 0 ∈ L 1 ∩ BV, and in all other cases converges in the sense of measures to the so-called measure-valued solution µ. We emphasize that the stability and convergence properties of the scheme are valid even when µ 0 (and hence also the exact solution) has point-mass singularities.
In the recent works [1, 2] , Amadori et al. designed and analyzed a front-tracking numerical method for the the Kuramoto-Sakaguchi equation for identical oscillators (1.3) . In contrast to their method, our finite volume method works in any number of dimensions, does not require any regularity on the initial data, and does not impose "entropy conditions" on solutions. We also mention the work by Crippa and Lécureux-Mercier [8] where wellposedness of a system of nonlocal continuity equations of the form (1.1) is established. The extension of our finite volume scheme to such systems should be straightforward.
Nonlocal conservation laws
Nonlocal conservation laws of the form (1.1) were first studied by Neunzert [16] and Dobrushin [9] . Using techniques which by now are standard, they showed existence and uniqueness of solutions of (1.1). We will consider solutions which are weakly continuous maps µ : R + → M(K), mapping time t to probability measures µ t ∈ P(K). Here,
* is the space of bounded Radon measures on K, P(K) is the subset of probability measures, and by weakly continuous we mean that t → µ t , ϕ := K ϕ(x) dµ t (x) is continuous for every ϕ ∈ C 0 (K). We define the 1-Wasserstein metric
It can be shown that d W metrices the topology of weak (or narrow ) convergence in P 1 (K), the set of probability measures ν with finite first moment, K |x| dν(x) < ∞ (see e.g. [18] ).
is a measure-valued solution of (1.1) if it satisfies (1.1) in the sense of distributions, i.e.
Since µ is assumed to be weakly continuous in time, one can show that µ is a measure valued solution if and only if
for every 0 s < t and every ψ ∈ C ∞ c (K). We say that µ is a weak solution of (1.1) if it is a measure-valued solution which is absolutely continuous with respect to Lebesgue measure.
We will henceforth assume that K is of the form
where each K i is either the torus T or the whole real line R. For the well-posedness of (1.1) and the convergence of our numerical scheme, we also need some of the following assumptions on V :
The main well-posedness result for the nonlocal conservation law is the following.
Theorem 2 (Neunzert [16] , Dobrushin [9] ). Let µ 0 ∈ P 1 (K) and let V satisfy assumptions (A1), (A2), (A3). Then there exists a unique measure-valued solution of (1.1). This solution is Lipschitz in time,
Remark 3. It is easy to see that both kinetic Kuramoto equations (1.2) and (1.3) satisfy assumptions (A1)-(A4), and are therefore well-posed by Theorem 2. Indeed, in the case of
We can then choose
"Kinetic" PDEs (1.1) under our assumptions (A1)-(A3) are rather well-behaved under approximations. For instance, in a particle approximation one approximates the solution as a convex combination of Dirac measures, µ
, where x i (t) is the position of the ith particle and µ i ∈ (0, ∞) is its mass. It is straightforward to see that µ M is in fact a measure-valued solution of (1.1) provided x i (t) satisfy the system of ODEs
Assumptions (A1), (A2) guarantee that this system has a unique solution. Taking an approximating sequence µ M 0 converging weakly to µ 0 , assumption (A3) guarantees that the limit is a measure-valued solution. Thus, if one can solve the system of ODEs (1.6) then the question of convergence boils down to the approximation of the initial data by Dirac measures [16, 9] . Although the dynamical system (1.6) can be studied qualitatively in certain simple cases, it is computationally infeasible to solve (1.6) in more realistic settings. In the next section we proceed to construct a simple, computationally efficient numerical approximation to the nonlocal PDE (1.1).
2 The Lax-Friedrichs scheme
Derivation of the method
For the sake of simplicity we derive the method in one space dimension with either K = R or K = T, and then simply state the method in multiple space dimensions (Section 2.5). We start by deriving a staggered version of the method but-again for the sake of simplicity-we will only analyze the unstaggered version of this method.
Consider a mesh . . . < x i− 1 /2 < x i+ 1 /2 < . . ., where i run over I := Z in the unbounded case K = R, or over some finite set I := {1, . . . , N x } in the periodic case K = T, and such
For simplicity we assume a uniform mesh,
We will denote x i :=
Assuming that we are given an approximate solution µ n = i δ xi µ n i at time t n , we compute an approximation µ n+1 at t = t n+1 as follows. Let µ t be the exact solution of
, where ψ are the usual "witch's hat" finite element basis functions,
and the index i is taken over all i ∈ I if n is even and over i ∈ I − 1 /2 is n is odd. The approximation µ n+1 at time t n+1 is then defined to be the projected solution
We can derive a simplified expression of µ n+1 i+ 1 /2 as follows. Since the initial data µ n in (2.1) is a convex combination of Dirac measures, the solution of (2.1) can be written as
, where x i solve the system of ODEs (1.6). If we assume the CFL condition
then the particle with position x i (t) stays in the interval
). In particular, the atoms δ xi(t) in µ t stay away from the kinks in ψ i+ 1 /2 , and hence we may use the (non-differentiable) function ψ i+ 1 /2 as a test function in the weak formulation (1.5).
Using the fact that
, we obtain
The initial data is set as µ 0 i = µ 0 , ψ i . We refer to (2.3) as the staggered Lax-Friedrichs method, after [15] .
For the sake of simplicity, we will only consider an unstaggered version of (2.3), obtained by inserting an extra mesh point between all pairs of neighboring mesh points. The unstaggered Lax-Friedrichs method is then
Properties of the method
In this section we prove several stability properties of the staggered Lax-Friedrichs method.
Since the multi-dimensional method shares the same properties as the one-dimensional method, we will prove these properties for the one-dimensional method (2.4) and merely state the properties for the two-dimensional method (2.8) in Section 2.5.
Proposition 4.
Consider the unstaggered, one-dimensional Lax-Friedrichs method (2.4) and define the piecewise linear measure-valued map
where µ n := i µ n i δ xi . Assume that V satisfies condition (A1), and that the CFL condition
is satisfied for some λ 0 > 0 (where C 1 is the constant in (A1)). Then for all t 0
it is clear that (2.6) and (A1) ensure that µ 
(summation by parts)
= ∆x ψ Lip , the last two steps following from the CFL condition and (ii). Taking the supremum over ψ with ψ Lip 1 yields (iv).
Weak convergence of the method
We split the proof of convergence of the numerical method to the (unique) measure-valued solution into two parts. First we show that our method is consistent (Lemma 5), in the sense that if the method converges, then the limit is the measure-valued solution. Next, we show that the method indeed converges either weakly (Theorem 7) or strongly (Theorem 9), depending on the assumptions on the velocity field V and the initial data µ 0 .
Lemma 5. Assume that V satisfies conditions (A2), (A3) and define µ ∆x by (2.5).
Then µ is the measure-valued solution of (1.1).
; we want to show that µ satisfies (1.4) with K = K. Denoting ϕ n i = ϕ(x i , t n ), we multiply (2.4) by ϕ n i and sum over i, n:
By condition (A3) we know that V [µ
and the proof is complete.
For the convergence proof we use the following compactness lemma, whose proof is postponed to the appendix. Proof. By Proposition 4 (i), (ii) and (iii), the measures µ ∆x t stay in P(R) and have uniformly bounded support for all ∆x > 0, t ∈ [0, T ], and by (iv), the maps µ
is relatively compact with respect to d W -convergence. Hence, by Ascoli's theorem, there exists a subsequence ∆x k → 0 as k → ∞ and some Lipschitz map µ :
. By Lemma 5, the limit µ is the measure-valued solution of (1.1). But this solution is unique, which implies that the whole sequence µ ∆x converges to µ.
Strong convergence of the method
If the initial data and the velocity field are sufficiently smooth then we can show that the numerical method in fact converges strongly. We assume that the initial data is absolutely continuous with respect to Lebesgue measure, and hence has a density function µ 0 (x). This data is sampled by its cell averages,
and the numerical solution is realized as the linear-in-time, piecewise constant L 1 function
Proposition 8. Consider the unstaggered, one-dimensional Lax-Friedrichs method (2.4).
Assume that V satisfies conditions (A1), (A2), (A4), and that the CFL condition (2.6) is satisfied. Then for all t ∈ [0, T ] 
Iterating over all n gives
and (iii) follows. Finally, we show the time continuity (iv):
Iterating over n yields (iv).
Theorem 9. Assume that V satisfies conditions (A1), (A2), (A3), (A4) and let µ 0 ∈ P(K) be compactly supported and absolutely continuous with respect to Lebesgue measure with density µ 0 ∈ BV(K). Assume that the CFL condition (2.6) holds. Then the measure-valued solution µ of (1.1) is absolutely continuous, and the one-dimensional Lax-Friedrichs method (2.4) converges strongly to µ. More precisely, ifμ ∆x is given by (2.7) then
Proof. By Proposition 8 (ii) and (iii), the set
is uniformly bounded in BV(K), so by Helly's theorem, K is relatively compact in L 1 (K). Hence, by Ascoli's theorem there is a subsequence ∆x k → 0 as k → ∞ and some Lipschitz mapμ
, we can conclude µ =μ. The conclusion follows.
Multiple dimensions
The extension to multiple space dimensions is done in a tensorial fashion; we limit ourselves to the two-dimensional variant for the sake of notational simplicity. As before, let K 1 , K 2 be either the torus T or the real line R. Let (x i+ 1 /2 ) i and (y j+ 1 /2 ) j be discretizations of K 1 and K 2 with mesh lengths x i+ 1 /2 − x i− 1 /2 ≡ ∆x and y j+ 1 /2 − y j− 1 /2 ≡ ∆y, respectively. With obvious notation we get the unstaggered, two-dimensional Lax-Friedrichs method:
where we denote µ n = i j µ n i,j δ (xi,yj ) . As before, µ is interpolated linearly between time steps,
We omit the proofs of the following stability and convergence results, as they are straightforward generalizations of their one-dimensional counterparts.
Proposition 10. Consider the unstaggered, two-dimensional Lax-Friedrichs method (2.8).
Assume that V satisfies condition (A1), and that the CFL condition
is satisfied for some λ 0 > 0. Then for all t 0
∆x,∆y s ∆x+∆y 2∆t |t − s| for all s 0. Theorem 11. Consider the two-dimensional equation (1.1). Assume that V satisfies conditions (A1), (A2), (A3) and let µ 0 ∈ P(K 1 × K 2 ) have compact support. Assume that the CFL condition (2.10) is satisfied. Then the Lax-Friedrichs method (2.8) converges weakly to the measure-valued solution of (1.1). More precisely, if µ ∆x,∆y if given by (2.9) then
As in the 1-dimensional case, sufficient smoothness for the initial data and the velocity field will yield strong convergence of the numerical method. Assume the initial datum is absolutely continuous with respect to the Lebesgue measure with density function µ 0 (x, y). This initial data is sampled by its cell averages:
Similarly we define the numerical solution as piecewise linear L 1 function aŝ
Proposition 12. Consider the unstaggered, one-dimensional Lax-Friedrichs method (2.4).
Assume that V satisfies the conditions (A1), (A2), (A4) and that the CFL condition (2.10) is satisfied. Then for all t ∈ [0, T ]
where c T is the upper bound from (iii).)
So now we can finally state:
Theorem 13. Assume that V satisfies conditions (A1), (A2), (A3), (A4) and let µ 0 ∈ P(K 1 × K 2 ) be compactly supported and absolutely continuous with respect to Lebesgue measure with density µ 0 ∈ BV(K 1 ×K 2 ). Assume that the CFL condition (2.10) holds. Then the measure-valued solution µ of (1.1) takes values in
, and the two-dimensional Lax-Friedrichs method (2.8) converges strongly to µ. More precisely, ifμ ∆x,∆y if given by (2.11) then sup
for any T > 0.
Numerical experiments
In this section we illustrate our analytical results by performing several numerical experiments for the Kuramoto equation with identical (1.3) and non-identical (1.2) natural frequencies. Recall that in these equations, θ takes values in the periodic domain T, while Ω lies in R.
One-dimensional simulations
We consider first the one-dimensional Kuramoto equation with identical oscillators (1.3).
In all experiments we have used the unstaggered Lax-Friedrichs method (2.4) with CFL number 0.4 and with T = 0.5 as the final time. All simulations were computed on a sequence of meshes with N = 32, 64, 128, 256, 512 grid points, as well as a reference solution with N = 4096 points. The tables in each subsection shows the number of grid points as well as the error and the experimental order of convergence (EOC), computed both in the 1-Wasserstein distance d W and in L 1 . The experiments in this section solve the Kuramoto equation with progressively more singular initial data. As will be seen from the tables, the EOC in the 1-Wasserstein distance is close to 1 in all cases, while in L 1 it is close to 1 only for smooth data.
Polynomial initial data
The initial data is taken to be the continuous and piecewise parabolic function
2 ) 0 otherwise.
As shown in Figure 1 , the numerical solution is a non-oscillatory and reasonable approximation at all mesh resolutions. Table 1 shows that the numerical method seems to converge at a rate close to 1, both in the 1-Wasserstein and the L 1 distances. Table 1 : Errors and EOC in the 1-Wasserstein and L 1 distances at t = 0.5 for smooth initial data.
Piecewise constant initial data
This experiment was taken from [1] and uses piecewise constant initial data,
otherwise. Figure 2 shows again that the approximation is reasonably accurate even on coarse meshes. Table 2 shows that the rate of convergence in 1-Wasserstein is again 1, while it is around 0.7 in L 1 .
Singular initial data
The final experiment uses the singular initial data where χ [a,b] is the indicator function of the interval [a, b]. As shown in Figure 3 , the numerical approximation is nonoscillatory and seems to converge, even in the presence of Dirac singularities. This is confirmed in Table 3 : The method seems to converge at a rate of around 3/4 in d W , while it does not converge at all in L 1 , as expected.
Polynomial initial data in 2-D
The final numerical experiment approximates the two-dimensional Kuramoto equation ( Table 3 : Errors and EOC in the 1-Wasserstein and L 1 distances at t = 0.5 for singular initial data. Figure 4 shows the solution at t = 0.5 and Table 4 shows the L 1 errors. (Due to the complexities of computing the Wasserstein distance for multi-dimensional measures, we only compute the L 1 errors in this experiment.) The convergence rate in L 1 is seen to be about the same as in the piecewise constant one-dimensional example in Section 3.1.2. 
A Appendix
Proof of Lemma 6. We claim that K is tight. Define which can be made arbitrarily small, independently of µ. Hence, K is tight, so by Prokhorov's theorem, K is relatively compact in the topology of narrow (or "weak") convergence. But narrow convergence is equivalent to d W -convergence. This completes the proof.
