A hyperparameter tuning
Our proposed model is divided into convolution layer, pooling layer, LSTM layer and fully connected layer. The parameter details of each layer are set as shown in Table 6 . CNN and LSTM hyperparameter tuning: In order to find the optimal number of convolution kernels and LSTM units in our model, we set different configurations to evaluate its performance. As shown in Table 5 , using 20 convolution kernels for the CNN layer and 30 units for the LSTM layer produced the best result. Using more units in either layer degraded the performance, probably due to overfitting. We tried more convolution kernels and units in CNN and LSTM, but the performance of the model is reduced, probably because of overfitting. Step 1: Encoding sequence and structure (Section2.1) 4: for each sequence 5:
← RNAfold ( ) 6: ▷ RNAfold: a tool to predict secondary structure of a given pre-miRNA sequence . ▷ : secondary structure of pre-miRNA sequence represented by dot bracket notation. | |=| | and ∈ {(, . , )}.
7:
← encode ( ) ← encode ( ) ▷ encode: a function that use one-hot encoding scheme to convert the nucleotides at each position of the pre-miRNA sequence into four-dimensional vectors, the observable state of each position of the secondary structure is converted into a three-dimensional vector. ▷ : a one-hot encoded matrix. ∈ {0,1} | |×4 .
▷ : a one-hot encoded matrix. ∈ {0,1} | |×3 .
Step We obtained positive samples from miRBase22, and obtained negative examples from Xue and Zou as new22 dataset. To avoid overfitting, we remove the sequences that have an identity of >97% with the other ones using CD-HIT (Li & Godzik, 2006) . Finally, we selected 690 positive examples and 8246 negative examples. The result of new22 is shown in Table 7 .
C Results for the new22 dataset

