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In this work we provide a theoretical framework for structured prediction
that generalizes the existing theory of surrogate methods for binary and mul-
ticlass classification based on estimating conditional probabilities with smooth
convex surrogates (e.g. logistic regression). The theory relies on a natural
characterization of structural properties of the task loss and allows to derive
statistical guarantees for many widely used methods in the context of multi-
labeling, ranking, ordinal regression and graph matching. In particular, we
characterize the smooth convex surrogates compatible with a given task loss
in terms of a suitable Bregman divergence composed with a link function.
This allows to derive tight bounds for the calibration function and to obtain
novel results on existing surrogate frameworks for structured prediction such
as conditional random fields and quadratic surrogates.
1. Introduction
In statistical machine learning, we are usually interested in predicting an unobserved
output element y from a discrete output space Y given an observed value x from an input
space X. This is done by estimating a function f such that f(x) ≈ y from a finite set of
example pairs (x, y).
In many practical domains such as natural language processing [1], computer vision
[2] and computational biology [3], the outputs are structured objects, such as sequences,
images, graphs, etc. This structure is implicitly characterized by the loss function L :
Y × Y → R used to measure the error between the prediction and the observed output
as L(f(x), y). Unfortunately, as the outputs are discrete, the direct minimization of the
loss function is known to be intractable even for the simplest losses such as the binary 0-1
loss [4]. A common approach to the problem is to design a surrogate loss S : V× Y → R
defined in a continuous surrogate space V that can be minimized in practice and construct
the functional f by “decoding” the values from the continuous space to the discrete space
of outputs.
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In this paper, we construct a general theory for structured output prediction using
smooth convex surrogates based on estimating the Bayes risk of the task loss. The methods
we consider can be seen as a generalization of binary and multiclass methods based on
estimating the conditional probabilities [5, 6, 7] to general discrete losses, and correspond
to proper composite losses [8, 9] for multiclass classification. Our construction is based
on two main ingredients; first, the characterization of the structural properties of a loss
function L by means of an affine decomposition of the loss [10, 11], which we present in
Sec. 2, and second, the Bregman divergence characterization of proper scoring rules for
eliciting linear properties of a distribution [12, 13], which has already been noted to have
strong links with the design of consistent surrogate losses [14].
We put these two ideas together in Sec. 3 to construct calibrated surrogates, which
are consistent smooth convex surrogates with two basic elements, namely, a differentiable
and strictly convex potential h and a continuous invertible link function t, which can be
easily obtained from the surrogate loss. We showcase the generality of our construction
by showing how general methods for structured prediction such as the quadratic surrogate
[15, 16, 17] and conditional random fields (CRFs) [18, 19], and widely used methods in
multiclass classification [6], multilabel classification [20], ordinal regression [21], amongst
others, fall into our framework. Hinge-type surrogates such as the structured SVM [22],
which is known to be inconsistent [23], are not included.
This theoretical framework allows to derive guarantees by relating the surrogate risk
associated to S (object that we can minimize) to the actual risk associated to L (object that
we want to minimize) by means of convex lower bounds on the calibration function ζh [5,
24, 16], which is a mathematical object that only depends on the surrogate loss through the
potential h. In Sec. 4, we provide an exact formula for the calibration function (Thm. 4.3)
and a user-friendly quadratic lower bound for strongly convex potentials (Thm. 4.4).
There, we also analyze the role of the link function on the complexity of the surrogate
method by studying the learning guarantees when the convex surrogate is minimized with
a stochastic learning algorithm (Thm. 4.7). In particular, we show that, while the relation
between excess risks is related to the potential h, the approximation error is crucially
related to the link function. More specifically, we discuss the benefits of logistic-type
surrogates with respect to the quadratic-type ones.
Finally, those results are then used in Sec. 5 to derive learning guarantees for specific
methods on multiple tasks for the first time, while also recovering existing results. The
most significant novel results on this direction being an exact expression for the calibration
function for the quadratic surrogate (Thm. 5.1) and a quadratic lower bound for CRFs
(proposition 5.2).
2. Setting
2.1. Supervised Learning
The problem of supervised learning consists in learning from examples a function relating
inputs with observations/labels. More specifically, let Y be the space of observations,
denoted observation space or label space and X be the input space. The quality of the
predicted output is measured by a given loss function L. In many scenarios the output of
the function lies in a different space than the observations, for instance in subset ranking
losses [25] or losses with an abstain option [26]. We denote then by Z the output space, so
L : Z× Y −→ R, (1)
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where L(z, y) measures the cost of predicting z when the observed value is y. We assume
that Y and Z are discrete. Finally the data are assumed to be distributed according to
a probability measure ρ on X× Y. The goal of supervised learning is then to recover the
function f? 1 minimizing the expected risk E(f) of the loss,
f? = arg min
f :X→Z
E(f), E(f) = E(X,Y )∼ρ L(f(X), Y ), (2)
given only a number of examples (xi, yi)
n
i=1, with n ∈ N, sampled independently from ρ.
The quality of an estimator f̂ for f? is measured in terms of the excess risk E(f̂)− E(f?).
It is known that f? is characterized as [27, 15],
f?(x) = arg minz∈Z `(z, ρ(·|x)), (3)
where for any q ∈ Prob(Y), the quantity `(z, q) = EY∼q L(z, Y ) is the Bayes risk, defined
as the expectation of the loss with respect to the distribution q on the labels. We also
define the excess Bayes risk as δ`(z, q) = `(z, q)−minz′∈Z `(z′, q) ≥ 0.
2.2. Affine Decomposition of Discrete Losses and Marginal Polytope
Consider the following affine decomposition of a loss L [10, 11],
L(z, y) = 〈ψ(z), ϕ(y)〉+ c, (4)
where ψ : Z → H and ϕ : Y → H are embeddings to a vector space H with Euclidean
scalar product 〈·, ·〉 and c ∈ R is a scalar constant. Note that by linearity of the inner
product,
`(z, q) = EY∼q〈ψ(z), ϕ(Y )〉+ c = 〈ψ(z), µ(q)〉+ c,
with µ(q) = EY∼q ϕ(Y ) the vector of moments of the statistic ϕ. If we denote µ?(x) =
µ(ρ(·|x)), then the excess Bayes risk takes the form δ`(z, ρ(·|x)) = 〈ψ(z)−ψ(f?(x)), µ?(x)〉 ≥
0. Note that the affine decomposition always exists, is not unique and it corresponds to a
low-rank decomposition of the “centered” loss matrix L− c ∈ RZ×Y. The image of µ? lies
inside the convex hull of the ϕ(y)′s, that is,
Im(µ?) ⊆M ..= hull(ϕ(Y)) ⊂ H. (5)
The set M is the polytope corresponding to the convex hull of the finite set ϕ(Y) ⊂ H. We
will refer to M as the marginal polytope associated to the statistic ϕ, making an analogy
to the literature on graphical models [28]. We denote by k = dim(H) the dimension of
the embedding space and by r = dim(M) the dimension of the marginal polytope, defined
as the dimension of its affine hull. Note that it can be the case that r < k, which means
that M is not full-dimensional in H.
Example 2.1 (Multiclass and multilabel classification). The 0-1 loss used for k-multiclass
classification (Z = Y = {1, . . . , k}) can be decomposed as L(z, y) = 1(z 6= y) = 1−〈ez, ey〉,
where H = Rk and ez is the z-th vector of the canonical basis in Rk. In this case,
the loss matrix is full-rank and the marginal polytope is the simplex in k dimensions,
M = hull({ey}ky=1) = ∆k, which is not full-dimensional and has dimension r = k − 1.
1In general f? is not unique, as there might be x ∈ X with more than one optimal outputs. For simplicity,
we assume that we have a method to choose a unique output between the optimal ones. Note that this
is always possible as Z is discrete, so one can always construct this method using an ordering of the
elements of Z.
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Another example is the Hamming loss used for multilabel classification (Z = Y = {−1, 1}k).
In this case, the loss matrix is extremely low-rank and can be decomposed as L(z, y) =
1
k
∑k
j=1 1(zj 6= yj) = 12 − 〈z/(2k), y〉, where k = log |Y|. The marginal polytope is the cube
M = hull({−1, 1}k) = [−1, 1]k which is full dimensional in H = Rk.
3. Surrogate Framework
3.1. Estimation of the Bayes Risk with Surrogate Losses
The construction in Sec. 2.2 leads to a natural method in order to estimate f? based on
estimating the conditional expectation µ?. Indeed, given an estimator µ̂ of µ?, one can
first construct an estimator of the Bayes risk as ̂`(z, ρ(·|x)) ..= 〈ψ(z), µ̂(x)〉 + c, and then
define the resulting estimator as
f̂(x) ..= arg min
z∈Z
̂`(z, ρ(·|x)) = arg min
z∈Z
〈ψ(z), µ̂(x)〉. (6)
In the following, we study a framework to construct estimators of µ? using surrogate losses.
We consider estimators which are based on the minimization of the expected surrogate risk
R(g) of a surrogate loss S : V× Y→ R defined in a (unconstrained) vector space V,
g? = arg min
g:X→V
R(g), R(g) = E(X,Y )∼ρ S(g(X), Y ). (7)
An estimator f̂ of f? is built from an estimator ĝ of g? using a decoding mapping
d : V→ Z as f̂ = d ◦ ĝ. The pair (S, d) constitutes a surrogate method and we say that it
is Fisher consistent [29] to the loss L if the minimizer of the expected surrogate risk (7)
leads to the minimizer of the true risk (2) as f? = d ◦ g?.
Analogously to the quantities defined in Sec. 2.1 for the discrete loss L, we define the
excess surrogate risk as R(ĝ)−R(g?), the Bayes surrogate risk s(v, q) = EY∼q S(v, Y ) and
the excess Bayes surrogate risk as δs(v, q) = s(v, q) − minv′∈V s(v′, q) ≥ 0. Similarly to
Eq. (3), g? is characterized by g?(x) = arg minv∈V s(v, ρ(·|x)), which we assume unique.
We will now focus on surrogate losses for which µ? can be computed from the minimizer
g? through a continuous injective mapping t : M → V called the link function. More
precisely, we ask
t(µ(q)) = arg min
v∈V
s(v, q), ∀q ∈ Prob(Y). (8)
Although Eq. (8) is the only property that we need from S in order to build the theoretical
framework, we assume in the following that S is smooth and convex. This is justified in
Remark 3.1.
Remark 3.1 (On smoothness and convexity requirement on S). Although we do not
formalize any statement of that kind, the smoothness of S is closely related to the injectivity
of t. For instance, in the multiclass case where µ(q) = q, if v0 = arg minv∈V s(v, q0) and
s(·, q0) is not differentiable at v0, then one can find q′ 6= q0 such that s(v0, q′) = s(v0, q0),
and so the link is not injective. This is the case for hinge-type surrogates, which do not
estimate conditional probabilities. A proper analysis in this direction can be formalized
in terms of supporting hyperplanes on the so-called superdiction set associated to S (see
Sec. 5.3 in [9]). The convexity requirement is made in order to be able to minimize in a
tractable way the expected surrogate risk.
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If a surrogate loss satisfies Eq. (8), then one can relate f? and g? using the decoding
mapping dψ,t : t(M)→ Z defined as
dψ,t(v) = arg minz∈Z 〈ψ(z), t−1(v)〉. (9)
The role of the link function here is to deal with the fact that the image of µ? lives in M,
which is a constrained, bounded, and possibly non full-dimensional set of H. As in general
it is not easy to impose a structural constraint on the hypothesis space, the goal of the link
function is to encode this geometry by mapping points from a “simpler” t(M) ⊆ V to M.
Note that dψ,t is defined in t(M), so if t(M) 6= V, we do not know how to map points from
V\t(M) to H. In the next Sec. 3.2 we show that in the cases where t(M) 6= V, the link can
be sometimes naturally extended to cover the whole vector space V. In order to do this,
we first show that surrogates satisfying Eq. (8) have a very rigid structure in t(M) in the
form of a Bregman divergence representation. Then, we define ϕ-calibrated surrogates as
the ones such that the corresponding Bregman divergence representation can be extended
to V.
Assume for now that t(M) = V. The surrogate method (S, dψ,t) works as follows; in
the learning phase, an estimator ĝ is found by (regularized) empirical risk minimization
on the smooth convex surrogate loss S, and then, given a new input element x, the
decoding mapping dψ,t computes the prediction f̂(x) from ĝ. Note that the computational
complexity of inference can vary depending on the loss L (see [11, 15]). See boxes below.
Learning
- Given: a functional hypothesis space G ⊂ {g : X → V}, dataset (xi, yi)1≤i≤n
and surrogate loss S : V× Y→ R.
- Goal : Minimize the expected surrogate risk R(g) as:
ĝ = arg min
g∈G
1
n
n∑
i=1
S(g(xi), yi) + λ‖g‖2G. (10)
Inference
- Given: an input element x ∈ X, an estimator ĝ ∈ G, the inverse of the link
function t−1 : V→ H and an embedding ψ : Z→ H.
- Goal : Construct prediction f̂(x) ∈ Z as:
f̂(x) = dψ,t ◦ ĝ(x) = arg min
z∈Z
〈
ψ(z), t−1(ĝ(x))
〉
. (11)
3.2. Bregman Divergence Representation
Let D ⊆ H be a convex set. Recall that the Bregman divergence (BD) associated to a
convex and differentiable function h : D ⊆ H −→ R is defined as
Dh(u
′, u) = h(u′)− h(u)− 〈u′ − u,∇h(u)〉. (12)
We will say that a surrogate loss S has a BD representation if the excess Bayes surrogate
risk δs(v, q) can be written as a BD by composition with the link function.
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Definition 3.2 (BD Representation). The surrogate loss S has a (h, t, ϕ)-BD representa-
tion in V′ ⊂ V, if there exists a set D ⊇M containing the marginal polytope, a strictly con-
vex and differentiable potential h : D ⊆ H→ R and continuous invertible link t : D→ V′,
such that the excess Bayes surrogate risk can be written as
δs(v, q) = Dh(µ(q), t
−1(v)), ∀v ∈ V′ ⊂ V,∀q ∈ Prob(Y). (13)
The following Thm. 3.3 states that any surrogate loss satisfying Eq. (8) has a BD
representation in t(M), which justifies why we focus on these representations of losses.
Theorem 3.3 (BD Representation in t(M)). If the surrogate loss S : V × Y → R is
continuous and satisfies Eq. (8) for a continuous injective mapping t : M→ V, then it has
a (h, t, ϕ)-BD representation in t(M) ⊆ V.
The proof of Thm. 3.3 can be found in Appendix A and it is based on a characterization
of scoring rules for linear properties of a distribution as Bregman divergences associated to
strictly convex functions [12, 30]. The differentiability of h is derived from the continuity
of the link t and S.
It is important to highlight the fact that the function h is defined up to an additive
affine term, as the BD is invariant under this transformation. Hence, we will say that h
and h′ are equivalent if and only if h − h′ is an affine function. Note that the function h
given by Thm. 3.3 can be computed as
h(µ(q)) = δs(v0, q), (14)
for any v0 ∈ t(M). Indeed, by Thm. 3.3, the dependence on q of δs(v0, q) is only through the
vector of moments µ(q) and δs(v, q)− δs(v′, q) is an affine function of µ(q), ∀v, v′ ∈ t(M).
Observe that different surrogate losses can yield the same BD representation in t(M).
For instance, in binary classification, the square, squared hinge and modified Huber margin
losses have the same BD representation in [−1, 1] [7] (see Appendix F).
3.3. ϕ-Calibrated Surrogates
Now, we define the concept of a ϕ-calibrated loss by asking the surrogate loss satisfying
Eq. (8) to extend (in the case that t(M) 6= V) its (h, t, ϕ)-BD representation in t(M) given
by Thm. 3.3 to V, which will allow us to define the decoding mapping dψ,t to the whole
vector space V.
Definition 3.4 (ϕ-Calibrated Surrogates). Let ϕ : Y → H. A smooth convex surrogate
loss S : V×Y→ R is ϕ-calibrated if it has a (h, t, ϕ)-BD representation in the vector space
V.
There are many ways of building a continuous extension of t to an invertible mapping
in V (and thus to extend dψ,t), however, the BD representation extension allows to prove
guarantees for estimators ĝ with Im(ĝ) 6⊂ t(M) (see Sec. 4). In general, it is not true
that any surrogate loss satisfying Eq. (8) with t(M) ( V has an extended BD representa-
tion in V, this is the case for squared hinge and modified Huber margin losses in binary
classification (see Appendix F).
Example 3.5 (Quadratic, logistic and hinge surrogates). Let us provide some examples
in binary classification where M = ∆2 ⊂ H = R2. The quadratic surrogate is defined
as S(v, y) = 1/2 · ‖v − ey‖22 with V = R2 and satisfies q = arg minv∈R2 s(v, q). It has
h(u) = 1/2 · ‖u‖22 and the link is t = Id. Note that although t(∆2) = ∆2 ( R2, the BD
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representation can be extended to R2, and in this case D = R2 and so it is ϕ-calibrated. The
logistic corresponds to S(v, y) = log(1 + e−yv) with V = R and satisfies log(q1/(1− q1)) =
arg minv∈R s(v, q). In this case the potential is minus the entropy h(q) = −Ent(q) and the
link is t(q) = log(q1/(1−q1)) with inverse t−1(v) = (1+e−v)−1. Note that we have t(∆2) =
R, so it is ϕ-calibrated. Finally, consider the hinge margin loss S(v, y) = max(1 − yv, 0)
with V = R, which satisfies sign(2q1− 1) = arg minv∈R s(v, q), hence, t is not injective, so
S is not ϕ-calibrated.
Note that if a loss S is ϕ-calibrated for a statistic ϕ, then the surrogate method (S, dψ,t)
is Fisher consistent w.r.t L(z, y) = 〈ψ(z), ϕ(y)〉+ c. This implies that a ϕ-calibrated loss
can be used to consistently minimize different losses by simply changing the embedding ψ
at inference time. For instance, if S is ϕ-calibrated for the statistic ϕ(y) = ey ∈ RY, then it
can be made consistent for any cost-sensitive matrix loss L ∈ RZ×Y by setting ψ(z) = Lz,
where Lz is the z-th row of L. Indeed, in this case M = ∆Y, and so one can estimate the
Bayes risk of any loss with labels Y.
Summary. The surrogate loss has two components; the potential h : D → R
and the invertible link function t : D → V, which compose the surrogate loss S.
In the learning phase (see Eq. (10)), only the surrogate loss is needed to minimize
R(g), while in the inference phase (see Eq. (11)), one needs the inverse of the link
to construct an estimate of µ?, and the rest of the inference only depends on ψ.
The potential function h is not needed to define the surrogate method but it is the
mathematical object providing the guarantees in order to relate both excess risks
in Sec. 4. The link function also has implications in terms of learning complexity
(see discussion in Sec. 4.4). See Fig. 2 in Appendix A for an illustrative diagram.
We now provide a recipe on how to check whether a surrogate loss is ϕ-calibrated and
to compute its corresponding (h, t, ϕ)-BD representation if applicable.
Computing the BD representation and checking ϕ-calibration. Given a statistic ϕ :
Y → H and a surrogate S : V × Y → R, the first thing to do is to check whether the
minimizer of s(v, q) satisfies Eq. (8) for a continuous injective t. If this is the case, the
potential h can be found up to an additive affine term by Eq. (14). If t(M) = V, then S is
ϕ-calibrated. Otherwise, one has to check if there exists an extension of t and h such that
δs(v, q) = Dh(µ(q), t
−1(v)) for all v ∈ V, q ∈ Prob(Y). We provide numerous examples in
Sec. 5 and in the Appendix.
We present now a special group of ϕ-calibrated surrogates, whose potential h is a func-
tion of Legendre-type and the link is the gradient of the potential ∇h.
ϕ-Calibrated surrogates of Legendre-type. A function h is of Legendre-type in D ⊆ H
if it is strictly convex in int(D) and essentially smooth, which in particular requires
limu→∂D ‖∇h(u)‖2 = +∞, where ∂D is the boundary of D. Given a Legendre-type
function h with domain D ⊇ M including the marginal polytope, one can set the link
function to t = ∇h. We call it the canonical link. It has the nice property that if h
is of Legendre-type in D, then its Fenchel conjugate h∗ is also of Legendre-type and its
gradient is the inverse of the link function ∇h∗ = (∇h)−1. We denote the resulting loss
S : dom(h∗)×Y→ R a surrogate loss of Legendre-type, which is convex and has the form:
S(v, y) = Dh(ϕ(y),∇h∗(v)) = h∗(v) + h(ϕ(y))− 〈ϕ(y), v〉, (15)
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The excess Bayes surrogate risk can be written as a BD also in dom(h∗) as:
δs(v, q) = Dh(µ(q),∇h∗(v)) = Dh∗(v,∇h(µ(q))). (16)
Moreover, D is bounded if and only dom(h∗) is a vector space and h∗ is Lipschitz. Those
losses were studied by [31] as a subset of Fenchel-Young losses, but without providing
learning guarantees. The most important examples are the quadratic surrogate, where
D = H, and CRFs, where D = M, both studied in detail in Sec. 5.1. Further details on
this construction can be found in Appendix B.
4. Theoretical Analysis
We know by construction that ϕ-calibrated surrogate losses lead to Fisher consistent sur-
rogate methods (S, dψ,t), which means that the minimizer of the surrogate risk R provides
the minimizer of the true risk E as f? = d ◦ g?. However, in practice we will never be able
to minimize the surrogate risk to optimality. The goal of this section is to calibrate the
excess surrogate risk to the true excess risk, i.e., quantify how much the excess surrogate
risk has to be minimized so that the excess true risk is smaller than ε. This quantification
is made by means of the calibration function [24, 16, 5, 32], which is the mathematical
object that will allow us to relate the quantity we can directly minimize to the one that we
are ultimately interested in. All the proofs from this section can be found in Appendix C.
4.1. Calibrating Risks with the Calibration Function
The calibration function is defined as the largest function ζ : R+ −→ R+ that relates
both excess Bayes risks as ζ(δ`(d(v), q)) ≤ δs(v, q), ∀v ∈ V, ∀q ∈ Prob(Y). The calibration
function for general losses is thus defined as follows.
Definition 4.1 (Calibration function [16]). The calibration function ζ : R+ −→ R+ is
defined for ε ≥ 0 as the infimum of the excess Bayes surrogate risk when the excess Bayes
risk is at least ε:
ζ(ε) = inf δs(v, q) such that δ`(d(v), q) ≥ ε, q ∈ Prob(Y), v ∈ V. (17)
We set ζ(ε) =∞ when the feasible set is empty.
Note that ζ is non-decreasing on [0,+∞), not necessarily convex (see Example 5 by [5])
and also ζ(0) = 0. Note that a larger ζ is better because we want a large δs(v, q) to incur
small δ`(d(v), q).
The calibration function ζ relates conditional risks. In order to calibrate risks R and
E one needs to impose convexity so that the expectation with respect to the marginal
distribution ρX ∈ Prob(X) can be moved outside of the calibration function. In Thm. 4.2,
which can be found in [16], we calibrate the risks by taking a convex lower bound of ζ.
Theorem 4.2 (Calibration between risks [16]). Let ζ¯ be a convex lower bound of ζ. We
have
ζ¯(E(d ◦ ĝ)− E(f?)) ≤ R(ĝ)− R(g?) (18)
for all ĝ : X → V. The tightest convex lower bound ζ¯ of ζ is its lower convex envelope
which is defined by the Fenchel bi-conjugate ζ∗∗ 2.
2The Fenchel bi-conjugate is characterized by epi(ζ∗∗) = hull(epi(ζ)), where epi(ζ) denotes the epigraph
of the function ζ and hull(A) is the closure of the convex hull of the set A.
8
Note that a surrogate method is Fisher consistent if and only if ζ∗∗(ε) > 0 for all ε > 0,
as this implies f? = d ◦ g?. In the case that ζ∗∗ 6= ζ, this property also translates to ζ.
See Fig. 1.
4.2. Calibration Function for ϕ-Calibrated Losses
The computation of ζ (or a convex lower bound thereof) is known not to be easy and has
been a central topic of study for many past works [5, 33, 16]. One of the main contributions
of this work is to provide an exact formula for ζ for ϕ-calibrated losses based on Bregman
divergences between pairs of sets in H. This geometric interpretation of the calibration
function will be used to compute the calibration function for existing surrogates which are
widely used in practice.
First, let us define the calibration sets Hε(z) for every ε ≥ 0 and z ∈ Z as
Hε(z) = {u ∈ H | 〈ψ(z)− ψ(z′), u〉 ≤ ε, ∀z′ ∈ Z} ⊂ H. (19)
The points in Hε(z) are the ones whose Bayes risk is at least ε-close to have z as optimal
prediction. In particular, H0(z) is the set of points with optimal prediction z, which
can be equivalently written as µ?(x) ∈ H0(f?(x)), ∀x ∈ X. Note that Hε(z) is convex
∀ε ≥ 0,∀z ∈ Z. See Fig. 1 for a visualization of the calibration sets for the Hamming loss
in the context of multilabel classification (and Fig. 4 in Appendix G for the 0-1 loss for
multiclass classification).
Theorem 4.3 (Calibration function for ϕ-calibrated losses). Let S be a ϕ-calibrated sur-
rogate with potential function h : D→ R and let L(z, y) = 〈ψ(z), ϕ(y)〉+c. The calibration
function only depends on S through h and we denote it by ζh. Moreover, it can be written
as
ζh(ε) = min
z∈Z
Dh(Hε(z)
c ∩M,H0(z) ∩D), (20)
where the Bregman divergence between sets A,B is defined as Dh(A,B) = infu∈A,v∈BDh(u, v).
Note that the Bregman divergence inside the minimum in Eq. (20) does not lead to a
convex minimization problem since Hε(z)
c∩M is not convex and Dh(u, v) is in general not
jointly convex in (u, v), with notable exceptions such as the KL-divergence and squared
distance [34]. In general, the exact computation of ζh using Thm. 4.3 can still be hard to
perform, for instance, when the embeddings ψ are not simple to work with or the problem
lacks symmetries. In the following Thm. 4.4 we provide a user-friendly lower bound when
the potential h is strongly convex. Recall that a function h is (1/β‖·‖)-strongly convex
w.r.t a norm ‖ ·‖ in D if it satisfies h(u) ≥ h(v)+ 〈u−v,∇h(v)〉+ 12β‖·‖ ‖u−v‖2, ∀u, v ∈ D.
Theorem 4.4 (User-friendly lower bound on ζh). Let ζh(ε) be the calibration function
given by Eq. (20). If h is (1/β‖·‖)-strongly convex w.r.t a norm ‖ · ‖ in D, then:
ζh(ε) ≥ ε
2
8c2ψ,‖·‖∗β‖·‖
, (21)
where cψ,‖·‖∗ = supz∈Z ‖ψ(z)‖∗ and ‖ · ‖∗ is the dual norm of ‖ · ‖.
The proof is provided in Appendix D.2, together with Thm. D.4, that gives a tighter
bound in the case of strong convexity w.r.t the Euclidean norm. Finally, the following
Thm. 4.5, states that ζh can never be larger than a quadratic for ϕ-calibrated surrogates.
Theorem 4.5 (Existence of quadratic upper bound). Assume h is twice differentiable.
Then, the calibration function ζh is upper bounded by a quadratic close to the origin, i.e.,
ζh(ε) = O(ε
2).
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εζ(ε)
fast, consistent
slow, consistent
non consistent
H0((1,1))∩[−1,1]2
Hε((1,1))c∩[−1,1]2
2ε
y = (0, 0) y = (1, 0)
y = (1, 1)y = (0, 1)
Figure 1: Left: Both red and blue curves correspond to calibration functions of Fisher
consistent surrogate methods as ζ(ε) > 0 for all ε > 0, which is not the case for
the orange curve. However, the blue curve has better guarantees because the
same surrogate excess risk leads to smaller excess true risk. Right: Illustration
of the sets H0(z) ∩M and Hε(z)c ∩M for the Hamming loss with k = 2 labels
and z = (1, 1). In this case, by symmetry, the calibration function is computed
as the Bregman divergence between these two sets.
4.3. Improved Calibration under Low Noise Assumption
The result of Thm. 4.2 can be further improved under low noise assumptions on the
marginal distribution ρX. Following the definition from classification [5, 35, 6], we define
the margin function γ : X → R as γ(x) = minz′ 6=f?(x) δ`(z′, ρ(·|x)). We say that the
p-noise condition is satisfied if
ρX(γ(X) ≤ ε) = o(εp). (22)
A simple computation shows that Eq. (22) holds if and only if ‖1/γ‖Lp(ρX) = γp <∞ [36].
Theorem 4.6 (Calibration of Risks under low noise and hard margin assumption). Let
ζ¯ be a convex lower bound of ζ.
(1) If the p-noise condition (22) is satisfied, we have that ζ¯(p) defined as
ζ¯(p)(ε) = (γpε
p)
1
p+1 ζ¯((γ−1p ε)
1
p+1 /2), (23)
satisfies Eq. (18) where ‖1/γ‖Lp(ρX) = γp. Moreover, we have that ζ¯(p) & ζ¯. Hence,
ζ¯(p) never provides a worse rate than ζ¯.
(2) If γ(x) ≥ δ > 0 ρX-a.s. Then, δv(ĝ(x), ρ(·|x)) < ζ(δ), ρX-a.s. =⇒ E(d◦ ĝ) = E(f?).
The first part of Thm. 4.6 is a generalization of Thm. 10 by [5] to general discrete losses.
Note that combining Eq. (23) with the lower bound given by Thm. 4.4 gives ζ¯(p) & ε(
p+2
p+1
)
.
Indeed, p = 0 corresponds to no assumption at all and so ζ(0) stays quadratic, while
p→∞ corresponds to having less and less noise at the boundary decision and ζ(p) tends
to be linear. Note that p = ∞ corresponds to having δ > 0 such that γ(x) ≥ δ > 0
ρX-a.s, and so from the second part of Thm. 4.6, one obtains zero excess risk if the excess
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surrogate Bayes risk is smaller than ζ(δ) almost surely. This fact has been used in binary
classification together with high probability bounds on the estimator to obtain exponential
rates of convergence for the risk E [37, 38, 39], and our result could be used in the same
way for the structured case. Finally, note that Thm. 4.2 and Thm. 4.6 are not specific to
ϕ-calibrated surrogates and apply to any surrogate method.
4.4. Minimizing the Surrogate Loss with Averaged Stochastic Gradient
Descent (ASGD)
In this section, for simplicity, we assume S : V × Y → R is a loss of Legendre-type (see
Eq. (15)) with associated Legendre-type potential h : D ⊆ H → R and V = dom(h∗) =
Rk′ . Following [16], we provide a statistical analysis of the minimization of the expected
risk of S using online projected averaged stochastic gradient descent (ASGD) [40] on a
reproducing kernel Hilbert space (RKHS) 3 [41] G = (G¯)⊗k′ = V ⊗ G¯, where G¯ is a scalar
RKHS. This will give us insight on the important quantities for the design of the surrogate
method when minimizing a discrete loss L. Let k : X×X→ R be the kernel associated to
the RKHS G¯ and supx∈X k(x, x) ≤ κ2. The n-th update of ASGD reads
ĝn =
1
n
∑n
i=1 gi, gi = ΠD (gi−1 − ηi∇S(gi−1(xi), yi)⊗ k(xi, ·)) , (24)
where ∇S denotes the gradient of S w.r.t the first coordinate, ηi is the step size and ΠD
is the projection onto the ball of radius D w.r.t the norm induced by G. We have the
following theorem.
Theorem 4.7. Let S : V × Y → R be a loss of Legendre-type with associated (1/β‖·‖2)-
strongly convex h. Let (xi, yi)
n
i=1, with n ∈ N be independently and identically distributed
according to ρ and assume g? ∈ G and ‖g?‖2G =
∑k′
j=1 ‖g?j ‖2G¯ ≤ D2.
Let C2 = 1 + supy∈Y ‖ϕ(y) − ∇h∗(0)‖2/(κβ‖·‖2D), then, by using the constant step
size η = 2/(β‖·‖2κ
2C2
√
n), we have
E [E(d ◦ ĝn)− E(f?)] ≤
4 · κ · cψ,‖·‖2 · β‖·‖2 ·D · C
n1/4
. (25)
Proof. Let’s first compute a uniform bound on the gradients as
‖∇S(g(x), y)⊗ k(x, ·)‖G ≤ κ‖∇S(g(x), y)‖2 (26)
= κ‖∇h∗(g(x))− ϕ(y)‖2 (27)
≤ κ(‖∇h∗(g(x))−∇h∗(0)‖2 + ‖ϕ(y)−∇h∗(0)‖2) (28)
≤ κ(κβ‖·‖2D + sup
y∈Y
‖ϕ(y)−∇h∗(0)‖2) = M, (29)
where at the first step we have used that ‖k(x, ·)‖G¯ ≤ κ and at the last step that h∗
is β‖·‖2-smooth because h is (1/β‖·‖2)-strongly convex, ‖g(x)‖22 =
∑k′
j=1〈gj , k(x, ·)〉2G¯ ≤∑k′
j=1 κ
2‖gj‖2G¯ = κ2‖g‖2G ≤ κ2D2 and that ∇h∗(v)−∇h∗(0) vanishes at the origin. Using
classical results on ASGD [40], we know that using the constant step size η = 2D/(M
√
n),
we have that E[R(ĝ) − R(g?)] ≤ 2DM/n1/2 after n iterations of ASGD. Finally, ap-
plying the lower bound on ζ in Thm. 4.4, re-arranging terms, and using the fact that
E[w] ≤√E[w2], for w = E(d ◦ ĝn)− E(f?) ≥ 0, we obtain the bound (25).
3Recall that a scalar RKHS G¯ is a Hilbert space of functions from X to R with an associated kernel
k : X× X→ R such that k(x, ·) ∈ G¯ for all x ∈ X and g(x) = 〈g, k(x, ·)〉G¯ for all g ∈ G¯.
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Note that (25) is upper bounded by 8κ1/2cψ,‖·‖2 max(κ
1/2β‖·‖2D, (cϕ,hβ‖·‖2D)
1/2)/n1/4,
where cϕ,h = supy∈Y ‖ϕ(y)−∇h∗(0)‖2. There are essentially 4 quantities appearing in the
bound (25): cψ,‖·‖∗ that depends on L, cϕ,h that bounds the marginal polytope centered
at ∇h∗(0), β‖·‖ that depends on h and D, which is an upper bound on the norm of the
optimum ‖g?‖G = ‖∇h(µ?)‖G which depends on the link, in this case ∇h, the RKHS G,
and µ?. Note that the image of µ? lies in the marginal polytope, which is bounded and
potentially non full-dimensional in H, so if one directly estimates µ?, the hypothesis space
G has to model this constraint. The role of the link function is to remove this additional
complexity from G by mapping the marginal polytope (or a superset D of it) to the vector
space V, and consequently smoothing out µ? close to the boundary of M, leading to a
smaller ‖g?‖G. The types of surrogates that directly estimate µ? are of quadratic-type
(see Sec. 5.1), which have D = H and the link is the identity. In this case, G has to be
able to model the fact that Im(µ?) ⊆M. The second types are of logistic-type (see CRFs
in Sec. 5.1), which have D = M, and as limµ→∂M ‖∇h(µ)‖ = +∞, the link smooths out
µ? close to the boundary. In this case, ‖g?‖G can potentially be much smaller as G does
not have to model the polytope constraint. This generalizes the idea that the logistic link
is preferable for estimating class-conditional probabilities, for instance, when using linear
hypothesis spaces. In between the two, there are methods with bounded D but different
than M, such as one-vs-all methods in multiclass classification, where M = ∆k ( D ( H
(see Appendix G).
5. Analysis of Existing Surrogate Methods
In this section we apply the theory developed so far to derive new results on multiple sur-
rogate methods used in practice. In Sec. 5.1, we study two generic methods for structured
prediction, namely, the quadratic surrogate [15, 11, 17] and conditional random fields
(CRFs) [18, 19]. Then, in Sec. 5.2, we present new theoretical results on multiple tasks
in supervised learning which can be derived using results from Sec. 4. The proofs of the
results and further details can be found in Appendix E for Sec. 5.1, and from Appendix F
to Appendix K for Sec. 5.2.
5.1. Optimizing generic losses: Quadratic surrogate vs. CRFs
Quadratic Surrogate for Structured Prediction. The quadratic surrogate for structured
prediction [15, 17] has the form
V = H, S(v, y) =
1
2
‖v − ϕ(y)‖22. (30)
This is a loss of Legendre-type with D = H, h(u) = 12‖u‖22 and t−1(u) = ∇h∗(u) = u. We
can exactly compute the calibration function when M is full-dimensional. Thm. 5.1 is a
simpler version of the result which holds for ε small enough, the complete result can be
found in Appendix E.1.
Theorem 5.1. If M is full-dimensional, there exists ε0 > 0 such that
ζh(ε) =
ε2
2 max(z,z′)∈A ‖ψ(z)− ψ(z′)‖22
, ∀ε ≤ ε0, (31)
where A = {(z, z′) ∈ Z2 | z′ 6= z,H0(z) ∩H0(z′) 6= ∅}.
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Note that in this case as h is 1-strongly convex with respect to the Euclidean norm,
Thm. 4.4 gives ζh(ε) ≥ ε2 · (8c2ψ,‖·‖2)−1, and we recover the comparison inequality from
[15]. In Appendix E.1 we compare this result with the lower bounds on the calibration
function for the quadratic-type surrogates studied by [16]. An interesting property of
the quadratic surrogate is that one can build the estimator f̂ independently of the affine
decomposition of L by minimizing the expected surrogate risk with kernel ridge regression.
In particular, this allows to extend the framework to continuous losses defined in compact
sets Z,Y where H can be infinite-dimensional [15].
Conditional Random Fields. Recall that r = dim(M). CRFs correspond to
V = Rr, S(v, y) = log(
∑
y′∈Y exp(〈v, ϕ(y′)〉)− 〈v, ϕ(y)〉. (32)
This is a loss of Legendre-type withD = M and h(u) = −maxq∈Prob(Y) Ent(q) s.t µ(q) =
u, where Ent(q) = −∑y∈Y q(y) log q(y) is the Shannon entropy of the distribution q ∈
Prob(Y) 4. In this case, the inverse of the link function t−1 = ∇h∗ corresponds to perform-
ing marginal inference on the exponential family with sufficient statistics ϕ. A well-known
important drawback of CRFs is the fact that they are in general not calibrated to any spe-
cific loss. The reason being that inference in CRFs is done using MAP assignment, which
corresponds to f̂MAP(x) = arg maxy∈Y 〈ϕ(y), ĝ(x)〉. It can be written in terms of ∇h∗ as
f̂MAP(x) = ϕ
−1 (limγ→∞∇h∗(γĝ(x))) (see Appendix E.2 for the computation), which is
different from the decoding dψ,∇h we propose: f̂(x) = arg minz∈Z〈ψ(z),∇h∗(ĝ(x))〉. Note
that ∇h∗(γĝ(x)) converges to a vertex of M as γ → ∞, while decoding dψ,∇h partitions
M into |Z| regions using ψ and assigns a different output to each of those. With our
proposed decoding, we can calibrate CRFs to any loss that decomposes with the cliques of
the probabilistic model. For instance, for linear chains, the method consistently minimizes
any loss that depends on the neighbors. Moreover, we can compute a lower bound on ζh.
Proposition 5.2 (Calibration of CRFs). The calibration function of CRFs can be lower
bounded as
ζh(ε) ≥ ε
2
8c2ψ,‖·‖2c
2
ϕ,‖·‖2
,
where cϕ,‖·‖2 = supy∈Y ‖ϕ(y)‖2.
5.2. Specific Problems
Binary Classification. In this case Z = Y = {−1, 1}. See Example 2.1 setting k = 2
for the structure of the loss. We consider margin losses, which are losses of the form
S(v, y) = Φ(yv) with V = R, where Φ : R → R is a non-increasing function with Φ(0) = 1.
The decoding simplifies to d(v) = sign(v). The logistic, exponential (D = [0, 1] = ∆2)
and square (D = R ) ∆2) margin losses are ϕ-calibrated. The calibration function is
ζh(ε) = h
(
1+ε
2
)− h (12) [5, 42], where h : D ⊂ R → R is the associated potential.
Multiclass Classification. In this case Z = Y = {1, . . . , k}. See Example 2.1 for the
structure of the loss. The one-vs-all method corresponds to S(v, y) = Φ(vy)+
∑k
j 6=y Φ(−vj)
with V = Rk. If the margin loss Φ(yjvj) is ϕ-calibrated for binary classification with
potential h¯ : D¯ ⊂ R → R, then S is ϕ-calibrated with h : D = D¯k ⊂ Rk → R defined
as h(u) =
∑k
j=1 h¯(uj). Note that the marginal polytope is strictly included in D: ∆k (
4Note that here, for simplicity, we do not consider the constant term h(ϕ(y)) from Eq. (15).
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[0, 1]k ⊆ D. The decoding can be simplified to d(v) = arg maxj∈[k] vj and the calibration
function has the form given by proposition 5.3.
Proposition 5.3 (One-vs-all calibration function). Assume h¯′′ is non-decreasing in D¯ ∩
[1/2,+∞). Then, the calibration function for the one-vs-all method is ζh(ε) = 2 · ζh¯(ε).
Note that the assumption on h¯′′ is met by the logistic, exponential and square binary
margin losses. Another important example is the multinomial logistic loss, which cor-
responds to (32) for multiclass. In this case the decoding is also simplified to d(v) =
arg maxj∈[k] vj , and ζh(ε) ≥ ε2/8 by using strong convexity of the entropy w.r.t ‖ · ‖1
norm on Thm. 4.4.
Multilabel Classification. In this case Z = Y = {−1, 1}k. See Example 2.1 for the
structure of the loss. We consider independent classifiers, which have the form: S(v, y) =∑k
j=1 Φ(yjvj), with V = Rk. In this case the potential has the form h(u) =
∑k
j=1 h¯((uj +
1)/2), where h¯ is the potential for the individual classifier. In this case M equals D for
logistic and exponential classifiers, as they have D¯ = [0, 1]. The decoding is simplified to
d(v) = (sign(vj))
k
j=1 and the calibration function ζh can be computed exactly and it is
linear in the number of labels ζh(ε) = k · ζh¯(ε) (see proposition H.1 in Appendix H).
Ordinal Regression. In this case Z = Y = {1, . . . , k} with an ordering: 1 ≺ · · · ≺ k. We
consider the absolute error loss function defined as L(z, y) = |z−y|. We analyze two types
of surrogates, the all thresholds (AT) [43] and the cumulative link (CL) [44], both studied
by [21]. AT methods correspond to independent classifiers S(v, y) =
∑k−1
j=1 Φ(ϕj(y)vj)
with V = Rk−1, where ϕ(y) = (2 · 1(yj ≥ j) − 1)k−1j=1 . In this case, using results from
the Hamming loss we show that ζh(ε) ≥ (k − 1) · ζh¯(ε/(k − 1)) ∼ ε2/(k − 1), where h¯ is
the potential for the individual classifier. CL methods, instead, are based on applying a
link to the cumulative probabilities, and it can be shown that the associated potential is
the negative entropy on the simplex in k dimensions. Using the strong convexity of the
entropy w.r.t the ‖ · ‖1 norm, we can show that ζh(ε) ≥ 1/8 · ε2/(k− 1)2 ∼ ε2/(k− 1)2. In
particular, this explains the experiment of Fig. 1 from [21], where they provide empirical
evidence that the calibration function for AT is larger than the one for CL, which they
are not able to compute.
Ranking with NDCG loss. We provide guarantees for learning permutations with the
NDCG loss. In this case, we recover the results from [45].
Graph matching. In graph matching, the goal is to map the nodes from one graph to
another. In this case, the outputs are “matchings” (permutations) and the goal is to
minimize the Hamming loss between permutations L(σ, σ′) = 1m
∑m
j=1 1(σ(j) 6= σ′(j)) =
1−〈Xσ, Xσ′〉F /m, where Xσ ∈ Rm×m is the permutation matrix associated to the permu-
tation σ. In this case, k = m2, the marginal polytope is the polytope of doubly stochastic
matrices which has dimension r = dim(M) = k2 − 2k + 1, and the decoding mapping
corresponds to perform linear assignment. As CRFs are intractable in this case [46], a
common approach is to learn the probabilities of each row independently by casting this
problem as k multiclass problems (one for each row of the matrix). Doing multinomial
logistic regression independently at each row corresponds to set D as the polytope of
row-stochastic matrices, which strictly includes M and has dimension k2 − k. A direct
application of Thm. 4.4 gives ζh(ε) ≥ m2ε2/8.
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Figure 2: Diagram representing the surrogate method (S, dψ,t). The dashed lines separate
the calibration sets H0(z). If µ̂(x) = t
−1(ĝ(x)) ∈ H0(z′), then f̂(x) = dψ,t ◦
ĝ(x) = z′.
A. Bregman Divergence Representation of Surrogate Losses
Proof of Thm. 3.3. As t : M → V is injective, we have that for any v ∈ t(M) there
exists a unique µ ∈ M such that t(µ) = v. We then consider the loss S¯ : M × Y → R
defined as S¯(µ, y) = S(t(µ), y). Moreover, S¯ is a continuous function of µ because t
and S are continuous. We define the quantities s¯(µ, q) = EY∼q S¯(µ, Y ) and δs¯(µ, q) =
s¯(µ, q)−minµ′∈M s¯(µ′, q) ≥ 0.
Furthermore, we have that if S satisfies t(µ(q)) = arg minv∈V s(v, q), then S¯ satisfies
µ(q) = arg min
µ′∈M
s¯(µ′, q). (33)
A loss S¯ satisfying Eq. (33) is said to elicit the function µ(·) = EY∼· ϕ(Y ). It is a known
result from the theory of property elicitation [12, 30] that if a loss elicits a linear function
of a distribution, then there exists a strictly convex function h such that,
δs¯(µ, q) = Dh(µ(q), µ), ∀q ∈ Prob(Y),∀µ ∈M. (34)
Here, the Bregman divergence of a strictly convex (and potentially non-differentiable)
function h is defined as
Dh(µ
′, µ) = h(µ′)− h(µ)− 〈µ′ − µ, dhµ〉, (35)
where {dhµ}µ∈M are a selection of subgradients of h. Note that dhµ ∈ TµM, where
TµM = Rr is the tangent space of the marginal polytope M at the point µ ∈ M, where
r = dim(M).
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Finally, we prove that h is differentiable in M. Let’s first note that as S¯(µ, q) is a
continuous function of µ, then δs¯(µ, q) = Dh(µ(q), µ) and consequently Aµ′(µ) ..= h(µ)−
〈µ− µ′, dhµ〉 are also continuous in µ.
Now assume that h is not differentiable at µ0 and consider dh
(1)
µ0 and dh
(2)
µ0 two different
subgradients of h at the point µ0 ∈M. In particular, this means that there exists at least
a point µ1 ∈M such that 〈µ0 − µ1, dh(1)µ0 〉 6= 〈µ0 − µ1, dh(2)µ0 〉.
Assume without loss of generality that 〈µ0 − µ1, dh(1)µ0 〉 < 〈µ0 − µ1, dh(2)µ0 〉 and that
µ0 + (µ0 − µ1) ∈M.
Then, consider the parametrization of the segment hull({µ0 + (µ0 − µ1), µ1}) as
µ(t) = t · µ1 + (1− t) · (µ0 + (µ0 − µ1)). (36)
We have that
lim
t→(1/2)−
Aµ1(µ(t))
≤ h(µ0)− 〈µ0 − µ1, dh(1)µ0 〉
< h(µ0)− 〈µ0 − µ1, dh(2)µ0 〉
≤ lim
t→(1/2)+
Aµ1(µ(t)).
Hence, Aµ1(µ(·)) is not continuous at t = 1/2, which means that Aµ1(·) is not continu-
ous at µ0, which is a contradiction.
B. Functions of Legendre-type and Canonical Link
In this section, we first introduce functions of Legendre-type and provide some of the
most representative examples, namely, the quadratic function and negative maximum-
entropy. We then show how Fenchel duality applied to this group of functions can be
used to construct ϕ-calibrated surrogates by taking the gradient as the link function. In
particular, we show that the surrogate loss resulting from this construction, which we refer
to as Legendre-type loss function, has desirable properties such as convexity and the fact
that the surrogate excess Bayes risk can be written as a Bregman divergence directly at
the surrogate space V.
First, we recall the concept of essentially smooth functions (see [47] for more details).
Definition B.1 (Essentially Smooth Functions). A function h : D ⊆ H → R is called
essentially smooth if
(1) D is non-empty,
(2) h is differentiable throughout int(D),
(3) and limu→∂D∇h(u) = +∞, where ∂D is the boundary of the set D.
Definition B.2 (Legendre-type Functions). A function h : D ⊆ H → R is of Legendre-
type if it is strictly convex in int(D) and essentially smooth.
The two most important examples of such functions are the quadratic loss h(u) = 12‖u‖22
with domain D = H )M and the negative maximum-entropy
h(u) = − max
q∈Prob(Y)
Ent(q) s.t µ(q) = u,
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with D = M ( H, where Ent(q) = −∑y∈Y q(y) log q(y) is the Shannon entropy of the
distribution q ∈ Prob(Y). Now, recall the concept of Fenchel conjugate of a function
h : D ⊆ H→ R, which is defined as the function h∗ computed as
h∗(v) = sup
u∈D
{〈v, u〉 − h(u)}, (37)
with domain dom(h∗). The following proposition B.3 states that Legendre-type functions
behave specially well with Fenchel duality.
Proposition B.3 (Fenchel conjugate of a Legendre-type function [47]). The Fenchel con-
jugate h∗ of a Legendre-type function h is also of Legendre-type, with int(dom(h∗)) =
int(Im(∇h)). Moreover, the gradient functions ∇h : int(D) → int(dom(h∗)) and ∇h∗ :
int(dom(h∗)) → int(D) are inverse of each other ∇h∗ = (∇h)−1. Furthermore, we also
have that
Dh(u, u
′) = Dh∗(∇h(u′),∇h(u)).
The Fenchel conjugate of the quadratic function is the same quadratic function with
dom(h∗) = D = H, while the Fenchel conjugate for the negative maximum-entropy is the
log-sum-exp function h∗(v) = log(
∑
y∈Y exp(〈ψ(y), v〉)) with domain dom(h∗) = Rr where
r = dim(M).
An interesting consequence of proposition B.3 for our framework is that one has a
systematic way of constructing a surrogate method from a function of Legendre-type with
domain including the marginal polytope. More specifically, we define the surrogate loss
associated to h as the loss with (h,∇h, ϕ)-BD representation, which takes the following
form
S(v, y) = Dh(ϕ(y),∇h∗(v)) = h∗(v) + h(ϕ(y))− 〈ϕ(y), v〉. (38)
Note that S(v, y) is always convex and the excess conditional surrogate risk δs(v, q) has
the form of a Bregman divergence both in D and dom(h∗),
δs(v, q) = Dh(µ(q),∇h∗(v)) = Dh∗(v,∇h(µ(q))), (39)
where we have used the last property of proposition B.3. Moreover, we have that
- D is bounded if and only if dom(h∗) is a vector space and h∗ is globally Lipschitz.
- If h is (1/β‖·‖)-strongly convex w.r.t the norm ‖·‖, then S(·, y) is (β‖·‖)-smooth w.r.t
the dual norm ‖ · ‖∗.
The surrogate loss associated to the quadratic function is the quadratic surrogate and
has the form S(v, y) = 12‖v − ϕ(y)‖22 with V = H, while the surrogate loss associated to
the entropy corresponds to conditional random fields (CRFs) and has the form S(v, y) =
log(
∑
y′∈Y exp(〈ψ(y′), v〉))− 〈ψ(y), v〉 with V = Rr. Both surrogates are studied in detail
in Sec. 5.1.
C. Calibration of Risks
In this section we study the implications of the calibration function ζ for relating both
excess risks. In particular, we first prove in Appendix C.1 that a convex lower bound ζ¯ of
ζ satisfies ζ¯(E(d ◦ ĝ) − E(f?)) ≤ R(ĝ) − R(g?), which corresponds to Thm. 4.2. Then, in
Appendix C.2 we improve the calibration between risks by imposing a low noise assumption
at the decision boundary.
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C.1. Calibration of Risks without Noise Assumption
Proof of Thm. 4.2. Note that by the definition of the calibration function, we have that
ζ(δ`(d ◦ ĝ(x), ρ(·|x))) ≤ δs(ĝ(x), ρ(·|x)). (40)
The comparison between risks is then a consequence of Jensen’s inequality:
ζ¯(E(d ◦ ĝ)− E(f?)) = ζ¯(EX∼ρX δ`(d ◦ ĝ(X), ρ(·|X)))
≤ EX∼ρX ζ¯(δ`(d ◦ ĝ(X), ρ(·|X))) (Jensen ineq.)
≤ EX∼ρX ζ(δ`(d ◦ ĝ(X), ρ(·|X))) (ζ¯ ≤ ζ)
≤ EX∼ρX δs(ĝ(X), ρ(·|X)) (Eq. (40))
= R(ĝ)− R(g?).
C.2. Calibration of Risks with Low Noise Assumption
In this subsection we prove Thm. 4.6 by imposing assumptions on the the behavior of
the margin function γ(x) = minz′ 6=f?(x) δ`(z′, ρ(·|x)) under the marginal distribution of
the data ρX ∈ Prob(X). Note that the p-noise condition ρX(γ(X) ≤ ε) = o(εp) is a
generalization of the Tsybakov condition for binary classification [48] and of the condition
by [35] for multiclass classification to general discrete losses. Indeed, for the binary 0-1
loss (Y = {−1, 1}), γ(x) = |2η(x)− 1| with η(x) = ρ(Y = 1|x), so we recover the classical
Tsybakov condition.
We first prove Lemma C.1, which states the equivalence between the p-noise condi-
tion ρX(γ(X) ≤ ε) = o(εp) and 1/γ ∈ Lp(ρX).
Lemma C.1. If the p-noise condition holds, then 1/γ ∈ Lp(ρX).
Proof.
‖1/γ‖pLp(ρX) = E 1/γ(X)
p =
∫ ∞
0
ptp−1ρX(1/γ(X) > t)dt =
∫ ∞
0
ptp−1ρX(γ(X) < t−1)dt.
(41)
The integral converges if ρX(γ(X) < t
−1) decreases faster than t−p.
Let’s now define the error set as Xf = {x ∈ X | f(x) 6= f?(x)}. The following
Lemma C.2, which bounds the probability of error by a power of the excess risk, is a
generalization of the Tsybakov Lemma [48, Prop.1] for general discrete losses.
Lemma C.2 (Bounding the size of the error set). If 1/γ ∈ Lp(ρX), then
ρX(Xf ) ≤ γ
1
p+1
p (E(f)− E(f?))
p
p+1 . (42)
Proof. By the definition of the margin γ(x), we have that:
1(f(x) 6= f?(x)) ≤ 1/γ(x)δ`(f(x), ρ(·|x)). (43)
By taking the
( p
p+1
)
-th power on both sides, taking the expectation w.r.t ρX and finally
applying Ho¨lder’s inequality, we obtain the desired result.
We will need the following useful Lemma C.3 of convex functions.
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Lemma C.3 (Property of convex functions). Suppose ζ¯ : R → R is convex and ζ¯(0) = 0.
Then, for all y′ > 0, 0 ≤ y ≤ y′,
ζ¯(y) ≤ y
y′
ζ¯(y′) and ζ¯(y′)/y′ is increasing on (0,∞). (44)
Proof. Take α = yy′ ≤ 1. The result follows directly by definition of convexity, as
ζ¯(y) = ζ¯((1− α)0 + αy′) ≤ (1− α)ζ¯(0) + αζ¯(y′) = y
y′
ζ¯(y′).
For the second part, re-arrange the terms in the above inequality.
We now have the tools to prove Thm. 4.6, which is an adaptation of the proof of Thm.
10 of [5] which was specific to binary 0-1 loss.
Proof of part 1 Thm. 4.6.. The intuition of the proof is to split the Bayes excess risk
into a part with low noise δ`(f(x), ρ(·|x)) ≤ t and a part with high noise δ`(f(x), ρ(·|x)) ≥
t. The first part will be controlled by the p-noise assumption and the second part by the
convex lower bound of the calibration function ζ¯.
E(d ◦ g)− E(f?) = EX∼ρX δ`(f(X), ρ(·|X))
= EX∼ρX {1(Xf ) · δ`(f(X), ρ(·|X))}
= EX∼ρX {δ`(f(X), ρ(·|X)) · 1(Xf ∩ {δ`(f(X), ρ(·|X)) ≤ t}}
+ EX∼ρX {δ`(f(X), ρ(·|X)) · 1(Xf ∩ {δ`(f(X), ρ(·|X)) ≥ t}}
= A+B.
• Bounding the error in the region with low noise A:
A ≤ tρX(Xf ) ≤ tγ
1
p+1
p (E(d ◦ g)− E(f∗))
p
p+1 , (45)
where in the last inequality we have used Lemma C.2.
• Bounding the error in the region with high noise B:
We have that
δ`(f(x), ρ(·|x)) · 1(δ`(f(x), ρ(·|x)) ≥ t) ≤ t
ζ¯(t)
ζ¯(δ`(f(x), ρ(·|x))). (46)
In the case δ`(f(x), ρ(·|x)) < t, inequality in Eq. (46) follows from the fact that
ζ¯ is nonnegative. For the case δ`(f(x), ρ(·|x)) > t, apply Lemma C.3 with y′ =
δ`(f(x), ρ(·|x)) and y = t.
From ??, we have that EX∼ρX{1(Xf ) · ζ¯(δ`(f(X), ρ(·|X)))} ≤ R(g)−R(g∗). Hence,
B ≤ t
ζ¯(t)
(R(g)− R(g∗)). (47)
Putting everything together,
E(d ◦ g)− E(f∗) ≤ tγ
1
p+1
p (E(d ◦ g)− E(f∗))
p
p+1 +
t
ζ¯(t)
(R(g)− R(g∗)), (48)
and hence,(
E(d ◦ g)− E(f∗)
t
− γ
1
p+1
p (E(d ◦ g)− E(f∗))
p
p+1
)
ζ¯(t) ≤ R(g)− R(g∗). (49)
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Choosing t = 12γ
−1
p+1
p (E(d ◦ g)− E(f∗))
1
p+1 and substituting finally gives Eq. (23).
The fact that ζ¯(p) never provides a worse rate than ζ¯ is because we have
ε
p
p+1 · ζ¯((γ−1p ε)
1
p+1 /2) ≥ ζ¯(ε · (γ−1p )
1
p+1 /2). (50)
To see this, re-arrange the terms in Eq. (50) to,
ζ¯((γ−1p ε)
1
p+1 /2)
ε
1
p+1
≥ ζ¯(ε · (γ
−1
p )
1
p+1 /2)
ε
. (51)
Then, Eq. (51) follows from the fact that ζ¯(t)t is non-decreasing by Lemma C.3.
Proof of part 2 of Thm. 4.6. If δs(g?(x), ρ(·|x)) ≤ ζ(δ) ρX-a.s implies by the
definition of the calibration function that δ`(f̂(x), ρ(·|x)) < δ ρX-a.s.
As γ(x) = minz′ 6=f∗(x) δ`(z′, ρ(·|x)) ≥ δ > 0 ρX-a.s., then we necessarily have f̂(x) =
f?(x) ρX-a.s., which implies that R(f̂) = R(f
?).
D. Calibration Function for ϕ-Calibrated Losses
In this section we study the calibration function for ϕ-calibrated losses. In Appendix D.1,
we compute exact expressions for ζ, in Appendix D.2 we provide lower bounds and in
Appendix D.3 we prove the existence of an upper bound.
D.1. Exact Formula for the Calibration Function
This subsection contains three results. The first is Lemma D.1, which re-writes the cali-
bration function from its definition by leveraging the BD representation of the surrogate
loss. In particular, it shows that ζ only depends on S through the potential h, and it
can be written as a (constrained) minimization problem where the Bregman divergence
associated to h is minimized.
In the following we will denote
z(u) = arg min
z′∈Z
〈ψ(z′), u〉. (52)
Lemma D.1. The calibration function for a ϕ-calibrated surrogate can be written as
ζh(ε) = inf
u′∈M,u∈D
Dh(u
′, u) s.t 〈ψ(z(u))− ψ(z(u′)), u′〉 ≥ ε. (53)
Proof. As S is ϕ-calibrated, we can write
δs(v, q) = Dh(µ(q), t
−1(v)), ∀v ∈ V, ∀q ∈ Prob(Y). (54)
Using the affine decomposition of the loss L, we can write
δ`(z, q) = 〈ψ(z)− ψ(z(µ(q))), µ(q)〉, ∀z ∈ Z, ∀q ∈ Prob(Y). (55)
Hence, the constrained minimization problem only depends on q through µ(q), so the
minimization over Prob(Y) can be done over M. Moreover, we can write δ`(d(v), q) =
δ`(z(t−1(v)), q) and t−1(V) = D. Hence, applying the inverse of the link to the problem
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one obtains (53).
The second result is Thm. 4.3, which uses the result of Lemma D.1 to view the problem
(53) as the minimum over z of the Bregman divergence between the sets Hε(z)
c ∩M and
H0(z) ∩D.
Proof of Thm. 4.3. Use the fact that H =
⋃
z∈ZH0(z) with z = z(u) ⇐⇒ u ∈ H0(z)
to re-write the calibration function as
ζh(ε) = min
z∈Z
inf
u′∈M
u∈H0(z)∩D
Dh(u
′, u) s.t 〈ψ(z)− ψ(z(u′)), u′〉 ≥ ε. (56)
Now, the minimization over the first coordinate is made on the set (now independent of
u)
{u′ ∈ H | 〈ψ(z)−ψ(z(u′)), u′〉 ≥ ε}∩M = {u′ ∈ H | 〈ψ(z)−ψ(z(u′)), u′〉 ≤ ε}c∩M. (57)
Now let’s show that
{u′ ∈ H | 〈ψ(z)− ψ(z(u′)), u′〉 ≤ ε} = Hε(z), (58)
where Hε(z) = {u′ ∈ H | 〈ψ(z) − ψ(z′), u′〉 ≤ ε, ∀z′ ∈ Z}. Note that the inclusion (⊃) is
trivial. For (⊂), note that for any z′ ∈ Z, we have that
〈ψ(z′), u′〉+ ε ≥ 〈ψ(z(u′)), u′〉+ ε ≥ 〈ψ(z), u′〉. (59)
Hence, we obtain the final result,
ζh(ε) = min
z∈Z
inf
u′∈Hε(z)c∩M
u∈H0(z)∩D
Dh(u
′, u) = min
z∈Z
Dh(Hε(z)
c ∩M,H0(z) ∩D). (60)
Finally, the following proposition D.2 provides an exact formula for the Euclidean dis-
tance between the sets Hε(z)
c and H0(z). This result will be useful to derive an improved
lower bound on ζh using strong convexity of the potential w.r.t the Euclidean norm and
an exact expression in the case of the quadratic surrogate when the marginal polytope M
is full-dimensional. In the following, we denote by d2(A,B) = infu′∈A,u∈B ‖u′ − u‖2 the
Euclidean distance between the sets A and B.
Proposition D.2. We have that
d2(Hε(z)
c,H0(z)) = min
z′ 6=z
ε
‖ψ(z)− ψ(z′)‖2 + δz,z
′ , (61)
where δz,z′ = d2(H0(z), {〈ψ(z)− ψ(z′), u〉 = 0}) > 0 if and only if H0(z) ∩H0(z′) = ∅.
Proof. Write Hε(z)
c =
⋃
z′ 6=z{〈ψ(z)− ψ(z′), u〉 ≥ ε}. Then, we have that
d2(Hε(z)
c,H0(z)) = min
z′ 6=z
d2(H0(z), {u ∈ H | 〈ψ(z)− ψ(z′), u〉 ≥ ε}), (62)
where we have used that d2(∪ki=1Ai, B) = mini=1,...,k d2(Ai, B). Recall that the distance
between two convex bodies is characterized by the minimum distance between two parallel
supporting hyperplanes. Let’s split the analysis in two cases:
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- H0(z)∩H0(z′) 6= ∅. In this case {〈ψ(z)−ψ(z′), u〉 = 0} is a supporting hyperplane
of H0(z). Hence, the distance betwen H0(z) and {〈ψ(z)− ψ(z′), u〉 ≥ ε} is equal to
the distance between {〈ψ(z) − ψ(z′), u〉 ≥ ε} and {〈ψ(z) − ψ(z′), u〉 ≤ 0}, which is
equal to ε‖ψ(z)−ψ(z′)‖2 .
- H0(z) ∩H0(z′) = ∅. In this case {〈ψ(z)− ψ(z′), u〉 = 0} is not a supporting hyper-
plane ofH0(z). The supporting hyperplane parallel to {〈ψ(z)−ψ(z′), u〉 = ε} has the
form {〈ψ(z)−ψ(z′), u〉 = −ε′} for ε′ > 0. The distance between both hyperplanes is
then ε+ε
′
‖ψ(z)−ψ(z′)‖2 =
ε
‖ψ(z)−ψ(z′)‖2 + δz,z′ , where δz,z′ = d2(H0(z), {〈ψ(z)−ψ(z′), u〉 =
0}).
Hence, we obtain the final result.
Note that many losses satisfy H0(z) ∩ H0(z′) 6= ∅ for all z, z′ ∈ Z, such as the 0-1,
Hamming and absolute error in ordinal regression. In this case, Eq. (61) is simplified to
ε
maxz′ 6=z ‖ψ(z)−ψ(z′)‖2 .
D.2. Lower Bounds on the Calibration Function
In this subsection, we provide two lower bounds on the calibration function. The first
one is given by Thm. 4.4 and allows to exploit strong convexity of the potential w.r.t an
arbitrary norm in H. The second one is given by Thm. D.4 and provides a tighter bound
but it is special to strong convexity w.r.t the Euclidean norm.
The proof of Thm. 4.4 relies on the following Lemma D.3.
Lemma D.3 (Generic bound on the Bayes excess risk). Let ‖ · ‖ be a norm in Rk and
denote by ‖ · ‖∗ its dual norm. We have that,
δ`(z(u), q) ≤ 2 cψ,‖·‖∗ ‖u− µ(q)‖, (63)
where cψ,‖·‖∗ = supz∈Z ‖ψ(z)‖∗.
Proof. Decompose the excess Bayes risk δ`(z(u), q) into two terms A and B:
δ`(z(u), q) = 〈ψ(z(u)), µ(q)− u〉
+ 〈ψ(z(u)), u〉 − 〈ψ(z(µ(q))), µ(q)〉
= A+B.
For the first term, we directly have A ≤ supz∈Z |〈ψ(z), µ(q) − u〉|. For the second term,
we use the fact that for any given two functions η, η′ : Z→ R, it holds that |minz η(z)−
minz′ η
′(z′)| ≤ supz |η(z) − η′(z)|. As z(µ(q)) minimizes 〈ψ(z), µ(q)〉 and z(u) minimizes
〈ψ(z), u〉, we can conclude also that B ≤ supz∈Z |〈ψ(z), µ(q)− u〉|. Hence, we obtain
δ(z(u), q) ≤ 2 sup
z∈Z
|〈ψ(z), µ(q)− u〉| ≤ 2 cϕ,‖·‖∗ ‖u− µ(q)‖, (64)
where at the last step we have used Cauchy-Schwarz inequality.
We now proceed to the proof of Thm. 4.4.
Proof of Thm. 4.4. Starting from Lemma D.1, we see that the constrains are
〈ψ(z(u)) − ψ(z(u′)), u′〉 ≥ ε. From the definition of Bregman divergence and strong con-
vexity we have that if h is (1/β‖·‖)-strongly convex in D, then
Dh(u
′, u) ≥ 1
2β‖·‖
‖u′ − u‖2, ∀u, u′ ∈ D. (65)
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From Lemma D.3 we have that 〈ψ(z(u)) − ψ(z(u′)), u′〉 ≤ 2cψ,‖·‖∗‖u′ − u‖. Putting all
these things together, we obtain,
Dh(u
′, u) ≥ 1
2β‖·‖
‖u′ − u‖2 ≥ 〈ψ(z(u))− ψ(z(u
′)), u′〉2
8c2ψ,‖·‖∗β‖·‖
≥ ε
2
8c2ψ,‖·‖∗β‖·‖
. (66)
Finally, we present Thm. D.4, which is based on proposition D.2 and provides a tighter
lower bound under strong convexity w.r.t the Euclidean distance.
Theorem D.4 (Improved lower bound for L2-strong convexity). If h is (1/β‖·‖2)-strongly
convex w.r.t the L2 norm ‖ · ‖2, then:
ζh(ε) ≥ ε
2
2β‖·‖2 maxz′ 6=z ‖ψ(z)− ψ(z′)‖22
. (67)
Proof.
ζh(ε) ≥ 1
2β‖·‖2
min
z∈Z
d2(Hε(z)
c ∩M,H0(z) ∩D)2 (Dh(u′, u) ≥ 1
2β‖·‖2
‖u′ − u‖22)
≥ 1
2β‖·‖2
min
z∈Z
d2(Hε(z)
c,H0(z))
2 (minimization on larger domain)
=
1
2β‖·‖2
min
z∈Z
(
min
z′ 6=z
ε
‖ψ(z)− ψ(z′)‖2 + δz,z
′
)2
(proposition D.2)
≥ 1
2β‖·‖2
min
z′ 6=z
ε2
‖ψ(z)− ψ(z′)‖22
(δz,z′ ≥ 0)
=
ε2
2β‖·‖2 maxz′ 6=z ‖ψ(z)− ψ(z′)‖22
.
Note that the lower bound (67) is tighter than the one given by Thm. 4.4:
ε2
2β‖·‖2 maxz′ 6=z ‖ψ(z)− ψ(z′)‖22
≥ ε
2
8β‖·‖2 maxz∈Z ‖ψ(z)‖22
, (68)
using that ‖ψ(z)− ψ(z′)‖22 ≤ ‖ψ(z)‖22 + ‖ψ(z′)‖22 ≤ 2 ·maxz∈Z ‖ψ(z)‖22.
D.3. Upper bound on the Calibration Function
In this subsection we prove the result of existence of a quadratic upper bound on ζh. The
idea of the proof is to show that there exists a point u0 ∈ H0∩ relint(M) and a continuous
path (uε)ε≤ε0 such that uε ∈ Hcε ∩ relint(M) with ‖uε − u0‖ . ε for all ε ≤ ε0. Then,
the norm of the Hessian of h can be uniformly bounded in this compact continuous path
and the result follows. It is important to take this sequence at the relative interior of the
marginal polytope because ‖∇2h‖2 could explode at the boundary.
Note that if M is full dimensional, the result follows easily from proposition D.2. We
begin by constructing this path as a segment in Lemma D.5.
Lemma D.5. There exists z ∈ Z and a closed segment I = hull({uε0 , u0}) ⊂ relint(M)
with u0 ∈ H0(z) such that the point uε = u0 · (1 − ε/ε0) + uε0 · (ε/ε0) ∈ I satisfies for a
constant C ∈ R:
uε ∈ Hε(z)c and ‖uε − u0‖2 ≤ C · ε, ∀ε ≤ ε0. (69)
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Proof.
We will first assume M is non full-dimensional. Hence, it lies in an affine subspace of H.
Take u0 ∈ ∂H0(z) ∩ relint(M) and take z′ ∈ Z corresponding to a supporting hyperplane
of H0(z) at u0, i.e, 〈ψ(z)− ψ(z′), u0〉 = 0.
Using that Hε(z)
c =
⋃
z′ 6=z{〈ψ(z)− ψ(z′), u〉 ≥ ε}, we have that
d2(u0,Hε(z)
c ∩M) (70)
= min
z′′ 6=z
d2(u0,M ∩ {〈ψ(z)− ψ(z′′), u〉 ≥ ε}) (71)
≤ d2(u0,M ∩ {〈ψ(z)− ψ(z′), u〉 ≥ ε}). (72)
Now, consider a convex neighborhood U ⊂ relint(M) of u0. We have that for ε0 small
enough, the distance in Eq. (72) is achieved at U at a point uε0 ∈ U ⊂ relint(M). Moreover,
we have that
uε = u0(1− ε/ε0) + uε0(ε/ε0) = arg min
u∈U∩{〈ψ(z)−ψ(z′),u〉≥ε}
‖u0 − u‖2, ∀ε ≤ ε0, (73)
and
‖uε − u0‖2
= d2(u0, U ∩ {〈ψ(z)− ψ(z′), u〉 ≥ ε})
= L · d2(u0, {〈ψ(z)− ψ(z′), u〉 ≥ ε})
= L · ε‖ψ(z)− ψ(z′)‖2 = C · ε.
For the full-dimensional case, the proof follows the same with L = 1.
Proof of Thm. 4.5. We will show that for a sufficiently small ε0, there exists C
′ ∈ R
such that ζh(ε) ≤ C ′·ε2 for all ε ≤ ε0. First use Lemma D.5 and define (using that h is twice
differentiable) CI = supu′∈I ‖∇2h(u′)‖2 < +∞ which is finite because I = I¯ ⊂ int(M).
Then, for all ε ≤ ε0, the proof follows as:
ζh(ε) = min
z′∈Z
Dh(Hε(z
′)c ∩M,H0(z′) ∩D)
≤ min
z′∈Z
Dh(Hε(z
′)c ∩M,H0(z′) ∩M)
≤ Dh(Hε(z)c ∩M,H0(z) ∩M)
≤ Dh(uε, u0)
≤ CI · ‖uε − u0‖22
≤ CI · C · ε2 = C ′ · ε2.
E. Generic Methods for Structured Prediction
In this section we present results on two generic methods for structured prediction: the
quadratic surrogate in Appendix E.1 and conditional random fields (CRFs) in
Appendix E.2.
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E.1. Quadratic Surrogate
We first provide an exact formula for the calibration function of the quadratic surrogate
when the marginal polytope M is full-dimensional. Note that in this case, one can directly
apply proposition D.2 if one makes sure that the distances are achieved inside M.
Theorem E.1 (Exact Calibration for Quadratic Surrogate). Let h : D = H → R be
h(·) = 12‖ · ‖22 corresponding to the quadratic surrogate. If M is full-dimensional, then
ζh(ε) =
1
2
(
min
z′ 6=z
ε
‖ψ(z)− ψ(z′)‖2 + δz,z
′
)2
, ∀ε ≤ min
z 6=z′
‖Lz − Lz′‖∞, (74)
where δz,z′ = d2(H0(z), {〈ψ(z) − ψ(z′), u〉 = 0}) > 0 if and only if H0(z) ∩H0(z′) = ∅,
and Lz is the z-th row of the loss matrix L ∈ RZ×Y.
Proof. Note that the calibration for the quadratic surrogate is
ζh(ε) =
1
2
min
z′ 6=z
d2(Hε(z)
c ∩M,H0(z))2. (75)
Hence, the goal of the proof is to show that d2(Hε(z)
c,H0(z)) = d2(Hε(z)
c ∩M,H0(z))
if ε ≤ minz 6=z′ ‖Lz − Lz′‖∞ and then use proposition D.2.
Remember from the proof of proposition D.2 that the term ε‖ψ(z)−ψ(z′)‖2 is the distance
between the half-spaces {〈ψ(z)−ψ(z′), u〉 ≤ 0} and {〈ψ(z)−ψ(z′), u〉 ≥ ε}. This distance
is achieved inside of the marginal polytope if ε ≤ supµ∈M |{〈ψ(z) − ψ(z′), µ〉|. Hence, we
have that d2(Hε(z)
c ∩M,H0(z)) = d2(Hε(z)c,H0(z)) if
ε ≤ min
z′ 6=z
sup
µ∈M
|{〈ψ(z)− ψ(z′), µ〉|
= min
z′ 6=z
sup
q∈Prob(Y)
|`(z, q)− `(z′, q)|
= min
z′ 6=z
sup
q∈Prob(Y)
|(Lz − Lz′) · q|
= min
z 6=z′
‖Lz − Lz′‖∞.
Now we prove Thm. E.1, which states that if one takes ε small enough, then the expression
can be simplified by removing the δz,z′ ’s from Eq. (74).
Proof of Thm. 5.1. Take a 3-tuple (z, z′, z′′) such that H0(z) ∩ H0(z′) 6= ∅ and
H0(z
′) ∩H0(z′′) = ∅. Then, it is clear that there exists ε′0 > 0 such that for all ε ≤ ε′0:
ε
‖ψ(z)− ψ(z′)‖2 ≤
ε
‖ψ(z′)− ψ(z′′)‖2 + δz
′,z′′ , (76)
because δz′,z′′ > 0 as H0(z
′) ∩H0(z′′) = ∅. Taking ε0 as the minimum of the ε′0’s over all
3-tuples of this type gives the desired result.
Kernel ridge regression as an estimator independent of the affine decomposition of L.
It was shown by [15] that if one minimizes the expected risk of the quadratic surrogate
using kernel ridge regression, then one can construct an estimator independent of the affine
decomposition of the loss.
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Indeed, given n data points {(xi, yi)}i≤n and a kernel k : X × X → R with corre-
sponding RKHS G, the kernel ridge regression estimator ĝn ∈ G⊗H of g? can be written
in closed form as ĝn(·) =
∑n
i=1 αi(·)ψ(yi) where α(x) = (α1(x), . . . , αn(x)) ∈ Rn is de-
fined by α(x) = (K + nλI)−1Kx with K ∈ Rn×n is defined by Kij = k(xi, xj) and
Kx = (k(x, x1), . . . , k(x, xn)) ∈ Rn. Note that ĝn is linear in the embeddings ϕ(yi)i≤n
and the link function is the identity, so the estimator is independent of the choice of the
embedding of the loss because
f̂(x) = arg min
z∈Z
〈ψ(z), t−1(ĝ(x)〉 = arg min
z∈Z
n∑
i=1
αi(x)L(z, yi). (77)
In the following, we compare our calibration results on the quadratic surrogate with the
work by [16].
Comparison with related work on the quadratic surrogate for structured prediction.
In the work by [16], they study the calibration properties of a quadratic-type surrogate,
which is constructed differently than ours. In order to understand their construction
under our framework, let’s consider the following decomposition of the loss function,
L(z, y) = 〈ψ(z), ψ(y)〉 = 〈ez, (L · ey)〉, where L is the loss matrix. Note that in this
case the quadratic surrogate associated to this decomposition is S(v, y) = 12‖v − L:,y‖22
with decoding d(v) = arg minz∈Z vz. As v ∈ RY can be an exponentially large vector, they
consider the parametrization v = F · w, where F ∈ RY×k is a score matrix and w ∈ Rk,
where k can be potentially much smaller than Y. The surrogate loss they consider is
S(w, y) =
1
2
‖F · w − L:,y‖22, (78)
where L:,y is the y-th column of L. In their work they normalize the surrogate loss by
|Y|, but we remove this factor in order to properly compare calibration functions5. It is
important to note that this loss does not fall into our framework for F different than the
identity. They provide the following lower bound on the calibration function
ζ(ε) ≥ ε
2
2 maxz′ 6=z ‖PF (ez − ez′)‖22
, (79)
where PF = F (F
TF )†F T is the orthogonal projection to the subspace generated by the
columns of F . In order to compare with our work, we follow [11] and consider a decom-
position L = F · UT with F ∈ RZ×k, U ∈ RY×k and S(v, y) = 12‖v − Uy‖22 with decoding
d(v) = arg minz∈Z Fz · v, where Fz = ψ(z) = F T · ez and Uy = ϕ(y) = UT · ey. For this
surrogate method, Thm. D.4 provides the following lower bound:
ζh(ε) ≥ ε
2
2 maxz′ 6=z ‖F T (ez − ez′)‖22
. (80)
Note the similarity between expressions (80) and (79). In particular, if F ∈ RY×Y is the
identity, (so that surrogate (78) enters our framework), both expressions are equal. For
other F ’s, both calibration functions are not comparable since their surrogate is larger
than ours. For instance, if one takes F ∈ RZ×k with the smallest k such that L = F · UT
for the Hamming loss, their calibration function is proportional to |Y|k [16], while ours is
5If you multiply a surrogate by a factor, the associated calibration function gets multiplied by the same
factor.
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linear in k (see proposition H.1). Indeed, their surrogate is larger by construction because
it is defined in RY, while ours is defined in Rk. It is important to note that our surrogates
are the ones used in practice while theirs require a summation over |Y| elements (see (78)),
which in structured prediction is in general exponentially large.
E.2. Conditional Random Fields
This subsection has two parts. In the first one, we show how changing the decoding
procedure in CRFs from MAP assignment (what it is used in practice) to the decoding
we propose, it is possible to calibrate CRFs to any discrete loss with affine decomposition
L(z, y) = 〈ψ(z), ϕ(y)〉 + c, where ϕ(y) are the sufficient statistics of the CRF. At the
second part, we prove the convex lower bound on the calibration function.
A
B
E
I
Figure 3: MAP assignment can be written as f̂MAP(x) = ϕ
−1 (limγ→∞∇h∗(γĝ(x))), which
corresponds to continuously move the vector of predicted marginals∇h∗(ĝ(x)) to
a vertex of the marginal polytope limγ→∞∇h∗(γĝ(x)). The decoding dh,∇h cor-
responds to assign to ∇h∗(ĝ(x)) an output element z ∈ Z such that ∇h∗(ĝ(x)) ∈
H0(z).
On calibration of CRFs and MAP assignment. Using MAP as a decoding mapping does
not calibrate CRFs to any discrete loss in general. This is not the case for multinomial
logistic regression (which is the equivalent method in multiclass classification), where
our decoding corresponding to the multiclass 0-1 loss is exactly MAP assignment (see
Appendix G.2).
A way to understand the difference between both decoding mappings is to write MAP
assignment in terms of ∇h∗ as:
f̂MAP(x) = arg max
y∈Y
〈ϕ(y), ĝ(x)〉
= ϕ−1
(
lim
γ→∞ arg maxµ∈M
{〈γĝ(x), µ〉 − h(µ)}
)
= ϕ−1
(
lim
γ→∞∇h
∗(γĝ(x))
)
.
With this form we can compare it to the decoding of our framework which is
f̂(x) = arg min
z∈Z
〈ψ(z),∇h∗(ĝ(x))〉.
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See Fig. 3 with explanation.
Finally, we provide the proof of the lower bound on ζh given by Thm. 4.4, which is
based on the computation of the strong convexity constant w.r.t the Euclidean distance
of the negative maximum-entropy potential.
Proof of proposition 5.2. Recall that the strong convexity constant of a Legendre-
type function h w.r.t a norm ‖·‖ is the inverse of the Lipschitz constant of∇h∗ w.r.t ‖·‖∗. In
this case, h∗ corresponds to the partition function h∗(v) = log
(∑
y′∈Y exp(〈v, ϕ(y′)〉
)
, and
the Hessian corresponds to the Fisher Information matrix which in this case is equal to the
covariance Σ(v) of ϕ(y) under pϕ(·|v), where pϕ(·|v) = exp〈ϕ(y), v〉/(
∑
y′∈Y exp〈ϕ(y′), v〉)
is the exponential family with sufficient statistics ϕ and parameter vector v. Hence, the
strong convexity constant of h under the Euclidean norm is the maximal spectral norm of
the covariance, which can be upper bounded as
sup
v∈V
‖Σ(v)‖2 = sup
v∈V
∥∥∥∥∥∥
∑
y∈Y
qϕ(y|v) · ϕ(y)ϕ(y)T
∥∥∥∥∥∥
2
≤ sup
q∈Prob(Y)
∥∥∥∥∥∥
∑
y∈Y
q(y) · ϕ(y)ϕ(y)T
∥∥∥∥∥∥
2
= sup
y∈Y
‖ϕ(y)‖22.
F. Binary Classification
We will present the cost-sensitive case to highlight the fact that a ϕ-calibrated loss can be
calibrated to multiple losses. In this case Z = Y = {−1, 1} and consider the following cost-
sensitive loss L defined as L(−1, 1) = 2− c, L(1,−1) = c and 0 otherwise with 0 < c ≤ 1.
We consider the following embeddings ψ(1) = (0, c)T , ψ(−1) = (2− c, 0)T , ϕ(1) = (1, 0)T ,
ϕ(−1) = (0, 1)T . In this case H = R2, M = ∆2, r = 1, k = 2. Hence, the marginal
polytope is not full-dimensional. The decoding corresponds to d(v) = sign(2q − c), where
we will abuse notation and set q = q(Y = 1) = µ1 = EY∼q ϕ1(Y ).
We will focus on surrogate margin losses [5], which are losses of the form S(v, y) = Φ(yv)
with V = R, where Φ : R → R is a non-increasing function with Φ(0) = 1. The link
function is computed as
t(q) = arg min
v∈V
EY∼q Φ(Y v). (81)
Note that it is always the case that the link is symmetric around q = 1/2, i.e., t(q)(2q−1) >
0 for q 6= 1/2. Hence, in the non-cost-sensitive case (c = 1), the decoding can be simplified
to d(v) = sign(2t−1(v)− 1) = sign(v). Moreover, the potential function can be computed
as
− h(q) = min
v∈V
EY∼q Φ(Y v), (82)
and it is also symmetric around 1/2. In the following, we prove that logistic, exponen-
tial and square margin losses are ϕ-calibrated, squared hinge and modified Huber satisfy
Eq. (81) for injective t : ∆2 → V but don’t have a BD representation extension to V, and
hinge loss does not satisfy Eq. (81) because the corresponding t is not injective.
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Here we present those examples and provide the corresponding BD representation (if
applicable) and the calibration function using proposition F.3, which states that ζh(ε) =
h((1 + ε)/2)− h(1/2) when c = 1.
Remark F.1 (Notation). Throughout this section, we will identify ∆2 with [0, 1] and
affhull(∆2) to R by projecting onto the first coordinate.
Logistic. The logistic loss corresponds to Φ(u) = log(1 + exp(−u)).
D = [0, 1], h(q) = −Ent(q), t(q) = log
(
q
1− q
)
, ζh(ε) = 1− Ent
(
1 + ε
2
)
. (83)
The link is the canonical link and corresponds to t(q) = h′(q) = log(q/(1−q)) with inverse
t−1(v) = (h∗)′(v) = (1 + e−v)−1.
Exponential. The exponential loss corresponds to Φ(u) = exp(−u).
D = [0, 1], Φ(u) = exp(−u), h(q) = −2
√
q(1− q)
t(q) =
1
2
log
(
q
1− q
)
, ζh(ε) = 1−
√
1− ε2.
The link corresponds to t(q) = 12 log(q/(1 − q)) with inverse t−1(v) = (1 + e−2v)−1. It
does not correspond to the canonical link, which is (h∗)′(v) = 12
(
1− u√
4+u2
)
and h′(q) =
1−2q√
q(1−q) .
Square. The square loss corresponds to Φ(u) = (1− u)2.
D = R, h(q) = −4q(1− q), t(q) = 2q − 1, ζh(ε) = ε2. (84)
The link corresponds to t(q) = 2q− 1 with inverse t−1(v) = (v + 1)/2. It does correspond
to the canonical link up to a multiplicative factor because (h∗)′(v) = (4+v)/8 and h′(p) =
4(2q − 1).
Squared Hinge. The squared hinge loss corresponds to Φ(u) = (max(1 − u, 0))2. The
link and potential is the same in ∆2 as the square margin loss. However, in this case the
excess bayes surrogate risk reads (see [7])
δs(v, q) = (2q − 1− v)2 − qmax(v − 1, 0)2 − (1− q) min(0, v + 1)2. (85)
We know that for v ∈ t(∆2) = [−1, 1], δs(v, q) = 4(q − t−1(v))2 = Dh(q, t−1(v)) as the
square loss. However this BD representation can’t be extended to V = R (see proposi-
tion F.2).
Modified Huber loss. The Modified Huber loss [7] corresponds to
Φ(u) =

0 if u ≥ 1
−4u if u ≤ −1
(1− u)2 otherwise
. (86)
The excess Bayes surrogate risk reads (see [7])
δs(v, q) = (2q − 1− T (v))2 + 2|2q − 1− T (v)||q − T (v)|, (87)
where T (v) = min(max(v,−1), 1). As the squared hinge, it has the same BD representa-
tion as the squared margin loss in t(∆2) = [−1, 1] but it can’t be extended to V = R (see
proposition F.2).
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Hinge. The hinge loss corresponds to Φ(u) = max(1− u, 0). We have that
t(q) = sign(2q − 1). (88)
Note that in this case t is not injective.
Proposition F.2. The Bregman divergence representation of the squared hinge and mod-
ified Huber can not be extended to R.
Proof. We will only do the proof for squared hinge, as the case for modified Huber is
analogous.
Observe that δs(v, 1) = 0 for v ≥ 1 and so for any right continuous extension of
t(q) = 2q − 1 to [1,+∞), δs(t(q′), 1) = 0 for q′ ≥ 1. In particular, this means that
the extension of h must be linear for all q′ ≥ 1. And so δs(v, q) should be independent of
v ≥ 1 for any q < 1. However, this is not the case. Hence, squared hinge does not have a
BD representation extension to V = R.
Finally, we prove the form of the calibration function for binary margin losses, which
can be found at [5] for c = 1 and at [42] for the asymmetric case.
Proposition F.3 (Binary 0-1 calibration function). The calibration function for a ϕ-
calibrated margin loss can be written as ζh(ε) = minα∈{−ε,+ε}Dh((c+ α)/2, c). Moreover,
if c = 1, then the calibration function simplifies to ζh(ε) = h
(
1+ε
2
)− h (12).
Proof. Note that 〈ψ(1)− ψ(−1), u〉 = cu2 − (2− c)u1. Hence,
Hε(1) = {u ∈ R2 | cu2 − (2− c)u1 ≤ ε}. (89)
Taking the intersection with M gives
Hε(1) ∩∆2 = {q ∈ [0, 1] | c− 2q ≤ ε} =
[(
c− ε
2
)
, 1
]
.
Analogously, we obtain Hε(−1) = {u ∈ R2 | (2 − c)u1 − cu2 ≤ ε} and Hε(−1) ∩ ∆2 =[
0,
(
c+ε
2
)]
. Recall that D ⊇ [0, 1]. We obtain
Dh(Hε(1)
c ∩∆2,H0(1)∩D) = Dh([0, (c− ε)/2], [c/2,∞)∩D) = Dh((c− ε)/2, c/2), (90)
and
Dh(Hε(−1)c ∩∆2,H0(−1) ∩D) = Dh([(c+ ε)/2, 1],D ∩ (−∞, c/2]) = Dh((c+ ε)/2, c/2).
(91)
Hence, we obtain the desired result:
ζh(ε) = min
α∈{−ε,+ε}
Dh((c+ α)/2, c/2). (92)
Finally, setting c = 1 gives ζh(ε) = minα∈{−ε,+ε}Dh((1 + ε)/2, 1/2). Note that if h is
convex differentiable and symmetric around 1/2, then h((1 + ε)/2) = h((1 − ε)/2) and
h′(1/2) = 0, which simplifies the expression to
ζh(ε) = h
(
1 + ε
2
)
− h
(
1
2
)
. (93)
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G. Multiclass Classification
In this case, the loss considered is the 0-1 loss with Z = Y = {1, . . . , k}. The 0-1 loss can
be written as L(z, y) = 1−〈ez, ey〉, where ez, ey ∈ Rk are vectors of the natural basis in Rk.
Setting ψ(z) = −ez, ϕ(y) = ey, the marginal polytope M = ∆k corresponds to the simplex
in Rk, r = k−1, which means that the marginal polytope is not full-dimensional. We write
qj = µj = q(Yj = 1). The decoding mapping can be written as d(v) = arg maxj∈[k] t
−1
j (v).
See Fig. 4 for a visualization of the calibration sets.
G.1. One-vs-all Method
The one-vs-all method [6] corresponds to S(v, y) = Φ(vy) +
∑k
j 6=y Φ(−vj) with V = Rk.
The surrogate Bayes risk reads s(v, q) =
∑k
j=1{qjΦ(vj) + (1− qj)Φ(−vj)}. Note that one
can compute h and t as in (81) and (82) independently for each coordinate. Hence, we
obtain
h(q) =
k∑
j=1
h¯(qj) t(q) = (t¯(qj))
k
j=1, (94)
where h¯, t¯ are the potential and the link corresponding to the associated margin loss. As
the individual link t¯ is invertible and t¯(q)(2q − 1) > 0 for q 6= 1/2, it means that it is
increasing and so t = (t¯)kj=1 is order preserving. This implies that the decoding can be
simplified to d(v) = arg maxj∈[k] vj . Note that if the margin loss is ϕ-calibrated, then
the associated one-vs-all method is ϕ-calibrated for multiclass with h, t given by (94) and
D = D¯k, where D¯ is the (extended) domain of the margin loss. Note that in this case the
marginal polytope is always a strict subset of D: ∆k ( [0, 1]k ⊆ D¯k.
We know provide the proof of proposition 5.3, which computes the exact calibration
function for the one-vs-all method.
Proof of proposition 5.3. Note that by exploiting the symmetries of the problem,
one can considerably simplify the problem to
ζh(ε) = Dh({p2 ≥ p1 + ε, p2 ≥ pj} ∩∆k, {q1 ≥ q2} ∩ D¯k). (95)
Indeed, as all of the quantities in Eq. (20) are invariant by permutation, hence, one can
get rid of the minimization over Z and set z = 1. Then, also by symmetry, one can reduce
to problem to the comparison between z = 1 and z = 2.
The idea of the proof is to show that the minimizer of the following minimization
problem
min
q1≥q2
p2≥p1+ε
Dh(p, q) (96)
is achieved at the points q? = (1/2, 1/2, 0, . . . , 0) and p? = ((1 + ε)/2, (1− ε)/2, 0, . . . , 0).
Then, as the constraints in Eq. (96) are included in Eq. (95) and q? ∈ H0(1)∩ D¯k ⊂ {q1 ≥
q2} and p? ∈ Hε(1)c ∩∆k ⊂ {p2 ≥ p1 + ε}, the result follows.
Note that as Dh(p, q) =
∑k
j=1Dh¯(pj , qj), we already have p
?
j = q
?
j = 0 for j = 3, . . . , k.
Hence, we reduce the problem to minimizing Dh¯(p1, q1) +Dh¯(p2, q2) in {q1 ≥ q2} ∩ {p2 ≥
p1 + ε}. Note that the minimum must be necessarily achieved at the boundary. So
by setting q¯ = q1 = q2 and p¯ = p1, one has the following unconstrained problem
Dh¯(p¯, q¯) + Dh¯(p¯ + ε, q¯). Now, using the fact that h¯ is symmetric around 1/2 and its
Hessian is non-decreasing in D¯ ∩ [1/2,∞), we have that q¯ = 1/2 and p¯ = (1 − ε)/2 is a
minimizer. Hence, the result follows.
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εy = 2 y = 3
y = 1
H0(1) ∩∆3
Hε(1)
c ∩∆3
Figure 4: Illustration of calibration sets for the multiclass with 0-1 loss and k = 3 labels.
Comparison with lower bounds. Note that if h¯ is (1/β‖·‖2)-strongly convex in D¯, then
h is (1/β‖·‖2)-strongly convex in D = D¯
k. Moreover, using that maxz′ 6=z ‖ez − ez′‖22 = 2,
Thm. D.4 gives
ζh(ε) ≥ ε
2
4β
. (97)
Note that for square margin loss, where h¯(q) = −4q(1 − q) with β‖·‖2 = 18 , this lower
bound is tight.
G.2. Multinomial Logistic
Another important example is the multinomial logistic surrogate, which corresponds to
the loss (32) with M = ∆k, which is S(v, y) = log(
∑k
j=1 exp(vj)) − vy where V = {v ∈
Rk | ∑kj=1 vj = 0} ∼= Rk−1. In this case D = ∆k, t−1j (v) = exp(vj)∑k
`=1 exp(v`)
and so the decoding
is also simplified to d(v) = arg maxj∈[k] vj by taking the logarithm coordinate-wise, which
is a monotone function.
Lower bound on calibration function. Note that the entropy is 1-strongly convex w.r.t
the ‖·‖1 norm over the simplex. As ‖·‖∞ is the associated dual norm and maxz ‖ψ(z)‖∞ =
maxz ‖ez‖∞ = 1, Thm. 4.4 gives
ζh(ε) ≥ ε
2
8
. (98)
H. Multilabel Classification with Hamming Loss
In this case Z = Y = {−1, 1}k. We have that
L(z, y) =
1
k
k∑
j=1
1(zj 6= yj) = 1
2
+
k∑
j=1
ψj(z)ϕj(y), (99)
with ψ(z) = −z/(2k) and ϕ(y) = y. In this case M = [−1, 1]k which corresponds to the
cube.
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H.1. Independent Classifiers
The surrogates considered are S(v, y) =
∑m
j=1 Φ(yjvj), with V = Rk. The surrogate Bayes
risk reads s(v, q) =
∑k
j=1{µj+12 Φ(vj) +
1−µj
2 Φ(−vj)}. Note the similarity with the one-
vs-all method from multiclass classification. If h¯ and t¯ are the potential and link for the
associated margin loss, we have:
h(µ) =
k∑
j=1
h¯
(
µj + 1
2
)
t(µ) =
(
t¯
(
µj + 1
2
))k
j=1
. (100)
The decoding simplifies to d(v) = (sign(vj))
k
j=1.
The calibration function ζh can be computed exactly and it is k times the calibration
function of the margin loss: ζh(ε) = k · ζh¯(ε).
Proposition H.1 (Calibration function for Hamming loss). The calibration function for
the Hamming loss is
ζ(ε) = k · ζh¯(ε).
Proof. The proof consists of two parts. First, we show that the lower bound ζh(ε) ≥
k · ζh¯(ε) holds, and then we prove that it is actually tight, by showing it is achieved at a
pair of points on the minimization problem (20).
The excess Bayes risk can be written as δ`(z, q) = 1k
∑
j|zj 6=zj(µ) |µj |, where z(µ) denotes
the optimal prediction (see Eq. (52)). Note that |µj | is the excess Bayes risk of the binary
0-1 loss, hence, ζh¯(|µj |) ≤ δsj(t¯(µj), q), where δsj(vj , q) = µj+12 Φ(vj) +
1−µj
2 Φ(−vj) is the
excess surrogate Bayes risk of the j-th independent classifier. Hence,
ζh¯(δ`(d(v), q)) = ζh¯
1
k
∑
j|zj 6=dj(v)
|2t¯−1(vj)− 1|
 (µj = 2t−1(vj)− 1)
≤ 1
k
∑
j|zj 6=dj(v)
ζh¯(|2t¯−1(vj)− 1|) (Jensen ineq.)
≤ 1
k
∑
j|zj 6=dj(v)
δsj(vj , q) (ζh¯ calibrates individual classifiers.)
≤ 1
k
δs(v, q).
Hence, ζh(ε) ≥ k · ζh¯(ε). To prove tightness, consider the point µ0 = 0 = (0)kj=1 and the
point µε = (−ε)kj=1 for all 0 ≤ ε ≤ 1. If we denote by 1 the output (1, . . . , 1) ∈ Z, we have
that µ0 ∈ H0(1) ∩M ⊂ H0(1) ∩D and µε ∈ Hε(1)c ∩M for all 0 ≤ ε ≤ 1 because
Hε(1) =
u ∈ H | − 1k ∑
j | bj=1
uj ≤ ε, ∀b ∈ {0, 1}k
 . (101)
Moreover, its Bregman divergence is Dh(µε, µ0) =
∑k
j=1Dh¯(((µε)j+1)/2, (1+(µ0)j)/2) =∑k
j=1Dh¯((1− ε)/2, 1/2) = k · ζh¯(ε). Hence, the lower bound is tight.
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I. Ordinal Regression
In this case Z = Y = {1, . . . , k} and these are ordinal output variables instead of categor-
ical. Which means that there is an intrinsic order between them: 1 ≺ · · · ≺ k. This is
captured by the absolute error loss function defined as
L(z, y) = |z − y|. (102)
Note that in this case the loss matrix is full-rank, because it is a Toeplitz matrix. Hence,
it can be seen as a “structured” cost-sensitive multiclass loss.
Let’s consider the following embedding ϕ(y) = (2 · 1(y ≥ j) − 1)k−1j=1 ∈ {−1, 1}k−1 for
both Z and Y. In this embedding, we have that
L(z, y) =
k − 1
2
− 1
2
k−1∑
j=1
ϕj(z)ϕj(y). (103)
Comparing the expression above with the affine decomposition of the Hamming loss from
the section above, we observe that Eq. (99) and Eq. (103) are proportional by a factor
k − 1.
The decoding from H can be written as
z(µ) = 1 +
k−1∑
j=1
1(µj ≥ 0) ∈ Z. (104)
The excess Bayes risk is
δ`(z, q) =
∑
z(µ(q))<j≤z
z<j≤z(µ(q))
|µj(q)|. (105)
By choosing an embedding ϕ different than the canonical one used in multiclass clas-
sification (ϕ(y) = ey), we have performed an affine transformation to the simplex in k
dimensions and project it inside the cube [−1, 1]k−1. What we have gained is that under
this transformation the calibration sets have the same structure as for the Hamming loss
for k − 1 labels. Note however, that the marginal polytope for the Hamming loss is the
entire cube, while here is a strict subset of the cube. See Fig. 5 for the calibration sets
H0(z) for k = 3 using the canonical embedding.
I.1. All thresholds (AT)
AT methods [43] correspond to apply an independent classifier (see Appendix H.1) to the
embedding ϕ. It corresponds to
S(v, y) =
k−1∑
j=1
Φ(ϕj(y)vj), (106)
with V = Rk−1. We have that h(µ) =
∑k−1
j=1 h¯((µj + 1)/2) and t(µ) = (t¯((µj + 1)/2))
k−1
j=1 ,
exactly as for the Hamming loss. Note that in this case however M ( D and the decoding
mapping is d(v) = 1 +
∑k−1
j=1 1(vj ≥ 0) ∈ Z.
Using the fact that with the embedding ϕ, the ordinal loss is a (k − 1) factor away
from the Hamming loss, and that the marginal polytope is included in the cube, so the
minimization is done in a smaller domain, we have that
ζh(ε) ≥ ζham,h(ε/(k − 1)) = (k − 1) · ζh¯(ε/(k − 1)), (107)
where ζham,h is the calibration function of the Hamming loss. With this, we recover the
calibration results from [21].
39
y = 1 y = 3
y = 2
H0(2)∩∆3
H0(1)∩∆3 H0(3)∩∆3
Figure 5: Partition of the simplex corresponding to the absolute loss for ordinal regression
with Z = Y = {1, 2, 3}.
I.2. Cumulative link (CL)
These methods are of the form [44]
S(v, y) =

− log(t¯−1(v1)) if y = 1
− log(t¯−1(vy)− t¯−1(vy−1)) if 1 < y < k
− log(1− t¯−1(vk−1)) if y = k
, (108)
with V = Rk−1. In this case, it corresponds to consider the decomposition L(z, y) =
〈LT · ez, ey〉, (i.e., ϕ(y) = ey ∈ Rk), h(q) = −Ent(q) and D = ∆k with inverse link,
t−1(v) =

t¯−1(v1) if y = 1
t¯−1(vy)− t¯−1(vy−1) if 1 < y < k
1− t¯−1(vk−1) if y = k
, (109)
which is not the canonical one. It is called cumulative link because the link is applied to
the cumulative probabilities t¯−1(vy) =
∑y
j=1 qj = (µy+1)/2. The decoding can be written
as d(v) = 1 +
∑k−1
j=1 1(t¯
−1(vj) ≥ 1/2). In the case that t¯(q)(2q − 1) > 0 for p 6= 12 , then
one can directly write (as for AT) d(v) = 1 +
∑k−1
j=1 1(vj ≥ 0).
The most common link is the logistic link t¯−1(v) = 1/(1 + e−v)). With this link CL
surrogate is convex (see Lemma 8 in [21]).
In this case, the exact calibration function is not easy to calculate due to the lack of
symmetry of the calibration sets (see Fig. 5). However, it is straightforward to apply the
lower bound by using the fact that the entropy is 1-strongly convex w.r.t the ‖ · ‖1 norm
and cψ,‖·‖∞ = maxz∈Z,y∈Y |z − y| = k − 1 using the fact that Fz = LT · ez = Lz. Hence,
applying Thm. 4.4 we obtain:
ζh(ε) ≥ ε
2
8(k − 1)2 . (110)
Note that this lower bound has a factor (k − 1)−2 instead of the (k − 1)−1 of Eq. (107).
This explains the experiment of Fig. 1 from [21], where they show that the calibration
function (107) of AT is larger than the calibration function for CL. However, they were
not able to provide any result such as (110).
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J. Ranking with NDCG Measure
Let Z = Sm be the set of permutations of m elements and Y = [R¯]
m the set of relevance
scores for m documents. Let the gain G : R → R be an increasing function and the
discount vector D = (Dj)
m
j=1 be a coordinate-wise decreasing vector. The NDCG-type
losses are defined as the normalized discounted sum of the gain of the relevance scores
ordered by the predicted permutation:
L(σ, r) = 1− 1
N(r¯)
m∑
j=1
G([r¯]j)Dσ(j), (111)
where N(r¯) = maxσ∈Sm
∑m
j=1G([r¯]j)Dσ(j) is a normalizer.
Note that looking at Eq. (111), we have the following affine decomposition [10, 11]:
ψ(σ) = −(Dσ(j))mj=1, ϕ(r¯) =
(
G([r¯]j)
N(r¯)
)m
j=1
. (112)
Inference from H corresponds to z(µ) = argsortσ∈Sm(µj)
m
j=1. If we now consider a strictly
convex potential defined in Rm and the canonical link, we recover the group of surrogates
presented in [45]. With our framework, Fisher consistency comes for free by construction,
we recover the same lower bound on the calibration function of their Thm. 10 from
Thm. 4.4 and the same improvement under low noise of their Thm. 11 from Thm. 4.6.
K. Graph Matching
In graph matching, the input space X encodes features of two graphs G1, G2 with the same
set of nodes, and the goal is to map the nodes from G1 to the nodes of G2. The loss used
for graph matching is the Hamming loss between permutations defined as
L(σ, σ′) =
1
m
m∑
j=1
1(σ(j) 6= σ′(j)) = 1− 〈Xσ, Xσ′〉F
m
= 1 + 〈ψ(σ), ϕ(σ′)〉F , (113)
where Xσ ∈ Rm×m is the permutation matrix associated to the permutation σ and the
embeddings are ψ(σ) = −Xσ/m and ϕ(σ) = Xσ. In this case, the Bayes risk reads
`(z, q) = 1− 〈Xσ, P (q)〉F
m
, (114)
where P (q) =
∑
σ′ q(σ
′)Xσ′ and H = Rk with k = m2. The Bayes optimum is computed
through linear assignment as
z(P ) = arg max
σ′∈S
〈Xσ′ , P 〉F . (115)
In this case, the marginal polytope corresponds to the polytope of doubly stochastic
matrices (also called Birkhoff polytope),
M = {P ∈ Rm×m | P T1 = 1, P1 = 1, 0 ≤ Pij ≤ 1, 1 ≤ i, j ≤ m}, (116)
which has dimension r = dim(M) = k2 − 2k + 1 < k2. One might consider CRFs [46],
however, the inverse of the canonical link requires performing inference to the associated
exponential family (see Appendix E.2) and this corresponds to computing the permanent
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matrix which is a #P-complete problem. A possible workaround is to estimate the rows
of the matrix P independently with a multiclass classification algorithm and then per-
form linear assignment with the estimated probabilities. For instance, if one performs
multinomial logistic regression independently at each row, it corresponds to the potential
h(P ) = −∑mj=1 Ent(Pj) where Pj is the j-th row of the matrix P and D is the polytope
of row-stochastic matrices,
D = {P ∈ Rm×m | P1 = 1, 0 ≤ Pij ≤ 1, 1 ≤ i, j ≤ m} =
m∏
j=1
∆m )M, (117)
which has dimension k2 − k < k2 strictly larger than the dimension of the marginal
polytope. As the sum of entropies is 1-strongly convex w.r.t the ‖·‖1 norm and cψ,‖·‖∞ = 1m ,
Thm. 4.4 gives,
ζh(ε) ≥ m
2ε2
8
. (118)
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