Abstract. In this paper, we present a proof for spirallikeness of injective holomorphic functions which is based on topological considerations. The proof exploits a continuous extending method applied to certain paths in the unit disk.
Introduction
Given δ ∈ (−π/2; π/2) and z ∈ C \ {0}, let (0.1) L δ (z) := {exp(e iδ t)z : t ∈ (−∞; 0]} , i.e., L δ is a logarithmic spiral. Geometrically, it intersects each half-line with endpoint at the origin at the constant angle δ. We recall that a domain Ω in the complex plane C is said to be δ-spirallike (with respect to the origin) if 0 ∈ Ω and for every z ∈ Ω, L δ (z) ⊂ Ω. The class of all δ-spirallike domains Ω will be denoted by Z * δ . Write D(a, r) for the euclidian disk with center at a ∈ C and radius r > 0, i.e., D(a, r) := {ζ ∈ C : |ζ − a| < r}, and let D(a, r) := {ζ ∈ C : |ζ − a| ≤ r}. We denote by S the class of all injective holomorphic (univalent) functions f in the unit disk D := D(0, 1) keeping the origin fixed.
In the paper [13] , L.Špaček initiated research of the functions described as follows.
Definition 0.1. Given δ ∈ (−π/2; π/2), a function f : D → C is said to be a δ-spirallike holomorphic function if f ∈ S and f (D) ∈ Z * δ . The class of all δ-spirallike holomorphic functions will be denoted by S * δ . The fundamental result relevant to this class reads as follows. 
holds.
Note that every 0-spirallike domain is a starlike one, and consequently the class Z * 0 coincides with the class of all starlike domains Z * . Therefore S * 0 = S * , where S * is the class of all starlike holomorphic functions introduced and described by Alexander in [2] . Thus in the special case where δ = 0, Theorem 0.2 gives the well-known analytic characterization of starlike holomorphic functions obtained by Alexander in [2] ; cf. also [11, pp. 42-43] .
L.Špaček was the first who contributed to Theorem 0.2. He proved in [13] that the condition (0.2) yields the injectivity of f ; cf. also [5, Vol. I, . His proof was based on the concept of the winding number of curves [0; 2π] t → f (re it ) for r ∈ (0; 1), which refers to the classical univalence criterion formulated, e.g., as Lemma 1.1 of [11, p. 13] .
The spiral-shaped character of the curve [0; 2π] t → f (e it ) by the holomorphic function f in D(0, 1) having k zeros in D and satisfying (0.2) was observed by Ozaki in [10, Theorem 8', pp. 48-51] although he used this fact for proving k-valence of f only. In fact, in his paper f was holomorphic in D(0, r) for some r > 0.
Starting from the idea of a family of functions depending on a real parameter and subordinated to a given injective holomorphic function f in D, Robertson proposed in [12] a new method to find an analytic condition for f related to a given family. From [12, Theorem 1] , which is an application of his method, it can be deduced easily that every δ-spirallike holomorphic function satisfies (0.2) although the geometrical concept of spirallikeness and explanation of this fact was omitted by the author.
Another approach to the analytic characterization problem of starlike type holomorphic functions was given by Brickman [3] ; see also [4, pp. 52-54] . He applied the theory of differential equations in order to define and study the so called Φ-like functions. Note that spirallike and starlike holomorphic functions are special cases of Φ-like ones.
Closely related to Brickman's method is the technique of Loewner chains which can be also applied to get a complete proof of Theorem 0.2; see e.g. [11, Theorem 6.6, p. 172] .
In [6, pp. 74-77 ] the sufficiency of (0.2) is proved by using the method of Al-Amiri and Mocanu from [1] , which is based on the observation that the Jordan curves [0; 2π] t → f (re it ), r ∈ (0; 1), are nonintersecting for different r. The proof of the necessity of (0.2) runs in a similar way to ours.
A different way to prove analytic formulas for starlike and spirallike holomorphic functions was demonstrated in [7, Chapters IV-V] and [8] .
In this paper we give a unified, self-contained and precise proof of Theorem 0.2 which may be adopted in more general cases. It is based on the two crucial Lemmas 1.1 and 2.1. The first lemma enables us to use directly the geometrical property defining δ-spirallike domains, in order to express the geometrical condition f (D) ∈ Z * δ by means of the analytic formula (0.2); cf. Theorem 1.2. A more sophisticated task is to show that the condition (0.2) is a sufficient one for δ-spirallikeness. To this end we use a topological tool, dealing with the continuous extending problem of paths in the complex plane, delivered by the second lemma. Applying Lemma 1.1 we can easily retrieve the injectivity and geometry of a function satisfying the analytic formula (0.2); cf. Theorem 2.2. License or copyright restrictions may apply to redistribution; see http://www.ams.org/publications/ebooks/terms Due to Lemmas 1.1 and 2.1, our approach to spirallike holomorphic functions is straightforward and intuitive. The proofs of Theorems 1.2 and 2.2 are complete, without references to geometrically intuitive facts which are not easy to prove sometimes. Furthermore, the method developed here can be applicable in more sophisticated cases like, e.g., the multidimensional case of holomorphic functions in C n , which will be treated in a separate paper. Simplifying somewhat, it just requires a suitable modification of the lemmas. Thus our approach seems to be quite flexible. In particular, our method can be applicable when studying the functions described by more complicated geometrical conditions of starlike type like strong starlikness or strong spirallikeness. As a matter of fact, this method enables us to study E-starlike holomorphic functions, which naturally embrace all so far known holomorphic functions of starlike type. However, this topic exceeds the scope of this paper and will be presented elsewhere; cf. [9] . Here we confine ourselves to the following comments only. Given a compact and connected set E in C with {0, 1} ⊂ E, we establish two definitions.
Definition 0.3. A nonempty set Ω in C is said to be an E-starlike (with respect to the origin) provided
Write Z * (E) for the class of all E-starlike sets.
Let S * (E) stand for the class of all E-starlike holomorphic functions. From (0.1) and Definitions 0.1, 0.3 and 0.4, we see that for each δ ∈ (−π/2; π/2), S
where E := L δ (1) ∪ {0}. In particular, the class S * (E) coincides with the class of starlike holomorphic functions S * provided E = L 0 (1) ∪ {0}, i.e., E is the line segment joining the points 0 and 1. Therefore the functions from the class S * (E) may be naturally interpreted as "starlike holomorphic functions with respect to a given pattern fibre E".
The method developed in this paper was presented by the second author at the Fifth International Conference on Complex Analysis & Dynamical Systems, May 22-27, 2011, Akko (Acre), Israel.
The necessity of spirallikeness
Let us recall that a set I is called an interval if I ⊂ R and [t 1 ; t 2 ] := {t ∈ R :
Note that a set I ⊂ R is an interval iff I is a connected set in the one-dimensional Euclidian space E 1 . The proof of the necessity of the analytic formula (0.2) is based on the following lemma. 
then γ is a differentiable function in I and If additionally f (z) = 0, then
Proof. Fix f , γ and z satisfying the assumptions. Since f is a holomorphic and locally injective function in D, we see that
and f is locally invertible. If f (z) = 0, then by (1.1), γ is a constant function, and so the property (1.2) is obvious. Therefore we may confine to the case where f (z) = 0. Then by (1.1), γ is a locally injective function, and so
Thus γ is differentiable in I and, by (1.1),
Hence for every
which proves (1.2). Hence for every t ∈ I,
This together with (1.2) leads to (1.3), which completes the proof.
and therefore, by the injectivity of f , the function
is well-defined for each t ∈ (−∞; 0]. Moreover, ω t is a Schwarz function for each t ∈ (−∞; 0], i.e.,
By the Schwarz lemma, we can see that for every t ∈ (−∞; 0], 
is continuous and satisfies the following properties
Then by Lemma 1.1, γ is a differentiable function in (−∞; 0]. Since f (z) = 0, we conclude from (1.
On the other hand, we deduce from (1.8) and (1.7) that
Combining this with (1.10) we see that
Since 0 is a removable singularity of the function D \ {0} z → e −iδ zf (z)/f (z) and
we derive from (1.11) and the minimum principle for harmonic functions the inequality (1.4), which proves the theorem.
The sufficiency of spirallikeness
Let us recall that a function f is defined as a subset of a certain cartesian product A × B, which satisfies the uniqueness assignment condition:
in other words, f is understood as a graph. Therefore, the inclusion f ⊂ g means that the function g is an extension of the function f or f is a restriction of g. We denote by D(f ) the domain f −1 (B) of the function f , i.e., the set of all t ∈ A such that (t, x) ∈ f for a certain x ∈ B. The range f (A) of the function f will be denoted by D * (f ), i.e., D * (f ) is the set of all x ∈ B such that (t, x) ∈ f for a certain t ∈ A. The unique x ∈ D * (f ) assigned to t ∈ D(f ) is usually denoted by f (t) := x and called the value of f at t.
Given a topological space X = (X, T X ), we call γ a path in X provided γ is a continuous function such that D(γ) is an interval and D * (γ) ⊂ X. We always assume throughout the paper that X is the complex plane C with the Euclidean topology. The proof of sufficiency of the analytic formula (0.2) is based on the following lemma. Then there exists γ * ∈ P(γ 0 , F ; z 0 ) such that
i.e., γ * is the last element in the ordered structure
Proof. Fix F , γ 0 and z 0 satisfying the assumptions. We first prove that for all γ 1 , γ 2 ∈ P(γ 0 , F ; z 0 ),
Fix γ 1 , γ 2 ∈ P(γ 0 , F ; z 0 ) and consider the set (2.6)
By definition, 0 ∈ S, and so S = ∅. If S is an unbounded set then by (2.6),
and the property (2.5) holds. Therefore we may assume that S is a bounded set. Then there exist τ := inf(S) ∈ (−∞; 0] and a sequence N n → t n ∈ S such that (2.7)
, then by (2.6) and (2.7) we have γ 1 (t) = γ 2 (t) for τ < t ≤ 0, which yields (2.5). Thus we my confine ourselves to the case where τ ∈ D(γ 1 ) ∩ D(γ 2 ). By the continuity of the mappings γ 1 and γ 2 it follows that (2.8)
and hence (2.9)
.
for a certain δ > 0. Since the mapping F is locally injective, there exists r > 0 such that U := D(z τ , r) ⊂ D and the restriction F |U is an injective mapping. Since the mappings γ 1 and γ 2 are continuous, we conclude from (2.8) that there exist δ 1 , δ 2 > 0 such that
Since F is an injective mapping in U , we see that γ 1 (t) = γ 2 (t) for t ∈ [τ −η; τ ]. Combining this with (2.9), we see that τ −η ∈ S. Thus inf(S) ≤ τ −η < τ , which contradicts the equality τ = inf(S). Therefore D(γ 1 )∩D(γ 2 ) = [τ ; 0], which together with (2.9) leads to (2.5).
We will show that 
, and the condition (2.5) implies z 1 = γ 1 (t) = γ 2 (t) = z 2 . Therefore γ * is a mapping and 
Sinceγ is a continuous mapping, for every ε > 0 there exists δ ∈ (0; δ 0 ] such that
Therefore the mapping γ * is continuous at the arbitrarily chosen point t 0 ∈ D(γ * ).
Thus γ * ∈ P(γ 0 , F ; z 0 ). Furthermore, from the definition of γ * the property (2.
3) holds, which shows the first part of the lemma.
Suppose that the last condition holds. Then there exists a sequence N n → t n ∈ D(γ * ) such that
for a certain z * ∈ D(0, R). Hence, by (2.2), (2.12) and the continuity of the mappings F and γ 0 we deduce that (2.14)
By assumption, F is an injective mapping in
Then by the continuity of the mapping γ 0 , there exists δ > 0 such that
Since the mapping F is open, it follows that the inverse mapping (F |U ) −1 is continuous. Therefore the mappingγ 0 := (F |U ) −1 • γ 0|I is also continuous. On the other hand, by (2.12) and (2.13) there exists p ∈ N such that t n p ∈ I and z p ∈ U . Then
Sinceγ 0 (t n p ) ∈ U and γ * (t n p ) ∈ U , it follows thatγ 0 (t n p ) = γ * (t n p ). Thereforẽ License or copyright restrictions may apply to redistribution; see http://www.ams.org/publications/ebooks/terms is a mapping. Since both the mappings γ * andγ 0 are continuous, so isγ * . Furthermore,γ * (0) = γ * (0) = z 0 and
Therefore a − δ ≥ a, which is impossible. This means that the second part of the alternative (2.11) does not hold. Thus the only possibility is that D(γ * ) = (−∞; 0], which completes the proof. 
Proof. Fix δ ∈ (−π/2; π/2) and f satisfying the assumptions. Since f (0) = 0, the condition (2.16) yields f (0) = 0. Suppose that f (z 0 ) = 0 for some z 0 ∈ D \ {0}. Then there exist r ∈ (0; 1 − |z 0 |) and m ∈ N such that
where g is a holomorphic function in D with g(z 0 ) = 0. Hence
Thus f /f has a simple pole at z 0 which in view of (2.16) is impossible. Consequently, f (z) = 0 for z ∈ D \ {0}. The condition (2.16) now shows that f (z) = 0 for z ∈ D, and so f is locally injective in
Fix z ∈ D \ {0}. From Lemma 2.1 it follows that there exists a unique
Applying Lemma 1.1 we see that the path γ * is differentiable and (1.3) holds with γ := γ * . Hence and by (2.17) and (1.4) the function
is increasing and, consequently,
, where R := |z| < 1. Then Lemma 2.1 shows that D(γ * ) = (−∞; 0], and consequently, by (2.17), It remains to prove the injectivity of f . To this end, consider any z 1 , z 2 ∈ D such that f (z 1 ) = f (z 2 ). As shown above, there exist paths γ * ,z 1 ∈ P(γ z 1 , f; z 1 ) and γ * ,z 2 
where R := max({|z 1 |, |z 2 |}) < 1. Since D(0, R) is a compact set, there exists an increasing sequence
Then, by the continuity of f , we have
Thus 
This implies that γ * ,z 1 (t 0 ) = γ * ,z 2 (t 0 ), and so t 0 ∈ S. Then t 0 ≤ sup(S) = b, which is impossible. Finally, by (2.20), b = 0. Hence
which proves the injectivity of f . Finally, f (D) ∈ Z * δ and f ∈ S. Therefore f ∈ S * δ , which proves the theorem.
Complementary remarks
First of all, let us observe that Theorem 0.2 is a direct conclusion of Theorems 1.2 and 2.2. Taking into account Lemma 1.1 and Theorem 1.2, we can easily derive the following well-known geometrical properties of spirallike functions. 
