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ДОСЛІДЖЕННЯ ІНФОРМАТИВНОСТІ АЛГОРИТМІВ 
ПРОЦЕСОРІВ ОБЧИСЛЕННЯ АВТОКОРЕЛЯЦІЙНИХ ФУНКЦІЙ 
 
Резюме. Представлено результати теоретичних та практичних досліджень інформативності 
алгоритмів процесорів обчислення автокореляційних функцій. Наведено результати розрахунку 
інформативності алгоритмів обчислення відомих кореляційних функцій. 





RESEARCH INFORMING PROCESSOR ALGORITHMS CALCULATE 
AUTOCORRELATION FUNCTIONS 
 
The summary. The results of theoretical and practical research informing processor algorithms 
calculate autocorrelation functions. The results of calculating the information content algorithm known 
correlation functions. 
Key words: correlation functions, informative sampling, analog-digital converter (ADC). 
 
Постановка проблеми. Алгоритми кореляційного опрацювання сигналів 
широко використовуються в сучасних телекомунікаційних та комп’ютерних системах. 
Кореляційні функції використовуються при реалізації цифрової згортки, цифрового 
приймання та виділення сигналу в умовах дії завад, кореляційного аналізу випадкових 
процесів та розпізнавання образів.  
Аналіз останніх досліджень і публікацій. Розробленням теоретичних засад 
побудови спецпроцесорів кореляційного опрацювання інформаційних потоків 
займалися відомі зарубіжні та українські вчені Грибанов Ю.И., Золотухін Г.А., 
Іщеряков С.М., Николайчук Я.М., Сегін А.І. [1–5]. У роботах [2, 3, 4, 5] розроблена 
теорія та реалізація кореляційного опрацювання сигналів на основі решітчастих 
функцій, які формуються на виході аналого-цифрового перетворювача (АЦП) в процесі 
перетворення аналогових сигналів у цифровий. При цьому, як правило не враховані 
ефекти, які змінюють інформаційні характеристики цифрових кореляторів у порівнянні 
з класичними аналоговими кореляційними функціями, що реалізовані у вигляді 
мультиплікативного інтеграла [6] 
∫ +⋅= dttxtxTRxx )()(
1
)( ττ ,    (1) 
де τ – часовий зсув.  
У роботі [7] викладені теоретичні засади розрахунку кореляційних функцій на 
основі різних дискретних інтегралів (табл. 1).  
Постановка завдання. Як бачимо з названої таблиці, існує сім аналітичних 
виразів для розрахунку кореляційних функцій, в яких використовуються знакові, 
центровані та нецентровані значення цифрових відліків, а також різні оцінки 
дискретних інтегралів (мультиплікативний, квадрат різниці, модульна різниця та 
еквівалентність. Очевидно, що різні алгоритми обчислення відповідних кореляційних 
функцій будуть характеризуватися різним ступенем інформативності.  
 
 






























































































































































































Метою роботи є дослідження інформативності алгоритмів процесорів 
обчислення автокореляційних функцій. 
Постановка завдання. При розгляді впливу характеристик аналого-цифрових 
перетворень у процесах роботи цифрових кореляторів їх можна систематизувати таким 
чином: 
1. Виникнення похибки квантування при заокругленні до меншого цілого 
аналогових процесів згідно з виразом: 








,     (2) 
де x(t) – аналогова величина; xi – дискретний відлік у базисі Радемахера; δ(t) – помилка 
заокруглення, величина якої в середньому дорівнює половині кроку квантування. 
Наприклад, при дискретизації синусоїдального сигналу характеристики такої 
помилки показано на рис. 1. 
 











Рисунок 1. Характеристики похибок квантування аналогових процесів 
 
2. Ефект впливу кроку дискретизації на результати аналого-цифрового 








Рисунок 2. Вплив кроку дискретизації на результати аналого-цифрового перетворення 
 
З рис. 2 бачимо, що у випадку, коли крок дискретизації ∆t  перевищує період найвищої частоти 
сигналу, виникають хибні низькі частоти, які відсутні в дискретизованому сигналі. Як 
показано в [8], для ліквідації такого ефекту, який може суттєво впливати на 
правильність кореляційного аналізу сигналів, необхідно використовувати на вході АЦП 
фільтр низької частоти, що виключає частоти, вищі за параметри кроку дискретизації. 
 






Оцінювання інформативності цифрових алгоритмів кореляційних функцій. 
Наявність нулів у масивах дискретних даних впливає на характеристики 
інформативності та результат цифрового кореляційного опрацювання дискретних 
відліків на основі різних алгоритмів обчислення кореляційних функцій. На рис. 3а, 3б 
показана реалізація нецентрованого випадкового процесу (рис. 3а) та його центрованих 












Рисунок 3. Реалізація решітчастої функції випадкового процесу: 
а – не центрований випадковий процес; б – центрований випадковий процес; 
n=64 – об‘єм вибірки; А=16 – діапазон квантування; Мx – вибіркове математичне сподівання 
 
З рис. 3б бачимо, що потік центрованих значень 
o
ix  випадкового процесу 
наближається до нормального закону розподілу, що найчастіше зустрічається в 
практиці, містить велике число нульових цифрових значень. Даний ефект, який виникає 
внаслідок аналого-цифрового перетворення вхідних сигналів, найбільш негативно 
впливає на характеристики інформативності алгоритмів, які реалізують 
мультиплікативні дискретні інтеграли кореляційних функцій )( jBxx , )( jK xx , )( jRxx . 
Тому дослідження цих ефектів інформативності кореляційних алгоритмів є актуальним.  
Дослідження інформативності алгоритмів обчислення автокореляційних 
функцій. У роботі систематизовано аналітичні вирази обчислення автокореляційних 
функцій та структури відповідних спецпроцесорів [9]. Для обгрунтування вибору 
системних характеристик спецпроцесора кореляційного опрацювання сигналів для 
різних застосувань необхідне розроблення відповідних критеріїв максимальної 
швидкодії, мінімальної структурної, апаратної та алгоритмічної складностей. 
Важливою системною характеристикою таких спецпроцесорів є оцінка їх 
інформативності, що потребує глибокого теоретичного дослідження. 












































 – математичне сподівання. 
 






На рис. 4 показана реалізація знакової функції формування 
o
ixsign на основі 








Рисунок 4. Реалізація знакової функції центрованого випадкового процесу 
 
З метою виконання аналізу інформативності дискретних алгоритмів обчислень 
кореляційних функцій доцільно використати такі оцінки: 
1) число нульових елементів у решітчастій функції центрованих або 
трансформованих значень відліків хі, які приводять до зниження інформативності 
niZijWN ixx ,1,0,2)]([0 ∈=≤ , 
де )(
00 ∪
∨∨∨= iiiii ZxsignxxZ , Wxx(j) – одна з автокореляційних функцій; 
2) число елементів у вибірці дорівнює числу і – тих значень не трансформованих 
або трансформованих цифрових відліків випадкового процесу: 
iN =0 , 0=iZ , ni ,1∈ , 
)(
00 ∪
∨∨∨= iiiii ZxsignxxZ , 
де Zi – трансформоване значення xi у виразі кореляційної функції; 
o
ix  – центроване 
значення випадкового процесу; ixsign
0
 – знакова функція центрованих значень; 
∪
iZ  – 
значення „менше з двох” процесів. 
Причому: 
- число нульових елементів алгоритму обчислення кореляційних функцій різних 
типів відповідає нерівності iN ij 2≤ ; 
- число трансформованих значень вибірки випадкового процесу  02NNT = ; 
- відносне число нульових і трансформованих елементів в обчисленні 
кореляційної функції до числа n об’єму вибірки 
n
N






V TT =0 , m
N
V TmT = , 
звідки інформативність кореляційного процесора можна оцінити за формулами 
)( 0 Ti NNnk += , 
)(1 0 Ti VVk +−=
∗ , 
де ki – виражає втрату інформативності, зумовлену загальною кількістю нульових 
елементів в алгоритмі обчислення кореляційної функції при заданому об’ємі вибірки n; 
∗
ik  – нормований коефіцієнт інформативності інваріантний відносного об’єму вибірки. 
В результаті обчислення маємо такий вигляд значень Hxx(j) (рис. 5) при n+m=40 
(а також n1+m1=64). 
 
 













m1=8(     )
 
 
Рисунок 5. Реалізація знакової автокореляційної функції 
 
 
Даний приклад дозволяє оцінити інформативність знакового алгоритму Hxx(j) у 
вигляді таких оцінок: 
n
N
V 00 = , 032
0
0 ==V (0); 
n
N
V tt =0 , 5,032
16
0 ==tV (0,3). 
Інформативність процесора Bxx(j) можна оцінити загідно з формулами 
)( 0 Òi NNnk +−= , 16)160(32 =+−=ik (40), 
)(1 0 Òi VVk +−=
∗ , 5,0)5,00(1 =+−=∗ik (0,7). 
Таким чином, інформативність процесора Hxx(j) зменшується на величину числа 
трансформації нульових значень xi. 










)( .    (4) 
Аналіз виразу (4) показує, що оцінки нульових і трансформованих значень 
цифрових відліків такі: 
[ ] 41)(0 ⋅=jBN xx , 





0 ==V (0,07), 25,032
8
0 ==tV (0,14). 
 Тоді 
[ ] 20)84(32)( =+−=jBk xxi (44), [ ] 655,0)25,0125,0(1)( =−−=∗ jBk xxi (0,9). 











)( .    (5) 
 






Аналіз виразу (5) показує, що оцінки нульових і трансформованих значень 
цифрових відліків такі: 
[ ] 42)(0 ⋅=jKN xx , 





0 ==V (0,14), 032
0
0 ==tV (0). 
 Тоді 
[ ] 24)08(32)( =+−=jKk xxi (48), [ ] 75,0)025,0(1)( =+−=∗ jKk xxi (0,86). 
3. Дослідження інформативності ненормованої та нормованої кореляційної 















=ρ .  (6) 
Аналіз виразу (6) показує, що оцінки нульових та трансформованих значень 
цифрових відліків наступні: 
[ ] 12)(0 =jRN xx , 





0 ==V (0,21), 032
0
0 ==tV (0). 
 Тоді 
[ ] 20)012(32)( =+−=jRk xxi (44), [ ] 62,0)037,0(1)( =+−=∗ jRk xxi (0,79). 












)( ,     (7) 
де N0 вираховується як середнє число пересічень однакових елементів xi, яке дорівнює 










де x~  – еквівалентні елементи.   
Аналіз виразу (7) показує, що оцінки нульових і трансформованих значень 
цифрових відліків такі: 
[ ] 18)(0 =jCN xx , 





0 ==V (0,32), 032
0
0 ==tV (0). 
 Тоді 
[ ] 14)018(32)( =−−=jCk xxi (38), [ ] 43,0)056,0(1)( =+−=∗ jCk xxi (0,68). 
 






 5. Модульна оцінка коефіцієнта структурної функції є аналогічна структурній 
функції. 
6. Дослідження інформативності еквівавалентної функції, яка обчислюється 



























Аналіз виразу (8) показує, що оцінки нульових та трансформованих значень 
цифрових відліків такі 
[ ] 6)(0 =jFN xx , 





0 ==V (0,1), 032
0
0 ==tV (0). 
 Тоді 
[ ] 26)06(32)( =+−=jFk xxi (50), [ ] 81,0)018,0(1)( =+−=∗ jFk xxi (0,9). 
 На діаграмі рис.6 показані інформативності розглянутих кореляційних функцій. 
 
 




ki - n1=56, m1=8значення 
- n=32, m=8значення 
 
 
Рисунок 6. Діаграма інформативності різних алгоритмів обчислення кореляційних функцій 
 
Висновки. Наведені результати дослідження показують, що алгоритми 
обчислення кореляційної функції характеризуються різною інформативністю, що 
дозволяє встановити сфери їх застосування в якості компонентів комп’ютерних систем 
і спецпроцесорів спеціалізованих систем. Висока оцінка ефективності алгоритмів 
обчислення знакової та нормованої кореляційної функції забезпечує їх ефективне 
застосування для побудови процесорів спектрального аналізу. Висока ефективність 
кореляційної функції еквівалентності визначає особливу перспективу її застосування в 
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