We derive the transient distribution and periodic family of asymptotic distributions and the transient and periodic moments for the quasi-birth-and-death processes with time-varying periodic rates. The distributions and moments are given in terms of integral equations involving the related random-walk process. The method is a straight-forward application of generating functions.
is, the distribution lim n→∞ P l,k;i,j (s, nT + t) = p ij (t) exists for t ∈ [0, T ) where P l,k;i,j (s, nT + t) is the probability of the system being in level i, phase j at time nT + t given that it was in level l and phase k at time s, where T is the length of the period. We present a method for computing these probabilities for level independent QBDs that requires working with integral equations over only one time period. We also derive formulae for the moments of the process as a function of time within the period. This is an extension and generalization of results obtained for the transient solution for the time-dependent Poisson queue with exponential service given in [17] and the asymptotic periodic number in an M t /M t /c t queue in [18] .
As noted in [22] and references cited there, computational methods and approximation techniques involved in time-inhomogeneous queueing problems have long been regarded as challenging. In their recent paper on estimating the convergence rate of queues with nonstationary arrival and service rates, Zeifman, et al., note that "it is extremely difficult to obtain general results for arbitrary forms of the birth and death rates and therefore we must content ourselves in obtaining various types of approximations" [24] . Because of these difficulties work on queues with time-varying parameters often involves estimation schemes. See references cited in [8, 22, 24] , and [23] for a sampling of these approximation strategies.
In this paper, we present a relatively simple method for finding expressions for the transient distribution and its moments for quasi-birth-and-death (QBD) processes with timevarying rates. For those processes with periodically varying rates, we also obtain formulae for the asymptotic periodic distribution and its moments. These quantities may be computed via the numerical solution of integral equations covering only one time period. The integral equations are in terms of the quasi-birth-and-death process's related random walk process. The integral equations are exact, but obtaining performance measures from the formulae requires numerical solution of the integral equations and approximating or finding explicit formulae for the transition probabilities for the quasi-birth-and-death process analog of the random walk. It is hoped that these formulae will prove useful computationally in some instances, and in other cases will serve as a means for generating new approximation schemes, for confirming existing approaches and for gaining insight into the time-varying quasi-birth-and-death processes being studied.
In Sect. 2 we define a family of generating functions and state and prove our theorems for the transient case and in Sect. 2.1 for the asymptotic periodic case. In Sect. 3 we provide three examples. In Sect. 4, we describe how to numerically solve a quasi-birth-and-death process that does not have a special structure, and finally Sect. 5 is a brief conclusion.
The family of generating functions
Consider the continuous time Markov chain {X(t), J (t)} with state space {{0, 1, 2, . . .} × {1, 2, . . . , K}} where K is a finite positive integer. X(t) is referred to as the level and J (t) is the phase. K represents the number of phases within each level. Let us define P l,k;i,j (s, t) = P {X(t) = i, J (t) = j |X(s) = l, J (s) = k}. The infinitesimal generator for this Markov chain may be written as
where each block represents transition within levels. For example, if we define level L i = {X(t) = i, J (t) = 1, 2, . . . , K} then A −1 (t) is a matrix that represents transitions from level L i to level L i−1 . This Markov chain has skip-free properties in that a transition from level
The off-diagonal elements of Q(t) are nonnegative. Its diagonal elements are all strictly negative and B(t)1 + A 1 (t)1 = 0 and A −1 (t)1 + A 0 (t)1 + A 1 (t)1 = 0 where 1 is a column vector of appropriate dimension whose components are all ones, and 0 is the zero vector of the same dimension. For ease of exposition, we consider the case where the period, T , is equal to one. We are interested in the quantities
is the periodic asymptotic distribution for that time within the period. In what follows, we will associate with each QBD a generalized random walk process. The periodic asymptotic distribution will exist when this associated random walk process has a negative drift.
Following Kolmogorov's approach to queues with time-varying rates, we begin with the Chapman-Kolmogorov equations [12, 13] . We can write the Chapman-Kolmogorov forward differential equations aṡ
We use the same system of differential equations to solve the transient problem. In this case p j (t) represents the solution to the transient problem, but we suppress the dependence on the initial condition in the notation.
Periodic solutions to the Chapman-Kolmogorov equations will satisfy the integral equations:
for all i ≥ 1 and all t. To prove this result, simply integrate (2) and use periodicity. This result is a generalization of Theorem 1 in [17] and (1.7.3) in [19] .
Recall that for a non-negative random variable, X with probability distribution p j = P {X = j }, j = 0, 1, . . . ,
This result holds more generally. Define q 
