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ABSTRACT: The ATLAS (A Toroidal LHC ApparatuS) Inner Detector provides charged particle
tracking in the centre of the ATLAS experiment at the Large Hadron Collider (LHC). The Inner
Detector consists of three subdetectors: the Pixel Detector, the Semiconductor Tracker (SCT), and
the Transition Radiation Tracker (TRT).This paper summarizes the tests that were carried out at the
ﬁnal stage of SCT+TRT integration prior to their installation in ATLAS. The combined operation
and performance of the SCT and TRT barrel and endcap detectors was investigated through a series
of noise tests, and by recording the tracks of cosmic rays. This was a crucial test of hardware and
software of the combined tracker detector systems. The results of noise and cross-talk tests on
the SCT and TRT in their ﬁnal assembled conﬁguration, using ﬁnal readout and supply hardware
and software, are reported. The reconstruction and analysis of the recorded cosmic tracks allowed
testing of the ofﬂine analysis chain and veriﬁcation of basic tracker performance parameters, such
as efﬁciency and spatial resolution, in combined operation before installation.
KEYWORDS: Particle tracking detectors; Solid state detectors; Transition radiation detectors;
Large detector systems for particle and astroparticle physics.
∗Corresponding Author.
c ￿ 2008 IOP Publishing Ltd and SISSA http://www.iop.org/EJ/jinst/2
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1. Introduction
TheATLAS[1] tracking system, the Inner Detector (ID)[2], consists ofthree separate subdetectors:
the Pixel Detector, the Semiconductor Tracker (SCT), and the Transition Radiation Tracker (TRT).
Together they provide tracking of charged particles for momentum measurement as well as primary
and secondary vertex reconstruction in a pseudorapidity range of |h| < 2.5.1 The left-handed
coordinate system is deﬁned with +x pointing horizontally to the LHC centre, +y vertically up,
and the z-axis along the LHC beam line. The Pixel Detector and the SCT are based on silicon pixel
and strip detectors as active elements. The TRT consists of many layers of gaseous straw tubes
which are interleaved with transition radiation foils. The layout of the Inner Detector is shown in
ﬁgure 1. The ﬁgure shows one quadrant of the Inner Detector, in this case one quadrant of the
barrel and the top half of Endcap A. Detector elements in the ATLAS experiment are identiﬁed as
“A” for sections on the +z side of the interaction point and as “C” for sections on the −z side of the
the interaction point. Each of the subdetectors consists of a barrel section and two endcap sections.
The radial and longitudinal envelopes are summarized in table 1. The entire tracker is surrounded
by a solenoid, which provides a magnetic ﬁeld of 2 T with the ﬁeld direction parallel to the beam
axis. A typical track generates three space points in the pixel detector, traverses eight silicon strip
detectors (to give four space points) and 36 straw tubes.
The SCT consists of four concentric barrels for tracking at mid-pseudorapidity and two end-
caps which extend tracking to the forward regions. Each endcap is comprised of nine disks sur-
rounding the beam axis. The overall layout parameters are summarised in table 2. The basic
building blocks of the SCT are the silicon strip modules for barrels and endcaps [3, 4]. In the
barrel the strip direction is approximately parallel to the solenoid ﬁeld and beam axis; in the end-
cap the strip direction is radially outwards and perpendicular to the magnetic ﬁeld direction. The
barrel sensors have a constant strip pitch of 80 mm, the endcap modules sensors are wedge-shaped
and have variable pitch, which widens towards larger radii. Most modules consist of four silicon
sensors [5]: two sensors on each side are daisy-chained to give 768 strips of approximately 12
centimetres in length. A second pair of identical sensors is glued back-to-back with the ﬁrst pair
1The pseudorapidity is deﬁned as h = −ln[tan(q/2)], where q is the relative angle to the +z LHC beam axis.
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Figure 1. Schematic drawing of one quadrant of the ATLAS Inner Detector.
Table 1. Radial and longitudinal envelopes of the Pixel, SCT and TRT detector sections.
Pixel 45.5 < r < 242 mm
|z| < 3092 mm
SCT Barrel 255 < r < 549 mm
|z| < 805 mm
SCT Endcap 251 < r < 610 mm
810 < |z| < 2797 mm
TRT Barrel 554 < r < 1082 mm
|z| < 780 mm
TRT Endcap 617 < r < 1106 mm
827 < |z| < 2744 mm
at a stereo angle of 40 mrad to provide space points. The inner modules of the endcap disks are
shorter and consist of just two sensors with the same stereo angle. The module strips are read out
by 12 radiation-hard ABCD3TA frontend readout chips [6]. The readout ASICs are integrated on
a multi-layer Kapton-Cu ﬂex circuit and are connected to the silicon strips by wire bonds. The
ﬂex circuit is mounted above the silicon sensors in the barrel modules and at the end of the silicon
sensors in the endcap modules. The hit information is “binary”: only the channel address of a hit
strip is read out optically from each module side to the counting room; no analogue information of
the signal is provided during normal running.
The TRT barrel contains up to 73 layers of straws interleaved with polypropylene ﬁbres and
the TRT endcap consists of 160 straw planes interleaved with polypropylene foils, which provide
transition radiation for electron identiﬁcation. In the TRT barrel the straw direction is parallel to
the beam direction, in the endcap the straw direction is radially outwards. The barrel TRT [7] is
divided into three rings of 32 modules each, supported at each end by a space frame, which is
the main component of the barrel support structure. Each TRT endcap [8] consists of 20 wheels
with eight straw layers per wheel. In the endcap, the straw axis is radial and the anode wire is
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Table 2. Layout parameters of the SCT Barrel and Endcap detectors.
SCT Barrel SCT Endcaps
silicon area [m2] 34.4 26.7
number of layers 4 barrels 9 disks/endcap
number of channels [106] 3.2 3.0
number of modules 2112 1976
rf resolution [mm] 17 17
z resolution [mm] 580 580
pseudorapidity coverage |h| . 1.2 1.2 . |h| < 2.5
radial coverage [mm] 299 < r < 514 300 < r < 520
Table 3. Layout parameters of the TRT Barrel and Endcap detectors.
TRT Barrel TRT Endcaps
number of straw layers 73 2× 160
number of readout channel 105088 2×122880
drift time resolution Xe [mm] 130 130
drift time resolution Ar [mm] 190 190
pseudorapidity coverage |h| . 1.0 1.0 . |h| < 2.0
radial coverage [mm] 563 < r < 1066 644 < r < 1004
read out at the endcap’s outer circumference. Layout parameters of the TRT barrel and endcaps
are summarised in table 3. Each straw is based on a 4 mm diameter polyimide drift (straw) tube,
the cathode, and a 31 mm diameter tungsten anode wire plated with 0.5-0.7 mm gold. The wire
is supported at both straw ends by end-plugs. In the barrel the anode wire is electrically split
in two halves by an insulator in the wire middle. In the barrel both ends of the anode wire are
directly connected to the frontend electronics and kept at ground potential, while the cathode tube
is operated at ≈ -1500 V. In the two endcaps only one end is read out. The TRT will operate in
the experiment at a gain of 2.5×104 with a gas mixture of 70% Xe + 27% CO2 + 3% O2. For the
purpose of this test, the TRT was operated with argon instead of xenon as the active gas, due to
the high costs of xenon and complexity of recirculation and ﬁltration of the active gas system. The
readout electronics [9] will measure the drift time of the primary ionization clusters to the anode
wire and, by applying two thresholds, allow the separation of signals originating from electrons.
This paper describes the ﬁnal tests which were carried out on the assembled SCT and TRT,
after they were integrated together to form the SCT+TRT barrel and endcap sections of the ID, and
before they were installed in the ATLAS experimental cavern. The combined tests reported here
were carried out from April to June 2006 for the Barrel detectors and from October to December
2006 for Endcap C detectors. The tests mark the end of the integration process for the SCTand TRT
in the Inner Detector Integration facility at the ATLAS SR1 surface building. The pixel detector
followed a separate integration path in SR1, where the pixel barrels and endcaps were integrated
with the beam pipe and its support structure. The completed pixel detector was installed in the
ATLAS cavern after the mechanical installation of the SCT and TRT in ATLAS was completed.
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Due to the integration and installation requirements for the ID, the pixel detector did not participate
in the tests reported here.
The goals of the combined tests with the SCT and TRT were to test the noise performance of
the combined detectors, to verify the absence of cross-talk, and to obtain experience in combined
detector operation in preparation for pit commissioning activities. The performance checks con-
sisted of a series of noise tests with random triggers and calibration-mode noise tests, followed by
data taking to record cosmic ray tracks in the SCT and TRT. The detector sections used for the
tests were limited by the size of the test system available on the surface integration facility. In the
tests approximately one quarter of both the SCT Barrel and Endcap C were powered and read out
together with one-eighth of the TRT Barrel and one-sixteenth of the TRT Endcap C. Other sections
of the detectors were not cooled, powered, or read out.
The full ATLAS ofﬂine software was used to analyze the cosmic ray data. Key parts of the
software were tested during the combined operation. These software packages, such as the moni-
toring, the reconstruction chain, and the calibration and alignment algorithms, will also be used for
data taken with colliding beams. The reconstruction and analysis of the recorded tracks allowed us
to test the software chain and correct inconsistencies (e.g., in the detector description). The ofﬂine
software was also used to check if the performance of the detector (efﬁciencies and resolutions) are
within speciﬁcations.
2. Experimental setup
The tests described in this note were performed at the CERN Inner Detector Integration facility
at the ATLAS SR1 with the fully assembled SCT and TRT barrel and with one of the two SCT
and TRT endcaps. Speciﬁcally, the endcap which is now installed on “Side C” of the ATLAS
experiment was used.
Each SCT and TRT barrel or endcap was ﬁrst assembled independently. For the SCT this
process was carried out at different assembly sites, while for the TRT the entire process was under-
taken at SR1. The completed SCT barrel and endcaps were then inserted into the corresponding
TRT subdetectors.
For the insertion of the SCT into the TRT, the SCT was supported on a cantilever frame as
shown in the foreground of ﬁgure 2 (left) for the barrel. Meanwhile the completed TRT was trans-
ferred into the ﬁnal support and lifting frame, which was also used for the transport to the pit, and
which can be seen in the background of ﬁgure 2 (left). The TRT was then guided on rails over the
SCT (shown in ﬁgure 2 (right) for the endcap). During the movement the alignment and concen-
tricity of the subdetectors were repeatedly veriﬁed, as was the electrical isolation of the SCT, TRT
and support tooling. The clearance between the barrel portions of the SCT and the TRT is typically
1 mm. After the insertion was completed, the SCT was positioned on rails inside the TRT with a
mechanical precision of ≈250 mm and a survey was carried out. The mechanical survey of the SCT
and TRT barrel shows a horizontal displacement of Dx=0.3 mm and a rotation around the y-axis of
0.221 mrad of the SCT with respect to the TRT barrel.
For the ﬁnal tests on the completed barrel, two opposite sectors of the SCT and TRT were
cabled and tested. The connected sectors comprised 1/8 of the TRT and 468 modules, equivalent to
approximately one quarter, of the SCT barrel as shown on the right side of ﬁgure 3. For Endcap C
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Figure 2. Insertion of the SCT barrel into the TRT barrel (left) prior to their combinedtest in SR1. The right
photograph shows the insertion of the SCT endcap into the TRT endcap before the SCT+TRT endcap were
tested together.
Figure 3. Left: photo of the ID Barrel setup for the cosmic test; right: the conﬁguration of module groups
chosen for this test.
one quadrant of the SCT, consisting of 247 endcap modules, and 1/16 of the TRT Endcap Wheels
A and B were connected to the supply and readout system. “Wheel A” denotes the twelve 8-plane
straw wheels closest to the barrel (labelled 1 to 12 in ﬁgure 1) and “Wheel B” the eight 8-plane
straw wheels farthest from the barrel (labelled 1 to 8 in ﬁgure 1). Care was taken to emulate the
ﬁnal setup in the pit, in particular for the service routing and detector grounding. Detectors and
support structures were electrically isolated from each other. The detector grounds were connected
together in a star-point conﬁguration similar to the one in the ﬁnal conﬁguration.
Afterthe completion ofthe combined testofthe SCT+TRTbarrel detectors, they wereinstalled
as one package in the ATLAS cavern in August 2006. The SCT+TRT sections of endcap A were
installed in the ATLAS cavern in May 2007 and the SCT+TRT sections of endcap C in June 2007.
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2.1 Trigger
The following scintillator setups were implemented to record cosmic rays in the active barrel and
endcap portions of the SCT and TRT.
2.1.1 Barrel trigger setup
For the barrel setup, cosmic rays were triggered using three layers of Eljen EJ-200 scintillators2 of
dimension 144 cm × 40 cm × 2.5 cm, as shown in ﬁgure 4.
The three scintillators were arranged so that a wide angular distribution of the cosmic ray
muons would hit the scintillators as well as the instrumented sectors of the TRT and SCT. One of
the scintillators was placed above the detector (HSC1), one of them below (HSC2), and another
under the concrete ﬂoor (HSC3). The cosmic trigger was formed by looking for coincident hits
in the top and middle layers. The output of the third scintillator was also recorded to allow for an
optional ofﬂine energy cutoff of around 170MeV (corresponding to a 15 cm thickness of concrete)
by requiring an additional coincidence with the third scintillator.
The time of an output pulse emerging from one of the two Hamamatsu R2150 phototubes at-
tached to both ends of the scintillators may differ from the other by a few nanoseconds depending
on where the particle intersects the scintillator. Therefore, a LeCroy Model 624 Octal Meantimer
was used to equalize the photon transit time by providing an output pulse at a ﬁxed time, inde-
pendent of where the impact occurred. In this way a 0.5 ns time resolution was achieved in the
time-of-ﬂight measurement. The scintillator coincidence rate, which was used to trigger the detec-
tor readout, was 2.4 Hz. A total of 450000 events were recorded for the barrel test.
Figure 5 shows that the time-of-ﬂight is independent of the energy of the cosmic muon for
energies above 600MeV. The time-of-ﬂight from the top scintillator (HSC1) to the bottom scintil-
lator (HSC3) was used to cut away noise events (i.e., fake triggers) which can be recognized by an
unphysical value for the computed time-of-ﬂight. Other than in the rejection of noise triggers, the
scintillator data were not used to select speciﬁc event samples. No momentum selection, based on
scintillator data, was carried out during the ofﬂine analysis.
In addition, the charge deposited can be measured. This is important for ensuring that the
event has been triggered by a charged particle. The charge resolution is on the order of 100 fC.
2.1.2 Endcap trigger setup
For the endcap setup, two of the three scintillators from the barrel setup were reused and placed
on top of the endcap while a third scintillator of size 50 cm × 60 cm was placed vertically in front
of the endcap as shown in ﬁgure 6. This layout balances the competing demands of selecting long
tracks in the endcaps and having an acceptable rate of tracks. Information about the time-of-ﬂight
was not available in this setup. The trigger rate for coincidence of the endcap trigger scintillators
was 0.7 Hz. Due to the low scintillator trigger rate additional data samples were recorded using
TRT endcap frontend signals to enhance the track sample in the SCT for SCT studies at a trigger
rate of 25 Hz. The scintillator trigger resulted in a rate of reconstructed tracks of 0.17 tracks/s, the
TRT frontend trigger in a rate of 1.38 tracks/s. A total of 2.5 million events were recorded for the
endcap test.
2Eljen Technology, PO Box 870, 300 Crane Street, Sweetwater TX 79556, USA
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Figure 4. The boxes marked as “HSC1”, “HSC2”, “HSC3”, one above the Inner Detector and two below,
represent the scintillators used for trigging on cosmic rays in the barrel region. Each scintillator was read
out with two photomultipliers, one at each end. The hatched box just below HSC2 represents the concrete
ﬂoor.
3. Detector readout and event reconstruction
3.1 Detector control system
The Detector Control System (DCS) serves two purposes during detector operation. It allows
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control ofthepowering ofthe detector and ensures detector safety bymonitoring several parameters
and taking action based on their values.
3.1.1 SCT DCS
For the SCT tests in SR1, the DCS system was divided into two main parts: the Power Supply
Control and the Environmental Monitoring System.
The largest part of the SCT DCS [12] was the power supply system. Each detector module was
powered and controlled by two independent and ﬂoating low voltage (LV) power supplies. These
were used to power the readout chips and the opto-communication circuits. The high voltage (HV)
supplies provided the depletion voltage for the sensors. Figure 7 shows the digital and analogue
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Figure 7. Electrical power consumption for the active SCT barrel modules during the combined test.
power consumption for the barrel SCT modules. In addition, the LV supply took care of powering
and reading out Negative Thermal Coefﬁcient (NTC) temperature sensors located on the hybrid
(two sensors, one on each side of the module, for the barrel and one sensor per module for the
endcap). These parameters were read out using a CAN bus [13] by a DCS computer running a
PVSS project [14]. The Power Supply DCS also used a Distribution Information Management
(DIM) [15] system to allow a direct communication between DAQ and DCS systems (DDC). The
DAQ could then operate the power supply system and receive information about the actual state of
the system. The full data set available from the DCS systems was recorded and a subset of those
data, the one related to module operation, were transfered into the ATLAS database system used
by DCS (Oracle and COOL). From there the module-operation related data (e.g. voltages, currents,
temperatures) is available for checks of the detector operation status and for ofﬂine analysis.
The second part of the SCT DCS was the environmental monitoring system. This measured
the value of temperature and humidity sensors distributed in the detector. Three types of tempera-
tures were measured with NTC-type temperature sensors, which are permanently mounted on the
detector. Two sensors are located at the exhaust of each cooling pipe of the whole detector. Other
sensors are attached to the mechanical structure of the detector to monitor the possible deforma-
tion due to temperature changes. Finally, temperature sensors are located next to the Frequency
Scanning Interferometer (FSI) [16] on-detector components to measure the gas temperature inside
of the detector volume. In addition, radiation-hard Xeritron3 humidity probes are installed on the
barrel and endcaps. Combined with a temperature measurement, they are used to calculate the dew
point inside of the thermal enclosure. Condensation on the silicon modules was avoided by actively
3XN1018 Xeritron series, Hygrometrix Inc. Alpine CA 91903, USA.
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monitoring the dewpoint of the SCT environmental gas. We used dry-air as environmental gas dur-
ing the tests reported here, which was supplied through ﬁltration and de-humidiﬁcation stages with
a dewpoint of about -45 ◦C.4 The gas was supplied at room temperature (typically around 19 ◦C),
without pre-cooling and at a ﬂow rate of 30 l/min to the detector. The environmental gas is then
distributed uniformly inside the active detector volume by ducts or pipes in the vicinity of the (cold)
cooling pipes.
The SCT detector was cooled using an evaporative C3F8 cooling cycle [17]. The cooling
plant was constructed as a prototype system for the ﬁnal Pixel and SCT cooling system and used
during the macro-assembly and integration of the SCT detector in SR1. For the combined test
described here, a total of twelve cooling loops were operated simultaneously in the barrel and nine
cooling loops in the endcap. The cooling temperature was higher than the ﬁnal operation cooling
temperature (approximately -25 ◦C) due to the constraints of the environmental dewpoint near the
pipes leading from the detector to the cooling regulation rack in the test setup. Cooling pipe tem-
peratures were approximately +12 ◦C during the barrel tests and approximately +5 ◦C during the
endcap tests. This results in hybrid temperatures of +24 ◦C to +28 ◦C. The temperature sensors,
which measure these hybrid temperatures, are mounted close to the hottest point of the module.
Sensor temperatures are not directly measured, however FEA simulations and measurements sug-
gest that the hottest point on the unirradiated sensors is approximately 6 ◦C warmer than the cooling
temperature for barrel modules [3] and approximately 8 ◦C warmer than the cooling temperature
for endcap modules [4].
The cooling pipe temperatures, as measured by the environmental system, are also used to
trigger the interlock system. The main purpose of the interlock system is to protect the silicon de-
tector modules from overheating if the cooling stops. The system is fully implemented in hardware
for maximum reliability. An Interlock Box (IBOX) [18] compares the temperature sensor value
to a threshold and sends a signal to the appropriate power supply crate to turn it off in less than
one second if the threshold is reached. The mapping of the sensors to the power supply crates is
made through an interlock matrix, which maps the temperature sensor to the relevant power supply
channels.
Since the beginning of the macro-assembly activities, the DCS system has evolved to cope
with changing requirements from the different detector testing phases. The system showed good
performance and stability and, in cases, protected the detector during failures of supply systems
or operational errors. The ﬁnal SCT DCS also has a Finite State Machine (FSM) which handles
the transmission of state information, adds high level safety checks, and oversees the passing of
commands to the hardware from the ATLAS central DCS.
3.1.2 TRT DCS
The DCS of the TRT was set up to control and monitor the hardware components that are essential
for correct operation of the detector. There are ﬁve basic groups of such components:
• Low Voltage power supplies - to feed the frontend and active patch panels electronics
• High Voltage power supplies - to bias the gaseous detectors
4During operation in the experiment the SCT will be supplied with nitrogen as environmental gas.
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• Temperature sensor - for checks of the FE electronics operation temperature
• Cooling system - C6F14 cooling of the FE electronics
• Active gas system
Only the temperature sensors mounted on the detector parts (cooling plates, electronics boards,
modules shells) were of the ﬁnal type. All other systems consisted of the hardware available at
the time. While the interfaces to the hardware were speciﬁcally built for the SR1 setup, the higher
layers of control software were prototypes of the ﬁnal ATLAS system, hence the setup was used to
qualify the different procedures and actions of the ﬁnal system. The TRT was operated during the
tests in SR1 with an active gas mix of Ar:CO2 in the ratio of 70%:30%.
Three PL500 power crates manufactured by Wiener Plein & Baus Electronics5 were used to
provide low voltage to the TRT. They contained eight channels each allowing us to create an LV
partitioning similar to the ﬁnal architecture planned for the experiment. The control of the crates
was done using the CAN bus as the physical layer and using the OPC server as a higher-level
control. The output of the power supplies (analogue positive/negative and digital voltages) fed
the LV patch panels (LVPP), which in turn distributed voltage lines to the individual electronic
boards on the detector. The LVPP boards are controlled remotely via another CANbus branch
and the CANOpen OPC protocol. The LVPP boards contain a standard ATLAS control module,
ELMB [20], which serves as the measuring instrument for currents and voltages in individual lines
with its analogue segment, and as the communication driver, allowing the setting of the DACs for
voltage adjustment and a way to switch the regulators on or off via digital ports.
A CAEN 1527 system along with four 1833 boards6 was used to provide high voltage to the
TRT straws. The software was built with the use of the CERN JCOP FrameWork toolkits [19].
The setup allowed for the control and monitoring of voltages and currents and was also capable
of performing predeﬁned actions on HV channels or modules consisting of several consecutive
operations. For operation in SR1 we used a typical HV of -1500 V applied to the straw tubes.
The TRT detector is equipped with several temperature sensors that monitored sensitive points
of the apparatus. The temperatures of frontend electronics boards are monitored by NTC sensors,
while cooling elements and detector mechanics are monitored with PT1000 probes. The signals are
fed to the ELMB module, which is read out via the CANbus and CANOpen OPC server. Limits are
set on the temperature values, with the system conﬁgured to give a warning after crossing the ﬁrst
threshold and to switch the low voltage power supplies off when a dangerous temperature limit is
reached.
For the TRT setup in SR1 the cooling unit was controlled via the local programmable logic
controller (PLC) and the control DCS software had only monitoring functions. However the sta-
tus of the unit was coupled to the low voltage system through a hardware-based interlock system,
allowing the powering down of the detector in the case of a cooling failure. For the barrel a tem-
porary interlock system using several NTC temperature sensors, which monitored on-barrel elec-
tronic temperatures, was connected to special comparator logic which switches the power supplies
off when the temperature threshold is exceeded.
5W-IE-NE-R, Plein & Baus GmbH, Müllersbaum 20, D - 51399 Burscheid, Germany
6CAEN S.p.A., Via Vetraia, 11, I-55049 Viareggio (LU), Italy
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3.2 Data acquisition
3.2.1 SCT DAQ
Control, readout, and online calibration of the SCT were performed using the SctRodDaq [21],
which was developed within the ATLAS TDAQ software framework [23]. Multiple c++ and Java
applications can communicate across multiple processors using CORBA.7 The hardware part of
the SctRodDaq system in SR1 was comprised of several PCs, a 6U VME crate for Trigger Timing
Control (TTC) speciﬁc modules, and a 9U VME64x crate housing 12 Readout Driver Modules
(RODs) [25], 12 Back of Crate cards (BOCs), and a Timing Interface Module (TIM). The RODs
are used for the main control and data handling, whereas the BOCs provide the ROD interface to
the frontend modules and to the rest of the ATLAS DAQ chain. The TIM provides the interface to
the ATLAS TTC system. Each ROD/BOC pair is connected optically to up to 48 SCT modules,
and to a single Readout Supervisor (ROS) PC.
The SCT uses a binary readout architecture based on the ABCD3TA chip [6] whereby a hit is
registered if a pulse height from the silicon microstrip detector channel exceeds a preset threshold.
SctRodDaq operates in two modes. For calibration of the SCT modules, triggers are generated
internally by the RODs or by the TIM and sent to the modules. Known test charges are injected by
the frontend chips and the occupancy (the fraction of triggered events for which the pulse height
exceeds the threshold) is determined as a function of threshold. The resulting threshold scan data
are extracted from the RODs via VME readout and analysed online to generate an optimised cali-
bration, which is then applied for cosmics or physics data taking. For running in physics or cosmics
mode, the triggers (originating from collisions or cosmics) are sent to the frontend chips via the
TTC system. Hit information arising from noise or cosmics are channeled event-by-event to the
ROS for subsequent event building. The data are then analysed ofﬂine or online for track recon-
struction and tracking efﬁciency. For the tests presented here, we recorded for each hit the infor-
mation in the triggered bunch-crossing cycle plus the hit information of the bunch-crossing cycle
prior to and immediately after the trigger bunch crossing cycle. This “hit pattern” is then presented
in its binary form as e.g., “011” for a signal recorded in the trigger time bin (second bit), none in
its preceding clock cycle, and a signal above threshold in the cycle after the triggered time bin.
3.2.2 TRT DAQ
The TRT data acquisition system was composed of two software tools: XTRT [24] for calibra-
tion and parameter tuning, and the TRT DAQ for the collection and storage of data generated by
an external trigger source. Each tool was responsible for coordinating the actions of the frontend
electronics, which are mounted at the end of the straw chambers, and the “backend” electronics,
prototypes of two different 9U VME modules located off-detector. A series of patch panels medi-
ated the communcation between the frontend and the backend. They provided signal compensation
and replication for signals going to the frontend, and further compensation for signals returning to
the backend.
The TRT makes use of two custom ASICs on the frontend electronics to detect both minimum
ionizing particles (low threshold) as well as transition radiation (high threshold). The analogue
7Common Object Request Broker Architecture deﬁne by the Object Management Group enables software compo-
nents written in multiple computer languages and running on multiple computers to work together.
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ASDBLR chip [26] provides a ternary output corresponding to three states: below threshold, low
threshold crossed, low and high threshold crossed. The analogue output currents are sent to a
companion DTMROC chip [27], which digitizes the analogue data and, upon receipt of a trigger,
returns the data for 16 straws to a ROD backend module.
The XTRT program was used extensively for testing of prototype and production frontend
electronics. The tests included scans of timing and threshold parameters, the injection of test
pulses to test the response of the frontend to known signal shapes and amplitudes, and the use of an
“accumulate mode” in the digitizing chips to test the integration of the electronics with the gas and
high voltage systems. The results of all tests, as well as a record of the hardware used in each test,
were stored in a MySQL database, which provided read-only access to a web interface for easy
browsing of the results.
While XTRT was designed to track the response of the hardware as various parameters were
scanned, the TRT DAQ was designed to take data at a ﬁxed point in parameter space. The TRT
DAQ is a collection of c++ libraries and database objects, which are used to initialize and run
an instance of the ATLAS TDAQ software framework [23]. The TRT DAQ is conﬁgured via a
database, which contains instructions for all of the necessary ATLAS DAQ infrastructure as well
as speciﬁc parameters used for running the TRT back- and frontend electronics. The TRT speciﬁc
parameters were extracted from the database which held the results of the XTRT scans.
Because the TRT DAQ was an instance of the ATLAS TDAQ framework, it scaled easily to
cope with the amount of readout hardware available. For the barrel and endcap tests, the system
was composed of two 9U VME crates for TRT backend hardware, one 6U VME crate for ATLAS
TTC hardware, a PC dedicated for event building and storage, and a PC used to control the TDAQ
infrastructure.
3.2.3 Trigger and synchronization
The trigger system used for both noise tests and cosmic ray tests was based on the ATLAS TTC
system hardware. This hardware facilitates the distribution of clock, reset, and trigger signals to
one or more subsystems via ﬁbreoptic links between aTTC Crate and a Readout Driver Crate. Each
TTC“partition” contains hardware sufﬁcient totrigger some subset of asingle subsystem. Different
partitions can be daisy-chained together by connecting the master components of each partition,
called the Local Trigger Processors. In the SR1 system tests, there were separate partitions for the
TRT and for the SCT. In this case, one partition acted as the master, and the other as the slave. The
distinction between master and slave was made in software, so the same cable connections could
be used in either conﬁguration.
Totest systematic noise effects introduced by either subsystem on the other, twodifferent noise
triggers were used. The ﬁrst was a trigger at a ﬁxed frequency (variable from a fraction of a Hz to
several MHz), while the second was a pseudo-random pulser, the average frequency of which was
tunable between several Hz and several kHz. Neither trigger was synchronous with the 40 MHz
clock used by the subsystems, so a synchronization of the trigger signal was performed in the TTC
crate. For noise data, the phase of the trigger with respect to the clock was not monitored.
For tests with cosmic rays, the trigger was generated in one of two different ways. For the
barrel tests, the scintillators described in section 2 provided a coincidence trigger designed to illu-
minate the active readout regions. For the endcap, in addition to the scintillator trigger, the TRT
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self-trigger functionality was exploited. In this mode, the digital chips on the TRT frontend pro-
vided a trigger if any of their associated straw channels went over threshold. These triggers were
collected by the TRT-TTC module, and used to create a multiplicity based trigger for the two sub-
systems. The efﬁciency and fake rates were almost entirely determined by the selection of frontend
thresholds, so that it was possible to obtain a reasonably pure and efﬁcient trigger.
In the case of cosmic ray triggers, unlike the case of noise triggers, the phase of the asyn-
chronous trigger signal with respect to the clock plays a crucial role. The trigger must be syn-
chronized with the 40 MHz clock before it reaches the frontend electronics, so a measurement
of this phase must be made before the data are collected. To determine this phase, two methods
were employed. In the ﬁrst, the TRT-TTC module was given a trigger delay measurement (TDM)
module, which received an asynchronous trigger signal and stored the resulting measurement in
the TRT event fragment written to disk. In the second method, a TDC was used to measure the
phase of the scintillator trigger, the results of which were stored in an independent event fragment.
Both methods were limited to scintillator triggers; no phase measurement was possible for the TRT
self-trigger.
3.3 Simulation and reconstruction software
The ofﬂine software infrastructure developed in ATLAS to simulate and reconstruct the LHC data
was used for theﬁrstdata taken by the Inner Detector inSR1. Thanks to thevery ﬂexible underlying
ATHENA [28] framework, the necessary adaptations in the algorithms could be easily integrated.
These adaptations were required in order to take into account the fact that particles are not produced
in themiddle ofthedetector and thatthey arenot synchronized withthereadout clock, but randomly
generated.
3.3.1 Detector description
The detector description is a common service that provides the geometry (including alignment
corrections) and material information. It is used in the simulation to create the Geant4 [29, 30]
geometry and to emulate the response of the electronics. In addition, it is used by the different
steps of the reconstruction. A speciﬁc detector description was created for the SR1 setup with no
magnetic ﬁeld.
For track ﬁtting purposes, a simpliﬁed version of the geometry was created from the same
service. This tracking geometry, which is the result of simplifying the material description into
layers and volumes, allows for fast navigation. However, no direct measurement of the momentum
can be done from the SR1 reconstructed tracks due to the lack of a magnetic ﬁeld and therefore
material effects cannot be taken into account during tracking, leading to an underestimation of the
uncertainty of the measured track quantities.
3.3.2 Simulation
A simulation of cosmic ray events for the detectors as set up in SR1 was provided in order to
ﬁrst test the full reconstruction chain before data taking started and later to compare the data with
simulated events.
The data ﬂow of the simulation (ﬁgure 8) contained the following steps:
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Figure 8. Cosmic ray simulation data ﬂow.
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Figure 9. Energy and angular distributions of the generated muons.
• Generator
A cosmic Monte Carlo generator was used for generating the incoming muons from cosmic
ray events in the simulation. It generates single muons with a position and momentum vec-
tor from a user-deﬁned spatial horizontal window. The generated muons have energy and
polar-angle q distributed as shown in ﬁgure 9. These are based on measurements of the
differential vertical muon cross section [31] and analytical calculation ([32] and references
therein) extrapolated to low muon energy. The cosmic generator used for this simulation
generates single muons but no showers. No corrections were made for the test location on
the surface (elevation, latitude, or building roof). The concrete ﬂoor below the detector and
above trigger scintillator HSC3 was however included in the simulation.
The generator was set up to generate muons in a window right above the upper scintillator.
To improve simulation speed, their direction was restricted so that they would go through the
acceptance of the middle or vertical scintillator, for the respective barrel and endcap setups.
• Simulation
The simulation toolkit Geant4 was used in order to simulate the passage of particles through
the detector. Geant4 receives the muon position and momentum vectors from the generator
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and propagates the particle through a very detailed three-dimensional model of the detector,
simulating the energy depositions throughout the detector.
• Trigger
A trigger algorithm was used to select those events which generated hits in both upper and
middle scintillators (Barrel setup) or vertical scintillator (Endcap setup), respectively, and
only those were written to disk.
• Digitization
The digitization converts the simulated deposited energy to the Raw Data Objects (RDOs),
which form the input objects to the reconstruction. It simulates effects such as the ﬁnite read-
out resolution of the detectors and the electronic response. During this process the detector
elements which were not read out were masked.
The SCT digitization algorithm is described in ref. [33]. The algorithm loops over the de-
posited energy in the detector elements and determines if the collected charge would pass the
comparator threshold of 1 fC. During the digitization a uniform noise level of 1500 electrons
ENC is added to the simulated signal data of all individual channels. It is also time-aware,
in the sense that it integrates charge collection over one bunch crossing. Charges deposited
after this are not taken into account for the hit decision procedure.
The SCT digitization is interfaced to the conditions database for determining which modules,
chips, and channels should be enabled for a given run number. Measured detector character-
istics like channel speciﬁc noise and gain as well as conﬁguration parameters such as applied
bias voltages and thresholds are also available from the conditions database, but those were
not used in this test.
Concerning the TRT, the digitization process simulates the drift of charges from ionization
of the gas to the central wire, and records the drift time and time over threshold. It also
adds the additional time introduced by the propagation from the impact point on the straw
to the readout at the end of the straw. In addition, it simulates noise modeled from ATLAS
Combined Test Beam (CTB) data [34]. To account for the use of argon instead of xenon in
the combined tests, drift times were reduced by a factor of two-thirds and the detection of
high-signal hits was disabled.
The default ATLASTRT digitization assumes that the particles originate from the interaction
point, and for each straw there is a time offset T0 taking this into account. However, in cosmic
ray events, the particles enter the top of TRT and leave through the bottom, so a different
timing scheme was applied.
3.3.3 Reconstruction
A diagram representing the data ﬂow of the reconstruction chain is shown in ﬁgure 10. It is de-
signed to work with both simulated and real data provided that for the real case the data given out
by the detectors are decoded and the corresponding RDOs created. The different steps of the chain
are described below in more detail. The inner detector and tracking Event Data Model classes are
described in more detail in [35] and [36].
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Figure 10. Cosmic ray reconstruction data ﬂow.
• Byte Stream converters
The byte stream converters are responsible for decoding the different ROD event fragments
and creating a raw data object (RDO) for each recorded signal. The result is an SCT RDO
per consecutive group of strips or an individual strip that had a signal (depending on whether
the ROD is conﬁgured to run in “condensed” or “expanded” mode), and a TRT RDO per hit
straw. All the information written by the different detectors describing the signal is stored in
the RDO objects.
The converters use the ATHENA cabling service to map the ROD channel numbers to the
corresponding detector elements.
Since the cosmic trigger was not synchronized with the 40 MHz readout clock the time
difference between the trigger and the next clock edge is also stored in the TRT RDO in the
case of the barrel setup to allow for a drift time correction.
Speciﬁc converters and RDO classes were developed in the same framework in order to store
the ADC and TDC information produced in the different scintillator photomultipliers.
• Data preparation
The raw data objects created by either the simulation or the real detectors are translated into
positions in space using the detector geometry information and calibrations.
For the SCT, clusters containing one-dimensional measurements in the sensor plane are pro-
duced. The stereo angle between the two different sides of a layer is used to form two-
dimensional measurements, which combined with the known radial positions of the layers
determine space points.
For the TRT, the drift time information is translated into the corresponding radius using
the R-t calibration curves, parametrized by a third degree polynomial. For simulations, the
parametrization is an integrated part of the reconstruction software and depends on the T0
conﬁguration used in digitization. For real data the calibration constants are provided by the
procedure described in section 5.1.7.
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• Track ﬁnding and ﬁtting in the barrel setup
Since there was no magnetic ﬁeld in the cosmic setup, the muons moved in straight lines
through the detector. Also, the tracks do not originate at the centre of the detector. For
the barrel test, the CTB tracking program [33], which was developed with such scenarios in
mind, was used as default track ﬁnder. Straight line tracks are used as the ﬁt model, meaning
four track parameters to ﬁt: f, the angle in the transverse plane, q, the angle with the z axis,
d0, the point of closest approach to origin in the transverse plane, and z0, the intersection
point with the z axis.
CTB tracking consists of a pattern recognition part, which is possible to seed from either
SCT or TRT hits, and a track ﬁt part based on a c2 minimization method.
The pattern recognition in the SCT works with space points, and in the cosmic rays conﬁg-
uration it looks for at least three space points on a line. If a good combination is found, the
track is extrapolated to modules with no space points, and eventual clusters close to the track
in these modules are added. The track can then optionally be extrapolated to the TRT, where
hits close to the track are added. The pattern recognition can also work in standalone TRT
mode without an SCT seed. The number of hits on a line is then required to be at least 20.
By default, tracks provided by the CTB tracking are ﬁtted by a global c2 ﬁtter, and can
optionally be reﬁtted by a Kalman ﬁlter technique that is being used by default in the Inner
Detector reconstruction. Since the momentum of the incoming muons cannot be measured
with the SR1 setup, material effects are not taken into account in the ﬁt.
• Track ﬁnding and ﬁtting in the endcap setup
The CTB tracking was developed speciﬁcally for a barrel-like geometry. It was extended
to deal with hits in the SCT endcap but not with hits in the TRT endcap. A different track
ﬁnding strategy was therefore used for the endcap setup, where the CTB tracking was only
used to ﬁnd SCT only tracks.
For the TRT endcap, a dedicated pattern recognition algorithm had to be developed as the
ATLAS default pattern recognition assumes that tracks originate from the interaction point,
which is in general not the case for the cosmic muons. As the TRT endcap does not provide
a measurement of the radial position of a hit, the pattern recognition only provides TRT
segments within the z−f plane. These TRT segments are then ﬁtted with a Kalman ﬁlter
assuming the direction as given by the scintillator layout in order to provide full tracks.
In a second step, the TRT-only tracks are then fed into a backtracking algorithm that starts
with the TRT track and tries to extend it into the SCT and collect all matching hits. In
addition, another algorithm combines SCT-only tracks found by the CTB tracking and the
TRT-only tracks.
In the ﬁnal step, ambiguities that arise due to the different ways a track can be found are
resolved and only the best candidate is kept.
• Output data
The output of the reconstruction can be stored in several formats: An ntuple containing
information from tracks, SCT clusters, TRT drift circles, raw data from detectors, and TDC
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and ADC data from the scintillators. The data can also be stored in an ESD (Event Summary
Data) format, where the full objects (TrackParticles [35], Tracks and associated hits) are
stored. A third option is to write data in an XML [38] format used by the standard ATLAS
event display Atlantis [37].
3.3.4 Conditions database
In this context, Conditions are those factors which will inﬂuence the datastream interpretation.
The ATLAS standard database for the storage of conditions is the COOL database, which repre-
sents a technology independent schema for the storage of conditions. This permits their retrieval
by run/event number or by timestamp during the analysis. The various conditions data used are
described below:
• DCS Conditions
DCS conditions are measurements made of the temperatures, voltages, and currents by the
ATLAS DCS system PVSS [14]. Environmental factors such as temperature, humidity, and
module power parameters were recorded in PVSS at regular intervals and subsequently up-
loaded to the COOL database to be made available to the ofﬂine analysis.
• Conﬁguration
The SCT is conﬁgured from an XML ﬁle containing all the data acquisition conﬁguration
(including cabling), the power supply conﬁguration, and the individual module and chip
conﬁgurations. The conﬁguration ﬁles for each run were transformed via XSLT [39] to a
form appropriate for uploading to the COOL database, and were subsequently used in the
analysis to identify, for example, masked channels.
• Calibrations
The calibration data are taken as part of a dedicated calibration run and used to determine
the noise levels of the modules and optimal noise settings. The calibration is “published”
to the online information service and subsequently uploaded to COOL using the Conditions
Database Interface (CDI). For the TRT, calibration data includes the drift R−t relationships
for the straws.
• Data Stream Conditions
The data stream itself contains information about errors arising from the modules or their
RODs. This can reveal a faulty communication channel and thus determine whether the data
stream itself is trustworthy.
• Data Quality
As a result of analysis, online or ofﬂine, it may be determined (by recording the channel
efﬁciency) that a channel or module has become noisy during the run, or is no longer giving
data. The data monitoring algorithms write this information to a local database for use during
the interpretation of the data. This local database can subsequently be merged with the main
COOL database for use in all further analyses.
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• Alignment
The alignment data were stored using a different schema and allow precise location of the
space points from hits. This subject is treated more fully in the Alignment sections.
3.4 Monitoring
3.4.1 Event ﬁlter monitoring
A monitoring system is needed in the data acquisition system to assess the quality of the data sent
to permanent storage. In the ATLAS Data Acquisition and Data Flow system, the Event Filter (EF)
is the third level of the trigger process, receiving completely assembled physics events from the
Sub-Farm Input (SFI). Data are transmitted by the Event Filter Data Flow (EFD) to the Processing
Task (PT), where the trigger algorithms run.
TheEF is therefore the natural place to perform the monitoring of high level physics quantities,
and cross-checks among different detectors. A key feature of the EF monitoring is its capability of
providing data quality checks even before data is stored to disk.
The EF monitoring is based on a monitoring framework [40] that is provided by the ATLAS
Trigger and Data Acquisition (TDAQ) system. Fundamental services provided by the monitoring
framework [41] are:
• Event Monitoring (Emon)
Emon provides event sampling. User programs can request event fragments from a speciﬁc
sampling source.
• Online Histogram Service (OHS)
The OHS handles histogram objects and in particular ROOT [42] histograms. It is used
to share information among histogram providers and subscribers. The functionalities for
providers are: create, update, and delete. Subscribers can subscribe to a particular histogram
in OHS and be notiﬁed about a change in its state.
• HistoSender
HistoSender is a service of the High Level Trigger (HLT) infrastructure that collects his-
tograms from the ATHENA histogram service and publishes them in the OHS.
• Online Histogram Present (OHP)
OHP [43] is the ATLAS histogram presenter based on QT [44] and ROOT. It can browse
histograms published in OHS and display them in automatically updating tabs with user-
deﬁned graphical options.
The EF segment, controlled remotely by the DAQ system, runs on a dedicated server so that
PT processes do not share resources with other DAQ subsystems. The server also hosts a replica of
the ofﬂine, online, and HLT software in order to reduce as much as possible the startup time of the
EF segment.
During SR1 commissioning, only a part of the ATLAS TDAQ system was in place, as shown
in ﬁgure 11. In particular, there was no SFI during SR1 data taking, so that event data were passed
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Figure 11. Schematic description of the EF segment as used during SR1 tests.
to the PT not by the EFD, but via the Emon service from the Event Builder (EB). The PT is
synchronised with the DAQ transition states via the EF Process Steering Control (EF PSC), part of
the HLT interface.
Subdetector and global monitoring. The inner detector monitoring tools are all implemented
as ATHENA algorithms, and hence are run ofﬂine and as online Athena PT processes, as described
above. There are separate SCT and TRT packages, and a global tool that aims to examine issues of
synchronization.
The SCT Monitoring tool plots hit maps at both the module and strip level as well as monitors
module and track efﬁciencies, cluster sizes, hit correlations between module sides and between
layers, track residuals and pulls, tracking hit information (such as number of hits on a track, track
c2, etc), byte stream errors, and noise occupancies. The software provides a number of algorithms
for monitoring detailed detector information, and is commonly conﬁgured to produce a subset of
the total information for online use due to the more limited resources in the online environment.
Full details of the package development are contained in Reference [45].
The TRT monitoring tool produces histograms that show timing-related information for the
straws like the measured drift time in the straws or the time-over-threshold for low level and high
level hits. Further histograms include plots of the R−t relation (drift distance versus drift time
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Figure 12. Difference between the SCT and TRT reconstructed track f parameter as a function of the event
number for one run of the combined barrel test. The synchronization between the readout of SCT and TRT
subdetectors was lost at event ≈7600 and the run was stopped.
in the straw) for track hits, number of low-level and high level hits on a track as well as the track
residual, which is the difference between measured and predicted hit positions. Another set of
histograms monitors geometric quantities like the track’s impact parameter or its azimuthal angle.
Additionally, various straw, noise, and track hitmaps are available.
The list of histograms produced by the global monitoring tool includes the synchronization
between the SCT and TRT readout, the Df of the perigee parameters of the SCT and TRT versus
event number (see, for example, ﬁgure 12), the mean number of SCT and TRT segments, the
noise occupancy of the SCT and TRT, and the number of hits found on global tracks. Figure 12
shows the difference of azimuth angle of track segments in the SCT and TRT versus event number,
which is used to monitor the synchronization of readout between the subdetectors. It is clearly
visible that the synchronization between the readout of SCT and TRT subdetectors was lost around
event 7600 and the run was stopped. The example shown in ﬁgure 13 gives the variation of the
noise occupancy on the TRT Endcap C with the event number. In this case, the noise occupancy
increased from around 2% to 6% due to a trip of the analogue low voltage regulators. The global
monitoring is also capable of extrapolating tracks from the SCT to the TRT in order to examine the
TRT straw efﬁciencies.
3.4.2 SCT specialized monitoring
Most of the low level information about the SCT modules can be extracted directly from the byte
stream ﬁle using an SCT standalone, monitoring program (sctComTool) with an event stream de-
coder which unpacks the ROD fragments. As a result the hit strip numbers, trigger delay, and
readout errors are available. The byte stream has enough information to assign a hit to a module.
The low level monitoring includes occupancies at strip, chip, and module levels; dependencies
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Figure 13. TRT Endcap C noise occupancy as a function of the event number. A LV trip occurred around
event 1100.
of single and double hit8 occupancies on the trigger delay; and readout errors. A study of the
occupancy dependence on the trigger delay provides two types of results:
• If the trigger is random then the only recorded signals are due to noise. Different occupancies
at different trigger delays can indicate the presence of correlated noise withother subsystems.
• If the readout is triggered by real particles passing through the detector then the maximum
occupancy at certain trigger delay will indicate the right time for readout. The double hit
occupancy takes into account the position correlation between hits at both sides of a module
and therefore such occupancy should give better noise background rejection. This leads to
more pronounced dependence of the double hit occupancy from the trigger delay.
The hits from tracks in the SCT will strongly bias the measured noise occupancy if these hits
are not subtracted. Therefore a special procedure was developed which determines the occupancy
at module level on an event-by-event basis and subtracts the hits which were identiﬁed as belonging
to space points.
3.4.3 TRT specialized monitoring
During the SR1 tests a TRT standalone monitoring tool (TRTViewer) was extensively used.
TRTViewer runs at the ROD-Crate-DAQ (RCD) level and is a detector oriented tool which was
specially developed as a ﬂexible debugging and a fast diagnostics instrument. It is based on a
ROOT framework and contains some primitive tracking based on the least squares method, which
is necessary for the time tuning of the TRT parts and checks of the TRT basic functions.
The TRTViewer concept is based on the visualization of the basic detector characteristics ac-
cording to the physical location of the elements: straws, chips, electronics boards, and detector
8A double hit is a coincidence between two sides of a module.
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Figure 14. Cosmic muon event in the barrel ID visu-
alized with TRTViewer.
Figure 15. Cosmic muon event in the EC-TRT visu-
alized with TRTViewer.
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Figure 16. Online histogram of the distance between
a track and a reconstructed hit in the TRT.
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Figure 17. Online histogram of the straw efﬁciency
for the cosmic tracks.
modules. It includes the presentation of DCS and DB parameters, raw data for each channel, noise
characteristics, TRT performance parameters like straw particle efﬁciency, and tracking perfor-
mance statistics. The tool can work directly online, either with received data from the sampler
during DAQ operation or with recorded data. It allows the evaluation of the performance of all of
the hundreds of thousands of detector channels practically at the same time, thus allowing one to
examine the misbehaviour of the detector components. Raw data presented by the TRTViewer as
an Event Display for the Barrel ID and EC TRT during the SR1 tests are shown in ﬁgure 14 and
ﬁgure 15. The barrel picture shows a cosmic muon event detected during a combined TRT/SCT
cosmic run and contains TRT and SCT information. Blue points for the TRT correspond to the
straws which have the hits. Blue and red points for SCT correspond to the stereo strips which have
the hits.
Examples from the online monitoring results of the TRTtracking properties during a combined
cosmic run are shown in ﬁgure 16 and ﬁgure 17. For these the internal tracking code was used
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as described above. The tests were performed with an Ar/CO2 gas mixture. Figure 16 shows
the distribution of residuals between reconstructed track positions and straw space points. The
precision of the drift time measurement achieved by the online monitoring tool is about 200 mm.
This is close to the value obtained for a single straw with a silicon microstrip telescope in the test
beam for the Ar/CO2 mixture [46]. Figure 17 shows the straw hit efﬁciency. The low efﬁciency tail
comes from straws with limited statistics. All parameters are within the TRT speciﬁcation.
4. Tests with random triggers and calibration runs
4.1 SCT noise performance
The electrical performance of the SCT was monitored through all stages of construction and inte-
gration. The main test points were
• During module construction
• After mounting of modules to complete single barrels and disks
• Assembly of disks in the endcap cylinder
• After ﬁnal assembly of the SCT and TRT
Thetest procedure and results of these tests are described indetail inreferences [3, 4], and [47].
Results presented here will focus only on the tests done at SR1 after the ﬁnal SCT and TRT as-
sembly. The aim was to examine the noise performance of the combined system and check for
cross-talk. The noise can be measured either through module calibration or by running the DAQ
system in physics mode using a random trigger.
4.1.1 Results from module calibration
The tests perfomed in calibration mode consisted of a full characterization of the analogue perfor-
mance using the built-in calibration circuitry. Two main parameters were veriﬁed in these tests:
the number of defective channels and the noise performance (as equivalent-noise-charge ENC or
noise occupancy). Defective channels with different fault signatures were categorized using these
test results. These and further calibration tests are described in more detail in reference [17].
In the setup phase of the module readout, each module was conﬁgured and triggers were sent
to it. The correct communication was veriﬁed by sending, reading back, and comparing a known
test pattern of varying length to the ABCD3TA mask registers [21].
After module setup the digital function of the module was veriﬁed. First, the proper function
of the digital pipeline of the ABCD3TA chip was checked by issuing a “Level 1 Accept” (L1A)
trigger after a chip reset. The delay between trigger and reset was varied to scan all pipeline cells.
The hybrid of the SCT modules has the capability of by-passing the readout of a chip in case it is
faulty. The functioning of this bypass scheme was checked by bypassing each chip of the module
one at a time.
Following the successful completion of digital tests the analogue performance was tested for
each channel. In the “3-point-gain” test, three test charges (1.5 fC, 2.0 fC, and 2.5 fC) were injected
in each channel and its gain was measured by a threshold scan for each test charge. From the curve
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Figure 18. Distribution of average equivalentnoise charge (ENC) per readout chip for the SCT barrel sector
during combined testing as measured by the SCT calibration.
of the threshold scan data, the gain was extracted as the threshold for 50% efﬁciency. A ﬁt of a
complementary error function to the threshold scan yields the output noise at 2.0 fC, which was
used to extract the equivalent noise charge (ENC) as output noise divided by the channel gain.
Figure 18 shows the average ENC noise per chip of the two sectors used in the combined tests. The
ENC was measured at a hybrid operation temperature of around 28 ◦C. The choice of temperature
was driven by practical constraints of the test setup for dew point control. For ﬁnal operation in the
experiment we envisage a hybrid temperature of ≈0 ◦C, which will reduce the ENC noise [17].
With this noise test it was possible to identify defective channels (noisy or dead) as well as
bonding defects (noise too high or low). The tests also allowed a comparison of the number of de-
fective channels with results from earlier integration studies. No signiﬁcant increase in the number
of bad channels was observed. From measurements carried out on single barrels and disks during
the previous integration stage, we determined the percentage of defective channels as 0.2% in the
SCT barrel and 0.3% in the SCT endcaps [17, 22].
The noise occupancy was measured with a threshold scan without charge injection. We deﬁne
the noise occupancy as the single channel noise occupancy per bunch-crossing. This strip noise
occupancy is usually averaged over a readout chip (128 channels), or a module side (768 channels),
or a full module (1536 channels). We quote the noise occupancy (number of noise hits per channel
and L1A trigger) for a threshold of 1 fC, which will be the operational threshold in the experiment.
The goal for the SCT is to have a noise occupancy of less than 5×10−4. Figure 19 shows the noise
occupancy averaged over each chip of the two sectors used in the combined tests.
4.1.2 Results from random triggers
The noise tests performed in SR1 included runs at high trigger rates, tests of different grounding
schemes, and tests of FE noise pickup during the active readout cycle of the TRT. In these tests the
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Figure 19. Distribution of average noise occupancy per readout chip for the SCT barrel sector during
combined testing as measured by the SCT calibration.
readout of the detectors was triggered by a pulser at ﬁxed frequency or a pseudo-random trigger.
Unless otherwise stated, the results shown here were obtained by running the ATHENA ofﬂine
code on data that were taken with the SCT module thresholds set to 1.0 fC as given by the response
curve calibration.
A simple illustration of the noise behaviour of the barrel SCT can be seen in ﬁgure 20, which
shows the strip number for all hits in the ﬁrst 10000 events of a run in which both the SCT and TRT
were powered and read out. The strip channel number goes from 0 to 767, covering all strips on
one side of a module. Hits from both sides of the module are therefore superimposed on the plot.
The spikes represent the noisy strips present in the fraction of the SCT that was read out. They
appear on a background of uniform noise.9 These nine noisy channels (out of a total of 718848)
match those identiﬁed as problems in the calibration. Both subdetectors were triggered using a
pulse of 50 Hz and the thresholds of the SCT modules were set to 1 fC. The expected modulation
of the noise occupancy within a chip (128 channels) is also apparent in ﬁgure 20. The higher noise
toward the middle of the chip is due to power distribution inside the chip.
Several tests were performed in SR1 in order to investigate speciﬁc noise effects. These are
summarised below, and the results of the noise are given for each.
Trigger rate scan. For both the barrel and the endcap, physics mode runs were taken with dif-
ferent trigger rates in order to check if this has any effect on the noise occupancy. The module
thresholds were set to 1 fC, and all other settings, such as the presence or absence of the TRT, were
not changed between runs.
Tables 4 and 5 contain a summary of the averaged noise occupancies measured for each layer
9In this sense, the plot shows the typical behaviour of a module side, with some smearing due to the cumulative effect
of superimposing all module sides on the same plot.
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Figure 20. The strip number distribution for all hits in the SCT.
Table 4. The mean (RMS) barrel noise occupancy(scaled by 105) for runs taken with different trigger rates.
500 Hz 5 kHz 50 kHz
Layer 0 Side 0 4.87 (3.13) 4.94 (3.14) 4.92 (3.17)
Layer 0 Side 1 4.94 (3.28) 5.01 (3.28) 4.97 (3.23)
Layer 1 Side 0 4.36 (1.83) 4.33 (1.81) 4.33 (1.80)
Layer 1 Side 1 4.92 (2.39) 4.89 (2.37) 4.84 (2.33)
Layer 2 Side 0 4.26 (2.16) 4.26 (2.12) 4.22 (2.15)
Layer 2 Side 1 4.89 (2.51) 4.90 (2.49) 4.88 (2.44)
Layer 3 Side 0 4.90 (3.34) 4.89 (3.31) 4.86 (3.30)
Layer 3 Side 1 4.75 (2.93) 4.78 (2.96) 4.78 (2.98)
(disk) side of the barrel (endcap). Layers are numbered in the barrel starting with “0” for the
innermost barrel, Barrel 3, to Layer 3 for the outermost barrel, Barrel 6. The trigger rate does not
appear to affect the noise occupancy. The two sides or each module are denoted as “Side 0”, the
top side of the module, and “Side 1”, the module side which faces the support structure.
Noise threshold scan. An important test of module behaviour is the noise occupancy as a func-
tion of threshold. In the low noise regime, occupancy is related to the threshold by the following
empirical description [48]:
N µ exp
￿
−
t2
2s2
￿
(4.1)
where t is the module threshold, N is the noise occupancy, and s is the equivalent noise charge of
the module.
Physics mode runs were taken with different thresholds for both the barrel and the endcap.
The barrel runs were triggered from a pulse at a frequency of approximately 500 Hz, with the TRT
clocked but not read out.
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Table 5. The mean (RMS) endcap noise occupancy (scaled by 105) for runs taken at different trigger rates.
1 kHz 10 kHz 50 kHz 100 kHz
Layer 0 Side 0 3.78 (1.87) 3.58 (1.76) 3.57 (1.75) 3.41 (1.69)
Layer 1 Side 1 3.87 (2.21) 3.86 (2.15) 3.87 (2.19) 3.78 (2.09)
Layer 2 Side 0 5.04 (2.53) 4.76 (2.35) 4.74 (2.37) 4.73 (2.37)
Layer 3 Side 1 4.49 (3.12) 4.17 (3.04) 4.48 (2.87) 4.23 (2.92)
Layer 4 Side 0 4.50 (2.84) 4.46 (2.49) 4.11 (2.59) 4.09 (2.68)
Layer 5 Side 1 4.16 (2.77) 4.16 (2.63) 3.92 (2.68) 4.12 (2.61)
Layer 6 Side 0 5.53 (3.46) 5.29 (3.24) 5.33 (3.37) 5.25 (3.30)
Layer 7 Side 1 5.47 (2.47) 5.47 (2.72) 5.40 (2.71) 5.31 (2.73)
Layer 8 Side 1 3.66 (2.04) 3.69 (2.01) 3.60 (1.96) 3.58 (1.88)
Noise (electrons)
600 800 1000 1200 1400 1600 1800 2000
N
u
m
b
e
r
 
o
f
 
b
a
r
r
e
l
 
c
h
i
p
s
 
o
r
 
e
n
d
c
a
p
 
m
o
d
u
l
e
s
1
10
2 10
3 10 Barrel :                 1586 e-
Outer endcap :    1575 e-
Middle endcap :  1551 e-
Inner endcap :     1105 e-
Figure 21. Distribution of the ENC values (in number of electrons) for all module sides obtained in noise
threshold scan.
Equation 4.1 indicates that a plot of ln(N) versus t2 should be a straight line, and its slope
allows the equivalent noise charge for each module to be extracted. The distribution of the aver-
aged ENC values obtained for all module sides of the SCT barrel and endcap modules is given in
ﬁgure 21. Barrel modules and outer and middle endcap modules have approximately 12 centimeter
long strips, where the strips on two wafers are bonded together. Endcap inner modules have about
6 centimeter long strips on one wafer. The shorter strip length implies a smaller load capacitance
on the frontend input, which in turn implies lower noise. An example of one of the straight line
ﬁts is given in ﬁgure 22. The ENC values obtained are roughly equivalent to those reported from
calibration runs, though an exact comparison is difﬁcult to make due to differences in the way the
data were analysed.
The noise occupancy speciﬁcation limit of 5×10−4 demands that the total equivalent noise
charge should not exceed 1900 e− [49]. All of the ENC values presented here are within this
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Figure 22. A plot of lnN versust2 for one module side of the barrel SCT. A straight line has been ﬁtted (see
equation 4.1), with a slope p0 = −2.6±0.2 (fC)−2 and intercept on the y-axis p1 = −7.7±0.2.
limit once a small number of known noisy strips with a noise occupancy greater than 5×10−3 are
masked off.
For the barrel, two different grounding schemes were investigated with the above method, and
it was found that these did not affect the noise occupancy. A similar test was not performed on the
endcap.
Trigger timing delay scan. Since the TRT and SCT were operated together for the ﬁrst time,
an important point to investigate was whether the TRT induces any noise in the SCT. The TRT
starts reading out about 3.25 ms after a trigger. The SCT was therefore triggered about 3 ms after
triggering the TRT to search for pickup induced in the SCT by the TRT readout cycle. The BOC
Tx coarse delay, which is the delay between incoming trigger and SCT L1A, was then scanned in
steps of 75 ns in order to add extra delay between the triggering of the SCT and the TRT, and the
time delay was written into the byte stream. If no noise pickup occurs, the noise occupancy should
be ﬂat when plotted against time delay, as no extra noise occupancy is observed when the TRT is
read out.
Plots of the barrel noise occupancy versus time delay are given in ﬁgure 23 for a run in which
the TRT was off, with its FE electronics unpowered, and for a run in which the TRT FE electronics
was clocked and read out. The analysis was performed with strips masked off if their noise occu-
pancy was greater than 5×10−3. In the analysis we required the hits to be recorded in the correct
middle time bin, denoted by the “X1X” hit-time pattern. The noise occupancy is ﬂat in each plot,
and thus it is concluded that there is no evidence for noise pickup from the TRT. Furthermore, no
dependance on the bit pattern of the hits was observed. Plots of the endcap noise occupancy are
given in ﬁgure 24. Again, there is no evidence of noise pickup resulting from the TRT. Also, there
was no dependance on the bit pattern of the hits for the endcap.
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Figure 23. Noise occupancy(normalised to the ﬁrst bin) versus time delay for the SCT barrel. The TRT was
off for the plot on the left, and thus the data provide a calibration plot with no noise pickup from the TRT.
The right-side plot was obtained from a run with the TRT on.
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Figure 24. Noise occupancy(normalisedto the ﬁrst bin)versus time delay for the SCT endcap. The left-side
plot represents a run when the TRT was off, the right-side plot represents a run when the TRT was on.
Final noise occupancies. The distribution of noise occupancies for all module sides is shown in
ﬁgure 25, excluding, for reasons of scale, the inner endcap modules, which were found to have a
mean noise occupancy of 1.6×10−7. The module thresholds were set to 1 fC and the analysis was
performed with strips with an occupancy greater than 5×10−3 masked off.
All occupancies are below the design speciﬁcation of 5×10−4, though for the barrel data
there is a slight increase from previous tests, where barrels were operated individually (a mean
of 4.5×10−5 is quoted in reference [3], compared to 4.76×10−5 here). Although it is possible
in principle that this small increase will scale with the number of modules that are connected,
previous noise tests performed with differing numbers of modules on the ﬁnal SCT barrels showed
no evidence that the performance degrades in the large system [3]. It would thus appear that the
SCT is running comfortably within its design speciﬁcation.
Channels on Side 1 show slightly higher noise occupancy than Side 0, as seen in ﬁgure 26
for barrel data. The plots show data with the module thresholds set to 1 fC as obtained from the
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Figure 25. The distribution of noise occupancies for all module sides of the SCT detector, excluding the
inner endcap modules.
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Figure 26. The distribution of noise occupancies for the active modules of the SCT barrel detector for Side
0 (left) and for Side 1 (right).
response curve calibration. The Side 0 distribution has a mean of 4.62×10−5 and an RMS of
2.70×10−5, while the Side 1 distribution has a mean of 4.90×10−5 and an RMS of 2.80×10−5.
This is consistent with results obtained during module production.
4.2 TRT noise studies
Some of the most important issues during the combined tests were noise studies for different detec-
tor conﬁgurations and different grounding schemes. Particular attention was given to the possibility
of inducing noise in the TRT from the SCT during combined operation.
TRT grounding and Faraday cage efﬁciency issues were addressed during standalone tests. It
was found that a proper ground connection between the frontend boards and the Faraday cage is
an important factor for the suppression of clock pickup noise. These connections must be made
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Figure 27. Noise occupancymap for the Barrel TRT sectors participatingin the noise tests. Yellow coloured
straws have noise occupancies about 1.3% and black coloured straws have noise occupancy above 4%.
with a spacing of not more than 3 cm to make a frequency cut at the level of above 100 MHz.
After the implementation of this system, the noise level for most of the TRT channels was close to
that deﬁned by thermal ﬂuctuations. A typical picture of the TRT noise hit map for the modules
participating in the test is shown in ﬁgure 27. Yellow coloured straws have a noise occupancy
of about 1.3% and black coloured straw have a noise occupancy above 4%. One ﬁnds a group
of straws in the TRT module Type 1,10 which can be associated with one DTMROC chip with
a systematically large noise occupancy. That is a known problem of these particular boards and
is related to the board layout in which the 40 MHz clock line has a capacitive coupling with the
ASDBLR inputs. Details of the noise distribution across the channels are shown in ﬁgure 28. Most
of the channels have noise at the level of 1%, but clock pickup affected channels have noise levels
of up to 15%. Although that is a substantial noise level, it does not severely affect the physics
performance.
A series of tests were performed to evaluate the change in TRT noise during the combined
operation of the SCT and TRT. The ﬁrst test aimed to see the effect of SCT frontend power on TRT
noise occupancy. The noise occupancy differences for one of the TRT stacks (Stack 7) for sides A
and C are shown in ﬁgure 29. Positive values indicate an increase in noise between the reference
(when the SCT was off) and when the SCT was on. Negative values indicate a decrease in noise.
All deviations are within standard noise behaviour.
Following the ATLAS grounding convention, all detectors must have an independent ground
connection at one controlled point. In order to evaluate what happens if an uncontrolled ground
short appears during installation in the pit, a special test was carried out. A worst case ground
connection was artiﬁcially created between the analogue ground plane in the TRT and the SCT
power return. A comparison of the TRT noise occupancy for this run with the reference one is
shown in ﬁgure 30. No statistically signiﬁcant effect was found during these tests.
A particular subject of interest was the effect of the SCT readout cycle on the TRT noise
10TRT barrel modules are stacked in layer with Type 1 modules forming the innermost layer, Type 2 modules the
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Figure 28. Noise occupancydistribution across the channels for one of the TRT Stacks (Stack 7 on Side A).
Typical noise occupancy is about 1.3%.
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Figure 29. Comparing noise occupancy when the SCT is off with a run when SCT is on. The horizontal
axis shows the differenceof occupancywith SCT on minus occupancywith SCT off in percent. The vertical
axis gives the number of straws.
occupancy. Two types of tests were performed. In the ﬁrst, TRT noise measurements were made
during SCT operation at a trigger rate of 50 kHz. In order to increase SCT frontend digital activity,
the SCT threshold was set to 0.8 fC. No change in the TRT noise occupancy was found. Another
test aimed to look at exactly what happens during the SCT readout cycle. The time at which
the SCT frontend chips transmit their header words to the backend corresponds to the maximum
amount of frontend digital activity. Data were taken using different TRT delays with respect to
SCT trigger. Figure 31 shows the typical occupancy difference with respect to the reference run.
Again, no noticeable change was observed.
middle layer, and Type 3 modules the outermost layer.
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Figure 30. Comparison of the TRT noise occupancy when the TRT analogue ground plane is connected to
the SCT power return with the TRT standalone noise occupancy.
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Figure 31. Comparison of the TRT noise occupancy during SCT readout cycle with the TRT standalone
noise occupancy.
5. Tests with cosmic triggers
5.1 Alignment and calibration
5.1.1 Alignment of the SCT and TRT
The determination of the position of the detector elements in space is crucial in order to make full
use of the intrinsic resolution of the tracking device. The relative alignment of the sensors in a
module is given by the mounting precision during the module assembly [3], which used tolerances
well below the sensor spatial resolution. The mounting precision of modules on disks and barrels is
less well known compared to the intrinsic resolution. This would lead to a signiﬁcant degeneration
of the tracking performance and needs to be corrected in the alignment step.
The position of the detector elements can be determined with track based alignment algo-
rithms, based on the optimization of hit residuals. A perfectly aligned detector returns a residual
distribution centered around zero and with a width consistent with the quadratic sum of the in-
trinsic resolution and the uncertainty originating from the track ﬁt. A misaligned detector setup
leads to a off-centered residual distribution with an increased width originating from the additional
misalignment uncertainty.
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Track based alignment algorithms use the fact that the ﬁt of the track trajectory is over-
constrained and the deviations from the helix or the straight line in case of no magnetic ﬁeld are
minimized with respect to the translational and rotational degrees of freedom of the detector [50].
Any deviation from the description of a perfect trajectory will appear as a misalignment of the
detector. Therefore the track selection processes for track based alignment use tracks with high
momentum to avoid kinks in the trajectory originating from multiple coulomb scattering (MCS)
effects. As described above, the test setup was not inside a magnetic ﬁeld. The momentum of the
various charged particles could not be determined and no selection criteria based on the momen-
tum could be applied. The momentum spectrum of particles from cosmic rays is dominated by low
momentum particles, which suffer substantially from multiple scattering. The width of the resid-
ual distribution, the quadratic sum of the intrinsic resolution, and the uncertainty from the track
reconstruction, is therefore dominated by multiple scattering. In particular, the impact of misalign-
ment effects on the residual width is small compared to the multiple scattering effects. The track
ﬁt algorithm normally applies the measured momentum to estimate the contribution from multiple
scattering to the overall track position uncertainty. Since no momentum measurement is available,
the uncertainty cannot be calculated and the multiple scattering contribution is set to zero. This
leads to a signiﬁcant underestimation of the uncertainty on the track position.
The track based alignment approaches are based on the minimization of hit residuals. This
is a necessary, but not sufﬁcient requirement. The vertical track topology of the charged parti-
cles originating from cosmic ray events can lead to degeneracies in the solution of the alignment,
for example, a shearing of the detector in the YZ-plane cannot be recovered. In addition, vertical
movements along the track trajectory of the two shells are not constrained. These deformations,
so called weak modes, cannot be recovered by the alignment approaches. No track control sam-
ple with a different track topology was available to verify the quality of the alignment constants
independently. Therefore the conclusion on the obtained alignment constants is only limited.
Each SCT module has six degrees of freedom: three translations and three rotations. The
translation perpendicular to the strips is expected to be determined best. Overall for the SCT
6×467 = 2802 degrees of freedom have to be aligned. The TRT has no sensitivity along the wire,
leading to ﬁve degrees of freedom per module times 12 TRT modules in the readout (overall 60
degrees of freedom).
Several internal alignment approaches were developed and applied to data taken with the barrel
SCT and the barrel TRT. The tracks used for the alignment were reconstructed using the standard
ATLAS reconstruction software framework ATHENA and the alignment algorithms were also im-
plemented as a part of ATHENA.
5.1.2 Alignment of the SCT
Various alignment approaches were applied to align the SCT barrel in the SR1 cosmic setup [51–
54]. All approaches are based on the optimization of hit residuals. Figure 32 shows the residual dis-
tribution for all modules located in a certain SCT layer obtained with the Global c2 approach [52].
In this approach each module is aligned for six degrees of freedom. Modules with fewer than
150 hits were kept stable. It is clearly visible that the residual distribution is distorted before the
alignment corrections are applied. After the alignment the mean for all layers is centered around
zero and the width of the residual distribution is reduced compared to the width obtained with the
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Figure 32. The SCT biased residuals for the different layers of the SCT are shown before (red) and after
(blue) the alignment.
misaligned setup. The other alignment approaches returned similar results. As mentioned previ-
ously, the width of the residuals distributions is dominated by multiple scattering and, in particular,
effects due to detector misalignments might not be noticeable. In addition, the contribution to the
track uncertainty originating from the track ﬁt is largely underestimated, since the contribution
from multiple scattering is not calculated.
All alignment algorithms used an iterative approach to get a stable result. Figure 33 shows
the residual quantities as a function of iteration. The mean as well as the resolution of the residual
distribution converges to a stable number after three iterations. Convergence was reached when the
movements of the detector were smaller than the corresponding statistical uncertainty. The initial
shift of the mean was removed and the width of the resolution s got signiﬁcantly smaller. The
width of the residuals varies between layers because the track error varies along the track, e.g., due
to multiple scattering.
The magnitude of the shifts obtained in the local X direction (orthogonal to the strip direction)
is generally of the order of 100 mm. The local Y alignment constants (along the strip direction) are
of the order 600 mm.
5.1.3 Comparison of alignment results with the photogrammetry measurements
Due to the fact that no magnetic ﬁeld was used during SR1 data taking all tracks coming from
cosmic rays are straight lines. Thus, this setup was ideal to determine the relative rotations of the
SCT detector barrels in f. A similar measurement was performed analysing the photogrammetry
data [56]. The ﬁrst set of the three photogrammetry measurements, which was taken in November
2005 [55], was precise enough to determine relative barrel rotations. However, these measurements
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Figure 33. This ﬁgure shows the resolution s of the biased residual distribution (left), and the mean (right),
for the four different SCT layers and all layers combined obtained after each iteration.
were taken before the insertion of the SCT into the TRT. The change from the four point mounting
on the temporary SCT support to the mounting of the SCT on rails inside the TRT may have led
to signiﬁcant global distortions of the SCT. This type of distortion may create systematic, radius-
dependent barrel rotations.
Figure 34 shows the measurement of the photogrammetry data in comparison with the mea-
surements performed by the three track based alignment algorithms. The track based algorithms
determined the same relative barrel rotations within the errors of the measurement. The results
from the photogrammetry differ from the alignment results in two of the layers. It is not quite clear
whether this difference arises from actual barrel movements or from the fact that the systematic
uncertainties of the photogrammetry measurements are not perfectly understood. However, the
systematic deformations mentioned above may explain the difference.
Furthermore, therelative barrel shifts in the global Zdirection wereanalysed. Again, it appears
that all alignment algorithms determine the same systematic distortions within the uncertainties.
Since all alignment algorithms used the same reconstructed tracks and hit residuals as input, a
systematic bias in the reconstruction could also lead to a common systematic bias for all alignment
approaches. Correlation forthe f and global-Z alignment could therefore lead to relative shifts in Z.
5.1.4 Relative alignment between the SCT and TRT
The relative misalignment between the barrel TRT and the barrel SCT is expected to have a larger
impact on the track reconstruction than the misalignment of the internal components of these de-
tectors. It is also possible that a large misalignment between the two detectors could affect the track
ﬁnding efﬁciency leading to a poor convergence of the alignment procedure.
A survey measurement of the relative position of the four SCT layers and the TRT was per-
formed “in situ” (see table 6). A special procedure was implemented to determine the relative
SCT-TRT misplacement with tracks reconstructed from cosmic data. It proceeds as follows:
• TRT and SCT tracks are ﬁtted separately and the SCT tracks are extrapolated to the ﬁrst TRT
straw layer;
• A 2D residual is formed from the difference in the track coordinates in the plane perpendic-
ular to the straw layer surface (the TRT has no sensitivity along the wire direction);
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Figure 34. For each SCT layer the relative rotation of the whole SCT barrel in f is shown in mrad (left)
and the relative Z shift in mm (right). Photogrammetry measurement are represented by green triangles,
Robust Alignment results by blue circles, Local c2 Alignment results by black squares, and Global c2
Alignment results by red squares. The alignment sets have been transformedinto a commonreference frame
and normalised to layer 3.
Table 6. Relative translation and rotation between the SCT barrel and the TRT barrel as determined from
the survey measurements.
Dx [mm] Dy [mm] DrotX [mrad] DrotY [mrad]
-0.42 +0.33 +0.154 0.165
• A c2 is constructed and minimized with similar techniques used in the alignment algorithms.
Because of the SR1 setup (tracks almost vertical and no TRT sensitivity along z) only the
misplacement along x (Dx) and the rotations around the y (DrotY) and z (DrotZ) axes could
be calculated.
This alignment procedure was applied to tracks collected from two different runs, one at the begin-
ning and one at the end of a stable period of data taking. The two resulting SCT-TRTmisalignment
values are consistent within their estimated uncertainties. Moreover, the track-based measurements
are found to be consistent with the survey measurements mentioned before.
5.1.5 Alignment of the TRT
After correcting for the relative alignment between the barrel SCT and TRT detectors, an internal
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Figure 35. Measured translations (left) and rotations (right) of TRT modules. The direction and size of the
arrows in the left plot represent the direction and size of the translations. The rotation of the module in the
right plot is proportional to the angle of the bar with the horizontal axis.
alignment of the TRT modules is carried out. In contrast to the SCT internal alignment described in
section 5.1.2, where only SCT tracks were used, the TRT alignment employs extended SCT-TRT
tracks. Since TRT tracks do not provide information outside the xy-plane, SCT hits are needed to
obtain the z coordinate of the track. Consequently, for a correct calculation of the TRT misalign-
ment, the SCT modules need to be precisely aligned. A framework was developed to align TRT
and SCT modules simultaneously and two of the approaches used in the SCT standalone align-
ment (section 5.1.2) have been implemented in the framework. The result of this procedure is an
alignment that is consistent across both systems. The alignment constants obtained for the SCT
are comparable, in terms of residuals, to the results from the other SCT alignment methods already
presented. Therefore, we will only report the TRT results.
The alignment of the TRT was limited to only the two most sensitive degrees of freedom,
namely the direction perpendicular to the wire in the straw layer plane (DX) and the rotation around
the wire axis (DrotY).
The limited statistics and the nearly parallel track trajectories did not allow us to perform the
TRT module alignment for the other weakly constrained degrees of freedom. The convergence of
the alignment constants after successive iterations was reasonable, with the residual distributions
centered at zero after alignment. However, in contrast to the SCT case, the width of the TRT
residual distributions only marginally improved, due to the fact that for the TRT the alignment
corrections are small (< 50 mm) with respect to the width of the residual distribution. In ﬁgure 35
the TRT module displacements returned by the alignment algorithm are shown graphically with
the values scaled for clarity. As can be seen, layer 0 and layer 2 modules are rotated in the same
direction while layer 1 modules are rotated in the opposite direction (both by approximately 300-
400 mrad). Such a pattern is consistent with an elliptical distortion of the TRT (or possibly the
SCT), but a conclusive interpretation cannot be obtained from the SR1 cosmic data.
A study of possible TRT module deformations was also carried out. TRT module deviations
from the rigid body approximation are expected (caused by, for example, construction imperfec-
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tions, or mechanical stress) and if they are larger than the detector resolution, a correction must
be applied. In terms of alignment, they effectively produce a hit displacement depending on the
hit position inside the module. Given the limited amount of available data, we limited our study
to the residual dependence on the hit position along the straw axis. Because the measurement of
this coordinate is not provided by the TRT, it was derived by extrapolating SCT tracks to the TRT
straw layer under study (as a consequence, remaining alignment deviations in the SCT can also
appear as module deformations in the TRT). For modules with larger statistics (layer 1 and layer 2)
we actually observed signiﬁcant deviations from zero. Some patterns are consistent with module
twists, others show more complicated deformations. A ﬁnal conclusion on the magnitude of such
deformations and their impact on track reconstruction will require more extensive data sets from
p-p collisions.
5.1.6 Alignment summary
Tracks reconstructed from cosmic ray events were used to determine the alignment of the barrel
SCT, the barrel TRT, and the SCT with respect to the TRT. The calculated barrel alignment con-
stants give a ﬁrst indication as to the magnitude of the detector misalignments. The results for
the alignment are limited by multiple scattering of low momentum tracks. In addition the vertical
topology of the tracks from cosmic ray events leads to weak modes of the detector, which cannot
be resolved by track based alignment algorithms.
The three SCT alignment algorithms return consistent results. The magnitude of the shifts
in the local X direction is generally of the order 100 mm. The local Y alignment constants are
of the order 600 mm. The comparison of the rotation around the global Z-coordinate between
the track based alignment and photogrammetry measurements is not conclusive due to systematic
uncertainties.
The alignment of the aligned SCT relative to the TRT is determined using tracks passing
through both the SCT and the TRT. The alignment result is consistent with the survey measurement
of the inner detector.
After the internal SCT alignment and the alignment of the SCT relative to the TRT an internal
alignment of TRT modules is performed. For this, SCT tracks extended to the TRT are used. The
various TRT modules move by about 50 mm and are rotated by about 300 to 400 mrad around
the wire axis. Internal deformations of the TRT modules are studied, but no ﬁnal conclusion is
possible.
5.1.7 TRT drift time calibration
Drift time model. The TRT measures the drift time, the time between the LHC bunch clock and
the arrival of the signal to the anode wire, in time-to-digit counts (TDC). A measured TDC value is
a function of the position and orientation of the charged particle trajectory with respect to the drift
cell. Since the TRT drift cells are symmetric around the wire axis, the drift time is only a function
of the distance to the anode wire. The model used for calibration therefore reduces to:11
TDC(r) = a(tdrift(r)+t0). (5.1)
11The propagation time and time-of-ﬂight contributions were not taken into account.
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Figure36. TRTbarreltime-to-distancedistribution(left)andthedrifttimedistributionin4distanceintervals
(right). The smooth curves in the right ﬁgures represent the result of the ﬁt with a Gaussian. The blue points
in the left plot represent the result of the ﬁtted mean for each distance bin.
where a = 8/25[ns−1], r represents the distance to the anode wire, tdrift is the drift time, and t0 is a
channel dependent offset.
Drift time calibration procedure. The drift time calibration procedure uses reconstructed tracks
to translate the TDC value into the best possible estimate of r. For each hit, the measured drift
time is computed and the rt relation determined from the distribution shown in ﬁgure 36. The
2-D distribution in ﬁgure 36 is divided in 0.1mm bins in r and 3.125 ns bins in t. In each r-
bin the maximum of the drift time distribution is determined by ﬁtting a single Gaussian to the 5
bins centered around the most occupied bin, in order to reduce sensitivity to the tails as shown in
ﬁgure 36 (right).
The rt relation is then parametrized using a third degree polynomial. The t0 offsets are deter-
mined from the average drift time residual of reconstructed hits, computed from the measured drift
time and the inverse of the rt relation. The corrected t0’s are obtained by subtracting the average
drift time residual. Since our method relies on reconstructed tracks while the track reconstruction
itself relies on a proper calibration, the procedure depends on a reasonable starting point for both
the rt relation andt0. Wehave found that the procedure could be bootstrapped with asingle constant
t0 and a simple linear rt relation. The procedure was robust against the choice of the initialization
and converged typically in 2 iterations.
Results obtained with SR1 cosmics data
Barrel. Sinceno reliable momentum estimate is available, tracks arereconstructed without taking
into account MCS effects. To reduce the effect of MCS, reconstructed tracks are split into their top
and bottom segments. For each segment we require at least 20 TRT hits.
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Figure 37. Distribution for c2/ndof (left), width of the unbiased residual distribution in bins of c2/ndof
(centre), and estimate of the uncertainty on an estimate mean for a hypothetical set of 100 hits (right).
In the calibration procedure we require for each hit a time-over-threshold of at least 2 ×
3.125ns and a maximum time residual of 15ns. The latter is chosen large, approximately 5 times
the single hit resolution, to allow recovery from a poorly chosen starting value for t0 in the ﬁrst
iteration. To improve the quality of the selected track segments, a cut is made on the c2/ndof of
the track. To prevent a bias in the calibration the c2/ndof is ﬁrst reduced by the contribution from
the selected hit. The resulting c2/ndof distribution is shown in ﬁgure 37.
The centre plot in ﬁgure 37 shows the width of the unbiased residual distribution in bins
c2/ndof. The width is measured both as an RMS on the interval ±2mm and as the s of a Gaussian
ﬁt on the interval ±0.5mm. The latter result shows that a single hit resolution of around 200mm is
obtained.
To motivate the choice of a particular c2/ndof selection we calculate the uncertainty on the
mean of the residual distribution as a function of the c2/ndof cut. The uncertainty is estimated
as s(mean) = RMS/
√
N −1. The rightmost plot in ﬁgure 37 shows the result, normalised for a
hypothetical set of 100 hits. As one can see contribution from hits with c2/ndof > 10 actually
degrades the resolution on the mean.12 Therefore only hits for which c2/ndof is smaller than 10
are selected in order to reach an optimal sensitivity for calibration. Although this may seem to
be an unrealistically large value, it already rejects a signiﬁcant fraction of the segments because
multiple scattering effects are ignored.
For the cosmics data we use a single rt relation for all straws. The drift time offset t0 is
determined for each straw separately. The uncertainty in the t0 is the RMS of the drift time residual
distribution divided by the square root of the number of entries (minus 1). Since the RMS of the
drittime residual distribution is itself proportional to the resolution, the fractional contribution of
the uncertainty in t0 to the hit resolution is about
p
1+1/N−1 ≈ 1/2N. To keep this contribution
below 1% one would need about 50 hits per straw. For the calibration of the cosmics data we have
required a minimum of 25 hits, based on considerations discussed below. For straws not fullﬁling
the above requirements, we use the average value of the t0 of the corresponding TRT module as a
compromise between the statistical and systematic uncertainties.
It is generally assumed that the time offsets of straws within one “DTMROC” unit (16 straws
12The reason that we lose sensitivity, even though we add information is that in the extraction of the mean we do not
use the fact that the uncertainty varies with c2/ndof.
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Figure 38. Drift velocity for 0.2< |d|<1.8 (top), average straw t0 (middle)and average drift time residuals
with respect to the calibration of run 3099 (bottom) as a function of run number.
connected to one ampliﬁer) are equal to within 0.5 ns. If this is the case, it would certainly make
sense to combine the data from straws in a DTMROC. Unfortunately, the mapping to DTMROCs
was not available within ATHENA during the analysis of the combined test data.
Calibration constants derived from a single run were used for the reconstruction of all data.
To test the stability of the calibration the average drift velocity and the average drift time residuals
as a function of the run number was studied. Results from these studies are shown in ﬁgure 38.
From those results it is clear that the average drift time offset is stable to within ±0.5ns. For the
cosmics data this is sufﬁciently small with respect to the hit resolution to justify the use of a single
calibration.
Endcap. To achieve the best calibration of the TRT, good quality tracks are a very important
ingredient. For the endcap setup, the tracks were of a worse quality compared to those in the barrel
setup. The average number of hits per tracks in the endcap was about 6, compared to 20 in the
barrel. In order to make the endcap tracks longer, the drift radius error was set to a higher value,
about 240mm. An immediate consequence is an increase in the rate of noisy hits as shown in
ﬁgure 39.
To reduce the noise rate, only hits for which the time-over-threshold was within the interval
3×3.125ns and 12×3.125ns were used. To better enhance the track quality, the c2/ndof was
required to have a maximum of 20, and the time residual to have a maximum of 25 ns.
For the endcap setup, no TRT trigger phase was measured. Therefore, the phase was deter-
mined from the tracks themselves. For each track, the average drift time residual of the measured
drift time and the drift time from the track was calculated. The trigger phase was obtained by
requiring this average to be 0.
Another issue was that in a fraction of events leading signal edges were missing due to large
time offsets in some frontend boards, which were not timed in with respect to each other. Events
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Figure 39. TRT endcap time-to-distance distribution (left) and the drift time distribution in 4 distance
intervals (right). The smooth curves in the right ﬁgures represent the result of the ﬁt with a Gauss. The blue
points in the left plot represent the result of the ﬁtted mean in each distance bin.
for which the leading edge was missing were disregarded.
Following the same iterative procedure as for the barrel, average drift time residuals of recon-
structed hits were determined and used to correct for the t0’s. After two iterations, the obtained
t0’s became stable, and the obtained residual of hits and reconstructed tracks was about 200 mm, as
shown in ﬁgure 40.
5.2 Tracking performance
As mentioned in section 3.3.3, the CTB tracking package was the default tracker in the cosmics
reconstruction. It was designed for scenarios where tracks do not point to the interaction point,
and where the initial alignment and calibration is either very rough or not available at all. For
example, it can ﬁnd tracks in the TRT without using the drift time information at all. The output
of the algorithm consists of several different track collections. There are collections for the full
setup and for each individual subdetector (SCT, TRT). Furthermore there are separate collections
for the upper and lower part of the setup. The results in this section are based on global tracks, i.e.,
tracks where the hits in the entire setup were used. Figure 41 gives an example of such a global
reconstructed track. Figure 42 shows a shower in the upper TRT sector, reconstructed using only
the TRT hits in that sector.
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Figure 40. Residual of reconstructed hits obtained after two iterations.
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Figure 41. A reconstructed cosmic track with both SCT and TRT hits.
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Figure 42. A cosmic shower with several tracks, reconstructed in the TRT.
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Figure 43. Number of reconstructed tracks, for real and simulated data.
The performance of the pattern recognition was monitored mainly using event displays, and
the cuts were tuned accordingly. Figure 43 shows the number of reconstructed tracks for a given
run and for a simulated data sample. The muons in the simulated data sample were generated with
an energy between 200MeV and 200GeV. About 25% of the recorded events do not have any
reconstructed tracks. Most of these events are caused by noise in the scintillator trigger setup, and
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Figure 44. Number of hits on track, for real and simulated data.
can be recognized by an unphysical value of the computed time-of-ﬂight between two scintillator
planes. In the current analysis we keep only those events in which the measurement of the time-of-
ﬂight gives a physical result. After applying this cut, it can be seen in ﬁgure 43 that the simulation
and the real data agree fairly well on the number of reconstructed tracks. Inspection with the event
display shows that the events without a reconstructed track are either empty, or have a shower
that produces so many hits that no reconstruction can be attempted.13 Cosmic showers were not
included in the simulated data, only single muons were considered.
Figure 44 shows the number of SCT and TRT hits on the reconstructed tracks. For this plot the
input sample was restricted to events with only one reconstructed track. The number of SCT hits
is almost always an even number, because each SCT module has two slides. The distribution of
the number of TRT hits has two peaks, because one half of the lower TRT sector was not read out
during data taking. Thus, tracks that pass through that region have half as many TRT hits compared
to the tracks that pass through the active region. The number of TRT hits on track is slightly higher
in real data than in the simulation. Apart from that, the agreement between data and simulation is
reasonable.
5.3 SCT performance
The data collected with cosmic rays triggers can be used to check the performance of the SCT
detectors in terms of efﬁciency and resolution. Results are only shown for the barrel data since
the number of SCT hits associated with tracks in the endcap setup is too small to allow this kind
of study. Tracks reconstructed taking only SCT hits as input are used in order to avoid any effect
coming from TRT-SCT misalignments. The SCT alignment corrections obtained with the global
c2 method are used unless otherwise speciﬁed since those led to better results. Comparisons with
other alignment corrections and with simulation data are also shown.
13CTB tracking skips the event if there are more than 120 space points in the SCT, or more than 500 hits in the TRT.
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Figure 45. SCT hit pattern.
5.3.1 Timing
The SCT was run in the expanded mode in the cosmic runs, which provides time information for
the triggered time bin as well as the preceding and following bins. Figure 45 shows the distribution
of the hit patterns for a given run. The 010 hit pattern is dominant, indicating that the trigger is
timed well with respect to the SCT modules. The 20 ns shaping time of the ABCD3TA chip will
also give rise to hits in adjacent time bins as the pulse duration above threshold can be longer than
the 25ns bunch-crossing time window. Hit pattern 001 comes from cases where the hit is registered
in the next time bin due to a muon arriving late in the clock cycle. The majority of hits in each
event are noise hits, and thus not correlated with the trigger. Notice that there are also some hits
with the hit pattern 000. As the readout chip should only output hits from ﬁred channels, this is not
a valid hit pattern. Three modules showed this phenomenon in the tests at SR1, on a whole module,
on a chip, and on a single channel, respectively.
5.3.2 Efﬁciency
The efﬁciency of a given SCT module side was computed using the following method. For each
reconstructed track in an event that remains after a quality cut, the algorithm removed any hits
located on the SCTbarrel layer under investigation, orthe ith layer. Atrack reﬁtwas then performed
excluding these hits. From the perigee parameters of this new track, an extrapolation to the ith layer
was performed to obtain the intersection point or “predicted position” of a hit on a module. If this
intersection point was within the sensitive area of the module it was included in the denominator
of the efﬁciency calculation. If a SCT cluster was found to be located within a set distance from
the predicted position, an entry was made for the numerator.
Various track quality cuts and ﬁduciality requirements were made before a hit prediction en-
tered the denominator of the efﬁciency calculation:
• the track must have 10 or more SCT hits
• the track ﬁt must have a c2/ndof ≤ 24
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Figure 46. The hit efﬁciency for the different barrel layers and sides from simulated cosmic data with pT
greater than 200MeV. Also shown is the speciﬁcation efﬁciency of 99% (dashed blue line).
• the track must have an incidence angle on the module of less than 20 degrees in the azimuthal
direction
• the track intersection point on the module must be at least 2 mm from the bond gap and 1.5
mm from the edges of the module
• the track intersection point must be at least 1.5 mm from any masked strips or chips
In order for a hit to be entered into the numerator of the efﬁciency calculation, in addition to
the above requirements, a hit must be found within a certain road width around the predicted hit
position. By default, and unless speciﬁed otherwise, this road width was 2 mm.
In order to choose a proper value for the cut applied to the distance from the predicted track
position and the cluster position, the simulation was used. Due to the lack of magnetic ﬁeld, this
distance can be quite large for tracks corresponding to low momentum cosmic rays. Figure 46
shows the average efﬁciency per SCT layer, for different distance cuts, for all simulated particles.
In order to neglect MCS effects, a cut of 2 mm was then chosen to compute efﬁciencies from real
data. The result obtained in this case is shown in ﬁgure 47, where after alignment the unbiased hit
efﬁciency in all barrel layers is measured to be within speciﬁcations, i.e., greater than 99%.
Since the cosmic trigger is not synchronized with the readout clock, the collected data can
also be used to study the dependence of the SCT efﬁciency with the arrival time of the particle with
respect to the readout time. This difference in time was measured and since the SCT is recording
the information of three consecutive bunch crossings, the measurement can be done over a time
range of 75 ns. Figure 48 shows the SCT efﬁciency obtained in the barrel section as a function
of the arrival time of the particle. The efﬁciency remains high for a range of 4 ns, compared to
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Figure 47. The unbiased hit efﬁciency measured for the different barrel layers and sides from cosmic data,
before and after alignment.
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Figure 48. The hit efﬁciency measured as a function of time between the SCT RDO hit and the scintillator
trigger. A road width of 2 mm and global c2 alignment corrections are used. The SCT time was 0 ns if the
SCT RDO hit pattern was 1XX, 25 ns if 01X, and 50 ns if 001.
approximately 20 ns from the test beam studies [57], due to the time-of-ﬂight of the cosmic rays
not being taken into account.
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Figure 49. The unbiasedresidual means for the differentlayers and sides of the SCT modulesfor simulation
(triangle) and data using global c2 alignment (squares). A road width of 2 mm is used.
5.3.3 SCT resolution
The SCT detector resolution can be extracted from the s of the SCT residual distribution of a given
module side after subtracting the track prediction and alignment corrections uncertainties. How-
ever, as mentioned above, the track uncertainty is not well estimated for the case of low momentum
particles. Figure 49 shows the mean and s of the unbiased residuals measured for data (using
global c2 alignment constants) and Monte Carlo simulation. For both the data and simulation the
measured residuals are much larger than the expected detector resolution of 23 mm due to the effect
of multiple scattering.
Figure 50 shows for simulated data the s of the SCTresidual and pull distribution as a function
of the true particle energy. The s of the residual distribution increases for low energy tracks and
for this case the s of the residual pull distribution is no longer 1 due to the already mentioned
wrong track uncertainty estimation. For high momentum tracks, a s of around 28 mm is obtained.
After subtracting in quadrature the track uncertainty contribution (which is estimated to be around
16 mm), a value of 23 mm is obtained in agreement with the intrinsic detector resolution.
In order to determine the detector resolution from the data, the s of the residual distribution
as a function of the unbiased track c2 (i.e., removing the contribution to the c2 of the hit under
evaluation) was measured, for side 1 of modules in layer 2. These modules were chosen to max-
imise statistics, and minimize track errors. The result obtained is shown in ﬁgure 51 for real and
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Figure 51. Width of the SCT unbiased residuals, as a function of the unbiased track c2 per number of
degrees of freedom, for real and simulated cosmic data.
simulated data. When the c2 tends to zero, the contribution of low momentum tracks should be
negligible. A s of 24 ± 1 mm (20 ± 2 mm) is obtained for real (simulated) data for tracks with a c2
per degrees of freedom of less than 1. For these tracks the contribution to the residual from track
uncertainty is negligable. Alignment uncertainties have not been considered resulting in slightly
larger residuals in real data than in simulation. The low measured residuals are due to the large
number of double clusters present in both data and simulation. Approximately one in three of the
clusters in the SCT is a two hit cluster, in both data and simulation. This means that most tracks
intercepting the module near the edge of the strip will produce two strip clusters. This effectively
reduces the resolution of the one-strip cluster measurement.
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5.4 TRT performance
5.4.1 TRT efﬁciency
The data collected in the SR1 test were also used to study the efﬁciency of the TRT straw tubes.
Because of the limited statistics in the endcap, this study was only performed for the barrel.
It is important to note that, given the lack of track momentum information, an accurate mea-
surement of the straw efﬁciency with cosmic data is difﬁcult. Multiple scattering effects cannot be
accounted for and hence there is a high uncertainty on the relative position of the passing particle
with respect to the straw tubes. On the other hand, knowing whether a particle passes through the
active region of a straw or not, is essential in determining its efﬁciency.
For this reason particular care was devoted to selection of tracks for this study in order to
reduce the uncertainties resulting from multiple scattering. The detector geometry was corrected
using the procedure described in section 5.1.5 for simultaneously aligning the SCT and TRT.
The track selection proceeded as follows:
• Full SCT+TRT tracks were reconstructed and, to suppress events generated by cosmic show-
ers, only events with a single track were selected,
• SCT track segments from the top and bottom sectors were combined and the resulting SCT
tracks were required to be of high quality (c2/ndof < 5),
• SCT tracks were extrapolated to the TRT. The distance between the extrapolated track inter-
section at the last straw layer (corresponding to the maximum lever arm) and the closest hit
in the same straw layer was required to be less than 0.3 mm.
Monte Carlo studies have shown that this selection procedure reduces the presence of tracks
at the low end of the momentum spectrum. These tracks are most affected by multiple scattering.
Most importantly, no requirements were made on the quality of the TRT segments themselves, in
particular no cuts were applied to the c2 of the TRT (or SCT+TRT) tracks. In this way the bias
on the efﬁciency induced by the track selection is kept to a minimum for layers other than the last
straw layer.
For each straw the efﬁciency was deﬁned as the ratio between the number of “expected” hits
(i.e., the number of tracks passing closer than a certain distance R to the straw wire) and the total
number of recorded hits. In ﬁgure 52 the distribution of the straw efﬁciencies (calculated for
R = 2mm, the straw radius) is shown. To reduce statistical ﬂuctuations only straws with at least 40
expected hits were considered. The mean of the efﬁciency distribution is approximately 93%.
Due to the statisical nature of the ionization process, the efﬁciency of a straw tube depends
on the path length of the track inside the straw. Straws with a track passing close to the edge are
expected to be less efﬁcient than straws having tracks passing well inside their volume. In ﬁgure 53
the efﬁciency proﬁle as a function of the track distance R to the wire is shown. The efﬁciency is
very close to one if the tracks pass well inside the straw (R.1.7mm) while it drops for tracks close
to the straw boundary. The shape of the efﬁciency proﬁle for distances close to the tube boundary
is determined by properties of the ionization gas and by the track extrapolation uncertainties. A
non-zero efﬁciency for R signiﬁcantly outside the straw radius is almost exclusively due to noise.
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Figure 52. Efﬁciency distribution for straws having at least 40 “expected” hits for a distance R < 2 mm.
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Figure 53. Left: Straw efﬁciencyproﬁleas a functionofthe track-wiredistance R in real data. Thedifferent
distributions denote the TRT module types (inner, middle, and outer). Right: Same distribution as in the left
plot, shown on a logarithmic scale and for extended R values. Red is simulation, black is real data.
A random noise throughout the detector is expected to contribute to the efﬁciency independent
of the track distance R to the straw. However, in real data an R-dependent noise is observed. As
is clear from the right plot in ﬁgure 53, the efﬁciency for straws with a track outside their physical
volume (R & 2mm) but close to the straw (R . 10mm) is higher than that expected from random
noise. This can be attributed to channel cross-talk, where a high signal amplitude registered in
one straw induces a noise signal on neighboring straws, in particular to straws connected to the
same readout chip or HV pad. This effect has been already observed in TRT prototypes in test
beam data [59]. The peculiar structure observed in real data (efﬁciency dip at R ∼ 3.7mm) is
generated by the arrangement of the straws inside the TRT modules and by the straw geometric
grouping of readout chips/HV pad. As can be noticed from the efﬁciency proﬁle obtained with
Monte Carlo events, such cross-talk effects are not included in the current version of the TRT
simulation. Howeverthe simulation correctly reproduces the magnitude of the random noise, which
from this study is shown to be of the order of 2% (in agreement with that quoted in section 4.2).
5.4.2 TRT resolution
As in the case of the SCT, the hit resolution of the TRT can be extracted by subtracting the track
uncertainty from the width of the residual distribution, in quadrature. Due to the large number of
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Figure 54. Width of the TRT unbiased residuals and pulls, as a function of energy, for simulated tracks.
hits on a TRT track, the calculated track uncertainty is fairly small compared to the hit resolution.
The contribution from multiple scattering to the residuals is also relatively small, since the TRT
hit resolution is a factor 10 higher than the SCT hit resolution. Thus, the width of the residual
distribution is a good measure for the TRT hit resolution.
Figure 54 shows the widths of the residual and pull distributions as a function of energy, for
simulated tracks in the upper half of the TRT. The plots are nearly ﬂat except at the lowest energy
bin, showing that the effect of multiple scattering is indeed limited. It should be noted though that
the tails increase signiﬁcantly at low momentum.14 The hit resolution assumed in the track ﬁt is
170 microns, which explains why the pulls are always larger than 1 since the actual hit resolution
is close to 200 microns.
Figure 55 shows the residual distribution for real and simulated tracks in the upper half of the
TRT, and the width of the residual distributions per module type (inner, middle and outer). For the
distributions the input data sample was restricted to events where the SCT track has a reduced c2
smaller than 2, in order to remove low energy tracks from the sample. The small dependence of the
residual width on the module type is due to the uncertainty of the predicted track position, which
is smallest near the middle of the track. It is seen that the TRT performance is slightly better in
real data than in the simulation. It should be remembered that the TRT resolution shown above was
obtained with an Argon-based gas mixture. In ATLAS, where a Xenon-based gas mixture will be
used, the expected resolution is of the order of 130 microns [46].
6. Conclusions
The combined operation of the ATLAS Semiconductor Tracker (SCT) and Transition Radiation
Tracker prior to their installation in ATLAS were investigated. This test concluded the integration
14Tails are not taken into account here, only the core of the distributions is ﬁtted.
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Figure 55. Comparison of the real and simulated TRT unbiased hit residuals.
process of these two tracking subdetectors and provided the ﬁrst opportunity to test the combined
tracking of SCT and TRT with cosmic rays in a large test stand at the surface integration facility.
Thefour months combined operation ofthe SCTand TRTallowed the commissioning and thorough
testing of the hardware for detector supply, control, and readout systems for the SCT and TRT in a
ﬁnal detector conﬁguration. The experience of this operation led to numerous improvements in the
detector control, calibration, and physics readout software.
The noise performance of SCT and TRT in the ﬁnal detector conﬁguration was tested. The
tests showed on the SCT a noise occupancy of 4.7×10−5 and equivalent noise charge of about
1650 electrons for warm operation with hybrid temperatures approximately 25 ◦C above their ﬁnal
cold operation temperature in the experiment. These results are consistent with previous assembly
test results on single barrels or disks and individual modules during production, showing that the
simultaneous operation of four barrels (nine disks) did not lead to a noise increase. The noise of
the TRT barrel and endcap was investigated through a series of test runs with the SCT off and with
the SCT operated synchronously with the TRT. The tests showed no increase of noise on the TRT
through a series of tests with SCT in on and off states. The frontend electronics noise of SCT and
TRT during the active readout cycle of the respective other subdetector was tested and the absence
of cross-talk between SCT and TRT in the combined test was conﬁrmed.
During the combined tests of barrel and endcap large samples of cosmic ray events were
collected. Those events were used to commission the online monitoring software and ofﬂine track
reconstruction software chain, which will be used for LHC collisions. The online monitoring was
operated at the event ﬁlter level as well as standalone. Reconstructing the cosmic tracks in SCT
and TRT, individually and combined, allowed the successful testing of raw data processing, track
reconstruction, and detector alignment methods with real data for the ﬁrst time. This has led to the
extraction of ﬁrst preliminary results for basic tracking performance parameters. A single plane
efﬁciency of 99% and spatial resolution matching expectations from simulation for the SCT were
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found. The TRT drift time resolution of ≈200 mm agrees with the expected value for an argon-
based gas mixture. Similarly, the measured straw efﬁciency is in agreement with expectations.
Acknowledgments
We are greatly indebted to all the technical staff who worked on the integration and testing of the
Inner Detector from the ATLAS SCT and TRT Institutes. We acknowledge the support of the fund-
ing authorities of the collaborating institutes including the Spanish National Programme for Particle
Physics; the Research Council of Norway; the Science and Technology Facilities Council of the
United Kingdom; the Polish Ministry of Education and Science; the German Ministry of Science;
the Swiss National Science Foundation; the State Secretariat for Education and Research and the
Canton of Geneva; the Slovenian Research Agency and the Ministry of Higher Education, Science
and Technology of the Republic of Slovenia; the Ministry of Education, Culture, Sports, Science
and Technology of Japan; the Japan Society for the Promotion of Science; the Civil Research and
Development Foundation and the Ofﬁce of High Energy Physics of the United States Department
of Energy; the United States National Science Foundation; the Australian Research Council (ARC)
and Department of Education, Science and Training (DEST); the Dutch Foundation for Fundamen-
tal Research on Matter (FOM) and the Netherlands Organisation for Scientiﬁc Research (NWO);
the Ministry of Education, Youth and Sports of the Czech Republic; the National Science Council,
Taiwan; the Swedish Research Council; the European Union (DGXII), the International Science
Foundation; the Knut and Alice Wallenberg Foundation; the International Science and Technol-
ogy Centre; the Natural Science and Engineering Research Council of Canada; the Ministry of
Education and Science of the Russian Federation; the Academy of Science of the Russian Federa-
tion; the International Association for the Promotion of Cooperation with Scientists from the new
Independent States of the former Soviet Union; the Turkish Atomic Energy Authority.
References
[1] ATLAS collaboration, ATLAS: technical proposal for a general-purpose pp experiment at the Large
Hadron Collider at CERN, CERN-LHCC-94-43.
[2] ATLAS collaboration, ATLAS Inner Detector Technical Design Report. Volume 1 and 2,
CERN-LHCC-97-016, CERN-LHCC-97-017.
[3] A. Abdesselam et al., The barrel modules of the ATLAS semiconductor tracker, Nucl. Instrum. Meth.
A 568 (2006) 642.
[4] A. Abdesselam et al., The ATLAS semiconductor tracker end-cap module, Nucl. Instrum. Meth. A 575
(2007) 353.
[5] A. Ahmad et al., The Silicon microstrip sensors of the ATLAS semiconductor tracker, Nucl. Instrum.
Meth. A 578 (2007) 98.
[6] F. Campabadal et al., Design and performance of the ABCD3TA ASIC for readout of silicon strip
detectors in the ATLAS semiconductor tracker, Nucl. Instrum. Meth. A 552 (2005) 292.
[7] E. Abat et al., The ATLAS TRT Barrel Detector, 2008 JINST 3 P02014.
[8] E. Abat et al., The End Caps of the ATLAS Transition Radiation Tracker, in preparation.
– 59 –2
0
0
8
 
J
I
N
S
T
 
3
 
P
0
8
0
0
3
[9] E. Abat et al., The ATLAS TRT Electronic, 2008 JINST 3 P06007.
[10] S. Terada et al., Design and development of a work robot to place ATLAS SCT modules onto barrel
cylinders, Nucl. Instrum. Meth. A541 (2005) 144.
[11] G. Viehhauser, Macro-assembly of the ATLAS Barrel SCT, IEEE Nucl. Sci. Symp. Conf. Rec. 2 (2004)
1188.
[12] A. Abdesselam et al., The Detector Control System of the ATLAS SemiConductor Tracker during
Macro-Assembly and Integration, 2008 JINST 3 P02007.
[13] CAN in Automation (CiA), http://www.can-cia.de/.
[14] PVSS-II, ETM Austria, http://www.pvss.com/.
[15] http://dim.web.cern.ch/dim/.
[16] P.A. Coe, D.F. Howell and R.B. Nickerson, Frequency scanning interferometry in ATLAS: remote,
multiple, simultaneous and precise distance measurements in a hostile environment, Meas. Sci.
Technol. 15 (2004) 2175;
S.M. Gibson, The ATLAS SCT alignment system and a comparative study of misalignment at CDF
and ATLAS, D.Phil. Thesis, Oxford (2004), CERN-THESIS-2007-080.
[17] A. Abdesselam et al., The Integration and Engineering of the ATLAS Semiconductor Tracker Barrel,
submitted to JINST.
[18] A. Sfyrla et al., The Detector Control System for the ATLAS Semiconductor Tracker Assembly Phase,
IEEE Trans. Nucl. Sci. 52 (2005) 938.
[19] http://itcobe.web.cern.ch/itcobe/Projects/Framework/.
[20] ATLAS Embedded Local Monitor Board,
http://www.nikhef.nl/pub/departments/ct/po/html/ELMB128/ELMB22.pdf.
[21] A.J. Barr et al., The Data Acquisition and Calibration System for the ATLAS Semiconductor Tracker,
2008 JINST 3 P01003.
[22] A. Abdesselam et al., Engineering for the ATLAS SemiConductor Tracker (SCT) End-cap,
2008 JINST 3 P05002.
[23] ATLAS collaboration, ATLAS high-level trigger, data-acquisition and controls : Technical Design
Report, CERN-LHCC-2003-022.
[24] B.C. LeGeyt and J. Valls, XTRTUsersGuide,
http://valls.web.cern.ch/valls/ATLAS_TRT/Files%20TRT/xtrt.htm
[25] T. Vickey, A read-out driver for silicon detectors in ATLAS, Proceedings of 12th Workshop on
Electronics for LHC and Future Experiments, LECC2006, Valencia Spain (2006),
http://cdsweb.cern.ch/record/1027436.
[26] Ampliﬁer-Shaper-Discriminator-BLR Integrated Circuit, http://www.hep.upenn.edu/atlas/asdblr/.
[27] F. Anghinolﬁ et al., DSM-DTMROC: Project Speciﬁcation,
http://www.hep.upenn.edu/atlas/dtmroc/dsm_dtmroc/DSM_DTMROC_Specs_v1_12.pdf.
[28] ATLAS collaboration, ATLAS computing: Technical Design Report, ATLAS-TDR-017,
CERN-LHCC-2005-022.
[29] S. Agostinelli et al., GEANT4 — a simulation toolkit, Nucl. Instrum. Meth. A 506 (2003) 250.
– 60 –2
0
0
8
 
J
I
N
S
T
 
3
 
P
0
8
0
0
3
[30] J. Allison et al., GEANT4 developments and applications, IEEE Trans. Nucl. Sci. 53 (2006) 270.
[31] O.C. Allkofer et al., The absolute cosmic ray muon spectrum at sea level, Phys. Lett. B 36 (1971) 425.
[32] A. Dar, Atmospheric neutrinos, astrophysical neutrinos and proton decay experiments, Phys. Rev.
Lett. 51 (1983) 227.
[33] T. Cornelissen, Track ﬁtting in the ATLAS experiment, PhD Thesis, University of Amsterdam (2006),
CERN-THESIS-2006-072.
[34] T.H. Kittelmann and E.B. Klinkby, A Study of TRT Noise in 2004 Test Beam Data,
ATL-INDET-PUB-2008-010;
T.H. Kittelmann, Modelling of Noise and Straw to Straw Variations in the ATLAS Transition
Radiation Tracker, ATL-INDET-PUB-2008-009.
[35] F. Åkesson et al., ATLAS Tracking Event Data Model, ATL-SOFT-PUB-2006-004.
[36] F. Åkesson et al., ATLAS Inner Detector Event Data Model, ATL-SOFT-PUB-2007-006.
[37] ATLAS Event Display Atlantis, http://www.hep.ucl.ac.uk/atlas/atlantis/.
[38] E.T. Ray, Learning XML, O’Reilly (2003) [ISBN: 0-596-00420-6].
[39] D. Tidwell, XSLT, O’Reilly (2001) [ISBN: 0-596-00053-7].
[40] S. Kolos et al., Online Monitoring software framework in the ATLAS experiment, Proceeding of
Conference for Computing in High-Energy and Nuclear Physics (CHEP2003), La Jolla, California
U.S.A. (2003), ATL-DAQ-2003-005.
[41] W. Vandelli et al., Stategies and Tools for ATLAS on-line monitoring, Proceeding of Conference for
Computing in High-Energy and Nuclear Physics (CHEP2003), Mumbai, India (2006).
[42] R. Brun and F. Rademaker, ROOT — An Object Oriented Data Analysis Framework, Nucl. Instum.
Meth. A 389 (1997) 81, also in Proceedings AIHENP’96 Workshop, Lausanne Switzerland (1996);
see also http://root.cern.ch/.
[43] F.P. Zema et al., The GNAM Monitoring system and the OHP histogram presenter for ATLAS, 14th
IEEE-NPS Real Time Conference 2005, Stockholm, Sweden (2005).
[44] Trolltech ASA Sandakerveien 116, Oslo, Norway, http://trolltech.com/.
[45] M. White, Searching for Supersymmetry with the ATLAS Detector, PhD Thesis, University of
Cambridge (2006), CERN-THESIS-2008-052.
[46] E. Abat et al., The ATLAS Transition Radiation Tracker (TRT) proportional drift tube: design and
performance, 2008 JINST 3 P02013.
[47] P.W. Phillips, Functional testing of the ATLAS SCT barrels, Nucl. Instrum. Meth. A 570 (2007) 230.
[48] S.O. Rice, Mathematical Analysis of Random Noise, Bell System Technical Journal 23 (1944) 282.
[49] ATLAS SCT collaboration, V.A. Mitsou, Production performance of the ATLAS semiconductor
tracker readout system, IEEE Trans. Nucl. Sci. 53 (2006) 729.
[50] S. Blusk et al., Proceedings of the ﬁrst LHC Detector Alignment Workshop, Geneva Switzerland
(2006), CERN-2007-004.
[51] F. Heinemann, Robust Track Based Alignment of the ATLAS Silicon Detectors and Assessing Parton
Distribution Uncertainties in Drell-Yann Processes, D.Phil. Thesis, University of Oxford (2007),
CERN-THESIS-2007-075.
– 61 –2
0
0
8
 
J
I
N
S
T
 
3
 
P
0
8
0
0
3
[52] P. Bruckman et al., Global c2 approach to the Alignment of the ATLAS Silicon Tracking Detectors,
ATL-INDET-PUB-2005-002.
[53] A. Bocci and W. Hulsbergen, TRT Alignment For SR1 Cosmics and Beyond,
ATL-INDET-PUB-2007-009;
T. Golling, , ATL-INDET-PUB-2006-001.
[54] O.K. Øye, Preparing the ATLAS experiment, SemiConductor Tracker commissioning and simulation
studies of SUSY models, Thesis, University of Bergen (2006).
[55] D. Mergelkuhl, A. Wiart, ATLAS - SCT Barrel Detector Photogrammetric Measurement of SCT
Barrel, FSI and Pixel JIG, EDMS document ATL-IS-UR-0004 id 681215 (2005).
[56] E. Dobson, S.M. Gibson, F. Heinemann and M. Karagoz Unel, Study of a twisted ATLAS SCT Barrel
deformation as revealed by a photogrammetry survey, ATL-INDET-PUB-2008-011.
[57] F. Campabadal et al., Beam tests of ATLAS SCT silicon strip detector modules, Nucl. Instrum. Meth.
A 538 (2005) 384.
[58] H. Pernegger, Integration and test of the ATLAS semiconductor tracker, Nucl. Instrum. Meth. A 572
(2007) 108.
[59] ATLAS TRT collaboration, T. Akesson et al., ATLAS Transition Radiation Tracker test-beam results,
Nucl. Instrum. Meth. A 522 (2004) 50.
– 62 –