Abstract. We study a restricted weak lower semicontinuity property, which we call the (PS)-weak lower semicontinuity, for a smooth integral functional on the Sobolev space along all weakly convergent Palais-Smale sequences of the functional. By the Ekeland variational principle, the (PS)-weak lower semicontinuity is sufficient for the existence of minimizers under the usual coercivity assumption. In general, this condition is not equivalent to the usual (unrestricted) weak lower semicontinuity condition, but we show that, in certain cases, these two conditions are equivalent and both reduce to the usual convexity or quasiconvexity condition in the calculus of variations.
Introduction
In this paper, we study the integral functionals of the type
where Ω is a domain in R n , u : Ω → R m is a vector field with Jacobi matrix Du(x) = (∂u i /∂x j ) and f (x, s, ξ) is a given function of point x ∈ Ω, vector s ∈ R n and matrix ξ ∈ M m×n , the set of all m × n matrices. Such integral functionals have been extensively studied with important applications in partial differential equations, nonlinear elasticity and the materials science; see, e.g., [3, 4, 5, 9, 11] and the references therein.
Under some structure and growth conditions, one can define functional I(u) on the Sobolev space W 1,p (Ω; R m ) of mappings from Ω to R m and study the minimization problem of the functional I on a given Dirichlet class. Such a problem can be studied by the direct method of calculus of variations [5] . An important property often linked to the direct method of calculus of variations is the so-called weak lower semicontinuity of the functional I. Recall that I is (sequentially) weakly lower semicontinuous on where u k u means u k weakly converges to u. It has been well-known that, under certain mild conditions on f , the weak lower semicontinuity of integral functional I defined above is equivalent to the important quasiconvexity condition introduced by Morrey; see, e.g., [1, 3, 5, 10, 11] . Recall that f (x, s, ξ) is quasiconvex in ξ in the Morrey sense provided that the inequality f (x, s, ξ) ≤ 1 |Ω| Ω f (x, s, ξ + Dϕ(y)) dy holds for a.e. x ∈ Ω, all s ∈ R n , ξ ∈ M m×n and all ϕ ∈ C ∞ 0 (Ω; R m ). We assume the functional I defined above is C 1 on W 1,p (Ω; R m ). This requires that f be C 1 in (s, ξ) and satisfy certain growth conditions. As in many application problems, I is often also bounded below. When minimizing bounded-below C 1 functionals over a Banach space, an important variational principle discovered by Ekeland [6] (see also [2] ) can provide more special minimizing sequences. For our functional I minimized over a Dirichlet class A g in W 1,p (Ω; R m ), we can always obtain a minimizing sequence {u k } in A g which satisfies I (u k ) → 0 in W −1,p (Ω; R m ). Here, we assume p > 1 and p = p p−1 , and W −1,p (Ω; R m ) denotes the dual space of W 1,p 0 (Ω; R m ). Consequently, the weak limit (if exists) of any such minimizing sequence will be an energy minimizer provided that I(u) only satisfies the condition:
(1.2) I(u) ≤ lim inf k→∞ I(u k ) whenever u k u in W 1,p (Ω; R m ) and
Such a condition has been also mentioned in [11] as a point of view to replace Morrey's quasiconvexity condition.
Note that in nonlinear analysis [2] the sequence {u k } with bounded I(u k ) satisfying I (u k ) → 0 is usually called a Palais-Smale sequence or a (PS) sequence of the functional I(u). Therefore, in this paper, we shall say that a sequence {u k } (PS)-weakly converges to u (with respect to I) and denote by u k ps u in W 1,p if it satisfies u k u in W 1,p and I (u k ) → 0 in W −1,p .
Certainly there may be functionals I for which no (PS)-weakly convergent sequences exist (see Example 3.1 below); such a case is not interesting since it rules out the existence of even critical points of the functional. In any case, we shall say the functional I(u) is (PS)-weakly lower semicontinuous on W 1,p (Ω; R m ) if it satisfies condition (1.2); we automatically assume the (PS)-weak lower semicontinuity if no (PS)-weak convergent sequences exist. If the condition holds only for all u k , u in the Dirichlet class A g , we then say I is (PS)-weakly lower semicontinuous on A g . As we shall see later, the (PS)-weak lower semicontinuity imposes some intrinsic property on the function f (x, s, ξ), which may be nonlocal even in x. In general, as shown in the paper (see Proposition 4.2), the (PS)-weak lower semicontinuity is not equivalent to the usual weak lower semicontinuity even for one dimensional scalar problems. However, the main results of the paper deal with certain cases where the (PS)-weak lower semicontinuity is actually equivalent to the usual weak lower semicontinuity of the functional (hence the convexity or quasiconvexity of f ). In general cases, we do not know the necessary and sufficient condition for the (PS)-weak lower semicontinuity. We point out that the major difficulty in handling this type of restricted weak lower semicontinuity lies in that the test sequences {u k } in the usual techniques [1, 5, 10] do not satisfy the condition
A closely related problem to the (PS)-weak lower semicontinuity of functional I is to characterize all the gradient Young measures [8] generated by weakly convergent (PS) sequences in W 1,p (Ω; R m ). This problem is associated with the theory of compensated compactness [12] . The difficulty lies in that in this case the strong convergence I (u k ) → 0 in W −1,p (Ω; R m ) can not be realized by the Young measure of {Du k } in the dimension n ≥ 2. Recently the weak lower semicontinuity of functionals under certain linear differential constraints has been studied using the Young measure theory [7] . These linear constraints A(u) are independent of the functional and usually have large kernel. Then the constrained lower semicontinuity of functionals may be characterized through the Jensen's inequality of the integrant with the associated Young measures supported on the kernel of A; this is the so-called A-quasiconvexity [7] . In this paper, we do not pursue the Young measure method for our restricted weak lower semicontinuity studied here because the Young measures do not realize the strong convergence
We now outline the plan of the paper. In Section 2, we present some notation and preliminaries that are needed in this paper and quote a suitable version of Ekeland's variational principle; we refer to [2] for a proof and more on this principle. The definition of (PS)-weak lower semicontinuity is given in Section 3, along with some basic properties about this condition. We also present an existence result based on the (PS)-weak lower semicontinuity using the Ekeland variational principle. Section 4 deals with one dimensional scalar cases, where we show without a coercivity condition the (PS)-weak lower semicontinuity may not be equivalent to the usual weak lower semicontinuity, but with a coercivity and some technical smoothness assumption the (PS)-weak lower semicontinuity is equivalent to the usual one at least in the case when f = f (x, ξ). Section 5 is devoted to the special cases for functions f = f (ξ), where f : M m×n → R is a C 1 function satisfying certain growth conditions. In the scalar case (m = 1), using certain one-dimensional constructions, we show that the (PS)-weak lower semicontinuity is equivalent to the convexity of f and hence equivalent to the usual weak lower semicontinuity. We also study the general case with function f (ξ) satisfying a coercivity condition. In this case, we again show the (PS)-weak lower semicontinuity is equivalent to the usual one using a Vitali type construction [5] . The result under the coercivity assumption has been announced in [13] and we include it here for the completeness of results and for the convenience of the reader.
Notation and preliminaries
Let Ω be a bounded domain in R n . Let M m×n be the set of m × n matrices. For vectors a, b ∈ R n and matrices ξ, η ∈ M m×n , we define the inner products by
with the corresponding Euclidean norms denoted both by | · |. For vectors q ∈ R m , a ∈ R n , we denote by q ⊗ a the rank-one m × n matrix (q i a j ).
Let W 1,p (Ω) be the usual Sobolev space of scalar functions on Ω, and define W 1,p (Ω; R m ) to be the space of vector functions u : Ω → R m with each component u i ∈ W 1,p (Ω) and we denote by Du the Jacobi matrix of u defined by
Let C ∞ 0 (Ω; R m ) be the set of infinitely differentiable vector functions with compact support in Ω, and let W Let g ∈ W 1,p (Ω; R m ). Define the Dirichlet class
For A ∈ M m×n , define g A (x) = Ax and let W 
holds for all 0 < λ < 1 and ξ, η ∈ M m×n .
(ii) We say that h is quasiconvex in the Morrey sense if the inequality
holds for all A ∈ M m×n and ϕ ∈ C ∞ 0 (Ω; R m ).
For more on Morrey's quasiconvexity condition, we refer to [1, 3, 5, 10, 11] . Note that in the case of n = 1 (one-dimensional) or m = 1 (scalar) the convexity and quasiconvexity for the function h : M m×n → R are equivalent.
Note also that h is convex if and only if g(t) = h(ξ + tη) is a convex function of t on R for all ξ, η ∈ M m×n . For C 1 functions h, the convexity condition is equivalent to the condition
Furthermore, a C 1 function h on R is convex if and only if h is nondecreasing, or equivalently, the following condition holds:
We say f is Carathéodory if f (x, s, ξ) is measurable in x ∈ Ω for all (s, ξ) ∈ R n × M m×n and continuous in (s, ξ) ∈ R n × M m×n for almost every x ∈ Ω. If f (x, s, ξ) is measurable in x ∈ Ω for all (s, ξ) ∈ R n ×M m×n and is C 1 in (s, ξ) ∈ R n ×M m×n for almost every x ∈ Ω, we shall use the following notation to denote the derivatives of f on s and ξ:
Given a function f (x, s, ξ), define the integral functional I on W 1,p (Ω; R m ) by
The following important result has been proved by Acerbi and Fusco [1] .
Theorem 2.1. Assume f is Carathéodory and satisfies
where c 1 > 0 and A ∈ L 1 (Ω). Then the functional I defined above is weakly lower semicontinuous on W 1,p (Ω; R m ) if and only if f (x, s, ·) is quasiconvex for almost every x ∈ Ω and all s ∈ R n ; that is, the inequality
holds for a.e. x ∈ Ω, all s ∈ R n , ξ ∈ M m×n and all ϕ ∈ C ∞ 0 (Ω; R m ).
For smooth and bounded-below functionals on Banach space, we have the following result from the Ekeland variational principle [2, 6] . We refer to [2, 6] for the proof and more on the applications of the Ekeland variational principle.
Theorem 2.2. Let X be a Banach space and X * its dual space, and let Φ : X → R be a C 1 functional which is bounded below. Then, for each > 0, there exists u ∈ X such that
Therefore, there exists a minimizing sequence {u k } in X such that
The (PS)-weak lower semicontinuity
In this section, we assume f (x, s, ξ) is measurable in x ∈ Ω for all (s, ξ) ∈ R n × M m×n and is C 1 in (s, ξ) ∈ R n × M m×n for almost every x ∈ Ω. We also assume 1 < p < ∞ and f satisfies the growth conditions
for almost every x ∈ Ω and for all s ∈ R n , ξ ∈ M m×n , where c 1 , c 2 are positive constants and A, B are positive functions with
From these assumptions, we easily obtain the following result, whose proof is left to the interested reader. Proposition 3.1. Under the above conditions, the functional I defined above is a C 1 functional on W 1,p (Ω; R m ) and for each u the Fréchet derivative I (u) is given by
When minimizing the functional I on a Dirichlet class A g , one can shift the class to the Banach space
where Φ(w) = I(w + g). We easily have the following result.
) is C 1 and Φ (w) = I (w + g) as elements in X * , the dual space of X.
In the following we write
Note that, given a smooth functional
are usually called the Palais-Smale sequences or (PS) sequences for the functional I. Therefore, for simplicity, we use the following definition.
Definition 3.1. A sequence {u k } is said to (PS)-weakly converges to u (with respect to I) in W 1,p (Ω; R m ) and denoted by u k ps u provided that
Define the set of all (PS)-weak limits to be
. Then clearly C ⊆ S, and hence S can be viewed as a relaxation of C under the (PS)-weak convergence. However, for certain functionals I the set S may be empty.
where χ E is the characteristic function of a measurable set E in (0, 1) with 0 < |E| < 1 and h(ξ) = π 2 + arctan ξ. Define
We claim that for the functional I the (PS)-weak limit set S = ∅. Suppose to the contrary u k
Definition 3.2. Given any nonempty family A ⊆ W 1,p (Ω; R m ), we say that I is (PS)-weakly lower semicontinuous on A provided that
We shall technically assume this property if A ∩ S = ∅.
The following result shows that if f = f (x, ξ) is convex in ξ then the functional I is in fact (PS)-weakly continuous on all Dirichlet classes. Proposition 3.3. Assume f = f (x, ξ) satisfies the corresponding growth conditions as (3.1) and (3.2) above. Suppose f (x, ξ) is convex in ξ for almost every x ∈ Ω. Then both I and −I are (PS)-weakly lower semicontinuous on all Dirichlet classes A g with g ∈ W 1,p (Ω; R m ). Therefore the functional I is (PS)-weakly continuous on A g in the sense that
Proof. For any u k , u ∈ W 1,p (Ω; R m ), by the convexity of f , it follows from (2.4) that
for almost every x ∈ Ω. If u k ps u, and u − u k ∈ W 1,p 0 (Ω; R m ), then integrating the above inequalities, we have lim inf
and hence (3.7) follows.
We show that in general the (PS)-weak lower semicontinuity on all Dirichlet classes does not imply the (PS)-weak lower semicontinuity on the whole space W 1,p (Ω; R m ) (without the fixed boundary conditions).
Proposition 3.4.
Let Ω be the unit disc in R 2 and I(u) = − Ω |Du| 2 dx for u : Ω → R. Then I is (PS)-weakly lower semicontinuous on all Dirichlet classes of W 1,2 (Ω) but not (PS)-weakly lower semicontinuous on W 1,2 (Ω).
Proof. By the preceding proposition, I is (PS)-weakly lower semicontinuous on all Dirichlet classes of W 1,2 (Ω). We now show it is not (PS)-weakly lower semicontinuous on W 1,2 (Ω) (without the fixed boundary conditions). We identify
It is easy to see u k → 0 uniformly onΩ and hence u k 0 in W 1,2 (Ω). Since u k is harmonic in Ω, it also follows that Du k → 0 in W −1,2 (Ω). Therefore, for functional I(u) = − Ω |Du| 2 dx, we have u k ps 0, but I(0) = 0 and lim inf k I(u k ) = −1. Hence I is not (PS)-weakly lower semicontinuous on W 1,2 (Ω).
As we mentioned in the introduction, the (PS)-weak lower semicontinuity has been motivated by using the Ekeland variational principle in the direct method for the minimization problem. We have the following existence result.
Theorem 3.5. Assume f satisfies, in addition to (3.1) and (3.2), the following coercivity condition
where c 0 > 0 is a positive constant, a ∈ L 1 (Ω) is a function. Given g ∈ W 1,p (Ω; R m ), assume the functional I defined above is (PS)-weakly lower semicontinuous on A g . Then the minimization problem inf u∈Ag I(u) has at least one solution u ∈ A g .
Proof.
The proof uses a standard direct method of the calculus of variations.
Then Φ is C 1 and bounded below on X, and Φ (u) = I (u + g) in X * . By Theorem 2.2, there exists a sequence {u k } in X such that
Under the condition c 0 > 0 the sequence {w k } determined by (3.11) above is bounded in W 1,p (Ω; R m ) and, since 1 < p < ∞, has a weakly convergence subsequence, relabeled {w k } again. Let u be the weak limit. Then u ∈ A g and w k ps u; hence the (PS)-weak lower semicontinuity on A g implies
Hence I(u) = inf w∈Ag I(w).
Remark 3.1. Under the growth assumptions (3.1) and (3.2), any minimizer u of I over A g is a weak solution to the Dirichlet problem of the EulerLagrange equation of functional I; that is,
One dimensional scalar cases
In this section we study the (PS)-weak lower semicontinuity in some special one dimensional scalar cases.
We first consider the Sobolev space H 1 (0, 1) = W 1,2 (0, 1) and functions f (x, ξ) satisfying
, then there exists a subsequence
Then it is easily seen that
In contrast to the theorem of Acerbi and Fusco (Theorem 2.1), we show below by an example that the (PS)
where θ ∈ (0, 1) is a constant. Note that the condition (4.3) implies h(0) < h(ξ) for all ξ ∈ R. Given any u k ps u in H 1 (0, 1), using subsequence if necessary, we assume lim k→∞ I(u k ) exists. By Proposition 4.1 above, there exists a subsequence {u
Since a = 0 on [0, θ), one must have the limit L = 0; this also implies the whole sequence a(
Hence, for a subsequence it follows that h (u k j (x)) → 0 for almost every x ∈ (θ , 1). By (4.3), we have that u k j (x) → 0 for almost every x ∈ (θ , 1). Therefore the weak limit u = 0 on (θ , 1) for all θ ∈ (θ, 1). This implies u = 0 in (θ, 1). Since h(ξ) ≥ h(0) for all ξ, we have
Hence I satisfies the (PS)-weak lower semicontinuity on H 1 (0, 1). Note that the condition (4.3) does not imply that h is convex. (See, e.g., condition (2.5).) Hence I may not be weakly lower semicontinuous on H 1 (0, 1) by Theorem 2.1 above. 1 θ a(x)dx, for any constants a, b ∈ R. These minimizers are exactly those functions u in the Dirichlet class for which there exists a sequence {u k } in the class such that u k ps u.
Despite of the result above, we shall show that the (PS)-weak lower semicontinuity is equivalent to the usual weak lower semicontinuity if f (x, ξ) satisfies certain coercivity condition.
In the following, for β ∈ R, let W
for all x and ξ. If the functional I defined by f is (PS)-weakly lower semicontinuous on W 1,p
For the technical reason of using the following Sard's theorem [9] , we have assumed that f is sufficiently smooth in both x and ξ in the theorem.
Lemma 4.4. Let h : R → R be C 1 and S = {y ∈ R | ∃ x ∈ R, y = h(x), h (x) = 0}. Then the Lebesgue measure |S| = 0 and, in particular, the set of regular values of h, R \ S, is dense in R.
We proceed with several lemmas to prove Theorem 4.3. First of all, for β ∈ R, we define m(β) = inf{I(u) | u ∈ W Proof. We only prove the equation (4.6); the other one follows similarly. By contradiction, suppose the limit is not +∞. Then there exist positive constants β 0 , 0 and M such that
which, in particular, implies that
Using (4.5), we have m(β 0 +k 0 ) ≥ c 0 |β 0 +k 0 | p ≥ γk p −C 0 for some positive constants γ and C 0 , and for all k = 1, 2, · · · . This combined with (4.8) yields a desired contradiction since p > 1. This proves (4.6).
Lemma 4.6. For any β ∈ R, it follows that (4.9) lim sup
Proof. For 0 < δ < 1 we define w to be the linear function with w(1−δ) = 0, w(1) = . Hence w (x) = /δ. Let u β be a minimizer for m(β) and let
as → 0. From this the lemma follows.
The lemmas above imply Lemma 4.7. For any constant θ ∈ R, there exists a function q θ ∈ L p (0, 1) such that f ξ (x, q θ (x)) = θ for almost every x ∈ (0, 1).
Proof. In view of (4.10) above, there exist β 1 < β 2 such that µ(β 1 ) < θ < µ(β 2 ). Hence for almost every x ∈ (0, 1) we have f ξ (x, u β 1 (x)) < θ < f ξ (x, u β 2 (x)). Let
Then q ± ∈ L p (0, 1). By the intermediate value property of f ξ (x, ·), there exists q ∈ (q − (x), q + (x)) such that f ξ (x, q) = θ. Let q θ (x) be the infimum of all such q's. Then f ξ (x, q θ (x)) = θ, q θ (x) is lower semicontinuous and q − (x) ≤ q θ (x) ≤ q + (x) at almost every x ∈ (0, 1) and hence q θ ∈ L p (0, 1).
The following result turns out to be quite useful in the proof of the theorem and also later; the proof is elementary and included here for the convenience of the reader. 
Assume h(t) ≥ 0 for all t ∈ R. Then the following statements are equivalent:
Proof. We prove the result by showing that (i) ⇒ (iii) ⇒ (ii) ⇒ (i).
(i) ⇒ (iii). This is easy. 2. (iii) ⇒ (ii).
Suppose to the contrary S 1 = ∅ and (α, β) ∈ S 1 . Using inequality (iii) with (α, β) ∈ S yields that ∀ 0 < λ < 1 with t λ = λα + (1 − λ)β,
Letting λ → 1 − and 0 + in (4.11) respectively yields that
. However, by the mean value prop-
= h (t) for some t ∈ (α, β), which shows (α, β) / ∈ S 1 , a desired contradiction.
3. (ii) ⇒ (i). Again, to the contrary, suppose h is not convex. Then there exist a < b such that h (a) > h (b). We consider only the case when h (a) > 0; otherwise, considerh(t) = h(−t),ā = −b andb = −a. We claim there exist c < d ≤ a such that h (c) < h (d). If not, h would be nonincreasing on (−∞, a] and hence h would be concave on (−∞, a]. Therefore we would have h(t) ≤ h(a) + h (a)(t − a) for all t < a. Since h (a) > 0, letting t → −∞, we would have h(t) → −∞, a contradiction with h ≥ 0. Let c < d ≤ a be any points as above. Let m = max [c,b] h . Define S = {t ∈ [c, b] h (t) = m}, s − = min S, and s + = max S. Then s − , s + ∈ S and c < s
) and hence by the intermediate value property of h , define β ∈ (s + , b) so that h (β ) = h (c), and define α = c. If h (c) < h (b), then h (b) ∈ (h (c), h (s − )) and hence again by the intermediate value property of h , we define α ∈ (c, s − ) so that h (α ) = h (b), and define β = b. The points α < β defined this way will satisfy α < s − ≤ s + < β and h (α ) = h (β) < h (s − ). Let G = {t ∈ (α , β ) h (t) > h (α )}. Then G is an open set and s − ∈ G. Let (α, β) be the component of G containing s − . Then it follows that (α, β) ∈ S 1 , a contradiction with (ii); hence h is convex. Proof of Theorem 4.3. Given any x 0 ∈ (0, 1), we prove f (x 0 , ·) is convex. By Lemma 4.8, it suffices to show that there exist no numbers ξ 1 < ξ 2 such that
We prove this by contradiction. Suppose ξ 1 < ξ 2 satisfy (4.12). We will derive a contradiction by showing such ξ i 's must satisfy
for all λ ∈ (0, 1), which gives a desired contradiction as in the step 2 of the proof of Lemma 4.8.
To this end, assume
To proceed, we need the following lemma, which is the only place we use the smooth assumption of f ξ (x, ξ) on (x, ξ).
Lemma 4.9. There exist a sequence θ n ∈ (θ 0 ,θ) with θ n → θ 0 as n → ∞, a closed interval J n = [a n , b n ] ⊂ (0, 1) containing x 0 , and two continuous functions q ± n : J n → (ξ 1 , ξ 2 ) such that q − n (x) < q + n (x) and f ξ (x, q ± n (x)) = θ n for all x ∈ J n . Moreover, q 
The assumption (4.12) implies ξ − n → ξ 1 and ξ + n → ξ 2 as n → ∞. Since θ n is a regular value of f ξ (x 0 , ·), it follows that f ξξ (x 0 , ξ ± n ) = 0. By the implicit function theorem, we have interval J n = [a n , b n ] ⊂ (0, 1) containing x 0 and two differentiable functions q ± n :
Then the functions q ± n (x) satisfy the requirements of the lemma. We continue the proof of the theorem. Let θ n ∈ (θ 0 ,θ), J n = [a n , b n ] and q ± n : J n → (ξ 1 , ξ 2 ) be given as in the lemma above. Let J = [a, b] ⊂ J n be any interval containing x 0 . Let q n ∈ L p (0, 1) be the function q θ determined by Lemma 4.7 with θ = θ n . In what follows, we fix n. For each k = 1, 2, · · · , we define function u k (x) by u k (x) = x 0 w k (t)dt, where w k (t) is defined as follows:
. It is easily seen that u k ∈ W 1,p (0, 1) and {u k } is bounded in W 1,p (0, 1) .
Proof. It is easy to see
where a + (j−1)
are some points. Hence the sums in (4.18) and (4.19) are Riemann sums; therefore, as k → ∞, the lemma follows.
Letū ∈ W 1,p (0, 1) be defined byū(x) = x 0w (t)dt, wherē
. From the lemma above, it easily follows that u k ū in W 1,p (0, 1). In particular, k =ū(1) − u k (1) → 0 as k → ∞. By the definition of u k it follows easily that f ξ (x, u k (x)) = θ n for almost every x ∈ (0, 1); hence I (u k ) = 0 in W −1,p (0, 1). We now modify u k to a functionũ k ∈ W 1,p β (0, 1) with β =ū(1). For 0 < δ < 1 − b to be selected later, we defineũ
Hence we select δ = δ k = | k | 1/2 for all sufficiently large k. For this choice of δ, it is easily shown that the functionũ k ∈ W 1,p p (0, 1) , and hence it follows that I (ũ k ) → 0 in W −1,p (0, 1) and 1) . Therefore, by the (PS)-weak lower semicontinuity of I on W 1,p β (0, 1), we have I(ū) ≤ lim inf k I(ũ k ) = lim inf k I(u k ). Using Lemma 4.10, after easy computations, this implies
This holds for all intervals [a, b] ⊂ J n containing x 0 and hence, letting [a, b] shrink to {x 0 }, we have
Finally letting n → ∞, by Lemma 4.9, we have
as desired by (4.13).
The proof of the theorem is now completed.
Special cases with
In this section, we study some special cases with function f = f (ξ), where f : M m×n → R is a C 1 function satisfying the following growth conditions:
where 1 < p < ∞ and c 0 ≥ 0, c 1 > 0, c 2 > 0 are constants. In this case, we shall also use the simplified notation D ξ f (ξ) = Df (ξ) = f (ξ). As before, let I be the functional associated with f :
We first have the following result when m = 1 (the scalar case) with c 0 = 0 in (5.1), which is in contrast to Proposition 4.2 above A for all A ∈ R n if and only if f is convex on R n .
Proof. By Theorem 2.1, we only need to show the necessary part of the theorem. Thus assume I is (PS)-weakly lower semicontinuous on the Dirichlet classes W
1,p
A for all A ∈ R n . We prove that f is convex on R n . To this end, let ξ, η ∈ R n and |η| = 1 be given and let h(t) = f (ξ + tη). We show that h is a convex function of t ∈ R; this implies f is convex on R n . By virtue of Lemma 4.8 above, to show h is convex, it suffices to establish the inequality (iii) in that lemma for all a, b ∈ R with a < b and h (a) = h (b). Note that
Given any λ ∈ (0, 1), let θ(t) be the periodic function on R of period 1 satisfying θ = 0 on [0, λ) and θ = 1 on [λ, 1). Let ρ(t) be the Lipschitz function on R with ρ(0) = 0 and ρ (t) = θ(t) for almost every t ∈ R. For k = 1, 2, · · · , we define functions
k ). Let {η 1 , η 2 , · · · , η n } be an orthonormal basis of R n with η 1 = η. For each x ∈ R n , we write x = n i=1 t i η i and define
Then one can easily show that
For any 1 ≤ p < ∞, the sequence {u k } defined by (5.4) above satisfies
In fact, one can show that u k →ū uniformly onΩ. We leave the proof of these facts to the interested reader.
Proof. Given any v ∈ W 1,p 0 (Ω), we extend v to be zero outside Ω. Let Q N be the cube
Assume N is large enough so thatΩ ⊂ Q N . Then
where
Note that Du k = α on A j and Du k = β on B j and hence, by the divergence theorem and (5.3) above as well, we have
Hence, since F ±kN lies in R n \Ω, where v = 0, it follows that
To continue the proof of the theorem, we now modify the sequence {u k } above into a sequence in W 
Note that the measure |Ω \ Ω j | → 0 as j → ∞. Let ϕ j ∈ C ∞ 0 (Ω) be the cut-off functions such that ϕ j = 1 on Ω j and 0 ≤ ϕ j ≤ 1 in Ω. Since u k →ū uniformly onΩ, we have that, for each j ≥ j 0 , there exists k j > j satisfying
A (Ω) and Dũ j = ϕ j Du k j +(1−ϕ j )Dū+(u k j −ū)Dϕ j . Hence, by (5.7) and also since Du k j , Dū are bounded, it follows that A (Ω), we have I(ū) ≤ lim inf j I(ũ j ) = lim inf j I(u k j ). Using (5.6), we easily see that this implies
Hence by Lemma 4.8 above, h(t) = f (ξ + tη) is convex for all ξ, η with |η| = 1. This proves f is convex on R n .
We now study the general case with m ≥ 2. Under the coercivity condition that c 0 > 0 in (5.1), we have the following result, which was announced a few years ago in [13] , but has never been published; we include it here for the convenience of the reader. 
Proof. By the theorem of Acerbi-Fusco (Theorem 2.1), (i) ⇔ (iv) even when c 0 = 0. Moreover, by the definition of quasiconvexity and using approximation, if f is quasiconvex and only satisfies (5.1) with c 0 ∈ R, then it readily follows that I(g A ) ≤ I(u) for all u ∈ W 1,p
Therefore, to prove the theorem, it suffices to show that (iii) ⇒ (iv) and that (v) ⇒ (iv) (in fact if c 0 ≥ 0). We prove them as separate results in two lemmas below. 
Then Φ : X → R is C 1 and bounded below, and Φ (v) = I (g A + v). By Theorem 2.2, there exists a sequence {v k } in X such that
This implies
and thus f is quasiconvex. Proof. Given A ∈ M m×n , by Theorem 3.5 (note that c 0 > 0 is needed here), there existsū ∈ W
A (Ω; R m ) which is a minimizer of I(u) on W
A (Ω; R m ). We now apply the standard technique of Vitali covering [5] to construct a sequence
Note that (5.11) will follow from (5.9) since u k ∈ W 1,p A (Ω; R m ) is also a minimizer of I(u) on W 1,p A (Ω; R m ). Once we have constructed such a sequence {u k }, which certainly satisfies u k ps g A , the (PS)-weak lower semicontinuity condition (iii) will imply
for all A ∈ M m×n , which is exactly the quasiconvexity condition of f , and hence the result follows. Assume, without loss of generality, 0 ∈ Ω and then we use the Vitali covering theorem to decompose Ω as follows:
, where Ω j = a j + j Ω ⊂⊂ Ω with a j ∈ Ω, 0 < j < 1/k, and |N | = 0. Let u = g A +v, wherev ∈ W Certainly this implies (5.9). Furthermore, it is easy to see
Hence u k g A as k → ∞. As mentioned above, condition (5.11) follows from (5.9). This completes the construction of {u k } and thus the proof of the lemma. Proof. Let u ∈ X = W 1,p ((0, 1); R 2 ). Then
and hence it can be shown that
where C 1 (u), C 2 (u) are two constants depending boundedly on u ∈ X. Assume u k ps u in X. We also assume that lim k→∞ I(u k ) exists. Then there exists a subsequence {u k j } such that
as j → ∞, where C 1 , C 2 are some constants; from this, we also assume there exists a measurable set E ⊂ (0, 1) such that (5.13) |E| = 1, lim j→∞ f ξν (u k j (x)) = C ν ∀ x ∈ E (ν = 1, 2).
Note that for all M > 0 the measure |{x ∈ E | |u k (x)| > M }| ≤ C M p for all k, where C is a constant; hence there exists a sufficiently large M > 0 such that the measure |E j | > 1 2 , where E j = {x ∈ E | |u k j (x)| ≤ M }. It is then an easy exercise that there exists a subsequence {E js }, with j s → ∞ as s → ∞, of sets {E j } such that the set E ∞ = ∩ ∞ s=1 E js is non-empty; we leave the proof to the interested reader. Therefore there exists at least one x 0 ∈ E ∞ , for which |u k js (x 0 )| ≤ M for all s = 1, 2, · · · . By taking a further subsequence, we have u k js (x 0 ) → α ∈ R 2 along a subsequence of s → ∞. Therefore, by (5.13), it follows that f (α) = (C 1 , C 2 ). Since the map f is one-to-one, from (5.13) it follows that u k j (x) → α as j → ∞ for all x ∈ E. This implies that u (x) = α and f (u k j (x)) → f (α) as j → ∞ for all x ∈ E. Hence, by Fatou's lemma,
which proves the (PS)-weak lower semicontinuity of I on X.
Remark 5.2. Note that if f (ξ 1 , ξ 2 ) = ϕ(ξ 1 − ξ 2 2 ) on R 2 , where ϕ ≥ 0 is any C 1 function with a strictly increasing derivative ϕ > 0 on R, then f : R 2 → R 2 is one-to-one, but f is not convex on R 2 . An example of such a ϕ is given by ϕ(t) = e t t ≤ 0; t 2 + t + 1 t > 0.
Note that the corresponding function f (ξ) = f (ξ 1 , ξ 2 ) = ϕ(ξ 1 − ξ 2 2 ) then also satisfies the conditions (5.1) and (5.2) with c 0 = 0 and p = 4. For such a function h = f , the condition (iii) in Lemma 4.8 above holds automatically, but h is not convex; this shows that conditions (i) and (iii) in Lemma 4.8 are not equivalent in general for functions h : R 2 → R.
