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Nous passons en revue des techniques de re´e´chantillonnage utilise´es pour l’estimation de
variance en sondage. Les techniques de re´e´chantillonnage conside´re´es sont base´es sur la
line´arisation, le jackknife, les re´pe´titions e´quilibre´es re´pe´te´es, et le bootstrap. Quelques
unes des proce´dures d’estimation de variance utilisent des me´canismes de calibration et
d’imputation afin d’ame´liorer l’estimation. Notre objectif est d’obtenir des conclusions
pratiques base´es sur des conside´rations the´oriques et des comparaisons empiriques.
Quelques mots cle´s : bootstrap, calibrage, fonction d’influence empirique, imputation,
jackknife, line´arisation, non-re´ponse, valeures manquantes.
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1 Introduction
Des formules exactes pour la variance des estimateurs, base´es sur des donne´es de son-
dages, sont disponibles seulement pour des classes d’estimateurs limite´es, quoique tre`s
importantes, de sorte que des approximations sont couramment utilise´es dans la pratique.
Des approximations classiques sont de´rive´es a` partir de variantes de la me´thode delta,
pour lesquelles des estimateurs grossiers sont obtenus en utilisant un de´veloppement de
Taylor. Lorsque l’e´chantillon est petit ou que l’estimateur est complexe, il est naturel de
se poser la question de l’exactitude du de´veloppement sur lequel repose la validite´ des
formules re´sultantes, et de rechercher d’autres approches. Une classe importante d’al-
ternatives est base´e sur les proce´dures de re´e´chantillonnage, qui impliquent des calculs
re´pe´te´s sur l’e´chantillon obtenu au de´part. La plus importante de celles-ci est le boots-
trap, introduit par Efron (1979), mais il y a aussi le jackknife (Quenouille, 1949a; Tukey,
1958), qui fut introduit a` la base pour l’estimation du biais dans l’analyse de se´ries
temporelles, et par le semi-e´chantillonnage (McCarthy, 1969), qui puise ses racines dans
des travaux entrepris durant la fin des anne´es 1950 au bureau ame´ricain de Census
(Hartigan, 1969; Hall, 2003; Wolter, 1985, Section 3.1). Ne´anmoins, le bootstrap est la
proce´dure la plus flexible et la plus puissante, et pour cette raison se trouve largement
utilise´ dans les applications.
Le but de cet article est de revoir des travaux publie´s sur les applications de ces
ide´es dans le contexte des enqueˆtes, avec un accent sur les possibilite´s d’imple´mentation
pratique plutoˆt que sur la the´orie. Le chapitre 2 de´crit brie`vement les types d’estimateurs
conside´re´s et les proce´dures d’ajustement et d’imputation qui peuvent eˆtre utilise´es pour
les modifier. Le chapitre 3 de´crit les approches de line´arisation, et est suivi de descriptions
concernant l’application du jackknife, les re´pe´titions e´quilibre´es re´pe´te´es, et le bootstrap,
dans le contexte des sondages. Des comparaisons nume´riques concernant les principales
me´thodes de re´e´chantillonnage sont passe´es en revue dans le chapitre 7, et nous concluons
sur une bre`ve discussion.
2 Pre´liminaires
2.1 Parame`tres et estimateurs
Afin d’e´tablir la notation nous conside´rons initialement le cas d’une re´ponse comple`te
pour un sche´ma d’e´chantillonage stratifie´ de probabilite´s ine´gales a` un degre´ sans remise,
avec N unite´s divise´es en H strates, a` partir duquel n unite´s sont e´chantillonne´es. Soit
nh le nombre d’unite´s e´chantillonne´es a` partir des Nh unite´s de population dans la strate
h, et soit πhi la probabilite´ d’inclusion pour l’unite´ i de cette strate. Dans des enqueˆtes
sur les me´nages, cette unite´ pourrait consister en une grappe d’individus, auquel cas
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nous supposons que la re´ponse de l’unite´ d’inte´reˆt re´sume la grappe. Ainsi la taille de
la population en nombre d’unite´s e´chantillone´es est N =
∑H
h=1Nh et n =
∑H
h=1 nh. Soit
xhi et yhi les variables qui ont e´te´ mesure´es sur les unite´s, ou` yhi est la re´ponse d’inte´reˆt
scalaire et xhi est un vecteur q × 1 de variables auxiliaires.
Les parame`tres de la population finie peuvent eˆtre classifie´s en deux grands groupes.
Le premier groupe, qui est le plus important, contient des quantite´s qui sont des fonctions







le rapport des deux totaux de populations pour deux variables diffe´rentes,
ψ = τ1/τ2, (1)
ou le changement dans le rapport entre deux occasions d’e´chantillonage diffe´rents,
δ(t1, t2) = ψt1 − ψt2 . (2)
L’autre groupe principal de parame`tres comprend les fonctions non lisses des re´ponses
de la population finie, comme la me´diane,
y0.5 = median {yhi : i = 1, . . . , Nh, h = 1, . . . , H} ,
d’autres quantiles, et des statistiques qui se basent dessus. Un exemple est F (ayb), ou`
F est la fonction de distribution du revenu des me´nages dans une population ; prendre
a = b = 0.5 donne la proportion de me´nages dont le revenu est en-dessous de la moitie´
de la me´diane.
L’estimation des parame`tres de la population finie est base´e sur les donne´es des n
unite´s e´chantillonne´es et sur leur probabilite´ d’inclusion dans le plan d’e´chantillonnage.








ou` y est le vecteur n × 1 de re´ponses e´chantillonne´es et ω est le vecteur n × 1 de leurs
poids ωhi = 1/πhi, les probabilite´s d’inclusion inverses. La variance exacte de cet esti-
mateur implique les probabilite´s d’inclusion conjointes pour les diffe´rentes unite´s et est
aise´ment obtenu. Elle peut eˆtre utilise´e pour de´velopper des formules de variance pour
des estimateurs de parame`tres tel que (1) et (2) ci-dessus, mais des complications sur-




Dans beaucoup de cas les totaux de la population sont connus pour certaines des
variables auxiliaires x, et cette information peut eˆtre utilise´e pour augmenter la pre´cision
de l’estimation. Supposons que qC marges des q variables auxiliaires soient connues, avec
qC ≤ q, soit c le vecteur qC × 1 de marges connues, et soit XC la matrice de variables
auxiliaires n× q dont les marginales c pour la population entie`re sont connues. Utilisant
l’estimation d’un total pour illustrer l’ide´e de la calibration, la qualite´ de l’estimateur de
Horvitz–Thompson peut eˆtre ame´liore´ en calibrant les poids whi de sorte a` eˆtre aussi pre`s
que possible des poids originaux ω dans une certaine me´trique G, sous les contraintes
que les variables auxiliaires ponde´re´es concordent avec les marges (Deville et Sa¨rndal,













Une mesure de distance commune utilise´e dans la pratique est la me´trique ℓ2, G(x) =
(x− 1)2/2 ; dans ce cas les poids calibre´s valent




ou` Ω de´signe la matrice diagonale dont les e´le´ments sont les ωhi. Ainsi l’estimateur calibre´
de Horvitz–Thompson pour le total s’e´crit
τ̂ = wTy = ωTy + (c−XTCω)
T(XTCΩXC)
−1XTCΩy
= ωTy + (c−XTCω)
Tγ̂, (5)
γ̂ e´tant l’estimateur de re´gression lorsqu’on fait une re´gression de y sur XC avec poids Ω.
Le deuxie`me terme de τ̂ est un ajustement aux poids ω qui tient compte de la diffe´rence
entre XTCω et de la valeur de la population cible c des marges.
Un grand nombre d’autres mesures de distance entre w et ω peut eˆtre envisage´.
Par exemple, la mesure multiplicative G(x) = x log x − x + 1 (Deville et al., 1993)
garantit que les poids calibre´s, comme les poids originaux, sont positifs. Cependant les
re´sultats, en utilisant diverses me´triques G, sont asymptotiquement e´quivalents (Deville
et Sa¨rndal, 1992), et en pratique Deville et al. (1993) ont observe´ que, bien que les poids
individuels peuvent varier beaucoup en fonction des me´thodes, le choix de G a un impact
relativement faible sur l’estimation ponctuelle et sur l’estimation de variance. Bien que
les hypothe`ses a` partir desquelles on de´duit l’e´quivalence asymptotique de ces me´thodes
ne sont souvent pas ve´rifie´es en pratique, l’effet sur la conclusion globale de la me´thode de
calibration est ge´ne´ralement petit. Etant donne´ que le calcul de poids pour des mesures
plus complique´es, telles que la mesure multiplicative, ne´cessite plus d’effort de calcul,
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nos recherches se concentrent surtout sur les poids calibre´s (4) avec la me´trique ℓ2, ce
qui ne´cessite seulement un calcul de re´gression. Quelques une des e´tudes nume´riques
de´crites ci-dessous ont utilise´ d’autres formes de calibration, tel que l’ajustement ite´ratif
proportionnel, mais les conclusions sont tre`s proches de celles utilisant la me´trique ℓ2.
2.3 Imputation
Dans la pratique l’application de me´thodes d’enqueˆtes ame`ne rarement a` des jeux de
donne´es complets. Il existe deux types principaux de non-re´ponses, la non-re´ponse de
type unite´ (‘unit non-response’ en anglais), pour laquelle toutes les donne´es pour une
unite´ e´chantillonne´e manquent, et la non-re´ponse de type article (‘article non-response’),
pour laquelle une partie mais pas toutes les donne´es pour l’unite´ manquent.
La non-re´ponse unite´ est souvent traite´e par calibration ou toute autre forme d’ajus-
tement de poids, mais la non-re´ponse article impute les donne´es manquantes en utilisant
un mode`le d’imputation. Ce mode`le est utilise´ pour pre´dire les re´ponses manquantes
pour des unite´s avec des non-re´ponse article, et est ge´ne´ralement construit sur la base
des donne´es pour ces re´ponses avec les donne´es comple`tes. Il sera rarement le meˆme que
le me´canisme qui a engendre´ les non-re´ponses, et il peut donc y avoir du biais. L’im-
putation est dite propre (Rubin, 1996) si les estimateurs ponctuels et de variance sont
approximativement non biaise´s pour leurs analogues avec donne´es comple`tes.
Les mode`les d’imputation et les valeurs impute´es sont de deux types : de´terministe,
ce qui signifie que le mode`le impute une fonction de´terministe des donne´es observe´es ;
et stochastique, ce qui signifie que le mode`le impute une fonction ale´atoire des donne´es
observe´es. L’imputation de type ‘hot deck’, ou` les donne´es provenant d’unite´s qui ne
re´pondent pas sont remplace´es par des valeurs e´chantillonne´es a` partir d’unite´s qui
re´pondent choisie de sorte a` donner une bonne concordance avec celles qui manquent—
par exemple, a` partir de la meˆme strate — est une forme d’imputation stochastique.
Une approche de´terministe re´pandue pour l’imputation de re´ponses manquantes
base´e sur les vecteurs correspondants de variables auxiliaires xhi est d’utiliser un mode`le
line´aire ou l’une de ses ge´ne´ralisations, tel que la re´gression robuste ou logistique. Tous
ces estimateurs sont des M-estimateurs, et les e´quations normales correspondantes pour
une estimation des parame`tres θ du mode`le d’imputation choisi a` travers les strates





xhiψ(yhi, xhi; θ) = 0, (6)
ou` ψ est la de´rive´e de la fonction de perte, dont la forme de´pend de ce mode`le ; pour la
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re´gression logistique les yhi sont des variables indicatrices binaires et




Posant ψ(u) = u revient a` conside´rer la fonction de perte ℓ2. Un autre cas particulier est
l’imputation de rapport utilisant un scalaire x, obtenu en posant ψ(y, x; θ) = y− θx. Un
mode`le d’imputation plus robuste est obtenu en utilisant la fonction de perte robustifie´e
(Huber, 1981) {
u2/2, |u| ≤ ξ,
ξ |u| − ξ2/2, |u| > ξ,
, ξ > 0,
dont la de´rive´e est ψ(u) = sign(u)min(|u|, ξ). La quantite´ ξ controˆle la robustesse de
l’ajustement, avec ξ →∞ recouvrant le fragile estimateur de moindres carre´s, et ξ → 0
donnant une plus grande robustesse. Le parame`tre d’e´chelle σ peut eˆtre estime´ en utili-
sant une e´quation d’estimation simultane´e, ou se´pare´ment ; ceci est rarement crucial. Une
fois que le M-estimateur du mode`le line´aire β̂ de β a e´te´ trouve´, la re´ponse manquante
pour un individu avec variable explicative x peut eˆtre pre´dite par xTβ̂. Des explications
similaires s’appliquent a` la re´gression logistique, qu’on utiliserait pour pre´dire la valeur
manquante d’une re´ponse binaire.
Pour les calculs nume´riques ci-dessous nous supposons ou bien un mode`le line´aire
commun a` travers les strates,
yhi = x
T
hiβ + ǫhi, (7)
ou bien un mode`le line´aire diffe´rent pour chaque strate,
yhi = x
T
hiβh + ǫhi, h = 1, . . . , H. (8)
Nous ajustons alors ce mode`le a` ces individus pour lesquels a` la fois xhi et yhi sont dis-
ponibles, et utilisons ensuite le mode`le line´aire ajuste´ pour imputer les re´ponses pre´dites
pour les individus pour lesquels yhi manque. Soit zhi = I(yhi 6= NA) la variable ale´atoire
indicatrice correspondant a` la re´ponse observe´e, soit Z = diag(z) la matrice diagonale
n× n de ces indicatrices, et soit X la matrice n× q qui contient les variables auxiliaires
correspondantes a` la fois aux re´pondants et aux non-re´pondants. Soit aussi ŷ = Xβ̂ le
vecteur n × 1 de valeurs ajuste´es par le mode`le de re´gression utilise´ pour l’imputation.
Alors (4) implique que l’estimateur calibre´ et impute´ de Horvitz–Thompson peut s’e´crire
comme
τ̂ = wT {Zy + (I − Z)ŷ} = ωTZy + (c−XTCω)
T(XTCΩXC)
−1XTCΩZy
+ ωT(I − Z)Xβ̂ + (c−XTCω)
T(XTCΩXC)
−1XTCΩ(I − Z)Xβ̂. (9)
Etant donne´ la discussion pre´ce´dente, seules des modifications mineures seraient ne´cessaires
si a` la place on de´sirait imple´menter des mode`les d’imputations base´s sur des M-
estimateurs.
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Le calcul de la variance de l’estimateur calibre´ et impute´ de Horvitz–Thompson,
comme si les re´ponses impute´es ŷ e´taient les vraies re´ponses, peut conduire a` une sous-
estimation conside´rable de la vraie variance, de sorte que la technique d’estimation de
variance doit refle´ter l’inflation de variance due a` l’imputation.
Ceci est re´alise´ de manie`re relativement simple en utilisant une technique de re´e´chantillonnage,
en traitant un estimateur tel que (9) comme n’importe quel estimateur. Une approche
plus simple et moins intensive en termes de calculs est d’utiliser une formule de line´arisation
standard comme si les valeurs impute´es avaient e´te´ observe´es, mais ceci peut conduire a`
d’importantes sous-estimations de la variance.
Une puissante variante est l’imputation multiple (Rubin, 1987), ou` les formules stan-
dards sont calcule´es pour diffe´rents jeux de donne´es pour lesquels les donne´es manquantes
ont e´te´ impute´es stochastiquement, et sont alors combine´es de manie`re a` faire une alloca-
tion propre pour l’effet de l’imputation. Cette approche a e´te´ conside´re´e comme sujette
a` controverse pour des enqueˆtes par certains auteurs ; voir par exemple Fay (1996).
D’autres discusssions re´centes a` propos de l’imputation multiple peuvent eˆtre trouve´es
dans Zhang (2003) et Nielsen (2003), ainsi que leurs commentaires.
Avec une imputation propre, les estimateurs ponctuels et de variance sont approxi-
mativement non biaise´s. En pratique, il est impossible de savoir si une approche d’im-
putation est propre ou pas, parce que le me´canisme des donne´es manquantes est in-
connu. Comme c’est ge´ne´ralement le cas en statistique, les mode`les dont l’utilisation
est de´crite ci-dessus sont simplement une approximation brute d’une re´alite´ beaucoup
plus complexe. Pour cette raison Rubin (1996) recommande d’inclure autant de variables
auxiliaires que possible, l’ide´e e´tant d’approximer cette re´alite´ au mieux avec les donne´es
disponibles, meˆme au prix d’une augmentation de la variance des estimations e´ventuelles.
2.4 Discussion
Pour des sondages simples, des livres tels que Cochran (1977) contiennent des for-
mules donnant des estimations de variance d’une grande varie´te´ d’estimateurs. Cepen-
dant, la complexite´ des proce´dures modernes de sondage ne permet souvent pas de
de´river des formules simples, et une alternative est de se tourner vers les me´thodes de
re´e´chantillonnage telles que le jackknife ou le bootstrap.
L’adaptation des me´thodes d’estimation de variance base´es sur le re´e´chantillonnage, a`
l’ajustement d’enqueˆtes, ne´cessite un soin particulier, parce qu’il doit prendre en compte
les structures de de´pendances complexes induites par le sche´ma d’e´chantillonnage ainsi
que n’importe quelle proce´dure de calibration ou d’imputation. Sinon, la variance risque
d’eˆtre fortement sur- ou sous-estime´e.
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3 Line´arisation
3.1 Line´arisation de Taylor
Beaucoup d’estimateurs s’expriment comme fonction diffe´rentiable θ̂ = g(τ̂) d’un
vecteur d’estimateurs line´aires τ̂ ; un exemple e´tant le rapport θ̂ = g(τ̂Y1, τ̂Y2) avec
g(x1, x2) = x1/x2. Le de´veloppement en se´ries de Taylor line´aire de g autour de la
moyenne de population τ de τ̂ donne
θ̂ = g(τ̂)
.
= g(τ) +∇g(τ)T(τ̂ − τ),
dont la variance est ∇g(τ)Tvar(τ̂)∇g(τ). L’estimateur de variance est obtenu en rem-
plac¸ant les inconnues dans cette formule par ∇g(τ̂) et la matrice de covariance empi-










ou` V̂h est la contribution a` la matrice de variance estime´e pour τ̂ de la h-e`me strate. Si g
est line´aire, alors vL est un estimateur sans biais de la variance de θ̂. Sous des conditions
faibles, Krewski et Rao (1981) montre que vL est un estimateur consistant de la variance
asymptotique de θ̂.
Parfois il n’est pas possible d’exprimer la fonction g sous une forme explicite, par
exemple lorsque l’estimateur de lieu est de´fini comme solution d’une e´quation d’estima-
tion. Rao (1988), Binder (1996) et Deville (1999) discutent de la line´arisation pour de
tels parame`tres implicites.
3.2 Line´arisation jackknife
Une approche plus ge´ne´rale de construction d’estimateurs de variance par line´arisation
pour une statistique diffe´rentiable θ̂ est l’utilisation des composantes de la fonction
d’influence (Hampel et al., 1986), qui peut eˆtre interpre´te´e comme les de´rive´es de θ̂
par rapport aux changements dans les poids associe´s aux observations individuelles. La
ge´ne´ralite´ provient de l’utilisation d’un de´veloppement en se´rie de von Mises plutoˆt que
de Taylor, permettant l’obtention de formules the´oriques pour la variance pour des esti-
mateurs comme la me´diane. Voir par exemple Berger et Skinner (2003), qui utilisent des
proce´dures de noyau pour estimer la fonction de densite´ qui survient dans ces formules.
Dans beaucoup de cas la quantite´ a` estimer θ peut s’e´crire comme une fonctionnelle
t(F ) de la fonction de distribution sous-jacente F qui a engendre´ les donne´es. Un es-
timateur simple de t(F ) est alors t(F̂ ), ou` F̂ est la fonction de distribution empirique
des donne´es. Pour la moyenne, par exemple, t(F ) =
∫
ydF (y) et t(F̂ ) = Y repre´sente
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son analogue empirique. Dans le cas de l’e´chantillonnage alae´toire simple avec remise, et
sous quelques hypothe`ses de diffe´rentiabilite´ pour t(·), l’estimateur θ̂ = t(F̂ ) peut eˆtre
de´veloppe´ autour de θ = t(F ) en utilisant
t(F̂ )
·





Lt(y;F ) = lim
ǫ→0
t{(1− ǫ)F + ǫδy} − t(F )
ǫ
est la fonction d’influence pour t(F̂ ), δy e´tant la fonction de distribution mettant une
masse ponctuelle en y. Ce de´veloppement peut eˆtre utilise´ pour e´tablir que l’estimateur
est asymptotiquement non biaise´ et gaussien. Sa variance vL(F ) = n
−1var{Lt(Y ;F )}






ou` li = Lt(yi; F̂ ) sont les valeurs d’influence empiriques pour la fonctionnelle statistique
t e´value´e en l’observation yi et la fonction de distribution empirique F̂ .
Ici on peut se repre´senter li comme la de´rive´e de t en F̂ dans la direction de la
distribution attribuant plus de masse sur la i-e`me observation. Davison et Hinkley (1997,
§2.11) donnent plus de de´tails sur ces de´veloppements et des exemples de calculs, et
Campbell (1980) de´crit leur extension dans les situations d’une population finie.










ou` lhi est la valeur d’influence empirique correspondant a` la i-e`me observation dans la
strate h. Dans des situations simples, (11) et (12) deviennent des formules de line´arisation
standard, mais l’utilisation de fonctions d’influence conduit a` une approche plus ge´ne´rale
pour l’estimation de variance.
3.3 Estimateur de Horvitz–Thompson
Nous conside´rons maintenant l’estimateur de Horvitz–Thompson et donnons des for-
mules pour sa fonction d’influence empirique pour l’e´chantillonnage stratifie´ dans trois
situations de complexite´ croissante :
– L’estimateur de Horvitz–Thompson standard donne´ dans (3), pour lequel




– L’estimateur de Horvitz–Thompson calibre´ (5), pour lequel













ou` ωh et yh sont des vecteurs de poids et de re´ponses nh × 1 pour la h-e`me strate,
XCh est la matrice de calibration des covariables nh × qC pour la h-e`me strate, et
γ̂ = (XTCΩXC)
−1XTCΩy ; et






correspodant a` γ̂pour les individus avec re´ponse manquante, et soit li(β̂) les e´le´ments
du vecteur q × 1 de fonctions d’influence pour les coefficients de re´gression d’im-
putation, correspondant a` la diffe´rentiation par rapport a` la i-e`me unite´ dans la
strate h. Alors pour i = 1, . . . , nh and h = 1, . . . , H ,













+ {nhωhi(1− zhi)ŷhi − ω
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hΩh(Ih − Zh)Xhli(β̂). (13)










ou` X est la matrice de re´gression. Pour le mode`le d’imputation (8), dans lequel











ou` Xh, Zh, et yh sont la matrice de covariables, la matrice indicatrice pour les
re´ponses observe´es, et le vecteur de re´ponses pour la strate h.
Ces formules sont utilise´es par la suite dans nos comparaisons nume´riques, et en par-
ticulier, elles forment la base des me´thodes d’imputation multiple que nos appliquons
dans la section 7.4.
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4 Jackknife
4.1 Ide´es de base
Le jackknife, introduit comme me´thode pour l’estimation du biais par Quenouille
(1949a,b) et ensuite propose´ pour l’estimation de variance par Tukey (1958), implique la
suppression syste´matique de groupes d’unite´s, le re-calcul de la statistique avec chaque
groupe supprime´ tour a` tour, et ensuite la combinaison de toutes ces statistiques re-
calcule´es.
Le jackknife le plus simple consiste a` e´carter chaque observation d’un e´chantillon
tour a` tour, re-calculer la statistique pour obtenir des valeurs t−1, . . . , t−n en plus de sa












Pour que ces estimateurs soient consistants, la statistique t doit eˆtre suffisamment lisse
comme fonction des observations, par exemple posse´der un de´veloppement de Taylor
ou similaire. Certains types d’estimateurs non-lisses, comme la me´diane et d’autres es-
timateurs base´s sur les quantiles, ne posse´dent pas un de´veloppement convenable, de
sorte que les estimateurs de leur variance de type jackknife simple ne sont pas consis-
tants (Efron, 1982). Bien que ceci est un de´savantage majeur du point de vue the´orique,
une conside´ration pratique plus importante est la performance d’un estimateur pour
les types et tailles d’e´chantillons qu’on rencontre dans les applications, et il se re´ve`le
qu’en de´pit de son inconsistence, l’estimateur de variance jackknife pour des quantiles
d’e´chantillons base´s sur des e´chantillons d’enqueˆtes, peut eˆtre compe´titif par rapport a`
d’autres estimateurs en terme de moindres carre´s moyens (Rao et al., 1992). Shao et Wu
(1989) a montre´ que l’inconsistence peut eˆtre re´pare´e en supprimant des groupes de d
observations, ou` d→∞ lorsque n→∞.
Rao et Wu (1985) ont montre´ que la line´arisation et le jackknife sont asymptotique-
ment e´quivalents au premier ordre, et que dans certains cas ils produisent exactement
les meˆmes estimations de variance. Quelques simulations tendent aussi a` montrer que
le jackknife est moins biaise´ mais plus variable que l’estimateur de variance de type
line´arisation. Berger et Skinner (2005) de´veloppent une the´orie pour l’estimation de
variance jackknife pour une grande classe d’estimateurs sous e´chantillonnage de proba-
bilite´s diffe´rentes ; dans d’autres travaux pas encore publie´s Y. G. Berger et J. N. K. Rao
ont de´veloppe´ ceci pour l’imputation.
Une fac¸on de comprendre le jackknife simple est de le voir comme un moyen nume´rique
pour obtenir les de´rive´es de t par rapport aux observations. Ecarter une observation en-
traˆıne une perturbationO(n−1) de l’e´chantillon, et comme la variance de l’e´chantillonnage
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est typiquement de O(n−1/2), on peut soupc¸onner que les perturbations dues au jackknife
sont trop locales pour donner une bonne ide´e de la variance de l’estimateur. L’expe´rience
ainsi que des travaux the´oriques sugge`rent que les estimateurs de variance jackknife ty-
piquement sous-estiment le´ge`rement la vraie variance, et que cette sous-estimation peut
eˆtre attribue´e a` la localite´ du de´veloppement de Taylor.
Miller (1974) propose une excellente revue des premiers travaux sur le jackknife, et
une e´tude re´cente plus de´taille´e est donne´e par Shao et Tu (1995). Des estimateurs plus
ge´ne´raux de sous-e´chantillonnage, utiles surtout pour les se´ries temporelles et d’autres
formes de donne´es corre´le´es, ont e´te´ propose´es par Politis et al. (1999)
4.2 Jackknife modifie´
Il y a beaucoup de complications dans le contexte de l’e´chantillonnage dans les
enqueˆtes. La premie`re est que les plans d’e´chantillonnage sans remise typiquement uti-
lise´s re´sultent en observations corre´le´es, tandis qu’une deuxie`me est que les donne´es
sont typiquement stratifie´es. Avec des donne´es d’enqueˆtes stratifie´es, le jackknife simple
entraˆıne la suppression tour a` tour de chaque unite´ primaire d’e´chantillonnage. Une
manie`re de voir ceci est que la suppression de la i-e`me unite´ dans la h-e`me strate change





ωkj, k 6= h,
ωhjnh/(nh − 1), k = h, j 6= i,
0, k = h, j = i.
Dans les cas qui nous inte´ressent ici le rapport nh/(nh − 1)
.
= 1, et ainsi l’utilisation de
ces poids actualise´s va donner les statistiques θ̂h,−i, c’est-a`-dire θ̂ calcule´ sans la i-e`me
unite´ de la strate h, pour i = 1, . . . , nh et h = 1 . . . , H . L’estimation de variance par















ou` fh = nh/Nh est la fraction d’e´chantillonnage dans la h-e`me strate, qui doit eˆtre
incluse pour tenir compte du plan d’e´chantillonnage. Rao et Wu (1985) montrent que





i=1 θ̂h,−i ou par H
−1
∑H
h=1 θ̂h a peu d’effet sur la
performance de vJ dans le sens que les trois versions sont asymptotiquement e´quivalentes
au deuxie`me ordre ; Kovar et al. (1988) observent que les trois estimateurs de variance
re´sultants sont e´galement comparables pour des e´chantillons finis.
Une troisie`me complication qui arrive en pratique, est que le jackknife simple ne´cessite
un gros effort de calcul parce qu’un total de n suppressions est ne´cessaire ; le fardeau
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calculatoire re´sultant est souvent trop grand pour que ce simple jackknife se re´ve´le utile.





re-calculs de la statistique, et est ainsi meˆme encore moins faisable, mais il est courant de
re´duire le nombre de re´plications ne´cessaires en se´parant la strate h en mh blocs disjoints
de d observations, de sorte que dmh = nh, et d’ensuite syste´matiquement re-calculer la
statistique avec chacun de ces blocs supprime´s. Le nombre total de re-calculs est ainsi
m =
∑H





. La suppression d’une partie de la h-e`me strate d’un






ωkj, k 6= h,
ωhjnh/(nh − |S|), k = h, j 6∈ S,
0, k = h, j ∈ S,
ou` |S| repre´sente le nombre d’e´le´ments d dans S. Des variantes de ces proce´dures ja-
ckknife groupe´es choisissent les membres du bloc ale´atoirement lors de chaque re-calcul,
avec ou sans remise (Krewski et Rao, 1981; Shao et Tu, 1995, Section 5.2.2). Etant
donne´ que l’e´chantillonnage avec remise est simple et produit des re´sultats comparables
a` l’e´chantillonnage sans remise, l’e´chantillonnage avec remise jackknife a` d-suppressions












ou` θ̂dh,−i est l’estimateur calcule´ a` partir des donne´es avec le i-e`me bloc de taille d exclu de
la h-e`me strate, et θ̂dh est la moyenne pour cette strate. De le´ge`res variations des formules
ci-dessus sont ne´cessaires lorsque nh n’est pas exactement divisible par d, auquel cas un
bloc a la taille comprise dans 1, . . . , d.
Le jackknife a` d-suppressions a l’avantage the´orique supple´mentaire d’e´tendre la
porte´e des fonctions avec lesquelles le jackknife peut eˆtre applique´. Comme mentionne´
ci-dessus, il s’ave`re que si d,mh → ∞ en meˆme temps que nh → ∞, alors le jackknife
de bloc produit des estimateurs de variance consistants (Shao et Wu, 1989). Comme
avec d’autres estimateurs de sous-e´chantillonnage, ce n’est pas clair comment choisir d
et mh lorsque nh est fini. Moins la statistique d’inte´reˆt est lisse, plus d doit eˆtre grand,
au moins en the´orie, mais une me´thode fiable s’appliquant aux petits e´chantillons pour
choisir d n’existe pas encore.
Kim et Sitter (2003) de´crivent une approche pour re´duire le nombre de re-calculs
pour un estimateur de variance jackknife utilise´ lors de l’e´chantillonnage a` deux phases,
et donnent d’autres re´fe´rences pour ce domaine.
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4.3 Imputation
Rao et Shao (1992) de´crivent une version consistante de l’estimateur jackknife simple
utilisant un me´canisme d’imputation de type ‘hot deck’ particulier pour prendre en
compte les non-re´ponses ; voir aussi Fay (1996) pour une vision e´largie, et Chen et Shao
(2001), qui montrent que cette approche e´choue pour un autre sche´ma d’imputation
populaire, l’imputation de plus proche voisin. L’ide´e cle´ est que, e´tant donne´ que la
valeur d’une unite´ qui re´pond affecte a` la fois cette unite´ et n’importe quelle valeur
impute´e qui utilise sa valeur, la suppression d’une telle unite´ doit prendre en compte
ceci ; la suppression d’une unite´ qui ne re´pond pas affecte cependant l’estimateur de
manie`re usuelle. Ceci peut eˆtre e´tendu a` l’e´chantillonnage stratifie´ a` plusieurs degre´s par
suppression de chacune des unite´s d’e´chantillonnage primaires.
Ci-dessous nous utilisons une le´ge`re ge´ne´ralisation de cette ide´e en autorisant la
suppression de blocs, c’est-a`-dire, en proce´dant a` une re´-imputation chaque fois qu’un
bloc est supprime´ ; en utilisant les re´pondants des donne´es restantes pour estimer le
mode`le utilise´ pour l’imputation de´terministe. Etant donne´ que ceci est simplement une
version de l’estimateur base´ sur les donne´es re´pondantes mais tenant compte de l’effet
de non-re´ponse, aucune nouvelle the´orie n’est requise lorsque le mode`le d’imputation est
ade´quat.
5 Re´plications e´quilibre´es re´pe´te´es
5.1 Ide´es de base
Le demi-e´chantillonnage e´quilibre´ (McCarthy, 1969) est la forme la plus simple de
re´plication e´quilibre´e re´pe´te´e (‘balanced repeated replication’). Il fut a` la base de´veloppe´
pour les plans stratifie´s a` plusieurs degre´s avec deux unite´s d’e´chantillonnages primaires
effectue´es avec remise lors du premier degre´. Lorsqu’un e´chantillon consiste en deux
observations dans chacune des H strates, un semi-e´chantillon est forme´ en prenant une
observation pour chaque strate. Le poids ωhi attache´ a` la i-e`me unite´ dans la strate h
est change´ en 2ωhi si cette unite´ est incluse dans le semi-e´chantillon, et en 0 sinon, et la
statistique est re-calcule´e avec le semi-e´chantillon et ces nouveaux poids.
Il y a un total de 2H telles statistiques re´plique´es, dont les re´sultats peuvent eˆtre
combine´s aux estimations de variance de la statistique originelle. Ceci est clairement
infaisable du point de vue calulatoire a` moins que H ne soit petit, mais des ide´es de
design expe´rimental permettent d’obtenir la meˆme estimation de variance avec moins de
re´plications, a` conditions qu’elles soient e´quilibre´es. Soit αhr = ±1 selon que la premie`re
ou la deuxie`me des deux unite´s dans la h-e`me strate est retenue dans la r-e`me re´plication,
et soit θ̂r la valeur de l’estimateur θ̂ calcule´ en utilisant le r-e`me demi-e´chantillon et ses
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poids ajuste´s. Alors l’ensemble des R demi-e´chantillons est e´quilibre´ si
R∑
r=1
αhrαkr = 0, pour tous h 6= k, k, h = 1, . . . , H,







produit la meˆme estimation de variance que par calcul utilisant l’ensemble entier de 2H
demi-e´chantillons, pour des statistiques line´aires. Pour beaucoup de statistiques, vBRR est
e´gal a` la fois a` l’estimateur jackknife vJ et a` l’estimateur de line´arisation. Si ne´cessaire,
θ̂ en (15) peut eˆtre remplace´ par R−1
∑R
r=1 θ̂r sans changer les proprie´te´s asymptotiques
de l’estimateur de variance, tandis que d’autres variantes sont aussi possibles.
Lorsqu’il n’y a pas d’observations manquantes, vBRR est consistant pour les variances
de fonctions non-line´aires (Krewski et Rao, 1981). Il s’ave`re que vBRR est stochastique-
ment proche de l’estimateur de variance de line´arisation, mais pas aussi proche que ne
l’est l’estimateur jackknife. La consistance du design de vBRR pour des estimateurs de
quantiles et ceux base´s sur les quantiles a e´te´ e´tablie par Shao et Wu (1992) et Shao et
Rao (1994).
Un ensemble e´quilibre´ de demi-e´chantillons peut eˆtre obtenu pour toutH en se´lectionnant
R comme e´tant le plus petit multiple de quatre qui est plus grand ou e´gal a` H ; c’est-a`-
dire H ≤ R ≤ H + 3. Des valeurs approprie´es pour αhr sont donne´es par les e´le´ments
d’une matrice de Hadamard R × R. Par exemple, la matrice de Hadamard utile pour
H = 7 est la matrice 8× 8
α =

1 −1 −1 1 −1 1 1 −1
1 1 −1 −1 1 −1 1 −1
1 1 1 −1 −1 1 −1 −1
−1 1 1 1 −1 −1 1 −1
1 −1 1 1 1 −1 −1 −1
−1 1 −1 1 1 1 −1 −1
−1 −1 1 −1 1 1 1 −1
−1 −1 −1 −1 −1 −1 −1 −1

,
a` partir de laquelle on identifie les demi-e´chantillons en prenant αhr comme e´tant le
r-e`me e´le´ment de la ligne h. Ainsi les strates correspondent aux lignes et les re´pliques
aux colonnes ; par exemple la premie`re colonne identifie la premie`re des huit re´pliques
en incluant la premie`re unite´ a` partir des strate 1,2, 3 et 5, et la deuxie`me unite´ a` partir
des strates 4, 6 et 7.
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On re´pe`te alors ceci pour chacune des huit colonnes, avec les e´le´ments de matrices
donnant le demi-e´chantillon approprie´ pour la re´plique qui correspond a` chaque colonne.
Wolter (1985, appendice A) donne la liste de telles matrices jusqu’a` R = 100 et donne
des re´fe´rences pour construire des plus grandes.
La calibration est applique´e a` un demi-e´chantillon en calibrant les poids re´-e´chellonne´s
en utilisant les marges de la populations.
5.2 Strate de taille nh > 2
On a propose´ deux ge´ne´ralisations principales quand il y a plus de nh = 2 observations
par strate. La premie`re (Gurney et Jewett, 1975; Gupta et Nigam, 1987; Wu, 1991; Sitter,
1993) utilise des tableaux orthogonaux mais ne´cessite un grand nombre de re´pliques, la
rendant peu pratique pour beaucoup d’applications.
La deuxie`me ge´ne´ralisation, une approche plus simple et plus pragmatique, est de
regrouper les unite´s d’e´chantillonnages primaires dans chaque strate en deux groupes de
tailles mh = ⌊nh/2⌋ et nh −mh, et d’appliquer la re´plication e´quilibre´e re´pe´te´e utilisant
les groupes (‘grouped balanced repeated replication’) plutoˆt que des unite´s individuelles
(Rao et Shao, 1996; Wolter, 1985, Section 3.7). Dans ces sche´mas de re´plication e´quilibre´e


















, αhr = −1,
(16)
ou` le facteur (1 − fh) est un ajustement pour l’effet de l’e´chantillonnage sans remise
et la condition mh ≤ nh/2 assure que les poids ajuste´s sont positifs. Le choix mh =
nh/2 conduit a` l’ajustement de poid original de 2ωhi ou 0 lorsque fh peut eˆtre ne´glige´.
L’estimateur de variance est encore de´fini par (15), mais l’effet du regroupement n’induit
plus l’e´quivalence avec l’estimateur de variance standard dans le cas line´aire.
5.3 Estimateurs ame´liore´s
L’estimateur de variance base´ sur la re´plication e´quilibre´e re´pe´te´e vBRR peut s’ave´rer
tre`s variable, pour deux raisons principales. La premie`re est que la loi de (15) est ap-
proximativement cχ2R−1, ou` c > 0 est une constante. Ainsi le coefficient de variation de
(15) est a` peu pre`s (2/R)1/2 ; ceci est appre´ciable lorsque H est petit. Le coefficient de
variation peut eˆtre re´duit en augmentant les degre´s de liberte´s, par exemple en se´parant
les H vraies donne´es en sous-strates artificielles, auxquelles on applique alors le demi-
e´chantillonnage.
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La deuxie`me difficulte´ est que certaines statistiques peuvent eˆtre fortement sensibles
aux perturbations des poids, et si c’est le cas, il peut s’ave´rer impossible de calculer toutes
les estimations re´plique´es θ̂1, . . . , θ̂R. Ceci se produit par exemple avec les estimateurs
de rapport, lorsque le de´nominateur peut s’annuler pour certaines re-ponde´rations, et
lorsque la suppression de la moitie´ de l’e´chantillon re´sulte en des tailles d’e´chantillons
plus petites que tole´re´es dans l’enqueˆte originale.
Une solution sugge´re´e par Robert Fay du US Census Bureau (Dippo et al., 1984;
Fay, 1989) est d’utiliser un sche´ma de re-ponde´rage plus doux, et ou` un facteur ε est


















, αhr = −1,










En posant ε = 1 on retrouve les poids (16) et l’estimateur de variance (15), mais d’autres
valeurs de ε reviennent a` sous-ponde´rer plutoˆt que supprimer des groupes d’unite´s, et
re´duisent ainsi fortement l’instabilite´ des estimations re´plique´es. Rao et Shao (1999) ont
e´tudie´ les aspects the´oriques de ces modifications de poids et ont conside´re´ e´galement
leur extensions a` l’imputation pour la non-re´ponse de type article. Leurs conclusions
principales sont : le sche´ma de ponde´ration plus doux produit une estimation de va-
riance consistante sous les meˆmes conditions que l’approche originale, c’est-a`-dire, avec
ε = 1 ; lorsque θ̂ est une fonction lisse des totaux vBRR(ε), l’estimateur converge vers
l’estimateur de variance de la line´arisation de Taylor lorsque ε → 0 ; la diffe´rence entre
les deux est petite lorsque ε est une fonction de la taille de l’e´chantillon n ; et que des
sche´mas d’imputation convenablement applique´s produisent une estimation de variance
consistante utilisant vBRR(ε).
Des travaux nume´riques (Judkins, 1990; Rao et Shao, 1999) sugge`rent que de bons
re´sultats sont obtenus avec ε = 0.5 ; en particulier la variance de l’estimateur de la
me´diane en utilisant l’imputation de rapport posse`de alors des proprie´te´s bien meilleures
pour les petits e´chantillons qu’en posant ε = 1.
5.4 Re´plication e´quilibe´re re´pe´te´e groupe´e de manie`re re´pe´titive
LorsqueH est grand, la re´plication e´quilibre´e re´pe´te´e groupe´e engendre un estimateur
de variance consistant, mais ceci peut eˆtre tre`s variable si H ≪ n. De plus elle est
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inconsistante lorsque H est fixe´ et que nh → ∞ (Rao et Shao, 1996), sugge´rant que
cela peut mal fonctionner pour H petit. Ceci a e´te´ observe´ empiriquement, et comme
mentionne´ ci-dessus, est due en partie au fait que lorsque H est fixe´ l’estimateur de
variance vBRR a une loi proche de cχ
2
R−1.
Pour re´duire la variabilite´ de vBRR et pour enlever l’effet de la se´paration ale´atoire
particulie`re des unite´s de la strate en groupes, Rao et Shao (1996) a propose´ de re´pe´ter la
me´thode sur des groupes se´lectionne´s de manie`re ale´atoire pour fournirm estimations de
variance, dont la moyenne produira une estimation de variance globalement plus stable.
Cet estimateur de variance base´ sur la re´plication e´quilibre´e re´pe´te´e groupe´e de
manie`re re´pe´titive (‘repeatedly grouped balanced repeated replication’) s’ave`re eˆtre consis-
tant lorsque mR → ∞. En particulier, choisir m tel que mR
.
= n engendre un esti-
mateur de variance assez efficace, ce qui implique que m devrait eˆtre grand lorsque le
nombre de strates H est petit. Lorsque H est grand, la re`gle sugge`re de choisir seulement
m = 1. La conclusion e´vidente de ceci est que calculer l’estimateur θ̂ pour O(n) re´pliques
est ge´ne´ralement trop encombrant pour l’application pratique, ou` on doit typiquement
prendre mR≪ n.
Les simulations sugge`rent que l’estimateur de variance base´ sur la re´plication e´quilibre´e
re´pe´te´e groupe´e de fac¸on re´pe´titive a une performance similaire a` celle du jackknife
groupe´, et que les deux sont meilleurs que l’estimateur de variance de re´plication e´quilibre´e
re´pe´te´e groupe´e, qui a une grande variance. Des variantes de ces proce´dures incluent le
sous-e´chantillonnage ale´atoire d’unite´s pour former des groupes, suivi de l’application
des formules de variance usuelles (Kovar et al., 1988).
5.5 Imputation
Le travail de Rao et Shao (1999) sur le comportement de vBRR(ε) lorsqu’il y a des non-
re´ponses unite´s a de´ja` e´te´ mentionne´. Shao et al. (1998) ajuste la re´plication e´quilibre´e
re´pe´te´e a` la pre´sence de non-re´ponses, en tenant compte d’un me´canisme d’imputation
de´terministe ou stochastique. Dans un plan d’e´chantillonnage stratifie´ a` plusieurs degre´s,
ils e´tablissent la consistance de l’estimateur de variance ajuste´ base´ sur la re´plication
e´quilibre´e re´pe´te´e pour des fonctions de statistiques lisses et non lisses.
6 Bootstrap
6.1 Ide´es de base
Le bootstrap a e´te´ intense´ment e´tudie´ pour des donne´es inde´pendantes et identi-
quement distribue´es, ou` l’e´chantillonnage est fait avec remise, mais son adaptation aux
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enqueˆtes complexes n’est pas directe, parce que le sche´ma d’e´chantillonnage de probabi-
lite´ de l’enqueˆte induit une de´pendance. On doit e´galement tenir compte de la calibration
et de l’imputation lorsqu’on effectue le bootstrap sur l’e´chantillon d’enqueˆte.
L’ide´e du bootstrap est d’imiter la manie`re dont ont e´te´ engendre´es les donne´es
originales. Comme les me´thodes de re´plication e´quilibre´e re´pe´te´e et du jackknife, le
bootstrap implique de re-cacluler la statistique, utilisant maintenant le re´e´chantillonnage
a` partir d’une population estime´e F̂ pour obtenir des e´chantillons bootstrap qui peuvent
eˆtre repre´sente´s par F̂ ∗, donnant les statistiques correspondantes θ̂∗ = t(F̂ ∗). En re´pe´tant
ce processus R fois inde´pendemment, l’estimation de variance par bootstrap est donne´e
par









Pour des donne´es stratifie´es, on effectue le re´e´chantillonnage inde´pendemment dans
chaque strate. Le bootstrap standard utilise l’e´chantillonnage avec remise, correspon-
dant a` un e´chantillonnage inde´pendant a` partir d’une population originale, mais ceci
ne concorde pas avec l’e´chantillonnage sans remise ge´ne´ralement utilise´ dans le contexte
d’enqueˆtes, et le re´sultat est qu’il manque la correction d’e´chantillon fini, ce qui donne
un estimateur de variance biaise´.
Le contexte le plus simple pour voir ceci est lorsqu’on estime la moyenne d’une popu-
lation de taille N par e´chantillonnage de probabilite´s e´gales sans remise. Un estimateur
non biaise´ de la variance de la moyenne d’e´chantillon y = n−1
∑
i∈S yi, ou` S ⊂ {1, . . . , N}











ou` f = n/N est la fraction d’e´chantillonnage. Le sche´ma de bootstrap le plus simple
prend des e´chantillons de taille n avec remise a` partir de {yi : i ∈ S}, et utilise les
proprie´te´s d’e´chantillonnage de la moyenne bootstrap y∗ pour estimer ceux de y sous







Cependant, et en ge´ne´ral, ceci ne vaut pas var(y) a` moins que n soit grand et que
la fraction d’e´chantillonnage soit petite, ou a` moins que f = 1/n. Le meˆme proble`me
survient essentiellement avec l’e´chantillonnage stratifie´, ou` la variance d’un estimateur
global est une somme de contribution des strates individuelles ; voir (14).
Ceci implique que l’estimateur de variance de bootstrap standard peut s’ave´rer in-
consistant dans des plans d’e´chantillonnage dans lesquels H → ∞ mais ou` les frac-
tions d’e´chantillonage fh sont a` une distance borne´e de ze´ro. Un point de vue est que
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l’e´chec asymptotique est sans importance si l’estimateur de variance bootstrap posse`de
un carre´ moyen de l’erreur faible pour le type d’enqueˆte rencontre´ en pratique. Cet
e´chec du bootstrap conventionnel a engendre´ des travaux pour le modifier. Efron (1982)
a reconnu le proble`me d’e´chellonnage des petites strates, et sugge´re´ la solution simple
consistant a` prendre des e´chantillons bootstrap de taille nh − 1, mais ceci n’arrange pas
l’effet de la fraction d’e´chantillonnage non ne´gligeable fh, pour lesquelles des approches
plus e´labore´es sont requises, et que nous de´crivons maintenant.
6.2 Bootstrap sans remise
L’approche la plus simple et la plus satisfaisante dans le cas d’un e´chantillon non
stratifie´ est de cre´er une pseudo population utilisant N/n re´pliques de l’e´chantillon,
et d’ensuite e´chantillonner a` partir de cette population artificielle sans remise (Gross,
1980; Chao et Lo, 1985). Pour des e´chantillons stratifie´s (Bickel et Freedman, 1984;
Booth et al., 1994), la h-e`me strate est re´plique´e Nh/nh fois, et ensuite on applique
l’e´chantillonnage stratifie´ se´pare´ment dans chaque strate.
Bickel et Freedman (1984) ge´ne´ralisent cette me´thode a` la situation ou` Nh/nh n’est
pas entier, par randomisation entre deux tailles de populations diffe´rentes, et de´rivent
quelques proprie´te´s the´oriques, mais McCarthy et Snowden (1985) de´crivent quelques
situations ou` cette approche n’est pas faisable.
Sitter (1992b) modifie la me´thode bootstrap pour contourner les proble`mes de l’esti-
mateur de variance de Bickel et Freedman (1984) en se´lectionnant des e´chantillons sans
remise de taille mh dans chaque pseudo-population de taille khnh = Nh, ou`




pour obtenir un estimateur de variance non biaise´ et consistant, au moins pour une
statistique line´aire.
Lorsque la fraction d’e´chantillonnage inverse Nh/nh n’est pas entie`re, toutes ces
me´thodes ne´cessitent une randomisation entre les pseudo-populations dont les tailles ap-
prochent Nh. Les de´tails de la randomisation sont importants, et en plus d’eˆtre quelque
peu encombrant a` programmer, des erreurs peuvent conduire a` l’e´chec de ces me´thodes
(Presnell et Booth, 1994). De plus le besoin d’une pseudo-population pour chaque strate
requiert de la me´moire additionnelle, ce qui n’est pas pratique pour de grandes enqueˆtes.
6.3 Bootstrap avec remise
Sans cre´er une pseudo-population, McCarthy et Snowden (1985) proposent d’imiter
le design d’e´chantillonnage original en se´lectionnant des e´chantillons de taille mh avec
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remise dans chaque strate avec
mh = (nh − 1)/(1− fh) (18)
de sorte a` obtenir un estimateur de variance non biaise´ et consistant pour un estimateur
line´aire. Lorsque mh n’est pas entier, une randomisation est a` nouveau requise.
6.4 Bootstrap re´e´chellonne´
Rao et Wu (1988) proposent aussi de faire un bootstrap avec remise, mais ils at-
teignent la variance standard en re´e´chellonnant les e´chantillons bootstrap de taille mh
suivant
y∗h = yh +
√
mh(1− fh)/(nh − 1)(y
∗
h − yh),
ou` mh peut eˆtre n’importe quel entier positif. Ceci inclut la me´thode de Efron (1982)
comme cas particulier. Ils montrent que les estimateurs de distribution sont consistants.
Pour estimer les moments de troisie`me ordre, Rao et Wu (1988) sugge`rent de prendre
mh = ⌊(1− fh)(nh − 2)
2/(1− 2fh)/(nh − 1)⌋,
ce qui e´vite le proble`me de mh non entier comme dans (17) et (18). La me´thode a
aussi l’avantage de ne pas cre´er et stocker les pseudo-populations, mais elle a quelques
proble`mes, notamment que pour mh ≥ nh, elle peut conduire a` des valeurs impossibles
de la statistique bootstrape´e.
6.5 Bootstrap mirroir-concordance
Le bootstrap mirroir-concordance (‘mirror-match bootstrap’) (Sitter, 1992a) est un
croisement entre le bootstrap avec et sans remise. Dans chaque strate, il produit un




h(1 − fh)} fois. Pour
concorder avec les moments de troisie`me ordre, Sitter (1992a) sugge`re n∗h = fhnh. Les
estimateurs de variance bootstrap mirroir-concordance sont consistants pour des sta-
tistiques line´aires. Il est e´quivalent au bootstrap avec remise de McCarthy et Snowden
(1985) si n∗h = 1. Une conclusion de ceci est que une randomisation entre les entiers
englobants est requise lorsque kh n’est pas un entier (Sitter, 1992a).
6.6 Non-re´ponse
Lorsqu’il manque des re´ponse, le me´canisme d’imputation doit eˆtre applique´ a` chaque
re´-e´chantillon F̂ ∗ (Shao et Sitter, 1996). Ainsi nous devons re´-imputer de manie`re re´pe´titive
les re´pondants de l’e´chantillon bootstrappe´ pour ajuster le mode`le d’imputation et en-
suite imputer les non-re´pondants de l’e´chantillon bootstrap. C’est pourquoi la me´thode
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est lourde en terme de calcul, mais d’un autre coˆte´ elle fournit des estimateurs de variance
consistants pour les me´dianes et d’autres estimateurs base´s sur les quantiles.
6.7 Commentaires
Davison et Hinkley (1997, §3.7) contient des commentaires additionnels et des exemples.
Sitter (1992b) a utilise´ la simulation pour comparer diverses me´thodes de bootstrap avec
et sans remise, et a trouve´ qu’ils se comportent bien et sont comparables. La conside´rable
complexite´ ajoute´e par les me´thodes mirroir-concordance et de re´-e´chellonnage nous
ame`ne a` pre´fe´rer le bootstrap de re´e´chantillonnage simple dans les cas ou` la fraction
d’e´chantillonnage est petite, et sinon d’utiliser l’approche de pseudo-population. Lahiri
(2003) et Shao (2003) passent en revue comment les me´thodes de bootstrap peuvent eˆtre
applique´es aux donne´es d’enqueˆtes complexes, tandis que Rust et Rao (1996) de´crivent
l’application des me´thodes de re´plication dans ce contexte. Presnell et Booth (1994)
mettent l’accent sur des difficulte´s the´oriques d’un grand nombre d’approches publie´es.
7 Comparaisons empiriques
7.1 Cas simples
De nombreuse simulations ont e´te´ effectue´es pour e´tudier la performance relative des
estimateurs de variance dont nous avons discute´.
Kovar et al. (1988) ont conside´re´ l’e´chantillonnage ale´atoire simple a` un degre´ stratifie´
avec remise base´ sur des pseudo-donne´es qui ressemblent aux vraies populations avec
H = 32 strates a` partir desquelles des e´chantillons de tailles nh ou bien 2 ou bien 5 sont
pre´leve´s. Les parame`tres qu’ils conside`rent sont le rapport, le coefficient de re´gression, le
coefficient de corre´lation, et la me´diane. Sur la base d’une mesure de biais et de stabilite´,
ils ont compare´ le jackknife, la re´plication e´quilibre´e re´pe´te´e, le bootstrap avec remise
par re´-e´chellonnage et les me´thodes de line´arisation. Ils observent que les estimateurs
de variance de line´arisation et de jackknife se comportent de manie`re e´quivalente et
ont la meilleure performance en termes de biais relatif et de stabilite´, que la re´plication
e´quilibre´e re´pe´te´e a la deuxie`me meilleure performance, et que le bootstrap par re´-
e´chellonnage de Rao et Wu (1988), la seule me´thode bootstrap qu’ils conside`rent, produit
la pire performance de toutes. La re´plication e´quilibre´e re´pe´te´e et ce bootstrap tendent a`
sur-estimer les variances de statistiques non line´aires. Ils conside`rent aussi la couverture
d’intervalles de confiance, et concluent que les intervalles jackknife et de line´arisation
tendent a` sous-couvrir, tandis que ceux base´s sur la re´plication e´quilibre´e re´pe´te´e tendent
a` sur-couvrir. Les intervalles de confiance bootstrap Studentise´s ame´liorent la situation,
mais tendent e´galement a` sur-couvrir.
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Rao et Shao (1996) comparent les me´thodes de re´plication e´quilibre´e re´pe´te´e de
groupe et de re´plication e´quilibre´e re´pe´te´e de manie`re re´pe´titive de groupe lorsque
nh = 48 dans chacuns des H = 5 strates ; la fraction d’e´chantillonnage e´tait d’envi-
ron 1/10. L’e´chantillonnage ale´atoire simple au premier degre´ avec remise e´tait utilise´
a` l’inte´rieur de chaque strate. Ils ont aussi conside´re´ des parame`tres divers, et observe´
que le jackknife marche le mieux lorsque l’estimateur ponctuel est lisse mais marche mal
pour la me´diane ; ceci ne nous surprend pas e´tant donne´ que l’estimateur de variance
jackknife est inconsistant pour un quantile d’e´chantillon. La me´thode de re´plication de
groupe e´quilibre´e re´pe´te´e a un petit biais relatif, mais est tre`s instable. Cette instabilite´
est corrige´e par la re´plication e´quilibre´e re´pe´te´e groupe´e de manie`re re´pe´titive, mais au
prix de plus de calculs.
Sitter (1992b) a compare´ diverses me´thodes de bootstrap, a` savoir le bootstrap avec
remise, le bootstrap de re´-e´chellonnage, une version du bootstrap mirroir-concordance
et une version du bootstrap sans remise, sous e´chantillonnage ale´atoire simple stratifie´
a` un degre´ sans remise, et a conclu que les me´thodes bootstrap sont comparables pour
l’estimation de la variance de la me´diane.
7.2 Calibration
7.2.1 Etude ne´e´rlandaises
Boonstra et Nieuwenbroek (2003) ont effectue´ une comparaison des variances de
la line´arisation de Taylor et de la re´plication e´quilibre´e re´pe´te´e pour des estimateurs
de re´gression ge´ne´ralise´e de totaux et de rapport de totaux a` partir de deux enqueˆtes
diffe´rentes, l’une e´tant un design deux-par-strate dessine´ a` partir d’une population de
compagnies, et l’autre un design a` deux degre´s dessine´ a` partir d’une population de
personnes.
Les formules de line´arisation de Taylor qui furent utilise´es e´taient de type standard,
tandis que diffe´rentes variantes de re´plication e´quilibre´e re´pe´te´e furent utilise´es, incluant
le regroupement d’unite´s d’e´chantillonnages primaires en deux groupes pour chaque
strate, et l’utilisation de strates artificielles obtenus par division ale´atoire de chaque
strate d’unite´s d’e´chantillonnages primaires en sous-strates, qui sont chacunes divise´es
en deux groupes ale´atoires.
Une approche similaire a e´te´ applique´e a` l’inte´rieur de chaque strate de premie`re
strate, entraˆınant un sche´ma de demi-e´chantillonnage plus complexe amenant aussi des
perturbations plus douces des poids originaux a` travers un facteur de Fay ε (§5.3).
La premie`re simulation de Boonstra et Nieuwenbroek (2003) englobe 2000 e´chantillons
pris dans 84 niveaux dont la taille Nh se trouve dans le domaine 10–20 : deux observa-
tions ont e´te´ prises dans chaque strate pour un total de 168 observations. On a effectue´
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la calibration base´e sur les valeurs de deux variables cate´goriques en utilisant un estima-
teur de re´gression du type de´crit dans Section 2.2, et les estimateurs de variance ont e´te´
calcule´s en utilisant la line´arisation de Taylor, la line´arisation de Taylor avec des poids de
re´gression, et la re´plication e´quilibre´e re´pe´te´e avec divers facteurs de Fay. Ces estimateurs
de Taylor ne tiennent pas compte de l’ale´atoire des poids de re´gression. Les conclusions
ge´ne´rales sont que toutes les me´thodes sous-estiment le´ge`rement les variances, et que la
me´thode de Taylor standard tend a` sous-estimer le plus. La seule exception a` ceci est la
re´plication e´quilibre´e re´pe´te´e standard, qui sur-estime quelque peu les vraies variances.
Toutes les me´thodes fournissent des intervalles de confiance a` 95 % avec une couverture
autour de 90–93 % ; ceci est une conse´quence de la sous-estimation de la variance.
Dans une deuxie`me e´tude, Boonstra et Nieuwenbroek (2003) ont cre´e une population
artificielle en utilisant des donne´es a` partir de l’enqueˆte ne´e´rlandaise a` deux degre´s de la
force de travail et les a utilise´es pour comparer diverses formes de re´plication e´quilibre´e
re´pe´te´e. La population artificielle comprend 188,216 personnes dans 70 strates contenant
chacune de 10 a` plusieurs centaines d’unite´s d’e´chantillonnage primaires. Chacune de ces
unite´s contient de 15 a` 40 me´nages. Cinq cents e´chantillons ont e´te´ dessine´s suivant un
design a` deux degre´s avec e´chantillonnage ale´atoire simple avec remise a` chaque degre´,
avec des fractions d’e´chantillonnage de 1/5 a` chaque degre´ produisant des e´chantillons
ge´ne´raux de 4 % de la population. Les estimateurs de variance utilise´s e´taient les esti-
mateurs de Taylor correspondant a` ceux mentionne´s dans le paragraphe pre´ce´dent, la
re´plication e´quilibre´e re´pe´te´e groupe´e avec des strates artificielles pour un total de 120
strates et de 120 re´-e´chantillons. Toutes les estimations de re´plication e´quilibre´e re´pe´te´e
ont utilise´e un facteur de Fay ε = 0.57.
La Table 1, qui contient quelques re´sultats typiques de cette e´tude, montre que
la re´plication e´quilibre´e re´pe´te´e est de manie`re appre´ciable moins efficace que ne l’est
l’approche de line´arisation standard de Taylor, qui est peu affecte´e par l’utilisation des
poids calibre´s. L’utilisation de strates artificielles supple´mentaires ame´liore le´ge`rement
la re´plication e´quilibre´e re´pe´te´e, mais elle reste beaucoup moins efficace que l’approche
standard.
7.2.2 Etudes britanniques et suisses
Deux exercices de simulation majeurs entrepris pour comparer les performances du
re´e´chantillonnage et des me´thodes plus standard pour l’estimation de variance dans
des enqueˆtes de force de travail ont utilise´ des donne´es simule´es base´es sur de vraies
enqueˆtes suisses et britanniques (Canty et Davison, 1999). Celles-ci comportaient des
vagues de participants se chevauchant, et les statistiques conside´re´es e´taient les totaux,
les rapports, et diffe´rences de totaux et rapports entre deux vagues successives. On
a utilise´ la calibration par ajustement ite´ratif proportionnel pour ajuster les poids aux
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Statistique Me´thodes d’estimation de variance RB (%) RMSE relatif (%)
Total standard 2.2 15.4
BRR regroupe´ –0.1 29.2
BRR regroupe´, avec strates artificielles 2.1 22.5
Rapport standard 0.1 4.8
standard, avec poids de re´gression –0.4 4.8
BRR regroupe´ –0.9 25.0
BRR regroupe´, avec strates artificielles 0.6 13.7
Tab. 1 – Performances typiques des estimateurs de variance standard de re´plication
e´quilibre´e re´pe´te´e, de Boonstra et Nieuwenbroek (2003). RB de´signe le biais relatif
et RMSE la racine du carre´ moyen de l’erreur des 500 estimations. BRR de´signe la
re´plication e´quilibre´e re´pe´te´e.
marges des trois variables cate´goriques, terminant apre`s cinq ite´rations. L’effet de donne´s
manquantes n’a pas e´te´ conside´re´.
Nous re´sumons ici les re´sultats de l’e´tude britannique, ou` la population consistait en
environ 60, 000 adresses dans la premie`re vague, avec autour de 12, 000 nouvelles adresses
dans la deuxie`me vague utilise´es pour remplacer 12, 000 adresses de la premie`re vague ;
soit autour de 20% d’unite´s change´es entre deux vagues.
Il y avait 30 strates utilise´es, chacune contenant quelques individus pre´sents seule-
ment dans la premie`re vague, quelques uns pre´sents seulement dans la deuxie`me vague,
et certains pre´sents dans les deux vagues, dans les proportions 1 :1 :3. La fraction
d’e´chantillonnage e´tait a` peu pre`s f = 1/48, donnant une taille d’e´chantillon de 1250
dans chaque vague e´chantillonne´e.
Un total de 5000 e´chantillons a e´te´ pris a` partir de la population artificielle suivant
ce sche´ma d’e´chantillonnage, et diffe´rentes estimations de variance ont e´te´ calcule´es pour
une varie´te´ de statistiques lisses, base´es sur chacun de ces e´chantillons.
Comme les conclusions e´taient similaires pour toutes les statistiques conside´re´es, la
discussion ci-dessous de´crit seulement l’estimation de variances pour les totaux et pour





ou` la somme est sur les strates h, les adresses j, et les personnes vivant a` cette adresse
k.
Les me´thodes d’estimation de variance utilise´s e´taient :
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– une me´thode standard base´e sur une formule obtenue en traitant τ̂ comme une
variable binomiale avec de´nominateur n =
∑
h nh le nombre total d’adresses









ou` d est un effet de design ;










avec le re´sidu ehjk = yhjk− ŷhjk d’une re´gression de la variable y sur les colonnes de
la matrice X dont les lignes contiennent les variables de calibration xhjk utilisant la
matrice de poids diagonale Ω comprenant les poids originaux ωhjk pour l’inclusion
de l’individu k de l’adresse j de la strate h, et
whjk = ωhjk
{
1 + (cT − 1TΩX)(XTΩX)−1xThjk
}
sont les poids recalibre´s ;
– le jackknife groupe´, avec 10 groupes dans chacune des 30 strates, de sorte que
chaque re-calcul de la variances ne´cessite 300 calculs de la statistique ;
– la re´plication groupe´e e´quilibre´e re´pe´te´e, avec les 30 strates subdivise´es en groupe
suivant la pre´sence de l’unite´ dans la premie`re vague, la deuxie`me vague, ou les
deux vagues, donnant un total de 90 re´pliques ; et
– le bootstrap standard, approprie´ e´tant donne´e la faible fraction d’e´chantillonnage,
avec 100 re´pliques.
L’effet de re-ponde´ration a e´te´ e´tudie´ pour le jackknife, pour la re´plication e´quilibre´e
re´pe´te´e, et pour le bootstrap. Trois ensembles de poids ont e´te´ utilise´s : ceux pour
l’e´chantillon original, qui sont ‘incorrects’ parce qu’ils ne tiennent pas compte des chan-
gements dus au re´e´chantillonnage, et ceux obtenus apre`s une et cinq ite´rations de l’alo-
grithme d’ajustement proportionnel ite´ratif utilise´ pour la calibration.
La Table 2 pre´sente des re´sultats typiques pour cette e´tude. Toutes ces me´thodes
de re´e´chantillonnage tiennent compte de la variabilite´ suppple´mentaire introduite par
calibration, mais la me´thode standard ne le fait pas, de sorte qu’elle tend a` sous-estimer
la vraie variance, bien que sa variance soit petite.
Le bootstrap et la line´arisation jackknife ont un carre´ moyen de l’erreur plus petit
que le jackknife et que la re´plication e´quilibre´e re´pe´te´e. La Figure 1 montre un re´sume´
graphique des re´sultats correspondants pour l’estimation du taux de choˆmage, un rap-
port, pour lequel a` la fois le nume´rateur et le de´nominateur sont ale´atoires, expliquant
la diffe´rence dans l’e´chelle entre cette figure et Table 2.
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Statistique Me´thode Biais RB (%) SD MSE
Total standard –35.2 –6.1 25.4 1880
bootstrap –14.6 –2.5 55.0 3230
jackknife 45.3 7.8 96.8 11400
line´arisation jackknife –13.6 –2.4 38.4 1650
BRR 28.0 4.8 79.6 7100
Changement dans le total standard –42.7 –7.2 21.6 2290
bootstrap –8.2 –1.4 55.5 3140
jackknife 64.3 10.8 107.0 15600
line´arisation jackknife –4.7 –0.8 41.8 1770
BRR 55.5 9.3 85.5 10400
Tab. 2 – Re´sume´ de statistiques pour les e´carts-types du total de choˆmage et du chan-
gement dans le total de choˆmage (Canty et Davison, 1999). RB de´signe le biais relatif,
SD l’e´cart type standard et MSE le carre´ moyen de l’erreur des 500 estimations. BRR
de´signe la re´plication e´quilibre´e re´pe´te´e.
La performance relativement faible du jackknife et de la re´plication e´quilibre´e re´pe´te´e
est due a` une certaine instabilite´ de ces estimateurs de variance, qui sous-estiment
quelques fois de manie`re significative la vraie variance, bien qu’il semble y avoir un
faible biais syste´matique.
Bien que cela ne soit pas en rapport imme´diat ici, la bonne performance de la me´thode
standard, re´sulte de sa faible variabilite´ ; elle sous-estime la vraie variance de manie`re
consistante, et toujours a` peu pre`s de la meˆme quantite´.
L’avantage principal des me´thodes de re´e´chantillonnage est de tenir compte de la va-
riabilite´ supple´mentaire introduite par la calibration, mais l’inconve´nient correspondant
est que la calibration doit eˆtre effectue´e pour chaque estimation de re´e´chantillonnage.
Ceci peut repre´senter un fardeau calculatoire supple´mentaire lourd, et lorsque la calibra-
tion ne´cessite des ite´rations, il est naturel de se demander combien d’e´tapes ite´ratives
sont requises. Cette e´tude a compare´ les effets de l’absence d’utilisation de pas, de
l’utilisation d’un pas, et cinq pas dans l’alogrithme d’ajustement proportionel ite´ratif,
lorsqu’on calibre les jeux de donne´es re´e´chantillonne´es. Pour le bootstrap et la re´plication
e´quilibre´e re´pe´te´e, il semble que bien qu’il y ait une diffe´rence entre utiliser aucun pas ou
bien un pas, il y a peu de changement apre`s : un pas ite´ratif est suffisant. Le jackknife













































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Fig. 1 – Ecarts-types pour le taux de choˆmage (ligne du haut) et changement du taux
de choˆmage (ligne du bas) ; la droite trait-tille´e y = x, les lignes pointille´s sont les ‘vrais’
e´carts-types d’e´chantillonnage. De Canty et Davison (1999).
7.3 Imputation
Kovar et al. (1988) a effectue´ une e´tude de simulation dans le but de tester la me´thode
de re´plication e´quilibre´e re´pe´te´e ajuste´e au me´canisme d’imputation. Ils ont conside´re´
l’e´chantillonnage stratifie´ de grappes avec nh = 2 pour H = 32 strates, et des taux de
manque de donne´es de 10 %, 20%, 30%, 40%, et 50%. Pour les statistiques de moyenne et
de me´diane d’e´chantillons, ils ont observe´ que la me´thode ajuste´e de re´plication e´quilibre´e
re´pe´te´e marche bien en terme de biais relatif et de coefficient de variation, contrairement
a` celui non ajuste´ qui sous-estime la variance des statistiques.
7.4 Imputation et calibration
Les simulations dont nous avons discute´ ci-dessus ne traitent pas le cas de donne´es
calibre´es et impute´es. Sur la base d’une simulation re´aliste base´e sur l’enqueˆte du budget
des me´nages suisses de l’anne´e 1998 (Renfer, 2001), nous conside´rons l’estimateur calibre´
et impute´ de Horvitz–Thompson du total des de´penses pour le pain et pour les produits
ce´re´aliers, sur la base de donne´es comple`tes de N = 9275 me´nages dans H = 7 strates
de tailles varie´es.
On dispose e´galement d’un ensemble de 14 variables auxiliaires sur chaque me´nage,
dont 10 marges de population sont connues. Pour la simulation, nous conside´rons les
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N = 9275 me´nages comme la population totale, pour laquelle nous connaissons les
de´penses totales.
Nous effectuons alors un e´chantillonnage stratifie´ sans remise et avec probabilite´s
d’inclusion e´gales 1/8 a` l’inte´rieur de 6 strates, et 3/8 dans les autres strates, donnant
une taille d’e´chantillon de 1332. On applique la non-re´ponse article pour la variable
re´ponse en utilisant une probabilite´ de de´faut uniforme a` travers l’e´chantillon entier.
Nous calculons les estimations de Horvitz–Thomson calibre´es et impute´es sur chacun
des 500 e´chantillons simule´s, et appliquons diverses techniques d’estimation pour obtenir
leur variances.
Pour atteindre la complexite´ calculatoire du bootstrap, pour lequel une simulation
se´pare´e a montre´ que 100 re´pliques e´taient ade´quates, nous utilisons a` peu pre`s le meˆme
nombre de blocs de suppressions que lorsqu’on applique le jackknife de bloc avec remise.
Ceci a e´te´ applique´ avec 13 blocs choisis ale´atoirement dans chaque strate, donnant
environ 91 calculs en tout pour chaque estimation de variance jackknife.
On a applique´ deux formes de re´plication e´quilibre´e re´pe´te´e, la premie`re utilisant une
se´paration ale´atoire de chaque strate en deux moitie´s pour chaque re´plication ; aucun
facteur de Fay n’e´tait utilise´ mais les poids pour les observations incluses dans la re´plique
e´taient multiplie´es par un facteur de deux avant la calibration. La deuxie`me forme,
la re´plication e´quilibre´e re´pe´te´e groupe´e de manie`re re´pe´titive, prend la moyenne des
estimations de variance de 13 telles se´parations.
Le bootstrap a utilise´ 100 re´pliques de l’estimateurs calibre´ et impute´ de Horwitz–
Thompson, obtenu par la proce´dure de Shao et Sitter (1996), c’est-a`-dire, avec des
re´ponses manquantes impute´es de manie`re de´terministe en utilisant un mode`le line´aire
ajuste´ aux re´pondants pleinement bootstrappe´s, et avec le jeux de donne´e impute´ calibre´
aux poids par re´gression line´aire.
L’estimateur de line´arisation jackknife est celui donne´ par (12) et (13).
On a applique´ les formules standard pour l’imputation multiple, en utilisant 30 im-
putations ale´atoires a` partir d’un mode`les line´aire ajuste´ aux donne´es comple`tes ; pour
l’imputation parame´trique nous avons utilise´ un mode`le d’erreur normal homoscedas-
tique, ou` les valeurs des parame`tres de re´gression et de variance changent ale´atoirement
et inde´pendemment suivant les distributions ajuste´es normales et chi-carre´es entre simu-
lations ; tandis que les erreurs d’imputations non parame´triques ont e´te´ simule´es suivant
un re´sidu bootstrap base´ sur un mode`le (Davison et Hinkley, 1997, p. 262).
Les Figures 2 et 3 comparent les performances de ces techniques d’estimation de
variance pour des taux de de´faut de 0%, 20%, 40%, and 60%. Le jackknife de bloc sous-
estime les vraies variances, qui sont syste´matiquement sur-estime´es par la re´plication
e´quilibre´e re´pe´te´e groupe´e de manie`re re´pe´titive.
La re´plication e´quilibre´e re´pe´te´e sans regroupement re´pe´te´ est clairement fortement
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Fig. 2 – Comparaison entre estimateurs de variance de re´e´chantillonnage en pre´sence
de calibration et d’imputation, en tant que fonction de la proportion de donne´es man-
quantes. Simulation base´e sur l’enqueˆtes du budget des me´nages suisses en 1998. La
ligne montre les vraies variances, estime´e a` partir de 10,000 simulations, et les boxplots
montrent les e´cart-types calcule´s pour 500 e´chantillons.
variable en comparaison, en accord avec les re´sultats de Rao et Shao (1996), mais la
re´plication e´quilibre´e re´pe´te´e groupe´e marche beaucoup mieux, bien qu’elle sur-estime
la variance lorsqu’il y a un fort taux de de´faut de re´ponses.
La line´arisation jackknife fonctionne bien pour de faible niveaux de de´fauts, et de
manie`re ge´ne´rale elle produit des variances qui sont plutoˆt trop basses mais assez stables.
Le bootstrap se comporte bien en terme a` la fois de biais et de variance, et semble eˆtre la
meilleure de ces me´thodes. Les me´thodes d’imputation multiple produisent des erreurs
dans des directions oppose´es, lorsqu’il manque une fraction substantielle des donne´es.
De manie`re ge´ne´rale l’approche bootstrap de Shao et Sitter (1996) et la me´thode de
line´arisation de la Section 3.2 semblent les meilleures en termes de biais et de stabilite´.
Si on se pre´occupe du temps calcul, l’avantage va a` la line´arisation, qui est jusqu’a`
cinquante fois plus rapide que les autres me´thodes incluses dans cette e´tude.









































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Fig. 3 – Comparaison des erreurs standard de re´e´chantillonnage en pre´sence de cali-
bration et d’imputation ; de haut en bas 0%, 20%, 40%, 60% non-re´ponses unite´. Les
traits-tille´s sont les ‘vrais’ e´carts-types d’e´chantillonnage, et la ligne pointille´e montre
x = y. Simulation base´e sur l’enqueˆte de budget des me´nages suisses de 1998.
artificielles pour la re´plication e´quilibre´e re´pe´te´e. Chacune des H = 7 strates a e´te´ divise´e
en quatre parties, et les estimateurs de variances ont e´te´ calcule´s pour 1000 e´chantillons
avec des re´ponses comple`tes. Les re´sultats montrent que l’introduction des strates artifi-
cielles ame´liore beaucoup les estimateurs de variances de re´plication e´quilibre´e re´pe´te´e.
8 Discussion
Il semble de manie`re ge´ne´rale que les estimateurs de variance bootstrap et de line´arisation
sont des plus prometteurs pour l’utilisation dans les enqueˆtes complexes. Le boots-
trap a l’avantage d’eˆtre un outil a` utilite´s multiples, d’eˆtre applicable tel quel dans
beaucoup de situations, et d’eˆtre utilisable a` la fois pour des statistiques lisses et non
lisses. De plus, et contrairement au jackknife ou a` la re´plication e´quilibre´e re´pe´te´e, le
nombre de re-calculs requis est plutoˆt controˆle´ par l’utilisateur que de´termine´ par la
me´thode. Ses inconve´nients principaux sont le fardeau calculatoire qu’il ne´cessite, par-
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ticulie`rement lorsqu’il est utilise´ avec l’imputation, et le fait que de la programma-
tion spe´ciale est ne´cessaire s’il est applique´ a` des situations avec des grandes fractions
d’e´chantillonnages fh
La line´arisation jackknife demande des calculs spe´ciaux des valeurs de la fonction d’in-
fluence adapte´ a` des circonstances particulie`res, mais elle n’entraˆıne pas de re´e´chantillonnage
et est ainsi beaucoup plus rapide que le bootstrap. Elle ne peut pas eˆtre applique´e de
manie`re suˆre pour des statistiques non lisses, mais la re`gle d’enchaˆınement peut eˆtre
utilise´es pour obtenir des valeurs d’influence pour des estimateurs complexes.
La re´plication e´quilibre´e re´pe´te´e et le jackknife sont presque compe´titifs dans certains
cas, mais en ge´ne´ral ils se comportent moins bien que les autres me´thodes, et il semble
ne´cessaire de les ajuster pour obtenir de meilleures performances.
La line´arisation jackknife et le bootstrap peuvent eˆtre applique´s pour des estimateurs
de changement
θ̂ = t(F̂2, F̂3)− t(F̂1, F̂2),
base´s sur des enqueˆtes de panel en se´parant les unite´s en trois parties : celles pre´sentes
seulement a` la premie`re occasion d’e´chantillonnage, celles pre´sentes lors des deux occa-
sions, et celles pre´sentes seulement a` la deuxie`me occasion (Canty et Davison, 1999) ;
celle-ci sont repre´sente´es respectivement par F̂1, F̂3 et F̂2. Chacune des H strates ori-
ginales est se´pare´e en trois parties et l’estimateur est calcule´ en fonction. Si nous igno-
rons les corrections pour les fractions d’e´chantillonnage, l’estimateur de variance de
























ou` la h-e`me strate contient nh1 unite´s pre´sentes a` la premie`re occasion, nh2 pre´sentes
aux deux occasions, et nh3 pre´sentes a` la deuxie`me occasion seulement, et ou` l
k
hj sont les
influence empiriques correspondantes. Un argument similaire s’applique au bootstrap,
pour lequel on applique le re´e´chantillonnage avec ces meˆmes sous-strates, et aux autres
me´thodes de re´e´chantillonnage.
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