ネットワーク構造の統計的な推定手法について by 増田 直紀 & Naoki Masuda
統計数理（2012）




































1東京大学大学院 情報理工学系研究科：〒113–8656 東京都文京区本郷 7–3–1
2科学技術振興機構さきがけ：〒332–0012 埼玉県川口市本町 4–1–8






ク上の進化という研究課題がある（Lieberman et al., 2005; Antal et al., 2006; Sood et al., 2008;










レーションを扱う研究分野などで研究されている（Ohtsuki et al., 2006; Szabo´ and Fa´th, 2007;











































and Leicht（2007）によるこのような手法の 1つを紹介する（Leicht et al., 2007も参考）．
頂点数を N で表す．隣接行列を A とする．すなわち，頂点 i から j に枝があるときには
Aij =1，ないときは Aij =0 である．本節では有向グラフを扱う．すなわち，Aij と Aji は一
般的には等しくないとする．A は観測される量である．
各頂点は c 個あるグループのうちの 1つに属すると仮定する．頂点 i が属するグループの番










今野（2010）の 2.6 節や Fortunato（2010）が総合的な解説として参考になる．分割の良し悪しを
決める基準として，Newman and Girvan（2004）で導入されたモジュラリティという指標がこ
こ 7, 8年で有名になったが，この指標を最大化するのは「1つの」指針であるととらえるのが
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妥当である．特に，有向グラフのコミュニティ分割の手法については，十分な決着がついてい
ないようである．また，分割に要する計算量も，コミュニティ分割アルゴリズムの設計に際し









グループ r に属する 1つの頂点から出る 1本の枝を考える．θri を，この枝が頂点 i に接続
する確率とする．また，πr を，各頂点がグループ r に属する確率とする．これらの変数は，非










以下，π = {πr} と θ = {θri} の最尤推定法を説明する．データは，観測されるデータ（観測
データ）A と観測されない潜在データ（潜在変数）{gi} であると考える．g = {gi} とし，尤度を
(2.2) Pr(A,g |π,θ)=Pr(A | g,π,θ)Pr(g | π,θ)












となる．式（2.3）で，Aij =0 のときに (1− θgi,j) といった項が現れるわけではないことに注意
する．θgi,j は，頂点 i と頂点 j が隣接する確率ではなく，頂点 i から出る 1本の枝があると
いう条件をつけたもとでの，i と j が隣接する確率だからである．すると，観測データ A は，
隣接行列そのものではなく，各頂点からの出次数を固定したもとでの隣接行列，ということに













データの一部である g が未知なので，EM アルゴリズムを用いる．すなわち，周辺尤度





























を考える．Pr(gi = r |A,π,θ) を計算するには π と θ が必要である．一方，最尤法で π と θ を
計算するには Pr(gi = r |A,π,θ) が必要である．そこで，EM アルゴリズムである．
Pr(gi = r |A,π,θ) は，π と θ から，EM アルゴリズムの E ステップとして以下のように求
まる：

































式（2.7）で Pr(gi = r |A,π,θ) が得られたら，対数尤度（2.6）を最大化する π，θ を求めれば

























Pr(gi = r |A,π,θ)




i=1AijPr(gi = r |A,π,θ)∑N
i=1 k
out
i Pr(gi = r |A,π,θ)
となる．ただし，kouti ≡
∑N
=1Ai は頂点 i の出次数である．
A=(Aij)が与えられているもとで式（2.7），（2.9），（2.10）を反復すると，π，θ，Pr(gi = r |A,π,θ)
を求めることができる．頂点の（確率的な）グループ分けの情報は Pr(gi = r |A,π,θ)に含まれて
いる．θ は得られたグループ分けの内容を与えている．すなわち，θrj は任意のグループ r と
r′（正確には，グループ r′ 内の頂点 j）の結びつきやすさを表す．
Newman and Leicht（2007）では，無向グラフの場合（Aij =Aji）についても同様の手法をつく
ることができることが説明されている．




れていると仮定する方法が Clauset et al.（2008）で提案されている．すなわち，各頂点は，ある
系統樹の末端の葉であるとする．2頂点が隣接する確率は，2頂点に対応する葉が系統樹の根
元に向かって上っていくときにどの高さで出会うか，で規定されるとする．この確率と系統樹
















られている．ここでは，そのような手法のうち，Schneidman et al.（2003, 2006），Shlens et al.


























かし，∆t が大きいと，サンプル数 T が減るのでモデルの推定が危うくなりうる．なお，神経
系のデータを扱うには，∆t≈ 20 ms がよく用いられている．また，全ての時刻のデータを同等
に扱うので，データについて，時間的に無相関であるだけでなく定常性があることも暗黙に仮
定されている．時間相関や因果性がある場合については後述する．
さて，式（3.1），（3.2）の制約のもとで，エントロピーを最大化する分布 P2(σ1, . . . ,σN) を求
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後の項は，確率分布の正規化に起因する制約である．式（3.3）の P2(σ1, . . . ,σN ) についての偏
微分を 0 と置く．これを計 2N 種類ある P2(σ1, . . . ,σN) のそれぞれについて行う．すると，エ
ントロピーを最大化する分布は










































ij + α× sign(〈σiσj〉)× log 〈σiσj〉〈σiσj〉m
(3.8)
にしたがって，hi，Jij を逐次的に更新する（Tang et al., 2008）．sign は引数の符号，α は更新
のステップ幅を表す．現在の hi，Jij の値が与える活動量の平均 〈σi〉m（説明の便宜上，正とす
る）が，データが与える活動量の平均 〈σi〉（正とする）よりも小さければ，式（3.7）の更新を通













どの程度表現できるのかという興味で，Schneidman et al.（2003, 2006）で最大エントロピーが
最初に用いられた．約 90％の活動を式（3.4）で説明できるという報告が複数ある（Schneidman
et al., 2006; Shlens et al., 2006; Tang et al., 2008; Yeh et al., 2010）．もしデータの分布を完全に
再現することによって，実験データの平均 〈σi〉 や相関 〈σiσj〉 などを再現しようとすると，自
明なこととして，モデルに 2N − 1 個もの変数が必要となる．これが O(N2) 個ですむならば大
きな倹約である．しかし，最近の研究では N =10 程度以上に対しては 2次モデルでは十分で
はないことが理論的に示唆されている（Roudi et al., 2009）．データの高次相関や空間構造をと
り入れる方法も実践されている（Santos et al., 2010; Ganmor et al., 2011）．
さて，ここまでで紹介した最大エントロピー法の大きな限界は，時間相関を扱わないことで
ある．実際のデータでは，頂点 i の活動が，少し遅れて頂点 j の活動を誘発するといったこと
が起こる．生物でも人間の社会行動でもそうであろう．最大エントロピー法をこの場合へ拡張
することは，需要があるにも関わらず，ごく近年まで扱われていなかった．最近，そのような
場合を扱うための手法が Marre et al.（2009）で提案されている（Yeh et al., 2010にも解説があ
る）．Marre et al.（2009）では，既存の制約に加えて，観測量




σi(t)σj(t + 1) (1≤ i, j≤N)
がモデルでも再現されるという制約を課す．したがって，仮定する分布は P2(σ1, . . . ,σN ) では
足りず，例えば P2(σ1(t), . . . ,σN(t),σ1(t +1), . . . ,σN(t + 1))とする必要があり，変数が大幅に増
える．解の形は，再びボルツマン分布になり，式（3.9）に対応する項がエネルギー項（式（3.4）
で述べると，exp の肩の中身）に追加される．Marre et al.（2009）では統計物理学で言う詳細釣
り合い（数学で言うと，マルコフ過程の可逆性）が成立するという強い仮定を置いて解析を行っ
ているので，今後の手法の拡張が望まれる．
モデルが妥当で，推定された Jij が 0 から十分に離れていれば，頂点 i と頂点 j はネット
ワーク上で隣接すると見なすことができる．単なる活動相関 〈σiσj〉 が非零であれば頂点 i と
j を枝で結ぶという単純な方法も脳の研究や企業の株のネットワークの研究などで用いられる
ことがあるが，そのような単純な方法と最大エントロピー法は異なる．よく言われるように，















トワークの研究は，近年盛んである．そのような例に，Tang et al.（2010），Isella et al.（2011），
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There have been many researches on networks during the past 15 years. This research
ﬁeld is referred to as network science or complex networks research. The term “network”
in this context is equivalent to the term “graph” in mathematical graph theory. Data of
many actual graphs are used in various ﬁelds. Independently of social network analysis
researchers, researchers in statistical physics, applied mathematics, and web engineering,
in particular, have started studying networks. Now, people from diﬀerent ﬁelds not limited
to the abovementioned ﬁelds are engaged in analysis of networks. Because network science
deals with real data of networks, statistical sciences will ﬁnd various applications in net-
work researches. This review paper brieﬂy surveys two maximum likelihood methods for
inferring network structures from data. First, it explains the maximum likelihood method
proposed by Newman and Leicht. They assumed that the nodes in an observed graph are
partitioned into groups, and nodes in the same group tend to have similar connectivity
to other nodes. Then, they established an EM algorithm to estimate the partition of the
nodes and the parameter values that determine the likelihood with which nodes in certain
groups are connected to each other. Second, it brieﬂy introduces the maximum likelihood
method based on a maximum entropy model. Although it is a classical approach, the
method has been applied to analysis of neural activity data.
Key words: Graph, network, community structure, EM algorithm, Ising model.
