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To provide high availability for services such as mail or bulletin boards, data must be replicated. They would be useful in the mail system to guarantee that if two clients are attempting to add the same user-name on behalf of two different users simultaneously, only one would succeed. Immediate operations are performed at all replicas in the same order relative to all other operations. They have the effect of being performed immediately when the operation returns, and are ordered consistently with external events [11] . They would be useful to remove an individual from a classified mailing-list "at once," so that no messages addressed to that list would be delivered to that user after the remove operation returns.
It is easy to construct and use highly-available applications with our method.
The user of a replicated application just invokes operations and can ignore replication and distribution, and also the ordering types of the opera- (newl: label, value: value) where op describes the actual operation to be performed (i.e., gives its name and arguments).
A specification of the service for causal operations is given in Figure  1 . (1) Advances its local timestamp rep-ts by incrementing the ith part of the timestamp by one while leavi~g all the other parts unchanged.
(2) Constructs the adi record r associated with this execution of the ack: a, i, rep_ts ) and adds it to the local log.
(3) Sends a reply message to the front end.
Note that ack records do not enter inval. After an update record r enters the log at a replica, no duplicate of the update will be accepted from the front end or network at that replica.
PROOF. By inspection of the code we know that after a record r enters the log at a replica, the following holds: r is in the log, or r's cid has entered inual; or r's cid has left inual, but at that point an ack for r was in the log. The specification of the complete service is given in Figure  3 . by advancing the R part of its timestamp, creates a log record for u, and sends the record to the backups.
When a submajority of backups acknowledges receipt of this record, the primary commits the operation: it enters the record in its log, performs the update (it will be ready because the primary heard about all updates in u.prev in the responses in phase 1), and sends the reply to the front end. The other replicas find out about the commit in gossip; since they are unable to process queries until they know about the commit, the gossip is sent immediately. Figure 4 shows the number of messages required for carrying out different kinds of operations (the figure ignores batching at the front end). Here N is the number of replicas, K is the number of update\ack pairs in a gossip message, and M is the smallest integer greater than N/2. We are assuming a gossip scheme in which each replica gossips with all the others, but only about the updates that it processed and that the recipient may not know. We are also assuming that acks are piggybacked on subsequent messages so that separate ack messages are not needed; piggybacking acks may delay them, but this is not a problem because it only affects how long cids are kept in in ual. The second term for the causal operations expresses the cost of gossip. The second term for forced operations expresses the cost of phase 2 of the protocol, which is done by gossip; the third term for the immediate operations is similar.
It is clear from the figure that queries and causal updates require few messages, forced updates require about the same number of messages as in primary copy schemes, and immediate updates are expensive.
Updates cause no delay to clients since they are asynchronous. A client cannot receive the answer to a query until one message round trip after making the call (although it may be able to do useful work in the interim if some form of nonblocking call is provided for it). In addition, the reply to a query may be delayed because:
(1) Information about some updates it depends on has not yet arrived at the replica that processed it. This is unlikely in the absence of failures because the front end always communicates with the same replica and because gossip is frequent.
(2) It follows a forced or immediate update whose execution is not complete. 
