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Abstract
This thesis presents the results of optical spectroscopy measurements on various
Dirac materials, including the nodal line semimetal ZrSiS, the topologically non-
trivial half-Heusler compounds YbPtBi and GdPtBi, and the anisotropic Dirac
semimetals CaMnBi2 and SrMnBi2. Generally, optical studies of this kind access
the low-energy excitation spectra of the materials. In case of Dirac materials,
optics probes the dynamics of Dirac and Weyl fermions, as well as other exotic
quasiparticles emerging in these quantum materials. The major results, obtained
in this work can be summarized as follows.
In ZrSiS, the response of the nodal line Dirac fermions is revealed by a frequency-
independent optical conductivity σ1(ω), which arises from the effectively reduced
dimensionality of the linearly dispersing bands [1, 2]. This is consistent with band
structure calculations [3] and verified by a theoretical model for the optical response
of nodal line semimetals [2]. From our optical fits, we derive the length k0 of the
nodal line in the reciprocal space and an upper limit for the energy gap ∆ induced by
spin-orbit coupling. Additionally, we discuss the origin of two low-energy excitation
modes in the optical spectrum and compare our interband results to theoretical
calculations of Ref. [4].
For the half-Heusler compound YbPtBi, we provide a two-channel conduction model
containing highly mobile (Dirac-like) electrons and conventional holes [5]. This
model is verified by magneto-transport and Hall measurements, as well as by a
double-Drude fit for the intraband optical conductivity. The mobility of the elec-
trons is found to be record high for half-Heusler compounds. This is a strong
indication for Dirac-like states, which are usually associated with high charge car-
rier mobilities [6, 7]. The interband spectrum of YbPtBi is compared to the results
obtained on the sister compound GdPtBi. For both, we find strong evidence for the
recently predicted triple point fermions, which emerge when a doubly degenerate
and a non-degenerate band cross [8]. Namely, we find that the frequency depen-
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dence of the interband conductivity is linear [9, 10]. From the slope of σ1(ω) we
derive the Fermi velocity of the relevant linear dispersing bands. We compare these
results to band structure calculations and find excellent agreement.
Finally, we trace the fingerprints of the anisotropic Dirac states in CaMnBi2 and
SrMnBi2. In the low-frequency range, the interband conductivity of both com-
pounds disperses linearly with frequency. This is caused by linear dispersions of
the bands in all three dimensions. From the slope of σ1(ω), we calculate the Fermi
velocity and obtain values in good agreement with theory and angle-resolved pho-
toemission spectroscopy measurements [11]. At higher frequencies, the effective
band dimensionality is reduced due to the strong anisotropy. This is observed as
a σ1(ω) ∝ ω−1 decay in the optical conductivity. In CaMnBi2, we identify an
anomaly at 50 K, present in both, dc conductivity and our optical spectrum, and
narrow down the origin of this anomaly to a density wave scenario. This is further
verified by magnetic susceptibility measurements and the presence of Fermi surface
nesting in CaMnBi2 [12].
Overall, the results of this thesis confirm the relevance of Dirac physics for all studied
materials and reveal that the low-energy electrodynamics of these compounds are
governed by the quasiparticles possessing Dirac(-like) dispersion relations.
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dt. Zusammenfassung
Diese Arbeit fasst die Ergebnisse von optischen Spektroskopie-Messungen an ver-
schiedenen Dirac Materialien, unter anderem am nodal line Halbmetall ZrSiS, an
den topologisch nicht-trivialen half-Heusler Materialien YbPtBi und GdPtBi und an
den anisotropischen Dirac Halbmetallen CaMnBi2 und SrMnBi2. Im Allgemeinen
bieten optische Untersuchungen dieser Art einen Zugang zu den Anregungsspek-
tren der Materialien im Bereich kleiner Energien. Bezu¨glich Dirac Materialien un-
tersuchen solche optischen Messungen die Dynamik der Dirac und Weyl Fermionen,
ebenso von anderen Quasiteilchen welche in dieser Art von Quantenmaterialien vor-
kommen ko¨nnen. Die wichtigsten Ergebnisse dieser Arbeit ko¨nnen folgendermaßen
zusammengefasst werden:
In ZrSiS wird die Antwort der nodal line Dirac Fermionen durch eine Frequenz-
unabha¨ngige optische Leitfa¨higkeit σ1(ω) enthu¨llt, welche von der effektiv reduzier-
ten Dimensionionalita¨t der linear verlaufenden Ba¨nder verursacht wird [1, 2]. Dies
stimmt mit Bandstruktur-Berechnungen u¨berein [3] und wird durch ein theoreti-
sches Modell fu¨r die optische Antwort sogenannter nodal line Halbmetallen veri-
fiziert [2]. Aus unseren optischen Modellierungen leiten wir sowohl die La¨nge k0
der nodal line im reziproken Raum, als auch ein Maximalwert fu¨r die Energielu¨cke
∆, welche durch die Spin-Orbital-Wechselwirkung entsteht, ab. Zusa¨tzlich diskutie-
ren wir mo¨gliche Ursachen fu¨r zwei Anregungsmoden im Bereich kleiner Energien
und vergleichen unsere Interband-Ergebnisse mit theoretischen Berechnungen aus
Ref. [4].
Fu¨r das half-Heusler Material YbPtBi entwickeln wir ein zwei-Kanal Leitungs-
modell, welches sehr bewegliche (Dirac-a¨hnliche) Elektronen und normale Lo¨cher
entha¨lt [5]. Dieses Modell besta¨tigen wir durch magnetische Transportmessungen,
Hall Messungen und ein zwei-Drude Modell fu¨r die intraband optische Leitfa¨higkeit.
Die Beweglichkeit der Elektronen stellt einen neuen Rekord fu¨r half-Heusler Ma-
terialien auf und liefert einen starken Hinweis auf Dirac-a¨hnliche Zusta¨nde, wel-
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che u¨blicherweise mit einer sehr hohen Beweglichkeit der Ladungstra¨ger in Verbin-
dung gebracht werden [6, 7]. Das Interband-Spektrum von YbPtBi wird zudem mit
den Ergebnissen des verwandten Materials GdPtBi verglichen. Fu¨r beide finden
wir deutliche Anzeichen fu¨r die erst ku¨rzlich vorhergesagten Triple-Punkt Fermio-
nen, welche auftreten wenn ein zweifach entartetes Band und ein nicht entartetes
Band sich schneiden [8]. Dies zeigt sich in einer linearen Frequenzabha¨ngigkeit der
Interband-Leitfa¨higkeit [9, 10]. Aus der Steigung der Leitfa¨higkeit leiten wir die Fer-
mi Geschwindigkeit der involvierten linear verlaufenden Ba¨nder ab. Die Ergebnisse
liefern eine ausgezeichnete U¨bereinstimmung mit Bandstruktur-Berechnungen.
Abschließend spu¨ren wir die Charakteristiken der anisotropischen Dirac Zusta¨nde
in CaMnBi2 und SrMnBi2 auf. Im Bereich kleiner Frequenzen steigt die Interband-
Leitfa¨higkeit linear mit der Frequenz an. Dies wird durch linear verlaufende Ba¨nder
in drei Dimensionen verursacht. Aus der Steigung der Leitfa¨higkeit berechnen wir
die Fermi Geschwindigkeit und finden eine gute U¨bereinstimmung mit theoreti-
schen Werten und winkelaufgelo¨sten Photoemissionsspektroskopie Messungens [11].
Bei ho¨heren Frequenzen wird die effektive Banddimensionalita¨t auf Grund der
starken Anisotropie reduziert, welches durch eine ω−1 Abha¨ngigkeit der optischen
Leitfa¨higkeit besta¨tigt wird. In CaMnBi2 beobachten wir sowohl in der DC als auch
in der optischen Leitfa¨higkeit eine Anomalie bei 50 K und schra¨nken die Ursache
der Anomalie auf eine Zustandsdichte-Welle ein. Dies wird durch die Messung der
magnetischen Suszeptibilita¨t und die Realisierung von Fermi Oberfla¨chen nesting
weiter bekra¨ftigt [12].
Insgesamt besta¨tigen die Ergebnisse dieser Arbeit die Bedeutsamkeit der Dirac Phy-
sik fu¨r alle untersuchten Materialien und enthu¨llen, dass die Elektrodynamik im Be-
reich kleiner Energien von Quasiteilchen mit Dirac(-a¨hnlicher) Dispersionsrelation
bestimmt wird.
Struktur der Arbeit
Nach einer kurzen Einfu¨hrung und Motivation in Kapitel 1, ist die Arbeit folgen-
dermaßen gegliedert:
Kapitel 2 liefert einen theoretischen Einstieg in das Feld der Dirac Physik in Fest-
ko¨rpern. Dies beinhaltet sowohl einen Vergleich verschiedener Messmethoden,
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welche fu¨r die Enthu¨llung der Spuren der Dirac Physik verwendet werden
ko¨nnen als auch eine ausfu¨hrliche Diskussion der Antwort von Dirac Materia-
lien in der frequenzabha¨ngigen optischen Leitfa¨higkeit.
Kapitel 3 bietet einen U¨berblick u¨ber das Prinzip der Fourier-Transform Infrarot-
spektroskopie, die verwendeten experimentellen Aufbauten und die Datenaus-
wertung, inklusive des Verfahrens zur Datenextrapolation und der Kramers-
Kronig Transformation.
Kapitel 4-6 beinhalten die experimentellen Ergebnisse dieser Arbeit. Jedes Kapitel
beginnt mit einer kurzen Beschreibung des untersuchten Materials, gefolgt
von einer allgemeinen Darstellung der optischen Ergebnisse und endet mit
einer Interpretation unter Beru¨cksichtigung der speziellen Bandstruktur jedes
Materials.
Kapitel 4 diskutiert die optische Antwort des nodal line Halbmetalls ZrSiS
und seine frequenzunabha¨ngige optische Leitfa¨higkeit, welche einen di-
rekten Zugang zur La¨nge der nodal line im reziproken Raum liefert.
Kapitel 5 behandelt das half-Heusler Material YbPtBi mit seinem zwei-
Kanal Leitungsmodell und der mo¨glichen Beteiligung der Dirac Physik.
Letzteres wird durch den Vergleich zum verwandten Material GdPtBi
besta¨rkt.
Kapitel 6 beschreibt die optische Antwort der Dirac Halbmetalle CaMnBi2
und SrMnBi2 und vergleicht zwei mo¨gliche Szenarien fu¨r die Leitfa¨hig-
keit im mittleren Infrarot-Bereich: die Formation einer Zustandsdichte-
Welle und die Kennzeichen der anisotropischen Dirac cones.
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1. Introduction
The ability to design and manufacture materials with required properties is one
of the main goals of today’s condensed matter physics research. Recently, it has
been shown that many exotic and less exotic particles, theoretically predicted in
high-energy physics, may emerge as quasiparticles in solids. In particular interest
are the Dirac and Weyl equations and the massless, relativistic fermions [13, 14],
described by these equations. At certain circumstances, quasiparticles with prop-
erties similar to relativistic Dirac and Weyl fermions can be found in condensed
matter: If conduction and valence bands cross each other, the dispersion of the
bands in the vicinity of the crossing point can be linear [15]. Thus, the quasiparti-
cles living in these linearly dispersing bands can only be described by the relativistic
Dirac/Weyl equation with the speed of light being replaced by the Fermi velocity
vF . Important is, however, that the Fermi level is situated near the crossing point,
otherwise the observation of such quasiparticles is problematic. These quasiparti-
cles come with fascinating properties, such as the suppressed back scattering, which
leads to ultra-high carrier mobilities (in the order of 104 to 105 cm2/Vs), or nega-
tive longitudinal magneto-resistance induced by the chiral anomaly [6, 7, 16, 17].
These make the so-called Dirac materials1 an attractive material class for future
applications. By now, many different types of Dirac materials confirmed by the-
ory and experiment, e.g., two dimensional graphene, three dimensional Dirac and
Weyl semimetals, topological insulators, d-wave superconductors, and nodal line
semimetals.
1I.e., the materials, which low-energy electronic bands can be described by the Dirac or
Weyl equations.
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Figure 1.1.: Various experimental
techniques address different parts of
Dirac bands: ARPES detects occu-
pied states, hence can only be used
to map the bands below the Fermi
level; transport and tunneling ex-
periments probe the physics directly
at the Fermi level, hence, are able
to map the Fermi surface; optical
probes excite electrons from the va-
lence band into the conduction band
and, thus, map transitions from the
lower half of the Dirac cone to the
upper one.
1.1. Motivation
To utilize Dirac materials, the understanding of their (low-energy) electrodynamic
response is essential. Thus, a lot of attention is drawn to the investigations by
means of band structure calculations and various experimental techniques, such
as angle-resolved photoemission spectroscopy (ARPES), (magneto-)transport mea-
surements, tunneling microscopy (STM), and optical spectroscopy. Each method
addresses the Dirac physics in a different energy range, leading to complementing
results, as sketched in Figure 1.1. Among the commonly applied experimental tech-
niques, optical spectroscopy is the only one which excites charge carriers across the
Fermi level and, hence, is able to probe the complete Dirac cone.
The goal of this work is to apply mainly optical spectroscopy to probe the linearly
dispersing bands across the Fermi level. Theoretical models show that this technique
is sensitive to the dimensionality of the Dirac states [9, 10], it provides access to
the slope of the linear dispersion, i.e., to the Fermi velocity vF , it probes a possible
energy gap ∆ at the crossing point, and the distance between the crossing point
and the Fermi level, i.e., the position of the chemical potential µ [9, 18, 19].
In this thesis, we investigate materials with different dimensionality d of the Dirac
bands and detect the frequency behavior of the optical conductivity, which has been
predicted to be directly related to d and to the power z of the band dispersion,
2
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Figure 1.2.: The (interband) optical conductivity of the investigated compounds
YbPtBi, CaMnBi2, and ZrSiS. Their frequency dependence reveals the fingerprints
of Dirac states of different dimensionality. The interband conductivity of SrMnBi2
is similar to the one of CaMnBi2 and, hence, not shown here.
E(k) = kz [9, 10]. We show that the proposed simple relation, σ1(ω) ∝ ω(d−2)/z,
nicely holds for many different materials, possessing linear bands. The materials
studied in this thesis contain Dirac (i.e., linearly dispersing) bands in:
• three dimensions (YbPtBi, CaMnBi2, SrMnBi2), leading to a linear dispersion
of σ1(ω),
• two dimensions (ZrSiS) with a frequency-independent optical conductivity,
• one dimension (CaMnBi2, SrMnBi2), which results in a ω−1-decay of σ1(ω),
as shown in Figure 1.2. Additionally, we apply more advanced models to each of the
mentioned compounds to obtain in-depth information about the electrodynamics
in the Dirac bands.
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1.2. Structure of the thesis
After the above presented introduction (chapter 1), the thesis is organized as
follows.
chapter 2 provides an introduction to the field of Dirac physics in condensed mat-
ter. This includes a comparison of various experimental techniques which can
be applied to unveil the fingerprints of Dirac physics and a detailed discussion
of the Dirac response in the frequency-dependent optical conductivity.
chapter 3 gives an overview of the principles of Fourier-transform infrared spec-
troscopy, the employed experimental setups, and the data treatment, includ-
ing the procedure of data extrapolation and Kramers-Kronig transformation.
chapters 4-6 contain the experimental results of this work. Each chapter starts
with a short review of the investigated material, continues with a general ex-
amination of the optical response, and ends up with a particular interpretation
of the results with respect to the band structure of the materials.
chapter 4 discusses the optical response of the nodal line semimetal ZrSiS
and its frequency-independent optical conductivity, which provides ac-
cess to the length of the nodal line in the reciprocal space.
chapter 5 deals with the half-Heusler compound YbPtBi, its two-channel
conduction, and the possible appearance of Dirac physics. The latter is
supported by the results obtained on the sister compound GdPtBi.
chapter 6 describes the optical response of two Dirac semimetals CaMnBi2
and SrMnBi2, and compares two possible scenarios to account for their
mid-infrared conductivity: a (charge) density wave formation and the
fingerprints of the anisotropic Dirac cones.
4
2. Theoretical and experimental
background
This chapter will provide an overview of Dirac fermions1 in solid state physics:
i.e., the particles which obey the Dirac Hamiltonian instead of the conventional
Schro¨dinger Hamiltonian. The underlying equations and the basic properties of
these quasiparticles will be discussed first. In the second part, different types and
classes of materials hosting Dirac fermions will be explained. Thirdly, the experi-
mental fingerprints of Dirac fermions will be summarized and accompanied by main
experimental results.
2.1. From Schro¨dinger to Dirac
The excitations of nearly free quasiparticles in conventional metals or doped semi-
conductors can usually be described by the Schro¨dinger equation [20, 21]:
i~ ∂
∂t
|ψ(t)〉 = HS |ψ(t)〉 , (2.1)
with ~ being the reduced Planck constant. The Schro¨dinger Hamiltonian is given
as:
HS =
p2
2m∗
, (2.2)
with the effective mass2 m∗ and the momentum p. Consequently, such excitations
are often called Schro¨dinger fermions and their energy dispersion shows a quadratic
1Here, we follow the convention that materials hosting such kind of Dirac fermions are
labeled as Dirac materials. Even when the linear crossing or band touching is gapped.
2In a solid, the bare electron mass me is commonly rewritten into the effective mass m
∗,
which takes interactions and the band structure into account.
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momentum dependence, E ∝ p2.
What is now referred as Dirac fermions or a Dirac material, is when the low-energy
excitations cannot be described with the Hamiltonian given in Equation 2.2, but
with the Dirac Hamiltonian in two spatial dimensions [13, 15]:
HD = cσ · p+mc2σz . (2.3)
Here, σ = (σx, σy) and σz are the conventional Pauli matrices and c the effective
speed of light, which is replaced by the Fermi velocity3 vF in condensed matter
physics. This Dirac Hamiltonian is accompanied by a linear energy dispersion,
E ∝ p. The low-energy excitation spectrum of Equation 2.3 thus hosts linear
energy bands. This property is what one usually thinks of when talking about Dirac
fermions or Dirac states in solid state physics and is qualitatively different to what
is observed in conventional metals or semiconductors, which show the parabolic
dispersion mentioned before. Furthermore, the Hamiltonian provides no possibility
for an energy gap in the limit of a vanishing Dirac mass m → 0, because there is
no perturbation term left [14, 15]. This will be further discussed when introducing
Weyl semimetals in section 2.3.
Even for a non-zero Dirac mass, the Dirac Hamiltonian leads to an interconnection
of particles and holes, so they obey the same effective mass m, being related to the
spectral gap ∆ = 2mc2 [15]. Again, this is different to conventional metals and
semiconductors, where each type of charge carrier, electrons and holes, come with
their own Schro¨dinger equation and thus with independent effective masses.
Historically, the Dirac Hamiltonian or, more generally, the Dirac equation [15]:
i~ ∂
∂t
|ψ(t)〉 = (cα · p+ βmc2) |ψ(t)〉 , (2.4)
was introduced not to describe quasiparticles in solids, but to give a quantum theory
which is compatible with special relativity and able to explain the fine structure of
an atomic spectrum. The original Dirac equation is Lorentz covariant and thus does
not change its form under transformation between two inertial frames [13, 20]. This
3The Fermi velocity is given by the kinetic energy that causes particles to move even at
zero temperature, while the kinetic energy is determined by the energy of the highest
occupied bands (i.e., the Fermi energy EF or Fermi level).
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Lorentz covariance is lost for condensed matter systems as the Hamiltonian and the
Fermi velocity are connected to the inertial frame of the underlying material.
Still, many phenomena being connected to relativistic quantum mechanics can be
found in condensed matter. Whether a particle behaves relativistic or not is deter-
mined by the ratio cp/mc2 of the momentum p = |p| to the mass m: for cp mc2
any particle is considered as quasi-non-relativistic, else it is dominated by relativis-
tic effects. [15]
In the relativistic regime, a new conserved quantity occurs for cp  mc2 (in the
ultrarelativistic limit): the chirality Λ = σ · p/p. The chirality describes whether
spin and momentum of a (quasi)particle are aligned parallel or antiparallel. Thus,
the chirality is Λ = +1 for the parallel or right-handed case, while Λ = −1 in the
antiparallel or left-handed situation. A sketch describing the chirality can be found
in panel (a) of Figure 2.1. There are two things to note: First, what we state
here as chirality, is from the particle physics point of view usually referred to as
the helicity [22]. The chirality in that context is much more complex but equals
the helicity for massless particles, i.e., Dirac fermions. Since the community of
condensed matter usually choses the term chirality, we will adapt this nomenclature.
Second, the (pseudo-)spin in this context can come from any degree of freedom and
does not need to be the electron spin, as will be the case in graphene discussed later
on, see section 2.2.
The chirality brings along an effect that influences the particle dynamics. Back
scattering processes p → −p need to be accompanied by a flip of the spin σ →
−σ. Without the spin-flip, the back scattering process is forbidden. Due to this
phenomenon, ultrarelativistic particles are able to tunnel through arbitrarily high
and thick potential barriers [15, 23]. In solid state physics, the suppressed back
scattering causes the Dirac fermions to reach high mobilities µ [6, 7].
A second phenomenon, which can be adapted from relativistic quantum mechanics
is the influence of an external magnetic field B on quantized energy levels. These
so-called Landau levels are equally spaced in the non-relativistic regime (i.e., in
conventional metals), but their spacing follows a
√
B-behavior in massless Dirac
systems, see, e.g., Ref. [24].
These phenomena show that Dirac materials provide access to ultrarelativistic ef-
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fects. Therefore, such effects can be observed in rather simple condensed matter
experiments instead of complicated particle physics investigations. More and more
materials hosting such Dirac fermions are discovered and synthesized and they can
be separated into different classes: Dirac semimetals (DSM) in two (2D) and three
(3D) dimensions, nodal line semimetals (NLSM), Weyl semimetals (WSM) and
topological4 insulators (TI), just to mention the most common ones. A more ad-
vanced table of classes and materials can be found in Ref. [15]. In the following,
basic principles, properties and differences of these classes will be discussed.
2.2. Dirac physics in two dimensions
Without doubt, graphene is the most famous Dirac material. It consists of a mono-
layer of carbon atoms. These atoms are aranged in a honeycomb lattice and thus
restricted to two dimensions. Two sublattices, A and B, exist due to the fact that
one unit cell of the hexagonal lattice consists of two carbon atoms, as can be seen
in panel (b) of Figure 2.1. A broad review on the electronic properties of graphene
can be found in Ref. [23]. Here we will just touch the basics of Dirac physics in
graphene and, if not other stated, the review serves as reference. The electronic
states located close to the Fermi level EF arise from the out-of-plane carbon pz
orbitals forming pi-bonds with neighboring atoms. This leads to the famous band
structure in momentum (k) space of graphene depicted in Figure 2.1 (c). The band
structure hosts Dirac-like touching points, also called Dirac nodes, and the bands
disperse linearly above and below these points. Such a band situation with a linear
touching or crossing point, as depicted in the zoom-in, is commonly named a Dirac
cone. Since the unit cell is made of two atoms, which contribute one pz electron
each, the lower band is completely filled and the upper band is empty. Therefore,
the Fermi level in graphene should be located perfectly at the Dirac points [15].
The pseudo-spin in graphene is related to the sublattice degree of freedom (A or
B). Therefore, one can say that the Dirac fermions in graphene directly arise due
4Topology can be seen as something like a modern version of geometry. It distinguishes
different kinds of geometry from each other, which cannot be transformed into each
other (under particular transformations) [25]. The first realization of topology in
condensed matter was shown by K. von Klitzing with the discovery of the quantum
Hall effect [26].
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Figure 2.1.: Panel (a) depicts the chirality Λ: for the the spin s being parallel
(antiparallel) to the momentum p the particle is referred as right-handed (left-
handed) with Λ = 1 (Λ = −1). The honeycomb lattice of graphene, including the
two sublattices A and B, is shown in panel (b). The energy bands of graphene drawn
in the reciprocal space is given in panel (c). The zoom provides a closer look at the
so-called Dirac cone. Panel (d) shows the band structure of a topological insulator
including its surface states (SS). The Fermi level is situated in the energy gap
between the bulk valence and conduction band, while the topologically protected
SS (green) connect the two bands resulting in linear dispersing bands. Panels (b)
and (c) are redrawn from Ref. [23].
to the two-sublattice-situation. The Dirac fermions in graphene, but also in other
Dirac materials, come along with some interesting properties. As mentioned before,
the electrons possess an ultra high mobility. Furthermore, the effective mass m∗
for Dirac states is much smaller than the bare electron mass me, on the order of
0.01 me (e.g., Ref. [27]). In combination with a high Fermi velocity (usually 10
5 to
106 m/s [28]), these properties make Dirac materials good candidates for electronic
devices.
A comparable situation, also including a honeycomb lattice, can be found in other
materials, e.g., silicene [29, 30], but a detailed review goes beyond the scope of this
work.
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A particularly important case of a 2D Dirac system is a 3D topological insulator.5
A topological insulator can be seen as an insulator which has conducting surface
states, see Figure 2.1 (d). Commonly, these metallic states arise from a linear band
crossing and thus are also related to Dirac physics. The origin of the surface states
(SS) is of topological nature, giving rise to the name of this material class [33].
The insulating bulk of an TI hosts an inverted band structure: the conduction band
drops below the valence band and they reverse roles. This topological band structure
will always meet a topologically trivial insulator (e.g. vacuum) at the surfaces of
the crystal [31]. As the bulk insulating bands are topologically different than the
insulating bands of vacuum, the surface states are necessary for the transition from
one topological type to the other. Therefore, the SS are protected by time reversal
symmetry and will always be present at the surface/interface of the topological
insulator. Cutting a crystal into two pieces will make the new surfaces metallic.
One of the first material families in which topological insulating states were found
is Bi1−xSbx, a so-called first generation topological insulator. More famous and
also more broadly investigated were the Bi-compounds Bi2Se3 and Bi2Te3, which
belong to the second generation of TIs [31].
Concluding this section, let us mention that it is not necessary to have a two
dimensional material, to observe 2D Dirac states. Other examples are nodal line
semimetals, where the Dirac cones do not disperse along one k-direction. A more
detailed picture of these NLSM will be given in section 2.5. Another possibility is
that the bands are gapped in one of the k-directions, as will be discussed in the
context of the two materials CaMnBi2 and SrMnBi2 in chapter 6. Such Dirac states
are commonly referred to as quasi-two dimensional.
2.3. Three dimensional Weyl semimetals
Before discussing to Dirac semimetals in 3D, let us first consider the so-called Weyl
semimetals, since from a symmetry point of view, a Dirac semimetal is a special
case of a Weyl semimetal. The Weyl physics takes the Dirac Hamiltonian in the
5In principle, TIs can exist basically in any dimensions [31, 32]. We only cosider the 3D
TIs, as in practice they can be easily studied by the means of optics.
10
2.3. Three dimensional Weyl semimetals
zero-mass limit leading to the Weyl Hamiltonian [14]:
HW = ±c(σxpx + σypy + σzpz) . (2.5)
Since any perturbation in this case will be absorbed into the px, py and pz coeffi-
cients, a single Weyl point is robust and does not necessarily require any symmetry
protection [15, 34]. Note, that the Hamiltonian is a two-band model and already a
single point is robust. The bands forming such a Weyl point are non-degenerate.
Since in the Weyl point the two bands touch (or cross), the point itself is of two-fold
degeneracy.
The Weyl cone resulting from Equation 2.5 can be seen as a topologically protected
chiral charge [35] or as a pseudo-magnetic monopole in momentum space [36, 37].
Describing the monopole mathematically brings up the so-called Berry curvature,
which is the flux induced by the monopole. If one now integrates over a small sur-
face hosting such a Weyl point, it adds ±2pi to the flux [38]. The sign is determined
by the chirality of the Weyl point. Over the whole Brillouin zone, the total flux
needs to be zero. Therefore, Weyl points always need to come in pairs with opposite
chirality, which is indicated by the ± in Equation 2.5.
Above, it was mentioned that a Weyl point is robust on its own. This is, however,
not the complete story. The topological stability of a Weyl point inevitably requires
the involved bands to be non-degenerate. In other words, the Weyl cones of opposite
chirality need to be separated in momentum space, otherwise they will annihilate
each other [39]. If this is not the case, a band hybridization could produce an
energy gap and destroy the Weyl point. To assure non-degenerate bands, either
time reversal (T.R.) or inversion (I.) symmetry needs to be broken. If we assume a
particle with momentum k and spin up ↑, the T.R. symmetry enforces that a particle
with opposite spin moves in the opposite direction, i.e., E(k, ↑) = E(−k, ↓) [40].
In contrast, the I. symmetry requires a particle with the same spin moving in the
opposite direction, i.e., E(k, ↑) = E(−k, ↑). Considering two Weyl points at the
same position in k-space, so a touching or crossing point of two doubly degenerate
bands, breaking the inversion symmetry will lead consequently to a splitting of the
degeneracy in one k-direction and hence, to a robust pair of Weyl points [41]. When
breaking the time reversal symmetry, the degeneracy of the bands is lifted in energy.
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The band crossings now, however, are not stable and a gap will open. This gap
opening will again leave two Weyl crossings behind, which are separated along a
certain k-direction [41].
Weyl semimetals, where the cones of opposite chirality are separated in k-space,
exhibit interesting properties. The two most famous ones are Fermi arcs and the
chiral anomaly, which will be explained in the following.
The Fermi arc has a topological origin and describes the surface states of a Weyl
semimetal in real space [35, 36]. A Fermi arc is an open Fermi surface curve and
connects projections of the bulk Weyl points with opposite chirality to the sur-
face Brillouin zone. Usually one expects Fermi surfaces to be closed. In a Weyl
semimetal, however, the second, complementing Fermi arc is located on the oppo-
site crystal surface, resulting in an open Fermi surface as depicted in panel (a) of
Figure 2.2.
Observing such a Fermi arc experimentally is an unambiguous evidence for a Weyl
semimetal, as Dirac semimetals or other topological systems will not host an open
Fermi surface. Possible techniques to do so will be discussed in section 2.6.
The chiral anomaly represents a violation of classical conservation laws [16, 37, 44].
In general, the chiral anomaly describes that the number of (quasi)particles of one
specific chirality is not necessarily conserved. In more detail, the particles of one
Weyl cone can be pumped into the cone with opposite chirality. In high-energy
physics, this effect is known as the Adler-Bell-Jackiw anomaly, e.g., [36]. In con-
densed matter, the charge pumping can be realized by applying a magnetic and an
electric field parallel to each other. A schematic drawing is shown in Figure 2.2 (b):
The starting point are two cones with different chirality and the Fermi level directly
at the crossing point. Thus, the chemical potential µ, i.e., the energy distance be-
tween Fermi level and crossing point, is zero. If the chirality of some particles is
now changed, they will be pumped into the other cone, resulting in different chem-
ical potentials for the different chiralities (here one positive and one negative value).
The most famous WSM family is the TaAs family, which TaAs, TaP, NbAs and
NbP belong to. These were also the first Weyl semimetals, where theoretically
predicted [45, 46] Weyl points were confirmed by various experimental techniques,
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Figure 2.2.: Panel (a) sketches the surface states of a Weyl semimetal. The so-called
Fermi arc (white banana-shaped link) connects Weyl points of different chirality and
is located at the projection of the Weyl points onto the real crystal surface. The
chiral anomaly is depicted in panel (b): the number of charges of one particular
chirality is not conserved if parallel B- and E-field are applied. Charge carriers can
be pumped into the cone of opposite chirality, leading to different Fermi levels for
the different cones. The Fermi surfaces and two types of Weyl pairs in the Weyl
semimetal NbP are shown in panels (c) and (d). Panel (c) is redrawn from Ref. [42]
and (d) from Ref. [43].
see, e.g., Refs. [47–50]. Within this family, the spin-orbit coupling (SOC) varies, as
it is reduced by replacing heavy elements (i.e., Ta or As) by lighter elements (i.e.,
Nb or P). The SOC plays an important role for the detailed band structure close
to the Fermi level and, hence, also for the Weyl physics. The crystal structure is
lacking an inversion center, so inversion symmetry is broken [51]. The combination
of SOC and broken I. symmetry gaps the band structure almost over the complete
Brillouin zone, resulting in two species of Weyl points, which are located off the
high-symmetry axes. There are four pairs of the first species (W1) and eight pairs
of the second one (W2), leading to a total number of 24 Weyl points. Their exact
position with respect to the Fermi level differs for the various compounds. The
Fermi surfaces and Weyl points of NbP as a representative of the TaAs family are
redrawn from Refs. [42, 43] in panels (c) and (d) of Figure 2.2. These theoretically
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predicted band pictures as well as the existence of the two types of Weyl pairs
could be confirmed by techniques such as angle-resolved photoemission spectroscopy
(ARPES), where the Fermi arcs could be mapped additionally [52, 53].
2.4. Three dimensional Dirac semimetals
On the one hand, 3D Dirac semimetals can be seen analogous to 2D graphene with
the Dirac bands dispersing linearly in all three k-directions; on the other hand,
they can be seen as a special case of a Weyl semimetal, although in literature, one
often reads the opposite. This can be understood by having a closer look at the
symmetry situation.
In a 3D SM, the two Weyl cones of opposite chirality are not separated in k-space.
As mentioned before, one expects the two chiralities to annihilate leaving a gapped
low-energy spectrum behind. This annihilation can, however, be blocked by protect-
ing the Weyl points with special symmetries[15]. This usually involves conserved
T.R. and I. symmetry plus an additional rotational symmetry. With this, the Weyl
points of opposite chirality can exist at the same position in k-space, so a cone in a
DSM (i.e., Dirac cone) is made of two Weyl cones with opposite chirality. The two
involved bands causing the touching or crossing point are consequently both doubly
degenerate and the Dirac point itself is thus of four-fold degeneracy [15, 34].
As the above mentioned symmetries are crucially required to avoid the annihilation
of the Weyl points, one can transfer a Dirac semimetal into a Weyl semimetal by
breaking one of them. If one destroys the T.R. symmetry, the two Weyl points
usually get separated along the energy axis, while a lack of I. symmetry leads to a
splitting along the k-axis [41].
The former one can be achieved by applying a magnetic field, as this breaks the time
reversal symmetry. One can, thus, easily understand why the chiral anomaly can
also be observed for a 3D DSM, e.g., Ref. [54]. To pump the charges from one chiral
cone to the other, parallel magnetic and electric fields are applied. Consequently,
the T.R. symmetry is broken and the DSM hosts separated Weyl cones.
Dirac semimetals do also host interesting surface states. These are, however, not as
exotic as for the WSM. As stated before, the Fermi arc in a Weyl semimetal is an
open Fermi surface that connects projections of Weyl points with opposite chirality.
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Figure 2.3.: The different possible tilting situations are sketched in panel (a). The
untilted (left) and type I tilted (middle) Dirac cone host a closed Fermi surface,
while the type II tilting (right) leads to an open Fermi surface, because the cone
shells cross the Fermi level. The theoretical band structure of Cd3As2 is depicted
in panel (b) and could be confirmed experimentally by means of ARPES (c). The
same holds for the 3D DSM Na3Bi given in panels (d) and (e). Panels (b)-(e) are
redrawn from the following references: [51] for (b), [56] for (c), [57] for (d), and
[58] for (e).
A Dirac point already hosts two Weyl points with opposite chirality. Therefore, the
Fermi arcs in a DSM do not produce an open Fermi surface, but a closed one, as
discussed and shown experimentally in Ref. [55].
So far, we have only considered more or less ideal Dirac/Weyl cones as depicted
in Figure 2.1 (c). Such cones show a symmetric dispersion below and above the
touching point. In real materials, the situation is usually not that ideal. First of
all, finite temperature and scattering effects as well as mass-induced energy gaps
can obscure or change the particular band structure. A more detailed discussion
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will follow in section 2.7 in the context of the fingerprints of Dirac physics in the
optical response.
One can, however, also imagine different dispersions along different k-directions
leading to anisotropic cones. Well-known examples here are CaMnBi2 and SrMnBi2,
for which detailed band structures will be discussed in chapter 6. Another possibility
to deviate from an ideal cone situation is to tilt the Dirac/Weyl cone6 into one
direction, as sketched in Figure 2.3(a).
For tilted cones, no matter whether they are of Dirac or Weyl type, one distinguishes
two different scenarios. While the first one is not so special, the second one is quite
exotic and was proposed first by A. A. Soluyanov and co-workers in Ref. [59]. Let us
consider, for simplicity, that the Fermi level is located at the Dirac/Weyl point, i.e.,
µ = 0. For only small tilting angles, the valence bands stay below the Dirac/Weyl
point and the conduction bands stay above. This is referred as tilting type I and is
depicted in middle of panel (a) in Figure 2.3. Here, the cross section of the Fermi
level, i.e., the Fermi surface, remains a point, as in the untilted case. With this,
also the basic properties of the cone remain unchanged. One exception is the Fermi
velocity (or dispersion), which now becomes anisotropic.
If the cone is tilted further, the conduction shell of the cone dips partly below the
Fermi level and the valence shell is partly above it. The cone is now of type II.
This situation, referred to as overtilting, is shown on the right of Figure 2.3(a) and
is much more interesting. Such type II semimetals host an open Fermi surface, as
each half of the cone is crossing the Fermi level. Consequently, the density of states
(DOS) at the Fermi level is non-zero, even if the Fermi level is perfectly located at
the Dirac point, which will lead to different electronic properties [59]. Furthermore,
the Lorentz symmetry is broken in the type II case, which gives no possibility for
an analogous particle in nature [60]. In a WSM, tilting of the Weyl cone can be
realized if the inversion symmetry is broken [41].
Two well-known and widely investigated examples of three dimensional Dirac semimet-
als are Cd3As2 and Na3Bi.
In Cd3As2, two parabolic bands overlap leading to two touching points protected
6From now on, if the context allows, we will not distinguish between Dirac and Weyl
states and mention only one of them but refer to both, as scenarios like tilting or nodal
lines are applicable to both of them.
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by symmetry, as shown in panel (b) of Figure 2.3. Since both, time reversal and
inversion symmetry are preserved, each of the bands is doubly degenerate. Hence,
the touching points host both chiralities and Cd3As2 is a Dirac semimetal. The
suggested band structure was confirmed by a comprehensive ARPES study [56],
revealing the linear band dispersion in the different k-directions. One exemplary
picture is given in panel (c).
The alkali pnictide Na3Bi also hosts a doubly degenerate cone in the center of the
Brillouin zone [57]. Again, T.R. and I. symmetry are preserved and the Dirac point
is protected by crystal symmetry and both chiralities are located in the same de-
generate cone. The result of first-principles calculations, taken from Ref. [57], is
depicted in Figure 2.3 (d), which could in turn be confirmed by ARPES measure-
ments [58], as shown in panel (e).
2.5. Other Dirac materials
In this section, two extraordinary situations of Dirac-like states in condensed mat-
ter will be discussed, as they will play important roles for some of the materials
presented later. On the one hand, nodal line semimetals will be introduced, il-
lustrating the situation of ZrSiS, which will be investigated in chapter 4. On the
other hand, a brief picture of triple point fermions will be provided. These were
recently proposed to exist in the half-Heusler compounds YbPtBi and GdPtBi [8]
and chapter 5 will contribute a detailed examination of the two compounds.
Nodal line semimetals
In a nodal line semimetal (NLSM), the crossing of bands leading to the linear dis-
persion is not a point, but rather a line or a circle, as sketched in panels (a) and (b)
of Figure 2.4. Thus, also the Fermi surface, which is a point for normal Dirac or
Weyl semimetals, becomes a loop or at least a line. This will increase the concen-
tration of Dirac electrons making NLSM preferable for, e.g., sensor application [41,
61].
Since there is no dispersion of the involved bands along a certain k-direction, the
Dirac fermions in an NLSM have reduced symmetry compared to the k-space of the
material. Hence, the Dirac states in a three dimensional NLSM, as for example in
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Figure 2.4.: Panels (a) and (b) show the Dirac states of a nodal line semimetal.
While the bands disperse linearly in one (or two) k-direction(s), there is no dis-
persion along the remaining k-direction(s), leading to a line (a) or a circle (b) of
Dirac nodes, marked by the red line. The possible triple point structure is displayed
exemplary for half-Heusler compounds in panel (c). In the inverted band structure,
with Γ8 (blue) above Γ6 (gray, dashed), Γ8 splits and results in crossing points of
the doubly degenerate Λ6 (dark blue) with the non-degenerate Λ4 and Λ6 (light
blue) bands. Panel (c) is redrawn from Ref. [8].
the most famous NLSM ZrSiS, are two dimensional and behave analogous to the
Dirac fermions in graphene [3].
From the material point of view, NLSM have comparably low spin-orbit coupling.
As mentioned before, SOC can gap a Dirac point. In an NLSM the crossing is re-
quired to exist along a line, which would easily be gapped by strong SOC. Examples
for materials in which SOC destroys a nodal line can be found in Bismuth based
compounds. When the Bi atoms form a square lattice, a nodal line can be found
in k-space [41]. CaMnBi2 and SrMnBi2 represent this type of nodal ring, which is
partly gapped by SOC and hybridization as discussed in more detail in chapter 6.
Triple point semimetals
Triple point (TP) fermions can be view as intermediate state between Dirac and
Weyl fermions. As mentioned before, two doubly degenerate bands touch at a Dirac
point, while two non-degenerate bands create a Weyl point. In a triple point, a dou-
bly degenerate band crosses or touches a non-degenerate band. Consequently, the
triple point is of three-fold degeneracy [62]. One of the early publications consid-
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ering such a TP can be found in Ref. [63]. In this work, Zaheer et al. discuss the
situation of tensile-strained HgTe, where the valence band degeneracy is lifted while
the conduction band remains degenerate. This is protected by the mirror symme-
try of the zinc-blende lattice. The starting point in HgTe is a spin-orbit induced
band inversion at the Γ-point of the Brillouin zone. As examined later, the band
structure in the half-Heusler compounds YbPtBi and GdPtBi is comparable and
they are even considered to belong to the HgTe family. A more detailed picture of
possible triple points based on ab initio calculations in the half-Heusler compounds
can be found in Ref. [8] and is redrawn in Figure 2.4 (c). Here the initial bands
Γ6 (gray) and Γ8 (blue) are inverted so that Γ8 is located above Γ6. Furthermore,
Γ8 is split into the doubly degenerate Λ6 and the non-degenerate Λ4 and Λ5 bands.
Thus, the crossing points are of three-fold degeneracy.
Since one of the band’s degeneracy is lifted, triple points always come in pairs for the
same reason Weyl points do, see section 2.3. Furthermore, TP materials come along
with the same exotic features like Fermi arcs or modified Landau level spectrum.
2.6. Experimental techniques to study Dirac
materials
In this thesis, optical spectroscopy is used to detect Dirac states of different types in
condensed matter. There are, of course, other techniques to observe the fingerprints
of Dirac fermions and their low-energy properties. Thus, a brief overview of the
most commonly applied techniques will follow in this section.
ARPES
The most direct way to experimentally search for Dirac or Weyl states in solid state
research is angle-resolved photoemission spectroscopy (ARPES). In this technique,
high energy photons are used to release an electron from the investigated crystal.
Measuring the angle of emission and the kinetic energy of the emitted electron
provides access to the electronic band structure of the material. Therefore, ARPES
can be seen as a mapping tool of the band structure. If this band structure hosts
Dirac fermions, their linearly dispersing bands will be directly visible.
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Additionally, exotic band features like Fermi arcs, which are located on the surface
of the crystal, can be observed directly, as shown, e.g., in Ref. [55].
To first order, the emitted electrons come from the surface of the crystals and,
hence, the mapped band structure represents the surface states of the material. By
varying the photon energy one can, however, influence the penetration depth of the
photon into the crystal. This will lead to a vanishing intensity of bands arising from
surface states and provides an opportunity to distinguish them from bulk bands.
ARPES has three main disadvantages. The first one is connected to the physical
effect which ARPES is based on: the extraction of electrons. Consequently, ARPES
can only provide information about the band structure of occupied states, i.e.,
below the Fermi level. States above the Fermi level are not filled with electrons and
cannot be investigated by ARPES. Therefore, parts of a Dirac/Weyl cone might be
inaccessible with this technique.
The second disadvantage is the comparably poor energy resolution of ARPES. State
of the art setups can resolve down to a few meV in energy space7. This can inhibit
making an ultimate statement about the exact band dispersion, as it might deviate
slightly from perfectly linear bands. Such a situation is discussed, e.g., in Cd3As2,
where the bands are suggested to disperse with a power-law of 0.6 [65].
The third negative aspect of ARPES is that a magnetic field cannot be applied
simultaneously to the sample. Thus, features like the chiral anomaly or the splitting
of a Dirac cone into two Weyl cones cannot be observed with ARPES.
Magneto-transport & quantum oscillations
The second useful and widely applied technique to investigate Dirac or Weyl can-
didates is magneto-transport with the purpose of observing quantum oscillations
in high magnetic fields. In general, magneto-transport experiments can be used to
identify high mobilities and low carrier densities, which point towards Dirac states
but, of course, do not provide a proof. From quantum oscillations, one is able to
draw conclusions about the cross-section of the Fermi surface [43, 66]. On the one
hand, this allows to confirm suggested band structure calculations. Additionally, a
7E.g., the Shen laboratory at Stanford University can go down to 3 meV corresponding
to 24 cm−1 [64].
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node-like Fermi surface of a Dirac cone or Fermi arcs of a Weyl semimetal can also
be traced. For the latter, the Fermi arc on the upper sample surface and the one on
the lower sample surface will be connected forming a closed cyclotron loop. This
will contribute periodic-in-1/B quantum oscillations in the density of states [67,
68].
Another unambiguous evidence is suggested to arise from the chiral anomaly by
pumping carriers from one chiral cone into the opposite one. This is supposed
to give rise to a negative response of the longitudinal magneto-resistance [16, 17].
There is, however, an experimental issue which raises doubts at the realization of
this feature: The high mobility of the carriers can lead to so-called current jetting,
an inhomogeneous current distribution, if the electrical contacts to the crystal are
not perfectly placed [69]. This current jetting will provide the same negative lon-
gitudinal magneto-resistance as the chiral anomaly should. Hence, ideally shaped
crystals with accurately placed contacts are required to produce trustworthy results.
Disadvantages of this technique can directly be extracted from above. The quantum
oscillations are restricted to the Fermi surface, i.e., the band structure directly at
the Fermi level, thus, unable to map a cone or even one half of it. Secondly, current
jetting might obscure the fingerprints of the chiral anomaly in magneto-transport
measurements.
STM
In contrast to above discussed techniques, quasiparticle interference (QPI) based
on scanning tunneling microscopy (STM) can be used to access occupied and un-
occupied states [60, 70]. Standard STM maps the real space by scanning over the
sample letting electrons tunnel through the atomically sharp tip. With this, it is not
able to resolve the energy-momentum space E(k) nor provide information about the
dispersion of bands. Crystal defects or impurities, however, cause elastic scatter-
ing processes which mix the eigenstates of different k-vectors with the same E(k).
These mixed states due to scattering at an impurity result in standing waves which
can be seen in real space. A Fourier transformation of the QPI directly reveals the
momentum transfer across the Fermi surface [71, 72].
Drawing the Fermi surface via the observed scattering vectors allows a direct inves-
tigation of the exotic surface physics of Dirac and Weyl semimetals or topological
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insulators. For example the Fermi arcs of the WSM TaAs could be mapped suc-
cessfully by the means of QPI-STM, as described in Refs. [73, 74] in more detail.
The main disadvantages are the requirement of a perfectly controlled environment,
e.g., vibrations, and of clean and atomically flat sample surfaces. A pro of STM is
the possibility to apply an external magnetic field.
Optics
Last but not least, conventional optical spectroscopy can trace fingerprints of Dirac
physics. At first glance, this measurement technique does not resolve k-space. For
a certain excitation energy, transitions at all positions of the reciprocal space with
this energy will be excited. It was shown, however, that if the band dispersion
follows a power law behavior E(k) = kz, the real part of the frequency-dependent
optical conductivity obeys the particular formula [9, 10]:
σ1(ω) ∝ ω(d−2)/z , (2.6)
with the frequency8 ω and d being the dimensionality of the system. This propor-
tionality can be confirmed with the already well-known behavior: three dimensional
semiconducting materials (d = 3) with parabolic dispersing energy bands (z = 2)
result in a square root dependence of σ1 ∝ ω1/2 [21].
With Equation 2.6, one is able to verify the linear dispersion relation (z = 1) of
Dirac-like bands by a characteristic frequency dependence, which will depend on
the dimensionality.
Compared to, e.g., ARPES, optical spectroscopy has some benefits: First of all,
the energy resolution is much higher, usually better than 1 cm−1 corresponding to
0.1 meV. Thus, features like energy gaps can be resolved with more accuracy. Sec-
ondly, optical spectroscopy excites electrons from occupied to unoccupied states, so
across the Fermi level, and can therefore probe a complete Dirac cone if the Dirac
point is located at (or very close to) the Fermi level. Thirdly, the rather easy pos-
sibility of applying additional magnetic field, electric field and/or pressure provides
8As the Planck constant ~ can be used to transform frequencies into energies, the two
terms are directly connected and will be used as kind of synonyms in this thesis.
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access to tune physical properties like the splitting of a Dirac cone into two Weyl
cones. Additionally, applying a magnetic field is needed to investigate Landau level
quantization, which also behaves differently for Dirac and Weyl semimetals than
for conventional semimetals with parabolic bands, as stated before.
The main disadvantage of this technique is that it averages over the entire k-space.
If other (trivial) bands are located close to the Fermi level or maybe even cross it,
the spectrum will not only show the Dirac response, but additionally an itinerant
carrier response and other interband transitions. This might obscure the charac-
teristic frequency dependence of the Dirac fermions and can make it impossible to
identify them.
A more detailed picture of how the different Dirac-like states can be traced by the
means of optical spectroscopy will be given in the next section.
2.7. Optical response of Dirac materials: theory
With Equation 2.6, one can directly see that optical spectroscopy can be used to
determine the dimensionality of the Dirac states, as for z = 1 one obtains for a two
dimensional (d = 2) case a frequency-independent optical conductivity9 σ1(ω) ∝ ω0.
This was confirmed by optical measurements on graphene, where the 2D Dirac cones
lead to a frequency-independent, universal conductivity of σuniversal = pi/4 G0 with
the quantum conductance G0 = 2e
2/h [75].
In contrast, a three dimensional (d = 3) Dirac cone will lead to a linear frequency
dependence of the real part of the optical conductivity σ1(ω) ∝ ω1. The 3D case
was successfully applied to, e.g., the Dirac semimetals Cd3As2 [65] and ZrTe5 [76,
77] or the Weyl semimetal family TaAs [51, 78, 79].
Beyond the sensitivity of the optical response to the dimensionality, an in-depth
investigation can reveal further details of the Dirac states. From theoretical side,
most of the models are provided by J. P. Carbotte and his coworkers, see Refs. [2,
9In this section, the term optical conductivity as well as σ1 are mainly used to talk about
the interband contributions, while intraband transitions are only taken into account
if mentioned.
23
Theoretical and experimental background
18, 19, 24, 80–94]. In the following, mainly the three dimensional case will be dis-
cussed as 3D Dirac semimetal candidates are the basis of this thesis. However, most
of the subsequently introduced special cases are also applicable in two dimensions.
The most general final version of Equation 2.6 was first published by P. Hosur et
al. in Ref. [9]:
σ1(ω) =
e2NW
12h
|ω|
vF
. (2.7)
Here, NW is the number of non-degenerate cones in the first Brillouin zone and vF
the Fermi velocity of the linear bands. Consequently, the linear optical response
can be used to determine the Fermi velocity if NW is known. Since a Dirac cone
hosts both chiralities Λ ± 1, each Dirac cone is associated with NW = 2. A Weyl
cone itself is non-degenerate, so NW = 1, but the Weyl cones always come in pairs,
as stated above, leading also to NW = 2 for each pair of Weyl points.
As σ1(ω) is proportional to the inverse of vF , a more narrow cone, i.e., with a higher
vF , will lead to a shallow slope in σ1(ω). This is depicted in Figure 2.5(a).
One further disadvantage of optical spectroscopy can be understood on the basis of
Equation 2.7: a difference between Dirac, Weyl or triple points can only be found in
different values of NW . So, by only measuring a linear frequency dependence of the
optical conductivity on a material where NW and the vF are unknown, one cannot
distinguish the types of linearly dispersing states. A complementing experimental
technique or theoretical calculations of the band structure are required to draw an
ultimate conclusion in such a situation. This can, however, be difficult in some
cases, as will be shown in chapter 5.
As mentioned before, Equation 2.7 is only describing the linearity of the optical
conductivity on the basis of certain assumptions. It requires that the Dirac point is
ungapped and perfectly located at the Fermi level. Furthermore, temperature and
scattering are considered to be zero. In a real material, the situation is usually not
that ideal and at least a finite temperature and scattering processes will influence
the optical response, e.g., Refs. [18, 19].
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Figure 2.5.: The influence of different effects on the optical response of a three
dimensional Dirac cone. (a) The slope of the linear frequency dependent optical
conductivity is inversely proportional to the Fermi velocity vF , thus, a more nar-
row cone leads to a flatter conductivity. (b) A massless gap ∆ opening at the
Dirac points shifts the linear optical conductivity away from the origin, leading to
σ1(ω) = 0 for ω < ∆. (c) If the Fermi level EF is not at the Dirac point, σ1(ω) is
suppressed for ω < 2µ, with µ being the distance between the node and EF . At 2µ,
a step appears recreating the initial linear conductivity above. At low frequencies,
itinerant carriers cause a Drude-like response.
Let us, however, first investigate how an energy gap at the Dirac point will change
Equation 2.7. As sketched in panel (b) of Figure 2.5, the bands remain linear down
to the closest points if a massless gap ∆ is introduced at the crossing point [19].
To excite occupied states from below to above the energy gap, an energy ω ≥ ∆ is
required. If the bands remain completely linear, this will shift the linearly dispersing
σ1 horizontally away from the origin, see lower graph in panel (b), as Equation 2.7
will change to:
σ1(ω) =
e2NW
12h
|ω| −∆
vF
. (2.8)
Introducing a mass to the Dirac cone, e.g., via spin-orbit coupling, which usually
gaps the Dirac cone, will lead to a small deviation of the bands from linearity in
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the vicinity of the gap. Consequently, this will also cause the optical conductivity
to deviate from the linear frequency dependence.
Next, we will consider that the Dirac point is not located directly at the Fermi level,
but at a finite distance to it. The energy distance is commonly referred as chemical
potential10 µ [18]. Such a shift of the Fermi level produces empty (filled) states in the
lower (upper) half of the Dirac cone, suppressing transitions for ω < 2µ. In contrast
to an energy gap, the linearly rising optical conductivity does not start at σ1 = 0,
but at the initial value corresponding to ω = 2µ, as shown in Figure 2.5(c). This
energy shift can be taken into account by adding a step function to Equation 2.7:
σ1(ω) =
e2NW
12h
|ω|
vF
Θ{~ω − 2µ} . (2.9)
The suppression of σ1(ω) due to a shifted Fermi level is known also for non-Dirac-
like states as a Pauli edge. The shift of the Fermi level away from the Dirac point
does not only influence the interband transitions from one half of the Dirac cone
to the other half, but also gives rise to transitions within the energy band where
the Fermi level is located. Such intraband excitations are commonly referred as
metallic or itinerant carriers and can be described with the so-called Drude model,
as explained in section 3.6.
Temperature T and scattering Γ have a similar impact on the response of a Dirac
cone in the optical spectrum. As they produce a broadening of the Fermi level, they
also lead to itinerant carriers at small energies.
In the energy gap scenario, both will have a similar impact as an effective mass will
have: a small deviation from linearity of the bands in the vicinity of the energy
gap. Thus, the optical conductivity will also deviate from the linear-in-frequency
response in this energy range.
For the chemical potential scenario, finite temperature and scattering will smear
out the Pauli edge as the Fermi level is broadened. Therefore, it will change from a
sharp step function into a smooth rise. This can be taken into account by replacing
10Sometimes this distance is wrongly labeled as EF , which should remain at the Fermi
energy itself and not be related to the Dirac point.
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Figure 2.6.: The optical response of a Dirac cone for different tilting angles. (a) The
untilted cone gives the previously discussed response. (b) For both tilting types (I
and II), σ1(ω) is quasi-linear for ωl < ω < ωu and zero for ω < ωl. Above ωu, both
cases reveal a linear frequency dependency, which extrapolates to zero for type I
tilting and to a finite value of σ1 for the type II scenario.
the Θ-function in Equation 2.9 with an arctan-function [1, 19, 51]:
σ1(ω) =
e2NW
12h
|ω|
vF
[
1
2
+
1
pi
arctan
~ω − 2µ
~γ
]
. (2.10)
Here, γ is the scattering rate, but can also be used to include finite temperature.
This smearing is indicated by the orange line in panel (c) of Figure 2.5. It should
be noted, that one can of course combine different scenarios, e.g., include the effect
of an energy gap into Equation 2.10.
Another aspect that influences the optical response of a Dirac cone is the tilting of
the cone, as mentioned in section 2.4. A theoretical model to describe the optical
conductivity of a tilted cone is given in Refs. [89, 94] and will shortly be discussed
in the following. One has to distinguish here between type I and type II tilting, as
the response will differ. Figure 2.6 shows both cases and indicates that the optical
conductivity can be used to draw conclusions about the amount of tilting w as well
as the position of the Fermi level.
For small tilting angles (type I), the high-frequency response is linear and extrapo-
lates to zero, as indicated by the dashed line in Figure 2.6(b). In the low-frequency
range, for ω ≤ ωu = 2µ/~1−w , the optical conductivity differs from this linear slope
(shaded area). In this range, σ1(ω) is lower and cuts the frequency axis at ωl =
2µ/~
1+w .
These two characteristic frequencies, ωu and ωl, can be used to determine the chem-
ical potential µ and the tilt w. Note that for
2µ/~
1+w ≤ ω ≤ 2µ/~1−w , the optical conduc-
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tivity is not perfectly linear in frequency but rather hosts little humps. Below ωl,
the interband response of the tilted cone is zero. The type I tilt is considered for a
tilt of w < 1.
In the type II case (w > 1), the so-called overtilted cone depicted in panel (c) of
Figure 2.6, the two characteristic frequencies ωu and ωl are defined in the same
way. Again, σ1(ω) is linear in frequency for ω > ωu =
2µ/~
1−w . In contrast to the
type I, this linear conductivity does not extrapolate to zero but to a finite value
on the σ1 axis. This involves a slope change of the linear conductivity by adding
the factor [ 14w3 (1 + 3w
2)] to Equation 2.7. From this, one can directly distinguish
between type I and type II from the optical experiment. For ωl < ω < ωu, σ1(ω) is
comparable to the type I tilt, is only quasi-linear and cuts the frequency axis at ωl.
For ω < ωl, the response is again zero.
Thus, one can distinguish type I and II either from the extrapolation of the high
frequency linear response or, with more accuracy, by calculating w from the char-
acteristic frequencies ωu and ωl.
Last but not least, the fingerprints of a nodal line semimetal will be discussed,
as this will be relevant for ZrSiS presented later. As stated before, in a NLSM,
the dimensionality of the Dirac cone is reduced and a line of Dirac nodes can be
found in k-space. Up to date, only two theoretical works, Ref. [2] by J. P. Carbotte
and Ref. [95] by S. Ahn et al., provide information about the optical response of
a nodal line. While both works share many common points, here we will focus on
the first one, as is restricted to a more comparable situation for the later discussed
ZrSiS. In this theoretical study, the starting point are two 3D cones sitting one in
the other and the nodal line forms a circle in k-space, as sketched in Figure 2.4
(b). Consequently, the effective dimensionality on this nodal circle is two, but
for energies further away from this nodal line, the response will merge the three
dimensional case.
Here, a more general picture of a nodal line semimetal will be considered. The start-
ing point is a Dirac point in three dimensional k-space, as depicted in Figure 2.7 (a).
Along one direction, a line is drawn, on which the Dirac point remains unchanged,
so there is no dispersion. Along the other two k-directions, a linear band dispersion
creates the cone structure. It is obvious, that the Dirac dispersion only exists in
two dimensions although we are in a 3D k-space. Thus, in the optical spectrum one
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Figure 2.7.: The optical response of a three dimensional nodal line. The reduced
dimensionality of the linearly dispersing bands leads to a frequency-independent
optical conductivity σ1(ω). The length k0 of the line in reciprocal space determines
the absolute value of σ1(ω) as sketched by the different levels for the different colors.
Additionally, a shifted Fermi level or an energy gap can suppress the conductivity
in the low-frequency range, as indicated for the green case.
does not expect the linear frequency dependence for a 3D semimetal, but rather a
frequency-independent optical conductivity as for a 2D cone like in graphene, see
Figure 2.7 (b). In contrast to graphene, however, the response does not reflect the
universal value σuniversal = pi/4G0, but is determined by the length k0 of the nodal
line in k-space, as sketched by the different levels for the two cases in panel (b). To
calculate k0, a formula given in Ref. [2] was amended and published in Ref. [1]:
σ1(ω) = σflat =
e2k0
16~ . (2.11)
This formula is valid for a circularly shaped nodal line. If this is not the case,
as in ZrSiS, small deviations for k0 can occur. Note, that also here one can add
previously discussed extensions to take, e.g., the position of the Fermi level or an
energy gap into account.
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3. Experimental details
As described in the previous chapter, optical spectroscopy is a powerful technique
to confirm the existence of Dirac fermions in condensed matter and reveal some of
the exotic properties. There are, however, different techniques to obtain the optical
conductivity of a material. Mostly these can be separated into the different energy
ranges, e.g., THz spectroscopy (frequency- and time-domain), Fourier transform
spectroscopy, grating spectroscopy and ellipsometry. Each energy range hosts very
interesting physical phenomena and an extended list can be found in Ref. [96].
Addressing electronic transitions across the Fermi level to investigate Dirac physics,
measuring in the range from several meV to some eV is the method of choice,
which is referred to as the infrared (IR) range, partly also the THz range. The
light (electromagnetic wave) with a certain wavelength λ and frequency ν used to
investigate the optical properties can, of course, also be described as photon with
a certain energy E:
E = ~ω = hν = hc/λ = eU = kBT , (3.1)
with U being a voltage, kB the Boltzmann constant and T the temperature. These
relations lead to a connection between the following units:
[J] =̂ [Hz] =̂ [cm−1] =̂ [eV] =̂ [K] . (3.2)
In this work, mainly wave number, cm−1, is used as unit of frequency/energy and
in some particular cases appended by electron volts, eV. Furthermore, ω will be
used as symbol no matter whether we deal with frequencies or angular frequencies.
As there is no spectrometer available to measure the complete investigated fre-
quency range with high accuracy, several modified infrared spectrometers are used
in the context of this thesis. Before having a closer look at the different setups
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Figure 3.1.: A schematic drawing of a basic Michelson interferometer, the central
compound of FTIR spectrometers. After leaving the source, the beam is divided
into two parts at the beam splitter (BMS). One of the beams is reflected by a fixed
mirror, the other one by a movable mirror. After recombining at the BMS, the light
goes to the detector. Depending on the path difference ∆x, which is controlled by
the movable mirror, the interference after the recombination varies. The possible
sample position is marked with x.
and their pros and cons, the basic principle of Fourier-transform infrared (FTIR)
spectrometry will be explained, as this is how all operated spectrometers work. In
the second half of this chapter, a detailed description of the data processing and a
rough picture of other applied experimental techniques will be provided.
3.1. Fourier-transform infrared spectrometry
The heart of any FTIR spectrometer is a so-called Michelson interferometer, in-
vented by A. A. Michelson. A minimalistic sketch to explain the concept is given
in Figure 3.1: A light source shines towards a beam splitter (BMS), which divides
the light beam into two. Each light path is reflected by a mirror and the two
beams interfere at the BMS passing into the same direction to the detector. One of
the two mirrors is fixed and so is the path length of this interferometer arm. The
second mirror is movable and by changing its position, and thus the path length,
32
3.1. Fourier-transform infrared spectrometry
FFT
In
te
n
s
it
y
 I
(D
x
)
A
m
p
lit
u
d
e
 S
(w
)
Mirror position Dx Frequency w
(a)
(b)
(c)
(d)
(e)
(f)
Figure 3.2.: Typical interferograms (left column) and spectra (right column) for
different light sources are compared. A monochromatic laser, emitting only a single
frequency, is given in (a) and (d). Panels (b) and (e) depict the situation for the
beat of two lasers. A thermal light source, as used for FTIR spectroscopy, results in
a more complex interferogram (c), but provides a spectrum over a large frequency
range (f).
constructive or destructive interference can be achieved at the detector.
Therefore, the resulting intensity profile I commonly called interferogram collected
by the detector is a function of the length difference ∆x between the two arms.
Additionally, the shape of the interferogram I(∆x) depends on the type of light
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source that is used, which is discussed in Figure 3.2. For a monochromatic light
source (i.e., a laser), I(∆x) obeys a cosine shape while scanning the movable mirror,
see panel (a). By adding a second frequency to the light source, the interferogram
reveals a beat of the two cosines. This is depicted in panel (b). Last but not least,
a typical interferogram of a thermal light source (in this case the Globar source for
the mid-infrared range) is shown in panel (c).
To obtain the frequency-dependent spectrum S(ω) of a certain interferogram, a
Fourier transformation1 is performed. The results for the three discussed interfero-
grams are given in the right column of Figure 3.2. The monochromatic source, as it
contains only one single frequency, produces a δ-function in the spectrum, while the
beat signal gives two δ-peaks. The Globar source emits a broad spectrum, giving a
high amplitude over a wide frequency range.
Usually, either the frequency-dependent transmittance T (ω) or reflectance R(ω)
is measured as a starting point to calculate the optical conductivity. Reference
measurements are required to get absolute values for the investigated materials.
For transmission measurements, the reference is an empty hole, while for reflectivity
measurements a mirror is used. This reference mirror should have a well-known and
rather high reflectivity. Hence, gold and protected silver mirrors are used to cover
the infrared range.
As the frequency range that can be covered by a single measurement is limited by the
light source, the detector, the beam splitter and window material, the infrared range
(50 to 25 000 cm−1) is commonly divided into different subranges: far-infrared (FIR)
∼ 50 to 700 cm−1, mid-infrared (MIR) ∼ 500 to 8000 cm−1, near-infrared (NIR) ∼
2000 to 12 000 cm−1 and visible (VIS) ∼ 10 000 to 25 000 cm−1. An extension by
THz spectroscopy and ellipsometry is possible in both directions, to lower and
higher frequencies respectively. To cover the different frequency ranges with the
best achievable accuracy, different experimental setups with small modifications
can be used. A general introduction will follow below. A more detailed description
can be found in previous theses, e.g., Refs. [51, 97]. At all setups, cryostats are used
to measure at temperatures between 10 and 300 K. The low temperatures provide
1The general relation between a function f(t) and its Fourier transform F (ω) can be
found in many textbooks and reads F (ω) =
∞∫
−∞
f(t) e−iωtdt. More details are given
in, e.g., Ref. [21].
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(a) (b) (c)
Figure 3.3.: Sketch of the gold evaporation technique applied to measure the FIR
range. First, the sample, panel (a), and the gold mirror, panel (b), are measured
for all desired temperatures. Before the second run, the sample surface is covered
in-situ with a gold layer, panel (c). Due to this gold evaporation - details given in
the text - the coated sample serves as perfect reference mirror for the first sample
measurement. This eliminates the particular shape and size of the sample surface.
Sample and gold mirror are mounted on cones to ensure that only light from the
sample/mirror will be reflected to the detector.
a better separation of intraband and interband contributions, as explained later.
3.2. Bruker 113 spectrometer: far-infrared region
The Bruker IFS 113v is best suited for the FIR range. The fact that the com-
plete beam path is evacuated (p = 10 mbar), is essential to measure this frequency
range, as water and other components of air cause absorption lines in this range.
Furthermore, a lower measuring frequency (larger wavelength) requires a larger
measurement spot. This is limited by diffraction when the wavelength is of compa-
rable size. To comply with this, the beam size in this setup is chosen to be larger
than the investigated sample. Hence, the complete area of the sample surface will
be measured. To ensure that only light from the sample is reflected to the detector,
sample and reference mirror are mounted on copper cones, as depicted in Figure 3.3.
Light missing the sample, will be reflected into other directions and will not inter-
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fere with the measurement signal.
As the complete sample surface will be measured, it is necessary, that the gold
reference has the same shape and size as the sample. To take the particular shape
into account an in-situ gold evaporation technique is applied [98]. The procedure
is sketched in Figure 3.3.
In a first run, sample s and gold mirror m are measured for all desired temperatures,
see panel (a) and (b) respectively. In this particular cryostat, the two are mounted
next to each other on the same movable holder. In this first run, the gold mirror
serves as reference to compensate drifts, e.g., in the source intensity or the detector
sensitivity. After this, the sample surface is coated with a gold layer. To do so,
a tungsten wire is heated, evaporating small gold curls onto the sample.2 This is
shown in panel (c) of Figure 3.3. In the second run, the gold coated sample sau and
the reference mirror mau are measured again. The final reflectivity of the sample is
calculated with:
R =
s/m
sau/mau
. (3.3)
In the far-infrared range, the intensity of the thermal radiation sources is rather
weak. To compensate for this, a bolometer is used as detector. Such a bolometer
works at liquid Helium temperature (4.2 K) or even lower (1.2 K), providing a good
signal-to-noise ratio even with low light intensity. Either a Globar thermal bulb or
a mercury discharge lamp is used as light source in this frequency range. The beam
splitter is made of Mylar foil. The measurable frequency range can be varied by
changing the thickness of the foil. A good window material with high transparency
in the FIR range is polypropylene foil. A more detailed discussion of the different
components can be found in Refs. [51, 97].
Magneto-optics
An extension of this setup allows to apply a magnetic field with a strength of up to
7 T. This extension was designed and specified by D. Neubauer in Ref. [51], where
2For the gold evaporation, a current of 1.8 A is sent through the tungsten wire for about
70 s. Written instructions for preparing and carrying out the gold evaporation can be
found in Ref. [99].
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details about the operating procedure can be found. The direction of the applied
magnetic field ~B with respect to the propagation vector ~k of the measurement light
can be either Voigt or Faraday geometry. In the former, it is ~B ⊥ ~k, while it is
~B ‖ ~k for the latter. Apart from the magnetic field, the measurement procedure is
comparable to the gold evaporation measurement without field.
3.3. Optical microscope: from mid-infrared to visible
For the higher frequency ranges, a Bruker Hyperion 1000 microscope is attached
to a Bruker VERTEX 80v spectrometer. The advantage of the microscope is a
comparably small circular measurement spot on the sample surface, as depicted in
panel (a) of Figure 3.4. This is achieved by an aperture, whose size can be varied to
create a measurement spot between 20 and 250µm. Exactly the same spot size and
shape are measured on the gold mirror, which makes the gold evaporation technique
unnecessary when measuring at high enough frequencies. The resulting reflectivity
of the sample can be calculated directly via:
R =
s
m
. (3.4)
The disadvantage of the direct reference to the gold mirror is the prerequisite of
excellent alignment. The surface of the sample needs to be clean and flat, but most
importantly, it has to be perfectly parallel to the surface of the reference. There-
fore, sample and gold mirror are mounted on tiltable stages next to each other. The
cryostat can be moved with respect to the measurement spot without changing this
tilt, see Figure 3.4. A detailed description of this setup can be found in Refs. [97,
100].
For the different ranges, different light sources, detectors, beam splitters and window
materials are required. For the MIR range, a Globar light source and a MCT
(mercury cadmium telluride) detector are used. KBr serves as window and BMS
material. In the NIR range, a tungsten light bulb and an InSb detector are operated.
Both, the InSb and the MCT detector work at liquid nitrogen temperature (77 K).
The BMS is made of CaF2, while KBr can still be taken as window material in the
NIR range. The VIS range can be measured with a room temperature silicon diode.
Quartz glass provides the best windows for this range. BMS and light source can
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(a) (b)
Figure 3.4.: A schematic drawing of the measurement procedure with the Hyperion
microscope. An aperture provides a small measurement spot on the sample (a) and
gives the possibility to measure the same spot size on the gold reference (b). Sample
and mirror need to be aligned perfectly parallel to each other.
be taken similar to the NIR range. Overall, one can cover frequencies from 500 to
25 000 cm−1 with the VERTEX 80v + microscope. Of course, one can also measure
the FIR range at this setup, but the large wavelength leads to poor results when
the measurement spot is too small. Additionally, the Microscope is not evacuated,
so air absorptions are disturbing.
3.4. Optical measurements of air sensitivity materials
One main project of this work was to enable optical measurements on air (water or
oxygen) sensitive materials, since many of the existing Dirac or Weyl semimetals as
well as new candidates are unstable under ambient conditions. In the procedure of
preparing optical experiments, the mounting of the crystals as well as the alignment
of the sample with respect to the reference mirror is done with an open cryostat.
These procedures usually take several hours, during which the crystal is exposed
to water and oxygen in air. This exposure time is far too long for many sensitive
materials. Two different air exposure junctures were improved to be able to measure
air sensitive samples.
On the one hand, in-situ cleaving of the sample after mounting followed by a rough
alignment helps to reduce the exposure time down to several minutes, which are
needed for the fine alignment. With this, materials which are only slightly sensitive
to water or oxygen, e.g., CaMnBi2, SrMnBi2 and YbPtBi, can be measured.
On the other hand, a direct transfer system from a so-called glovebox to the various
spectrometers was designed and assembled. This system sets the exposure time to
zero, since the crystals are either in argon atmosphere or in high vacuum (p <
10−5 mbar). The challenges of the usage of this transfer system for the different
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setups are described below. The successful transfer of Sr3SnO, a highly sensitive
materials, is outlined in Appendix A. Sr3SnO degrades within seconds or even faster
when being exposed to air. This proves the applicability of the transfer system.
Glovebox
A glovebox is a closed system with glove-feed-throughs to provide the possibility
to work in a controlled gas atmosphere. Commonly, argon 5.0 is used as inert
gas to work on water and oxygen sensitive projects. Argon 5.0 has a purity of
99.999% [101]. For this thesis, a MBRAUN glovebox (type: MB200B) was set up.
The glovebox achieves an argon atmosphere with less than 0.5 ppm O2 and less
than 0.5 ppm H2O, measured with MBRAUN sensors MB-OX-SE1 and MB-MO-
SE1. Such a high purity atmosphere allows to work on highly sensitive materials
at least for several hours, for, e.g., Sr3SnO, or even days, e.g., ZrSiTe. In both
cases, the degradation can be seen by the deterioration of the shiny metallic surface
of the crystals or films when exposed to air. The employed glovebox offers three
connections to transfer samples and cryostats into the glovebox. Two load locks,
a small one for a short loading time and a big one for large equipment. The third
connection is an ISO-F 100 flange, which will be used for the newly designed transfer
system between the glovebox and the Bruker 113 magnet setup.
Transfer to Bruker 113
For FIR measurements on air sensitive samples, the cryostat of the magneto-optical
setup is employed. To be able to mount and align the sample already in the glove-
box, the sample holder was redesigned. The cones, on which both reference mirror
and sample are mounted, are not fixed directly on the cold finger cryostat but on a
removable brass plate. This brass plate and the new sample holder are depicted in
Figure 3.5.
After the mounting and alignment under argon atmosphere inside the glovebox,
the brass plate can be transferred with a transport box from the glovebox into the
cryostat. The transfer system includes a linear translation arm to operate in high
vacuum. Inside the cryostat the plate is fixed with screws as indicated in Figure 3.5.
The measurement procedure follows the one for normal measurements on non air
sensitive samples.
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Figure 3.5.: Drawing of the newly designed sample holder and brass plate. With
this, the mounting and alignment procedure can be performed under argon atmo-
sphere inside the glovebox. The movable brass plate is transferred with the use of
a linear translation arm to the cryostat without any contact to air.
As the gold coated sample serves as second reference in this measurement procedure,
the alignment between gold mirror and sample does not have to be as accurate as
for the microscope measurements. Thus, a well-performed alignment with a laser
pointer is already sufficient.
Transfer to Microscope
The cryostat which is used for measurements with the Hyperion microscope is rather
small and fits into the larger loading chamber of the glovebox. Therefore, it can be
removed from the microscope and transferred completely into the glovebox. After
mounting the sample inside the glovebox, one can easily close the cryostat and
fasten the cover with a belt. Thus, the cryostat is filled with argon which will be
directly transferred into high vacuum after taking the cryostat out of the glovebox
and attaching it to the microscope setup.
The main challenge of this procedure is, that the alignment of the sample surface
to the reference mirror needs to be done under the microscope and, hence, with an
open cryostat. To avoid this issue, a gold reference is needed which is automatically
parallel to the sample surface. By covering half of the investigated sample with a
gold layer, a perfectly parallel aligned reference is achieved. For the measurement
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of deposited films, this gold layer can be produced directly on the substrate during
the film manufacturing. For single crystals, the gold evaporation unit of the FIR
setup can be used to cover the sample with gold. After transferring the gold covered
crystal back to the glovebox, only half of the gold is removed, resulting in a reference
mirror on the sample surface. The subsequent measurement procedure again follows
the standard one.
3.5. Kramers-Kronig transformation and data
treatment
The physical quantities discussed in the context of optical response functions are
usually complex quantities. So is the reflection coefficient rˆ = r(ω)eiφr(ω). What
is experimentally measured for this thesis, is the square of the reflection amplitude
(r(ω))2 = R(ω) and will be referred as reflectivity.
There are some issues causing a small mismatch in the reflectivity of the absolute
values of the different frequency ranges, see Figure 3.6: Measuring at different se-
tups, using various sources, detectors or BMS material or having a slightly different
alignment. Physical effects of the investigated material can be excluded for this
mismatch, as the different frequency ranges are overlapping. Thus, the individual
measurements can be multiplied by a constant factor to eliminate the mismatch.
As basis for this shifting, the FIR measurement remains unchanged, since the gold
evaporation technique provides the most accurate absolute values.
To fully understand the electrodynamic properties of a material, having only the
real part of a response function is not enough. There is, however, no possibility
to measure the phase φr(ω) of the reflection coefficient with the FTIR technique.
To overcome this problem, the Kramers-Kronig transformation can be used. It
connects the imaginary part G2 of a response function to the real part G1 and vice
versa.3 This relation can be found in fundamental text books and reads [21]:
3At this point the reader is referred to text books for further information about response
functions and their properties, e.g., Ref. [21].
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G1(ω) =
2
pi
P
∫ ∞
0
ω′G2(ω′)
ω′2 − ω2 dω
′ (3.5)
G2(ω) = −2ω
pi
P
∫ ∞
0
G1(ω
′)
ω′2 − ω2dω
′ . (3.6)
The equations above allow to calculate the phase of the reflection coefficient φr(ω).
P donates the Cauchy principal value. It should be highlighted, that the integration
goes from 0 to ∞ in both equations.
Hence, the measured data need to be extrapolated to extend the range. The larger
the data range is, the more accurate the Kramers-Kronig transformation will be.
At the low-frequency end, the investigated samples all reveal a metallic behavior
due to intrinsic charge carriers. This is commonly described by the Hagen-Rubens
(HR) relation [103]:
R(ω) = 1− 2
√
2ε0ω
σdc
, (3.7)
where σdc is the conductivity at zero frequency. This formula can be used to
extrapolate the measured data below the FIR range. It is indicated by the yellow
line in the light gray area of Figure 3.6. Note, the Hagen-Rubens relation is only
valid for frequencies much smaller than the scattering rate (or damping) γ, i.e.,
ω  γ.
Dirac and Weyl semimetals usually obey a smaller scattering rate compared to
conventional semimetals: in the order of a few wave numbers instead of tens or
hundreds of wave numbers. Thus, the HR relation might not be valid up to the
lowest measured frequency. This problem and a solution will be discussed in more
detail in section 5.2.
On the high-frequency end of the measurement window the extrapolation includes
two different parts. From 80 000 to 2.4× 108 cm−1 the experimental data is ex-
panded by X-ray atomic scattering calculations (XRO) according to the procedure
of D. B. Tanner in Ref. [102]. These calculations depend on the chemical composi-
tion and the lattice parameters of the investigated material. An illustration is given
by the pink curve in the dark gray area of Figure 3.6.
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Figure 3.6.: The complete optical reflectivity, here shown for SrMnBi2 at 300 K, is
assembled from measurements with different components or setups. The raw data
may be slightly shifted to match the absolute value of the FIR range. For this
particular set of data, the MIR data was multiplied by 0.98 and the NIR data by
0.985. For a reliable Kramers-Kronig transformation, the measurement window is
extended by models (light gray) and calculations (dark gray). At the lower end, the
Hagen-Rubens (HR) relation provides metallic reflectivity extrapolation. At the
upper end, X-ray atomic scattering calculations (XRO) [102] and a Drude-Lorentz
model (Bridge) complete the spectrum.
The gap between the measured data (25 000 cm−1) and these XRO calculations
(80 000 cm−1) is filled by a rough fit of the reflectivity R(ω) with the Drude-Lorentz
model described later. This bridge ensures a more reliable result of the Kramers-
Kronig analysis at the upper end of the measured frequency window and is also
demonstrated in Figure 3.6.
Note, while the extrapolations are essential for the Kramers-Kronig transforma-
tion, they should not be completely included into the interpretation of the optical
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response. Therefore, the results presented later will mainly be restricted to the
measured frequency window, i.e., 50 to 25 000 cm−1.
Optical response functions
After calculating the imaginary part of the complex reflection index via the Kramers-
Kronig transformation, other complex optical functions can be calculated to discuss
the results. Equations and interpretations are based on Ref. [21]. For simplification,
the equations below consider a non-magnetic material, i.e., the material’s perme-
ability µ1 = 1.
The complex refractive index Nˆ(ω) = n(ω)+ ik(ω) can be determined directly from
rˆ(ω) as follows:
R(ω) = |rˆ(ω)|2 =
∣∣∣∣1− Nˆ(ω)1 + Nˆ(ω)
∣∣∣∣2 = (1− n(ω))2 + (k(ω))2(1 + n(ω))2 + (k(ω))2 (3.8)
φr(ω) = arctan
−2k(ω)
1− (n(ω))2 − (k(ω))2 . (3.9)
The real refractive index n(ω) and the extinction coefficient k(ω) are commonly
used to discuss the propagation and dissipation of electromagnetic waves in the
medium.
Next, the complex dielectric function εˆ(ω) = ε1(ω)+iε2(ω) is related to the complex
refractive index Nˆ(ω):
εˆ(ω) = (Nˆ(ω))2 (3.10)
ε1(ω) = (n(ω))
2 − (k(ω))2 (3.11)
ε2(ω) = 2n(ω)k(ω) . (3.12)
The complex dielectric function εˆ(ω) is defined by the change of an electromagnetic
field entering a medium. The real part ε1(ω) and the imaginary part ε2(ω) take the
change of the amplitude and phase into account.
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Last but not least, the complex optical conductivity σˆ(ω) = σ1(ω) + iσ2(ω) can be
calculated from the complex dielectric function εˆ(ω):
σˆ(ω) = iε0ω (1− εˆ(ω)) (3.13)
σ1(ω) = ε0ω ε2(ω) (3.14)
σ2(ω) = ε0ω (1− ε1(ω)) . (3.15)
Note, while the relations between rˆ, Nˆ and εˆ always involve the real and imaginary
parts to calculate another quantity, Equations 3.13-3.15 provide an equivalence be-
tween the dielectric function and the optical conductivity. The real (imaginary)
part of the optical conductivity is connected to the imaginary (real) part of the
dielectric function.
From now on, the real part of the optical conductivity σ1(ω) and the real part of
the dielectric function ε1(ω) will be used to discuss the optical properties of the
materials. This is the common way of the infrared spectroscopy community and is
based on the fact, that only these two quantities are defined at ω = 0 [21]. The fact
that dc (ω = 0) values are taken as low frequency extrapolation verifies this choice.
3.6. Drude-Lorentz model
There are two basic models, the Drude and the Lorentz model, which can be com-
bined to describe any optical response [104]. At the beginning, this model usually
does not allow a direct physical interpretation of the obtained results, but helps to
achieve quantitatively reasonable extrapolations and Kramers-Kronig results. This
does not mean, that no physical interpretation can be derived by applying the
Drude-Lorentz model. For conventional materials, e.g., metals or semiconductors,
interband transitions and quantities such as the amount of itinerant carriers and
their scattering rate can be identified. In the following, both models will be ex-
plained, while a more detailed derivation can be found in many fundamental books,
e.g., Ref. [21].
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The Drude model
The Drude model, more precisely the Drude-Sommerfeld model, is based on the
idea of a relaxing system. Within an average relaxation time τ = 1/γ, the system
returns to equilibrium. The Sommerfeld extension takes an effective mass m∗, i.e.,
the curvature of the Fermi surface into account. This extension provides much
better absolute values for the optical response. In this model, the electrons of
the material behave like a classical gas which only interacts via collisions. The
resonance of the motion caused by measurement light is located at zero frequency
(ω = 0). In terms of the optical conductivity, the Drude-Sommerfeld model leads
to the following optical response:
σˆ(ω) =
σdc
1 + iω/γ
(3.16)
σ1(ω) =
σdc
1 + ω2/γ2
(3.17)
σ2(ω) =
ωσdc/γ
1 + ω2/γ2
, (3.18)
with σdc =
Ne2
γm being the conductivity at zero frequency, i.e., σ1(ω = 0). Further-
more, the plasma frequency ωpl is defined as the oscillation frequency of the charge
density:
ωpl =
√
Ne2
ε0m
. (3.19)
The Drude-Sommerfeld model can be used to describe the electrodynamic response
of free (itinerant) electrons. Such electrons can be found, e.g., in metals and semi-
metals.
The optical response of the Drude model in terms of the reflectivity R(ω), the real
part of the optical conductivity σ1(ω), and the real part of the dielectric function
ε1(ω) is depicted in the top row of Figure 3.7 for typical values. The scattering
rate (or damping) γ and the dc conductivity σdc are varied. In such a clean case,
the plasma frequency ωpl can be determined from the sharp edge in the reflectivity
spectrum. The damping defines the width of the peak in σ1(ω).
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Figure 3.7.: Top row: Optical response functions of the Drude model in terms of the
reflectivity R(ω) in panel (a), the real part of the optical conductivity σ1(ω) in panel
(b), and the real part of the dielectric function ε1(ω) in panel (c). Different values
for the damping γ [cm−1] and the dc conductivity σdc [Ω−1cm−1] are compared.
The sharp edge in R(ω) is located at ωpl. Bottom row: The same functions for
the Lorentz model in panel (d), (e) and (f) respectively. Besides the damping γ
[cm−1], here the so-called oscillator strength ω2pl [cm
−2] is varied, while the resonance
frequency ωres is chosen to be 100 cm
−1.
The Lorentz model
The Lorentz model can be seen as a generalized version of the Drude model. By
adding a restoring force, electrons are bound to the nuclei in the lattice. This force
leads to a non-zero resonance frequency ωres, leading to a damped harmonic oscilla-
tor model. The optical response, again in terms of the complex optical conductivity,
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reads:
σˆ(ω) =
Ne2
m
ω
i(ω2res − ω2) + ωγ
(3.20)
σ1(ω) =
Ne2
m
ω2γ
(ω2res − ω2)2 + ω2γ2
(3.21)
σ2(ω) =
Ne2
m
ω(ω2res − ω2)
(ω2res − ω2)2 + ω2γ2
. (3.22)
These can be transformed into the Drude model (Equations 3.16-3.18) by setting
the restoring force and, hence, the resonance frequency ωres to zero.
While investigating the optical response of a material, the Lorentz model can be
applied to describe phonons, molecular vibrations, interband charge excitations and
more.
The optical response of a Lorentz resonance in terms of the reflectivity R(ω), the
real part of the optical conductivity σ1(ω) and the real part of the dielectric function
ε1(ω) is depicted in the bottom row of Figure 3.7. The resonance frequency ωres is
fixed at 100 cm−1. Again, the influence of the damping γ is investigated. Further-
more, the oscillator strength ω2pl is changed. Comparable to the Drude model, the
full width at half maximum of the peak in σ1(ω) is given by γ, while the plasma
frequency ωpl provides a zero crossing from negative to positive values in ε1(ω).
3.7. Other experimental techniques utilized in this
thesis
In the last section of this chapter, the basic principles of other applied experimental
techniques will be mentioned. As measurements with these techniques were not
directly done by the author, detailed instructions should be found elsewhere.
(Magneto-)Transport
Knowing the resistivity ρ(T ) of a material allows not only fast and deep insights
into the material’s properties. As described above, the dc resistivity is commonly
used to extrapolate the optical data in the low frequency range. To obtain ρ(T ),
a standard four-contact technique is applied to measure the resistance R(T ). A
detailed description can be found in the PhD-thesis of A. Lo¨hle [105], who was
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mainly executing the (magneto-)transport measurements, or in Ref. [106]. With the
four-contact method, the voltage dropping at the sample can be measured without
including inaccuracies caused by resistance at the contacts. The resistivity of the
material can be calculated by knowing the sample’s dimensions:
ρ(T ) = R(T ) · A
l
=
V (T )
I
· A
l
, (3.23)
with the voltage drop V , the applied current I, the sample’s cross section A, and
length l.
Applying a magnetic field to the resistivity measurement provides access to three
different quantities: the transversal magneto-resistance, where the B-field is aligned
perpendicular to the measurement current I; the longitudinal magneto-resistance,
with B ‖ I; last but not least, the Hall resistance, which is caused by a voltage
drop perpendicular to the applied current and the B-field.
These magneto-transport quantities will be used to identify a two-channel conduc-
tion in YbPtBi.
EDX
The quality of a crystal cannot only be determined by the residual resistivity ratio
(e.g., section 5.2), but also by measuring the elemental composition and homogene-
ity. To do so, energy-dispersive X-ray (EDX) spectroscopy is used. The measure-
ments were performed with the assistance of C. Kamella at the Max-Planck-Institut
fu¨r Festko¨rperforschung in Stuttgart.
In EDX spectroscopy, electrons are removed from an inner shell. This empty state
is then occupied by the relaxation of an electron from a higher shell. This relaxation
goes hand in hand with the emitting of X-rays. The energy of the emitted radiation
is characteristic for different chemical elements, see, e.g., Ref. [107].
This technique was applied to verify the quality and homogeneity of the SrMnBi2
and CaMnBi2 crystals.
Magnetic susceptibility
In some cases, the magnetic susceptibility χ(T ) provides essential information about
general properties of a material. It helps to identify spin alignments as ferromag-
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netic (FM) or antiferromagnetic (AFM), or trace spin and charge density waves.
The magnetization is measured with a commercial MPMS (magnetic property mea-
surement system) from Quantum Design based on a superconducting quantum
interference device (SQUID). For a detailed description the reader is referred to
Ref. [108].
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4. ZrSiS - a nodal line semimetal
with non-symmorphic symmetry
In the following chapter, the results obtained for the NLSM ZrSiS are presented.
Therefore, section 4.1 will summarize the properties of the material found in liter-
ature, followed by a detailed discussion of the optical response of ZrSiS in terms of
Dirac physics in section 4.2. A summary will be given in section 4.3.
Parts of the data and analysis presented in this chapter are published in Ref.[1].
4.1. The material
Already in 1995, the structural dimensionality of different compounds of the Zr-
SiS family were investigated [109]. Twenty years later, Q. Xu et al. searched for
topologically non-trivial states within this family [110]. In their first-principles
calculations, they found ZrSiO to be a three dimensional weak topological insula-
tor. Furthermore, their calculations on other WHM compounds (W = Zr/Hf/La,
H=Si/Ge/Sn/Sb and M=O/S/Se/Te) suggested a comparable electronic structure
and possible topological insulating states.
Only one year later, several studies found ZrSiS to be a Dirac semimetal instead of a
3D topological insulator [3, 111–115]. To obtain a deeper insight into the electronic
band structure, generalized gradient approximation (GGA) calculations performed
by L. M. Schoop et al. in Ref. [3] are redrawn in Figure 4.1.
Panel (a) depicts the bulk electronic bands without the influence of spin-orbit cou-
pling (SOC). Bands crossing the Fermi level involved in forming Dirac cones with
linear dispersion are given in different colors, while other bands are black. Dirac
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Figure 4.1.: The electronic band structure of ZrSiS obtained by first-principles
calculations without (panel (a)) and with (panels (c) and (d)) spin-orbit coupling.
The bands involved in forming the Dirac cones with linear dispersion are colored.
Close to the Fermi level, a line of Dirac nodes can be found as depicted in panel
(b). These Dirac nodes are gapped when SOC is included. The Dirac nodes at the
X-point, which are located further off the from the Fermi level, are protected by
non-symmorphic symmetry and, hence, remain ungapped. Adapted from Ref. [3].
points can be found very close to the Fermi level on the lines between several high
symmetry points, i.e., Γ-X, M-Γ and A-Z. Note, that there are more Dirac points
connecting these cones off the high symmetry lines. This leads to a so-called nodal
line, as introduced in section 2.5. The line of Dirac cones in the first Brillouin zone
is sketched in panel (b) of Figure 4.1.
From the band structure of the high symmetry lines in panel (a), one can see that
the position of nodes varies with respect to the Fermi level. While it is above EF
between the Γ- and the X-point, it is slightly below EF between the A- and Z-point,
for example. This energy difference between the nodes and EF is referred to as the
chemical potential µ, as described in section 2.7.
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The Dirac-like bands of the nodal line do not disperse along the direction of the
nodal line at all. Hence, the dimensionality of the Dirac bands is reduced from 3D
to 2D. This can be confirmed by investigating the Fermi pockets created by these
bands by means of quantum oscillations, as described later.
The nodal line leads to a comparably high density of Dirac fermions in the vicinity
of the Fermi level. In ZrSiS, all bands involved around EF disperse linearly. This
holds over a range of ±0.5 eV, as shown in Figure 4.1. Thus, ZrSiS is, so far, the
Dirac semimetal with the largest range of linear dispersion. Some of the bands even
disperse linearly over more than 2 eV.
Furthermore, additional Dirac nodes can be found directly at the X-point. These
nodes are approximately 0.7 eV below and above the Fermi level. As they do not
belong to the line node, they are supposed to be three dimensional.
By including the spin-orbit coupling into the calculations, the linear band crossings
become partly gapped, as shown in panels (c) and (d) of Figure 4.1. In more detail,
an energy gap opens at all linear crossings in the vicinity of the Fermi level. This
gap is estimated to be roughly the size of 20 meV. The rather small value of the
energy gap is related to the light elements of ZrSiS, which are associated with only
weak spin-orbit coupling.
Remarkably, the Dirac points at the X-point are not influenced by the spin-orbit
coupling. This can be pinned down to the non-symmorphic1 symmetry, which is
present in the ZrSiS family. The non-symmorphic symmetry requires a touching of
the upper and the lower band even in the presence of strong SOC [116]. Thus, the
Dirac nodes at the X-point are robust and remain ungapped.
These extraordinary Dirac nodes protected by non-symmorphic symmetry are in-
fluenced by the lattice parameters. Thus, different members of the ZrSiS family
host these Dirac nodes at distinct energy values with respect to the Fermi level. A
detailed investigation can be found in Ref. [117] and is summarized in panel (a) of
Figure 4.2.
Since both, the upper and the lower node are located below EF in HfSiTe, it offers
1The non-symmorphic space groups host symmetry operations which combine point
group operations with translations that are a fraction of a Bravais lattice vector. An
extended description can be found, e.g., in Ref. [116].
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Figure 4.2.: Panel (a) compares the position of the Dirac nodes protected by non-
symmorphic symmetry for different members of the ZrSiS family. Redrawn from
Ref. [117]. The unit cell of ZrSiS drawn with VESTA [118] is given in panel (b). It
is of PbFCl type: tetragonal geometry and space group P4/nmm (no. 129). The
crystals can be cleaved easily between the sulfur layers.
the possibility to investigate the physics with ARPES. ZrSiTe is an ideal candi-
date for optical spectroscopy to investigate the Dirac physics protected by non-
symmorphic symmetry. Here, the upper node is located at the Fermi level, while
the lower one is approximately 400 meV below. This is, however, only ideal when
considering the Dirac nodes protected by non-symmorphic symmetry. The situation
might be blurred by the nodal line which is also located also in the vicinity of the
Fermi level. For ZrSiS, the states are separated from the nodal line, providing an
ideal situation to investigate only the nodal line physics.
Besides the robust Dirac nodes, ZrSiS hosts surface states (SS) of exotic nature,
which are not included in Figure 4.1. The non-symmorphic symmetry is broken
at the surface of the crystal due to the reduced dimensionality [119]. The elec-
tronic bands at the X-point of the Brillouin zone, which are locked in the bulk,
become unpinned at the surface. These unpinned bands can float, making the SS
distinguishable from the bulk states. Furthermore, the bands of the surface states
hybridize with the bulk bands, but are forbidden to cross them by symmetry [3].
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A consistent picture of band calculations and ARPES measurements can be found
in Refs. [3, 115, 119]. Since the SS are independent of the Dirac states in ZrSiS,
but created by the non-symmorphic symmetry, they should also be present in other
materials with non-symmorphic symmetry.
The transport properties of ZrSiS were investigated thoroughly by several stud-
ies [111–115, 120–123]. These provide information about the charge carrier type and
mobility by the means of Hall measurements and give details (e.g., effective mass)
about the Fermi surface and its pockets by quantum oscillations. The latter can be
extended by more advanced techniques like thermoelectric power measurement [124]
and scanning tunneling spectroscopy (STS) [125]. Magneto-transport measure-
ments reveal a hole dominated transport with a mobility of µh ≈ 30 500 cm2/Vs.
Furthermore, the transversal magneto-resistance does not saturate up to a magnetic
field strength of 53 T increasing it by 10000% compared to zero field [112]. These
values are typical for Dirac or Weyl fermions, which can be taken as first indication
for their presence in this compound. A negative longitudinal magneto-resistance
was measured by R. Singha et al.,and was interpreted as the chiral anomaly [122].
Doubts due to current jetting, as described in section 2.6, cannot be excluded for
their work, so the results should be used with care.
Quantum oscillations reveal two main pockets of different size, a smaller one of elec-
tron type and a larger one of hole type. A more detailed study in combination with
ARPES measurements concludes a diamond-shaped hole pocket at the Γ-point, an
elliptical hole pocket around the M-point, and the small electron pocket close to
the X-point [115]. All pockets have a reduced effective mass, with meff = 0.11, 0.16
and 0.27 me, respectively [113]. Furthermore, all pockets lead to a Berry phase of
pi, which indicates the non-trivial topology of the charge carriers. The extension
by thermoelectric power and STS measurements reveal sub-pockets within the hole
pockets leading to a total number of five pockets [124, 125].
More recent work of L. Aggarwal et al. discusses the possibility to induce supercon-
ductivity in ZrSiS with a metallic tip [126]. First-principles calculations suggest,
that the induced superconducting states and the topological Dirac states coexist.
Thus, ZrSiS provides a suitable platform to investigate topological superconductiv-
ity in a robust material.
55
ZrSiS - a nodal line semimetal with non-symmorphic symmetry
R. Singha et al. investigate the effect of isotropic pressure on ZrSiS by means of
Raman spectroscopy and X-ray diffraction measurements [127]. They observe a
structural change at 3.7 GPa leading to a coexistence of an orthorhombic structure
and the ambient tetragonal geometry. At even higher pressure, around 16.2 GPa,
a monoclinic phase starts to coexist with the previous two, which was confirmed
by additional peaks in the X-ray spectra and anomalous behavior of the optical
phonon peaks in the Raman measurement.
After the publication of our optical results in Ref. [1], T. Habe and M. Koshino
calculated the dynamical conductivity of ZrSiS by using a multi-orbital theoretical
model based on first-principles calculations [4]. In this work, the flat, frequency-
independent optical conductivity response of the nodal line is investigated in more
detail. The results of this publication will be compared to the experimental results
of the optical measurements later in this chapter.
Our ZrSiS single crystals were provided by L. M. Schoop from the Max-Planck-
Institut fu¨r Festko¨rperforschung (Stuttgart, Germany). The crystals were grown
by loading equimolar amounts of zirconium, silicon and sulfur with a small amount
of iodine into a sealed quartz tube. This tube was baked at 1100 ◦C for one week.
With a temperature gradient of 100 ◦C, the crystals form at the cold end of the tube.
With this method, large, pure single crystals of several mm size can be produced.
The structure, given in panel (b) of Figure 4.2, belongs to the PbFCl type, which
is the tetragonal P4/nmm space group (no. 129) [128]. This was confirmed with x-
ray and electron diffraction measurements performed by the sample grower [3]. The
lattice parameters are found to be a = 3.5450 A˚ and c = 8.0575 A˚. In Figure 4.2, a
is within the horizontal plane, while c denotes the vertical direction.
Most remarkably, the single crystals of ZrSiS are non-toxic and and highly stable
when exposed to water and air [3]. These material properties are rare within the
existing Dirac and Weyl semimetals, which makes ZrSiS a very promising candidate
for future applications.
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4.2. Optical response of the nodal line
In the following, we concentrate on the results of the broadband optical measure-
ments for different temperatures and draw conclusions on the carrier dynamics and
Dirac properties of ZrSiS. We trace the optical response of the nodal line and adapt
a general model to calculate the length of the nodal line in reciprocal space. This
length is found to be approximately 4.3 A˚
−1
. Furthermore, we discuss the origin
of two low-frequency modes. These are revealed at lower temperatures when the
scattering rate of the metallic carriers is reduced.
The temperature-dependent dc resistivity measurements were provided by the sam-
ple grower and published in Ref. [113]. These serve as basis for the low-frequency
extrapolation of the optical data, as described in section 3.5.
The frequency-dependent optical reflectivity R(ω) was measured on freshly cleaved
(001) surfaces, to ensure flat and clean measurement surfaces. The employed opti-
cal setups and the data treatment are described in chapter 3. There is, however, an
issue with the low-frequency extrapolation: The commonly applied Hagen-Rubens
relation is only valid for ω  γ. Due to the extremely high and flat response of
R(ω), the Hagen-Rubens relation does not match the measured data. From this,
one can already claim that the scattering rate γ of the Drude term in ZrSiS is
extremely small. To overcome the problem, we roughly fit the reflectivity with a
Drude-Lorentz model based on the dc resistivity measurements and extrapolate the
experimental data with this model.
The temperature-dependent dc resistivity ρdc(T ) is depicted in Figure 4.3. The
comparably small absolute values indicate highly metallic states and pave the
way for carriers with a high mobility. The resistivity decreases monotonously
with temperature until it saturates below 30 K. The inset reveals a residual re-
sistivity at low temperatures of only ∼ 50 nΩcm, leading to a dc conductivity of
σdc = 1/ρdc = 20× 106 Ω−1cm−1. The high quality of the investigated single crys-
tals is confirmed by the large residual resistivity ratio of ∼ 310.
The optical reflectivity R(ω) was measured over the complete accessible frequency
range (50 to 25 000 cm−1) and is given in Figure 4.4. To ensure reliable results
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Figure 4.3.: The temperature-dependent resistivity ρdc(T ) of ZrSiS provided and
published by the sample grower in Ref. [113]. A residual resistivity ratio RRR of
310 proves the high quality of the investigated crystals. While the absolute value is
already comparable to good metals at high temperatures, the inset reveals a residual
resistivity of only ∼ 50 nΩcm. This leads to a very high dc conductivity.
from the Kramers-Kronig transformation, the infrared data were extended up to
40 000 cm−1 by ellipsometry measurements. The itinerant metallic states cause an
impressively high reflectivity of R(ω) > 0.98 below 600 cm−1 for all temperatures.
Below 100 K, even 0.99 is exceeded for frequencies smaller than 400 cm−1. These
findings are in good agreement with the extremely low dc resistivity.
The impact of temperature is limited to the metallic FIR range and specifically the
bump around 4000 cm−1. This bump and the structure of the reflectivity at higher
frequencies indicates interband transitions. For trivial bands, the optical response
typically narrows while lowering the temperature. As this seems not to be the case,
the observation of transitions between Dirac-like energy bands are likely to cause
these features.
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Figure 4.4.: The frequency-dependent reflectivity R(ω) of ZrSiS for the complete
measured frequency range and selected temperatures. The influence of temperature
is limited to the FIR range below 600 cm−1. In this range, the absolute value is
above 0.98, which is consistent with the high dc conductivity and caused by itinerant
carriers. The bump around 4000 cm−1 indicates interband transitions located in the
MIR range.
As described before, the Kramers-Kronig analysis is used to obtain the complex
optical functions, σˆ(ω) and εˆ(ω). The real part of the optical conductivity σ1(ω) is
shown in Figure 4.5. At very low frequencies (below 500 cm−1), the upturn in σ1(ω)
can be assigned to itinerant carriers with a Drude-like response. As the dc resistivity
values serve as low-frequency extrapolation, this strong upturn is consistent with
the low absolute values of ρdc.
At higher frequencies, starting from ∼ 250 cm−1, a frequency-independent conduc-
tivity is observed up to 2500 cm−1. The absolute value in this range is 6600 Ω−1cm−1.
This frequency range is where the response of the nodal line of Dirac cones is ex-
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Figure 4.5.: The frequency-dependent real part of the optical conductivity σ1(ω)
of ZrSiS for selected temperatures. To emphasize the important features, the fre-
quency axis is chosen to be linear and contains an axis break, while the conductivity
axis is set to log-scale. At the low-frequency end, the conductivity shoots up, being
consistent with the low dc resistivity data and caused by the metallic response.
From 250 to 2500 cm−1, σ1(ω) is frequency independent. At higher frequencies,
more interband transitions lead to several peaks.
pected. Note, that even though the Dirac states of a nodal line are two dimensional,
one does not expect the universal absolute value (pi/4G0) found in graphene, as
mentioned in section 2.7. A more detailed investigation in this context will follow
below. Above this flat response, the conductivity drops before additional interband
transitions reveal themselves as an increase of σ1(ω) above 7000 cm
−1.
The imaginary part of the optical conductivity σ2(ω) and the real part of the di-
electric function ε1(ω) are given in Figure 4.6. The metallic charge carriers can be
traced in the upturn of σ2(ω) at the lower end of the measurement window. When
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Figure 4.6.: The frequency-dependent imaginary part of the optical conductivity
σ2(ω) for selected temperatures. The itinerant carriers cause an upturn at lower
frequencies. The black arrow indicates the Pauli edge for the 10 K measurement.
The inset shows the real part of the dielectric function ε1(ω) = 1− σ2(ω)/(ε0ω) in
the vicinity of the screened plasma frequency, i.e., the zero-crossing of ε1(ω).
lowering the temperature, this upturn becomes steeper, since the scattering rate of
the metallic carriers is reduced. At the high-frequency end of the spectrum, several
peaks indicate the different contributions of interband transitions. The black arrow
indicates the Pauli edge for the lowest measured temperature, which manifests itself
as a peak in σ2(ω) [129].
The inset of Figure 4.6 shows ε1(ω) in the vicinity of the zero-crossing, which is at
∼ 8817 cm−1. This zero-crossing can be assigned to the screened plasma frequency
ωscrpl =
√
ne2
m∗ε0ε∞ , which is the plasma frequency ωpl renormalized by the high-
frequency contribution ε∞ [21]. Here, n is the free carrier density and m∗ reflects
the effective carrier mass. The crossing point shows no significant temperature
dependence, which indicates that the ratio between the charge carrier density n
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Figure 4.7.: Fits of the real part of the optical conductivity of ZrSiS in the low-
frequency range for lowest and highest temperature. The thick solid lines represent
the experimental data, while the thin ones are cumulative fits. The dashed lines
illustrate contributions of the Drude term (red), Lorentz terms (green, only shown
for the 10 K measurement) and the Pauli-edge (black).
and the effective mass m∗ of ZrSiS does not change with temperature.
For a rough estimation of the carrier density n, the effective mass obtained by quan-
tum oscillations (∼ 0.1 me, see, e.g., Ref. [113]) can be used to calculate n. This
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leads to n ≈ 2.2× 1018 cm−3, which is comparable to the carrier density of other
Dirac materials [114].
As mentioned before, the optical conductivity reveals a frequency-independent re-
sponse between 250 and 2500 cm−1. This coincides with the energy range of the
nodal line, obtained in band structure calculations and ARPES measurements [3,
115, 130]. The nodal line hosts two dimensional Dirac fermions in a three dimen-
sional material. The optical response expected for such a nodal line is indeed a
frequency independent conductivity, as described in section 2.7. To attain deeper
insight, σ1(ω) is fitted and the result is presented in Figure 4.7 for selected temper-
atures.
Note, that models to describe the optical response of Dirac fermions are usually
given only for the real part of the optical conductivity σ1(ω). This is due to the
fact that these models are usually not Kramers-Kronig consistent and, thus, nei-
ther the imaginary part σ2(ω) nor the reflectivity R(ω) can be described with these
models.
The fitting functions applied to the optical data of ZrSiS in the low-frequency range
contain three different contributions.
Firstly, a Drude term is employed to take the itinerant carriers into account and is
depicted as red dashed lines in Figure 4.7. This is verified by the Fermi level lying
within the conduction band of the nodal line, leading to metallic states, e.g., Refs.
[3, 4]. A schematic drawing of the nodal line structure on the basis of literature
information is given in Figure 4.9. The σdc value of the Drude term is required to
match the dc resistivity measurement of Ref. [113]. Upon cooling, the scattering
rate of this Drude term is reduced from 144 cm−1 at 300 K to ∼ 2 cm−1 at 10 K.
The latter value is well below our measured frequency window. Due to the large
dc conductivity value of ρdc(T = 10 K) = 20× 106 Ω−1cm−1, however, a large
tail of the Drude term still enters the measured frequency range of the reflectivity
spectrum. Note, such a small scattering rate results in a rather long momentum-
relaxing time τ = 1/γ in the range of ∼ 2.7 ps. From this, the momentum-relaxation
length lmr = vF τ can be determined. Using an average Fermi velocity of the
low-energy Dirac bands of vF = 5× 105 m/s [3], we obtain lmr ≥ 1 µm at low
temperatures. This indicates that the hydrodynamic behavior of electrons, which
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was recently reported in clean graphene samples [131, 132] and the Weyl semimetal
WP2 [133], might also be realized in ZrSiS.
Secondly, the fits contain two Lorentz terms. The resonance frequencies of the
two terms are 90 cm−1 and 140 cm−1 at 10 K. While the peaks are clearly visible
in the low-temperature range, thermal broadening blurs the situation at higher
temperatures. Still, the best fit can be achieved by including them also at 300 K.
This is indicated by two possible fitting curves (blue dashed lines) without the
Lorentz terms in Figure 4.7. Possible origins of these modes will be discussed in
more detail later.
Last but not least, a model based on Equation 2.11 given in section 2.7 is included to
describe the response of the nodal line. The equation is extended by the Heaviside
step function to take the spin-orbit coupling induced gap as well as the position of
the Fermi level into account, leading to:
σ1(ω) = σflat =
e2k0
16~ Θ{~ω −max{∆, 2µ}} . (4.1)
Thermal broadening of the onset can be incorporated by replacing the Heaviside
step function by the arctan-function, more details are given in section 2.7. This
kind of onset is well known for semiconductors [134] and Dirac and Weyl semimet-
als [129, 135, 136] and is related to the Pauli blocking of transitions which do not
cross the Fermi level.
The fit of the frequency-independent response can consequently be used to provide
further information about the length of the nodal line in reciprocal space k0 and to
estimate a maximum energy gap value from the Pauli edge. Solving Equation 4.1 for
k0 and using the value of the flat response in the MIR range of σflat = 6600 Ω
−1cm−1,
yields to a length of the nodal line of k0 = 4.3 A˚
−1
.
Note that the absolute value of σflat is temperature independent and hence, k0 is
too. This is in good agreement with no structural change appearing in ZrSiS upon
cooling, see, e.g., Ref. [124]. The value of 4.3 A˚
−1
seems to be reasonable, since band
structure calculations predict a length of the nodal line projections on the [100] and
[001] surfaces of 3.5 and 6 A˚
−1
per Brillouin zone [137]. The small deviation can be
explained by the fact, that the model assumes a circularly shaped nodal line, while
the sketch in Figure 4.1(b) indicates, that this is not the case for ZrSiS. The nodal
line is rather comparable to a cage-like structure in the Brillouin zone.
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Figure 4.8.: The calculated dynamical conductivity of ZrSiS for different polar-
izations are compared. The data are redrawn from Ref. [4]. For comparison, the
experimental data of the same temperature is added. The overall shape as well as
the absolute values provide an astonishingly high agreement of the theoretical and
experimental data.
From the fit of the low-temperature data, one can state that max{∆, 2µ} must be
smaller than 250 cm−1, 30 meV respectively. This can be seen as an upper limit of
the energy gap ∆ induced by spin-orbit coupling in the nodal line. The value is
in good agreement with 15 meV as suggested by band structure calculations, e.g.,
Ref. [3]. A broadening of the Pauli edge observed in the optical measurements can
be attributed to the change of the relative position of the Dirac nodes with respect
to the Fermi level along the nodal line, see Figure 4.9. It is important to note, that
even if the Fermi level appears within the energy gap for some k-space positions,
the conclusion for the upper limit of ∆ is still valid.
Next, the experimental results will be compared to the dynamical conductivity ob-
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tained by theoretical calculations published by T. Habe and M. Koshino in Ref. [4].
The latter are based on first-principles calculations using a multi-orbital model.
While a detailed discussion of the calculations can be found in the publication,
here only the influence of the crystallographic surfaces, the scattering rate γ and
temperature T will be examined. While the first one is given in Figure 4.8, the
scattering rate and the temperature are depicted in Figure 4.10. The graphs are
redrawn from Ref. [4].
The dynamical conductivity, in the units of pie2/2ha (a is the unit cell axis and h
the Planck constant), is given for the polarization of the measurement light being
parallel to (001), (101) and (100) in Figure 4.8. While the polarization2 influences
the absolute values and relative strength of the different contributions, the overall
shape remains mostly unchanged. At very low frequencies, itinerant carriers cause
a Drude-like peak. At slightly higher frequencies, a rather flat conductivity can
be found up to 350 meV. Following a valley, additional peaks related to interband
transitions are located at 1.4 eV and higher.
The shape described above matches the experimentally observed conductivity well.
Astonishingly, also the absolute values are in very good agreement. To prove, the
experimental data at 300 K is converted into the same units and added to Figure 4.8.
A small shift of the peaks in frequency can be explained by a shift of the Fermi level,
which seems to be slightly different for the calculations. The strongest divergence
is found in the frequency range of the frequency-independent range related to the
line of Dirac nodes. In the calculations, the conductivity increases with frequency
for all polarizations. This is assigned to the change of the chemical potential µ of
the nodal line when moving along the kz-direction, as depicted in Figure 4.9. The
calculations seem to overestimate this tilt, since the experimental curve is much
flatter than the theoretical one.
The shape and frequency dependence of the calculated conductivity in this flat
range can additionally be modulated by changing the scattering rate γ. This is
shown in Figure 4.10 for values from ~γ = 5 to 40 meV. Note, the publication of
T. Habe et al. only provides these data for T = 50 K and E||(100). This prevents a
2We want to mention that there is some inconsistency in the work of T. Habe and M.
Koshino between the labeling of the curves and the information given in their text.
Thus, it is possible, that the curves of (001) and (100) are mixed up in Figure 4.8.
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Figure 4.9.: A sketch of the nodal line in ZrSiS. The energy position of the nodal
line is shifting with respect to the Fermi level when moving along the kz-direction.
Additionally, a gap ∆ ≤ 30 meV is opened by spin-orbit coupling. Calculations and
experimental results suggest that the Fermi level lies within the conduction band
of the nodal line.
direct comparison with the experimental data, which were measured with E||(001).
The theoretical investigation of the influence of γ, however, shows that the flat
conductivity changes the most with varying the scattering rate. A value of 20 meV
seems to best match the experimental data.
The inset of Figure 4.10 depicts the influence of temperature on the spectrum.
Again, only E||(100) is provided with γ = 10 meV. The change due to varying tem-
perature is limited to the flat conductivity range, which matches the experimental
results well. Note that the influence on the Drude contribution is neglected, so that
the dc conductivity and the scattering of the metallic carriers is fixed. This is, of
course, not true for the experimental results and leads to some deviation.
All in all, the calculated conductivity and the experimental data are in good agree-
ment with each other and confirm the interpretation of the obtained results.
Next, the low-frequency modes at 100 and 150 cm−1 will be discussed and four
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Figure 4.10.: The calculated dynamical conductivity of ZrSiS for scattering rates
γ between 5 and 40 meV. The increase of γ broadens the Drude component of
the itinerant carriers and changes the response in the energy range of the nodal
line. The data are redrawn from Ref. [4]. The inset depicts the small influence of
temperature on the conductivity.
different scenarios for their origin are provided.
A first idea are phonon related peaks. However, this seems to be unlikely since
calculations do not suggest any infrared-active phonon modes in this particular
frequency range [138]. Furthermore, the experimentally observed modes are broad
and strong, which is rather untypical for phonon modes. An exception to this
would be a soft phonon mode in ferroelectrics, but no ferroelectricity was reported
or suggested to exist in ZrSiS.
The second possible scenario would be electron localization in the bulk crystal. Such
localization, usually induced by disorder, is also extremely unlikely. The material
and available crystals are very pure [121]. Additionally, the dc resistivity monoton-
ically decreases with temperature and obeys remarkably low absolute values of only
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a few nΩcm, which can be taken as a proof of high quality and low disorder [113,
122].
Thirdly, surface contributions could play a noticeable role. While the skin depth in
our measurement is larger than 40 nm for the entire investigated frequency range,
some surface contributions cannot be completely excluded. As discussed in sec-
tion 4.1, rather strong surface states have been predicted and observed in ZrSiS,
see, e.g., Ref. [119]. These surface states even hybridize with the bulk states and
could become visible in the infrared measurements. An investigation of a thickness
dependence of the dc conductivity in ZrSiS on microstructured samples, however,
did not reveal any surface contributions to the conductivity properties [139]. The
appearance of inhomogeneities in the electron surface density, e.g., related to elec-
tron localization, might reconcile the results of Refs. [119] and [139] and, in addition,
provide an explanation of the low-frequency modes obtained by the infrared mea-
surement.
Fourthly, excitons are considered as possible origin of the low-frequency modes.
This seems to be, at first glance, not very plausible, as the strong screening of
the itinerant carriers might prevent an excitonic mode. Nonetheless, the exciton
binding energy Eb can be calculated to verify this scenario. To do so, the simplest
hydrogenic exciton model is applied [140], using the effective mass of the carriers
in the low-energy 2D Dirac band, m∗ = 0.025me [121]. With the static lattice
dielectric constant obtained from the optical measurement (ε0 ∼ 7.5), the binding
energy is calculated to be Eb ∼ 100 cm−1. In the optical spectra, excitons should be
found at ∆−Eb. The previously determined energy gap limit ∆ ≤ 250 cm−1 leads
to ∆− Eb ≤ 150 cm−1, i.e., directly in the range of the low-frequency modes. The
appearance of excitonic modes may manifest itself on or near the surface, where
the free-electron screening is weaker than in the bulk. This scenario may be further
supported by an excitonic instability discussed in the first-principles calculations
of Ref. [141]. The instability is caused by electron-electron interactions and might
vary for different positions of the Fermi level.
To make a final statement about the low-energy absorption peaks and completely
clarify their nature in ZrSiS, further studies with complementing experimental tech-
niques are required.
Last but not least, the high-frequency end of the optical spectra is investigated.
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The frequency-dependent optical conductivity σ1(ω), shown in Figure 4.5, reveals
an increasing absolute value with several small peaks for frequencies above the axis
break, i.e., 7000 cm−1 ≈ 860 meV. This energy range coincides with the energy
distance between the lower and the upper Dirac branch of the states protected by
non-symmorphic symmetry [117]. Furthermore, the peak positions and structure
matches well with the theoretical calculations of Ref. [4], as shown in Figure 4.8.
T. Habe et al. confirm that the conductivity in this range mainly arises from
the non-symmorphic bands. As these bands do not form a concrete, typical three
dimensional Dirac cone, the optical response is not expected to be perfectly linear
(Equation 2.6). Thus, no further details about the non-symmorphic Dirac bands
can be extracted from the optical measurement.
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4.3. Conclusions
Motivated by the ideal situation of the Dirac physics in ZrSiS and the linear disper-
sion of electronic bands over a fairly large energy range, we investigated the electro-
dynamic properties of this compound by means of optical spectroscopy. With this,
we do not only provide information about the nodal line and the energy gap, but
also amend the only existing model for the optical response of a nodal line and val-
idate its correctness experimentally. The model we apply can be used to determine
the length of the nodal line in reciprocal space, which is found to be k0 = 4.3 A˚
−1
.
This is in good agreement with theoretical values [137]. Our fit additionally gives
an upper limit for the energy gap of ∆ ≤ 250 cm−1 ≈ 30 meV, which matches the
theoretical expectations well and corrects the poor value obtained by ARPES [3].
Furthermore, the optical spectra reveal two modes in the low-frequency range. We
discuss several scenarios for the origin of these modes and call for complementing
experimental investigation to draw final conclusions.
Overall, our experimental results nicely agree with recent theoretical calculations
of T. Habe et al. from Ref. [4]. This is also valid for the high-frequency response
which is related to the Dirac bands protected by non-symmorphic symmetry.
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5. YbPtBi - a topologically
non-trivial half-Heusler compound
In this chapter the results obtained on YbPtBi will be discussed. Section 5.1 will
give a brief introduction to the material and its literature, while the magneto-
transport and optical results will be presented in section 5.2. Last but not least the
experimental results will be investigated in terms of topological non-triviality (e.g.,
Dirac/Weyl physics) in section 5.3 in comparison with the optical results obtained
on GdPtBi.
Parts of the data and analysis presented in this chapter are published in Refs. [5,
142].
5.1. The material
The half-Heusler material YbPtBi has been known as a heavy-fermion compound
for decades and exhibits one of the highest effective electron masses among strongly
correlated electron systems [143, 144]: specific heat (CP ) measurements show a
linear temperature dependence below 0.35 K with a Sommerfeld coefficient of γ =
CP /T = 8 J/K
2 (mole Yb). The Kondo temperature of YbPtBi is around 1 K and
an antiferromagnetic (AFM) transition is observed at 0.4 K. Thus, most experi-
mental studies focus on temperatures below 2 K to investigate the heavy-fermion
state and a possible quantum critical point [143–149].
There is, however, another way to interpret the large Sommerfeld coefficient except
of the high renormalized quasiparticle mass, as it was pointed out by Graf et al.
in Ref. [150]: the stability of different electronic configurations, i.e., the magnetic
Yb3+ state, the non-magnetic Yb2+ state and a mixture of both might influence
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the Sommerfeld coefficient. Thus, the 4f electronic states, which are the valence
states of Yb, are substantial for the detailed band structure in the vicinity of the
Fermi level in YbPtBi.
In 1992, Eriksson et al. already indicated that relativistic effects play a crucial
role for the band structure of YbPtBi [151]. The authors point out that solving
the fully relativistic Dirac equation of the crystal with the linear muffin-tin orbital
(LMTO) method1 is the only way to describe the metallic ground state of YbPtBi.
Otherwise, the closing of the semiconducting gap between valence and conduction
bands while going from the related compound YPtBi to YbPtBi is not reproducible.
More recently, YbPtBi and other representatives of the half-Heusler family were sug-
gested to possess topologically non-trivial states [150, 153–156] and hence quasipar-
ticles with a linear band dispersion might appear in these half-Heusler compounds.
This is of particular interest since the half-Heusler family is rich in different elec-
tronic properties (e.g., superconductivity, heavy-fermion, AFM ordering) which may
interact with Dirac or Weyl states and thus being promising candidates for func-
tional materials.
A sketch comparing a topologically trivial and a non-trivial band situation close to
the Γ-point in half-Heusler compounds is reproduced from Ref. [153] in panel (a) of
Figure 5.1. In this reference, the authors claim the existence of Weyl points induced
by an external magnetic field in some of the ternary half-Heusler compounds (e.g.,
GdPtBi). They provide an experimental evidence of the chiral anomaly, the ulti-
mate proof for Weyl fermions, in their magneto-transport measurements. The Weyl
points and the topologically non-trivial band inversion are proposed to rise from an
enhanced exchange field of the 4f states due to an alignment of the magnetization
of the antiferromagnetic structure upon applying the external magnetic field.
A band picture of YbPtBi pointing towards the non-trivial band inversion even
without an external magnetic field was calculated in Ref. [154] and is reproduced in
panel (b) of Figure 5.1. In their calculations, W. Al-Sawai et al. try to overcome the
problem of an underestimated band gap for semiconductors in the density-functional
theory (DFT) by applying a semilocal exchange-correlation potential. As a result,
1Details about this method can be found in, e.g., Ref. [152].
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Figure 5.1.: Panel (a) depicts a schematic band structure of a topologically trivial
(left) and non-trivial (right) half-Heusler material. A transition to the non-trivial
state is achieved by increasing the exchange field of the 4f states (adapted from
Ref. [153]). A possible band structure of YbPtBi, reproduced from Ref. [154],
is shown in panel (b). The red dashed line indicates the position of the Fermi
level as suggested by our calculations (section 5.3), our experimental results, and
Refs. [8, 153], leading to electron and hole pockets. A topologically non-trivial
band inversion is discussed at the Γ-point. The unit cell of YbPtBi drawn with
VESTA [118] showing the cubic, face-centered structure is given in panel (c). This
kind of arrangement belongs to the half-Heusler family which has a Pt atom in every
second Yb-Bi sub-cube only, compared to Heusler compounds where each sub-cube
is filled.
10 out of 30 investigated ternary half-Heusler compounds reveal a topologically non-
trivial band inversion at the Γ-point. At that stage, a much lower Fermi level EF
caused by hole doping was considered for YbPtBi and also for GdPtBi. However,
more recent publications show EF being comparable to other compounds of this
half-Heusler series [8, 153], around 1 eV higher, indicated by the red dashed line in
Figure 5.1 (b). This Fermi level position is also confirmed by the band calculations
provided by Jun. Prof. Dr. H. Zhang from the Technische Universita¨t Darmstadt
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to understand the optical results in section 5.3.
In these half-Heusler compounds, the strength of the correlated 4f electrons of the
Lanthanide atoms (i.e., Yb) can drive a band inversion of the Γ6 and Γ8 band at the
Γ-point and hence create topologically non-trivial states [153, 154]. In this context,
the different half-Heusler compounds are supposed to have different topologically
non-trivial states and therefore Weyl semimetals or topological insulators are possi-
ble. As the Kondo effect is present at low temperatures in YbPtBi, it is a candidate
for being a 3D topological Kondo insulator [155], where also the insulating states
are of topologically non-trivial nature [157]. This occurs in particular if electronic
f -states are near the top or the bottom of the conduction band, typically found
in heavy-fermion materials. It should, however, only be found in the temperature
range of the heavy-fermion physics, which is below 1 K in YbPtBi.
The theoretical study of Ruan et al. suggests strain induced Weyl points in the
HgTe-class, which the half-Heusler compounds investigated here also belong to [158].
Strain generates a perturbation which affects the lattice parameters slightly. They
show that in-plane strain gives rise to four pairs of Weyl nodes along the Γ-L- and
the Γ-X-direction located exactly at the Fermi level. These ideal Weyl nodes and
their Fermi arcs should be detectable with, e.g., ARPES (directly) or magneto-
transport (via the chiral anomaly).
Another theoretical investigation advocates so-called triple points (TP) in some
half-Heusler compounds, where a doubly degenerate conduction band interacts with
two non-degenerate valence bands (and crosses one of them). A general discussion
of TPs in semimetals was already given in section 2.5. Here we follow Ref. [8] to
clarify the situation in the half-Heusler compounds. Yang et al. predict the triple
point fermions by ab initio calculations and the Kane model. The triple points are
found along the four C3 symmetry axes. Depending on the compound, the number
of triple point pairs on each C3 axis varies between one and three and, hence, also
the total number of TPs changes. For GdPtBi one pair of TPs is proposed leading
to eight TPs within the first Brillouin zone. In that paper, YbPtBi is not men-
tioned. Our calculations and measurements in section 5.3 show, however, that the
situation is very much like for GdPtBi.
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These mainly theoretically based ideas do not provide a consistent picture and call
for further investigations. It was pointed out by Peters et al. that the treatment of
the 4f states in rare earth compounds is challenging and can lead to strongly di-
verging results depending on the calculation method applied [159]. The importance
of the 4f electrons for the Fermi surface and detailed band structure around the
Γ-point in the half-Heusler compounds (especially in YbPtBi) was highlighted in
Refs. [149, 150, 153, 160]. These facts call for a more comprehensive examination
of the electronic properties of the half-Heusler compounds and YbPtBi, beyond the
heavy-fermion state. Experimental results obtained by different techniques should
be used to provide new information to calculations and gain more advanced and
refined band structure results. Therefore, we apply optical spectroscopy to YbPtBi
and GdPtBi which was not done previously. Our investigations, including the
complementing magneto-transport measurements, focus on the temperature range
above the heavy-fermion state as well as the AFM ordering and Kondo temperature.
Our YbPtBi and GdPtBi single crystals, provided by C. Shekhar from the Max-
Planck-Institut fu¨r Chemische Physik fester Stoffe (Dresden, Germany), were grown
by the solution growth method, where Bi acts as a flux. A detailed description of
the growth procedure is given in Ref. [5]. The samples are 3 to 5 mm regular
triangular-shaped crystals and preferably grow in the (111) direction.
The space group of our YbPtBi crystals is found to be F 4¯3m (face-centered, cu-
bic) with a lattice parameter of 6.591 A˚, consistent with previous reports [161–163].
Panel (c) in Figure 5.1 shows the cubic crystal structure of YbPtBi, representing the
ternary half-Heusler family. Compared to the Heusler structure, only every second
Yb-Bi sub-cube is filled with a Pt-atom. The same crystal structure is also valid
for GdPtBi discussed in section 5.3, where merely the lattice parameter is changed
to 6.680 A˚.
5.2. Two-channel conduction in YbPtBi
In the following, we concentrate on the results of our transport, magneto-transport
and broadband optical measurements for temperatures well above the Kondo tem-
perature, i.e., 2.5 − 300 K. From this, we draw conclusions about the carrier dy-
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namics in YbPtBi.
We provide evidence for two different types of charge carriers coexisting in com-
pound presented here: on the one hand, highly mobile electrons with a strongly
temperature-dependent carrier concentration in the order of 1018 cm−3; on the other
hand, holes with a temperature-independent carrier concentration of 1020 cm−3 that
possess a very low mobility. The electron mobility is found to be record high for
the half-Heusler family. The presence of such highly mobile carriers is typical for
materials with linearly dispersing bands [153, 164]. The presence of such Dirac or
Weyl states in YbPtBi is under debate [153–155, 165], a concluding picture, how-
ever, is missing. Our finding of highly mobile electrons in YbPtBi suggests that
Dirac physics indeed can be relevant, however, further experimental and theoretical
investigations are required to draw a final statement here.
Direct-current resistivity measurements were performed in a self-built setup. The
transversal magneto-resistance (MR) and the Hall resistivity measurements were
performed at the same temperatures down to 2.5 K in magnetic fields up to 6.5 T.
The voltage and current were measured and applied within the (111) plane, while
the magnetic field was orientated along the [111] axis.
The frequency-dependent optical reflectivity R(ω) was also measured in the (111)
plane. Due to the optical windows, the temperature range for the optical mea-
surements was limited to 12 − 300 K. Furthermore, all optical experiments were
conducted on freshly cleaved surfaces to avoid any influence of oxidation or water.
While further information on the different experimental setups and data treatment
were described in chapter 3, the extrapolation of the measured reflectivity data will
be discussed in more detail here. The commonly applied Hagen-Rubens extrapo-
lation is not adequate and does not provide a consistent connection between the
optical data and the dc conductivity values obtained from the resistivity measure-
ment. This can be understood and verified by the narrow Drude component added
later on, which has a scattering rate 1/τ comparable to the lowest measured fre-
quency ωmin, while the Hagen-Rubens regime is only valid for ω  1/τ . To avoid
this issue, we use a set of Drude and Lorentzian terms to fit the measured reflectiv-
ity. Between ω = 0 and ωmin, this fit was applied as low-frequency extrapolation.
On the high-frequency end, the standard extrapolation technique as outlined in
section 3.5 was used.
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Figure 5.2.: The temperature-dependent resistivity ρdc(T ) of YbPtBi obtained by
a conventional four-point measurement. The monotonous decrease upon cool-
ing is typical for metals and semimetals. A residual resistivity ratio RRR=
ρdc(300 K)/ρdc(4.5 K) of 8 is comparable to values reported in literature [143, 147].
The inset shows the first derivative dρ/dT which directly depicts the point of in-
flection in ρdc(T ) at T = (90± 5) K.
The temperature-dependent dc resistivity ρdc(T ) is displayed in Figure 5.2. Upon
decreasing the temperature, ρdc(T ) monotonically decreases: With a residual resis-
tivity ratio RRR= ρdc(300 K)/ρdc(4.5 K) of ∼ 8, our single crystal is of comparable
quality to crystals discussed in literature [143, 147]. A point of inflection was re-
ported by Ref. [147] and is confirmed by our measurement, as shown by dρ/dT
in the inset of Figure 5.2. The local (and global) maximum of dρ/dT is around
T = (90± 5) K and matches a shoulder in the thermoelectric power results given
in Ref. [147]. The point of inflection is associated with the influence of crystalline-
electric field effects.
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Within our temperature range, the measurement does not reveal a residual resistiv-
ity as ρdc still decreases at lowest temperatures. This is consistent with literature
and points towards the antiferromagnetic transition at T = 0.4 K [143, 147].
Later on, the dc measurement will be used to determine the low-frequency extrap-
olation of the optical data and connect them to the transport data.
Magneto-transport
Let us now turn to the transport response of YbPtBi under magnetic fields. These
data were mainly contributed by StEx. A. Lo¨hle from the 1. Physikalisches Insti-
tut - Universita¨t Stuttgart, while the optical measurements were performed by the
author.
The magneto-transport measurements were carried out by sweeping the magnetic
field B from −6.5 to 6.5 T at each temperature. The field-dependent resistiv-
ity ρxx(B) is commonly transformed into the so-called magneto-resistance MR =
ρxx(B)−ρxx(B=0)
ρxx(B=0)
. The resulting curves are shown in Figure 5.3 for all temperatures.
The graph is supplemented with data of Mun et al. [147] taken at T = 1 K and
0.02 K to prove the consistency of our data with already existing results obtained
in the heavy-fermion state temperature range of YbPtBi.
The MR sharply increases with B in the range of small magnetic fields for all
temperatures. Upon cooling, this increase is enhanced until it saturates (within
the error bars) between 100 and 80 K which coincides with the point of inflection
in the zero-field resistivity measurement shown before (Figure 5.2). For elevated
temperatures, the MR flattens out and reaches approximately 60% as B increases
to 6.5 T. Such behavior indicates two types of carriers with significantly different
scattering rates and Hall mobilities. In more detail, the low magnetic field data
provides evidence for highly mobile (i.e., with a low scattering rate) carriers which
are localized by a small field strength of ∼ 0.5 T, while another type of carriers with
a high scattering rate and low mobility still provides the dc transport.
For temperatures below 20 K, the magneto-resistance is not monotonic anymore:
a well-defined maximum develops and shifts to lower fields as the temperature is
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Figure 5.3.: The magneto-resistance MR of YbPtBi collected at different temper-
atures between 2.5 and 300 K. The magnetic field was swept from −6.5 to 6.5 T.
The MR shoots up at low magnetic fields for all temperatures while it decreases
upon cooling in the high-field range. The data at 1 and 0.02 K are extracted from
Ref. [147] and confirm the consistency of our measurement with published data
around the AFM ordering temperature.
further decreased. At very low temperatures, i.e., T ≤ 2.5 K, the MR changes
sign within our measurement range: at B = 3.6 T for T = 2.5 K and consistently
around 0.5 T for the 1 K data of Mun et al. [147]. The negative MR in YbPtBi
is usually related to Kondo physics [143, 147], although no comprehensive discus-
sion was provided so far. It is worth mentioning, that comparable, but somewhat
different behavior was observed recently in magneto-resistance measurements for
the two related compounds ScPtBi [166] and HoPdBi [167]. For ScPtBi, the MR
was positive in the whole range of applied fields (up to 10 T) and temperatures
(down to 2 K), but the shape is very much alike our high temperature curves. For
HoPdBi, a negative MR is observed already at 50 K and 7 T and the overall shape
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Figure 5.4.: The field-dependent Hall resistance Rxy for temperatures from 300 to
10 K indicates an interplay of electrons and holes in the transport properties of
YbPtBi: the negative slope in the low-field range is caused by electrons while holes
induce the positive slope at higher magnetic fields. The inset provides a closer look
at the electron contribution at low magnetic fields and low temperatures.
is even more similar to our curves, also in the low temperature range. However, the
position of the maximum in the low-field range does not shift at lower temperatures
for HoPdBi, but does so in YbPtBi.
The first part of the Hall measurements on YbPtBi, the Hall resistance Rxy(B, T ) is
shown in Figure 5.4 as a function of the applied magnetic field for various tempera-
tures. The low-field results (up to 0.2 T) are expanded in the inset to demonstrate
the negative slope of Rxy for all temperatures. At fields above 1.7 T, the slope is
positive for all temperatures which seems to be temperature-independent in the
high-field limit.
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Figure 5.5.: The field-dependent Hall coefficient RH of YbPtBi calculated from
the Hall resistance provides direct access to the different charge carrier types. The
negative RH at low fields is caused by electron-dominant transport while the positive
RH at high fields implies holes as the dominating charge carriers. The inset reveals
a positive absolute value for almost all temperatures and a saturation of RH at the
upper limit of our magnetic field range.
A more conventional way to discuss the Hall results is to examine the Hall coef-
ficient RH(B, T ) = ρxy/B which is given in Figure 5.5. For low magnetic fields,
the Hall coefficient is always negative while it becomes positive for higher fields.
The sign of RH represents the type of charge carriers dominating the transport: a
negative RH stands for electrons while a positive RH is caused by a hole dominated
transport. Thus, the Hall measurement is consistent with what was discussed for
the MR results: one type of charge carriers, namely electrons, is localized in the
low-field range, where a temperature-independent type, namely holes, takes over
the transport properties.
The Hall coefficient turns positive for all temperatures below 240 K within our mag-
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netic field range and saturates at 0.015 cm3C−1. Apparently, the same value would
be reached for the highest temperatures if the measurements would be extended to
higher magnetic fields, as demonstrated by the inset of Figure 5.5. For intermedi-
ate magnetic fields, the positive saturation value is exceeded at temperatures below
100 K which agrees again with the point of inflection in the zero-field resistivity
measurements (see Figure 5.2).
The Hall measurement allows to calculate the charge carrier concentration n with
RH = 1/(ne). At this state, we use a one-carrier type model and apply it separately
to the low-field (electron) and high-field (hole) range to determine the electron ne
and hole nh concentration.
Furthermore, the Hall coefficient provides the opportunity to calculate the mobility
µ of the two different charge carrier types with µ = RHσdc. Nevertheless, the two-
carrier type scenario does not allow us to compute the different carrier mobilities in
a straightforward way as we are not able to separate the contributions of electrons
and holes to the total dc conductivity σdc. Therefore, we take a one-carrier-type
(OCT) approach and use the measured dc conductivity to calculate both, electron
and hole mobilities.
Both results, the charge carrier concentrations and the mobilities for electrons and
holes are given in Figure 5.6. As mentioned before, the dominant carriers at high
magnetic fields are holes as RH is positive for almost all temperatures. We assign
the deviation from the saturation value to remaining contributions from the elec-
trons and evaluate the hole carrier concentration to be independent of temperature
leading to nh = (5.2± 0.6)× 1020 cm−3, as shown in panel (b) of Figure 5.6. In
contrast, the carrier concentration of the electrons ne (panel (a)) demonstrates a
strong temperature dependence and its absolute value is at least one order of mag-
nitude lower than nh. Above 50 K, ne(T ) follows a T
2 behavior while it saturates
for the low-temperature range.
The OCT Hall mobilities of the electrons µOCTe as well as of the holes µ
OCT
h decay
exponentially with increasing temperature, see panels (c) and (d) of Figure 5.6. The
absolute value, however, is two orders of magnitude larger for the electrons than
for the holes. At lowest temperatures, we get µOCTe ≈ 53 000 cm2/Vs which is the
highest mobility observed for any half-Heusler compound so far; the hole mobility
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is in the range of conventional metals.
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Figure 5.6.: The charge carrier concentration n and the Hall mobility µH of the
electrons (left) and holes (right) in YbPtBi extracted from Hall measurements by
applying a one-carrier-type model separately for low and for high magnetic fields.
While the holes, dominant at higher fields, have a temperature-independent carrier
concentration (b), the electrons, only present in the low-field range, follow a T 2
behavior (a). The mobility of the latter (c) is record high for the half-Heusler family:
µOCTe ≈ 53 000 cm2/Vs at lowest temperature. In contrast, the holes possess a rather
normal metal-like mobility at least two orders of magnitude lower than µOCTe .
85
YbPtBi - a topologically non-trivial half-Heusler compound
Optics
Here, we will show how our optical measurements on YbPtBi confirm the two-
carrier-type idea from the magneto-transport experiments and additionally help
to separate the contributions of electrons and holes from the overall transport in
YbPtBi.
The optical reflectivity R(ω) was measured for frequencies from 50 to 25 000 cm−1
and is displayed in Figure 5.7 (a) for selected temperatures. The intraband contri-
butions with a Drude-like shape are settled below 2000 cm−1 and separated from
the the interband transitions at higher frequencies. The plasma edge in R(ω) (char-
acteristic downturn at ∼ 1000 cm−1) does, however, only reach an absolute value of
0.45 indicating some overlap of intra- and interband transitions in the mid-infrared
range.
From the measured reflectivity R(ω), the complex optical functions σˆ(ω) and εˆ(ω)
are obtained via Kramers-Kronig analysis as described in section 3.5. As mentioned
before, we will mainly discuss the real part of the optical conductivity σ1(ω) and,
instead of the imaginary part σ2(ω), the real part of the dielectric function ε1(ω) as
is usually done in the community. Thus, σ1(ω) and ε1(ω) can be found in Figure 5.7
in panels (b) and (c) respectively.
The optical conductivity does not only support the separation of intra- and inter-
band contributions, but also suggests that the low-frequency response consists of two
different Drude-like terms: the rather flat conductivity between 200 and 1000 cm−1
with a drop-down at the upper end corresponds to a broader (i.e., relatively large
scattering rate) Drude while a sharp upturn at the lower end of the measurement
range indicates a much more narrow (i.e., smaller scattering rate) Drude response.
The latter Drude term is located primarily in a frequency range which is influenced
by the extrapolation of the reflectivity data before the Kramers-Kronig analysis
(dashed line in Figure 5.7). It is, however, validated by the fact that the optical
conductivity in the zero-frequency-limit needs to match the dc conductivity which
can be extracted from the transport measurement, as shown later. Furthermore,
the narrow Drude leaves its fingerprint in the reflectivity spectrum to much higher
frequencies than the scattering rate, as the edge of the Drude term in R(ω) is given
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Figure 5.7.: (a) The frequency-dependent reflectivity of YbPtBi over the entire fre-
quency range for selected temperatures. While temperature does have an influence
on the plasma edge around 1000 cm−1, the high-frequency range remains more or
less unchanged. The real parts of the optical conductivity σ1(ω) and the dielec-
tric function ε1(ω) are shown in panels (b) and (c), respectively. The shape of the
curves, in particular σ1(ω) suggest two Drude terms with different scattering rates.
The inset of panel (c) clarifies the zero crossing of ε1(ω) and the development of an
additional interband contribution around 1600 cm−1.
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by the plasma frequency which is between 2000 and 4000 cm−1.
The dielectric function ε1(ω) is negative for frequencies below 1000 cm
−1 for all
temperatures due to a free-carrier response (Drude) and possesses a broad maximum
around 3500 cm−1 indicating a pronounced interband transition in this range [21].
Upon cooling, ε1(ω) increases at 1600 cm
−1, revealing the development of an addi-
tional interband transition. This shoulder is first noticeable at ∼ 100 K and becomes
more pronounced at lower temperatures. Consequently, a connection to the point
of inflection in the resistivity curve (Figure 5.2) is possible and might indicate a
feasible band structure modification at this temperature.
The zero-crossing of ε1(ω) occurs at the screened plasma frequency ω
scr
pl =
√
ne2
m∗ε0ε∞ ,
as explained in chapter 4. n is again the free carrier density and m∗ reflects the
effective carrier mass2. Thus, the zero-crossing of ε1(ω) confirms the temperature
dependence of the carrier concentration. As the zero crossing shifts to lower fre-
quencies (from 1200 to 1000 cm−1) the carrier concentration described by the optical
response is consistent with the reduction of the concentration determined from the
Hall measurements.
To achieve a deeper insight into the charge carrier dynamics of YbPtBi, we si-
multaneously fit the spectra of R(ω), σ1(ω) and ε1(ω) for each temperature by
a Drude-Lorentz model. Above, we already mentioned that σ1(ω) indicates two
Drude-like terms in the low-frequency range. Here we want to state, that we are
not able to describe the complete data set (R(ω), σ1(ω) and ε1(ω)) with only a
single Drude term as commonly done in normal metals or semimetals. We do, how-
ever, obtain a satisfactory fit to describe our measurement data if we include two
Drude terms in the model.
Results of this fitting procedure are given in Figure 5.8: the complete set (R(ω),
σ1(ω) and ε1(ω)) for T = 12 K in panels (a), (b) and (c) respectively, also including
the separate contributions of the two Drude terms; panel (d) provides the fits of
σ1(ω) for 300 K to cover the complete temperature range.
The fits are in very good agreement with all three fitted quantities and thus provide
a suitable description of the complex optical functions of YbPtBi. The two Drude
2As there is no evidence for a temperature-dependent effective mass given in literature,
we consider it to be constant.
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Figure 5.8.: The Drude-Lorentz model describing the experimental data of YbPtBi
contains two Drude terms with different scattering rates 1/τ to take care of the
large difference in the mobilities of electrons and holes. A model with only one
Drude term could not produce a satisfying fit. Panels (a), (b) and (c) provide the
complete fit of all three quantities at 12 K. For σ1(ω), the contributions of the two
Drude terms are depicted as shaded areas. Panel (d) shows the fit of σ1(ω) at 300 K,
proving that the same model holds for the complete measured temperature range.
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terms have scattering rates 1/τ that differ by more than an order of magnitude
and from now will on be labeled as broad (bD) and narrow (nD) Drude. The ef-
fective carrier masses m∗ extracted from Shubnikov–de Haas oscillations is close to
the free-electron mass me for any band (∼ 0.5 to 1.5 me) [149]. Keeping this in
mind, the huge difference between the electron and hole mobilities observed in the
magneto-transport results is most likely be related to different scattering rates as it
reads µ = eτ/m∗. Thus, the highly mobile electrons can be assigned to a small scat-
tering rate 1/τ , represented by the narrow Drude term, while the low mobility of the
holes entails a larger scattering rate described by the broad Drude term. From our
fits, we determine τ between 54 cm−1 at 300 K and 16 cm−1 at 12 K for the former
one and values between 1500 cm−1 at 300 K and 785 cm−1 at 12 K for the latter one.
The optical fits allow us now to split the total conductivity with the help of the two
Drude terms into the different contributions of electrons and holes, so we redraw
Figure 5.2 by adding the dc transport conductivity σdc = 1/ρdc in Figure 5.9.
Additionally, the dc conductivities of the narrow Drude (σnD0 ) and the broad Drude
(σbD0 ) as well as the total optical dc conductivity (σ
nD
0 + σ
bD
0 ) obtained by the
optical fits are displayed as open symbols.
One can see that the conductivity at high temperatures is more or less equally
distributed between the Drude terms and consequently stems from electrons and
holes. In contrast, the narrow Drude (i.e., the electrons) covers more than 90% of
the total conductivity in the low-temperature range. The sum σnD0 + σ
bD
0 confirms
that the optical data and fits are consistent with the transport measurements as it
falls nicely onto the σdc curve.
The newly gained insights into the conductivity contributions can be used to recal-
culate the mobilities from the Hall measurements with the adjusted conductivity
values, since we used µOCT = RHσdc before. Since the conductivity of the holes
differs a lot from the total conductivity, the change in the hole mobility compared to
the one-carrier-type approximation assumed before will be more pronounced than
the one for the electrons. We get µh = (10± 5) cm2/Vs and barely any temperature
dependence within the given error bar. However, a weak temperature dependence
of µh cannot be excluded and the scattering rate of the broad Drude does change
somewhat as a function of T .
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Figure 5.9.: The temperature-dependent resistivity ρdc(T ) of YbPtBi is comple-
mented by the dc conductivity σdc = 1/ρdc(T ). The open symbols represent the
zero-frequency conductivity of the Drude terms: σnD0 for the narrow Drude and
σbD0 for the broad Drude, obtained by the optical fitting procedure. As the sum
(σnD0 + σ
bD
0 ) coincides with the dc conductivity of the transport measurements, our
fit model is consistent with all experimental data.
The mobility of the electrons changes minimally upon replacing the OCT by σnD0
and also the temperature dependence rather stays the same. As mentioned before,
µe increases exponentially upon cooling. We use µe(T ) = µe(0) exp(−T/T0) and
get µe(0) = 51 000 cm
2/Vs and T0 = 75 K. This exponential increase of µe is re-
markable: other materials with such high mobilities, e.g., the Weyl semimetal NbP,
reveal a saturation of µ(T ) at temperatures below 20 − 30 K [164]. The exponen-
tial behavior in YbPtBi holds even for our lowest measured temperature of 2.5 K
indicating a collapse of electron scattering at low temperatures.
The magneto-transport and optical measurement results on YbPtBi presented above
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demonstrate two different conduction channels, one caused by highly mobile elec-
trons and the second channel by holes with a low mobility.
5.3. Dirac physics in YbPtBi & GdPtBi
While, so far, we mainly discussed the itinerant free-carrier contribution of the
optical data, let us now turn to the interband physics of YbPtBi. Here, we will
draw conclusions about possible Dirac or Weyl states in the half-Heusler material
YbPtBi. Furthermore, optical data obtained on GdPtBi will serve as comparison,
which were mainly measured by M.Sc. cand. Felix Hu¨tt from the 1. Physikalisches
Institut - Universita¨t Stuttgart, supervised by the author. A full analysis of the
measurements on GdPtBi will be given in Ref. [168].
Compared to YbPtBi, the 4f electrons in GdPtBi obey a stronger exchange field,
thus being closer to Weyl physics [153]. Therefore, it is likely, that any features
observed in this context are stronger and easier to resolve in GdPtBi. As already
mentioned before, experimental evidence for Weyl states in an external magnetic
field are already published for GdPtBi [169–171]. In this context, the band structure
in zero magnetic field was proposed to consist of two degenerate parabolic bands
touching each other at the Γ-point of the Brillouin zone. Only the lifting of the
degeneracy by the external magnetic fields would introduce the crossing of linear
bands. Early ARPES measurements revealed linear bands in GdPtBi without any
external field, however, the Fermi level was much lower than in more recently inves-
tigated samples and therefore far away from any touching or crossing point of the
valence and conduction band [172]. Additionally, the linear bands were assigned to
surface states and not to a band crossing in the bulk, and hence do not provide a
final proof of the band structure.
As mentioned in section 5.1, recent theoretical calculations propose triple points
without external magnetic field in some of the half-Heusler compounds, including
GdPtBi. To conclude the state of the art, there are contradicting theoretical and
experimental results for the compounds here presented. This calls for further inves-
tigations and supplementary experimental methods to gain additional information.
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Figure 5.10.: The reflectivity (a), the real part of the dielectric function (b) and the
optical conductivity (c) of GdPtBi given for different temperatures over the mea-
sured frequency range. The low-frequency response is clearly dominated by itiner-
ant carriers as its shape is Drude-like. This narrow Drude component shifts to the
lowest measured frequency upon cooling. A phonon is observed around 140 cm−1.
Above 50 cm−1, the spectrum is already influenced by interband transitions because
ε1(ω) is positive. Redrawn from Ref.[142].
The data treatment and the Kramers-Kronig analysis for the GdPtBi measurements
is the same as for YbPtBi described in section 5.2. The results in terms of reflec-
tivity R(ω), the real part of the dielectric function ε1(ω) and the real part of the
optical conductivity σ1(ω) are given in Figure 5.10.
The influence of reducing the temperature is negligible for frequencies above ap-
proximately 4000 cm−1. A sharp phonon peak can be found in the reflectivity data,
see panel (a), at ωphonon = (140± 5) cm−1. Furthermore, the plasma edge of the
free-carrier response is located above 100 cm−1 at room-temperature, and shifts to
the very low end of the measurement window upon cooling. This indicates either a
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very small carrier density n or a large effective mass m∗, as was indicated already in
section 5.2. The results of the Kramers-Kronig analysis are depicted in panels (b)
and (c). The intrinsic free-carriers are confirmed by the negative absolute values
of ε1(ω) in the low-frequency range, especially for the higher temperatures. After
the zero-crossing, ε1(ω) shoots up to an absolute value of 99, unambiguously re-
vealing interband transitions at rather low frequencies. The optical conductivity
in panel (c) is stacked for clarity. For higher temperatures, a Drude peak can be
seen at the lower end of the measured frequency range. Upon cooling, this Drude
component shifts to lower frequencies and is not clearly visible anymore already at
100 K. In accordance, the spectrum flattens for decreasing temperatures between 50
and 300 cm−1, which looks like a vanishing shoulder of the Drude component. The
smooth increase of σ1(ω) peaks at around 1500 cm
−1 followed by a second increase
at higher frequencies, indicating additional interband transitions.
In Figure 5.11, the real part of the optical conductivity is given on a linear scale for
the lowest measured temperature (10 K). With this, the smooth increase is revealed
to depend linear on the frequency: σ1 ∝ ω. A linear fit to this data perfectly extrap-
olates to zero and matches the data for more than an order of magnitude. In a 3D
system, this is associated with a linear band crossing without a gap, as explained in
section 2.7 (Equation 2.8). At this stage, we are unable to distinguish whether this
linear conductivity arises from Dirac, Weyl or triple point states. However, with
Equation 2.7 we are able to calculate the Fermi velocity of the linear bands with
respect to the number of non-degenerate cones NW . With a slope of 0.78
Ω−1cm−1
cm−1 ,
we obtain vFNW [Gd] = (7.8± 0.5)× 103 m/s. We do not observe a significant step
at the lower end of the linear region, which could be related to the position of the
chemical potential (distance between Fermi level and linear band crossing), as dis-
cussed in section 2.7. Thus, we can only provide an upper limit with 2µ ≤ 50 cm−1,
resulting in µ ≤ 3 meV.
Our experimental observation indicates a linear band crossing in GdPtBi without
applied magnetic field. At first glance, this contradicts earlier theoretical [153] and
experimental [169] work, where the Dirac or Weyl states only exist when an exter-
nal magnetic field is applied. Only the work by H. Yang et al. discuss Dirac states
without magnetic field resulting in the proposed triple points [8].
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Figure 5.11.: The real part of the optical conductivity σ1(ω) on a linear scale at
10 K. The linear fit is used to describe the interband contribution of GdPtBi from
50 to 800 cm−1, reproducing Dirac-like states with a linear dispersion relation. The
fit extrapolates to zero and its slope will be used to calculate the Fermi velocity.
The inset proves a perfect linear frequency dependence as a linear fit with a slope
of 1 is revealed on a log-log-plot.
In Figure 5.12 we compare the optical conductivity of GdPtBi to the bare interband
conductivity of YbPtBi σint,Yb(ω). The latter is obtained by subtracting the two
different Drude components, the narrow and the broad one, from the total optical
conductivity discussed before. For the GdPtBi measurement, we do not need to sub-
tract the Drude component, because it is at the lowest end of our frequency range.
The inset also reveals a range where σ1 is linearly depending on the frequency for the
YbPtBi compound. This goes up to approximately 450 cm−1 with a only slightly
smaller slope than for GdPtBi. Again, the linear fit extrapolates to zero indicat-
ing a linear energy band crossing without gap. Following the procedure above, we
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Figure 5.12.: The interband optical conductivity of YbPtBi at 12 K is achieved by
subtracting the Drude components from the initial spectrum and compared to the
conductivity of GdPtBi. A linear rise is revealed in the low-frequency range for
both compounds. Above 5000 cm−1, a second linear dependence on the frequency is
found, also indicating a comparable band structure in this energy range. The inset
provides a closer look at the low-frequency conductivity.
determine a Fermi velocity for the YbPtBi measurement, where the slope of the lin-
ear part is 0.72 Ω
−1cm−1
cm−1 , of
vF
NW
[Yb] = (8.4± 0.5)× 103 m/s. In the range between
1000 and 4000 cm−1 the two spectra are somewhat different. While the GdPtBi
spectrum is rather flat after the linear increase, the YbPtBi measurement shows
two more or less linearly increasing sections which are separated by pronounced
kinks. Above 5000 cm−1, the optical response is again comparable between the two
compounds once again. Both show a linear dependence on the frequency, again.
The slope of the Yb compound is larger in this case with 0.20 Ω
−1cm−1
cm−1 , whereas
the Gd compound yields 0.04 Ω
−1cm−1
cm−1 . These values lead to much higher Fermi ve-
locities compared to the larger slopes in the low-frequency range, as discussed below.
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Figure 5.13.: Band structure calculations on YbPtBi provided by Jun. Prof. Dr. H.
Zhang. The bands close to the Fermi level are depicted in blue (valence bands) and
green (conduction bands), while the bands which are not relevant for our optical
results are shown in black. Three different areas can be identified hosting transitions
from occupied to empty states, labeled #1, #2 and #3. The possible location of
the triple point is also indicated.
To further analyze our results and draw conclusions about the underlying band
structure in the half-Heusler compounds, especially in YbPtBi, we compare it to
the calculated band structure given in Figure 5.13.
These calculations were provided by Jun. Prof. Dr. H. Zhang from the Technische
Universita¨t Darmstadt. In this band structure picture, all bands which are irrele-
vant at our energy scale are given in black, while the two valence bands and the
two conduction bands close to the Fermi level are given in blue and green, see panel
(a). These four bands cross the Fermi level in the vicinity of the Γ-point, lead-
ing to electron and hole pockets. This is in good agreement with the two channel
conduction discussed in the previous section. The four bands cross and touch each
97
YbPtBi - a topologically non-trivial half-Heusler compound
other creating three interesting areas along the Γ-L- and the Γ-X-direction, labeled
with #1, #2 and #3. To address these in our optical measurements, we need to
excite charge carriers from occupied states (below the Fermi level) to empty states
(above the Fermi level). This limits the frequency range in which to examine for
the particular transitions in our optical spectra.
In area #1, the distance between occupied and empty states is the smallest and,
hence, should cause a contribution to the optical conductivity in the lower frequency
range. Transitions in this area are possible up to approximately 50 meV = 400 cm−1.
Area #2 is limited to an energy range from 160 to 620 meV, 1290 to 5000 cm−1, on
the Γ-X-direction. Above, the conduction bands bend in area #2, leading to a more
complex situation. Last but not least, area #3 is restricted to a range from 580
to 1100 meV, 4700 to 8900 cm−1, on the Γ-L-direction. Notice, that the areas do
not overlap which helps assigning the different areas in the optical spectrum. It is
worth mentioning, that in all three areas the contributing bands are close to linear-
ity. The bent and curved parts are automatically excluded, as either all four bands
are above or below the Fermi level and, thus, do not provide interband transitions
from occupied to empty states. There is, however, a noteworthy difference: areas
#2 and #3 can be seen as a part of a Dirac cone, since the valence and conduction
bands disperse in different directions, i.e., one has a positive the other a negative
slope; in contrast, the bands in area #1 disperse roughly in the same direction.
From the band structure calculations, we can extract the Fermi velocity of the
dispersing bands. To do so, one needs to know the distance between the symme-
try points Γ, L and X, so we use Ref. [173] to gain information about the Bril-
louin zone of cubic face-centered structures. The Γ-point is located in the cen-
ter of the Brillouin zone, the L-point is located at (pia/
pi
a/
pi
a ) and the X-point at
(0/2pia /0). With a lattice parameter of a = 6.591 A˚ we get d[Γ-L] = 0.826 A˚
−1
and d[Γ-X] = 0.953 A˚
−1
. In area #1, the bands thus disperse with a velocity of
approximately (1.45± 0.10) eVA˚ = (2.20± 0.15)× 105 m/s; the small difference
between the different bands lays within the error bars. The dispersion is higher in
area #2, where the valence bands (blue) possess a velocity of (3.18± 0.05) eVA˚ =
(4.83± 0.08)× 105 m/s and the conduction bands (green) of (1.95± 0.05) eVA˚ =
(2.96± 0.08)× 105 m/s. Note, that the conduction bands are curved in the begin-
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ning. Thus a small deviation from Dirac-like transitions in the optical spectrum can
be expected. In area #3, the conduction bands disperse with (0.61± 0.05) eVA˚ =
(0.92± 0.08)× 105 m/s while the upper valence band gives (0.76± 0.05) eVA˚ =
(1.15± 0.08)× 105 m/s. The lower valence band (dark blue) shows a slightly steeper
dispersion, but transitions only set in at higher energies as the distance to the con-
duction bands is larger.
Let us now trace the three areas in the optical spectrum of YbPtBi as depicted
in Figure 5.14. Area #1 perfectly overlaps with the range of linear conductivity,
which is comparable to what was found in GdPtBi. We propose, that the lin-
ear dependence of σ1 as a function of frequency in this area rises from Dirac (or
Weyl/TP) states. As mentioned before, the situation in GdPtBi is clearer since the
Drude contribution does not have to be subtracted to trace the linearity. However,
the detailed band structure is only available for YbPtBi, so far. Our experimental
results suggest Dirac-like states without any external magnetic field in both com-
pounds, YbPtBi and GdPtBi. The only theoretical model taking Dirac-like states
in zero magnetic field into account is the triple point picture for half-Heusler com-
pounds [8]. It is worth mentioning, while YbPtBi is not explicitly addressed in this
reference, our own band structure calculations indicate a comparable situation as
shown for GdPtBi. This includes a triple point on the Γ-L-direction. Our linear
optical conductivity is in agreement with this picture, but cannot rule out other
scenarios like conventional Dirac states or pairs of Weyl points.
In order to finally determine the Fermi velocity vF of the linearly dispersing states,
we have to identify out the correct value for NW . According to Yang et al., the triple
points lie on the C3 axes, where four of them are located inside the first Brillouin
zone. On each axis, a pair of TPs is located, in GdPtBi at least, leading to eight TPs
in total. In contrast to Weyl points, where the point is non-degenerate, one of the
bands creating the TP is doubly degenerate. This yields in a final value of NW = 16.
From the conductivity slopes extracted above, the Fermi velocities of GdPtBi and
YbPtBi then finally read vF [Gd] = 1.25× 105 m/s and vF [Yb] = 1.35× 105 m/s,
respectively. The possible location of the triple point in YbPtBi is marked in Fig-
ure 5.13 between the Γ- and the L-point. If we compare the Fermi velocity to
the one extracted from the band calculations (vF,#1 = (2.20± 0.15)× 105 m/s),
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Figure 5.14.: The interband spectrum of YbPtBi at 12 K is connected to the band
structure calculations by identifying the three different areas which allow transi-
tions across the Fermi level. The characteristic frequencies, e.g., starting and end
frequencies, of all three areas can be traced easily, e.g., by pronounced kinks.
roughly a factor of two is missing. As pointed out before, in area #1, both the
valence and the conduction band disperse into the same direction (upwards) and,
thus, the formula used to calculate the Fermi velocity from the slope of the optical
conductivity for a conventional Dirac cone might not fit perfectly. Furthermore,
the cones of the TPs are tilted, as the bands do not disperse symmetrically on both
sides of the triple point, see Figure 5.13. The tilting of such a cone, however, cannot
be easily resolved by means of optical spectroscopy as it cannot directly resolve mo-
mentum space. A model given by J. P. Carbotte in Ref. [89] requires a larger range
of the linear conductivity to provide more information about the tilting. The fact
that our linear fit extrapolates to zero, does indicate that the tilting is weak enough
to stay in the type I tilting which is consistent with the band structure calculations.
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Returning to the comparison between the two compounds, we will now focus on the
two other areas. In area #2, the optical conductivity first increases with a slope of
0.19 Ω
−1cm−1
cm−1 which is enhanced around 3000 cm
−1 to 0.51 Ω
−1cm−1
cm−1 . If one follows the
procedure used before, these slopes lead to Fermi velocities of 5.12× 105 m/s and
1.91× 105 m/s, respectively. From the band structure, the values for this area are
4.83× 105 m/s for the valence bands and 1.95 to 2.96× 105 m/s for the conduction
bands. The anisotropy between valence and conduction bands cannot be resolved
by our optical measurements. The kink in σ1(ω) around 3000 cm
−1 might arise from
a change of the slope (and linearity) of the conduction bands. In general, however,
the results confirm that the optical conductivity in this frequency range arises from
the transitions in area #2.
For area #3, the band dispersion diverges the most from linear bands and the split-
ting of the two valence bands additionally makes #3 diverge most from a linear
band crossing situation. Nonetheless, we apply the same procedure to verify that
the optical conductivity arises from transitions in area #3. σ1(ω) rises more or less
linearly above 4700 cm−1 with a slope of 0.20 Ω
−1cm−1
cm−1 . As mentioned before, this
energy range matches the range of the transitions in area #3. The slope of σ1(ω)
leads to a Fermi velocity of 2.43× 105 m/s. Note, that we set NW = 8 here, since
the distance between the two valence bands is large enough to expect a separated
response. Compared to the dispersion extracted from the band structure calcula-
tions, we end up with a small mismatch again. As stated before, the band structure
is not precisely like a Dirac cone, but only roughly. Therefore, a small deviation is
not surprising. The overall agreement between the optical experiment and the band
structure calculations is satisfying and the calculations can be used to separate the
interband contributions to different transition areas in momentum space.
The optical results on YbPtBi and GdPtBi presented above reveal Dirac-like states
(a linear band crossing) in the Gd compound in zero magnetic field, while a com-
parable feature can be traced in zero-field measurement of the Yb compound after
subtracting the intraband contributions. Furthermore, the band structure calcula-
tions serve as a good basis to assign the interband conductivity to different parts
of the Brillouin zone.
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5.4. Conclusions
Motivated by the diverging theoretical and experimental results obtained for the
half-Heusler compounds discussed here, we provide a comprehensive investigation
on YbPtBi and GdPtBi including transport, magneto-transport, optics and band
structure calculations. Our work provides deep insight into the electrodynamics and
band structure of these compounds and can be summarized in mainly two aspects:
On the one hand, we reveal a two-channel conduction in YbPtBi. This contains
highly mobile electrons with µe up to 51 000 cm
2/Vs, which is a record for any
half-Heusler compound. The second channel is caused by holes with low mobility.
The results are confirmed by the consistency of the optical and magneto-transport
measurements.
On the other hand, our low-energy interband investigations are dominated by a
Dirac-like band crossing with a linear dispersion relation. This is verified by a linear
frequency dependence of the optical conductivity. We find the same behavior for
YbPtBi and GdPtBi and extract Fermi velocities of vFNW [Yb] = (8.4± 0.5)× 103 m/s
and vFNW [Gd] = (7.8± 0.5)× 103 m/s. We cannot give a final proof for triple points,
because Dirac or Weyl points lead to the same results in optical spectroscopy. Our
experimental results are, however, consistent in all aspects with the existence of
triple point fermions in some of the half-Heuslers, as proposed by Yang et al. [8].
Last but not least, we are able to connect our optical results on YbPtBi to our band
structure calculations and successfully assign all features of the spectrum.
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6. CaMnBi2 & SrMnBi2 -
anisotropic Dirac semimetals
This chapter will provide the comprehensive results gained for the two materials
CaMnBi2 and SrMnBi2 and is structured as follows: Section 6.1 will introduce the
materials and their properties based on existing literature. In section 6.2, the optical
results on CaMnBi2 will be investigated. This will contain a general overview of the
optical properties, as well as an interpretation of the data in terms of a density wave
and possible Dirac fermion response. The results of SrMnBi2 will be provided in
section 6.3. The data will be compared to CaMnBi2. Additionally, the fingerprints
of Dirac states will also be discussed in SrMnBi2. At the end, section 6.4 will
conclude the chapter.
6.1. The materials
Already in 2011, SrMnBi2 was found to host Dirac states in the Bi square net by
means of first-principles calculations and angle-resolved photoemission spectroscopy
(ARPES) [174, 175]. Only one year later, CaMnBi2 was added to the discussion and
investigation, since the two materials share many common properties [176–178].
The crystal structures of SrMnBi2 and CaMnBi2 are depicted in panels (a) and (b)
of Figure 6.1. Both contain a Mn-Bi layer and a Bi square net, which are separated
by X atoms (X = Sr, Ca). The Bi atoms forming the square net are referred to
as Bi(1), while the ones forming the Mn-Bi layer are labeled as Bi(2). The main
difference between the two materials is the stacking of the X atoms around the
Bi square net: For SrMnBi2, the atoms below and above one square net layer are
located at the same position, while there is a shift to the Sr atoms surrounding
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(c)(b)(a)
Figure 6.1.: The crystal structures of SrMnBi2 and CaMnBi2 are shown in panels
(a) and (b). The two different types of Bi atoms are labeled Bi(1) in the square net
and Bi(2) in the Mn-Bi arrangement. The general structure and the arrangement of
the layers are similar. Only the arrangement of the X atoms (X = Sr, Ca) around
the Bi(1) square net leads to a doubling of the unit cell in SrMnBi2. The Fermi
surfaces based on first-principles calculation of both compounds are given in panel
(c). Both host a hole pocket around the Γ-point and highly anisotropic pockets
along the X-points. Reproduced from Ref. [179].
the neighboring Bi(1) square net. For CaMnBi2, the Ca atoms alternate already in
the environment of one single Bi square net. This difference leads to a doubling of
the unit cell for SrMnBi2 compared to CaMnBi2. Consequently, the space group of
SrMnBi2 is found to be I4/mmm, compared to P4/nmm for CaMnBi2, see, e.g.,
Ref. [179].
Both compounds have a comparably high magnetic ordering temperature. SrMnBi2
orders antiferromagnetically at TN = 290 K [174]. For CaMnBi2, the ordering tem-
perature is found to be between 250 and 270 K [177, 178].
The calculated Fermi surfaces of the two compounds are redrawn from Ref. [179] and
shown in panel (c) of Figure 6.1. The results based on the calculations are in good
agreement with insights gained by, e.g., ARPES measurements [11] and quantum
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oscillations [174]. Both compounds host a hole pocket at or in close vicinity of the
Γ-point. Furthermore, highly anisotropic pockets are located on the symmetry lines
connecting the X-points, i.e., perpendicular to the Γ-M-direction. Their relation to
Dirac physics will be discussed later on. The differences of these pockets between
the two compounds is linked to the different stacking of the X atoms above and
below the Bi(1) square net as well as a small difference in the spin-orbit coupling
strength [11, 179].
Besides the antiferromagnetic ordering, CaMnBi2 hosts a second anomaly around
TA ≈ 50 K. This anomaly was observed by various experimental techniques, i.e.,
transport [176–178, 180], magneto-resistance [178], susceptibility [177] and ther-
mopower [176]. The anomaly is absent in the transport measurement of Ref. [181]
and in the two-magnon Raman spectra [182]. The contradiction with respect to
the former measurements may have been due to different crystal quality and purity.
Thus, we will provide electron diffraction x-ray (EDX) measurements along with
transport measurements on the same single crystals to verify the high quality of
our samples. The absence of the anomaly in the two-magnon Raman spectra may
have been caused by the same issue. A. Zhang et al., however, do not provide any
dc transport measurement to clarify whether their crystals show the anomaly or
not. Thus, the Raman measurement cannot be used to exclude possible scenarios
for the origin of this anomaly.
The magneto-resistance of CaMnBi2 increases below TA [177, 178] and a plateau was
observed in the susceptibility χ and the thermopower S around TA [176, 177]. These
signatures suggest a spin-related process, e.g., spin canting, causing the anomaly at
50 K. The two-magnon Raman measurement of A. Zhang et al. would rule out any
spin-related processes, but a transport measurement would be required to confirm
that the anomaly exists in their crystal.
As stated before, SrMnBi2 and CaMnBi2 were found to host anisotropic Dirac
cones [11, 174, 179]. Here, we introduce how the Dirac states arise in the two
compounds, which will help to understand the optical response later.
The Dirac states in XMnBi2 stem from the Bi(1) square net, which is surrounded
by the X atoms, see Figure 6.1. It was shown, that these Dirac states are mainly
produced by the px- and py-orbitals of the Bi(1) atoms forming the square net, e.g.,
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(a) (b)
Figure 6.2.: Panel (a) sketches the band situation of the Bi square net when neglect-
ing the surrounding atoms: a nodal line connecting the X-points in the reciprocal
space is found. By including the hybridization with the surrounding X atoms (X =
Sr, Ca), the nodal line is lifted and four discrete Dirac nodes remain, as depicted
in panel (b). It is k1 = (kx + ky)/
√
2 and k2 = (−kx + ky)/
√
2. SOC is neglected
for the calculations. Reproduced from Ref. [179].
Ref. [179]. In a pure Bi square net, without considering neighboring atoms or spin-
orbit coupling, these orbitals create a line of Dirac nodes within the kx-ky-plane as
depicted in panel (a) of Figure 6.2. This so-called nodal line is perpendicular to
the Γ-M-direction, connecting the X-points of the reciprocal space. From now on,
this direction will be referred as the X-X-direction. In this picture, the assumption
is made that the minor role of the pz-orbitals can be neglected completely. Our
optical results will later raise doubt to this assumption.
In the two investigated compounds, the Bi(1) square net is not isolated, but sur-
rounded by the X atoms. G. Lee et al. show in their calculations, that these X
atoms hybridize with the Bi(1) square atoms [179]. In more detail, the d-orbitals
of the X atoms interact with the p-orbitals of the Bi(1) atoms. Due to this hy-
bridization, the nodal line of the Dirac states is lifted, as shown in Figure 6.2 (b).
Along the complete nodal line, only four discrete Dirac nodes remain after including
the hybridization. These are located where the Γ-M-line crosses the nodal line, see,
e.g., Figure 6.3. The interaction between the X atoms and the Bi(1) atoms is rather
weak. Thus, the lifting of the nodal line is only small in energy and the dispersion
along the former nodal line is much smaller compared to the Γ-M-line. This leads
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Figure 6.3.: (a) and (d) show the calculated band structures along the high sym-
metry lines for SrMnBi2 and CaMnBi2, respectively. The hybridization between
the Bi(1) atoms and the X atoms as well as spin-orbit coupling are involved. The
bands forming the Dirac cones are highlighted by the red and blue circles. (b) and
(e) provide the Fermi surface within the kx-ky-plane, i.e., at kz = 0. The cone
structure within this plane is sketched in (c) for SrMnBi2 and in (f) for CaMnBi2.
Reproduced from Ref. [11].
to highly anisotropic band dispersions of the Dirac cone with an anisotropy factor
of ∼ 100 [11]. Note, that due to the different stacking types, the hybridization
is slightly stronger for SrMnBi2 and so is the lifting of the nodal line. Thus, the
anisotropy is, at this stage, believed to be larger for the Ca compound [179].
Next, the influence of spin-orbit coupling (SOC) is considered. In Bi-based com-
pounds, the effect of SOC is commonly large [3]. The resulting band structure along
the high symmetry lines from Ref. [11] is shown in Figure 6.3 panels (a) and (d).
First of all, SOC shifts the linear band crossing (Dirac node) from below the Fermi
level to above it, leading to the Fermi level lying in the lower Dirac band. Secondly,
SOC splits the bands even further than the hybridization of the d- and p-orbitals
did before. This opens an energy gap at the four discrete Dirac points on the order
of 50 meV [11, 179]. The resulting lower Dirac branch forms the Fermi pockets
along the line connecting the X-point. This was already sketched in Figure 6.1
and a cross section at kz = 0 can be seen in panel (b) of Figure 6.3 for SrMnBi2
and in panel (e) for CaMnBi2. Thirdly, the SOC induces an additional anisotropy
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along the Γ-M-direction [11]. This is, of course, much smaller than the anisotropy
between Γ-M-direction and perpendicular to it. While the latter is on the order of
100, the SOC induced anisotropy factor is ∼ 5.
A three dimensional sketch of the Dirac bands based on these considerations is
shown in panels (c) and (f) of Figure 6.3. The Fermi velocities for CaMnBi2 are
found to be vF,Ca(Γ-M) = 1.61× 106 m/s along the Γ-M-direction and vF,Ca(X-X) =
0.02× 106 m/s perpendicular to it, i.e., along the former nodal line. For SrMnBi2,
the values are vF,Sr(Γ-M) = 1.66× 106 m/s and vF,Sr(X-X) = 0.08× 106 m/s. All
values are extracted from Ref. [11] and are in good agreement with other publica-
tions, e.g., Refs. [174, 180, 183, 184].
Additionally, the magneto-resistance and Hall study of X. Yan et al., published
in Ref. [185], reveal two charge carrier types being responsible for the transport
properties of their SrMnBi2 thin films. Their results reveal a hole-dominated
transport yielding a carrier density of nh = 3.75× 1014 cm−2 and a mobility of
µh = 850 cm
2/Vs for the holes. For the electrons, the carrier density is one
order of magnitude smaller with ne = 1.47× 1013 cm−2, while their mobility is
µe = 4120 cm
2/Vs. The general situation of the charge carriers in SrMnBi2 and
CaMnBi2 is comparable to what was discussed for YbPtBi in chapter 5: Dirac as
well as conventional bands cross the Fermi level. The two channel conduction leads
to two Drude components in the optical spectra. Thus, the results of X. Yan et al.
provide a possible verification, for the case of two Drude terms being essential for
the optical response of SrMnBi2 and CaMnBi2.
A recent publication of H. J. Park et al. investigates the electrodynamic properties
of SrMnBi2 by means of optical spectroscopy. In their fitting procedure, they follow
the idea of the modeling of YbPtBi provided in this thesis in chapter 5 and Ref. [5].
When discussing the optical results of SrMnBi2 in section 6.3, we will directly
compare our data to those of H. J. Park et al.. There is another a publication on
optical measurements on the two sister compounds YbMnBi2 and EuMnBi2 [186].
Due to the band structure being completely different, the absence of Dirac physics
in the latter compound, and strongly deviating optical spectra, we will not provide
a detailed comparison here.
Our single crystals were provided by Y. G. Shi from the Beijing National Laboratory
for Condensed Matter Physics of the Chinese Academy of Science (Beijing, China).
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All measurements presented below were performed in the ab-plane of the crystal,
i.e., along the x-direction in Figure 6.1. Due to the air sensitivity of the crystals,
they were cleaved in-situ before each measurement. Further information, also about
the crystal growth method, will be given elsewhere.
6.2. CaMnBi2
In this section, we discuss the results obtained for CaMnBi2. We investigate the
optical data with a general Drude-Lorentz model and provide two different scenar-
ios for the underlying physical processes. On the one hand, we apply the picture of
a density wave to shine light on the origin of the 50 K anomaly. On the other hand,
we trace the fingerprints of the anisotropic Dirac states in optical spectra. Both sce-
narios are consistent with information extracted from literature as discussed above,
making further experimental and theoretical work necessary to draw a final conclu-
sion.
Temperature-dependent dc resistivity ρdc(T ) measurements were performed in house
to clarify the existence of the 50 K anomaly in our particular crystals.
The frequency-dependent optical reflectivity R(ω) was measured for temperatures
between 300 and 10 K. All optical measurements were performed on freshly cleaved
surfaces, since a weak air sensitivity was noticed during the alignment procedure.
This is consistent with the air sensitivity mentioned in Refs. [181, 187]. Additional
information on the experimental setups and data treatment are provided in chap-
ter 3. Due to a temperature-dependent mismatch of the obtained dc conductivity
and the low-frequency optical response, we apply the same extrapolation technique
developed in chapter 5, which is based on a Drude-Lorentz model. This model con-
tains two Drude terms, a narrow and a broad one, for the itinerant carriers, while
interband transitions and other features are described with Lorentz terms. The
reflectivity is fitted with this model and extrapolation data based on the fitting
parameters are obtained for the Kramers-Kronig transformation.
The temperature-dependent dc resistivity ρdc(T ) is shown in Figure 6.4. It decreases
with decreasing temperature resulting in a residual resistivity ratio of RRR ≈ 9.5.
Our dc curve is in good agreement with previously reported dc measurements [176–
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Figure 6.4.: The temperature-dependent resistivity ρdc(T ) of CaMnBi2 measured in
a conventional four-point measurement. The (semi-)metallic character is confirmed
by the monotonous decrease with decreasing temperature. The residual resistivity
ratio of RRR ≈ 9.5 is comparable to literature values [176, 177]. The 50 K anomaly
is observed as a bump in ρdc(T ). The inset displays the EDX measurement which
proves the high quality of our crystals.
178, 180]. Around 50 K, the anomaly is observed as a pronounced peak in the dc
curve. This makes it possible to trace the anomaly in the optical spectrum and
discuss its physical origin in more detail.
To exclude poor sample quality or defects as origin, we provide EDX measurements
on our CaMnBi2 crystals, see inset of Figure 6.4. As mentioned in section 3.7,
the measurements were performed by C. Kamella at the Max-Planck-Institut fu¨r
Festko¨rperforschung in Sutttgart. The EDX measurements show that our crystals
only contain Ca, Mn and Bi. Furthermore, the elements occur in an atomic per-
centage of 24.01 for Ca, 25.21 for Mn and 50.79 for Bi. This confirms homogeneous,
high quality crystals.
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Figure 6.5.: The frequency-dependent reflectivity of CaMnBi2 for selected temper-
atures. Upon cooling, mainly two effects occur: on the one hand, an additional
feature develops in the low-temperature range; on the other hand, the metallic
response changes by increasing absolute values at lowest frequencies. The inset
provides a higher temperature resolution for the 50 K anomaly. The small gap in
the data between 650 and 800 cm−1 is caused by low signals of the utilized detectors.
The dc measurement serve as basis for the low-frequency extrapolation of the optical
data by relating the σ0 values of the Drude terms to σdc. A comprehensive discussion
will be given in Figure 6.8.
Optics on CaMnBi2
We measured the optical reflectivity R(ω) of CaMnBi2 from 50 to 20 000 cm
−1,
shown in Figure 6.5 for selected temperatures. Smaller temperature steps were
recorded in the vicinity of the 50 K anomaly in the mid-infrared range and are
presented in the inset.
In the low-frequency range, the reflectivity increases upon cooling and tends to-
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wards unity for all temperatures. Such behavior indicates (semi-)metallic charge
carriers, as proven later. The 50 K anomaly reveals itself as a dip in the reflectiv-
ity spectrum for temperatures below 45 K. This dip sharpens and increases with
decreasing the temperature. Its minimum is located around 1500 cm−1. At higher
frequencies, the plasma edge can be assigned to the sharp drop of the reflectivity
at 5000 cm−1. An additional feature causes a shoulder at approximately 7500 cm−1.
Following the procedure outlined in section 3.5, we obtain the complex optical func-
tions and present the real part of the optical conductivity σ1(ω) and the real part
of the dielectric function ε1(ω) in Figure 6.6. Note, the x-axes of both graphs are
changed to highlight the important features. σ1(ω), depicted in panel (a), shoots
up in the low-frequency range, confirming the intraband transitions of itinerant car-
riers. Usually, the scattering rate of this Drude component is expected to decrease
continuously upon cooling. In the CaMnBi2 spectra, however, a drastic collapse
of the Drude edge between 60 and 30 K occurs, which will be investigated in more
detail later.
The dip in reflectivity related to the 50 K anomaly results in a peak in σ1(ω), as
shown in the inset of Figure 6.6, again for a higher temperature resolution. The max-
imum of this peak is at ∼ 1550 cm−1 for the 10 K measurement. The high-frequency
range of σ1(ω) is rather flat with two local maxima, one around 7500 cm
−1 and the
other at the upper end of the measurement window.
The real part of the dielectric function is shown in panel (b) of Figure 6.6 over the
entire measured range, while the inset zooms into the zero-crossing at 12 000 cm−1.
Below 5000 cm−1, ε1(ω) drops sharply due to the free-carrier response. The only
exception, a small shoulder, is caused by the 50 K anomaly. The zero-crossing being
related to the screened plasma frequency, as described in section 5.2, is tempera-
ture independent. This also holds for the response at higher frequencies, where the
absolute value is comparably low: for the YbPtBi results presented before, ε∞ is
above 20, while we obtain a value of only ∼ 0.4 here. This is consistent with the
weak interband response observed in σ1(ω).
To draw conclusions from the optical response of CaMnBi2 and gain deeper insight
into the charge carrier dynamics, we fit the quantities presented above simultane-
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Figure 6.6.: The frequency-dependent real parts of the optical conductivity σ1(ω)
and the dielectric function ε1(ω) are shown in panels (a) and (b), respectively. Both
are consistent with a metallic response of free charge carriers in the low-frequency
range and only comparably weak interband transitions at higher frequencies. The
50 K anomaly results in a peak in σ1(ω) (inset) and a shoulder in ε1(ω). Except
for the anomaly and the change of the metallic carriers, temperature has a minor
influence only. The inset of panel (b) provides a closer look at the zero-crossing of
ε1(ω), related to the screened plasma frequency.
ously with the same Drude-Lorentz model. As stated in section 6.1, several pockets
of both holes and electrons exist in CaMnBi2. A variation of the effective carrier
mass and the mobility suggests that the different pockets require more than one
Drude term. This is confirmed by failing to apply a Drude-Lorentz model con-
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Figure 6.7.: The results of the Drude-Lorentz fit applied to the optical data of
CaMnBi2, showing the reflectivity (a), the real part of the dielectric function (b),
and the real part of the optical conductivity (c) for the lowest measured temperature
(10 K). The experimental data are given in black and the total fit in red. The colored
areas represent the different fitting terms.
taining only one Drude term to fit the complete set of data (i.e., R(ω), σ1(ω) and
ε1(ω)) in the low-temperature range. Thus, we follow the Drude-Lorentz model
employed for the measurements of YbPtBi in section 5.2 and Ref. [5]. It contains
two Drude terms, a narrow one and a broader one to describe the itinerant carrier
response. This idea is also suggested by H. J. Park et al. when investigating the
optical properties of SrMnBi2 [187]. In more detail, we assign the narrow Drude
with a scattering rate between 20 and 30 cm−1 to itinerant carriers with a high
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mobility such as relativistic Dirac fermions and the broader Drude to conventional
metallic electrons. Since CaMnBi2 is a Dirac semimetal in which both Dirac and
trivial bands cross the Fermi level, it is not surprising that one Drude term is not
sufficient to describe the optical data. Note, at higher temperatures, i.e., above
60 K, the broader Drude term with a scattering rate of ∼ 600 cm−1 is sufficient to
fit the experimental data.
The results of the fitting for the lowest temperature are depicted in Figure 6.7, with
the reflectivity in panel (a), the real part of the dielectric function in panel (b), and
the real part of the optical conductivity in panel (c). Besides the two Drude terms
for the itinerant carriers, we include one Lorentz term for the peak of the 50 K
anomaly (purple area) and two Lorentz terms for the higher interband transitions
(orange and dark blue). For T > TA = 50 K, the anomaly-Lorentz term is omitted.
Furthermore, the narrow Drude term can be neglected for T > 60 K, since the
broad Drude suffices connect the optical data to the dc resistivity measurement in
a consistent way.
A possible interpretation of the temperature evolution of the fitting model will be
given below, hand in hand with a detailed investigation of the 50 K anomaly. This
will include the idea of a density wave (DW) in CaMnBi2.
Density Wave in CaMnBi2
We investigate two quantities of the fitting procedure. On the one hand, the temper-
ature dependence of the dc conductivity of the Drude terms σ0 in relation with the
dc transport measurement. On the other hand, the evolution of the squared plasma
frequency ω2pl of the Drude terms and the Lorentz term describing the anomaly at
low temperatures. The latter is related to the spectral weight of each fitting term
via [21]
ω2pl
8
=
∞∫
0
σ1(ω)dω , (6.1)
i.e., the area below the conductivity curve. The spectral weight can be seen as
analogue to the amount of charge carriers included to a certain transition. σdc is
given in panel (a) and ω2pl in panel (b) of Figure 6.8.
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Figure 6.8.: (a) Temperature-dependent dc conductivity σdc(T ) = 1/ρdc(T ) ex-
tracted from the resistivity measurement in relation to the σ0 values of the Drude
fitting terms. At high temperatures, the broad Drude is sufficient to describe both,
the optical and resistivity measurement. Below 60 K, the narrow Drude is needed
for the fitting procedure. The square of the temperature-dependent plasma fre-
quency ω2pl(T ) is given in panel (b). It represents the spectral weight of the fitting
terms and reveals a transfer from the broad Drude into the MIR peak. The red
dashed line is a guide to the eye visualizing the constant total sum.
At high temperatures, i.e., T > 60 K, the narrow Drude is not required to describe
the optical data. Thus, its dc conductivity σnD0 and its spectral weight ω
2
pl[nD] are
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set to zero. Additionally, the spectral weight of the Lorentz term remains zero until
T ≤ TA. The term σbD0 is chosen to fit the dc conductivity σdc calculated from the
resistivity measurement.
At 60 K, the narrow Drude term is indispensable to fit the optical spectra. Fur-
thermore, the sum of the dc values σnD0 +σ
bD
0 can only match σdc when the narrow
Drude is included. As the narrow Drude has quite a small scattering rate γ, the
spectral weight is comparably small although it covers the larger part of the dc
conductivity at lower temperatures. Note, the appearance of the narrow Drude is
only slightly above TA, so that a connection to the 50 K anomaly cannot be excluded.
Below TA, the spectral weight (SW) of the broad Drude is halved. The total sum
of the SW, however, is conserved, since the Lorentz term of the anomaly peak is of
exactly the same size. Upon further cooling, the broad Drude looses some spectral
weight, which is balanced by the narrow Drude.
The sum of the dc conductivities of the two Drude terms perfectly matches the
resistivity and the spectral weight is conserved for all temperatures. These facts
confirm a successful fitting procedure. The overall behavior strongly remind of the
signatures of density waves [21], as found in, e.g., iron pnictides [188].
Such a density wave goes hand in hand with the opening of an energy gap in the
density of states, since one of the metallic bands is (at least partly) gapped. The
size of this density wave gap can be estimated by removing the Drude contributions
from the optical conductivity as shown below. With this, we obtain a gap value of
∆DW = 440 cm
−1 = 54 meV at 10 K.
To further verify the origin of the 50 K anomaly, we measured the magnetic suscep-
tibility χ(T ) given in the inset of Figure 6.9 (b) and compared it to the temperature
evolution of the resistivity measurement in panel (a). χ(T ) displays a small shoul-
der in exactly the same temperature range. The same shoulder was observed by
J. B. He et al. in Ref. [177]. To obtain a clearer picture, we model χ(T ) above
the shoulder with a polynomial fit 2nd order (gray dotted line) and subtract the
fit from the experimental data leading to ∆χ(T ) given in panel (c) of Figure 6.9.
Here, the feature can be determined more exactly to occur at TDW = 48 K. For
temperatures below the bump in ρdc(T ), ∆χ(T ) also stays constant. This behavior
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Figure 6.9.: (a) A zoom-in of the resistivity ρdc(T ) around the 50 K anomaly reveals
a link to a small shoulder in the magnetic susceptibility χ(T ) shown in panel (b).
The full measured temperature range of χ(T ) is depicted in the inset with the
zoom-in area marked by the green rectangle. The deviation of χ(T ) from a high
temperature fit (gray dotted line) is given as ∆χ(T ) in (c).
is expected for a density wave on an antiferromagnetic background [189], but could
also be explained by a spin reorientation or spin canting [177].
It was pointed out by S. Ray and L. Alff that a possible Fermi surface nesting in
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XYBi2 materials may lead to a charge density wave in the Bi(1) square net [190].
A nesting of the Fermi surface requires different parts of the surface to be parallel
to another. With this, a nesting vector can transfer charge carriers from one pocket
to the other [21]. Furthermore, a nesting of the so-called α-pocket in CaMnBi2 was
highlighted by Y. J. Jo et al. in Ref. [12] and may also be relevant for SrMnBi2
described in section 6.3. Since CaMnBi2 fulfills these requirements, a density wave
is possible.
All in all, the scenario of a (charge) density wave is consistent for all experimental
results presented here and literature. The existence of Dirac fermions, however, is
not included in this picture. As we will show next, the Dirac bands should give
a response in exactly the same energy range. Thus, we open the discussion for a
possible link between the density wave and the Dirac fermions in CaMnBi2.
Dirac Physics in CaMnBi2
As mentioned before, CaMnBi2 was found to host anisotropic Dirac cones, e.g.,
Refs. [11, 179]. The Dirac states are mainly created by the px- and py-orbitals of
the Bi(1) atoms. In the detailed explanation of Ref. [179], the assumption is made,
that the minor role of the pz-orbitals can be neglected completely and no Dirac
dispersion is found along the z-direction.
Thus, the Dirac states are considered to be quasi-two dimensional. We want to
emphasize, that no spin-orbit coupling is included in the beginning of the devel-
opment of the Dirac picture in CaMnBi2. In contrast, the ARPES measurements
and calculations of Y. Feng et al. show that SOC plays a crucial role for the Dirac
physics in CaMnBi2 and SrMnBi2 [11].
We propose, that a detailed theoretical investigation should be made, where all
orbitals of the Bi(1) square net and SOC are included. For the interpretation of
our optical data, we are able to draw conclusions on the dimensionality of the
Dirac states, following Equation 2.6. The response of three dimensional Dirac
states should result in a linearly dispersing optical conductivity, i.e., σ1(ω) ∝ ω,
while quasi-two dimensional Dirac fermions are associated hand in hand with a
frequency-independent conductivity (σ1(ω) =const.).
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Figure 6.10.: The frequency-dependent interband conductivity of CaMnBi2 given at
the lowest measured temperature of 10 K. From 440 to 1400 cm−1, a linear depen-
dence on the frequency suggests the response of 3D Dirac states. Above 1850 cm−1,
a ω−1-decay is found, which may indicate a one dimensional Dirac dispersion. The
onset of the interband conductivity at ∆ = 440 cm−1 is assigned to an energy gap
in the density of states.
We subtract the itinerant, metallic carrier response, i.e., the Drude terms, from
the optical spectrum to gain the pure interband optical conductivity. The results
are given for the 10 K measurement in Figure 6.10. First of all, the interband
contribution starts at 440 cm−1 = 54 meV, indicated by the green arrow. This
value was considered as the density wave gap in the previously described scenario.
For this discussion, we assign it to the energy gap introduced by spin-orbit coupling
to the Dirac bands and find a perfect agreement with the calculated energy gap
value of Ref. [11].
Above this gap, the interband conductivity of CaMnBi2 rises linearly (red line)
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until approximately 1500 cm−1. The energy range matches the one where a Dirac
response is expected in CaMnBi2 [11]. This linear dispersion of σ1(ω) suggests d = 3
for Equation 2.6, i.e., 3D Dirac states instead of quasi-two dimensional ones. The
linear conductivity has a slope of 4.1 Ω
−1cm−1
cm−1 . This value can be used to calculate
the Fermi velocity of the Dirac states with Equation 2.8. The four discrete Dirac
points in CaMnBi2 lead to NW = 8. The resulting Fermi velocity is calculated to
be vF (Ca) = 1.2× 104 m/s. The Dirac cones in CaMnBi2 are highly anisotropic as
depicted in Figure 6.3. The slope of σ1(ω) should be related to the smallest Fermi
velocity, since a higher Fermi velocity leads to a smaller slope of σ1(ω), as explained
in section 2.7. Furthermore, the energy range in which Dirac states can be found
is expected to be smaller for smaller Fermi velocities, because the dispersion of the
bands is weaker.
Our extracted Fermi velocity is slightly smaller than the value found perpendicular
to the Γ-M-direction, i.e., 1.5× 104 m/s [11]. This can have two different reasons:
On the one hand, the poor resolution of ARPES might blur the exact band slope
leading to the deviation; on the other hand, our optical value can represent the dis-
persion along the z-direction with a comparable value to the X-X-direction. With
the results on SrMnBi2 we will draw a final conclusion later on.
For frequencies above the linear conductivity we find a decay with σ1(ω) ∝ ω−1, as
shown by the blue line in Figure 6.10. This holds from 1850 to 3200 cm−1. Applying
the same formula as above, this is related to one dimensional Dirac states. Since
the dispersion along the z-direction and perpendicular to the Γ-M-direction is flat,
only the dispersion along the Γ-M-direction should exist above a certain energy. We
extract this energy to be 1850 cm−1 ≈ 230 meV.
The results of our interband conductivity spectrum are in good agreement with all
experimental studies on CaMnBi2 so far. The contradiction to the quasi-two dimen-
sional picture drawn from theoretical calculations suggests real three dimensional
Dirac states in CaMnBi2, with a small dispersion of vF = 1.2× 104 m/s along the
z-direction. Thus, a more detailed theoretical study on CaMnBi2 is required to
finalize the picture of anisotropic Dirac states in this compound.
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6.3. SrMnBi2
In the following, we focus on the optical results of SrMnBi2. We apply the same
idea discussed for CaMnBi2 in the previous section: Fitting with a Drude-Lorentz
model with two Drude terms, shortly discussing a peak similar to the 50 K anomaly
in CaMnBi2 and investigating the interband conductivity in terms of Dirac physics.
Additionally, we will compare our results to those published by H. J. Park in
Ref. [187].
Again, the temperature-dependent resistivity ρdc(T ) was measured to draw a con-
sistent picture with the Drude terms in the fitting procedure. For comparison, the
frequency-dependent optical reflectivity was recorded at the same temperatures as
for CaMnBi2 measurements. Furthermore, the same low-frequency extrapolation
concept, the Drude-Lorentz model, was applied to achieve satisfying results from
the Kramers-Kronig transformation. The SrMnBi2 crystals follow similar degra-
dation as the CaMnBi2 crystals and, hence, all measurements were performed on
freshly cleaved surfaces.
The results of the dc measurement are shown in Figure 6.11. Slope, absolute values,
and the residual resistivity ratio of SrMnBi2 are similar to what was observed for
CaMnBi2 before. The main difference is the absence of the 50 K anomaly in ρdc(T ).
Our measurement is also in good agreement with Refs. [12, 174, 176, 183, 187],
while the antiferromagnetic ordering is more clearly seen in Refs. [175, 181]. The
EDX measurement on our SrMnBi2 crystals is given in the inset of Figure 6.11 and,
again, confirms high quality and homogeneity of the samples with the expected
atomic percentages of 25.21 for Sr, 24.11 for Mn and 50.69 for Bi.
Optics on SrMnBi2
The reflectivity R(ω) of SrMnBi2 was measured from 50 to 20 000 cm
−1 and is
depicted in Figure 6.12. For the main figures on this compound we chose a linear
frequency axis and focus on the range up to 1 eV, i.e., 8065 cm−1. This allows a
direct comparison with the results of H. J. Park et al. in Ref. [187], which are
plotted in the same way. The inset of Figure 6.12 provides the full range of R(ω)
with a logarithmic frequency axis.
Our reflectivity data perfectly match the experimental results of H. J. Park et al..
122
6.3. SrMnBi2
0 50 100 150 200 250 300
0
20
40
60
80
100
0 2 4 6 8 10 12
SrMnBi2
 
dc
(
 c
m
)
T(K)
 dc resistivity
 RRR ~ 7.6
Sr
 EDX Sr
MnBi
Bi
Bi
 
 
E(keV)
Mn
Figure 6.11.: The temperature-dependent resistivity ρdc(T ) of SrMnBi2 measured
with conventional four-point measurement geometry. The (semi-)metallic character
is confirmed by the monotonous decrease with decreasing temperature. The residual
resistivity ratio of RRR ≈ 7.6 is comparable to literature values [12, 174, 176, 183,
187]. The inset displays the EDX measurement which proves the high quality of
our crystals.
The plasma edge is located around 900 cm−1. Below that high absolute values
of R(ω) > 0.95 indicate metallic charge carriers in SrMnBi2. Above the plasma
edge, several features, most likely interband transitions, are located in the optical
spectrum.
Reducing the temperature not only sharpens the plasma edge and increases the
low-frequency reflectivity, but also emphasizes the bumps of the interband features.
In comparison to the reflectivity of CaMnBi2, more peaks are present in the high-
frequency range.
As described before, we obtain the complex optical functions in terms of σ1(ω) and
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Figure 6.12.: The frequency-dependent reflectivity R(ω) of SrMnBi2 for selected
temperatures. By reducing the temperature, the metallic response is narrowed
down to the low-frequency range, resulting in a sharp plasma edge at 900 cm−1 and
high absolute values of R(ω) > 0.95. Additionally, the structure of the interband
dominated reflectivity above 1000 cm−1 becomes more pronounced. The inset de-
picts the entire measured range, while the main panel provides a direct comparison
to the results of Ref. [187].
ε1(ω) via the Kramers-Kronig transformation. The resulting spectra of SrMnBi2
are depicted in Figure 6.13. Again, we chose the same axes as in Ref. [187] for direct
comparison.
The optical conductivity σ1(ω), panel (a) of Figure 6.13, rises in the low-frequency
range, while the dielectric function ε1(ω), panel (b), drops to large negative values.
Both confirm the free-carrier response of bands crossing the Fermi level as shown
in Figure 6.3. Above 700 cm−1, σ1(ω) shows a clear separation between the Drude
response and interband transitions. At 300 K, the large scattering of the Drude-
like feature blurs this situation. The peak around 2000 cm−1 reminds of the MIR
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Figure 6.13.: The frequency-dependent real parts of the optical conductivity σ1(ω)
and the dielectric function ε1(ω) of SrMnBi2 are given in panels (a) and (b), respec-
tively. The metallic charge carriers can be traced by the upturn (downturn) of σ1(ω)
(ε1(ω)) at low frequencies. Upon cooling, a clear separation between the intraband
and the interband response develops in σ1(ω). The interband peaks become more
pronounced when decreasing the temperature, leading to a clearer structure. In
ε1(ω), a second zero-crossing appears at low temperatures at around 1000 cm
−1.
peak developing below 50 K in CaMnBi2. The main difference is, that the peak in
SrMnBi2 is also present at room temperature. At higher frequencies, several bumps
indicate a more complex interband structure in SrMnBi2 compared to CaMnBi2.
The separation of the intraband response from the interband transitions at tem-
peratures below 100 K is confirmed by an additional zero-crossing of ε1(ω) appear-
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ing around 1000 cm−1. The temperature-independent zero-crossing is located at
11 840 cm−1. It is strikingly close to the value of CaMnBi2, revealing a large com-
mon ground for the two compounds.
The Kramers-Kronig results presented here are again in good agreement with the
results of Ref. [187]. This holds also for the general interpretation of the optical
data. Below, we apply the same fitting model as for CaMnBi2, containing two
Drude terms for the metallic carriers and several Lorentz terms for the different
interband transitions. The idea of two Drude terms, taking the different Fermi
pockets of SrMnBi2 into account, was also adapted by H. J. Park et al.. A possi-
ble explanation is again the existence of Dirac and conventional bands crossing the
Fermi level.
The fitting results are given in Figure 6.14 for the lowest measured temperature
(10 K). The two Drude terms describe the low-frequency data satisfactorily for all
temperatures. In contrast to CaMnBi2, the narrow Drude is required at room tem-
perature already. Its scattering rate decreases from 120 cm−1 at 300 K to 11 cm−1 at
10 K, while the broad Drude changes from 860 cm−1 at 300 K to 120 cm−1 at 10 K.
Note, that also the MIR peak is visible at room temperature already in SrMnBi2.
Thus, a possible connection between the narrow Drude term and the MIR peak
should be considered. As for CaMnBi2, the multiple Fermi pockets and the ap-
pearance of Dirac bands crossing the Fermi level verify this two Drude model in
SrMnBi2.
The fitting of the MIR area from 700 to 6000 cm−1 is done with three Lorentz terms.
However, an adequate fit of all three optical functions, R(ω), σ1(ω) and ε1(ω), in
this range is not achieved, even if the number of Lorentz terms is increased. This
indicates a special band situation causing this response. A detailed discussion will
follow later. Above 6000 cm−1, the optical spectra can be described adequately by
Lorentz terms, pointing towards conventional interband transitions in this range.
In Figure 6.15, we compare our two Drude fits, the narrow one (σnD0 ) and the broad
one (σbD0 ), with the dc resistivity measurement shown in Figure 6.11. The same
model was applied by H. J. Park et al.. Therefore, we include their fitting parame-
ters as triangular symbols. Altogether, a perfect agreement between their data and
ours can be seen over the complete temperature range. This holds for each Drude
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Figure 6.14.: The fitting of the optical data of SrMnBi2 with a Drude-Lorentz model
at the lowest measured temperature, i.e., 10 K, for the reflectivity (a), the real part
of the dielectric function (b) and the optical conductivity (c). The colored areas
represent contributions of different Drude or Lorentz terms. A detailed analysis of
the components is given in the text.
term individually, but also for the sum of the two and is furthermore confirmed by
the sum σnD0 + σ
bD
0 matching the dc conductivity σdc.
The interpretation of the interband response given by H. J. Park et al. is somewhat
different to what we discussed for CaMnBi2 before. As the Dirac states in SrMnBi2
(and CaMnBi2) are considered to be quasi-two dimensional, they compare their
results to the universal conductivity found for the 2D Dirac states in graphene.
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Figure 6.15.: The temperature-dependent dc conductivity σdc(T ) = 1/ρdc(T ) (red
line) of SrMnBi2 is compared to the individual σ0-values of the Drude components
(blue and green squares) and their sum (black squares). Our results are directly
compared to what was found by H. J. Park et al. in Ref. [187] (triangular symbols).
The MIR response of SrMnBi2 is, however, two to three times larger than what
they expect. Furthermore, the structure in the MIR range reveals several bumps,
clearly deviating from a frequency-independent conductivity, which is expected for
2D Dirac states.
For lack of of an explanation for a connection between the MIR response and the
Dirac physics in SrMnBi2, H. J. Park et al. assign the MIR peaks to indirect in-
terband transitions along the Γ-X-line in the reciprocal space. In their picture,
transitions between the valence and the conduction band of the anisotropic Dirac
cones are, however, neglected completely. It should be mentioned, that indirect
transitions involve phonons and usually have a lower probability of being excited
than direct transitions. Furthermore, transitions between the linear Dirac bands
are in all likelihood due to the extremely low scattering rate of these bands.
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The Dimensionality of the Dirac States in SrMnBi2
Being dissatisfied with the interpretation of Ref. [187], we take our concept of
Dirac physics in CaMnBi2 and transfer it to the optical spectra of SrMnBi2. This
seems plausible due to the many shared features and properties between the optical
response of CaMnBi2 and SrMnBi2 and the large agreement between their band
structures.
Again, we remove the intraband contribution from the optical conductivity by sub-
tracting the Drude terms from the initial spectrum. The resulting σ1(ω) for the
lowest measured temperature, i.e., 10 K, is shown in Figure 6.16. A quick com-
parison to the interband spectrum of CaMnBi2 in Figure 6.10 reveals the same
characteristic features for both compounds: the energy gap and the ω as well as
the ω−1 dependency.
The onset of the interband conductivity can be used to determine the value of the
energy gap, which is introduced by spin-orbit coupling to the density of states.
From our experimental data, we extract a value of ∆ = 430 cm−1 = 53 meV. This
value is again in good agreement with ARPES results [11, 174] and also what is
found in the optical measurement of Ref. [187].
Above the gap, the conductivity rises linearly, i.e., σ1(ω) ∝ ω, with a slope of
5.5 Ω
−1cm−1
cm−1 . This can be connected via Equation 2.6 to three dimensional bands
with a linear dispersion relation, as shown for CaMnBi2 before. Applying Equa-
tion 2.8 to the linear rise with NW = 8, the Fermi velocity can be calculated to
be vF (Sr) = 0.9× 104 m/s. This value is smaller than the Fermi velocities for
both, the Γ-M- and the X-X-direction, extracted from the ARPES measurements:
7.5× 104 m/s and 1.6× 106 m/s [11, 174]. Thus, we connect our vF to the disper-
sion in z-direction.
At frequencies above the linear conductivity, a more or less flat maximum is located.
Compared to the CaMnBi2 spectrum, the width of this is slightly larger. We claim
that while in CaMnBi2 the dimensionality changes from 3D directly to 1D, a small
range of 2D Dirac states can be found in SrMnBi2. This idea is supported by
129
CaMnBi2 & SrMnBi2 - anisotropic Dirac semimetals
0 1000 2000 3000 4000 5000 6000
0
1
2
3
4
5
6
7
T=10K
SrMnBi2
~flat
~ -1  
1 (
10
3  
-1
 c
m
-1
)
 (cm-1)
~ 1
= 430 cm-1 = 53 meV
Figure 6.16.: The frequency-dependent interband conductivity of SrMnBi2 for the
lowest measured temperature of 10 K. The onset of the interband conductivity can
be assigned to an energy gap in the density of states of ∆ = 430 cm−1. Above
1000 cm−1, σ1(ω) rises linearly ending in a rather flat maximum around 2000 cm−1.
The remaining MIR conductivity decays with ω−1.
the fact that the dispersion relations perpendicular to the Γ-M-direction and along
the z-direction are similar for CaMnBi2, while a factor of eight difference is found
between the two directions for SrMnBi2. Thus, while the linear bands stop at
an energy of approximately 1500 cm−1 along the z-direction, they continue more
perpendicular to the Γ-M-direction. From a material point of view, we connect this
to the slightly stronger hybridization between the Sr atoms and the Bi(1) square
net compared to the Ca atoms.
A ω−1-decay is found for σ1(ω) between 2500 cm−1 and 5000 cm−1. This indicates
a one dimensional Dirac dispersion, as we also found in CaMnBi2. We associate
this to the steeper dispersion of the Dirac cones along the Γ-M-direction.
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With the interpretation above, we claim that also for SrMnBi2, the simplified model
of quasi-two dimensional Dirac states is not correct. Instead, our optical results
suggest a three dimensional dispersion with highly anisotropic Fermi velocities for
the different directions.
6.4. Conclusions
Inspired by exotic anisotropic Dirac cones in CaMnBi2 and SrMnBi2, we investi-
gated the optical properties of the two compounds and interpret our results within
existing literature. We reveal two different channels of itinerant charge carriers,
which are described by two Drude terms with strongly diverging scattering rates.
We assign the narrow Drude contribution to the Fermi pockets of the Dirac cones
located along the X-X-lines, while the broader one probably rises from the hole
pockets close to the Γ-point. In both compounds, the narrow Drude term goes
hand in hand with a characteristic peak located in the MIR range. We decompose
this peak into the contributions of the linearly dispersing Dirac bands. Our optical
results suggest a three dimensional Dirac response for lower energies. Due to the
large anisotropy, the dispersion along the Γ-M-direction survives to much higher
energies than along the other directions. Thus, above the linear conductivity a
ω−1-decay reveals one dimensional Dirac states. Based on these findings, we pro-
pose that the theoretical model given in literature are too simple and underestimate
the contributions of the Bi(1) pz-orbitals and the interaction via SOC.
Furthermore, we reveal a connection between the 50 K anomaly in CaMnBi2 and
the peak in σ1(ω) in the MIR range. Our optical measurements are consistent with
the picture of a (charge) density wave due to a transfer of spectral weight from
the Drude contributions to the MIR peak. Since this peak is also connected to the
appearance of the narrow Drude term, a link to the Dirac physics in the compound
should be considered. In SrMnBi2, the situation is very similar, but both, the
narrow Drude and the MIR peak exist at room temperature already. Hence, the
corresponding anomaly might be located above 300 K in SrMnBi2. We do, however,
lack a satisfying explanation why the Dirac physics in CaMnBi2 is revealed below
50 K only.
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7. Conclusions
The optical investigations carried out in the framework of this thesis reveal the low-
energy electrodynamics of the measured compounds and provide a deep insight into
the properties of Dirac quasiparticles, present in these materials. Broadband (50 to
25 000 cm−1) reflectivity measurements on high-quality single crystals are used to
calculate the complex optical functions and discuss their physical origin.
We investigate the optical response of the nodal line semimetal ZrSiS in chapter 4.
In this material, the crossing points of the Dirac bands are located on a cage-like
structure in reciprocal space, see Figure 4.1. Along these lines, the dispersion of
the bands is zero, so the Dirac states are two dimensional in a three dimensional
material.
We unveil this nodal line by observing a frequency-independent optical conductivity
σflat, comparable to the response of the 2D Dirac states in graphene. In contrast
to the universal conductance in a real 2D material, the absolute value of σflat in a
nodal line semimetal is connected to the length of the line in reciprocal space [2].
For ZrSiS, we calculate k0 from the real part of the optical conductivity to be
4.3 A˚
−1
. With this, we provide the first optical fingerprint of a nodal line ever
observed. Additionally, we derive an upper limit for the energy gap of the nodal line
with ∆ ≤ 250 cm−1 ≈ 30 meV. Comparing our optical conductivity to theoretical
calculations of T. Habe et al. [4] we find a good agreement regarding the main
aspects.
Furthermore, we observe two modes in the low-frequency range of the ZrSiS data.
We discuss different scenarios for their origin, but complementing experimental
techniques are required to draw a final conclusion.
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In chapter 5, the magneto-transport and optical results on YbPtBi reveal a two-
channel conduction for the itinerant carriers in the compound. This manifests itself
by two Drude terms with strongly diverging scattering rates γ: values between
54 and 16 cm−1 are obtained for the narrow Drude, while γ of the broad Drude
lies between 1500 and 785 cm−1. The holes, caused by conduction bands cross-
ing the Fermi level, are temperature-independent with a carrier concentration of
nh = (5.2± 0.6)× 1020 cm−3 and a mobility of µh = (10± 5) cm2/Vs. In con-
trast, the properties of the electrons are changing strongly with temperature. At
low temperatures, i.e., T < 100 K, we determine a charge carrier concentration of
ne = (2.5± 0.5)× 1018 cm−3, while it follows a T 2 behavior at higher temperatures.
For the mobility of the electrons we get µe(0) = 51 000 cm
2/Vs, which is the highest
mobility of charge carriers in any half-Heusler compound reported up to date. Such
a high mobility is usually connected to relativistic Dirac fermions and caused by
suppressed back scattering processes [6, 164].
In the second part of the chapter, we compare the interband conductivity to the
one obtained on the sister compound GdPtBi and connect it to the band structure
calculations provided by Jun. Prof. Dr. H. Zhang from the Technische Universita¨t
Darmstadt. We successfully ascribe the optical features to three different areas in
the band structure. Due to a linear frequency dependence, our experimental data
suggest that these bands disperse linearly and give a second hint for Dirac physics
in YbPtBi [9, 10]. We calculate reasonable Fermi velocities from the slope of the
conductivity between 2 and 5× 105 m/s. Our investigation is in agreement with
recently proposed triple points in half-Heusler compounds, hosting a crossing point
of a doubly degenerate band with a non-degenerate band.
To further clarify the existence of Dirac-like fermions in YbPtBi (and also GdPtBi)
we call for ARPES measurements, since the possible Dirac fermions are of electron
type and, thus, located below the Fermi level EF . This should be nicely measurable
with ARPES, which can map the detailed band structure below EF .
Last but not least, we discuss the optical response of the two anisotropic Dirac
semimetals CaMnBi2 and SrMnBi2in chapter 6. The low-frequency data of both
materials require two Drude terms, as already introduced for YbPtBi. Again, the
narrow Drude with a scattering rate in the order of a few cm−1 indicates a Dirac
band crossing the Fermi level, while the broad Drude is related to conventional
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We provide further information about the 50 K anomaly in CaMnBi2 by fitting its
optical response: an additional peak appearing in the mid-infrared range (around
1550 cm−1) and a possible relation to the narrow Drude, which enters the fitting
model at just slightly higher temperatures, i.e., 60 K. Supported by magnetic sus-
ceptibility measurements, we discuss the scenario of a (charge) density wave as
origin for the anomaly. Since the spectral weight gain of the MIR peak perfectly
matches the loss of spectral weight of the broad Drude, the overall spectral weight
is conserved. The optical response of CaMnBi2 is similar to some iron-pnictides,
where density waves cause exactly such a MIR peak [188]. Furthermore, Fermi
surface nesting is discussed in literature for CaMnBi2, which is a key ingredient for
density waves [190]. From the optical spectrum we extract the density wave gap to
be ∆DW = 440 cm
−1 = 55 meV.
After subtracting the Drude contributions from the initial optical spectra, we in-
vestigate the interband response of both, CaMnBi2 and SrMnBi2. They host a
similar MIR peak, which is located in the energy range of the anisotropic Dirac
cones arising from the Bi(1) square net, so we provide a second scenario and de-
compose the interband spectra in terms of the Dirac response. The linear rise in
the beginning of the interband conductivity, i.e., σ1(ω) ∝ ω, suggests a three di-
mensional Dirac cone, which is in strong contradiction to the assumptions made
for band structure calculations in literature, e.g., Ref. [179]. As the Dirac cones
in the two compounds are strongly anisotropic, the energy range of linear bands
is different for the different k-directions. Thus, we reveal a transition from 3D to
1D by observing a ω−1-decay in σ1(ω). In this scenario, the onset of the interband
conductivity is assigned to the energy gap induced by spin-orbit coupling and reads
∆ = 430 cm−1 = 53 meV for SrMnBi2. The gap values and also the extracted
Fermi velocities, i.e., vF (Ca) = 1.2× 104 m/s and vF (Sr) = 0.9× 104 m/s, are in
good agreement with band calculations and ARPES measurements [11].
Our optical results suggest a more three dimensional Dirac cone situation for
CaMnBi2 and SrMnBi2. Hence, we suggest revised band structure calculations
which do not neglect the pz-orbitals of the Bi(1) atoms, since they may play a more
important role when spin-orbit coupling is included.
All in all, we show in the framework of this thesis, that optical spectroscopy is a
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powerful technique to investigate special properties of Dirac materials and can go
beyond the linear frequency dependence of the optical conductivity widely discussed
in literature. Due to the probing of transitions across the Fermi level EF , the applied
technique grants access to energy ranges, where other experimental techniques fail.
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Appendices
A. Sr3SnO - an antiperovskite
Dirac material
In this chapter, the status quo of an additional project is discussed and recommen-
dations for further measurements are made. It involves the strongly air sensitive
material Sr3SnO, so the measurements were only possible after improving the align-
ment concept and assembling the transfer system from the glovebox to the infrared
setups. The measurements did, however, not lead to satisfying results to draw final
conclusions about the material’s optical properties. Below, the preliminary results
of the measurements are shown and we discuss possible improvements, which are
necessary to achieve an insight into the electrodynamic response of the investigated
material.
A.1. The material
The compound Sr3SnO belongs to the so-called antiperovskite structures [191]. In
this type of structure, the anion (O) is surrounded by six cations (Sr), see Figure A.1
(a). Due to the strong degeneration of the samples under ambient conditions, the
number of investigations on this material is limited to two publications which we
are aware of: One provides a comparison of the band structure of the antiperovskite
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Figure A.1.: The crystal structure of Sr3SnO is redrawn from Ref. [191] in panel
(a). It belongs to the antiperovskite type. The calculated band structure in the
vicinity of the Dirac point is provided by Dr. H. Nakamura and given in panel (b).
family [192], the other one combines band structure calculations with quantum in-
terference measurements on Sr3SnO [191].
The band structure calculations of Sr3SnO reveal a crossing of linearly dispersing
bands in the vicinity of the Fermi level, as depicted in panel (b) of Figure A.1. This
Dirac point is located between the Γ-, the X-, and the M-point of the Brillouin
zone. In the ideal case, this point is located only a few eV above the Fermi level.
Thus, it should be nicely addressable by means of optical spectroscopy.
Our Sr3SnO thin films (110 to 130 nm), provided by Dr. H. Nakamura from the
Max-Planck-Institut fu¨r Festko¨rperforschung (Stuttgart, Germany), were grown by
molecular beam epitaxy [191]. The film growth was performed on Yttria stabilized
ZrO2 (YSZ) substrates at a temperature of 450
◦C. The charge mobility and the
carrier density obtained for the film here presented are µh = 92 cm
2/Vs and nh =
6.75× 1019 cm−3 [193]. Thus, the film was hole doped with an estimated distance
between Fermi level and Dirac point of −107 meV. The Fermi level varies between
−30 and −180 meV from one film to another, as indicated in Figure A.1 (b), where
our film belongs to the SSO-3 group.
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If the samples come in contact with water, they degenerate within seconds, which
can be seen by the loss of its shiny metallic color. This strong sensitivity of the
samples requires a direct transfer between the film growth vacuum chamber and
the measurement setup. Thus, we make use of the newly designed transfer system
with a stopover in the argon atmosphere of the glovebox. As the films keep their
shiny color throughout the complete transfer and measurement, the success of the
transfer system is proven.
A.2. Optics
Restricted to measurements performed with the Hyperion microscope, we provide
reflectivity data from 500 to 25 000 cm−1. Because of the strong degeneration of
the sample when coming into contact with water, we limit our measurements to
temperatures below 200 K.
The temperature dependence of the reflectivity is given in Figure A.2. Upon cooling,
only minor changes are observed. This is consistent with only the Dirac bands
crossing the Fermi level. The strong decrease of the reflectivity between 560 and
760 cm−1 may be assigned to the plasma edge of the itinerant carriers. To ultimately
clarify this, however, measurements to lower frequencies are necessary. Thus, we
provide three different types of low-frequency extrapolation: A Drude extrapolation
for the itinerant carriers, a constant line for a charge neutral low-frequency response,
and a Lorentz model located below 560 cm−1 which could also be responsible for
the drop of the reflectivity.
The different extrapolations and the results of the Kramers-Kronig analysis are
given in Figure A.3. The influence of the extrapolation is restricted to frequencies
below 650 cm−1. Above 1500 cm−1 and up to 3500 cm−1, the real part of the optical
conductivity σ1(ω) is negative, as indicated by the horizontal zero-line (red). This
is, of course, not physical. Since the samples we measured are thin films, we assign
this negative conductivity to the fact that the material is too transparent. In this
case, reflectivity measurements are not sufficient to describe the optical response of
Sr3SnO.
The optical response of a material is defined as 1 = R+T +A, with the reflectivity
R, the transmission T and the absorption A. If T is small enough, i.e., no light
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Figure A.2.: The frequency-dependent reflectivity of Sr3SnO for selected tempera-
tures. The influence of the temperature is only minor, which is in good agreement
with the band structure. Details about the spectra are discussed in the text.
passes through the sample, reflectivity measurements combined with a Kramers-
Kronig analysis are sufficient to describe the optical properties. As this does not
hold for the thin films measured here, we suggest two solutions: Either, besides
the reflectivity, also the transmission needs to be measured; otherwise, thicker films
are required, so that the measurement light does not penetrate the sample. The
former is currently not possible, since the cryostat of the Hyperion setup is only
made for reflectivity measurements. The latter one implies difficulties with the
sample quality. Thicker films lead to a poorer film quality changing the physical
properties of the material. Thus, designing a new cryostat for the setup which
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Figure A.3.: Different low-frequency extrapolations for the reflectivity of Sr3SnO
are depicted in panel (a). The results of the Kramers-Kronig analysis, i.e., the
optical conductivity σ1(ω) and the real part of the dielectric function ε1(ω), are
given in panels (b) and (c), respectively.
allows reflectivity and transmission measurements is the way to go.
B. Magneto-optical measurements
Here, we present magneto-optical studies on different Dirac and Weyl semimetals.
As described in section 3.2, the Bruker 113 is extended by a superconducting magnet
141
Magneto-optical measurements
with a field strength up to 7 T [51]. Thus, the magneto-optical measurements
are usually limited to the FIR range, i.e., 50 to 700 cm−1. The geometry of the
magnet, so the orientation of the magnetic field ~B with respect to the propagation
vector ~k of the measurement light, is chosen to be Voigt geometry. With this
geometry, cyclotron resonances, i.e., Landau level transitions, should be observable
with unpolarized light. The results given below do, however, not lead to final
information and, thus, should be expanded by further investigations.
B.1. ZrSiS
Firstly, magneto-optical measurements on the nodal line semimetal ZrSiS of chap-
ter 4 are discussed. The measurements are supposed to reveal Landau levels induced
by the magnetic field. The relative reflectivity R(B)/R(0 T) is given in Figure B.1.
All measurements in the magneto-optical setup are performed at 10 K. Within the
investigated frequency range, no influence of the magnetic field on the optical re-
sponse of ZrSiS is observed. This holds for all fields between 0 and 7 T.
The absence B-field induced features can have different origins. One possible ex-
planation is the extremely high mobility and low effective mass of electrons in Dirac
and Weyl semimetals. This can require comparably high magnetic fields to observe
transitions between two Landau levels. Furthermore, the different B-field depen-
dence of the cyclotron energy Ec:
Ec = En+1 − En = vF
√
2e~B
(√
|n+ 1| −
√
|n|
)
, (B.1)
which is the energy difference between two Landau levels, can lead to higher fre-
quency values for the transitions. Thus, the FIR range might be too low to observe
Landau level transitions in ZrSiS and measurements in the MIR range in a magnet
with a higher field range should be performed.
B.2. WTe2
Secondly, we investigate the magneto-optical response of the type II Weyl semimetal
WTe2. The zero field electrodynamics of this material were already discussed in
Refs. [194, 195]. C. C. Homes et al. apply a two Drude model for the itinerant
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Figure B.1.: The relative reflectivity R(B)/R(0 T) of ZrSiS measured in the far-
infrared at 10 K for magnetic fields between 0 and 7 T. Within our resolution, no
field dependence can be observed. The small oscillations increasing with the field
are artificially caused by the measurement procedure.
carriers and prove WTe2 to be a perfectly compensated semimetal [194]. The scat-
tering rate of one of the Drude terms collapses upon cooling and is in the other of
a few wave numbers below 100 K. In this work, the meausurement light is, how-
ever, unpolarized. The more accurate investigation of A. J. Frenzel et al. includes
polarization-dependent measurements [195]. It reveals a strongly anisotropic optical
response of WTe2. Thus, the two Drude terms should be assigned to the different
direction1, i.e., E ‖ a and E ‖ b. The crystal directions a and b are defined in the
crystal structure given in Ref. [195].
Both investigations could, however, not reveal the Weyl semimetal character of
WTe2. Therefore, we perform magneto-optical measurements to observe Landau
1The polarization direction is usually determined by the direction of the electric field
component E of the measurement light
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Figure B.2.: The reflectivity of WTe2 for selected temperatures measured in the
FIR range is given for the two polarizations E ‖ a and E ‖ b in panels (a) and (b),
respectively. The magneto-optical measurements given in panels (c) and (d) do not
reveal any influence of the magnetic field.
levels, which B-field dependence should help to verify the Weyl states. To prove a
comparable crystal quality, we performed additional zero field measurements with
polarized light in the FIR range, which are given in Figure B.2 (a) and (b). Both di-
rections, E ‖ a and E ‖ b, are in good agreement with the optical data of Ref. [195].
This holds for the absolute values of the reflectivity as well as for characteristic
features, e.g., the plasma edge.
The magnetic-optical measurements are shown in panels (c) and (d) of Figure B.2.
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Within our resolution, we again do not observe any influence of the magnetic field
on the optical response. Possible explanations for the absence of B-field features
are again too small magnetic fields and the wrong frequency range.
B.3. NbAs
Thirdly, the (magneto-)optical measurements of the Weyl semimetal NbAs pre-
sented. NbAs belongs to the TaAs family which was briefly mentioned in sec-
tion 2.3. A detailed discussion on the optical results on the related compounds
NbP and TaAs are given in Refs. [51, 79]. Since the results shown below reveal
some problems, only a quick comparison the optical response of NbP and TaAs is
made.
NbAs obeys the same kind of crystal structure as TaAs, with only slightly larger
lattice vectors [196]. Also the band structure is comparable, hosting two different
types of Weyl pairs off the high symmetry lines, leading to a total number of 24
Weyl points. A comprehensive comparison of the lattice and electronic structure
for the TaAs family can be found in Ref. [196].
The optical results of the B = 0 T measurement are shown in Figure B.3: The re-
flectivity R(ω) in panel (a), the real part of the optical conductivity σ1(ω) in panel
(b), and the real part of the dielectric function ε1(ω) in panel (c). The inset of the
latter provides a closer look on several zero-crossings of ε1(ω).
The low-frequency response of NbAs reveals an expected metallic behavior, i.e.,
high absolute values in R(ω), an increasing σ1(ω) towards lower frequencies, and
negative absolute values in ε1(ω). Above 700 cm
−1, σ1(ω) increases due to the on-
set of interband transitions. Between 200 and 700 cm−1, the conductivity, however,
is rather flat, matching neither a metallic Drude response nor the expected Weyl
response. Such a behavior was also observed for the related compounds NbP and
TaAs in Refs. [51, 79]. For fitting the optical data, this can be taken into account
either by a second Drude term or by a low-frequency Lorentz term. A possible
verification is given by trivial and Weyl bands crossing the Fermi level.
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Figure B.3.: The frequency-dependent reflectivity (a), optical conductivity (b) and
the dielectric function (c) of NbAs are shown for selected temperatures. The inset
of panel (c) reveals several zero-crossings of ε1(ω).
Above 700 cm−1, σ1(ω) increases quasi-linear with frequency, which is expected for
three dimensional Weyl bands. At lower temperatures, however, the deviation from
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a linear conductivity is larger, which is contradicting the picture of 3D Weyl cones.
During the measurement, two facts arise doubts about the final quality of the ob-
tained optical response: On the one hand, the humps around 1000 cm−1, which are
blurring the quasi-linear conductivity at lower temperatures, seem to be a problem
of the measurement setup. They are also present in some high temperature mea-
surements, but could be eliminated by repeating the measurement several times.
At low temperatures, this, however, did not help. On the other hand, the metallic
response at low frequencies is rather noisy, preventing a clear picture for the optical
data. This frequency range is, however, important due to the flat response between
200 and 700 cm−1. Thus, the FIR as well as the MIR measurements should be re-
peated. Maybe crystals with a better surface are essential to obtain better results.
Nevertheless, magneto-optical measurements were performed in the FIR range and
the results are depicted in Figure B.4. Panel (a) shows the relative reflectivity
R(B)/R(0 T) for magnetic fields B between 0 and 7 T obtained at 10 K. The spectra
are stacked for clarity and the dashed black lines are the base lines for each curve.
Upon increasing the magnetic field, the reflectivity below 200 cm−1 decreases for
fields above 4 T. At higher frequencies, the magnetic field induces an increase of
the reflectivity. By plotting the absolute reflectivity in panel (b), this increase can
be seen more clearly.
In panel (c), a contour plot of the reflectivity R(B,ω) is given. With this, the
dispersion of the observed features can be traced easily. The feature between 300
and 400 cm−1 shows a square root dependence, as indicated by the black line. Such
a
√
B-dependence is expected for Landau level transitions of Dirac/Weyl bands [24].
With the relation given in section B.1, the dispersion can be used to calculate the
Fermi velocity of the involved bands. Here, a value of vF = 4.85× 105 m/s is
obtained, assuming the transition between the zeroth and the first Landau level,
i.e., n = 0 and n = 1.
The reduction of the reflectivity at lowest frequencies can be seen by the blue/violet
colored area. A possible interpretation is the opening of an energy gap induced by
the magnetic field. This requires, however, further investigation. Furthermore, a
B-field-independent feature can nicely be seen in the contour plot. It is located at
220 cm−1 and appears for fields larger 3 T. The field-independent behavior suggests
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Figure B.4.: The magneto-optical results of NbAs obtained at 10 K. Panel (a)
shows the relative reflectivity for all fields. The spectra are stacked for clarity. The
absolute values of the reflectivity R(ω) are given in panel (b). The contour plot
of R(B,ω) in panel (c) provides a better access to the dispersion of features upon
increasing the magnetic field.
a connection to the zeroth Landau level [24], indicating also that NbAs is in the
quantum limit, i.e., the Fermi level lies between the n = −1 and n = 1 Landau
level and only the zeroth one is crossing it.
A more detailed interpretation of above shown results will be given elsewhere.
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