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A B S T R A C T
The prime objective of this thesis is to study these interference management
mechanisms for quantifying the potential gains of CRs in terms of spectral
utility. Interference modeling is the most important aspect of this extensive
evaluation. Accurate modeling of the cognitive network interference, accom-
modating its stochastic nature (triggered by both spatial and propagation
dynamics) is therefore a central contribution of this thesis. Since the aggre-
gate interference from CRs is a function of the access strategy, two well-
known access paradigms, namely, spectrum underlay and interweave, are
thoroughly analyzed.
For the spectrum underlay access mechanism, a guard-zone based interfer-
ence control mechanism is examined. Specically, CRs are obliged to main-
tain silence in a spatial no-talk zone of a certain radius which is centered on
a primary receiver. It is shown that the radius of the guard-zone is strongly
coupled with the medium access and routing strategies employed by the
CRs. While the guard-zone provides a robust mechanism to protect a sin-
gle primary user, it is a challenging task to achieve the same for a large
scale primary network. An alternative degree of freedom, i.e., medium ac-
cess probability (MAP), can easily address this issue. Furthermore, for a
large CR network (CRN), signicant gains can be harnessed by furnishing
nodes with multiple antennas. Performance evaluation of such a network
with MAP adaptation is one of the key contributions of this dissertation. It
is shown that the multi-antenna paradigm results in a “win-win” situation
for both primary and secondary users. In order to facilitate multi-hop com-
munication between CRs, a quality-of-service (QoS) aware routing is also
devised. We show that there exists an optimal MAP which maximizes the
spectral utility of the secondary network. However, such an optimal point
often lies outside the permissible operational regime dictated by the primary
user’s co-existence constraint. Another approach can be adopted where we
exploit a dierent degree of freedom, i.e., the transmit power employed by
the CRs. Thus CRs can extend their operational regime by adapting one de-
gree of freedom and selecting an optimal value for another. The optimality
of this adapt-and-optimize strategy is shown for a variety of networking
paradigms. Finally, the performance of the primary user in the presence of
the interference-channel-aware CRs is quantied.
For a CRN employing an interweave conguration, the performance of a
legacy user is investigated. The impact of dierent network parameters is
explored. It is shown that the cooperation between the CR transmitter and
receiver can signicantly improve the performance of the interference avoid-
ance mechanism. Furthermore, we highlight that ignoring the self-coexistence
vii
criteria for the secondary network leads to an over-estimation of the aggre-
gate interference and consequently results in pessimistic design strategies.
The analysis is extended to consider the performance of a large primary net-
work. Finally, a novel modication in the analytical approach is proposed so
that performance guarantees can be provided to the existing users.
Another contribution of this dissertation is to evaluate (currently very top-
ical and very important) the energy eciency of an ad hoc wireless network.
The key motivation is to investigate the impact of the co-channel interfer-
ence on the network-wide energy consumption. Both energy and spectral
eciency problems have a common origin, i.e., growing bandwidth demand.
Also the design of both problems require understanding of co-channel inter-
ference management strategies.
Finally, we try to put pull together all the analysis and simulation results to
look at both open problems and directions for future research in this highly
topical, and strategically important research areas of enabling high speed,
future wireless networks.
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I N T R O D U C T I O N
1.1 motivation
In recent times, the wireless communication industry has witnessed the sky-
rocketing demand for “any time and any where” connectivity. The expo-
nential growth in capacity requirements can be attributed to the increasing
popularity of multimedia infotainment applications and the enormous pen-
etration of smart platforms facilitating their execution. According to recent
statistics [1], about 5× growth is expected in the number of mobile con-
sumers world wide by 2017. Such an unprecedented hike in bandwidth de-
mand will be further complemented by the exponential penetration of smart-
phone, tablets, cyber-physical systems, machine-to-machine (M2M) commu-
nication devices and cloud based services. Consequently, it is predicted that
while the voice trac will maintain its current trend, the data trac will
grow 15 times by the end of 2017 [1]. Design goals for the
next generation
wireless networks:
 Spectrally agile;
 Energy smart;
Such interminable consumer demands have acted as a double edged sword
for the network designers/operators, i.e.
1. Radio spectrum has become a scarce commodity;
2. Energy costs of operating the networks are growing exponentially fast
in proportion to the trac growth.
Designing spectrally agile and energy ecient access strategies has become
a vital pillar for laying down strong foundations for next generation wireless
networks. This has motivated us to explore the design space of the future
wireless networks with a particular focus on the two issues listed above.
1.2 spectrum scarcity: reality check
Key contributors to
the spectrum
scarcity:
 Sky-rocketing
consumer demand;
 Rigid spectrum
allocation; and
 Inecient access
strategies.
Rapid growth in consumer demands and data volumes are not the only fac-
tors contributing towards the dearth of radio spectrum. The rigid command
and control [2] spectrum allocation policy has further exacerbated the prob-
lem. The traditional command and control approach is based on exclusive
licensing of the frequency bands to authorized users by the government spec-
trum regulatory bodies.
A quick glance at the frequency allocation charts provided by the reg-
ulatory bodies reveals that most of the prime spectrum is assigned and the
margin for accommodating the emerging wireless applications is low. Conse-
quently, it seems natural to think of the spectrum scarcity as a real challenge
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posed due to the high utilization of the Hertzian medium. However, a real-Command-and-
control or
Divide-and-set-aside
[3]: a) Spectrum is
divided into distinct
bands; b) Specic
communication uses
are assigned to the
specic bands; c)
Determination of
licensee with
exclusive rights.
ity check on the usage patterns of the available spectral resources reveals
that in a nutshell the spectrum scarcity is nothing but articial. Spectrum
occupancy measurements [4, 5] have revealed that these licensed bands are
highly under-utilized across space and time. From 13% to 87% of the ra-
dio spectrum remains unused across spatio-temporal domains. This sporadic
utilization of scarce electromagnetic spectrum creates an articial scarcity.
Regulatory bodies such as the FCC (in the USA) and Ofcom (in the UK) have
already noticed that such under-utilization of the spectrum can be avoided
by more exible and dynamic spectrum access (DSA) mechanisms [6].
1.2.1 Dynamic Spectrum Access
Barriers to Spectrum
Access [7]
 FlexUse Barrier:
Use type is xed for
the licensee;
 Service-Silo
Barrier: Fixed
services for xed
licensee;
 License-Scope
Barrier: Large spatial
and temporal scope;

License-Granularity
Barrier: Allocation of
large chunks of
bandwidth;
 Secondary-Usage
Barrier:
Opportunisim not
permitted;
Radio spectrum is a multidimensional entity, i.e., frequency is not the only
dimension which characterizes the spectral opportunity. Space, time, trans-
mission power, polarization, medium access and interference all combinely
shape the radio environment . Dynamic spectrum access (DSA) mechanism
employ one or more of these dimensions to break the shackles of rigidity
imposed by the command and control mechanism. Fig. 1.1 highlights the
taxonomy of DSA models.
1.2.1.1 Hierarchical Spectrum Access Model
The focus of this thesis is geared towards the Shared use/Hierarchical access
model. Detailed discussion on other models can be found in [7, 8]. In hier-
archical access model, users are classied into two broad classes, namely,
primary/legacy and secondary users. The secondary spectrum access is sub-
ject to the interference constraint imposed by the primary user. More specif-
ically, secondary users should operate in a manner such that the primary
user remains oblivious to their presence.
1.2.1.2 Cognitive Radio
Cognitive radios (CRs), as the name implies, are intelligent, environment
aware, agile and adaptive radios which are bestowed with pre-eminent deci-
sion making capabilities. CRs are envisaged to be a key enabling technology
for DSA in future wireless networks. In the recent past, there has been a lot
of eort dedicated by both academia and industry to study the DSA mecha-
nisms for intelligent/cognitive adaptive transceivers. Several academia-industry
alliances like CogNeA, PHYDYAS and ARAGON are already investigating a
wide range of possibilities for making CRs commercially viable. The IEEE
1.3 cognitive networking paradigms & interference management 3
Figure 1.1: Dynamic Spectrum Access Models.
has also formed the 802.22 workgroup to develop an air interface for DSA in
the TV frequency band 1.
CRs, often referred to as secondary terminals, are based on the principle
of opportunistic exploitation of spectrum vacancies across space and time.
These vacancies are more commonly called spectrum holes [9]. The funda-
mental operational constraint on CRs is to ensure that they do not cause any
harmful interference to the primary/licensed or legacy user.
“Cognitive radio is
an intelligent
wireless
communication
system that is aware
of its surrounding
environment (i.e.,
outside world), and
uses the methodology
of understanding-by-
building to learn
from the
environment and
adapt its internal
states to statistical
variations in the
incoming RF stimuli
by making
corresponding
changes in certain
operating parameters
(e.g. transmit power,
carrier frequency,
and modulation
strategy) in real-time
with two primary
objectives in mind:
 highly reliable
communication
whenever and
whereever needed
 ecient
utilization of the
radio spectrum.
-Simon Haykin
[10]”
An alternative, yet eloquent view of cognition is interference manage-
ment. DSA empowered by the cognitive/secondary device essentially cor-
responds to the way these devices co-exist with existing/legacy users by
managing their interference. This can be easily put into perspective by ob-
serving the classication of hierarchical DSA schemes, i.e., underlay, over-
lay and interweave spectrum access mechanisms [3]. From the interference
management perspective, the above-mentioned strategies translate into in-
terference control, coordination and avoidance.
1.3 cognitive networking paradigms & interference man-
agement
The hierarchical DSA mechanism is further classied into three broad net-
work paradigms: underlay, interweave and overlay.
1 Recommendation on installation and deployment were rst published on September 28, 2012.
url:http://www.ieee802.org/22/
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Figure 1.2: Underlay spectrum access paradigm where PT is used as a short hand
for the primary transmitter, PR for the primary receiver, ST for the sec-
ondary transmitter and SR for the secondary receiver.
1.3.1 Underlay Spectrum Access Paradigm
Underlay paradigm
leverages the
transmission power
as an adaptable
dimension for
co-existing with the
legacy users.
Fundamentally, the
underlay paradigm
is equivalent to the
secondary
interference control.
In an underlay mechanism, both the primary and the cognitive terminals can
concurrently access the wireless medium. Secondary access is subject to the
interference or quality-of-service (QoS) constraint enforced by the primary
user. Specically, secondary users are permitted to transmit provided that
the primary user’s performance does not deteriorate signicantly, i.e., its
QoS constraints are satised.
The interference constraint can be expressed in terms of the primary user’s
tolerance characterized by either peak interference power, average interfer-
ence power or outage probability [11, 12]. The outage probability of a pri-
mary link is a particularly vital performance metric as it inherently accom-
modates the desired signal-to-interference-plus-noise-ratio (SINR). A QoS
constraint expressed in the form of a required error performance or through-In 2007, the FCC
abandoned the
pursuit of
interference
temperature as a
design metric for the
underlay CR
networks.
put threshold can be easily transformed into the SINR threshold by em-
ploying either the conditional bit-error-probability expressions [13] or Shan-
non’s seminal theorem [14]. Figure 1.2 graphically depicts the operational
principle of the underlay paradigm.
The traditional denition of the underlay spectrum access relies on the
notion of interference temperature[3, 10, 15, 16]. The term interference tem-
perature was introduced by the FCC’s spectrum management task force in
[17] as:
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“We dene interference temperature as a measure of the RF power gen-
erated by undesired emitters plus noise sources that are present in a re-
ceiver system (I + N) per unit of bandwidth. More specically, it is the
temperature equivalent of this power measured in units of “Kelvin” (K).
The emissions from undesired transmitters could include out-of-band
emissions from transmitters operating on adjacent frequencies or in ad-
jacent frequency bands as well as from transmitters operating on the
same frequency as the desired transmitter. ”
Consequently, interference temperature aware spectrum access requires
that CR users must possess a complete knowledge of the interference in-
icted on the primary receivers. More specically, instantaneous knowledge
about the interference experienced by the primary users and the channel
state information regarding its own communication channel must be avail-
able to the CRs. Notice that the interference temperature estimated at the
CR transmitter is not similar to the one experienced by the primary receiver.
Generally, the CR transmitter and primary receiver are two dierent enti-
ties located at dierent spatial positions. Moreover, departing from a single
user consideration by including the network level dynamics and interactions
further complicates the state-of-aairs. This leads to:
Challenge 1: Can we design an underlay CR network with the local
parameter adaptation scheme in the absence of the limitations imposed
by the interference temperature model?
Challenge 1 can be expanded into several important design questions?
To this end, this dissertation focuses on addressing some of these issues in
a comprehensive manner. A detailed discussion will follow in subsequent
sections.
1.3.2 Interweave Spectrum Access Paradigm
The interweave spectrum access paradigm is based on the principle of oppor-
tunistic exploitation of transmission vacancies across spatial and temporal
dimensions (see g. 1.3). The opportunism is driven by the inference drawn Interweave paradigm
is a modied form of
the proposal
presented by Mitola
et al. in [18]
from a spatio-temporal sensing of the frequency bands. The sensing process
enables CRs to establish the presence/absence of the active primary user.
Since, some of the prime spectrum is under-utilized across one of these two
dimensions, the interweave paradigm aims to improve the utilization while
being “invisible” to the existing users.
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Figure 1.3: Interweave spectrum access paradigm where PT is used as a short hand
for the primary transmitter, PR for the primary receiver, ST for the sec-
ondary transmitter and SR for the secondary receiver.
From the interference management perspective, the interweave mecha-Spectrum Hole: A
band of frequencies
sporadically utilized
by the primary users
across the dimensions
of space and time.
nism corresponds to the interference avoidance. Unlike, underlay networks
concurrent transmissions with the primary user only occur under a false
perception of the transmission opportunity. Based on the employed sensing
procedure, the interweave spectrum access mechanism can be further clas-
sied into two broad classes:
1.3.2.1 Interweave Empowered by In-band Sensing
The performance of
the spectrum sensor
is characterized by
two probabilistic
metrics, i.e.,
probability of
detection and
probability of
false-alarm. From
the primary user’s
perspective a higher
detection probability
corresponds to the
better interference
protection. On the
other hand the
secondary user
desires a low false
alarm probability
which is vital to
improve its
throughput.
Under in-band spectrum sensing mechanism, CR users are obliged to period-
ically sense the primary channel to establish the presence of the incumbent
transmission [19, 20]. Upon the positive detection of the primary signal, the
CR users must vacate the frequency band in a pre-specied time. The va-
cation time and the sensing frequency both depend on the primary user’s
tolerance to the interference or its delay sensitivity. In order to realize the
full potential of in-band sensing the following fundamental limitation must
be addressed:
a. Transmission Opportunity 6= Detection of the primary trans-
mitter: The detection of the primary transmitter does not correspond
to the detection of instantaneous and local transmission opportuni-
ties [21]. While the former itself is still a non trivial task, the latter
requires detection of primary receivers which demands much more
sophisticated sensing techniques.
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b. Large-inhibition Zone: Since in-band sensing relies on the detection
of the primary transmitter, CRs must adopt a conservative behavior
in accessing the spectrum. In other words, the primary transmitter
induces a large inhibition zone where an additional spatial guard zone
is employed to guarantee protection of the primary receiver.
c. Sensing-Throughput tradeo: Since the secondary communication
is subject to the outcome of the detection process, interference avoid-
ance needs to be traded with the attainable throughput. More speci-
cally, as the secondary users are required to sense the channel in a pe-
riodic manner, they are left with a xed time slot for scheduling their
transmission. While CRs can sense over a longer duration (to accumu-
late more energy and perform robust averaging over noise process) to
establish the presence of the primary this will shrink their own data
transmission window [22–24].
The key advantage of in-band sensing when compared to its counterpart
(out-band scheme) is that it does not require a dedicated control channel for
the signaling (see 1.3.2.2). The secondary user’s decision to transmit or not
depends on the inference drawn from the spectrum sensing process which
relies on listening to the primary user’s channel.
1.3.2.2 Interweave Empowered by Out-of-band Beacon Detection
One of the key
challenges associated
with the out-of-band
beaconing is selection
of the control
channel. The channel
should be selected
such that its
propagation
characteristics are
highly correlated
with the original
data channel. At the
same time, the two
channels should be
suciently separated
from each other to
allow the diplexing.
[20]
In out-of-band beacon enabled spectrum sharing mechanism the primary
user explicitly transmits grant or inhibit beacons to indicate whether the
channel is free or busy, respectively. This out-of-band sensing requires a ded-
icated control channel for beacon signaling. The authors in [25–27] have sug-
gested that the dual beaconing approach can be easily integrated in legacy
networks. The CR transmitters are obliged to remain silent unless a grant
beacon is detected. Similarly, the CRs must vacate the spectrum band upon
reception of the inhibit beacon from the legacy user. The key advantages of
the out-of-band sensing as compared to in-band are as follows:
a. Receiver Detection: Out-of-band beaconing (proposed by FCC in
[28]) does not require a sophisticated sensing mechanism for primary
receiver detection. Rather, the primary receiver explicitly transmits a
grant or inhibit beacon for provisioning the spectrum sharing. Trans-
mission of beacon can also be provisioned by installing a dedicated
beaconing device with the primary receiver.
b. Inhibition Zone: In out-of-band sensing large inhibition zones are
not required. This is mainly because the sensing process relies upon
explicit beaconing from the primary receiver.
c. Sensing-Throughput tradeo:The out-of-band signaling uses a ded-
icated control channel for beacon transmission. This allows the CRs
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to implement a separate radio interface which they can continuously
scan for the primary inhibit beacon, while communicating simultane-
ously over the vacant frequency band. Consequently, unlike in-band
networks the sensing-throughput tradeo is not experienced in its
primitive form.
Some of the existing
studies have also
proposed a hybrid
interweave &
underlay access
paradigm. The
hybrid access
mechanism demands
that CRs must
guarantee the
primary user’s
desired QoS
requirements even
under false
perception of a
spectral hole [29].
In brief, the interweave paradigm relies heavily on the spectrum sensing
process for provisioning interference avoidance. Nevertheless a perfect in-
terference avoidance is not feasible due to the inherent tradeo between the
probability of detection and the probability of false alarm associated with
the spectrum sensor. This leads to:
Challenge 2: Can we develop an accurate statistical characterization
of the aggregate interference under the varying degrees of knowledge
about the beacon structure? What parameters can be tuned to counter
the uncertainty inherent in the detection process? How is the primary
user’s performance aected in the presence of a collocated interweave
CR network? How should the CRs co-exist amongst themselves?
Comprehensive analysis of challenge 2 and related design questions are
the subject of Part II of this dissertation.
1.3.3 Overlay Spectrum Access Paradigm
In the existing
literature, the term
overlay spectrum
access is sometimes
used to actually refer
to the interweave
paradigm (see for
instance [8] and
[29]).
The overlay spectrum access mechanism is based on the premise that the CR
users possess a complete knowledge about the incumbent user’s codebooks
and its messages [3]. The knowledge of the codebook and messages can then
be exploited to perform interference cancellation, alignment or other sophis-
ticated signal shaping techniques to coexist with the primary. The overlay
paradigm can be implemented if the legacy user is operating under a uni-
formly standardized communication protocol. In this scenario, the CR users
may already possess a complete knowledge about the codebook. An alterna-
tive solution (attained by sacricing the obliviousness) is that the primary
users should periodically broadcast their codebooks. Beside the knowledge
of codebooks, a CR transmitter must possess complete knowledge of the
messages before they are transmitted by the primary. Practically, this is in-
feasible except for the cases where the retransmission of the message occurs
due to failed delivery. Implementing overlay access strategy in presence of
multiple primary users becomes a formidable challenge.
In this thesis, we address design problems related to the underlay and the
interweave spectrum access paradigms. Hence a detailed discussion on the
overlay strategy is beyond our current scope. Interested readers are directed
to [3, 30, 31] and references therein.
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1.4 interference: an ancient curse
CRs provide an ecient and a streamlined approach for harnessing the throu-
ghput gains by aggressively reusing the existing spectral resources. Irrespec-
tive of the adopted access paradigm, the aggressive reuse should not be at-
tained at the cost of excessive interference to the legacy user. Unfortunately,
complete interference avoidance or control is a far-fetched dream. This can
be attributed to the fundamental broadcast nature of the wireless medium.
More specically, a large scale wireless network inherently possesses sev-
eral degrees of uncertainties, manifested in the forms of multi-path fading,
thermal noise, path-loss, shadowing, co-channel interference, medium ac-
cess frequency and routing dynamics.
Besides these channel dynamics, the spatial topology of the network adds
another degree of uncertainty specially for an ad hoc wireless network. While
point-to-point networks can benet from simple link budget analysis, this
is not the case with the large scale networks [32, 33]. The spatial dimension
becomes an important factor as both the received signal and the co-channel
interference become functions of the network geometry. Similar to the wire-
less fading channel, the topology of the network can assume innite spatial
congurations. Consequently, a spatial statistical model must be adopted for
addressing the design and deployment issues. A complete characterization
of SINR in ad hoc networks requires the following building blocks:
1. Transmission power employed for intended link;
2. Propagation channel for the desired signal;
3. Distance between the transmitter and its intended destination;
4. Set of active co-channel transmitters;
5. The transmission power and routing adapted by the co-channel trans-
mitters;
6. Power of the additive white noise experienced at the intended receiver.
Notice that under any realistic networking paradigm these parameters pre-
sume a stochastic nature. It is obvious that an accurate characterization of
SINR requires an accurate statistical model for the co-channel interference.
In the past few decades, several eorts have been made towards the develop-
ment of accurate interference models for large scale networks under various
networking scenario [34–50]. Although interference modeling is critical in
any networking paradigm, it plays a pivotal role in context of the large scale
CRNs. This can be credited to the operational principle for the secondary
terminals which demands adherence to the interference constraint. More
specically, secondary transmissions must be performed in a manner such
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that network performance can be improved rather than deteriorating it fur-
ther by causing excessive interference. Interference modeling in cognitive
radio networks is critical milestone which must be attained for progression
on several fronts:
a. Analyzing the primary user’s performance: An accurate statisti-
cal model for a large scale CRN under any DSA paradigm is essential
for quantifying the performance degradation which legacy users may
experience due to the impairments involved in a CR’s observation pro-
cesses.
b. Exploring the design parameters for CRN: Statistical modeling of
the aggregate interference provides a starting point for exploring the
design space of the CRNs. More specically, the aggregate interfer-
ence experienced by the primary user is related to both the node and
network level parameters which can be tuned such that the primary
user’s QoS constraint is guaranteed. Some of these parameters can be
summarized as follows:
a) Node level parameters: Transmit power, spectrum sensing scheme,
number of antennas, trac etc.
b) Network level parameters: Medium access strategy, frequency of
transmission attempt, relaying/routing strategy, networking para-
digm (multi-hop, single-hop, point-to-point, broadcast) etc.
c. Quantifying the gains: Throughput gains harnessed by adjusting
the appropriate network and node level parameters in a CRN can only
be quantied with the help of an accurate statistical model for the
cognitive network interference.
d. Ecient design of signal processing techniques: Statistical anal-
ysis of the network interference is also critical in establishing the im-
pact of signal processing algorithms employed by CRs for interference
control or avoidance. The interference model establishes a relation-
ship between local and network level parameters and their interac-
tions. These interactions can then be exploited to design, improve or
optimize the signal processing algorithms implemented by CRs.
e. Exploitation vs. Mitigation: An accurate analysis of cognitive net-
work interference also gives insights on optimality of mitigation as
compared to exploitation. In some cases, inherent uncertainties can
be exploited to provide better performance and mitigating them may
result in sub-optimal operation.
Interference modeling for a CRN is more challenging than ad hoc networks
due to the inherent uncertainties involved in sensing and access algorithms.
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Furthermore, these access and sensing processes are also coupled to the pri-
mary users communication parameters. In recent times, a few studies have
worked towards establishing interference models for the CRNs [20, 29, 51–
58]. However, most of these studies have their own limitations which will
be discussed in due course (see Parts I, II & III).
1.5 stochastic geometric modeling
As discussed earlier, the denition of network interference is strongly cou-
pled with the spatial conguration of nodes. The notion of having a link be-
tween two wireless terminals is entirely dependent upon the received SINR,
which is indeed a function of inter-nodal distances. This was also conjec-
tured by Ephermides in [59] :
“We have all learned to draw a graph to depict a communication net-
work, as in Fig.1. This is a useful and accurate depiction of the network
topology when the nodes are interconnected with dedicated wired lines.
The tendency has been to do the same when the network under consid-
eration is a wireless one, and that has been the cause of many miscon-
ceptions and much fallacious reasoning. If there are no “hard-wired”
connections between the nodes, the notion of a “link” between, say,
nodes A and B is an entirely relative one. In fact, it is so relative that
links in a wireless network should be thought of as “soft” entities that
are almost entirely under the control of the network operator.
...
It should be clear, then, that the existence of a wireless link is a very
volatile notion. Thus, the proper way of depicting a wireless network is
simply via the location of its node”
Consequently, the locations of the wireless nodes should be modeled us-
ing a point pattern. For large scale ad hoc wireless networks these point
patterns can assume innite realizations. Since it is impractical to design
by considering innite network topologies, a statistical point pattern model
must be employed. Stochastic geometry is the branch of mathematics which
deals with the study of random point processes [60]. Recently, stochastic
geometric modeling of mobile ad hoc networks (MANET) has gained signif-
icant interest. The interested reader is directed to [33, 61, 62] and [63] for a
detailed survey of the relevant literature.
12 introduction
In contrast to the modeling of classical networks, stochastic geometric
modeling of CRNs has proven to be a more challenging task. In this thesis,
we borrow well established tools from the stochastic geometry for analyzing
the spatial properties of both primary and secondary networks.
1.6 research objectives
The primary focus of the work undertaken and presented in this thesis is:
1. To develop an accurate statistical characterization of the aggregate
interference in large scale cognitive wireless networks under both in-
terweave and underlay access mechanisms.
2. To study the impact of both the node and the network level dynamics
on the aggregate interference.
3. To explore the degrees-of-freedom available for enhancing the per-
formance of the secondary network while satisfying the co-existence
constraint.
4. To investigate the end-to-end performance of a large scale CRN under
multi-hop relaying strategy by developing:
a) an appropriate metric to capture the spatial dimension for the
information ow;
b) a QoS aware forwarding mechanism.
5. To address optimal exploitation of diversity gains harnessed by adapt-
ing multiple antennas.
6. To characterize the performance of the primary user when CRs im-
plement distributed interference protection using local channel state
information.
7. To study the self-coexistence mechanism and its impact on the pri-
mary user’s performance.
8. To investigate the potential of transmitter-receiver cooperation for in-
creasing the detection reliability.
9. To characterize the performance of the secondary network under the
interweave spectrum access paradigm.
10. To explore the possibility of employing CRs for provisioning energy
ecient communication.
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1.7 thesis contributions & organization
This dissertation is organized in three distinct parts. Appendix A presents
the key statistical preliminaries.The novel contributions of each part are sum-
marized as follows:
Part I: Cognitive Underlay Networks
Part I is dedicated to address the vital design issues pertinent to cognitive
underlay networks. The novel contributions presented in Part I are as fol-
lows:
a. Dimensioning Guard-Zone for Cognitive Users: As discussed in Chapter 2 is based on
the work published
in Publication III.
Section 1.3.1, the underlay cognitive radio networks can concurrently
share the wireless medium with the primary user as long as the pri-
mary user’s QoS requirements are guaranteed. The primary user’s
QoS requirements are readily expressed in terms of the link outage
probability (OP). Now in order to ensure that the OP of the primary
user never exceeds a specied threshold, secondary users should re-
main silent in a certain no-talk zone of spatial radius re. Chapter 2, in-
vestigates the dimensioning issues for the primary user’s guard-zone.
More specically, we derive a closed form expression for the radius
of a guard zone (re) required at a primary receiver. It is demonstrated
that re is not only strongly coupled with the primary user’s QoS re-
quirement but it is also dependent upon the secondary network’s con-
nectivity, medium access, QoS and routing mechanisms.
b. Multi-AntennaMulti-hopUnderlayCognitiveNetworks: In Chap-
ter 2, a spatial guard-zone was introduced to protect the primary user’s
transmission. The secondary access strategy empowered by the guard-
zone based interference protection is quite eective when secondary
users operate in the presence of a single primary link. However for a
large scale primary network (formed by multiple active links which
are distributed across space) the guard-zone based co-existence strat-
egy is not an attractive solution. Consequently, in chapter 3, we ex-
plore an alternative degree-of-freedom, i.e., the medium access proba-
bility. In order to capture the spatial information ow in multi-hop cog-
nitive networks, we dene a new unied metric termed as achievable
spatial throughput. We quantify the achievable spatial throughput of a
multi-antenna Poisson CRN collocated with a Poisson multi-antenna
primary network. CR users employ Slotted-ALOHA medium access
control. The success probability (SP) of a primary link is quantied
in the presence of the secondary and primary interferers. It is demon-
strated that a two fold gain is experienced by employing multiple an-
14 introduction
tennas at primary, i.e., (i) the xed high desired SP threshold is met;
(ii) CRs can also be accommodated without QoS deterioration. Further-
more, the maximum permissible medium access probability (MAP) for
a CRN is derived from the link SP and the primary user’s QoS con-
straint. The impact of the number of antennas and the modulationChapter 3 is based on
the work published
in Publications I & X.
employed at the primary on the permissible MAP of the CRN is also
explored. The situation where CR users employ multi-hop communi-
cation, QoS aware relaying with a radian sector forwarding area is also
studied. The average forward progress (AFP) and isolation probability
for a CR user with QoS based connectivity is characterized under the
permissible MAP. The spatial throughput for the CRN is quantied by
the analysis of the AFP and the permissible MAP. It is shown that there
exists an optimal MAP which maximizes the spatial throughput of the
CRN. This optimal MAP is coupled with the permissible MAP, density
of users, number of antennas and modulation schemes employed in
both primary and secondary networks. Lastly, a few important design
questions are investigated for multi-hop MIMO underlay CRNs.
c. The MAP Adaptation and the Spectral Eciency Wall: ChapterChapter 4 is based on
the work published
in Publication II.
4 builds on top of chapter 3. More specically, chapter 3 leads to two
interesting observations: (i) there exists an optimal MAP which max-
imizes the throughput performance of CRN; (ii) it is not always pos-
sible to employ the optimal MAP as an operational point due to the
primary’s enforced QoS constraint. This motivates us to adapt a moreNotice that in
chapter 4 our
primary focus is to
reveal the
fundamental degrees
of freedom available
in an cognitive
underlay network. To
this end, we restrict
our attention to the
scenario where both
primary and
secondary nodes are
equipped with a
single antenna.
Extensions to the
case of multiple
antennas follow
similar course as
outlined in chapter 3.
fundamental and comprehensive approach to explore the design pa-
rameters of a large scale cognitive underlay network. Consequently
in chapter 4, we develop a comprehensive analytical framework to
characterize the area spectral eciency of a large scale Poisson cog-
nitive underlay network. The developed framework explicitly accom-
modates channel, topological and medium access uncertainties. We
highlight the two available degrees of freedom in cognitive underlay
networks, i.e., medium access probability and transmit power. While
from the primary user’s perspective tuning either to control the in-
terference is equivalent, the picture is dierent for the secondary net-
work. We show the existence of an area spectral eciency wall un-
der both adaptation schemes. We also demonstrate that the adaptation
of just one of these degrees of freedom does not lead to the optimal
performance. But signicant performance gains can be harnessed by
jointly tuning both the medium access probability and the transmis-
sion power of the secondary networks. We explore several design pa-
rameters for both adaptation schemes. Finally, we extend our quest to
more complex point-to-point and broadcast networks to demonstrate
the superior performance of joint tuning policies.
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Part II : Cognitive Interweave Networks
Part II, of this dissertation attempts to characterize the aggregate interfer-
ence in large scale cognitive interweave networks. The novel contributions
of this part can be summarized as follows:
a. Modeling Aggregate Interference in Cognitive Interweave Net-
works: Interference modeling for an interweave CRN is a more chal- Chapter 5 is based on
the work published
in Publications VI &
XIII.
lenging task than the one addressed in context of underlay networks.
This is because of the intricate coupling between the secondary user’s
aggregate interference and spectrum sensing mechanism. In chapter
5, we develop a statistical framework to model the OP, throughput
and ergodic capacity of a primary/licensed user, while operating in
the presence of a collocated, spectrum sensing, (Poisson) ad hoc CRN.
The existing primary beacon enabled interweave spectrum sharing
model is utilized for evaluating the interference at a typical primary
receiver. We consider that based on the degree of knowledge about
the primary user, the CRs employ either a matched lter or an energy
detector for spectrum sensing. Furthermore, three dierent architec-
tures for spectrum sensing based on the spatial conguration of the
platform which performs the sensing are proposed. It is demonstrated
that these dierent architectures exploit the geometric uncertainty of
the link distances to provide a superior performance in terms of OP,
throughput and ergodic capacity. A comprehensive study of how the
OP for a primary user is coupled with dierent parameters of the CRN
is carried out. We further investigate the optimal signal to interference
ratio (SIR) threshold which maximizes the primary’s throughput and
an optimal medium access probability (MAP) for the secondary net-
work which satises the primary’s desired quality of service (QoS) con-
straints. Lastly, the impact of the self-coexistence constraint on both
the OP and throughput of the primary is highlighted. We show that ig-
noring the self-coexistence constraint results in an over-estimation of
the interference and the outage. So in summary, this chapter presents
a comprehensive analysis of the choice of optimal design parameters
for a CRN to minimize the OP or maximize the throughput and ergodic
capacity of the primary while considering various detection schemes
and architectures.
b. Transmission Capacity Analysis: The spatial throughput of a large Chapter 6 is based on
the work published
in Publications XI &
XII.
scale primary network can be characterized in terms of a transmission
capacity metric. More specically, the transmission capacity (TC) is de-
ned as the number of concurrent successful transmissions occurring
per unit area in the primary network, subject to some OP constraint
in the presence of collocated secondary network. In chapter 6 we de-
velop a comprehensive statistical framework to study the TC of the
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primary network in the presence of a collocated CRN operating under
the self-coexistence constraint. Considering a system model based on
stochastic geometry and the primary beacon enabled interweave spec-
trum sharing model, the OP of a typical primary receiver is studied.
The scaling laws for the OP of a typical primary receiver are estab-
lished. With the help of simulations it is shown that the TC of the
primary network decreases with an increasing number of secondary
users and the degree of the self-coexistence.
c. Nearly Exact Laplace transform for the Aggregate Interference:Chapter 7 is based on
the work published
in Publication IV.
Chapter 7 revisits the problem of interference modeling introduced in
chapter 5 under a more generic setup. In chapter 7 we present a novel
closed-form expression for an upper bound on the OP of a primary re-
ceiver operating in the presence of a Poisson eld of spectrum sensing
cognitive radios (CRs). Notice that the bound is more useful than the
approximations (presented in chapter 5) because the analysis based on
the approximations cannot be employed to provide performance guar-
antees (see chapter 7 for details). In order to demonstrate the tightness
of the proposed bound, we corroborate our analytical results with a
Monte Carlo simulations. The upper-bound is employed to develop a
more generic throughput metric for the primary link, namely, trans-
port throughput.
Part III: Energy Eciency
Chapter 8 is based on
the work published
in Publications VIII &
IX.
The key motivation behind part III was to explore whether CRs can be em-
ployed to improve the energy eciency (EE) of a large scale ad hoc wireless
networks. It turns out that the quantication of energy eciency for ad hoc
networks even without any cognitive processing is an open issue. To this
end, in chapter 8, we present an analytical approach to quantify the EE of a
large scale interference limited wireless ad hoc network. Our quantitative in-
vestigation addresses energy consumption at physical, medium access control
(MAC) and routing layers. Specically, we analytically characterize the en-
ergy consumption of a large scale wireless ad hoc network, where users wish
to communicate with their intended destinations under a certain quality of
service (QoS) constraint. User/node level energy expenses are quantied by
analyzing the power consumption of communication hardware.
Inspired by current trends in radio transceiver design, our analysis consid-
ers three popular transceiver architectures. It is assumed that nodes which
defer their own transmission under Slotted ALOHA protocol, assist other
nodes by acting as relays. In essence, an arbitrary source communicates
with its destination via multihop transmission. Although, we do not con-
sider a particular routing scheme, the forwarding strategy is similar to long-
hop/greedy routing (GR). While quantifying the overall EE of the network,
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the geometry of the forwarding areas resulting from dierent GR type relay-
ing strategies is also explicitly addressed. Unlike prior studies, the link model
is formulated by considering: (i) the large-scale path-loss and the small-scale
Rayleigh fading; (ii) the co-channel network interference; and (iii) the user’s
desired QoS requirements. Recognizing that the EE of a large scale ad hoc
network is strongly coupled with connectivity attributes, the link and rout-
ing models are employed to establish two critical quantities, i.e., the single
hop maximum forward progress and the node isolation probability. The num-
ber of hops required by an arbitrary source to connect with its destination is
quantied from single hop maximum forward progress.
Finally, the user level hardware power consumption model, the MAC pro-
tocol, the desired QoS constraint, the single hop forward progress, the node
isolation probability and the hop count statistics are all combined to estab-
lish an analytical expression for the EE of a large scale ad hoc network. Both
analytical and Monte-Carlo simulations are employed to investigate the im-
pact of several parametric variations on the connectivity attributes and the
EE. Our results indicate, that several hypotheses established in the existing
literature ignore the network interference and the fading breaks down for a
large scale interference limited network. We also demonstrate that medium
access probability (MAP) is a cross-layer parameter and there exists an opti-
mum MAP which maximizes the EE
Finally, we conclude this thesis by a brief commentary on how CRs can be
adapted to improve the energy and spectral eciency and point out future
directions for the research in this area.

Part I
C O G N I T I V E U N D E R L AY N E T W O R K S

2
Q UA N T I F Y I N G T H E P R I M A R Y ’ S G UA R D - Z O N E U N D E R
C O G N I T I V E U S E R ’ S R O U T I N G A N D M E D I U M A C C E S S
Primary objective:
 To dimension the
guard-zone required
for protecting the
primary user’s
transmissions in
presence of
co-channel the
secondary users.
 To study the
impact of the
secondary network’s
routing and medium
access control
strategy on
dimensions of
guard-zone.
abstract
In this chapter, we derive a closed form expression for the radius of
a guard zone (re) required at a primary receiver operating in the pres-
ence of a cognitive radio network while ensuring the primary’s desired
quality of service (QoS). We demonstrate that re is not only strongly
coupled with the primary’s QoS requirement but it is also dependent
upon the secondary network’s connectivity, medium access, QoS and
routing mechanisms.
2.1 introduction
As discussed in chapter 1, the operational interference constraint on CRs
dictates that secondary users should shape their transmissions such that the
primary user can still experience an acceptable QoS. The notion of shaping
the transmission parameter arise from the challenge 1. Notice that challenge
1, arise due to impracticallity of implementing an interference temprature
based co-existence strategy (please refer to chapter 1). Now in order to en-
sure that the OP of the primary user never exceeds a specied threshold, one
mechanism is to design a CR network such that the secondary users should
remain silent in a certain no-talk zone of spatial radius re. In [64] the authors
centered such a no-talk zone on the primary transmitter and derived an ex-
pression for re. They termed this guard zone the primary exclusive region
(PER). Key considerations:
 Spectrum sharing
enabled by
employing spatial
guard-zone based
interference control.
 Single primary
link operating in the
presence of multiple
co-channel secondary
users.
 Secondary user’s
employ multi-hop
transmissions.
References [65] and [66] extended [64] to study the PER under small scale
Rayleigh fading and shadowing respectively, while the PER with exploita-
tion of polarimetric dimension is investigated in [67]. However, all of these
studies do not consider the actual operational details of the secondary users.
More specically, the existing studies consider neither the MAC enforced
in the secondary network nor the secondary network’s desired QoS. Conse-
quently, the existing models can at best be extended to characterize the PER
under only a single hop communication of the secondary users. Butmulti-hop
architecture and dynamic network topology are some of the key distinguish-
ing factors for the next generation of ad-hoc CR networks (CRNs) [68] and
so in this chapter:
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1. We formulate the primary’s guard zone by considering an alternative
denition, i.e., the primary’s guard zone is dened as the disk of radius
re centered on the primary receiver. This alternative denition is more
generic because: (i) it allows for a straight-forward extension to the
case of multiple primary users; (ii) it has a more intuitive denition
since the primary receiver is the victim of the aggregate interference
and not the primary transmitter; and (iii) an equivalent PER model can
be constructed for the broadcast type networks as in [64].
2. We derive an explicit expression for the radius (re) of the guard zone,
while considering the multi-hop forwarding strategy employed by the
CRs with a certain minimum QoS requirement (expressed in terms of
SIR). More specically, we consider three dierent forwarding schemesAsummption I: We
assume that both the
primary and the
secondary networks
are interference
limited.
where the CRs employ optimal relaying strategies under the slotted
ALOHA MAC protocol combined with SIR threshold and geometric
constraints. We study a scenario where CR transmitters tune their
MAP (i.e., p) such that the probability of isolation (pISO) for any ar-
bitrary CR transmitter remains below a desired threshold (eISO) at a
particular SIR threshold (γs).Asummption II: In
order to ensure
analytical
tractability an
upper-bound on the
SIR at an arbitrary
secondary receiver is
obtained by ignoring
the interference from
a single primary link
(see Section 2.4).
To the best of our knowledge, no previous study has addressed the problem
of quantifying the primary’s guard zone while addressing both the MAC and
the routing of the secondary network.
2.2 spatial and channel model
2.2.1 Primary Link and Guard Zone
In this chapter, we consider a single primary communication link operating
in the presence of an ad-hoc CRN (underlay networks with multiple primary
users are studied in next two chapters). The primary link (PTX → PRX)
is formed by a primary receiver (PRX) located at the origin and a primary
transmitter (PTX) located at a distance rp from PRX . The primary’s spatial
no-talk zone or guard zone is modeled by a disk of radius re centered on the
PRX .
2.2.2 Geometry of Secondary Network
The locations of the secondary users at any arbitrary time instant are mod-
eled by a stationary Poisson point process (SPPP) [60] Πs with intensity λs
onR2\b(o, re). Here b(o, r) denotes a ball of radius r centered at the origin
and λs is the number of CR nodes per unit area. More specically, the prob-
ability of nding k ∈ N CR nodes inside an area A ⊆ R2\b(o, re) follows
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the Poisson law with the mean measure Λ(A) = λs
∫
A dx [60], where ifA
is a ball of radius r then Λ(A) = λspir2.
2.2.3 Channel Model
All four type of links (i.e., primary to primary, secondary to secondary, pri-
mary to secondary and secondary to primary) are assumed to operate in a
Rayleigh, at-fading environment. The overall channel gain between trans-
mitter and receiver separated by distance R (in both networks) is modeled
as Hl(R). Here, H is a unit mean exponential random variable and l(R) =
CR−α is the power-law, path-loss function. This path-loss function depends
on the distance R, a frequency dependent constant C and an environmen-
t/terrain dependent path-loss exponent α. The fading channel gains are as-
sumed to be mutually independent and identically distributed (i.i.d.) across
dierent links. Asummption III:
Without any loss of
generality, we will
assume that the
frequency dependent
constantC = 1 for
the rest of this
discussion.
2.3 medium access and routing in a crn
CR transmitters which are outside the primary’s guard zone employ slotted
ALOHA MAC protocol to schedule their transmissions. So at an arbitrary
time instant the SPPP of the CR nodes (Πs) can be decomposed into two
distinct subsets, i.e., CR transmitters and CR receivers. Let 1(x) denote a
Bernoulli indicator random variable with parameter p (independent of x),
and so
ΠTXs = {x ∈ Πs : 1(x = 1)}with λTXs = λsp, (2.1)
ΠRXs = {x ∈ Πs : 1(x = 0)}with λRXs = λs(1− p),
where p is the previously dened MAP. We will consider a scenario where
CR transmitters want to communicate with an innitely distant destination Note: The
assumption of
innitely far
destinations can
easily be relaxed (see
Chapter 8). Also
notice that our
analysis is based on
node isolation
probability which is
independent of the
source-destination
separation.
in a multi-hop manner. CR receivers in ΠRXs serve as intermediate relays
between an arbitrary CR transmitter and its destination. Each transmitted
packet is routed via a secondary’s QoS-aware forwarding strategy. More
specically,
1. Any receiver y ∈ ΠRXs is considered as a potential relay for a CR trans-
mitter x ∈ ΠTXs in an arbitrary slotted ALOHA time slot i the SIR of
the received packet at y is above a predened, desired SIR threshold,
γs. The set of potential relays for transmitter x that satisfy the SIR
constraint can be denoted by a random setR(x).
2. Amongst all potential relaysR(x), x ∈ ΠTXs , a receiver is selected as
a relay i it provides maximum forward progress towards the destina-
tion.
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In most practical situations γs > 1 [69] (for narrow-band communication)
and so each relay is associated with a unique CR transmitter. Moreover, as in-
dicated by the second condition above, the actual relay selection is strongly
coupled with the geometry of the network resulting from the routing proto-
col. In order to maintain generality, we do not consider any specic routing
protocol. Rather, we will consider three dierent geometric setups which
result from the majority of the routing strategies.
a. Radian Sector Forwarding: Under radian sector forwarding (RSF)
routing each CR transmitter only selects the relays in a sector of ra-
dius r with a central angle φ provided the desired SIR threshold γs is
satised. Since we are considering a scenario where the destination is
located at innity (r → ∞) then the RSF routing is parametrized by
only φ. Notice that several practical routing protocols with greedy for-
warding (e.g., GeRaF, GIF, GEAR[70]) result in the geometry similar to
this RSF protocol [71]. Fig. 2.1a graphically illustrates the geometric
setup under RSF routing mechanism.Notice that each of
these forwarding
strategies
corresponds to a
dierent level of
route directionality.
RSF provision the
best directional
control between the
source and its
intended destination,
while UCF provides
the least.
b. Half Plane Forwarding: Under half plane forwarding (HPF) a CR
transmitter selects the relays satisfying the SIR constraint in the left,
right, top or bottom half plane depending on the location of the des-
tination. The HPF routing protocol can be considered as a simplied
version of a maximum forward progress protocol [71]. Most greedy
routing schemes work under such a geometric setup. These strategies
are further explored in chapter 8 in details.
c. Unconstrained Forwarding:Under unconstrained forwarding (UCF)
a CR transmitter selects any relay that is able to decode its transmis-
sion under the SIR constraints. This type of routing protocol is con-
sidered when every node has some data for every destination in any
arbitrary direction. Alternatively, a destination can be reached via dif-
ferent equivalent paths. Although, this type of routing protocol is ide-
alistic, it provides an upper bound on the performance of any routing
protocol.
2.3 medium access and routing in a crn 25
−50 −40 −30 −20 −10 0 10 20 30 40 50
−50
−40
−30
−20
−10
0
10
20
30
40
50
X−axis 
Y
−
a
x
is
φ
Relay
satisfying
QoS
constraint
Relay
not−satisfying
QoS
requirements
CR− transmitter
Destination
(a) QoS aware radian sector forwarding in a large scale CRN.
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Figure 2.1: Geometry of the forwarding region under radian sector and half plane
forwarding mechanisms.
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2.4 map for crs under route isolation constraint
In this section, we derive the MAP for a CR transmitter under route isolation
constraint. We rst characterize the route isolation probability under RSF,
HPF and UCF routing strategies and then employ the isolation probability to
derive the maximum permissible MAP such that a desired isolation threshold
can be guaranteed.Isolation probability
of the secondary user
Theorem 2.1 In an interference limited ad-hoc CRN the probability (pISO)
that an arbitrary CR transmitter (x ∈ ΠTXs ) cannot nd any suitable re-
lay (y ∈ ΠRXs ) satisfying the desired SIR and routing constraints is given
by
p{t}ISO = exp
(
−κt 1− p
p
sin(δ)
δγ
δ/pi
s
)
, (2.2)
where t ∈ {RSF,HPF,UCF}, κRSF = φ/2pi,κHPF = 0.5, κUCF = 1,
δ = 2piα and p is the ALOHA MAP.
proof: From (3.2) bothΠRXs andΠTXs are SPPPs constructed via p−thinn-
ing of Πs. Since ΠTXs is stationary, by employing Silvnyak’s theorem [60] a
probe transmitter can be added at location z and then the network can be
re-centered (appropriately at z) by translating each point of Πs ∪ {z} and
the primary link. The SIR with respect to probe transmitter, measured at an
arbitrary CR receiver y ∈ ΠRXs located at distance r from the origin, is given
byQuick Reference
Silvnyak’s Theorem:
The law of the
stationary Poisson
point process does not
change by addition
of an arbitrary point.
γ (H, r, I) =
HPsl(r)
I + Ipc(z, r)
≤ HPsl(r)
I
, (2.3)
where, H is the channel gain between probe transmitter and a relay, Ps is
the transmit power of the CR transmitter, I = ∑i∈ΠTXs \{o} Hil(Ri)Ps is the
aggregate secondary to secondary interference and Ipc(z, r) is the interfer-
ence from the primary transmitter to secondary receiver. In order to ensure
analytical tractability, we utilize the upper bound on the SIR obtained by
ignoring Ipc(z, r). This upper-bound reduces to the equality when all CR
receivers are capable of perfectly canceling the interference [3] from the pri-
mary user. Then the potential relays for the probe transmitter form a marked
Poisson point process (ΠRLs ) constructed by assigning the i.i.d. fading, inter-
ference marks and a position dependent SIR constraint mark to each receiver
in ΠRXs . The location dependent SIR marks are dened as
1γs (γ (H, r, I)) =
1 γ(H, r, I) ≥ γs0 γ(H, r, I) < γs . (2.4)
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The mean measure of ΠRLs can be computed as
ΛRLs (A) =
∫ ∞
0
∫ ∞
0
∫
A
λRXs 2pir1γs (γ(h,r,i)) fH(h) f I(i)drdhdi,
=
∫ ∞
0
∫ ∞
0
∫
A
λRXs 2pir1γs
(
H> iγsr
α
Ps
)
fH(h) f I(i)drdhdi,
=
∫ ∞
0
∫
A
λRXs 2pir exp
(
−iγsr
α
Ps
)
f I(i)drdi,
=
∫
A
λRXs 2pir EI (exp (−sI))|s= γsrαPs︸ ︷︷ ︸
A1
dr. (2.5)
Mean measure of an
inhomogenous point
process formed by
relays.
Notice that A1 is the Laplace transform of the aggregate interference under
the slotted ALOHA protocol which can be computed as [44]
A1 = EI (exp (−sI))|s= γsrαPs = exp
(
−λ
TX
s piγ
δ/pi
s δ
sin(δ)
r2
)
. (2.6)
Substituting (2.6) into (2.5), then we get
ΛRLs (A) =
∫
A
λRXs 2pir exp
(
−λ
TX
s piγ
δ/pi
s δ
sin(δ)
r2
)
dr. (2.7)
The UCF scheme is independent of the angle θ between the probe transmitter
and the potential relays, while the other two schemes require knowledge
of θ. Hence additional i.i.d. uniformly distributed marks θ ∼ U (0, 2pi) are
assigned to ΠRLs , i.e.,
ΛRL,ts (A) =
∫ θt2
θt1
ΛRLs (A) fθ(θ)dθ,
with θRSF1 = −θRSF2 = − φ2 and θHPF1 = −θHPF2 = −pi2 . The probability that
a probe transmitter does not have any potential relay in A is the following
void probability of ΠRLs ,
p{t}ISO = Pr
{
ΠRLs (A) = ∅
}
= exp
(
−ΛRL,ts (A)
)
. (2.8)
Finally, substituting (2.7) into (8.26) and evaluating the integral with A =
[0,∞], we arrive at p{t}ISO in (2.2). 
An important observation from (2.2) is that the isolation probability of any
x ∈ ΠTXs is independent of the user density (λs). Also notice that the CRs
need to select p such that the out-degree (i.e., the average number of re-
ceivers per transmitter (1−p)/p) of each CR transmitter is maximized, or in
other words the isolation is minimized. Consequently, CRs should intelli-
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gently tune their MAP p to tolerate a certain small amount of isolation at a
desired communication rate log2(1+ γs).Connectivity is
function of desired
QoS.
Maximum
permissible MAP. Corollary 2.1 In a secondary interference limited ad-hoc CRN the max-
imum permissible MAP (pmax) which ensures that an arbitrary CR trans-
mitter is only isolated eISO× 100% of the time at the desired SIR γs under
RSF, HPF or UCF routing is given by
pmax = min
(
sin(δ)κt
κt sin(δ)− δγδ/pis ln(eISO)
, 1
)
. (2.9)
proof: The proof follows from bounding (2.2) by eISO. 
2.5 primary’s guard zone under success probability constraint
In this section, we characterize the radius of the primary’s guard zone en-
suring that the primary’s QoS constraint is satised and that the CR adapts
its MAP to minimize its isolation under RSF/UCF/HPF routing strategies.
Radius of the spatial
no-talk zone.
Theorem 2.2 In an interference limited scenario, the minimum guard
zone (re) for the primary receiver in which all CR transmitters are obliged
to keep silent is given by
re =
 − ln
(
s{p}th
)
(α− 2) η
2piλsγprαpmin
(
sin(δ)κt
κt sin(δ)−δγδ/pis ln(eISO)
, 1
)
 12−α , (2.10)
where, η = Pp/Ps is the ratio of transmit powers of the primary and sec-
ondary transmitters, s{p}th is the success probability threshold for the pri-
mary link , γp is the desired SIR threshold for the primary and rp is the
primary link distance.
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proof: The desired QoS (γp, s
{p}
th ) constraint for the primary link can
be expressed as
P
{p}
suc = Pr

PpHl(rp)
Ps ∑
i∈ΠTXs \{o}
Hil(Ri)︸ ︷︷ ︸
Is
≥ γp

, (2.11)
= EIs
(
exp
(
−γpr
α
p
η
Is
))
,
≤
(a)
exp
(
−γpr
α
p
η
EIs(Is)
)
,
=
(b)
exp
(
−γpr
α
p
η
λspmax2pir2−αe
α− 2
)
,
where (a) follows from Jensen’s inequality and (b) can be obtained by
employing Campbell’s theorem [60]. Using the fact that P{p}suc ≥ s{p}th then
solving (2.11) for re we obtain (2.10). 
Remark 2.1 In deriving (2.2) and (2.10), we did not consider the impact
of the large scale Log-normal shadowing. Nevertheless, by adopting the
steps similar to the Publication VII, the shadowing can be incorporated
into analysis in a straight forward manner. Notice that the introduction of
shadowing will results in a mere rescaling of the results presented in this
chapter and hence will not eect the conclusions.
2.6 results
In the last two sections, we developed an analytical framework to quantify
re in the presence of a collocated Poisson CRN with routing and QoS con-
straints. In this section, we employ simulations to study the impact of both
the forwarding scheme and the user density of the secondary network on
re. Without loss of generality we consider that the desired SIR thresholds
for both the primary link and the secondary links are equal, i.e., γs = γp.
Furthermore, we employ the SIR thresholds provided in [69] (for 802.11 net-
works) which corresponding to dierent achievable bit rates with dierent
modulation and coding schemes (see Table II in [69]).
As is clear in Fig. 2.2a, re decreases with a decrease in the secondary net-
work’s isolation constraint (eISO). More specically, as eISO → 0, CRs re-
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(a) Impact of the secondary’s isolation constraint (eISO) on the
primary’s guard zone (re).
0 0.2 0.4 0.6 0.8 1
0
5
10
15
20
25
30
35
40
Secondary User Density (λ
s
)
R
a
d
iu
s 
o
f 
G
u
a
rd
 Z
o
n
e
 (
r e
)
 
 
RSF 
HPF 
UCF 
s
{p}
th
=0.9
s
{p}
th
=0.5
(b) Impact of the secondary user’s density (λs) on the primary’s
guard zone (re).
Figure 2.2: Impact of the secondary network’s connectivity and QoS on primary’s
guard zone with λs = 10−3 (in (a)),φ = pi/2, η = 1 (in (a)) & η = 10
(in (b)), s{p}th = 0.9 (in (a)), α = 4 ,rp = 5, eISO = 0.1 (in (b)) and
γs = γp = 6.02 dB (in (b)) (see 2.10)Notice that the units of re depends
on the corresponding unit of the user density (λs), i.e., if λs is taken as
number of nodes per metre square, re is measured in metre. Similarly, if
the density is taken as per kilo metre square, re is measured in kilometre.
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duce their MAP (p) and hence the aggregate interference experienced at
PRX decreases. When a constant success probability (s
{p}
th ) is desired by the
primary network, the decrease in the interference can be oset to decrease re.
From Fig. 2.2a we also notice that for a xed eISO constraint, the primary’s
keep-out distance decreases with increasing directionality of the secondary’s
forwarding strategy. In other words, re for RSF is smaller than for the other
two strategies. This is because, the increased directionality of routing is
achieved at the cost of reducing the MAP p or by increasing the average
out-degree/ number of relays. The primary’s guard zone (re) also decreases
with decrease in the desired bit-rate.
Fig. 2.2b shows that the re increases with an increase in the secondary
user density (λs) for xed SIR threshold and s
{p}
th . As noticed earlier, the
maximum MAP (pmax) under the isolation constraint does not depend on λs.
However, for xed pmax the aggregate interference on PRX increases with
λs. So, in order to maintain constant s
{p}
th , this increase in the interference
can be oset by increasing re.
2.7 conclusion
In this chapter, we developed a statistical model to quantify the radius of the
guard-zone for a primary receiver coexisting with an underlay CRN. The
guard-zone empowered underlay CRN implements an interference control
mechanism, i.e., simultaneous transmissions from the CRs are only provi-
sioned outside a no-talk zone such that primary user’s QoS requirements
are always guaranteed. We demonstrated that such an interference control
mechanism should also cater for the dynamics of the secondary network.
More specically, the co-channel interference generated by the secondary
users is a function of the employed medium access control and routing strate-
gies. Consequently, these dynamics must be appropriately addressed while
dimensioning the guard-zone. Under such considerations, it is shown that
high co-channel interference will not only eect the link success probability
of the primary user but it is also deteriorates the QoS driven connectivity
requirements of the secondary users. Moreover, when CRs adapt their trans-
mission parameters such that their desired QoS requirements are guaranteed
they also reduce the aggregate interference experienced at the primary re-
ceiver. For a certain xed primary QoS requirements, gain in performance
due to aggregate interference reduction can be translated into a smaller no-
talk region, i.e., spectral eciency can be improved by accommodating more
CRs across the spatial domain.
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A C H I E VA B L E S PAT I A L T H R O U G H P U T I N
M U L T I -A N T E N N A C O G N I T I V E U N D E R L AY N E T W O R K S
W I T H M U L T I - H O P R E L AY I N G
Primary objective:
 To quantify the
performance of a
large scale MIMO
primary network in
the presence of an
underlay CRN.
 To quantify the
bits-m/sec/Hz/m2
performance of the
secondary network.
 To explore the
design parameters
for a multi-hop
multi-antenna
secondary network.
abstract
In this chapter, we quantify the achievable spatial throughput of a multi-
antenna Poisson CRN collocated with a Poisson multi-antenna primary
network. CR users employ Slotted-ALOHA medium access control. The
success probability (SP) of a primary link is quantied in the presence
of the secondary and primary interferers. It is demonstrated that two
fold gains are experienced by employing multiple antennas at primary,
i.e., (i) the xed high desired SP threshold is met; (ii) CRs can also be
accommodated without QoS deterioration. Further in this chapter, the
maximum permissible MAP for CRN is derived from the link SP and
primary users QoS constraint. The impact of the number of antennas
and modulation employed at the primary on the permissible MAP of
the CRN is also explored. Assuming that CR users employ multi-hop
communication, QoS aware relaying with a radian sector forwarding
area is studied. The average forward progress (AFP) and isolation prob-
ability for a CR user with QoS based connectivity is characterized under
the permissible MAP. The spatial throughput for the CRN is quantied
by the analysis of the AFP and the permissible MAP. It is shown that
there exists an optimal MAP which maximizes the spatial throughput of
the CRN. This optimal MAP is coupled with the permissible MAP, den-
sity of users, number of antennas and modulation schemes employed in
both primary and secondary networks. Lastly, a few important design
questions are investigated for multi-hop MIMO underlay CRNs.
3.1 motivation
Why Underlay?
Architectural
simplicity.
In the last decade or so, underlay CRNs have gained a lot of attention from
the research community [72, 73]; mainly due to the inherent architectural
simplicity. As discussed in chapters 1 and 2, in an underlay paradigm, both
CR and PU share the same frequency band. CR users are allowed to schedule
their transmissions simultaneously with PUs as long as the QoS requirement
of the PU is satised. In the previous chapter, we studied the spectrum shar-
ing between a single PU link and a large scale CRN by employing a spatial
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guard-zone at a primary receiver. In this chapter, our analysis is mainly mo-
tivated by the fact that for a large scale primary network, implementing the
guard-zone based interference protection (as introduced in chapter 2) may
not be a viable solution. This is mainly because for a large scale CRNs, CRs
need to localize multiple PU and estimate their relative position from them.
Such a localization has to be performed in real-time which renders it infea-
sible from implementation perspective. Consequently, an alternative degree
of freedom (such as transmit power or medium access probability) must be
adapted to ensure peaceful co-existence with the primary network.
In order to further optimize the performance of wireless networks, the
multiple antenna enabled communication paradigm has become an integral
part of next generation wireless standards (LTE and WiMAX [74]). This canWhy MIMO
Underlay CRNs?
Additional degree of
freedom due to
diversity gain.
be credited to the enormous potential which MIMO systems have demon-
strated on three important fronts, i.e., (i) improving transmission reliability
by harnessing diversity and coding gains [75, 76]; (ii) enhancing the through-
put without bandwidth expansion using the spatial multiplexing [77] and
(iii) interference mitigation by sophisticated signal processing techniques
such as interference cancellation and alignment [78]. These promising per-
formance enhancements of MIMO and the architectural simplicity of the
underlay CRs, have complemented each other well [57, 79–82].
Despite the growing popularity, ad-hoc underlay MIMO CRNs with multi-
hop relaying have not been explored so far. The design-space and the through-
put potential of such networks have not been investigated under the dy-
namics of geometric, channel and medium access uncertainties. The devel-Network
Uncertainities: node
location,channel
propagation,
medium access.
opment of an appropriate metric to characterize the end-to-end performance
also remains an open issue. In this chapter, we launch a preliminary investi-
gation of these important and interesting, yet un-explored, design issues.
3.2 contributions & chapter organization
In this chapter, we consider a primary/legacy network collocated with a CRN.
The spatial properties of both networks are analyzed by borrowing well es-
tablished tools from stochastic geometry [60]. The key contributions of this
chapter can be summarized as follow:
1. We quantify the maximum permissible density (3.7) of the CR trans-
mitters that can share the frequency band with the PUs under the PUs’
desired QoS requirement (see 3.5). Considering that CRs schedule their
transmission by employing the Slotted-ALOHA medium access con-
trol (MAC), we then characterize the maximum permissible medium
access probability (MAP) for the CRN when the average number of the
CR transmitters per unit area is xed. The maximum permissible MAP
for the CRN is strongly coupled with the link success probability of the
PU and its desired QoS constraint. Considering a large scale legacy
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network, where PUs employ maximum ratio transmission (MRT) at
the transmitter and maximum ratio combining (MRC) at the receiver
(combinely known as MIMO MRC [83, 84]), we quantify the link suc-
cess probability of the primary in the presence of inter-network (co-
channel PU) and intra-network (co-channel CR) interference. To the
best of our knowledge, none of the studies in past have characterized
the exact link success probability of the MIMO MRC enabled primary
system in the presence of both inter-network and intra-network in-
terference in closed form, considering both spatial and channel uncer-
tainty. To this end, we rst establish a closed form expression for the
success probability of an arbitrary PU, which is then used to quantify
the maximum permissible density of SUs.
QoS aware relaying
employs only those
relays which can
satisfy the desired
QoS (characterized
by the SIR and
reliabilitiy
thresholds).
2. Considering the maximum permissible density of the CR transmitters,
we introduce a QoS aware multi-hop relaying strategy for a MIMO un-
derlay ad-hoc CRN (see 3.8). The relaying model explicitly accommo-
dates the geometry of the forwarding region and the inherent spatial
and channel randomness. Unlike traditional relay selection which is
solely based on the geometry of the forwarding area, we investigate
an SIR based connectivity model for multi-hop secondary networks.
Notice that even for traditional wireless ad-hoc networks where users
are equipped with a single transmit and a single receive antenna, none
of the previous studies have investigated or proposed QoS aware re-
laying with co-channel interference. The state of the art results in liter-
ature have considered channel-aware forwarding [85], where neither
the desired QoS is taken into account nor the co-channel interference
is considered.
3. Performance analysis of the QoS aware relaying for ad-hoc MIMO
CRN is performed by employing the average single hop forward progre-
ss as a key metric.. Assuming that the SUs employ MIMO MRC, we The average single
hop forward progress
of an arbitrary CR
transmitter measures
the average spatial
progress of the packet
from CR transmitter
towards its intended
destination.
investigate the impact of the number of antennas (at both the CR
transmitter and the relays) on average spatial progress. Moreover, the
probability that a CR transmitter is isolated, i.e., it cannot connect to
any of the relays in the desired forwarding area, is also quantied.
Notice that the existing literature for traditional SISO/MIMO ad-hoc
networks only considers geographical isolation [71, 86], caused by the
lack of relays in the forwarding region. However, our denition of iso-
lation also accommodates the QoS triggered isolation.
4. Lastly, combining the maximum permissible MAP and the average sin-
gle hop forward progress of secondary transmission under the SUs
desired link SIR, we quantify the spatial throughput1 of the under-
lay MIMO ad-hoc CRN under QoS aware multi-hop relaying. We then
1 The denition of spatial throughput is deferred for subsequent discussion.
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demonstrate that there exists an optimal MAP probability for the CRN
which maximizes its achievable spatial throughput. The existence of
such an optimal MAP leads us to study some important design ques-
tions, i.e.,
a) Does the optimal MAP of the SUs depend on the density of the
CRs and the number of antennas employed by the SUs?
b) Is it possible to maximize the spatial throughput of a CRN by
selecting the optimal MAP under the maximum MAP constraint
enforced due to PUs’ desired link success probability?
c) How does the number of antennas, modulation and density of
the PU eect the achievable spatial throughput of the SUs?There exists an
optimal MAP which
maximizes the
spatial throughput of
the MIMO underlay
CRN.
d) Can SUs always increase their spatial throughput by increasing
the number of antennas at the CR terminal?
e) Considering the spatial throughput as a performance metric, does
the choice of modulation scheme for the secondary transmitter
depend upon the number of antennas at the CR user?
To the best of authors’ knowledge, none of the studies in the past have
addressed the above mentioned issues for multi-hop MIMO ad-hoc CRN.
Hence, the available degrees of freedom a CRN designer can exploit remains
un-identied. Nevertheless, for interested readers a brief survey of some lit-
erary contributions in the domain of MIMO CRN is summarized in 3.3.
3.3 related literature
In [79] Scutari et al. have investigated the design of MIMO CRNs, using a
competitive optimality approach from game theory. Under a competitive op-
timality criterion, every CR aims for the transmission strategy that unilat-
erally maximizes its achievable utility. The authors in [79], only consider a
peer-to-peer communication model without addressing the spatial congu-
ration of primary and secondary networks. In [82], the problem of transmit
adaptation is explored for a single MIMO/MISO CR link operating under
the constraint of opportunistic spectrum sharing. The capacity of the MI-
MO/MISO CR link is studied under the competing objectives of throughput
maximization and interference minimization. Convex optimization frame-
work is employed to strike an appropriate balance between the spatial multi-
plexing for a CR link and interference avoidance for primary receivers, when
multiple antennas are employed by the SUs. The authors in [57], extended
the work of Zhang et al. [82] and investigated the joint transmit-receive
antenna selection for a single MIMO CR link operating under interference
constraint from either multiple PUs with a single antenna or a single PU
with multiple antennas. A comprehensive survey of the work on MIMO
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CRNs is beyond the scope of this work. Interested readers are directed to
[57] and [82] for further references. None of the above mentioned studies
have addressed the dynamics induced by random topology of the CRN and
the primary network. These studies also focus on peer-to-peer communica-
tion paradigm, while our focus in this chapter is to investigate MIMO CRNs
employing multi-hop relaying. We employ a communication theoretic ap-
proach to explore the fundamental design space for such MIMO CRNs. No-
tice that contrary to past studies, we adopted a cross-layer approach for per-
formance analysis where the network level dynamics such as medium access
and routing were also considered. We considered
multiple primary
and multiple
secondary users
where secondary
communication is
empowered by the
multi-hop routing.
In [55, 72, 87] the authors have explored the throughput scaling of the
CRN employing a single antenna for peer-to-peer communication. The au-
thors in [52, 55, 72, 87] have utilized tools from stochastic geometry and per-
colation theory to derive these scaling properties. Recently, Rahul extended
these studies in [81], to study the transmission capacity of a spectrum shar-
ing ad-hoc network with multiple antennas. He considers a scenario where
sophisticated signal processing can be employed at both CR transmitters and
receivers such that some of the spatial transmit degrees of freedom are uti-
lized to null the interference to the PU, while some of the receive degrees
of freedom are utilized to perform interference cancellation. Like previous
studies [55, 72, 87], [81] he also considers a scenario where CRs want to com-
municate with their receivers which are at xed distance. Although [81] con-
siders the spatial dynamics of a CRN, it does not consider the additional de-
gree of uncertainty which comes with multi-hop relaying. This degree of un- Dynamic routing
adds another degree
of uncertainty.
certainty arises from the relay selection in the desired forwarding area. We
argue that the relay selection procedure for multi-hop MIMO CRNs should
also accommodate the desired QoS for the SUs. Hence, with multi-hop relay-
ing the analysis becomes more challenging; the location of potential relays
suers from both spatial and channel dynamics. In this chapter, our focus is
to take the rst step towards characterizing the network level throughput
for a MIMO ad-hoc underlay CRN. Consequently, optimization of the physi-
cal layer for CRs by employing sophisticated signal processing schemes such
as interference cancellation and alignment is deferred for subsequent inves-
tigation. In a recent paper [80], throughput of the multi-hop MIMO CRN is
studied under joint optimization of spatial multiplexing and cognitive chan-
nel assignment. The authors, consider the CRN as a xed graph and interfer-
ence is modeled by a simplied disk-model. As suggested in [59], it is more
appropriate to consider wireless networks as a set of points where the notion
of links is relatively soft. Moreover, it is also well known that the disk-model The notion of a
wireless link is
dependent upon the
desired QoS.
for interference completely ignores the stochastic nature of the fading chan-
nel and the fact that SIR is a random variable. Like previously mentioned
strategies, opportunistic relay selection is also not addressed in [80]. Also
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notice that we are interested in network wide performance, which is often
dierent from the link-level performance.
It is beyond the scope of this chapter to survey the existing literature on
MIMO MRC with and without co-channel interference (without considering
the spatial distribution of the interferers). Interested readers are directed to
[83, 84, 88–91] and references therein. We will also direct the interested read-
ers, to [92] and references therein for the analysis of diversity enabled Pois-
son MIMO ad-hoc networks. In brief [92] studies the success probability of
an arbitrary link in the presence of a Poisson eld of interferers when open
loop spatial multiplexing and diversity communication is employed. Read-
ers interested in exploring the application of stochastic geometry to wireless
networks are directed to a tutorial paper [63] and references therein.
3.4 choice of performance metric
We have selected the spatial throughput as the performance metric for multi-
hop CRNs. This metric unies three well known metrics, namely, density
of forward progress [44], transport capacity [93] and multi-hop informa-
tion eciency [94]. It can be regarded as the transport throughput per unit
area. Note that contrary to the traditional denition of transport through-
put, where the link distance between the transmitter and the receiver is
xed, in case of a multi-hop network we dene the transport throughput
as the product of the average forward progress under the relaying scheme
and attainable rate at the desired SIR threshold. The transport throughputSpatial throughput
unies the well
known metrics, i.e.,
density of forward
progress, transport
capacity and
multi-hop
information
eciency.
for an arbitrary CR measures the progress of each bit which is transported
from a CR transmitter towards its destination each second by employing one
Hertz of bandwidth. The network level spatial throughput is dened as the
product of the average number of CR transmitters per unit area and their
attainable transport throughput. The units of spatial throughput for CRN is
bits-m/s/Hz/m2. Like multi-hop information eciency, the spatial through-
put is also independent of the distance between source and destination. This
independence assures that the design space can easily be explored without
any potential bias from the source-destination distance separation. A more
formal denition of the spatial throughput is presented in 3.8.
3.5 system model
3.5.1 Network Geometry
Notice, that a point
process Πi can also
be considered as a
counting measure.
We consider a primary/legacy network operating in the presence of a col-
located ad-hoc CRN. The spatial distribution of both PUs and SUs is cap-
tured by two independent homogeneous Poisson point processes (HPPPs)-Πp
with intensity λp and Πs with intensity λs respectively. More specically,
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at any arbitrary time instant the probability of nding n ∈ N PUs/CRs
inside a region A ⊆ R2 follows the Poisson law with the mean measure
Λi(A) = λiv2(A), i ∈ {s, p}. Here v2(A) =
∫
A dx is the Lebesgue mea-
sure [60] on R2 and λp(λs) is the average number of primary (secondary)
users per unit area, where if A is a disc of radius r then v2(A) = pir2.
3.5.2 Transmission Model & Medium Access Control (MAC)
We employ the well known bipolar model [44] to represent the primary’s
communication under a slotted medium access control (MAC). Specically,
at any arbitrary time slot the locations of the primary transmitters follow a
HPPP Π{p}TX ⊆ Πp with density λ{p}TX ≤ λp and each primary transmitter
communicates with its intended primary receiver located at a xed distance
rp. The choice of a bipolar model facilitates abstraction in terms of the pri-
mary network architecture. In other words, it allows a unied treatment
for both ad hoc and infrastructure enabled PUs. For infrastructure enabled
primary such as cellular and TV-broadcasting networks, the assumption of
HPPP is often made due to physical constraints and cost which prevent an
optimal deployment of base stations. While for an ad hoc primary network,
the inherent randomness due to unplanned deployment or mobility renders
HPPP a suitable spatial model. The results obtained under the bipolar model
can be easily extended to capture randomness in link distances by averaging
over rp. Bipolar
model/Dumbell
model provides
abstraction in terms
of the primary
network architecture.
CR transmitters employ the slotted ALOHA (S-ALOHA) MAC protocol to
schedule their transmissions. In S-ALOHA, time is discretized into slots of
length Tslot. At the beginning of a slot, a SU can independently decide either
to transmit with a probability ps or defer its transmission with a probability
1− ps . It is assumed that all users always have one or more packets to trans-
mit. This assumption is widely prevalent in the literature, mainly because it
simplies the analysis by abstracting queuing details. We also assume that
both primary and secondary time-slots are identical and synchronized. The
secondary nodes are assumed to be half-duplex, i.e., they may serve as relays
if they defer their own transmission.
Notice that although, we focus on S-ALOHA MAC for the smiplicity of
exposition, the analysis can be extended to more complicated CSMA/CA
scheme by merely rescaling the MAP. As demonstrated in chapter 2, the
Laplace transform of the aggregate interference for Rayleigh fading chan-
nel corresponds to the link success probability. To the best of our knowl-
edge even for the wireless ad hoc networks, no closed form expressions are
known for the Laplace transform of interference under CSMA/CA MAC. In
[62] the authors demonstrated that such an ad hoc network forms Matern
hardcore process of type II. In order to simplify analysis, most of the studies
approximate dependent thinning of Matern’s hardcore process by indepen-
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dent thining with retention probability p = 1−exp(−λpir
2)
λpir2 [61], where r is
the inhibition radius between the points retained after thinning a station-
ary marked PPP. This implies that a rough estimate of performance for CS-
MA/CA can be obtained by simply adjusting the MAP to p = 1−exp(−λpir
2
c )
λpir2c
.
In this case, rc is the carrier sensing range of the CSMA/CA protocol.
3.5.3 Physical Layer Model
We consider a primary network where each user is equipped with Np an-
tennas. Similarly, each CR is furnished with Ns antennas. Notice that, underPrimary user
employs Np × Np
MIMO MRC.
S-ALOHA MAC, a CR transmitter in a particular time slot, may become a
receiver in another slot. Hence, it is natural to consider a symmetric MIMO
MRC communication with Ns antennas for both transmission and reception.
Although by virtue of the bipolar model primary transmitters and receivers
can dier in terms of the number of antennas. Without loss of any generality,Secondary user
employs Ns × Ns
MIMO MRC.
we consider a scenario where both possess Np antennas. All primary trans-
mitters use the same transmit power Pp, while all CRs transmit with the
same transmit power Ps. Large scale path-loss is modeled by considering
the power law function, i.e., l(R) = CR−α, where C is a frequency depen-
dent constant, R is the distance between the transmitter and the receiver
and α ≥ 2 is the terrain or environment dependent path-loss exponent. Al-
though this type of path-loss model suers from a singularity near zero, it
is quite accurate in the far-eld region. Both primary and secondary trans-
missions are subjected to Rayleigh at-fading that is un-correlated across
dierent antennas. An ultimate limitation on transmission in both networksChannel Model:
Rayleigh with
power-law large
scale path-loss
function.
is posed by co-channel interference. Without loss of any generality, we con-
sider C = 1 for the rest of this chapter.
3.5.4 Dynamic Spectrum Sharing Architecture
Past studies have explored several potential mechanisms for dynamic spec-
trum sharing between the primary and the SUs. Essentially, all of these ap-
proaches can be classied into three broad classes, namely; spectrum under-
lay, spectrum overlay and spectrum interweave. In this chapter we restrict
our discussion to the spectrum underlay mechanism. [3] and the references
therein provide a detailed discussion on all the spectrum access mechanisms.
In the spectrum underlay mechanism, both PUs and SUs utilize the same
frequency band. The achievable performance of the secondary system is dic-
tated by the primary’s desired QoS. The PU’s QoS requirement can be char-
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acterized by a desired SIR threshold γp and a success probability threshold
s{p}th where
P
{p}
suc
(
λs,λ
{p}
TX ,γp, rp
)
= Pr
{
SIR > γp
} ≥ s{p}th . (3.1)
SUs must adapt their transmission parameters such that (3.1) is always sat-
ised. This can be achieved either by a well known power adaptation tech-
nique or by more intelligent methods such as tuning the MAP, admission and
topology control. In this chapter, we consider that the QoS constraint at the
primary can be translated to a medium access constraint on the secondary
network in terms of the MAP.
3.5.5 Notation and Symbols
Throughout this chapter, we useE(.) to denote expectation, fX(x) to denote
the probability density function (PDF) and FX(x) to denote the cumulative
distribution function (CDF) of a random variable X. Random variables are
represented by upper-case symbols, boldface symbols with lower-case (e.g.
a) are used to represent a vector and boldface symbols with upper-case (e.g.
H) are used for matrices. A circularly symmetric complex Gaussian random
variable X with mean µ and variance σ2 is denoted as X ∼ CN (µ, σ2). Sim-
ilarly, E(µ) is used to represent the exponential distribution with mean µ.
The symbol {H}i,j is used to denote the (i, j)th entry, det(H) is the deter-
minant and H† is the conjugate transpose of matrix H. Finally, ‖x‖ is used
to denote the Euclidean norm of a vector x.
3.6 macroscopic picture of the network
Consider a snapshot of the network at the beginning of an arbitrary S-ALOHA
time slot. This snapshot consists of three distinct types of nodes, i.e., pri-
mary transmitters (with their associated receivers), CR transmitters and CR
receivers. The HPPP of the CR nodes Πs (Section II), can be decomposed
into two distinct subsets, i.e., CR transmitters and CR receivers by employ-
ing ps−thinning [60]. Let1(x) denote a Bernoulli indicator random variable
with parameter ps, and so
Π{s}TX = {x ∈ Πs : 1(x = 1)}with λ{s}TX = λsps, (3.2)
Π{s}RX = {x ∈ Πs : 1(x = 0)}with λ{s}RX = λs(1− ps),
where ps is the MAP for the secondary user. Note, that the
assumption of an
innitely distant
destination does not
eect the generality
of the analysis.
In this chapter, we study a scenario where each transmitter x ∈ Π{s}TX
wants to communicate with its desired innitely distant destination in a
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multi-hop manner. Receivers fromΠ{s}RX serve as intermediate relays between
transmitters and their destinations under geometric and QoS constraints.
Destinations are not assumed to be a part of the point process Πs. It is as-
sumed that each node has a large buer to store packets and forward them
on the basis of a best-eort service.
3.7 maximum permissible map for crs
Section 3.5 and 3.6, depicted a detailed sketch of the cognitive network and
user level parameters critical in characterizing the permissible MAP. Based
on our prior discussion, our focus in this section is:
1. To quantify the success probability (dened in (3.1)) for the PU in the
presence of a collocated CRN with MIMO communication.
2. To employ the developed statistical machinery for investigating the
maximum permissible MAP (ps) for SUs under the PUs’ QoS constraint.
The maximum permissible MAP for a CRN shapes the secondary network’s
connectivity at a certain desired QoS. Consequently, the spatial throughput
of the secondary network is strongly coupled with the CR’s MAP.
3.7.1 Success Probability of the Primary User with MIMO MRC
3.7.1.1 Received Signal Model
In a MIMO MRC system, each PU transmits a single data stream using Np
transmit antennas. The received signal at the corresponding primary re-
ceiver is given by
sp,i =
√
Ppl(rp)H iwTX,iyi, (3.3)
+ ∑
xj∈Π{p}TX ,i 6=j
√
Ppl(d(xi, xj))H jwTX,jyj,
+ ∑
xk∈Π{s}TX
√
Psl(d(xi, xk))HkwTX,kyk,
where sp,i : Np × 1 received signal vector at the receiver associated withBoth the primary
and the secondary
links are assumed to
operate in
interference-limited
regime.
an arbitrary transmitter xi ∈ Π{p}TX ; H i : Np × Np channel matrix between
xi and its intended receiver; d(xi, xj) denotes the distance between the re-
ceiver of the xi and the interfering transmitter xj; H j : Np × Np channel
matrix between xj and receiver of xi; wTX,i : Np × 1 transmission weight
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vector associated with the array; wTX,j is the Np dimensional transmission
weight vector of inter-network interferer; wTX,k : Ns × 1 is the transmis-
sion weight vector of kth secondary interferer at a distance d(xi, xk) from
the intended receiver; Hk : Np × Ns channel matrix and yi, yj and yk rep-
resent intended, interfering primary and interfering secondary transmitted
signals respectively. In this chapter, we consider the interference limited sce-
nario for both the primary and secondary networks. However, thermal noise
can also be easily accommodated. All channel coecients are assumed to be
mutually un-correlated and CN (0, 1).
3.7.1.2 Probe Receiver
In order to characterize the success probability of an arbitrary primary re-
ceiver, it is sucient to focus on a typical transmitter-receiver pair. By em-
ploying the Silvnyak’s theorem [60], we add a probe receiver at the origin
with its corresponding transmitter at a distance rp. The probe transmitter-
receiver pair is not considered as a part of the HPPP Π{TX}p . The received
signal in (3.3) can be written as sp,o (i = o) with d(xi,xk) and d(xi, xj) re-
placed by ‖xk‖ and
∥∥xj∥∥ respectively. For ease of notation, we will drop the
subscript o for rest of this chapter.. Quick Reference
Silvnyak’s Theorem:
The law of the
stationary Poisson
point process does not
change by addition
of an arbitrary point.
3.7.1.3 MRC and SIR at a typical Primary
In MIMO MRC systems the SIR of the received signal is maximized by weigh-
ing the signal both at transmitter and receiver. The optimal transmitter and
receiver weights are derived in [83, 89, 90] as wTX = u and wRX = ζHu,
where ζ is arbitrary constant; u is the unit norm (i.e., ‖u‖ = 1) eigenvec-
tor (principal eigenvector) corresponding to the largest eigenvalue Λmax of
the complex Wishart matrix R = H†H. Applying the receiver weights, the
received signal at the probe receiver is given as
yˆ = w†RXs. (3.4)
The received SIR can be easily computed from (3.4) using the fact that u is a
unit norm vector, sum of complex normal random variables is also a complex
normal random variable and the maximum transmit power constraint on
primary (secondary) transmitter is Pp(Ps):
SIR = Γp =
l(rp)Λmax
∑xi∈Π{p}TX
gil (‖xi‖) + η∑xj∈Π{s}TX gjl
(‖xj‖) , (3.5)
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where gi ∼ E(1) and gj ∼ E(1) and η = PsPp is the ratio of transmit powers
of the secondary and primary transmitters.
Distribution of
maximum
eigenvalue. Lemma 3.1 The CDF of the maximum eigenvalue (Λmax) of the Np ×
Np complex central Wishart matrix is given by
FΛmax(z) = Pr{Λmax ≤ z} =
det(Ψc(z))[
∏
Np
k=1
(
Np − k
)
!
]2 , (3.6)
where Ψc(z) : Np × Np is a Hankel matrix whose elements are
{Ψc(z)}i,j = γ(i+ j− 1, z), i, j = 1, 2, ..,Np (3.7)
with γ(a, b) =
∫ b
0 t
a−1 exp(−t)dt is the lower incomplete Gamma func-
tion.
proof: The proof follows from the fact that (3.6) is the special case of a
well-known CDF rst derived in [89] and by Kang and Alouini in [83]. 
The mathematical form of (3.6) does not permit further analysis. Motivated
by [84] and [90], we derive the CDF of the maximum eigenvalue of a complex
Wishart matrix as a nite linear combination of Gamma PDFs.
Alternativedistribu-
tion for maximum
eigenvalue
Corollary 3.1 The CDF of the maximum eigenvalue (Λmax) can be ex-
pressed as a nite linear combination of Gamma PDFs as
FΛmax(z) = 1−
Np
∑
i=1
2Npi−2i2
∑
m=0
m
∑
k=0
di,m
(iz)k exp (−iz)
k!
, (3.8)
where di,m can be obtained from Eqs. (3.7),(3.6) and the series expansion
of the lower incomplete Gamma function,
γ(a+ 1, b) = a!
(
1−
a
∑
k=0
exp (−b) bk
k!
)
a ∈ Z+. (3.9)
proof: see Appendix B . 
A simple and ecient numerical algorithm to compute the coecients di,m
is proposed in [88].
LetLI(s) denote the Laplace transform of the aggregate interference (I =
∑xi∈ΠTX gil(‖xi‖)) experienced by a probe receiver from interfering trans-
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mitters whose locations form a HPPP ΠTX with intensity λTX , then the
Laplace transform of the aggregate interference
(
Isp = ∑xi∈Π{p}TX
gil (‖xi‖)
+η∑xj∈Π{s}TX
gjl
(‖xj‖)) generated by co-channel primary and secondary
interferers at the probe receiver is given by
LIsp(s) = LI(s)|λTX=λ{p}TX +ηδλ{s}TX , (3.10)
where δ = 2α is constant and LI(s) can be obtained from [44] as
LI(s) = exp
−λTX pi piδsin(piδ)︸ ︷︷ ︸
κ1(δ)
sδ
 . (3.11)
3.7.1.4 I Success probability for the primary with Np = 1
Success probability
for the SISO primary
user.
The success probability for the primary link when a single antenna is em-
ployed by all primary transmitter-receiver pairs is given by
P
{p}
suc
(
λ
{s}
TX ,λ
{p}
TX ,γp, rp
)
= Pr
{
SIR > γp
}
, (3.12)
= EIsp
(
Pr
{
g > γprαp Isp
})
,
= LIsp(s)|s=γprαp ,
(a)
= exp
(
−[λ{p}TX +ηδλ{s}TX]κ1(δ)γδpr2) .
where κ1(δ) = pi
2δ
sin(piδ) , δ =
2
α and (a) follows from (3.10) and (3.11).
3.7.1.5 I Success probability for the primary with Np > 1
Success probability of
PU employing MIMO
MRC.Theorem 3.1 The link success probability for the primary transmitter-
receiver pair equipped with Np antennas, employing MIMO MRC com-
munication in the presence of interference from simultaneously communi-
cating primary and secondary users is given in
P
{p}
suc
(
λ
{s}
TX ,λ
{p}
TX ,γp, rp
)
=
Np
∑
i=1
2Npi−2i2
∑
m=0
m
∑
k=0
di,m
(−1)k(i)k
k!
(3.13)
× ∂
k
∂ik
exp
(
−
[
λ
{p}
TX + η
δλ
{s}
TX
]
κ1(δ)γ
δ
pr
2
pi
δ
)
.
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proof: The success probability of the PU employing MIMO MRC com-
munication with Np antennas is given by
P
{p}
suc
(
λ
{s}
TX ,λ
{p}
TX ,γp, rp
)
= Pr
{
Γp > γp
}
, (3.14)
= Pr
{
l(rp)Λmax
Isp
> γp
}
.
Employing Corollary 1, we have
P
{p}
suc
(
λ
{s}
TX ,λ
{p}
TX ,γp, rp
)
= EIsp
(
1−FΛmax
(
γprαp Isp
))
,
= EIsp
 Np∑
i=1
2Npi−2i2
∑
m=0
m
∑
k=0
di,m
(iγprαp Isp)k exp
(−iγprαp Isp)
k!
 ,
= EIsp
 Np∑
i=1
2Npi−2i2
∑
m=0
m
∑
k=0
di,m
(−i)k
k!
∂k
∂ik
exp
(
−iγprαp Isp
) ,
=
Np
∑
i=1
2Npi−2i2
∑
m=0
m
∑
k=0
di,m
(i)k(−1)k
k!
∂k
∂ik
LIsp(s)|s=iγprαp . (3.15)
Eq. (3.15) can be solved using (3.10). The kth derivative can be easily com-
puted using Fa’a di Bruno’s formula [95]. 
Discussion:
Validation by Monte
Carlo simulations Fig. 3.1 depicts the success probability of the primary link with varying SIR
threshold (γp). The analytical result derived in (3.13) is corroborated with
the help of Monte Carlo simulations which were performed by generating
105 realizations ofΠ{s}TX ,Π
{p}
TX and the fading channel matrices for each SIR
threshold (γp). As indicated by Fig. 3.1 the analytical result agrees perfectly
with the Monte Carlo simulations.PU’s success
probability is an
increasing function
of its array size Np.
From (3.13) it is obvious that increasing the number of antennas (Np) em-
ployed at the PU adds a positive term to the success probability of the pri-
mary. More specically, the link success probability increases with increas-
ing Np. However, as depicted in Fig. 3.1 increasing Np beyond a certain value
may not bring the proportional increase in gains. From Fig. 3.1a the ‘law of
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(a) PU’s link success probability with the varying SIR threshold for η = 1.
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(b) PU’s link success probability with varying SIR threshold for η = 10−1.
Figure 3.1: Impact of desired SIR threshold (γp) and transmit power ratio (η) on
the primary’s success probability with λ{s}TX = λ
{p}
TX = 10
−3, rp = 2,
η = {10−1, 1}, Np = {2, 4, 6} and α = 4 (see (3.13)). Monte Carlo
simulation results are indicated by red ‘◦’ markers . Notice that γp is
the primary’s desired SIR threshold which is the function of its desired
QoS, for instance for a certain xed bit error probability it can be ob-
tained by inverting the bit error rate expression of the employed modu-
lation scheme. Alternatively for a xed desired transmission rate it can
be computed by inverting the Shannon capacity formula.
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diminishing returns’ comes into action as Np is increased from 4 to 6. Both
(3.13) and Fig. 3.1 indicate that the success probability is an exponentially
decreasing function of γp, i.e., it decreases with an increase in the desired
SIR threshold.
An important observation from Figs. 3.1a and 3.1b is that the success prob-
ability of the primary link is strongly coupled with the transmit power ratio
(η) of the secondary and primary transmitters. Consequently, the success
probability of the primary link increases when SUs employ a smaller trans-
mit power compared to the PUs. When xed QoS as dened in (3.1) is desired,
the gain in the success probability can be harnessed by the SUs to increase
their transmission opportunities either in the time domain (by using higher
MAP with low transmit power) or in the power domain (by increasing the
transmit power with low MAP).
3.7.2 Maximum permissible MAP for the Secondary User
The maximum permissible MAP for the SU is dictated by the primary’s de-
sired QoS constraint. Given the PUs’ QoS constraint as in Eq. (3.1), the per-
missible density of the SUs can be expressed as
λTXs = sup
{
λ
{s}
TX : P
{p}
suc
(
λ
{s}
TX ,λ
{p}
TX ,γp, rp
)
≥ s{p}th
}
. (3.16)
The permissible MAP (ps) for the SUs can be computed as
ps = min
(
λTXs
λs
, 1
)
. (3.17)
Approximation for
the maximum
permissible MAP.
Lemma 3.2 The permissible MAP (ps) for the SUs such that the PU can
still experience the acceptable QoS (γp, rp, s
{p}
th ) can be approximated as
ps ≈ min
λ−1s η−δ
s{p}th
 Np∑
i=1
2Npi−2i2
∑
m=0
m
∑
k=0
di,m
(−1)k+1
k!
−1
(3.18)
× ∆(δ, k)iδκ1(δ)γδpr2p
)−1 − λ{p}TX } , 1] ,
where
∆(δ, k) = δ× (δ− 1)× ...(δ− (k− 1)). (3.19)
proof: Using the Taylor series expansion of exp(−x) in (3.13) and eval-
uating the kth derivative, we obtain λTXs . The MAP ps can be computed by
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employing (3.17). 
Besides approximation, precise estimates for the permissible MAP can be
evaluated numerically.
3.7.2.1 Discussion
Relationship between
the bit error
probability and γp.
The primary’s desired SIR threshold γp depends on the modulation and cod-
ing scheme employed by the transmitter. Considering a xed threshold for
the bit error probability (BEP) Pthb , γp for M−PSK and M−QAM can be ob-
tained by inverting the conditional BEP expressions presented in [96]. The
PU’s link success probability for M− PSK (M = {2, 4, 8, 16, 32}) with in-
creasing density of secondary transmitters (λ{s}TX ) is depicted in Fig. 3.2.
As illustrated in Fig. 3.2 primary’s success probability decreases with in-
creasing density of the secondary transmitters (λ{s}TX ). It can also be seen that
the success probability for the xed λ{s}TX decreases with increasing constel-
lation size M.
The PUs’ success probability increases with increasing the number of an-
tennas (Np) (see Fig. 3.2). Also notice that the slope of the success probability Exploiting the
diversity gain for
increasing
transmission
opportunites.
curve changes with increasing Np, indicating the increase in the diversity
order. Figs. 3.2a, 3.2b, 3.2c, 3.2d and 3.2e can also be employed to compute
the maximum permissible density of secondary transmitters (λTXs ) for some
xed success probability threshold (s{p}th ). Employing multiple antennas at
the PUs not only provides positive gains to the PUs but also increases the
transmission opportunities for the SUs. Consequently, MIMO truly enables
the ecient exploitation of ‘white-spaces’ present in space, time and power
domains for a particular frequency band. This can be better understood with
the help of the following numerical example.
Example 3.1 Consider a scenario where the primary transmitter-receiver
pair has the following QoS constraint
P
{p}
suc
(
λ
{s}
TX ,λ
{p}
TX ,γp, rp
)
= Pr
{
SIR > γp
} ≥ 0.8. (3.20)
From Fig.3.2a, it is obvious that PUs employing a single antenna (Np = 1)
cannot fulll this constraint even in the absence of the SUs even for a BPSK
modulation scheme. In this scenario, the ultimate limitation for the PUs is
the inter-channel interference generated by simultaneous transmission from
other PUs (λ{p}TX = 10−3). However, as the number of antennas is increased
from Np = 1 to Np = 2, the PU can satisfy this QoS constraint at least for
BPSK (see Fig. 3.2b). As Np is further increased not only the primary can
satisfy the QoS constraint in (3.20) with higher modulation schemes (i.e.,
increase throughput) but also the number of secondary transmitters which
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(a) Primary’s success probability with varying SU
density (λ{s}TX ) for Np = 1.
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(b) Primary’s success probability with varying SU
density (λ{s}TX ) for Np = 2.
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(c) Primary’s success probability with varying SU
density (λ{s}TX ) for Np = 4.
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(d) Primary’s success probability with varying SU
density (λ{s}TX ) for Np = 6.
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(f) Maximum permissible density for SUs (λTXs )
with varying number of antennas (Np) at pri-
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Figure 3.2: Impact of SU density (λ{s}TX ) and number of antenna at primary (Np) on
the link success probability of the primary for λ{p}TX = 10
−3, η = 10−1,
rp = 5 , α = 4 and Pthb = 10
−3.
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λs M
Np 2 4 6
2/4 1 1 1
8 1 1 1
10−3 16 0 1 1
32 0 0 1
2/4 0.4 0.9 1
8 0.2 0.5 0.8
10−2 16 0 0.21 0.4
32 0 0 0.1
2/4 0.04 0.09 0.1
8 0.02 0.05 0.08
10−1 16 0 0.02 0.04
32 0 0 0.01
Table 3.1: Maximum permissible MAP (ps) for secondary with s
{p}
th = 0.8 , λ
{p}
TX =
10−3, η = 0.1, rp = 5 and α = 4.
can be accommodated in the network is increased (see Figs. 3.2b, 3.2c, 3.2d,
3.2e and 3.2f). Fig. 3.2f explicitly highlights the increase in the number of
permissible SUs as the function of Np for BPSK modulation scheme. Fig. 3.2e
shows that increasing the number of primary transmitters can completely
render the primary link useless even when multiple antennas are employed.
Table 3.1 summarizes a few numerical values of ps with dierent parametric
congurations for s{p}th = 0.8.
It is worth highlighting that in the context of overlaid networks [55, 72,
81, 87], it is considered that PUs can tolerate an additional degradation of ∆s
in terms of the success probability in the presence of SUs. However, in this
chapter, we do not allow such a degradation to the primary’s performance.
Rather, by employing MIMO, as illustrated by the previous example, positive
gains are exercised in the primary’s success probability and the number of
SUs that can be accommodated in the network.
3.8 spatial throughput of the secondary with multi-hop
relaying
In the previous section, we quantied the maximum permissible MAP (ps)
for the SU while guaranteeing the primary users QoS constraint (γp, rp, s
{p}
th )
when MIMO MRC communication with Np antennas is employed by the PU.
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In this section, we characterize the achievable spatial throughput for the SU
with QoS aware multi-hop relaying and Ns antennas operating under the
maximum transmission probability constraint (MTPC) ps. To this end :
1. Firstly, we propose the QoS aware relaying employed by the CR trans-
mitters.
2. We then dene the geometry of the forwarding region in which sec-
ondary relays are selected to forward the CR transmitters’ data.
3. Lastly, a statistical framework is developed to study both spatial through-
put and connectivity parameters of the SUs employing MIMO MRC.
Simulation results are discussed to gain further design insights for
MIMO multi-hop CR underlay networks.
3.8.1 QoS Aware Relaying
Given a realization of a HPPP of the secondary transmitters Π{s}TX and the
receivers Π{s}RX which serve as relays for innitely distant destinations asso-
ciated with each transmitter, SU’s QoS aware relaying operates as follows:
QoS criteria for
potential relays.
Condition 1: Any receiver x ∈ Π{s}RX is considered as a potential relay
for a transmitter y ∈ Π{s}TX in a particular S-ALOHA time slot, i the SIR
of the packet received from y at x is above a certain threshold γs.
The threshold γs reects users’ desired QoS requirements. Additionally,
it also dictates the number of transmitters associated with each relay. For
γs ≥ 1 at most there is one and only one transmitter associated with each
receiver. This is intuitive since for γs ≥ 1, the SIR constraint is only satised
if the signal power from a certain transmitter individually exceeds the aggre-
gate power contributed by all other transmitters. Employing the expressions
of conditional BEP for M-PSK and M-QAM from [96], it is clear that γs is
always greater than 1 for an un-coded modulation scheme and narrow-band
transmissions for realistic Pthb .
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Progress criteria for
potential relays.
Condition 2: A receiver x ∈ Π{s}RX which fullls the SIR requirements
(Condition 1) can serve as a relay for a transmitter y ∈ Π{s}TX , i it pro-
vides maximum progress of the packet towards its desired destination. In
other words if Ry ⊆ Π{s}RX is the random set of relays that satises SIR
requirement for a particular transmitter y at a particular time slot, then
node x is selected as a relay i
x = argmax
x∈Ry
R cos(ϕ), (3.21)
where
R = ‖x− y‖ and ϕ = ∠x. (3.22)
The symbol ∠x denotes angle subtended by the vector z = x− y on the
line connecting y to its innitely far destination. It is important to highlight
that the above formulation addresses both interference and QoS requirement
by employing the SIR based connectivity and relaying model.
3.8.2 Selection of Forwarding Area
A closer look at Condition 2 reveals that even if there exists one or more re-
lays satisfying the QoS constraint, they may not be useful unless they lie in
a certain specic region. More specically, only those relays which can guar-
antee a positive forward progress without sacricing the desired link quality
are critical in quantifying the secondary’s spatial throughput. In the context
of ad-hoc networks, the specic region in which existence of a relay guar-
antees a positive progress towards the destination is often referred to as the
forwarding area. Dierent relaying protocols result in a dierent geometry
for forwarding areas [71]. In essence, the shape of the forwarding area con-
trols the overall directionality of the transmission. In turn, directionality of
the relaying protocol quanties the average number of hops traversed before
reaching the destination. In this chapter, we consider a decode-and-forward
type relaying strategy for SUs, where the next hop relay is selected in a ra-
dial sector with central angle φ around the line connecting the transmitter
and its intended innitely distant destination. The geometry of the
forwarding region
characterizes the
directionality of the
end-to-end route.
We assume that each secondary transmitter y ∈ Π{s}TX transmits a train-
ing sequence at the beginning of each S-ALOHA time slot. This training
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sequence is employed by the relays to estimate the maximum eigenvalue
of the channel matrix and hence the received SIR. Each relay which satis-
es the SIR constraint (Condition 1) can either enter some contention based
selection mechanism or alternatively, assuming that the relays are location-
aware, can implement opportunistic relaying by initializing a timer accord-
ing to the remaining distance from the destination. The relay whose timer ex-
pires rst can transmit the principal eigenvector to the corresponding trans-
mitter. This eigenvector is used at transmitter to perform MIMO MRT/MRC
with the relay. We assume that channel state estimation and relay feed-back
is error free.
3.8.3 Forward Progress, Isolation & Spatial throughput
The spatial throughput of the secondary network is strongly coupled with
the forward progress of the transmission under QoS aware relaying. In turn,
as discussed earlier, the forward progress depends on the geometry of the
forwarding area and desired QoS. Eectively, the spatial throughput encap-
sulates the multi-hop nature of the transmission by its dependence on the
forward progress. Formally, the achievable maximum forward progress is
dened as follows:Single hop forward
progress.
Denition 3.1 Consider an arbitrary CR transmitter x ∈ Π{s}TX and an
associated relay y ∈ Π{s}RX such that it satises the QoS aware relaying
conditions. Then the maximum single hop forward progress (ζ) which can
be attained by transmission from x is given by
ζ = R cos(ϕ), (3.23)
whereR denote the distance between x and y and ϕ is the angle between
the line connecting x to y and the line connecting x to its innitely distant
destination.
Average forward
progress in an
interference limited
underlay MIMO
CRN.
Theorem 3.2 For an interference limited CRNwhich employsMIMOMRC
withNs antennas andQoS aware relaying strategywith desired SIR thresh-
oldγs at each CR, the average single hop forward progress attained is given
by
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ζ¯ = Ω
∫ ∞
0
1− Ns∏
i=1
2Nsi−2i2
∏
m=0
m
∏
k=0
exp
− λsφ(1− ps)di,m(−i)k/k!
2κ2
(
δ, η,γs,λs, ps,λ
{p}
TX
)
× ∂
k
∂ik
exp
(
−iδκ2
(
δ, η,γs,λs, ps,λ
{p}
TX
)
r2
)
iδ
 dr, (3.24)
where
κ2
(
δ, η,γs,λs, ps,λ
{p}
TX
)
=
[
η−δλ{p}TX + λsps
]
κ1(δ)γ
δ
s ,
Ω =
2 sin
(
φ
2
)
φ
. (3.25)
proof: The average forward progress can be characterized from (3.23)
as
ζ¯ = E (R cos (ϕ)) . (3.26)
The angle ϕ is uniformly distributed between [−φ/2, φ/2] independent from
R, so
ζ¯ =
2
φ
sin
(
φ
2
)
E (R) . (3.27)
Using the integration by parts for expressing the E (R), we have that, Quick Reference
p-thinning of HPPP:
p-thinning is an
operation on a HPPP
which results in
another HPPP such
that it retains each
point of original
process with
probability p.
ζ¯=
2
φ
sin
(
φ
2
) ∫ ∞
0
(1−FR(r)) dr, (3.28)
Notice, that for an arbitrary transmitter x ∈ Π{s}TX , R is the distance to
the relay node y ∈ Π{s}RX in sector φ which satises its desired SIR thresh-
old γs. Consider a snapshot of the network at an arbitrary time slot. From
(3.2), both Π{s}TX and Π
{s}
RX are stationary HPPPs constructed by the ps- thin-
ning of Πs (see Section 3.6). Hence by employing Silvnyak’s theorem [60],
adding a probe transmitter at say point z does not change the distribution
of the point process. Furthermore, by the stationarity of the point process,
the point process Πs can be re-centered at z (such that it becomes an origin
o). The potential relays for the probe transmitter can be modeled by a non-
homogeneous Poisson point process (NHPPP) Π{s}REL ⊆ Π{s}RX . Π{s}REL can be
constructed by assigning i.i.d. marks to each CR receiver for: (i) the maxi-
mum eigenvalue of the complex central Wishart matrix; (ii) the aggregate
interference from primary to secondary and (iii) the aggregate interference
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from secondary to secondary. The interference is i.i.d. due to the stationarity
of the point process:
Π{s}REL =
{
[x, ip, is,λmax] : x ∈ Π{s}RX
}
. (3.29)
In order to accommodate the CR transmitters’ QoS constraint, an additional
dependent SIR mark is assigned to each receiver in Π{s}REL as
1SIR(Γs(r)) =
1 Γs(r) ≥ γs0 Γs(r) < γs , (3.30)
where the SIR (Γs(r))2 with respect to probe transmitter measured at the
relay located at distance r is given by
Γs(r) =
λmaxl(r)
η−1∑i∈Π{p}TX
gil(ri) +∑j∈Π{s}TX
gjl(rj)
,
=
λmaxl(r)
η−1ip + is
. (3.31)
The mean measure Λ{s}REL(A) of the Π{s}REL is given by
Λ{s}REL(A)=EIp,Is,Λmax
∫
A
λsφ(1− ps)︸ ︷︷ ︸
ϑs
r1SIR(Γs(r))dr
 , A ∈ R
=EIp,Is,Λmax
∫
A
ϑsr1SIR
λmax ≥ (η−1ip + is)γsrα︸ ︷︷ ︸
ω
 dr
 ,
=EIp,Is
[∫
A
ϑsr Pr {λmax ≥ ω} dr
]
,
=EIp,Is
[∫
A
ϑsr {1−FΛmax (ω)} dr
]
,
2 Note that the received SIR at the relay at distance r depends on ip, is and λmax . We have
used the symbol Γs(r) instead of Γs(ip, is,λmax, r) for brevity.
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Λ{s}REL(A) = EIp,Is,Λmax
∫
A
λsφ(1− ps)︸ ︷︷ ︸
ϑs
r1SIR(Γs(r))dr
 , A ∈ R
= EIp,Is,Λmax
∫
A
ϑsr1SIR
λmax ≥ (η−1ip + is)γsrα︸ ︷︷ ︸
ω
 dr
 ,
= EIp,Is
[∫
A
ϑsr Pr {λmax ≥ ω} dr
]
,
= EIp,Is
[∫
A
ϑsr {1−FΛmax (ω)} dr
]
,
= EIp,Is
[∫
A
ϑsr
Ns
∑
i=1
2Nsi−2i2
∑
m=0
m
∑
k=0
di,m
× (iω)
k exp (−iω)
k!
dr
]
,
=
∫
A
ϑsr
Ns
∑
i=1
2Nsi−2i2
∑
m=0
m
∑
k=0
di,m
× (−i)
k
k!
∂k
∂ik
(
LIp(s)|s=iη−1γsrαLIs(s)|s=iγsrα
)
dr,
=
∫
A
ϑsr
Ns
∑
i=1
2Nsi−2i2
∑
m=0
m
∑
k=0
di,m
(−i)k
k!
× ∂
k
∂ik
exp
(
−
[
η−δλ{p}TX + λsps
]
κ1(δ)iδγδs r
2
)
dr. (3.32)
Note that Π{s}REL is the NHPPP of candidate relays under Condition 1. Con-
Quick Reference
void probability: The
void probability of
the point process over
a certain area A is
dened as the
probability of having
no-points in A.
sequently, the CDF ofR can be expressed in terms of the void probability of
Π{s}REL as
FR(r) = limz→∞Pr
{
Π{s}REL(Sec(φ, z)\Sec(φ, r)) = ∅
}
,
= exp(−Λ{s}REL(A)), A =(r,∞), (3.33)
where Sec(θ, r) denotes the sector with central angle θ and radius r. Notice
that (3.33) provides the distance distribution of the farthest relay in Π{s}REL
and hence incorporates the Condition 2 (see (3.21)). Substituting (3.33) in
(3.27) we obtain (3.24). 
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Figure 3.3: CDF of the radial progress R for MIMO MRC with Ns antennas with
λ
{p}
TX = 10
−3,λ{s}TX = 10
−2,ps = 0.1, Pthb = 10
−3,η = 10−1, φ = 2pi3
and α = 4 with BPSK modulation.
Discussion
From (3.24), we observe that the average forward progress of the secondary’s
transmission increases with an increase in the area under the complemen-
tary CDF curve of the radial distanceR. Fig. 3.3 depicts the CDF forR with
various MIMO MRC antenna congurations (Ns). Monte Carlo simulation
results are indicated by red ‘◦’ marks and were performed by generating
the empirical CDF from 105 realizations of Π{s}TX , Π
{p}
TX and channel gain
matrices for each dierent value of Ns. Notice that the area under the com-
plementary CDF increases with increasing Ns. This is consistent with (3.24),
where increasing Ns will increase the integrand. Hence, in brief, the aver-
age forward progress for the SU increases with the increasing number of
antennas (Ns).Average forward
progress increases
with an increase in
the array size.
Notice that the CDF of the radial distance R (see Fig. 3.3) belongs to
the family of extreme value distributions. More specically, the CDF cor-
responds to a mixture distribution where Pr{R = 0} 6= 0. The discrete
component (impulse at zero in the PDF) quanties the isolation probability
of the SU. The average forward progress of the SU becomes zero when it
is completely isolated in the network. Notice, that contrary to the widely
prevalent denition of isolation, this denition captures both:Key factors
contributing to the
isolation of a typical
node in a multi-hop
ad-hoc network:
> low average out
degree in the desired
relaying region;
> stringent QoS
constraint.
1. Geographical isolation: A SU may experience geographical isolation,
if it is unable to nd any relays in the desired forwarding region or
the average out-degree of the SUs (dened as the average number of
the potential relays per transmitter
[
1−ps
ps
]
) is too small.
2. QoS isolation: A SU may suer from complete isolation even in the
presence of a sucient number of relays in the forwarding area, if
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none of the relays can satisfy the CR’s desired SIR threshold; either
due to un-realistic data or bit error rate requirements or due to the
high aggregate co-channel interference.
From Fig. 3.3, we observe that the isolation probability of the SU decreases
with increasing the number of antennas employed (Ns). The reduction from
SISO secondary to MIMO secondary with Ns = 6 is approximately 200%.
However, the exact reduction in the isolation probability also depends on
λ
{s}
TX , ps and the desired directionality of the transmission. While MIMO
MRC eectively combats the QoS isolation, with a very sparse network or
high secondary MAP, the geographical isolation becomes the dominant con-
tributor. The isolation
probability of a
typical node is
coupled with the
MAP, array size,
density of active
transmitters and the
desired QoS
constraitnts.
Corollary 3.2 The isolation probability for an arbitrary secondary trans-
mitter under QoS aware relaying strategy with MTPC of ps is given by
piso =
Ns
∏
i=1
2Nsi−2i2
∏
m=0
m
∏
k=0
exp
− λsφ(1− ps)di,m∆2(δ,k)i−δ/k!
2
[
η−δλ{p}TX + λsps
]
κ1(δ)γδs
 (3.34)
where ∆2(δ, k) = δ× (δ+ 1)× ...× (δ+ (k− 1)).
proof: piso can be computed from Eq. (3.33) as
piso = lim
r→0
lim
z→∞Pr
{
Π{s}REL(Sec(φ, z)\Sec(φ, r)) = ∅
}
.

Closer inspection of (3.34) reveals that the isolation probability is a decreas-
ing function of Ns, while it increases with the increase in the desired SIR
threshold γs. The isolation probability also decreases with the increase in
φ. However, increase in φ will cause a loss of directionality and thus the
average forward progress towards the destination may decrease. Quick Reference
Wald’s identity: Let
Xi i = 1, 2, ..,N be
a sequence of i.i.d.
positive random
variables then
E(∑Ni=1 Xi) =
E(X)E(N).
At this juncture, it is worth highlighting that, when CR users have their
destinations located at a xed distance rSD, the average number of hops
between an arbitrary CR transmitter and its destination is upper-bounded
by
h ≤ rSD
ζ¯
+ 1. (3.35)
This result follows from Wald’s identity [97]. The end-to-end throughput for
an arbitrary CR with xed destination at rSD can be quantied as
T = (1− piso)h ps log2(1+ γs) (bits/s/Hz). (3.36)
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Figure 3.4: Spatial throughput (bits/s/Hz/m2) of the Secondary transmitter with
varying secondary MAP ps for various MIMO MRC antenna congu-
rations (Ns) and modulation schemes (BPSK and 16-PSK). Other param-
eters are kept constant with λ{p}TX = 10
−3, λs = 10−3, η = 10−1, α = 4
and φ = 2pi3 .
Notice, that the throughput depends on rSD. This motivates us to employ a
metric that is independent of rSD, while it captures the multi-hop behavior
of the transmission. Moreover, we are interested in a network wide perfor-
mance metric which provides better design insights to maximize the net-
work throughput. Both of these aspects are captured in the denition of the
spatial throughput introduced in this chapter.Denition of the
spatial throughput
for an ad-hoc CRN.
Denition 3.2 The spatial throughput of the interference-limited sec-
ondary network employing the multi-hop QoS aware relaying strategy
with MTPC ps and desired SIR threshold γs with Ns antenna enabled
MIMO MRC is
T{s}sp = λsps ζ¯ log2(1+ γs) (bits-meter/s/Hz/m
2). (3.37)
There exists an
optimal MAP which
maximizes the
spatial throughput of
underlay CRN.
By denition, the spatial throughput of the secondary network denes the
progress of each bit from the secondary transmitter towards its destination.
Notice that ps is actually a function of Np and can be found as discussed in
the previous section. Also, as discussed earlier ζ¯ is a decreasing function of
ps. Hence, it is intuitive to expect an optimal value of ps, say p¯s, which max-
imizes the SUs’ spatial throughput. Fig. 3.4 depicts the spatial throughput of
the secondary network for BPSK modulation with varying Ns.
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Fig. 3.4 conrms our hypothesis of optimal p¯s and interestingly p¯s ≈ 0.5
for the choice of simulation parameters. In general, p¯s = 0.5 is not always
optimal, detailed discussion on the optimal MAP and its achievability under
MTPC are deferred for subsequent discussions. From Fig. 3.4 it is clear that a
SU can increase its spatial throughput by increasing the number of antennas
employed for MIMO MRC (Ns). Also, notice that the spatial throughput of
CR system with Ns = 4 and 16−PSK system is still higher than that of
the CR system employing BPSK with Ns = 2. Consequently, for xed Pthb
higher throughput can be supported by harvesting diversity gain. Another
interesting observation from Fig. 3.4 is that the spatial throughput of the
SU for Ns = 6 with 16−PSK is lower than that of a CR user with Ns = 4
and BPSK. Consequently, we conclude that the choice of modulation scheme
which maximizes the spatial throughput of the SU is strongly coupled with
Ns, λs , λ
{p}
TX and Np.
The existence of an optimal p¯s leads to some interesting design questions,
i.e., Design questions:
> Acheivability of
optimal operational
MAP in presence of
the primary user’s
QoS constraint?
> Relationship
between p¯s, Ns and
Np?
1. Is it always feasible to attain the maximum achievable spatial through-
put by selecting an optimal MAP p¯s under an MTPC enforced by the
primary?
2. Does optimal MAP p¯s depend on the number of antennas Ns employed
at the CRs?
3. How does an increase in the number of antennas employed at the PU
(Np) provide gains to both primary and SUs?
In our subsequent discussion, we investigate the answers to these design
questions with the help of previously developed statistical results.
1) Optimal MAP for the secondary & its achievability
As discussed earlier, the spatial throughput of the underlay CRN can be max-
imized by selecting an optimal MAP p¯s. Existence of such an optimal MAP
(p¯s) triggers a question about its achievability under MTPC from the collo-
cated primary network. From our previous discussion (see Section IV), we
infer that the maximum permissible MAP for the CRN under PUs QoS con-
straint (γp, rp, s
{p}
th ) is strongly coupled with the number of antennas (Np),
modulation scheme employed at the PU and SU density (λs) (see Table 3.1).
For a xed set of primary parameters, the only degree of freedom available Secondary users can
employ large arrays
to reduce isolation
and improve the
spatial progress.
to the SU is Ns which can be increased to increase the spatial throughput
by increasing the average forward progress and reducing the isolation prob-
ability.
Fig. 3.5 sketches the spatial throughput of the CRN with varying MAP for
dierent SU densities for Ns = 2. For λs = 10−3, the optimal MAP p¯s is
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0.5 (depicted by the dashed orange line). The achievable spatial throughput
is illustrated in Fig. 3.5 by a superimposed red line with circular markers.
Assuming that both primary and SUs employ a BPSK modulation scheme,
the maximum permissible MAP for λs = 10−3 is 1. Consequently, in this
case, the SUs can employ p¯s = 0.5 to maximize the spatial throughput of
the CRN for a xed number of secondary antennas Ns = 2.
The maximum permissible MAP reduces with increasing density of the
SUs for a xed primary’s QoS requirement and number of antennas (Np),
hence for λs = 10−2 the permissible MAP reduces to 0.4. Luckily, the op-
timal MAP p¯s is 0.3. Hence the optimum is still attainable. The maximum
permissible MAP is indicated by the red solid line and the red curve with
markers indicate the achievable spatial throughput. If the density of SUs fur-
ther increases to λs = 10−1, the optimal MAP p¯s lies beyond the maximum
permissible MAP and hence the spatial throughput cannot be maximized. Re-
sultantly, we conclude that for a dense secondary network it is likely that an
optimal MAP cannot be employed under MTPC. In such a scenario, the max-MIMO at PU aids to
attain its desired QoS
threshold while
extending the
operational region
for the secondary
users.
imum spatial throughput which a CRN can exercise is dictated by the MTPC
enforced by the primary. Moreover, SUs in dense networks should transmit
with the maximum permissible MAP to maximize their spatial throughput
(the spatial throughput curve is increasing before optimal MAP).
Increasing the number of antennas employed by the PU (Np) can also
facilitate the SUs to attain an optimal MAP (p¯s) as indicated in Fig. 3.5 for
λs = 10−1(superimposed green curve). PUs added diversity gain cannot
only enable the SUs to eciently utilize the spectrum but also facilitate the
primary to satisfy the desired QoS constraint, which otherwise cannot be
satised (see Example 1 in Section IV). For sparse networks, by increasing
the Np, the PU can increase its transmission reliability (shown by the green
line), while SUs can still attain an optimal MAP p¯s. In brief, increasing Np,
generally leads to a win-win situation for both the primary and the CR users.
2) Optimal MAP & the size of CR array (Ns)
In the previous subsection, we studied the optimal MAP for a xed Ns. An
important question which arises from previous discussion is, does the opti-
mal MAP (p¯s) for CRN depend on the size of the array employed by the CRs
(Ns)?SUs can improve
their performance by
adding more atennas
at each node even in
the presence of a
restriction on the
operational MAP due
to primary user’s
QoS demands.
Fig. 3.6 shows that p¯s is strongly coupled with Ns for a relatively dense
CRN. In the absence of the primary network, it is obvious that a higher MAP
can be supported with higher spatial throughput at the cost of added diver-
sity and coding gain. However, when MTPC imposed on the CRN, the opti-
mal MAP p¯s may not be attainable. Nevertheless, the spatial throughput of
the CRN increases with increase in Ns due to the added diversity gain. Thus,
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Figure 3.5: Spatial throughput (bits/s/Hz/m2) of the CRN with varying MAP with
Ns = 2 MIMO MRC, BPSK modulation, λ
{p}
TX = 10
−3,η = 10−1,Pthb =
10−3 ,φ = 2pi3 , α = 4 and rp = 5. The red lines correspond to the
maximum permissible MAP which CRs can employ while guaranteeing
the PU’s QoS constraint. Notice that optimal MAP which maximizes the
CRN throughput may exist beyond the feasible operational region. The
green line indicates the extension of operation region by increasing the
number of the transmit/receive antennas at the PU.
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we conclude that SUs can increase their spatial throughput by increasing
their array size (Ns).
3.9 conclusion
In this chapter, we studied the spatial throughput of multi-hop multi-antenna
ad-hoc underlay cognitive radio networks. The spatial uncertainty in both
primary and secondary networks is addressed by utilizing tools from stochas-
tic geometry. Both cognitive and primary users are assumed to employ max-
imum ratio transmission (MRT) and maximum ratio combining (MRC) for
transmission and reception respectively. Secondary users operate under slotted-
ALOHA medium access protocol and are assumed to be half-duplex. Consid-
ering, the interference from the co-channel primary and secondary users, we
characterized the link success probability for the primary user. Coupled with
the desired quality of service (QoS) requirement, the link success probabil-
ity is then employed to quantify the maximum permissible medium access
probability (MAP) for secondary users under slotted-ALOHA protocol. It is
shown that contrary to existing studies on overlaid networks (where pri-
mary users sacrice their QoS to accommodate secondary users), two-fold
gains can be harnessed by employing multiple antennas at the primary user.
More specically, primary users can meet high desired QoS requirements
while accommodating some secondary transmitters without performance
degradation. A QoS aware relaying strategy is proposed for multi-hop re-
laying in a secondary network. The average forward progress of CR trans-
mission towards its destination and the node isolation probability are char-
acterized with a signal-to-interference ratio (SIR) based connectivity model
under a geometry of forwarding area. The geometry of forwarding area con-
trols the overall directionality of transmission from the CR transmitter to its
destination. Both, the average forward progress and the maximum permissi-
ble MAP are employed to quantify the spatial throughput of the secondary
network. It is shown that:
1. There exists an optimal MAP for a CRN which maximizes its spatial
throughput.
2. The optimal MAP for the CRN depends on the number of antennas
employed at CRs specially for the dense secondary networks.
3. The choice of modulation scheme for the CRN is also coupled with the
number of antennas employed at the secondary user and the density
of the CRs.
4. The achievability of optimal MAP which maximizes the spatial through-
put is dependent upon the number of antennas employed and modu-
lation scheme employed at primary user.
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5. Secondary users can increase the overall spatial throughput by in-
creasing the number of antennas at individual nodes even when opti-
mal MAP can not be attained due to maximum permissible MAP con-
straint.
6. With increasing number of antennas at primary user, secondary user
may attain optimal MAP even for dense CRN. For relatively less dense
secondary networks, primary users can increase their QoS by exploit-
ing added diversity and coding gains. Hence, increase in array size of
primary results in a win-win situation for both networks.
7. About 200% reduction in node isolation is possible by increasing the
number of antennas employed at secondary users.
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B R E A K I N G T H E A R E A S P E C T R A L E F F I C I E N C Y WA L L I N
C O G N I T I V E U N D E R L AY N E T W O R K S
Primary objective:
 To develop a
comprehensive
statistical framework
for interference
modeling in cognitive
underlay networks.
 To explore the
available degrees of
freedom in an
underlay cognitive
radio network.
 To characterize the
performance of both
the primary and the
secondary networks.
 To extend the
operational region of
secondary users for
harnessing the
throughput gains.
abstract
In this chapter, we develop a comprehensive analytical framework to
characterize the area spectral eciency of a large scale Poisson cogni-
tive underlay network. The developed framework explicitly accommo-
dates channel, topological and medium access uncertainties. The main
objective of this study is to launch a preliminary investigation into the
design considerations of underlay cognitive networks. To this end, we
highlight two available degrees of freedom, i.e., shaping medium access
or transmit power. While from the primary user’s perspective tuning ei-
ther to control the interference is equivalent, the picture is dierent for
the secondary network. We show the existence of an area spectral e-
ciency wall under both adaptation schemes. We also demonstrate that
the adaptation of just one of these degrees of freedom does not lead
to the optimal performance. But signicant performance gains can be
harnessed by jointly tuning both the medium access probability and
the transmission power of the secondary networks. We explore sev-
eral design parameters for both adaptation schemes. Finally, we extend
our quest to more complex point-to-point and broadcast networks to
demonstrate the superior performance of joint tuning policies.
4.1 motivation
The underlay CRNs will play a vital role in future communication networks
on several fronts, i.e.:
1. They will enable practical realization of small-cell networks where in-
terference management between the femto user equipment (FUE) and
the macro base station (BS) is the key challenge [98].The small-cell net-
works promise high capacity gains with highly reliable connectivity
at low energy costs. For small-cell networks, the underlay approach
outranks the arch-rival interweave approach because of several practi-
cal reasons. The simplest example of the interference avoidance based
access strategy is carrier sense multiple access with collision avoid-
ance (CSMA/CA) whose weakness are well known in the literature.
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Even with the most advanced signal processing techniques perfect in-
terference avoidance cannot be attained. This can be attributed to the
inherent trade o between the probability of false alarm and the prob-
ability of detection of the employed detector. Hence, establishing per-
formance guarantees for the user associated with the macro BS in the
presence of interweave empowered FUEs is not trivial. On the other
hand, the underlay approach presents a simple alternative with quan-
tiable performance assurance.
2. They will provision short range transmissions in next generation M2M
[99] or device-to-device (D2D) [100] communication networks. It is en-
visioned that M2M and D2D communication networks will operate in
an underlay manner with the existing 3G and upcoming 4G cellular
services[100, 101]. M2M communication is the key propeller for smart
living spaces and will also facilitate bi-directional smart grid commu-
nications. In D2D communication paradigm cellular BS’s will coordi-
nate with the the devices so that they can shape their transmission
parameters for controlling the aggregate interference.Link level dynamics
correspond to the
uncertainty
experienced due to
multi-path
propagation and
topological
randomness, while
the network level
dynamics are shaped
by medium access
control, user density
etc.
In summary, underlay CRNs will be central to next generation wireless net-
works. Despite their prime importance, as noted in the previous chapter the
design space of the cognitive underlay networks remains an un-charted ter-
ritory. To the best of our knowledge, the available degrees of freedom for
the design of such networks in presence of both the link and network level
dynamics remains un-explored. Furthermore, the throughput potential of
such networks is also not quantied in existing literature. In the previous
chapter, we launched a preliminary study to explore the design parameters
of large scale MIMO multi-hop underlay CRN. Chapter 3 leads to two im-
portant observations: (i) there exists an optimal MAP which maximizes the
throughput performance of CRN; (ii) it is not always possible to employ the
optimal MAP as an operational point due to the primary’s enforced QoS
constraint. This motivated us to adapt a more fundamental and alternative
approach in this chapter for investigating the design parameters of a large
scale cognitive underlay network. More specically, we seek to answer the
important design question: Can we break the so called ’spectral eciency
wall’ which is imposed due to primary user’s QoS constraint?
4.2 contributions & organization
For a more
sophisticated MAC
protocol such as
CSMA/CA, the
ALOHA MAP
adaptation can be
replaced by
adaptation of the
radius of the carrier
sensing region.
In this chapter, we consider a legacy ad-hoc network collocated with an ad-
hoc CRN. The spatial properties of both networks are analyzed by borrowing
well established tools from stochastic geometry [43]. The key contributions
of this chapter can be summarized as follow:
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1. Considering that both the primary and secondary users employ a Slott-
ed-ALOHA medium access control (MAC) protocol (see Section 4.4),
it is demonstrated that in order to satisfy the primary user’s desired
QoS requirements (see Section 4.5), secondary users have two degrees
of freedom which they can adapt for performing interference control,
i.e. (i) MAP adaptation; and (ii) transmit power adaptation.
2. It is shown that from the primary user’s perspective both the power
and the MAP adaptation are equivalent, as long as the desired QoS
requirements are fullled (see Section 4.5). However, the achievable
performance of the secondary networks under these schemes diers
signicantly (see Section 4.5). In this chapter, we employ the area
spectral eciency [32] as the performance metric for underlay CRNs.
We show that under the adaptation schemes introduced there exists
a spectral eciency wall beyond which the operation of the CRN is
infeasible. The optimal operating point which maximizes the spectral The location of the
area spectral
eciency wall is
dictated by the
primary user’s
desired QoS
constraint.
performance of the CRN often lies beyond this wall and hence cannot
be attained. It is shown that under transmit power (MAP) adaptation
scheme there exists an optimal MAP (transmit power) which maxi-
mizes the bits/s/Hz/m2 performance of the network. Furthermore, it
is demonstrated that mere adaptation of either the MAP or the trans-
mission power results in a sub-optimal performance. Superior perfor-
mance can be attained by employing the coupling of these adapta-
tion schemes (for one degree of freedom) with the optimization of the
remaining degree of freedom. In other words, network-wide perfor-
mance is optimized by either (i) adapting MAP in conjunction with
optimal transmission power selection; or (ii) adapting the transmis-
sion power in conjunction with optimal MAP selection. Adapt and optimize
strategy!
3. The optimal MAP and SIR threshold for CRs is quantied under a
transmission power adaptation scheme. It is shown that the optimal
MAP decreases as an inverse-function of the secondary user density.
The secondary link success probability (with power adaptation and op-
timal MAP) converges to e−1. Moreover, the optimal MAP must decay
in a square law manner to cater for an increase in link distance while
decay with SIR threshold depends on the path-loss exponent (see Sec-
tion 4.7). It is shown that optimal MAP is independent of the transmit
power employed by the primary user. Properties of an
optimal MAP
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4. It is shown that transmit power adaptation with optimal MAP selec-
tion breaks the area spectral eciency wall for a more complex un-
derlay networking scenario. More specically, characterization of the
area spectral eciency for the point-to-point and broadcast scenario
is pursued with the same objectives. For point-to-point transmission,
two receiver association models are considered, i.e., (i) nearest neigh-
bor; (ii) nth neighbor in a sector. These two scenarios can be visualizedAdapt and optimize
is the best strategy,
irrespective of the
networking
paradigm.
as a snap shot of the multi-hop relaying strategy at an arbitrary time
slot. The rst strategy corresponds to short hop transmissions while
the second provides the exibility of selecting the hop length. Under
both strategies the receivers which defer their transmission under the
slotted-ALOHA protocol are selected as a single hop destination (see
Section 4.8). The optimal MAP under transmit power adaptation is
characterized for both point-to-point scenarios. It is shown that opti-
mal MAP is independent from the user density and depends on the
average out-degree (see Section 4.8).
5. The denition of area spectral eciency for a broadcast underlay net-
work is presented (see Section 4.8). The performance of a broadcast
underlay network is studied and it is shown that transmit power adap-
tation with MAP selection outperforms a mere adaptation scheme.
To the best of authors’ knowledge, none of the studies in the past have ad-
dressed the above mentioned issues for a large scale underlay CRNs. The
available degrees of freedom and there optimal exploitation remains an open-
issue. Nevertheless, for the interested readers a brief survey of some literary
contributions in the domain is summarized in Section 4.3.
4.2.1 Notations
Throughout this chapter, we use EZ(.) to denote the expectation with re-
spect to the random variable Z. A particular realization of a random vari-
able Z is denoted by the corresponding lower-case symbol z. The probability
density function (PDF) of the random variable Z is denoted by fZ(z) and its
corresponding cumulative distribution function byFZ(z). The symbol∏i∈S
denotes the product when i is replaced by the elements of the set S. For in-
stance, if S = {s, p} then ∏i∈S gi(.) coressponds to the product gp(.)gs(.).
The bold-face lower case letters (e.g., x) are employed to denote a vector in
R2. The symbol \ denotes the set subtraction and the symbol ‖x‖ denotes
the Euclidean norm of vector x. The symbol b(x, r) denotes the ball of radius
r centered at point x.
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4.3 related work
In [102] Chen et al. studied the performance of multi-path routing with end-
to-end QoS provisioning in cognitive underlay networks. The authors con-
sider large scale cognitive underlay networks where the secondary users
control their MAP for peaceful co-existence with the primary network. As
MAP control is equivalent to transmission density control, the authors in
[103] explore the phase transition phenomenon experienced in cognitive
underlay networks. More specically, the authors study the relationship be-
tween latency, connectivity, interference and other system parameters. Per-
colation theoretic analysis of cognitive underlay networks is also pursued in
[104, 105]. In [106] the authors explore the achievable capacity of cognitive
mesh network when dierent MAC protocols are employed. They compared
the throughput potential of Slotted ALOHA, CSMA/CA and TDMA schemes.
Co-existence between the secondary and the primary networks based on the
Slotted-ALOHA protocol is also explored in [107]. In [108] authors studied
the performance of a multi-hop multi-antenna underlay cognitive ad hoc
networks in presence of the co-channel interference. The authors demon-
strated that the inherent diversity gains due to multiple antennas provide
performance gains for both the primary and the secondary users.
All of the above mentioned studies intrinsically rely on the optimality of
MAP/density adaptation. However, in this chapter, we show that both the
MAP and power adaptations by themselves are sub-optimal. Furthermore,
due to the QoS constraint enforced by the primary user, the performance
of these adaptation schemes is bounded by the area spectral eciency wall.
Notice that the simulation results in [106] (Fig 3-5) also depict the mani-
festation of the throughput wall in terms of power ratio and threshold SIR.
In this chapter, we demonstrate that this wall can be broken by exploiting
the optimizing the remaining degree-of-freedom. To the best of our knowl-
edge, none of the studies in past has presented a generic and a comprehen-
sive statistical framework for quantifying the performance of the large scale
underlay CRNs. This motivate us to develop a generic framework consider-
ing link and network dynamics while addressing the important design ques-
tions. We also present the extensions of our analytical framework to more
generic point-to-point and broadcast underlay networks whose performance
remains un-explored in the existing literature.
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4.4 network model
4.4.1 Geometry of the Network
We consider a primary/legacy network operating in the presence of a collo-
cated ad-hoc CRN. The spatial distribution of both primary and secondary
users is captured by two independent homogenous Poisson point processes
(HPPPs) Πp
(
λp
)
and Πs (λs) respectively. More specically, at any arbi-
trary time instant the probability of nding n ∈N primary/secondary users
inside a region A ⊆ R2 is given by
P (Πi(A) = n) = (λiv2(A))
n
n!
exp (−λiv2(A)) , i ∈ {s, p} (4.1)
where, v2(A) =
∫
A dx is the Lebesgue measure on R
2[109] and λp(λs) isNotice that Πi is also
a counting measure
on R2.
the average number of primary (secondary) users per unit area. IfA is a disc
of radius r then v2(A) = pir2.
4.4.2 Transmission Model & Medium Access Control (MAC)
In this chapter, we assume that both primary and secondary users employ
Slotted ALOHA MAC protocol to schedule their transmissions over a shared
medium. More specically, at an arbitrary time instant both the primary and
the secondary users can be classied into two distinct groups, i.e., nodes
which are granted with the medium access and those whose transmissions
are deferred. If pi denotes the MAP for an arbitrary user x ∈ Πi1, then the
set of active users under a Slotted ALOHA MAC also forms a HPPP
Π{TX}i = { x ∈ Πi : 1(x) = 1} with densityλipi (4.2)
where i ∈ {s, p}.
where 1(x) denotes a Bernoulli random variable and that is independent of
Πi and i ∈ {s, p} is the shorthand for {secondary, primary}. We employ the
famous bipolar model [43] to capture the spatial distribution of the primary
and the secondary receivers. Specically, each primary transmitter has its in-
tended receiver at a xed distance rp in a random direction. Similarly, each
secondary receiver is located at distance rs from its corresponding transmit-
ter. The bipolar/dumbbell model can be generalized to more realistic models.
These receiver association models are strongly tied with the considered net-
working scenario. In Section 4.8, we will introduce more general models for
quantifying the performance of a large scale CRN.We also assume that
both the primary and
the secondary
time-slots are
identical and
synchronized.
1 With a slight abuse of notation, x ∈ R2 is employed to refer to the node’s location as well
as the node itself.
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It is assumed that all active transmitters have one or more packets to trans-
mit. This assumption is widely prevalent in the literature, mainly because it
simplies the analysis by abstracting the queuing details.
4.4.3 Physical Layer Model
In current chapter, we assume that all four types of links, i.e., primary-to-
primary communication; secondary-to-primary interference; primary-to-sec-
ondary interference and secondary-to-secondary communication links expe-
rience Nakagami-m at fading channel. The fading severity of the Nakagami-
m channel is captured by parameter ms for all links originating from the
secondary transmitters, while the fading severity of the primary communica-
tion and interference links is captured by employing the parameter mp. The
overall channel gain between a transmitter and a receiver separated by the
distance r is modeled as Hl(r)2. Here, H is a Gamma random variable and
l(r) = Kr−α is the power-law path-loss exponent. The path-loss function
depends on the distance r, a frequency dependent constantK and an environ-
ment/terrain dependent path-loss exponent α ≥ 2. The fading channel gains
are assumed to be mutually independent and identically distributed (i.i.d.). Without any loss of
generality, we will
assume K = 1 for
the rest of the
discussion.
It is assumed that the communication is interference limited and hence ther-
mal noise is negligible. Notice that the choice of the Nakagami-m fading
model is motivated by the generality of the model, but our main interest lies
in studying the performance for the worst case scenario of Rayleigh fading
(which is obtained as a special case by setting m = 1).
4.5 area spectral efficiency of cognitive underlay network
The area spectral eciency of the cognitive underlay network is strongly
coupled with the transmit power and the MAP adopted by the secondary
users. However, secondary users are obliged to tune either or both of these
parameters (i.e., transmit power or MAP) such that the primary user’s QoS
requirement is always satised. In this section, we rst derive a condition
for the transmit power and MAP such that the CR users can peacefully co-
exist with the legacy network. This condition is then employed to quantify
the achievable area spectral eciency for the cognitive underlay network.
4.5.1 Primary user’s QoS constraint
Consider an arbitrary primary transmitter x ∈ Πp and its associated re-
ceiver at distance rp. Employing the stationarity property of the point pro- Quick Reference
Silvnyak’s Theorem:
The law of the
stationary Poisson
point process does not
change by addition
of an arbitrary point.
cess Πp, each node can be translated such that the receiver corresponding
2 We also employ symbol G instead of H to denote the fading channel gain from the secondary
transmitter.
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to the primary transmitter x lies at the origin. Alternatively, we can employ
the Silvnyak’s theorem [109], which states that adding a probe point to the
HPPP at an arbitrary location does not eect the law of the point process.
Consequently, the received SIR at the primary receiver can be quantied as
SIR=Γp =
hpl(rp)
∑i∈Π{TX}p \{x} hil (‖xi‖) +∑j∈Π{TX}s ηgjl
(∥∥xj∥∥) ,
=
hpl(rp)
Ip + η Is
=
hpl(rp)
Itot
. (4.3)
where Is = ∑j∈Π{TX}s gjl
(∥∥xj∥∥) is the co-channel interference caused by
the secondary transmitters, Ip = ∑i∈Π{TX}p \{x} hil (‖xi‖) is the interference
experienced due to simultaneous transmissions from other primary users
and η = PsPp is the ratio of the transmit powers of the secondary and the
primary transmitters.
The primary user’s QoS constraint can be expressed in terms of the desiredOperational
constraint for
secondary underlay
network.
SIR threshold γ{p}th and an outage probability threshold
P
{p}
out (Ps, ps) = Pr
{
Γp ≤ γ{p}th
}
≤ ρ{p}out . (4.4)
Notice that the primary user’s outage probability is coupled with the aggre-
gate interference generated by the secondary network. Consequently, sec-
ondary access is limited subject to the constraint in Eq. (4.4).
4.5.2 Secondary User’s Permissible MAP and Transmit Power
Laplace transform of
the aggregate
interference
experienced by the
primary receiver.
Lemma 4.1 The Laplace transform (LItot(s)) of the aggregate interfer-
ence (Itot) experienced at the primary receiver, caused by both the co-
channel primary and the secondary, when the primary interfering link suf-
fers from the Nakagami−mp fading and the secondary interference link
experiences the Nakagami −ms fading, can be quantied as in Eq.(4.5)
with δ = 2/α.
LItot(s) = exp
[
−pi
(
λppp
Γ(mp + δ)
Γ(mp)mδp
+ ηδλsps (4.5)
× Γ(ms + δ)
Γ(ms)mδs
)
Γ (1− δ) sδ
]
.
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proof: Consider a HPPP Π with intensity λ then the aggregate interfer-
ence experienced at the probe receiver is given as
I = ∑
xi∈Π
hil(‖xi‖). (4.6)
The Laplace transform of I is given by
LI(s) = E (exp (−sI)) ,
= E
(
∏
xi∈Π
EH (exp (−shl(‖xi‖)))
)
. (4.7)
Using the denition of the Generating functional of HPPP in [109] Quick Reference
Generating
functional of HPPP:
Let Φ be a Poisson
process of intenstity
measure Λ then the
generating
functional is given
by G( f (x)) =
E (∏i∈Φ f (x)) =
exp (−∫ (1− f (x))Λ(dx)).
LI(s) = exp
(∫
[1−EH (exp (−shl(r)))] λ2pirdr
)
. (4.8)
This can be solved to obtain
LI(s) = exp
(
−λpiE(hδ)Γ (1− δ) sδ
)
, (4.9)
where, δ = 2α is a constant. The aggregate interference experienced by the
probe receiver from both the primary and the secondary users is given by
Itot = ∑
i∈Π{TX}p \{x}
hil(‖xi‖)
︸ ︷︷ ︸
Ip
+η ∑
j∈Π{TX}s
gjl(
∥∥xj∥∥)︸ ︷︷ ︸
Is
. (4.10)
From Eq. (4.10) it can be easily shown that LItot(s) = LIp(s)LIs(s). More-
over, employing Eq. (4.9)
LItot(s) = exp
(
−pi
[
λpppEH
(
hδ
)
+ ηδE
(
gδ
)
λsps
]
× Γ (1− δ) sδ
)
. (4.11)
The δth moment of the interfering channel gain for Nakagami−mp and
Naka-gami−ms fading can be computed as
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EH
(
hδ
)
=
Γ(mp + δ)
Γ(mp)mδp
and EG
(
gδ
)
=
Γ(ms + δ)
Γ(ms)mδs
. (4.12)
Substituting Eq.(4.12) into Eq. (4.11), we obtain Eq. (4.5). 
Lemma 4.1 indicates that the Laplace transform of the aggregate interfer-
ence is a decreasing function of both the secondary user’s MAP (ps) and the
transmit power (Ps through η). However, the rate at which it decreases is
not similar. Notice that the dierence between the fading conditions experi-
enced by the primary and the secondary interfering links also plays a vital
role.Coexistence
condition for
secondary network.
Theorem 4.1 Consider a primary QoS constraint expressed in terms of
desired SIR threshold (γ{p}th ) and the desired outage probability threshold
ρ
{p}
out , then the co-located secondary network with density λs must adapt
its transmit power and/or MAP such that the condition in Eq. (4.13) is
satised.
Pδs ps ≤ max
 ln
(
1
1−ρ{p}out
)
Γ(mp)Γ(ms)
piλsr2pΓ(mp − δ)Γ(ms + δ)
(
msPp
mpγ
{p}
th
)δ
(4.13)
− λp
λs
pp
Γ(ms)
Γ(mp)
Γ(mp + δ)
Γ(ms + δ)
(
msPp
mp
)δ
, 0
)
.
proof: From Eqs. (4.4) and (4.3), we have
P
{p}
out (Ps, ps) = Pr
{
Γp ≤ γ{p}th
}
,
= EH
1− Pr
I ≤
Pphpl(rp)
γ
{p}
th︸ ︷︷ ︸
z

 ,
= EH
1− Pr {Ip ≤ z}Pr {Is ≤ z}︸ ︷︷ ︸
A1
 , (4.14)
where with a slight abuse of the introduced notation, we dene I = Ip + Is
; Ip = ∑i∈Π{TX}p Pphil(ri) and Is = ∑i∈Π{TX}s Psgjl(rj). Notice that Eq. (4.14)
can be evaluated equivalently by employing the distribution of Hp (which
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admits the closed-form expression) and taking the expectation with respect
to the interference. But the interference distribution cannot be expressed
in a closed form. However, the approach based on the distribution of Hp
leads to a solution which requires evaluation of an innite summation and
composite derivative of the Laplace transform (requiring application of the
Faa di Bruno’s formula [95]) for an arbitrary mp. Moreover, the resulting ex-
pression cannot be inverted to quantify the permissible MAP and the trans-
mit power. Hence motivated by [46], we propose an alternative method. Let
Π{TX},{dom}p =
{
xi ∈ Π{TX}p : Pphil (‖xi‖) > z
}
, Π{TX},{dom}s =
{
xj ∈
Π{TX}s : Psgjl
(∥∥xj∥∥) > z} and Ik = IΠ{TX},{dom}k + IΠ{TX}k \Π{TX},{dom}i − k ∈
{s, p}whereΠ{TX},{dom}k reperesents the dominant interferers, then A1 can
be bounded as
A1 ≤ Pr
{
I
Π{TX},{dom}p
≤ z
}
Pr
{
I
Π{TX},{dom}s
≤ z
}
,
≤ Pr
{
Π{TX},{dom}p = ∅
}
Pr
{
Π{TX},{dom}s = ∅
}
,
≤ ∏
i∈{s,p}
exp
(
−EH
(
2piλipi
∫ ∞
0
r
× 1
(
Pihi
rα
> z
)
dr
))
, (4.15)
≤ ∏
i∈{s,p}
exp
(
−piλipiz−δPδi
Γ(mi + δ)
Γ(mi)mδi
)
.
By employing the upper-bound on A1, the lower-bound on the primary
user’s outage probability can be quantied as
P
{p}
out (Ps, ps) ≥ EH
[
1− exp
(
−pi
{
λppp
Γ(mp + δ)
Γ(mp)mδp
+ λspsηδ
Γ(ms + δ)
Γ(ms)mδs
}
γ
{p}δ
th h
−δr2p
)]
,
(a)
≥ 1− LItot (s)|
s=
γ
{p}
th r
α
pE(H−δ)
Γ(1+δ)1/δ
, (4.16)
where (a) is obtained by employing Jensen’s inequality and Eq. (4.5). The Quick Reference
Jensen’s inequality:
For a concave
function f (x)
E( f (x)) ≥ f (E(X)).
derived lower bound is very tight (especially for P{p}out (Ps, ps) ≤ 0.1). As a
matter of fact for mp = 1 (Rayleigh fading), the inequality can be replaced
with an equality. The tightness for an arbitrary mp can be easily veried by
Monte-Carlo simulation (see Fig. 4.1). Bounding (4.16) by the desired outage
constraint ρ{p}out from above then with several mathematical manipulations
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Figure 4.1: Primary user’s outage probability with varying desired SIR threshold
for λp = λs = 10−3, pp = ps = 0.2, η = 10−1, α = 4 and rp =
5. The markers correspond to the results obtained from Monte-Carlo
simulation of the network with 105 trials for each SIR threshold.
we get Eq. (4.13). 
Remarks
1. An immediate observation from Eq. (4.13) is that from the primary
user’s perspective both the secondary user’s power control and/or the
MAP control are equivalent. Hence as long as the constraint in Eq.
(4.13) is satised, it does not matter whether this is attained by the
MAP or the power control.For a dense cognitive
network, either CRs
should transmit
seldom or adapt a
low transmission
power. This will
signicantly limit
the distance over
which a link can be
established while
satisfying the desired
QoS requirements.
2. For certain xed ps, the maximum permissible transmit power (P¯s)
for a secondary user can be easily obtained from Eq. (4.13) as P¯s =
sup
{
Ps : P
{p}
out (Ps, ps) ≤ ρ{p}out
}
. Similarly, the maximum permissible
MAP (p¯s) when the secondarys transmit with a certain power Ps can
also be obtained from Eq. (4.13) as p¯s = sup
{
ps : P
{p}
out (Ps, ps) ≤
ρ
{p}
out , ps ≤ 1
}
. The former is referred as the secondary transmit power
control based underlay access, while the later is refereed as the sec-
ondary MAP control based underlay.
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3. Notice that either the transmit power or the MAP must reduce to
cater for the increasing secondary user density, i.e., with an increase
in secondary nodes per unit area either the frequency of transmission
should be reduced or the nodes should transmit with a lower power to
ensure that the primary user’s desired QoS constraint is satised. Also
notice (from Eq. (4.13)) that the decay in the transmission frequency
of the primary user increases the opportunity for the secondary trans-
mission.
4.5.3 Area Spectral Eciency of the Secondary Network
The area spectral eciency of the secondary underlay network is dened
as the number of bits per unit time per Hertz of bandwidth that are suc-
cessfully exchanged between active secondary transmitter-receiver pairs per
unit area. The probability of success for the secondary network is strongly
coupled with the transmit power and the MAP, as the former shapes the sig-
nal strength and the later characterizes the co-channel interference. In a pre-
vious sub-section, we quantied these parameters in terms of the condition
enforced under the primary’s required QoS constraint. In this sub-section,
we derive a closed-form expression for the area spectral eciency of the
secondary network. Area spectral
eciency.
Denition 4.1 The area spectral eciency of the secondary underlay
network in the presence of the legacy network when the transmit power
adaptation is employed by the users to ensure primary’s QoS constraint,
can be characterized as
TPs = λsps log2
(
1+ γ{s}th
)
P
{s}
suc (P¯s, ps) , bits/s/Hz/m2 (4.17)
where P¯s is the maximum permissible transmit power for an arbitrary
secondary user at a particular MAP ps, which is obtained from Eq. (4.13)
andP{s}suc (P¯s, ps) is the success probability of an arbitrary secondary link.
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Link success
probability for a
secondary user.
Theorem 4.2 Consider a secondary transmitter x ∈ Π{TX}s with the
transmit power Ps, while attempting to access the medium with probabil-
ity ps, then the probability of successP
{s}
suc for the link between x and its de-
sired secondary receiver (separated by distance rs) can be upper-bounded
as given in Eq. (4.18).
P
{s}
suc (Ps, ps) ≤ exp−
{
pi
(
λppp
(
Pp
Ps
)δ Γ(mp + δ)
Γ(mp)mδp
(4.18)
+ λsps
Γ(ms + δ)
Γ(ms)mδs
)
Γ(ms − δ)
Γ(ms)
(
γ
{s}
th ms
)δ
r2s
}
.
proof: The proof follows similar steps as for Propositions 1 & 2. 
Similar to the transmit power adaptation case the area spectral eciency of
the secondary underlay network with MAP adaptation is given by
Tps = λs p¯s log2
(
1+ γ{s}th
)
P
{s}
suc (Ps, p¯s) , bits/s/Hz/m2 (4.19)
where p¯s is the maximum permissible MAP at the transmission power Ps
obtained from (4.13). Notice that under MAP adaptation the number of con-
current transmission sessions is also bounded due to the upper-bound on
the secondary MAP.
4.6 discussion
Recall that mp and
ms correspond to the
fading severity of the
communication and
the interference
channels from the
primary and
secondary user
respectively
(Section4.4 ).
Figs. 4.2 and 4.3, depict the area spectral eciency of the cognitive underlay
network under the transmit power adaptation scheme. As shown in the Fig.
4.2, the area spectral eciency is strongly coupled with the fading severity
of the propagation channel. The fading severity for a Nakagami-m channel
decreases with an increase in m. For mp = ms = 1, the area spectral e-
ciency corresponds to the case when both the primary interference and the
secondary communication channel suers from Rayleigh fading. As shown
in Fig. 4.2 for a CRN more densely deployed than the primary network
(λs > λp), the fading severity ms plays a more important role than that
of the mp. Hence, the attainable spectral eciency is dramatically reduced
when the fading severity of secondary-to-secondary communication and
secondary-to-primary interference channel is reduced (see ms = mp = 2
and ms = 1, mp = 2 in Fig. 4.2). In other words, a reduction in fading sever-
ity results in a more restrictive power adaptation which outweighs the gain
obtained due to better propagation condition for the communication link.
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Figure 4.2: Area spectral eciency (bits/s/Hz/m2) of a cognitive underlay network
with transmit power adaptation λs = 10−2, λp = 10−3, Pp = 1, α = 4,
rp = rs = 4, ρ
{p}
out = 0.1, pp = 0.4, γ
{p}
th = 5 dB and γ
{s}
th = 3 dB (see
Eq. (4.17)).
Fig. 4.3 shows the area spectral eciency of the CRN under the transmit
power adaptation scheme for the Rayleigh fading channel. The solid part of
the curve corresponds to the operational regime for the CRN where the pri-
mary user’s desired QoS constraint is guaranteed. Moreover, the dashed part
corresponds to the values of the transmit power which cannot be selected
due to the bound enforced by the primary network. An interesting obser-
vation here is that there exists a so called “area spectral eciency wall” be-
yond which the operation is not feasible. Hence the area spectral eciency
obtained under transmit power adaptation is limited by this wall. The exis-
tence of the wall can be better understood with the help of Eq. 4.18. From Eq.
4.18 it follows that for an arbitrary but xed MAP, the success probability
of the secondary link increases with an increase in Ps3. However, the max-
imum permissible transmit power (P¯s = sup
{
Ps : P
{p}
out (Ps, ps) ≤ ρ{p}out
}
)
is bounded due to the primary user’s QoS constraint. Consequently, the area
spectral eciency is also bounded.
An important and interesting observation which follows from Figs. 4.2
and Fig. 4.3 is regarding the existence of an optimal MAP (i.e., p∗s ) which
maximizes the network wide area spectral eciency. Intuitively, increas-
3 Notice that an increase in Ps eectively translates into an increase in the signal power. Since,
secondary transmitters employ the same transmit power, an increase in Ps does not reduce
the co-channel interference due to CR transmitters. However it increases the signal power
relative to the co-channel interference inicted by the primary transmitters. Consequently, it
is benecial for secondary users to increase the transmit power to improve their link success
probability.
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Figure 4.3: Area spectral eciency (bits/s/Hz/m2) of a cognitive underlay network
with transmit power adaptation λs = 10−2, λp = 10−3, Pp = 1, α = 4,
rp = rs = 4, ρ
{p}
out = 0.1, pp = 0.4, mp = ms = 1, γ
{p}
th = 5 dB and
γ
{s}
th = 3 dB (see Eq. (4.17)).
ing the secondary MAP should increase the eective number of concurrent
transmission sessions and hence the area spectral eciency4. However, as
indicated by Fig. 4.3, this is not necessarily the case. The maximum attain-
able area spectral eciency for ps = 0.7 is less than the eciency obtained
by employing ps = 0.3. This validates that there exists an optimal opera-
tional MAP which when employed in conjunction with the transmit power
adaptation maximizes the area spectral eciency attained by the CRN. The
detailed analytical characterization of p∗s will be deferred until subsequent
discussion.
Fig. 4.4 plots the area spectral eciency of the CRN under the MAP adap-
tation scheme. As discussed earlier under this scheme, the maximum per-
missible density of the active secondary transmitter is bounded due to the
primary user’s QoS constraint (see Eq. (4.19)). Fig. 4.4 further consolidates
this observation. Notice that the bound on the permissible MAP translates
into an “area spectral eciency wall”. As demonstrated in Fig. 4.4 the loca-
tion of the area spectral eciency wall is strongly coupled with the channel
4 Nevertheless, an increase in the operational MAP will also translate into a higher co-channel
interference to the primary user and hence a more stringent operational constraint by a
reduction in the maximum permissible transmission power. The reduction in maximum per-
missible power will result in the reduction of the link success probability. Hence the gain
obtained due to an increase in the simultaneous transmissions may vanish because of the
reduction in the success probabilities of the individual links. This indicates that there may
exist an optimal operational point where the reduction in the link success can be balanced
by increasing the number of concurrent transmissions.
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Figure 4.4: Area spectral eciency (bits/s/Hz/m2) of a cognitive underlay network
under MAP adaptation with λp = 10−3, Pp = 1, Ps = 10−1, α = 4,
rp = rs = 4, ρ
{p}
out = 0.1, pp = 0.4, γ
{p}
th = 5 dB and γ
{s}
th = 3 dB (see
Eq. (4.19)).
propagation conditions, primary/secondary user density and the transmit
power employed by the primary network.
The parameters mp and ms play a dual role, i.e., for instance mp not only
characterizes the fading severity of the channel between an arbitrary pri-
mary transmitter and receiver but also shapes the interference environment
in which the CRN must operate. A small mp reduces the link reliability of
the primary user, which in turn enforces more stringent constraints on the
secondary access. However, it also reduces the aggregate interference expe-
rienced by the secondary receivers. The area spectral eciency of the CRN
is jointly dependent on the density of users and the propagation conditions.
When both the primary and the secondary networks are equally dense, the
impact of the fading severity mp dominates the performance as compared
to ms. This can be attributed to the higher transmit power employed by the
primary users which bounds the CRN performance by primary inicted in-
terference (see Fig. 4.4). For a CRN with higher density than the collocated
primary network, the dominant fading severity parameter is reversed. In
other words, the performance is now dictated by ms. This is as expected be-
cause the increased density limits the secondary network’s performance by
its own co-channel interference (see Fig. 4.4).
The primary to secondary transmit power ratio (η) is an important design
parameter. Secondary users employing low transmit power result in a low
aggregate interference and hence increase their chances of co-existing with
the primary network. Fig. 4.5 plots the area spectral eciency for several
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Figure 4.5: Area spectral eciency (bits/s/Hz/m2) under the MAP adaptation
scheme for various value of η with λs = 10−2, λp = 10−3, mp =
ms = 1, α = 4, rp = rs = 4, ρ
{p}
out = 0.1, pp = 0.4, γ
{p}
th = 5 dB and
γ
{s}
th = 3 dB (see Eqs. (4.17) & (4.19)).
dierent values of η against the MAP. Reducing η: (i) pushes the spectral
eciency wall to the right along secondary MAP axis; and (ii) reduces the
overall spectral eciency. The former occurs due to the reduced interfer-
ence caused to the primary users5, while the later occurs due to a reduction
in the received signal power at the CR receiver. Consequently, although a
smaller η may push the conceivability boundary on the MAP spectral e-
ciency curve the attained performance may deteriorate due to the reduction
in the overall spectral eciency. This indicates that their may exist an opti-
mal value of η where the reduction in the signal strength can be balanced
by increasing the density of concurrent secondary transmissions. Note that
for a xed primary transmit power Pp, the optimal η∗ reects the existence
of an optimal secondary transmit power say P∗s .
The existence of an area spectral eciency wall under the adaptation of ei-
ther degree-of-freedom (MAP/transmit power) and optimal operating points
for the remaining degree of freedom (transmit power/MAP) triggers two im-
portant design questions:
1. In terms of maximizing the secondary network throughput what is the
optimal strategy? In other words, can secondary users maximize the
5 The reduction in co-channel interference at the primary receiver can be traded to increase
the eective number of concurrent secondary transmissions.
4.6 discussion 85
0 0.2 0.4 0.6 0.8 1
0
1
2
3
4
5
6
x 10
−3
Secondary MAP(p
s
)
A
re
a
 S
p
e
c
tr
a
l 
E
ff
ic
ie
n
c
y
 (
b
it
s/
s/
H
z/
m
2
)
 
 
Non−acheivable: MAP Adaptation
Acheivable: Power Adaptation
Acheivable : MAP Adaptation
Maximum Acheivable
Spectral Efficiency with
Power Adaptation (at p
s
*
)
Maximum Acheivable
Spectral Efficiency with
MAP Adaptation ( for η
s
*
)
Maximum Acheivable
Spectral Efficiency with
MAP Adaptation ( for
η
s
=10
−1
)
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attainable area spectral eciency by exploiting one of these two de-
grees of freedom? The answer to this question is critical from the sec-
ondary network’s perspective as adaptation of either parameter will
satisfy the co-existence requirements imposed by the primary. How-
ever, the secondary spectral eciency may dier.
2. How does the power adaptation scheme coupled with an optimal MAP
selection compares to the MAP adaptation scheme with an optimal
transmit power selection? Will both schemes provide comparable per-
formance?
Fig. 4.6 seeks answers to these design questions by comparing the perfor-
mance of the MAP and the transmit power adaptation schemes. As illus-
trated in the gure, the maximum spectral eciency (for a certain arbitrary
but xed transmit power ratio, in this case η = 10−1) under the MAP adap-
tation scheme is much higher than the one attained with the power adapta-
tion. However, the maximum throughput under MAP adaptation cannot be
attained due to the wall imposed by the primary user’s QoS constraint. By
contrast, if the secondary user selects p∗s as a MAP and employs transmit
power adaptation the area spectral eciency far exceeds that for MAP adap-
tation. In brief, the power adaptation scheme coupled with optimal MAP
selection outperforms the simple MAP adaptation scheme. The conceivabil-
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ity boundary of the MAP adaptation scheme can be pushed further by em-
ploying optimal transmit power ratio η∗. The maximum attainable spectral
eciency under MAP adaptation in conjunction with η∗ is similar to the one
obtained by employing transmit power adaptation at p∗s . From these obser-
vations, it is obvious that sole adaptation of a single degree of freedom with
an arbitrary selection of the other results in a sub-optimal performance in
terms of spectral eciency. The best strategy is to adapt one degree of free-
dom, while optimizing over the other. Moreover, in terms of performance it
is immaterial that which degree is adapted and which one is optimized as
long as the “adapat-and-optimize” rule is followed.
Key observations
1. In an underlay CRN, there exist two degrees of freedom, i.e., the trans-
mit power and the MAP. In a large scale CRN adapting one of these
parameters while keeping the other xed, the attainable area spectral
eciency is bounded by a wall due to the primary user’s QoS require-
ments. This wall can be broken, i.e. the area spectral eciency can be
increased by optimizing the xed parameter. More specically, the sec-
ondary user must adapt one design parameter and optimize the other
to realise the maximum attainable performance. In brief, neither de-
gree of freedom by itself is capable of unleashing the true potential of
the network.
2. The CRN’s throughput is jointly coupled with the propagation condi-
tions, user density and the transmit power.
3. Both the transmit power and the MAP adaptations are identical from
the primary users’ perspective. Nevertheless, the secondary attainable
throughput may dier depending on the selected operational point
(MAP (ps) or the transmission power (Ps)).
4. The area spectral eciency of CRN can be maximized by selecting an
optimal operational point. The optimal operational point is obtained
by adapting either degree-of-freedom (MAP or transmit power) while
optimizing over the remaining degree (transmit power or MAP). Fig.
4.7 depicts the optimal operational points under both adaptation schemes.
Notice that the optimal operating point under both schemes is same.
However, the area spectral eciency performance for an arbitrary op-
erational point may dier under both schemes6.
6 From Eq. (4.18), it follows that the success probability of an arbitrary secondary link scales
dierently with respect to the transmit power and the MAP. The scaling with the transmit
power is further coupled with the path-loss exponent which is not the case for the MAP.
Consequently, the area spectral eciency of a secondary network scales dierently under
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In order to avoid the redundancy, we will only characterize the optimal pa-
rameters under the power adaptation scheme. A similar characterization for
the MAP adaptation scheme can be carried out in a straightforward manner.
A Note on Practical Implementation
In this article, we do not propose any specic protocol for implementation of
the discussed adapt-and-optimize strategy. Our prime focus is in quantifying
the attainable performance without restricting our analysis to a particular
implementation. Nevertheless it is worth highlighting that the practical im-
plementation can be realized in a straightforward manner. From Eq. (4.13) it
is obvious that in order to adapt either degrees-of-freedom, the secondary
network requires the knowledge of the following primary network parame-
ters:
1. Primary user’s desired QoS constraint expressed in terms of SIR thresh-
old (γ{p}th ) and the outage probability threshold ρ
{p}
out ;
2. Average number of primary transmitters per unit area (λp);
3. Primary user’s MAP (pp) and the fading severity of its communication
link (mp);
4. Primary user’s link distance (rp) or average link distance if rp is ran-
dom variable.
With the precise knowledge of these parameters along with the knowledge
of the CRN parameters allows robust implementation of the adaptat-and-
optimize strategy. Consequently, the practical implementation of the proto-
col is closely coupled with the ways of obtaining such knowledge. Since the
knowledge of these parameters can be obtained in either an online or oine
mode, both dynamic and xed implementations are possible. In other words,
the adaptation and the optimization parameter can be computed prior to the
deployment and CRs can use them to access the spectrum. Alternatively, CRs
can compute these parameters in operational mode. The computation can ei-
ther be based on the
• Explicit exchange of the parameters between the primary and the sec-
ondary users.
• Estimation of these parameters indirectly by learning and observing
the radio environment.
The explicit exchange can be provisioned by employing a dedicated control
channel, while the estimation can be based on the signal strength, retrans-
mission frequency etc.
both schemes. This can be veried from Fig. 4.4 which can be considered as a two dimensional
slice of Fig. 4.7.
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(a) Area spectral eciency of underlay CRN under the transmit power adaptation
scheme. Notice the spectral eciency walls and existence of the optimal MAP.
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(b) Area spectral eciency of underlay CRN under the MAP adaptation scheme.
Notice the spectral eciency walls and the existence of the optimal transmit
power.
Figure 4.7: Optimal operating points under transmit power and MAP adaptation
schemes for λs = 10−2, λp = 10−3, Pp = 1, α = 4, rp = rs = 4,
ρ
{p}
out = 0.1, pp = 0.4, mp = ms = 1, γ
{p}
th = 5 dB and γ
{s}
th = 3 dB.
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4.7 optimization under transmit power control
Optimal MAP under
transmit power
control.
As illustrated in the previous section, there exists an optimal MAP (p∗s ) which
maximizes the bits/s/Hz performance in a unit area. Also from Eq. (4.17), we
notice that there exists an optimal SIR threshold γ{s}∗th for the secondary
user at which its throughput performance is maximized. To this end, in this
section we quantify these optimal operating points.
4.7.1 Optimal MAP for Secondary Users
As depicted in Fig. 4.2, there exists an optimal operating MAP which can be
employed by secondary users to maximize their achievable spatial through-
put. The existence of this optimal throughput can be credited to the fact that
the link success probability of the secondary user is a decreasing function
of its MAP (ps) under the transmission power control scheme. However, the
eective transmission density (λsps) increases with an increase in MAP (ps).
Hence, this opposing behavior suggests existence of an optimal operating
point. Relationship between
the link SP and
secondary user’s
employed MAP under
transmit power
adaptation scheme.
Lemma 4.2 The link success probability of the secondary user is a de-
creasing function of its employed MAP (ps) when CRs employ transmit
power adaptation.
proof: From Eq. (4.13), the maximum transmit power Ps can be quanti-
ed as
Ps ≤
κ1
(
ρ
{p}
out ,mp,ms, α,λp, pp,γ
{p}
th , r
2
p, Pp
)
λsps

1
δ
, (4.20)
where κ1(.) is obtained by taking λsps as a common factor from the denom-
inator of Eq. (4.13). For the sake of simplicity, we will denote κ1(.) simply by
κ1. Then employing Eq. (4.18) we have that
P
{s}
suc (ps) ≤ exp
{
−piλsps Γ(ms + δ)Γ(ms) κ2
}
, (4.21)
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where κ2 is given by
κ2 =
1− λpppΓ
(
mp + δ
)
piΓ(mp − δ)r2p
(
γ
{p}
th
)δ
Γ(mp)2 ln
(
1
1−ρ{p}out
)

−1
(4.22)
× Γ (ms − δ)
Γ(ms)
(
γ
{s}
th
)δ
r2s .
Proposition 5 follows from the Eq. (4.21) . 
Notice that the secondary user’s link success probability is independent of
the transmit power employed by the primary user. This indeed follows from
the adaptation rule where secondary users compensate for the primary users’
transmit power when selecting their own operating point (see Eq. (4.13)).Optimal MAP for
CRN under transmit
power adaptation.
Theorem 4.3 The optimal MAP (p∗s ) which maximizes the maximum
attainable area spatial eciency for secondary network under the trans-
mit power control scheme subject to a Nakagami-m fading environment
is given by
p∗s =
Γ(ms + δ)
piλsκ2Γ(ms)
. (4.23)
proof: From Eqs. (4.17) and (4.21), we can write for the area spectral
eciency of the secondary underlay network
TPs ≤ T¯Ps = λsps log2
(
1+ γ{s}th
)
(4.24)
× exp
−ps piλs
Γ(ms + δ)
Γ(ms)
κ2︸ ︷︷ ︸
κ3
 ,
Then the optimal MAP (p∗s ) is the solution of
∂T¯Ps
∂ps
= 0. (4.25)
So from Eq. (4.24), we obtain
∂T¯Ps
∂ps
= λs log2
(
1+ γ{s}th
)
exp {−psκ3} [1− κ3ps] . (4.26)
Finally, from Eq. (4.26) and Eq. (4.25) we obtain Eq. (4.23). 
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Remarks
Impact of secondary
user density.1. The optimal MAP (p∗s ) is inversely related to the number of secondary
users per unit area (λs). Notice that in the context of a classical analy-
sis of Slotted ALOHA protocol, a similar result is obtained by Marko-
vian/Queuing theoretic analysis [110]. Fig. 4.8 conrms this inverse
relation. Notice that the area spectral eciency curve follows a simi-
lar trend for all values of λs. However, the rate of variation (increase
and decrease) with respect to the MAP signicantly diers with the
change in CR density. Moreover, the maximum attainable spectral ef-
ciency remains same when an optimal MAP (p∗s ) is employed by the
CRN. This is due to the inverse proportionality of the MAP with den-
sity. So, the area spectral eciency while employing optimal through-
put can be quantied as
T ∗ps =
e−1Γ(ms + δ) log2
(
1+ γ{s}th
)
piκ2Γ(ms)
, (4.27)
where e u 0.277.
Impact of link
distance and desired
SIR threshold.2. From Eq. (4.23) and (4.22), it follows that p
∗
s must decay in a square
root manner to cater for the increase in the link distance rs. How-
ever, the decay with respect to the desired SIR threshold is coupled
with the large scale propagation conditions. Fig. 4.8 shows the impact
of distance variation on the area spectral eciency. Similar to p∗s , the
square root decay is experienced in the maximum attainable area spec-
tral eciency (see Eqs. (4.23) and (4.27)). The impact of path-loss ex-
ponent and the desired SIR threshold on bits/sec/Hz/m2 performance
of underlay CRN is depicted in Fig. 4.9.
3. As stated earlier Eq. (4.22) is independent on the primary user’s trans-
mission power (Pp). Hence the choice of p∗s is also independent of Pp.
4.7.2 Optimal SIR threshold for Secondary User
In this sub-section, we characterize the optimal SIR threshold for the cogni-
tive underlay network. More specically, we want to optimize the achievable
area spectral eciency of the secondary network when CRs employ optimal
MAP, p∗s .
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Figure 4.8: Impact of secondary user density and the link distance on the area spec-
tral eciency of the cognitive underlay network with λp = 10−3,
mp = ms = 1, α = 4, rp = 4, ρ
{p}
out = 0.1, pp = 0.4, γ
{p}
th = 5 dB
and γ{s}th = 3 dB (see Eq. (4.17)).
Optimal SIR
threshold under
power adaptation
scheme. Proposition 4.1 The optimal SIR threshold (γ
{s}∗
th ) whichmaximizes the
secondary user’s attainable spectral eciency in the presence of a col-
located primary network under the transmit power adaptation scheme,
when secondary links suer Rayleigh fading, is given by
γ
{s}∗
th = exp (−W (−δ exp(−δ)) + δ)− 1, (4.28)
whereW(.) is the principal branch of the Lambert W function.
proof: The proof follows similar steps as in [111] (Proposition 6). 
Remark
The optimal SIR threshold γ{s}∗th only depends on the path-loss exponent.
Moreover, γ{s}∗th is function of the modulation and coding scheme selected
by the secondary user. For instance, given a certain xed desired bit error
rate threshold (say P¯b) the conditional bit error probability expressions for a
certain constellation size can be inverted to obtain γ{s}∗th . Hence, the optimal
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Figure 4.9: Impact of secondary user desired SIR threshold and the path-loss expo-
nent on the area spectral eciency of the cognitive underlay network-
with λs = 10−2, λp = 10−3, mp = ms = 1, rp = rs = 4, ρ
{p}
out = 0.1,
pp = 0.4 and γ
{p}
th = 5 dB. (see Eq. (4.17)).
constellation size is only a function of the path-loss exponent and does not
depend on the secondary and primary network parameters.
4.8 point-to-point & broadcast underlay crn
In the previous sections, we derived closed form expressions for the max-
imum attainable area spectral eciency of a cognitive underlay network
under transmit power and MAP adaptation. In this section, we extend the
already developed analytical framework to dierent networking scenarios.
More specically, we extend the bipolar spatial model to more generic con-
gurations, i.e., Nearest neighbor
transmission is of a
particular
importance in dense
networks where
permissible
transmission power
is quite low.
1. Point-to-Point Underlay Networks: We study two dierent point-to-
point communication scenarios: (i) Point-to-point nearest receiver trans-
mission; (ii) Point-to-point nth receiver transmission. These two sce-
narios are representative of a multi-hop transmission strategy which
may result under certain classes of routing protocols.
2. Broadcast Underlay Networks: We extend the secondary spatial model
for the broadcast networks where the transmission is intended for mul-
tiple receivers. The broadcast networks are of practical importance for
robust information dissemination.
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4.8.1 Point-to-Point Underlay Networks
In point-to-point cognitive underlay networks, each CR transmitter commu-
nicates with a single destination. The bipolar MANET model, used in Sec-
tion 4.2, is indeed an example of such point-to-point communication net-
works. As discussed before, the bipolar model assumes that under the Slot-
ted ALOHA protocol, each CR transmitter has its corresponding receiver at
a xed distance rs. From a practical perspective, it is of more importance
to extend this simple model to a more sophisticated scenario. For instance,
consider the case where each CR transmitter wants to communicate with a
particular CR node that has deferred its transmission for a given time slot.
The criteria for selection of a particular CR node depends on a networking
scenario. Notice, that such a receiver association model can also be visual-
ized as a snapshot of a multi hop relaying strategy at an arbitrary time slot.
In this chapter, we study two dierent receiver selection models for point-
to-point cognitive underlay networks.
4.8.1.1 Underlay Networks with Nearest Neighbor Transmission
As implied by the name, in point-to-point underlay networks with nearest
neighbor transmission, an arbitrary CR transmitter x ∈ Π{TX}s intends to
communicate with its nearest neighbor which has deferred its transmission
in a given time slot.ASE of a CRN under
NN transmission.
Theorem 4.4 The area spectral eciency of a large scale point-to-point
nearest neighbor underlay cognitive networks can be quantied as in Eq.
(4.29).
T nnp2p ≤
 λsps log2
(
1+ γ{s}th
)
1+
(
λppp
(
Pp
Ps
)δ Γ(mp+δ)
Γ(mp)mδp
+λsps
Γ(ms+δ)
Γ(ms)mδs
)
Γ(mS−δ)
Γ(ms)
(
γ
{s}
th ms
)δ
λs(1−ps)
 . (4.29)
proof: LetRs denote the distance separating a CR transmitter x ∈ Π{TX}s
from the nearest node which has deferred its transmission. Then the CDF of
the random variable Rs follows the Poisson law as follows:
FRs(rs) = 1− Pr{Πs\Π{TX}s (b(x, rs)) = ∅},
= 1− exp (−λs(1− ps)pir2s ) . (4.30)
Here b(x, r) denotes a ball/disc of radius r centered at point x. The PDF of
the random variable Rs can easily be obtained as
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fRs(rs) = λs(1− ps)2pirs exp
(−λs(1− ps)pir2s ) .
Notice that the expression of success probability derived in Eq. (4.18) in the
current scenario plays the role of conditional success probability given a cer-
tain distance rs. Then applying the expectation with respect to the random
link distance Rs on Eq. (4.18), we obtain Eq. (4.31).
P
{s}
suc (Ps, ps) ≤ ERs
[
exp
{−piζr2s}] , (4.31)
where
ζ =
(
λppp
(
Pp
Ps
)δ Γ(mp + δ)
Γ(mp)mδp
+ λsps
Γ(ms + δ)
Γ(ms)mδs
)
× Γ(ms − δ)
Γ(ms)
(
γ
{s}
th ms
)δ
. (4.32)
So, the success probability of the secondary link can be computed as
P
{s}
suc (Ps, ps) =
∫ ∞
0
λs(1− ps)2pirs exp
{−piζr2s}
× exp {−λs(1− ps)pir2s} drs,
= λs(1− ps)2pi
∫ ∞
0
rs exp {−pi
× (ζ + λs(1− ps)) r2s
}
drs,
=
1
ζ
λs(1−ps) + 1
. (4.33)
 Independence of the
link SP from
secondary user
density.
Corollary 4.1 Under a transmit power control scheme the link success
probability of the cognitive underlay network is independent of the density
of the secondary network (λs).
proof: Let κ¯2 = κ2|rS=1, then from Eq. (4.21), we have
P
{s}
suc ( ps| Rs=rs) ≤ exp
{
−piλsps Γ(ms + δ)Γ(ms) κ¯2r
2
s
}
.
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Employing the expectation as in the proof of Theorem 4.4, the un-conditional
P
{s}
suc is obtained as
P
{s}
suc (ps) ≤
 1
1+ ps
(1−ps)
Γ(ms+δ)
Γ(ms)
κ¯2
 . (4.34)
Hence, the link success probability is independent of the secondary network
density and only depends on the ratio of the deferring and transmitting
nodes per unit area. 
From 4.1, it follows that the area spectral eciency of the point-to-point
underlay network with nearest neighbor transmission is not inuenced by
the secondary user density. Intuitively, this can be explained by consider-
ing the interference which increases with an increase in node density (for
a given MAP) while the distance between the nearest neighbor and its cor-
responding CR transmitter decreases at the same rate. Hence the density of
the secondary nodes does not aect the link success probability.Optimal MAP for the
NN point-to-point
underlay CRN.
Theorem 4.5 The optimal MAP (p∗s ) which maximizes the area spectral
eciency for the nearest neighbor point-to-point underlay network un-
der a Rayleigh fading environment is given as the solution of following
quadratic equation:
(Ω− 1) p2s − 2Ωps +Ω = 0. (4.35)
whereΩ = Γ(ms)Γ(ms+δ)κ¯2 . Since 0 ≤ ps ≤ 1 then the only allowable solution
(veried by evaluating p∗s ) is
p∗s =
1
1+
√
Γ(ms+δ)κ¯2
Γ(ms)
. (4.36)
proof: The proof follows maximization of area spectral eciency in Eq.
(4.29).

Remarks
1. The optimal MAP (p∗s ) is independent of the secondary user density λs.
This follows from the fact that under the transmit power adaptation
scheme, the success probability of a secondary user is independent
from the secondary user density. Rather it only depends on the average
number of receivers per transmitter present in secondary network, i.e.,
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Figure 4.10: Area spectral eciency of a cognitive underlay network employing the
nearest neighbour transmission with λs = 10−2, λp = 10−3, mp =
ms = 1, α = 4, rp = 4, ρ
{p}
out = 0.1, pp = 0.4, γ
{p}
th = 5 dB and
γ
{s}
th = 3 dB (see Eqs. (4.29) & (4.36)).
1−ps
ps . Notice that the impact of the density is hidden in the average
number of receivers per transmitters as for the xed ps increasing
the density impacts both the number of transmitters and the relays
proportionally.
2. The optimal MAP (p∗s ) depends on the propagation characteristics
of both the secondary communication and the primary interference
channel.
3. A transmit power adaptation scheme with optimal MAP (p∗s ) is more
ecient than a MAP adaptation mechanism for point-to-point under-
lay networks employing nearest neighbor transmission. Fig. 4.10 com-
pares the performance of the MAP and the power adaptation schemes
in terms of their area spectral eciency. The optimal MAP obtained
from Eq. (4.36) is also plotted in Fig. 4.10.
4. Notice that the area spectral eciency curve for the nearest receiver
model diers from the one obtained under the bipolar model. More
specically, with the nearest neighbor transmission and the MAP adap-
tation, there exists an optimal MAP which will maximize the overall
area spectral eciency. However, such an optimal choice may not be
present in case of the bipolar networks. Nevertheless, as shown in Fig.
4.10 such an operating point may lie beyond the acheivability wall and
hence the CRN must optimize its transmit power to extend its opera-
tional range. In brief, similar to the bipolar case, the nearest neighbor
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CRN underlay network also requires tuning of both degrees of free-
dom (i.e., MAP and transmission power).
4.8.1.2 Point-to-point Underlay Networks with nth Neighbor Transmission
Notice that for n = 1,
the point-to-point
underlay network
reduces to a nearest
neighbor
transmission model.
In nth neighbor based cognitive underlay networks, each CR transmitter
transmits to the nth-distant node which has deferred its transmission inside
a sector with a central angle φ. This scenario can be considered as a single
snapshot of the multi-hop forwarding protocols where n is selected such
that the desired reliability of the link is attained while satisfying the energy
constraints. More specically, for a small value of n, the routing policy uti-
lizes small hops on which a high reliability can be attained while requiring
the least number of re-transmissions. However, the progress of the packet to-
wards its intended destination requires a large number of small hops which
will increase the energy penalty. By contrast, if a large value of n is employed
the a large number of retransmissions must be incurred for attaining a high
link reliability. Hence the energy consumption due to retransmission will in-
crease at the cost of decreasing the energy required to traverse small paths.
Detailed discussion on energy eciency and relaying for underlay CRNs is
beyond scope of this chapter. The central angle φ controls the overall direc-
tionality of the transmission.ASE for nthneighbor
underlay CRN.
Theorem 4.6 The area spectral eciency of the nth neighbor underlay
cognitive radio networks can be quantied as in Eq. (4.37).
T nthp2p ≤

λsps log2
(
1+ γ{s}th
)
 2pi
(
λppp
(
Pp
Ps
)δ Γ(mp+δ)
Γ(mp)mδp
+λsps
Γ(ms+δ)
Γ(ms)mδs
)
Γ(ms−δ)
Γ(ms)
(
γ
{s}
th ms
)δ
λs(1−ps)φ + 1
n

.
(4.37)
proof: Consider the link success probability of a secondary user condi-
tional on the link distance r, as given in Eq. (4.31). The distance distribution
to the nth neighbor within the sector with central angle φ is given by
FRn(r) = 1− Pr{Πs\Π{TX}s (Sec(o, r, φ)) = n− 1}, (4.38)
= 1−
n−1
∑
i=0
(
λs(1−ps)φ
2
)i
i!
exp
(
−λs(1− ps)φ
2
r2
)
,
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where Sec(o, r, φ) denotes a sector of radius r centered at origin with central
angle φ. Selection of the origin follows from the Slivnyak’s theorem. The
PDF of the random link distance (Rn) can be derived as
fRn(r) =
2
Γ(n)
(
λs(1− ps)φ
2
)n
r2n−1 exp
(
−λs(1− ps)φ
2
r2
)
. (4.39)
Utilizing Eqs. (4.31) and (4.39) we obtain
P
{s}
suc (Ps, ps) ≤=
∫ ∞
0
2
Γ(n)
(
λs(1− ps)φ
2
)n
r2n−1 (4.40)
× exp {−piζr2} exp(−λs(1− ps)φ
2
r2
)
dr,
=
2
Γ(n)
(
λs(1− ps)φ
2
)n ∫ ∞
0
r2n−1
× exp
−
(
piζ +
λs(1− ps)φ
2
)
r2︸ ︷︷ ︸
u
 dr,
=
(
λs(1−ps)φ
2
)n ∫ ∞
0 u
n−1 exp {−u} du
Γ(n)
(
piζ + λs(1−ps)φ2
)n .
=
 1
2piζ
λs(1−ps)φ + 1
n .
Finally, Eq. (4.37) can be obtained by employing the denition of area spec-
tral eciency. 
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Figure 4.11: Area spectral eciency of a cognitive underlay network employing the
nth neighbour transmission with φ = pi, λs = 10−2, λp = 10−3,
mp = ms = 1, α = 4, rp = 4, ρ
{p}
out = 0.1, pp = 0.4, γ
{p}
th = 5 dB and
γ
{s}
th = 3 dB (see Eq. (4.37)).
Optimal MAP for nth
neighbor CRN under
transmit power
control.
Theorem 4.7 The optimal secondary MAP under transmit power con-
trol when both the interference and the communication channels suers
Rayleigh fading and each secondary transmitter communicates to nth sec-
ondary user, can be characterized as in Eq. (4.41):
p∗s =
−ω1 +
√
ω21 + 4ω2
2ω2
, (4.41)
where ω1 = κ3(n− 1) + 2, ω2 = κ3 − 1 and κ3 = 2piφ Γ(ms+δ)Γ(mS) κ¯2.
Remarks
Optimal MAP is a
cross layer parameter. 1. The optimal MAP for transmit power adaptation is strongly coupled
with the relaying scheme, i.e., the MAP is a cross layer parameter
which can be tuned to maximize the area spectral eciency. Fig. 4.11
conrms this observation. The gure also depicts an exponential de-
crease in the spectral eciency with an increase in the index of the
intended receiver. Moreover, the optimal MAP (p∗s ) decreases exponen-
tially with the decrease in the central angle φ. Hence the increase in
MAP is attained at the cost of reduced directionality of transmission.
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Figure 4.12: Optimal MAP vs. the receiver index n for varying central angle φ with
λs = 10−2, λp = 10−3, mp = ms = 1, α = 4, rp = 4, ρ
{p}
out = 0.1,
pp = 0.4, γ
{p}
th = 5 dB and γ
{s}
th = 3 dB (see Eq. (4.41)).
2. The maximum feasible MAP under the transmit probability adapta-
tion scheme does not depend on the secondary transmitter receiver
separation and hence is independent from the receiver index n (see
Fig. 4.11). Maximum
permissible MAP
does not change with
receiver index n
3. While the area spectral eciency decreases with increasing n, con-
sidering the multi-hop scenario the eective progress of the packet
towards its destination increases. Hence a CR can attain a high spec-
tral eciency by communicating with the nearest neighbor but at the
cost of high end-to-end delay because of the increased number of hops.
By contrast CRs can reduce the delay by using long hops (i.e., high val-
ues of n ) but at the cost of decreased spectral eciency. Hence there
exists a tradeo between the delay and the spectral eciency.
4.8.2 Broadcast Underlay Cognitive Radio Networks
In this section, we employ the statistical machinery developed in previous
subsections to characterize the information ow per unit area in a cogni-
tive broadcast underlay network. In cognitive broadcast networks each sec-
ondary transmitter x ∈ Π{TX}s has a broadcast cluster of radius rBS. The
transmission from a secondary user x is intended for all nodes which de-
fer their transmission and lie inside its corresponding broadcast cluster. The
broadcast messages from dierent secondary transmitters is not necessar-
ily the same. Such a scenario corresponds to an infra-structured cognitive
underlay network where the spatial randomness is inevitable due to un-
coordinated deployment. Notice that the optimal deployment in a regular
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manner in a regular lattice structure is often not feasible due to environment
and cost.No. of successful
broadcast
transmission
receipents. Denition 4.2 Let the point process of intended broadcast receivers be
denoted as Π{RX}s = Πs\Π{TX}s . Furthermore, in order to accommodate
the at fading channel, consider the Marked Poisson Process Π¯{RX}s con-
structed by assigning i.i.d. fading marks to each broadcast receiver with
respect to the probe broadcast transmission. Then the number of secondary
receivers which can successfully decode the broadcast message from a typ-
ical secondary transmitter within each cluster is given by
ΛBC = E
 ∑
y∈b(o,rBS)∩Π{RX}s
1
(
SIR(hy, ‖y‖) ≥ γ{s}th
) , (4.42)
where SIR(hy, ‖y‖) is the received SIR at the cognitive broadcast receiver
y located at a distance ‖y‖ from the origin and experiencing small scale
fading channel, hy. Here, without any loss of generality, we center the
typical cognitive transmitter at the origin. The denition is not aected
by the positioning of the transmitter since the point process of broadcast
receivers is stationary.
Broadcast ASE of
underlay CRN.
Denition 4.3 The broadcast area spectral eciency of the cognitive un-
derlay networks is dened as
T BCi = λspsΛBC log2
(
1+ γ{s}th
)
(4.43)
with i = {Ps, ps}.
The broadcast area spectral eciency is the number of bits transmitted times
the number of successful recipients within each cluster weighed by the num-
ber of concurrent transmissions. Notice that the broadcast clusters may over-
lap with each other. However, for most of the practical modulation schemes
γ
{s}
th ≥ 1 and this implies that each broadcast receiver is associated with a
maximum of one broadcast cluster. Moreover, the broadcast eciency can
be treated as a probability of success for each cluster. Hence the denition
is consistent with the point-to-point case.
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Cardinality of the
successful broadcast
cluster.Theorem 4.8 The average number of secondary receivers which can suc-
cessfully decode a transmission in a typical cognitive underlay broadcast
cluster can be quantied as
ΛBC ≤ λs(1− ps)
[
1− exp {−piζr2BS}
ζ
]
, (4.44)
where ζ is dened in Eq. (4.31).
proof: Consider the polar transformation of the intensity of the HPPP
Π{RX}s given by
λs(r) = λs(1− ps)2pir. (4.45)
Employing Silvnyak’s theorem [109], consider a typical cognitive broadcast
transmitter located at the origin. The HPPP of broadcast receivers Π{RX}s
can be modied to accommodate the at fading propagation environment
by constructing a Marked Poisson Process Π¯{RX}s :
Π¯{RX}s =
{
[x, hx] : x ∈ Π{RX}s
}
. (4.46)
In order to cater for the required QoS of each broadcast transmitter, addi-
tional marks are introduced which depend upon the location, the channel
gains and i.i.d. interference experienced from both co-channel primary and
secondary users. That is:
Π˜{RX}s =
{
[x, hx,1(γ(x, hx)), Ip, Is] : ∀[x, hx] ∈ Π¯{RX}s
}
, (4.47)
where the SIR at an arbitrary receiver x is given by
γ(x, hx) =
Pphxl(‖xi‖)
∑
i∈Π{TX}p
Pphil(‖xi‖)
︸ ︷︷ ︸
Ip
+ ∑
j∈Π{TX}s
Psgjl(
∥∥xj∥∥)︸ ︷︷ ︸
Is
. (4.48)
The inhomogenous Poisson process Π˜{RX}s eectively corresponds to the
broadcast receivers that can decode transmissions from the probe broadcast
transmitter. Considering an arbitrary area say A ∈ R2 the average num-
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Figure 4.13: Spectral eciency of the broadcast underlay network vs. the point-to-
point network with nearest neighbour (NN) transmission with λs =
10−2, λp = 10−3, mp = ms = 1, α = 4, rp = rBS = 4, ρ
{p}
out = 0.1,
pp = 0.4, γ
{p}
th = 5 dB, γ
{s}
th = 3 dB (see Eqs. (4.43) & (4.44)).
ber of broadcast receivers in this area can be characterized using the mean
measure of the point process Π˜{RX}s as follows
ΛBS = EH,Ip,Is
(∫
A
λs(r)1(γ(x, hx))] fH(h)dr
)
,
= EIp,Is
(∫
A
λs(r)Pr
{
I ≤ Pph
γ
{s}
th r
α
}
dr
)
,
(a)
≤ λs(1− ps)2pi
∫
A
r exp
(−piζr2s ) dr, (4.49)
where (a) is obtained by taking expectation with respect to the i.i.d. interfer-
ence random variables. Consider the geometry of the broadcast cluster, i.e., a
disc of radius rBS centered at the probe transmitter and then A = b(o, r2BS)
ΛBS ≤ λs(1− ps)2pi
∫ rBS
0
r exp
(−piζr2s ) dr, (4.50)
≤ λs(1− ps)
[
1− exp (−piζr2BS)
ζ
]
.

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Remarks
Impact of the
dimensions of
broadcast cluster.
1. The broadcast area spectral eciency depends on the the size of the
broadcast cluster. As the size of the broadcast cluster grows the prob-
ability that more nodes can decode the transmission increases expo-
nentially, hence the broadcast spectral eciency also increases.
2. Like point-to-point networks, there exists an optimal MAP (p∗s ) for
the broadcast CRN. But this optimal MAP (p∗s ) for the broadcast case
diers from the point-to-point case.
Broadcast eciency.
3. The broadcast eciency is dened as the
ξBC =
ΛBC
λs(1− ps)pir2BS
.
It can be interpreted as a probability that an arbitrary receiver inside a
broadcast cluster can decode its intended transmission at the desired
QoS constraint. Fig. 4.14 depicts the broadcast eciency of an under-
lay CRN. Notice that the broadcast eciency is coupled with the den-
sity of secondary users only through the average broadcast out-degree.
As shown in the Fig. 4.14 the broadcast eciency increases with an in-
crease in broadcast cluster size.
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4. Similar to the point-to-point networks, the achievable throughput of
the broadcast network can be optimized by employing the MAP adap-
tation in conjunction with optimal transmit power. Without proper
selection of the transmission power, signicant throughput loss may
be incurred. This loss can be attributed to both the co-channel inter-
ference environment created between the secondary users themselves
and the stringent constraint on the MAP enforced by the primary user
due to the sub-optimal operating point.
4.9 conclusions
In this chapter, we developed a comprehensive statistical framework for
characterizing the area spectral eciency of Poisson cognitive underlay net-
works. We explored the two degrees-of-freedom that are available to net-
work designers in the form of secondary medium access probability (MAP)
and transmit power. The developed statistical machinery is employed to
show that primary user is oblivious to the adaptation as long as its desired
quality of service (QoS) can be guaranteed. In other words, secondary users
can tune either of these two parameters to satisfy the imposed QoS require-
ment. However, secondary user’s area spectral eciency under both schemes
dier signicantly. It is shown that there exists a spectral eciency wall for
CRs, irrespective of the adaptation scheme. The location of the wall is cou-
pled with the primary user’s desired QoS requirement. This wall limits the
performance of the secondary communication links. However, this wall can
be broken and better performance can be obtained by adapting one degree
of freedom and optimizing the another one. We show that there exists an
optimal MAP which maximizes the spectral eciency under transmission
power adaptation scheme. Equivalently, there exists an optimal transmis-
sion power under a MAP adaptation scheme. Several important properties
of the optimal the MAP are explored in details. We then extend our analyti-
cal framework to more complicated networking scenarios of point-to-point
and broadcast underlay CRNs. It is demonstrated that irrespective of the
networking scenario, a simple adaptation of MAP (or transmit power) with
arbitrary selection of the transmit power (or MAP) is sub-optimal. Hence
both degrees of freedom should be jointly tuned to maximize the through-
put potential of the network.
Part II
C O G N I T I V E I N T E R W E AV E N E T W O R K S

5
O N P R I M AY U S E R ’ S O U TA G E , T H R O U G H P U T A N D
E R G O D I C C A PA C I T Y I N T H E P R E S E N C E O F
I N T E R F E R I N G C O G N I T I V E R A D I O N E T W O R K S
Primary objective:
 To characterize
the aggregate
interference
experienced by the
primary receiver in
the presence of
spectrum sensing
CRN.
 To highlight the
importance of
self-coexistence
mechanism.
In this chapter, we develop a statistical framework to model the OP,
throughput and ergodic capacity of a primary/licensed user, while oper-
ating in the presence of a collocated, spectrum sensing, (Poisson) ad hoc
CRN. The existing primary beacon enabled interweave spectrum shar-
ing [3] model is utilized for evaluating the interference at a typical pri-
mary receiver. We consider that based on the degree of knowledge about
the primary user, the CRs employ either matched lter or energy de-
tector for spectrum sensing. Furthermore, three dierent architectures
for spectrum sensing based on the spatial conguration of the platform
which performs the sensing are proposed. It is demonstrated that these
dierent architectures exploit the geometric uncertainty of the link dis-
tances to provide a superior performance in terms of OP, throughput
and ergodic capacity. A comprehensive study of how the OP for a pri-
mary user is coupled with dierent parameters of the CRN is carried out.
We further investigate the optimal SIR threshold which maximizes the
primary’s throughput and an optimal MAP for the secondary network
which satises the primary’s desired QoS constraints. Lastly, the impact
of the self-coexistence constraint on both the OP and throughput of the
primary is highlighted. We show that ignoring the self-coexistence con-
straint results in an over-estimation of the interference and the outage.
So in summary, this chapter presents a comprehensive analysis of the
choice of optimal design parameters for a CRN to minimize the OP or
maximize the throughput and ergodic capacity of the primary while
considering various detection schemes and architectures.
5.1 introduction
5.1.1 Motivation
In Part I, we presented a comprehensive statistical framework for analyzing
the performance of cognitive underlay networks. The aim of this part is to
attain similar objective for a large scale CRN coexisting with the primary
user under interweave spectrum access paradigm.
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In interweave spectrum access paradigm secondary terminals opportunis-
tically exploit transmission vacancies across space and time. These vacancies
are more commonly called white-spaces or spectrum holes [9]. The funda-
mental operational constraint on CRs is to ensure that they do not cause
any harmful interference to the primary/licensed or legacy user. In order
to avoid harmful interference to the primary network, CRs usually employ
a detection mechanism to determine the primary’s presence. This detec-
tion mechanism indeed enables CRs to realize transmission opportunities.
Unfortunately, none of these spectrum access mechanisms can guarantee
interference-free operation of primary users in the presence of a cognitive
radio network (CRN). This in fact is essence of the several uncertainties in-
volved in the spectrum sensing/detection process, i.e.,
1) Uncertainty in terms of distances: In an ad hoc CRN, the detection per-
formance of a CR is tightly coupled with its distance from the primary user.
CRs which are located very far away from the primary user may receive a
very weak signal from the primary mainly due to the path-loss attenuation.
It is dicult to detect such a weak signal, especially when it is buried in
thermal noise. Even if a mis-detecting CR transmits with a low power, ac-
cumulation of power from dierent CRs may signicantly deteriorate the
primary’s performance.
2) Uncertainty in terms of channel: Multipath propagation and shadowing
pose an additional challenge in detecting a primary user. These conditions
may preclude a possibility of detecting a nearby primary user. Consequently,
CRs perceiving the false transmission opportunities may cause signicant
interference to the primary users.
The impact of these uncertainties for dierent detection mechanisms may
dier signicantly. Consequently, the degree of sensitivity to these uncertain-
ties for a particular detector is also critical in characterizing the interference
at the primary receiver. In brief, it is not possible for a CRN to completely
avoid the interference with the primary user in the presence of these un-
certainties. This dilemma has warranted studies in the domain of statistical
characterization of the outage encountered at a primary receiver in the pres-
ence of secondary nodes.
5.1.2 Contributions and Organization
In this chapter, we develop a statistical framework for characterizing the pri-
mary user’s performance in presence of spectrum sensing CRs. Our analysis
is motivated by the following intriguing design questions:
1. Is it more appropriate that the secondary receiver (RX) should assume
the responsibility of deciding about the channel status or should the
secondary transmitters (TX) render this task? Does spectrum sensing
at the CR transmitter (TX) always guarantee minimum outage prob-
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ability (OP) for the primary user or is it possible to reduce the OP of
primary by delegating the spectrum sensing task to the CR receiver
(RX)?
CR TX and RXs may
possess dierent
sensing capabilites
due to the
heterogenity in the
network.
2. When CR TXs and CR RXs possess dierent spectrum sensing capabil-
ities, i.e. a dierent level of sensitivity to spatial and channel variations,
is it always optimal1 to assign the task of spectrum sensing to the de-
vice with better capabilities? When does the spatial conguration of
a better device outrank its capability gains?
How to combine the
inferences obtained
at RX and TX to
reduce the OP of the
primary link.
3. When both CR TX and CR RX cooperate to detect the legacy user,
whose decision takes precedence? What factors are critical to estab-
lish the precedence criterion? What if CR users become greedy, i.e.,
biased while establishing primary’s presence, will this deteriorate the
primary’s performance signicantly?
4. What is the achievable throughput of a primary user in the presence
of a collocated ad hoc CRN? Can the primary get any potential gains
by sharing some signaling information with the secondary users? Can
primary tune some communication parameters to optimize its through-
put?
5. How does the self-coexistence constraint aects the primary’s outage Self coexistence refers
to the peaceful
co-existence of
secondary user’s
amongst themselves.
probability? Is there an optimal non-zero MAP for CRs which can guar-
antee a desired QoS for the primary user, while ensuring the useful-
ness of the CRN? How does the spectrum sensing mechanism impact
the MAP of the CR users?
To the best of our knowledge, these questions remain unanswered. In this
work, we try to provide answers to some of these questions while estab-
lishing the fundamental statistical framework for the modeling of such a
network. We hope that this will provoke more interest in the research com-
munity towards such questions which indeed form the foundations for an
optimal CRN design. A brief road map for the rest of the chapter is as follows:
1. We consider a network model (Section 5.2) where the spatial distribu-
tion of the secondary nodes is characterized by a Poisson point pro-
cess. We formalize a stochastic geometry based network model and
the notion of self-coexistence for CRNs in terms of its MAC (Section
5.2). The process of spectrum sensing/primary’s detection at a CR is
accomplished by considering two well-established detectors, i.e., the
matched lter (MF) and the energy detector (ED) (Section 5.3). We
further introduce three dierent spectrum sensing architectures (Sec-
tion 5.3), namely, (i) transmitter (TX) based detection; (ii) receiver (RX)
1 By optimal, we mean the strategy which minimizes the primary’s OP.
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based detection and (iii) TX-RX joint detection. Two particular de-
cision fusion strategies, i.e., greedy transmitter and content transmit-
ter strategy are also introduced. Both of these strategies are studied
for four dierent combinations of detectors based upon their location
(TX,RX), i.e. (MF,MF), (ED,ED), (ED,MF) and (MF,ED). The main mo-
tivation besides considering these dierent architectures is to exploit
the geometric uncertainty. In brief, Section 5.3 is dedicated to answer
aforementioned design questions, 1-3.We characterize the
OP performance of
primary link for all
possible
combinations of
detectors employed
at CR TX & RX.
However, it is worth
highlighting that
from practical
perspective
combination where
both TX and RX have
same type of detector
are perferable. One
key motivation
beside considering
the dierent detectors
across TX & RX is to
provide an outlook
towards hybrid
detection algorithms.
2. A comprehensive statistical framework for modeling the OP of the
primary receiver in the presence of a Poisson eld of secondary inter-
ferers employing the spectrum sensing architectures as introduced in
Section 5.3 is established in Section5.4. The impact of several impor-
tant parametric variations of the secondary network on the OP of the
primary user is also addressed. These parametric variations include
the secondary user density, the primary’s exclusion region, the pri-
mary’s link distance, transmit power ratio of primary to secondary
transmitter, the secondary MAP, the signal to noise ratio (SNR) of the
beacon channel and the signal to interference ratio (SIR) threshold of
the primary channel.
3. We then develop an analytical framework for studying the throughput
of the primary network in the presence of interfering CRs (Section
5.5). We also investigate the optimum SIR threshold that maximizes
the primary user’s throughput.
4. Based on the analytical machinery introduced in Section 5.4, we present
closed-form expressions for the ergodic capacity of the primary user
(Section 5.6).
5. Lastly, we study the optimal MAP for the secondary network that
satises the given QoS parameters of the primary user (Section 5.7)
while considering the spectrum sensing process. We highlight the im-
portance of the self-coexistence constraint and the gains in terms of
the throughput and the OP which can be exercised by enforcing the
self-coexistence constraint. We will also briey discuss the conditions
necessary for the validity of the Gaussian approximation for the in-
terference distribution at the primary receiver with derivations in the
Appendix.
5.1.3 Related Work
Essentially, the modeling of interference encountered at the primary receiver
in the presence of a Poisson eld of CRs is a more intricate problem than its
ad hoc counterpart. The main reason behind this is the strong coupling of
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the spectrum sensing process employed at the CRs with several attributes of
the primary system. The problem of interference modeling in the context of
spectrum sensing CRs was rst studied by Ghasemi and Sousa in [20]. The
authors employed beacon enabled spectrum sharing between the primary
and secondary users. Reference [20] only considered the scenario where the
Poisson eld of CR transmitters which fail to detect the primary’s beacon by
employing ED contribute towards the aggregate interference at the primary
receiver. By contrast, in this chapter we investigate OP, throughput and er-
godic capacity of the primary link when dierent detection and medium
access mechanisms are employed by the secondary users (see Section 5.2).
Moreover, notice that [20] characterizes the probability of interference and
not the distribution of SIR. The former is more intricate to characterize and
more useful for a performance analysis. The Shifted Lognormal or Lognor-
mal [20] approximation does not admit closed form expression for the mo-
ment generating function (MGF). Hence quantifying the performance of the
primary link using these distributions is intricate. Contrary to [20] our focus
in this work is not only to quantify the interference but also to explore the
several degrees of freedom intrinsically available to reduce the interference
at a primary receiver.
In [51], Vu et al. developed an interference model for the CRN in the pres-
ence of primary beaconing. The authors in [51] only study the average inter-
ference and do not consider the explicit detection mechanism. The authors
in [51] employ a Gaussian assumption for the interference distribution in de-
riving the OP of the primary which is generally not valid, see [63]. Hong et al.
[112] utilized an alpha stable distribution for modeling interference in CRNs.
However, in [112] the authors do not consider any spectrum sensing mech-
anism, which reduces the case to traditional ad hoc network interference
modeling. Moreover, expressions obtained for the characteristic function of
the interference in [112] cannot be established in closed-form. Consequently,
further analysis is intricate. Like [51], authors in [53] do not consider any
explicit sensing mechanism. Moreover, the analysis is geared towards quan-
tifying distribution of interference and not the distribution of SIR.
Recently, the authors in [113], [55] and [114] studied the transmission ca-
pacity (TC) for Poisson distributed interfering CRs. The TC of an ad hoc
network characterizes the average number of simultaneous transmissions
per unit area subject to an OP constraint [114]. The capacity of the primary
network in the low SNR regime (considering a single secondary interferer
with geometric uncertainty) was recently studied in [115]. However, none
of these works consider explicit detection mechanisms and architectures.
Moreover, all of these works ignore the fundamental self-coexistence con-
straint for CRs. To the best of our knowledge, none of these studies explored
a choice of dierent mechanisms and architectures for spectrum sensing as
we have proposed in this chapter. Ergodic capacity and throughput of the pri-
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Figure 5.1: Primary Link in the presence of Poisson distributed secondary interfer-
ers with density λTXs = 5 × 10−3 , distance between primary trans-
mitter and receiver rp = 5; distance between secondary transmitter
and receiver rs = 3 and radius of the primary exclusive region re =
ro + rs + 2.
mary in the presence of secondary interferers and optimal selection of the
MAP and the SIR threshold for secondary network based on the primary’s
QoS constraints, also remain unaddressed.
5.2 system model and assumptions
In this section, we introduce the system model and some fundamental results
from stochastic geometry. This discussion serves as an essential building
block for our subsequent analysis.
5.2.1 Spatial Conguration of Primary and Secondary Network
We consider a single primary link operating in the presence of a Poisson
eld of secondary interferers (see Fig.5.1). The primary communication link
(PRX ,PTX) is formed by a primary receiver (PRX) located at the origin and a
primary transmitter (PTX) at a distance rp from PRX . The primary’s exclusive
region is modeled by a disk of radius re centered at the origin. In order to
ensure stable operation of the primary link, secondary transmitters located
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inside this region are obliged to maintain silence. The radius of the primary’s
exclusive region should be typically larger than the distance between PTX
and PRX . This is achieved by introducing an additional guard-band of width
∆ which ensures that the primary link is well protected. Mathematically,
re = rp + ∆. Detailed discussion
on selection of ∆is
beyond current scope,
interested readers are
directed to [64] and
[116].
The locations of the secondary transmitters at any arbitrary time instant
is modeled by a homogeneous Poisson point process (HPPP) [60] ΦTXs on
Rd\b(o, re) with intensity λTXs . Here b(o, re) denotes a d−dimensional ball
of radius re centered at the origin and λTXs quanties the number of sec-
ondary users per unit area/volume2.It is assumed that each secondary trans-
mitter has an intended receiver at a xed distance rs. We assume (as was
done in [44] and [117]) that the receivers do not belong to the point process.
ConsideringΦTXs (B) as a counting process dened over a bounded (Borel
set) subset of the secondary network area B, the number of nodes (i.e., points
of ΦTXs in B) have a Poisson distribution with a nite mean λTXs vd(B) for
some constant λTXS . vd(B) is the Lebesgue measure dened on the measur-
able space [Rd, Bd]. In other words, vd(B) is the volume of a d−dimensional
bounded Borel set B . If B is a d−dimensional sphere then vd(B) = bdrd,
where r is the radius of the sphere and bd is the volume of the unit sphere
in Rd, with bd =
√
pid/Γ(1+d/2) and Γ(a) =
∫ ∞
0 x
a−1 exp(−x)dx.
5.2.2 Channel Model
The large-scale path-loss between any arbitrary transmitter yt ∈ Rd and
receiver yr ∈ Rd is given by l(‖yt − yr‖), where, l(.) is a distance depen-
dent path-loss function and ‖.‖ corresponds to the Euclidean norm. Gener-
ally, path-loss is modeled by considering the power law function, i.e., l(R) =
CR−α R ≥ 1, where C is the frequency dependent constant, R is the dis-
tance between the transmitter and the receiver and α > 2 is the terrain or
environment dependent path-loss exponent. The path-loss between PTX and
PRX is given by l(rp). However, when considering the path-loss between an
arbitrary secondary transmitter (yt ∈ ΦTXs ) and primary receiver (PRX)
this path-loss function needs a minor modication, i.e., l˜(R) = CR−α R ≥
re ≥ 1. This modication is required to cater for the primary’s exclusive re-
gion, as previously described. Note that although catering for the primary’s Without loss of
generalization we
will assume C = 1
for the rest of the
discussion.
exclusive region increases the analytical complexity, it provides an inherent
advantage of precluding the singularity in the path-loss model for R ≤ 1 ,
i re > 1.
The channel eects due to the multipath impairment process between any
arbitrary transmitter yt ∈ Rd and yr ∈ Rd receiver can be modeled using
a random variable H (a realization is denoted by h) with the probability
2 Note that although we are interested in a 2-D network onR2, we retain a generalized notion
of d−dimensions for establishing a generic statistical framework.
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distribution function (PDF) fH(.) , cumulative distribution function (CDF)
FH(.) and mean µ = E(H). We also consider that fading channel gains
are independent and identically distributed (i.i.d.) in the spatial domain. The
overall impact of the communication channel is modeled using a random
variable G(H,R) = Hl(R) which represents a at-fading channel gain.
5.2.3 Spectrum Sharing Model and Primary Detection
We consider an interweave spectrum access approach, where secondary trans-
mitters are allowed to opportunistically exploit transmission vacancies. This
opportunism is derived by the spatio-temporal sensing of the frequency
bands [3]. Hence the secondary’s decision to transmit or not depends on
the inference drawn from the spectrum sensing process. Such a spectrum
sensing process requires the secondary transmitters to detect not only the
primary transmitter in the vicinity of its intended receiver but also the pri-
mary receivers in its own vicinity. Notice that the detection of the primaryBeacon enabled
out-of-band
interweave spectrum
access.
transmitter does not correspond to the detection of instantaneous and local
transmission opportunities [21]. While the former itself is still a non trivial
task (considering the inherent randomness of the wireless channel) the lat-
ter requires much more sophisticated and demanding techniques. In order
to circumvent these limitations, we consider an out-of-band beacon enabled
spectrum sharing mechanism as proposed by the FCC [28]. This out-of-band
sensing requires a dedicated control channel for beacon signaling. The pri-
mary user explicitly transmits grant or inhibit beacons to indicate whether
the channel is free or busy respectively due to the activity of the primary
itself.
Several detection mechanisms have been proposed in order to ensure re-
liable detection of the primary’s beacon. The sophistication of the detection
process employed at the CR depends on its knowledge about the primary.
Based on the degree of knowledge about the primary, the task of spectrum
sensing can be achieved by simple matched ltering [118] or (in contrast)
by a complicated feature detector [118]. In this study, we consider two de-
tection mechanisms for detecting beacons, i.e., the matched lter and the
energy detector. We will also consider that these detectors can be used in
three dierent congurations. We will delay the discussion on these cong-
urations until Section 5.2.1.
5.2.4 Self-Coexistence andMediumAccess Control for the Secondary Network
Existing studies [51, 112] have developed the theoretical framework for mod-
eling the aggregate interference at the primary receiver. Nevertheless, these
studies neither explicitly address the detection process employed by the CRs
nor do they address the fundamental ‘self-coexistence constraint’ [119] en-
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forced on CRs in the secondary network. In particular, even if every sec-
ondary transmitter always has data to transmit to its intended secondary re-
ceiver, not all of them can transmit at the same time. This constraint stems
from the fact that, if all the secondary transmitters transmit data all the time,
none of them will be successful in its transmission. In practice, this is dealt
with the MAC mechanism employed at the secondary transmitter.
We consider a modied form of Slotted ALOHA MAC for the CRN; we call
it a cognitive slotted ALOHA (CSA). The choice of Slotted ALOHA is made Note that the
statistical framework
developed here is
generic enough to
accommodate certain
modications of
Slotted ALOHA such
as Opportunistic
ALOHA and
CSMA/CA.
due to the simplicity and tractability of the analysis. The CSA protocol is
simply the traditional Slotted ALOHA with spectrum sensing capabilities. In
CSA, time is discretized into xed transmission intervals called slots. Each
secondary transmitter which has either detected the ‘grant’ beacon from the
primary receiver or mis-detected the ‘inhibit’ beacon, transmits in a given
slot with a probability p or defers its transmission with probability 1− p.
We assume that the primary and CR transmitters always have some data
to transmit. In other words, we do not consider the packet arrival and the
queuing procedures.
5.3 spectrum sensing detectors and architectures
In this section, we present a brief account of the spectrum sensing detectors
and architectures considered in this chapter. We consider explicit beaconing
from the primary receiver to notify CRs about the channel status. We use
the term beacon in a generic sense. In practice, it may be a simple sinusoidal
tone or a training sequence embedded in the packet header.
5.3.1 Spectrum Sensing Detectors
In order to develop a generic framework, we consider two extreme cases,
i.e., the CRs possess exact knowledge about the primary’s beacon or alter-
natively the CRs have no knowledge about the precise beacon structure. In
the rst case, the optimal choice for detection is the well known matched
lter [120], while in the later case, the energy detector [120] forms a natural
choice. All three performance metrics (outage, throughput and ergodic ca-
pacity of the primary operating in the presence of a CRN) are coupled with
the interference encountered at the primary receiver. This interference, in
turn depends on the detection performance and the MAC employed by the
secondary network. This motivates us to provide a quick recap of the detec-
tion performances of both the matched lter and the energy detector. Detection
performance for an
MF.
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Proposition 5.1 (See [120]) The probability of successfully detecting the
primary beacon (when it is present) by employing the matched lter at a
CR is,
PMFD = Q
(
Q−1
(
PMFFA
)
−
√
2γ(h, r)τ
)
, (5.1)
where Q(x) = 1√
2pi
∫ ∞
x exp(− y
2
2 )dy , P
MF
FA is the probability of false
alarm (i.e., the probability of detecting the primary beacon when it is
not present), τ is the time-bandwidth product for the beacon signal and
γ(h, r) = Pbhl(r)
σ2
is the SNR (where the beacon transmit power is Pb and
σ2 is the noise variance) of the beacon channel.
Detection
performance for an
ED.
Proposition 5.2 (See [120]) The probability of successful beacon detec-
tion when an energy detector is employed at a CR is
PEDD = Q
(
Q−1(PEDFA )−
√
τγ(h, r)√
1+ 2γ(h, r)
)
, (5.2)
where Q(x) = 1√
2pi
∫ ∞
x exp(− y
2
2 )dy , P
ED
FA is the probability of false
alarm (i.e., the probability of detecting the primary beacon when it is not
present), τ is the time-bandwidth product for beacon signal and γ(h, r) =
Pbhl(r)
σ2
is the SNR of the beacon channel.
Discussion
Fig. 5.2a provides a comparison between the performance of the MF and the
ED for PtFA = 10−1(t e {MF, ED})3. For a constant γ, τ and equal falseτ is also known as
signal processing
gain.
alarm probability PMFFA = PEDFA , PMFD is higher than the PEDD . In other words,
the MF can attain the same detection performance as that of the ED with all
other parameters being equal at a much lower SNR than required for ED. Of
course, the superior detection performance of the MF is exercised due to the
complete knowledge of the signal and the channel state information (CSI).
Notice that with increasing SNR (see Fig.5.2), the detection performance
of both the ED and the MF improves. Moreover, as illustrated in Fig. 7.1,
beyond a certain SNR threshold both the ED and the MF can detect the pri-
mary’s beacon with probability 1 while operating under constant probabil-
ity of false alarm. This indeed has motivated [20], and [121] to propose a
simplied analytical model for the detection in terms of an indicator func-
3 We use notation PtFA and P
t
D with t e {MF, ED} to avoid repetition, when both MF and ED
can be treated in same context
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(a) Detection performance of MF vs. ED. Solid line represents PD
as a function of γ for constant PFA = 10−1 and τ = 104.
The dotted line step function represents a simplied analytical
model for PD as a function of γ (see Eqs. (7.2), (7.3) and (5.3)).
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(b) Detection performance of MF vs. ED for varying PFA and γ
with constant τ = 104 (see Eqs. (7.2) and (7.3)).
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(c) Performance of MF vs. ED for varying signal processing gain
τ and constant PFA = 10−1(see Eqs. (7.2) and (7.3)).
Figure 5.2: Impact of parametric variations on performance of MF and ED.
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tion, since considering the exact expressions for the probability of detection
makes further analysis intricate. We will adopt this simplication to make
the analysis tractable. Since our prime interest is obviously in the probabil-
ity of mis-detection, rather than detection, we represent mis-detection as the
following indicator random variableThreshold model for
detection.
1tMD(γ(h, r)) =
1 γ(h, r) ≤ γtth0 γ(h, r) > γtth . (5.3)
The threshold SNR γtth is selected such that the probability of detection/mis-
detection becomes 50% [121]. Also notice that the SNR threshold is dierent
for the ED and the MF. Solving (7.2) and (7.3), we get
γMFth =
Q−1(PMFFA )
2
2τ
. (5.4)
γEDth =
Q−1(PEDFA )√
τ
. (5.5)
Note that γtth depends on both probability of false alarm and time-bandwidth
product. Also as discussed earlier, it is clear from (5.4) and (5.5) that the
threshold SNR for the ED is of the order of the square of the threshold SNR
for MF, which indicates the superior performance of the MF. Notice that the
threshold SNR for the ED does not change signicantly as compared tothat
of the MF when subjected to a similar change in the desired PFA (see Figs.
5.2b-5.2c).
5.3.2 Spectrum Sensing Architecture
In this chapter, we consider three dierent architectures for spectrum sens-
ing based on the type and location of the detector, i.e.,
1. TX based detection: Secondary transmitters perform detection using
either a MF or an ED and decide to transmit with probability p (or
refrain from it with probability (1− p)) based on the inference drawn
from the spectrum sensing procedure.
2. RX based detection: Secondary receivers perform detection using either
a MF or an ED and inform secondary transmitters about the status of
the channel on an error free communication link 4. Secondary trans-
mitters then decide whether to transmit with probability p over the
channel (or not). We further consider two extreme cases according to
the spatial conguration of receiver: (a) best case: when all secondary
4 CR receivers provide a single bit feed-back to the CR transmitters. Hence assuming the error
free feed-back channel does not aect the generality of analysis.
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receivers are arranged in the best possible topological conguration
(see Section 5.4); (b) worst case: when all secondary receivers presume
the worst spatial conguration (see Section 5.4).
Transmitter receiver
cooperation over
beacon channel.
3. TX-RX joint detection: Both secondary transmitters and receivers per-
form detection using either the same detector, i.e, (ED,ED) and (MF,MF)
or operate in a heterogeneous mode by using (ED,MF) and (MF,ED).
For the sake of simplicity, we consider the best and the worst case
conguration of receivers for all four combinations. Moreover, the
decision of transmission is derived by using two dierent strategies:
(a) Greedy TX strategy: The secondary transmitter employs a greedy
rule to decide whether to transmit with probability p or not, i.e., it
transmits with probability p if either the secondary receiver or the
secondary transmitter itself fail to establish the presence of primary;
(b) Content TX strategy: The secondary transmitter employs a content
rule for deciding whether to transmit with probability p or defer the
transmission to the next slot with probability 1− p, i.e., it only trans-
mits with probability p if both the secondary transmitter and the sec-
ondary receiver fail to detect the primary user.
Assumptions
Most of these
assumptions are
required for
analytical
tractability.
Following assumptions are employed throughout the chapter:
1. The communication channel between the secondary transmitter and
receiver is error-free.
2. All secondary transmitter employ xed transmission power for com-
munication.
3. Secondary devices are aware of their relative position with respect to
the primary receiver.
4. Cognitive users can adapt their transmission parameters such as MAP,
so that the QoS constraint of the primary user and self-coexistence
constraint of the secondary user can be satised.
5.4 outage and interference incurred at the primary re-
ceiver
In this section, we derive the closed form expressions for the outage proba-
bility of the primary receiver operating in the presence of a Poisson eld of
secondary interferers.
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Considering the primary receiver PRX located at the origin, the probability
of successful (Psuc) transmission for the primary link is given by,
Psuc = Pr{SIR > γp} = Pr
{
Pphpl(rp)
∑ieΦINT Pshi l˜(ri)
> γp
}
, (5.6)
where Pp and Ps are the transmit powers of the primary and secondary trans-
mitters respectively, hp is the channel gain between PTX and PRX , hi is the
channel gain between the secondary interferer i and the PRX , rp is the dis-
tance between PTX and PRX , Ri is the distance between the secondary inter-
ferer i and the PRX , γp is the primary SIR threshold which corresponds to
the desired primary quality of service (QoS), l(.) and l˜(.) are the previously
dened path loss functions and ΦINT is the set of interferers.
Note that in this chapter while we assume that the primary channel is
interference limited, we can consider noise in the same framework, with a
minor modication. Moreover, we consider that the primary channel suers
from small scale Rayleigh at-fading. Without loss of generality, consideringThe aggregate
interference
generated by
secondary users is
strongly dependent
upon the sensing
mechanism.
Moreover, the
detection
performance of the
spectrum sensor and
its contribution to
aggregate
interference are both
coupled through the
distance between
primary receiver and
secondary spectrum
sensing platform.
the Rayleigh fading with zero mean and unit variance, the Hp follows an
exponential distribution with unit mean. Hence (5.6) becomes,
Psuc = Pr
{
hp >
rαpγp I
η
}
= EI
(
exp
(
− r
α
pγp I
η
))
= MI
(
− r
α
pγp
η
)
.(5.7)
where η is the power ratio of primary transmit power to the secondary trans-
mit power, I = ∑ieΦINT hi l˜(ri) and MI(s) is moment generating function
(MGF) for the interference. We assume that the secondary nodes transmit
with a constant power Ps. Notice that Psuc can be completely characterized
by the evaluation of the MGF of the interference generated by the secondary
users. Hence in those cases, where the probability density function (PDF) of
the interference cannot be computed, it is still possible to characterize met-
rices like outage, throughput, bit error rate and ergodic capacity. At this
juncture, it is worth registering that not all the secondary transmitters will
contribute towards the aggregate interference, i.e., ΦINT depends on the
spectrum sensing architecture and medium access protocol.
Consider thatΦINT is an inhomogeneous Poisson point process constructed
by the thinning of ΦTXs based on the spectrum sensing architecture and the
MAC mechanism employed by the CRN. Further, assume that λINT(h, r) is
the density of the point process ΦINT , then the MGF for the interference
(shot noise) random eld is given by
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MI(s) = EΦ,H
(
exp
(
s ∑
ieΦINT
hi l˜(ri)
))
= EI (exp (sI)) , (5.8)
= EΦ
[
∏
ieΦINT
EH
(
exp
(
shi l˜(ri)
))]
.
Using the denition of the Generating functional [60] for the Poisson point
process, G( f (x)) = exp (− ∫
Rd
(1− f (x))λ(dx)), then the MGF for the
interference can be written as,
MI(s) = exp
[
−EH
{∫
Rd\b(0,re)
(1− exp(shl˜(r)))λINT(h, r)dr
}]
.
(5.9)
In general, (5.9) does not have a closed form expression even for the simplest
spectrum sensing architecture. Hence we focus on deriving the cumulants
(κn) for the interference. Once the cumulants are obtained in closed form,
the MGF or the distribution of the interference can be approximated in a
variety of ways which will be discussed later. So, Notice that
characterizing
success probability of
the primary link
requires computation
of MGF.
KI(s) = lnMI(s) = −EH
{∫
Rd\b(0,re)
(1− exp(shl˜(r)))λINT(h, r)dr
}
.
(5.10)
κn =
dnKI(s)
dsn
∣∣∣∣
s=0
= EH
{∫
Rd\b(0,re)
(hl˜(r))nλINT(h, r)dr
}
.(5.11)
We now consider a specic spectrum sensing architecture introduced in Sec-
tion III and derive closed form expressions for the cumulants.
5.4.1 TX based detection
When CSA is employed with the secondary transmitter based detection, only
those secondary transmitters which satisfy the following two conditions will
qualify as potential contributors towards ΦINT :
Condition 1: Only the secondary transmitters outside the exclusion region
of a primary receiver can potentially transmit and cause harmful interfer-
ence (the eect of the exclusion region is incorporated into the path-loss
model).
Condition 2: Condition 1, is not sucient to characterize the secondary
transmitter as a potential interferer, rather only those secondary transmit-
ters that lie outside the exclusion region and cannot detect the inhibit beacon
from the primary will transmit with a medium access probability p and cause
interference to the primary receiver.
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Condition 2 can be accommodated by the two step thinning [60] of the HPPP
of secondary transmitters ΦTXs :Please refer to
Appendix A for
denitons.
1. Mis-detection introduced in (5.3), can be incorporated by the location
dependent thinning of ΦTXs . In other words, only those secondary
nodes which fail to detect the primary’s beacon are retained in the
set of potential interferers Φ¯INT .
2. Medium access control in form of Slotted ALOHA is incorporated by
independent p-thinning of Φ¯INT . More specically, each secondary
node in Φ¯INT is retained with probability p independent of the others
to form ΦINT . Here, p is the MAP for ALOHA protocol.
For the following analysis, it is convenient to express the density of the HPPP
ΦINT in polar coordinates. Hence, using the Mapping theorem [60], the in-
tensity of the inhomogenous Poisson point process ΦINT is given as,
λINT(h, r) = pλTXs dr
d−1bd1tMD(γ(h, r)). (5.12)
Note that our objective is to obtain closed form expressions for the cu-
mulants of the interference from the CRN employing CSA with detection at
the secondary receiver. For exact descriptions ofΦINT and λINT(h, r) at our
disposal, (5.11) can be evaluated as,
κn =
∫ ∞
0
∫
Rd\b(0,re)
(hl˜(r))nλINT(h, r)dr fH(h)dh, (5.13)
(a)
=
pλTXs dbd
αn− d
γl (µ1, γtthrαeγb
)
rd−αne + Γ
(
µ2,
γtthr
α
e
γb
)(
γtth
γb
)n− dα .
where, γb = Pbσ2 is the SNR of the beacon channel in the absence of path-The detail derivation
for computing (a) is
provided in Appendix
D
loss and fading when PRX transmits a beacon with power Pb, γl(a, b) =∫ b
0 x
a−1 exp(−x)dx is the lower incomplete Gamma function, µ1 = n+ 1
and µ2 = dα + 1. Note that γ
t
th is one of the important parameters that
characterize κn in (5.13). In order to highlight this dependence and also to
accommodate the fact that (5.13) refers to the cumulant for the interference
when the secondary transmitter based detection scheme is employed, we
will slightly modify the notation, i.e., we will use κt,TXn instead of κn.
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5.4.2 RX based detection
Consider a case where CR transmitters delegate the task of beacon detec-
tion to the associated CR receiver. Due to the inherent randomness in both
channel and geometry of the network, some secondary receivers can detect
the beacon sent by the primary receiver while their associated transmitter
might not detect the beacon. Conversely, it is also possible that the receiver
may not detect the beacon while its corresponding transmitter does. This
form of spatial diversity can be exploited to reduce the primary’s OP when
secondary devices are location and channel aware. Since it is dicult to ob-
tain the instantaneous channel state information (CSI) at CR transmitters,
we study a case where CR transmitter delegate the spectrum sensing task
based on the relative distance from the primary receiver. This is eectively
same as designating the spectrum sensing task based on the knowledge of
average CSI.
Consider a typical secondary receiver located at a distance rs from its
transmitter. The distance between PRX and this secondary receiver can be
easily found from,
r˜ =
√
r2 + r2s − 2rrs cos(ψ), (5.14)
where, ψ is the angle between r and rs which is distributed as U (0, 2pi) and
r is the distance between PRX and the secondary transmitter. Note that (5.14)
can be simplied by considering two extreme case.
1. Worst case: In the worst case topological arrangement of the secondary
receiver, cos(ψ) = −1, consequently r˜ is maximized. This occurs for
ψ = pi and implies that the secondary receiver is more distant from
PRX when compared to the secondary transmitter. In this case,
r˜ = r+ rs ≤ cWr 1 ≤ cW ≤ ∞. (5.15)
Best case: The best case spatial conguration of secondary receiver mini-
mizes the distance r˜. This occurs when cos(ψ) = 1, or ψ = 0. Moreover
the best possible case occurs when r = re. Note that this also implies that
the guard band should satisfy the constraint ∆ ≥ rs. Considering these two
facts,
r˜ = r− rs ≤ cBr, e1 ≤ cB ≤ 1. (5.16)
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where, e1 =
(
1− 1re/rs
)
, for the special case when rp = rs = ∆,e1 = 0.5.
The Best and the
worst case
topological
congurations
provides upper and
lower bounds on
beacon channel SNR.
Using these two cases and condition 1, the cumulants for the interference
when the secondary network employs CSA and receiver based detection can
be evaluated as follows,
κt,RXn =
∫ ∞
o
∫
Rd\b(0,re)
(hl˜(r))nλINT(h, r)dr fH(h)dh, (5.17)
= pλTXs dbd
∫ ∞
o
∫ ∞
re
hnrd−αn−11tMD(γ(h, r˜))dr fH(h)dh,
= pλTXs dbd
∫ ∞
o
∫ ∞
re
hnrd−αn−11tMD(γ(h, cr))dr fH(h)dh,
where, c = cB for the best case and c = cW for the worst case. Now κt,RXn
can be obtained by using a similar procedure as outlined for κt,TXn in the
Appendix D:
κ
t,RX(best)
n =
pλTXs dbd
αn− d
γl
(
µ1,
γtthr
α
e cαB
γb
)
rαn−de
+
Γ
(
µ2,
γtthr
α
e cαB
γb
)
(γtthc
α
B/γb)
d
α−n
 , (5.18)
κ
t,RX(worst)
n =
pλTXs dbd
αn− d
γl
(
µ1,
γtthr
α
e cαW
γb
)
rαn−de
+
Γ
(
µ2,
γtthr
α
e cαW
γb
)
(γtthc
α
W/γb)
d
α−n
 . (5.19)
where, γb = Pbσ2 is the SNR of the beacon channel in the absence of path-
loss and fading when PRX transmits a beacon with power Pb, γl(a, b) =∫ b
0 x
a−1 exp(−x)dx is the lower incomplete Gamma function, µ1 = n+ 1
and µ2 = dα + 1.
The coupling
between the
primary’s success
probability and the
secondary’s MAP is
explored in Section
5.7.
Remark 5.1 For a large scale CRN it is just as likely to have a secondary
receiver in a worst case spatial conguration as in a best case. Hence, it is of
key importance to delegate task of spectrum sensing to only those receivers
which are in best spatial conguration or are equipped with superior de-
tection capabilities. By such a delegation, the overall success probability
for primary link can be increased and in turn MAP of secondary network
itself can be increased.
Exact
characterization for
cumulants.
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Remark 5.2 In deriving (5.18) and (5.19), it was assumed that the fad-
ing channel gains between PRX and both the CR transmitter and the re-
ceiver are the same. It is also possible to relax this assumption, by con-
sidering that for a given distance r , both the CR transmitter and the CR
receiver experience identical but independent fading conditions. Consider
the Marked point process (MPP) Φ˜TXs constructed by assigning i.i.d. fad-
ing marks T in the mark space R+,Φ˜TXs = {xi, ti : xi eΦTXs and ti ∼
fT(.)}, then the intensity measure of MPP Φ˜TXs is given by λ˜TXs (t, r) =
λTXs fT(t)dbdrd−1. Thesemarks represent the fading channel gain between
the CR receiver and the primary receiver. Additional dependent marks can
be introduced to cater for the detection process as in the case of transmitter
based sensing. We will skip the detailed derivation for brevity. The nal
result for the cumulants is:
κt,RXn =
pλTXs dbdΓ(n+ 1)
αn− d
[{
1− exp
(
−γ
t
thr
α
e cα
γb
)}
rd−αne (5.20)
+ En− dα
(
γtthr
α
e cα
γb
)(
γtthc
αrα+d−αne
γb
)]
.
Here c e {cb, cw} for ‘best’ and ‘worst’ cases and En(x) =
∫ ∞
1 t
−n exp(−xt)dt
is the generalized exponential integral [122]. Simulation results indicate
that the detection performance of the secondary is pre-dominantly deter-
mined by spatial randomness, rather than channel randomness. Hence
both (5.20) and (5.18) result in similar outage probability of the primary
link. Due to analytical simplicity, we employ (5.18) for further analysis.
5.4.3 TX-RX joint detection
Both transmitter and receiver based schemes introduced in the previous sub-
sections only exploit a single degree of freedom. However, with a random
topological conguration of the CRN, we actually have an added degree of
freedom, i.e., the CR transmitter and receiver lie at dierent distances from
PRX . This may enable one to perform better than the other. This sort of
spatial diversity is best exploited by combining the decisions drawn from the
spectrum sensing process executed at both the CR transmitter and receiver.
In this chapter, we study two particular cases:
5.4.3.1 Greedy TX strategy
Aggressive/Opti-
mistic transmission
policy.
In terms of greedy transmitter strategy the set of potential interferers is char-
acterized by the following condition:
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Condition 3: All secondary transmitters which are located outside the ex-
clusive region of the primary and their associated receivers perform spec-
trum sensing by employing either a MF or an ED. Based on the inference
drawn from the spectrum sensing procedure, all secondary receivers notify
their associated secondary transmitters about their decision by using an er-
ror free communication channel. A greedy CR transmitter transmits with
probability p, if either its own or the associated receiver’s decision indicates
absence of the primary user. Consequently, those CR transmitter-receiver
pairs which mis-detect primary’s beacon, contribute towards the aggregate
interference experienced at the primary receiver.
Note that the CR receiver can assume either worst or best spatial congu-
ration relative to the CR transmitter as discussed in the previous subsection.
Exact computation of cumulants for greedy strategy is very dicult, if not
impossible. In order to simplify analysis, we can approximately assume that
the two channels, i.e., between PRX-CR transmitter and between PRX-CR re-
ceiver are identical. In other words, the dierences between the inferences
established by the spectrum sensing on the CR transmitter and receiver re-
sult only from the network geometry. This indeed leads to the worst case
analysis while considering sensing diversity. Note, that to the best of ourAt large spatial
distances the impact
of path-loss is more
pronounced than the
fading. This can be
demonstrated by
plotting the
probability
Pr{H > rα}, which
is exponentially
decreasing with
respect to r.
knowledge even for the point-to-point case with known distance between
CR transmitter and receiver, heterogeneous detectors (i.e., one of them em-
ploys MF while the other uses ED) have not been investigated. It is complex
to obtain closed form expressions without making appropriate simplica-
tions when considering the geometry of the network.
Consider the output of the spectrum sensing at the CR transmitter and
receiver O = {(MD,MD),(MD,DET),(DET,MD),(DET,DET)}, where, DET refers to de-
tection of beacon and MD refers to mis-detection of beacon. Also consider
the following two events: A1 = CR transmitter mis-detects, and A2 =
CR receiver misdetects, then the output of the greedy transmitter strategy
is given by,
PGreedyMD (γ(R,H)) ≤ Pr{A1}+ Pr{A2}, (5.21)
≤ 1tMD(γ(R,H)) + 1tMD(γ(cR,H)).
The upper-bound in (5.21) follows from the probabilistic argument by ap-
proximating dependent events as independent. Under these assumptions cu-
mulants of a greedy approach can be obtained as,
κ
greedy,best
n,(t1,t2)
= κt1,TXn + κ
t2,RX(best)
n . (5.22)
κ
greedy,worst
n,(t1,t2)
= κt1,TXn + κ
t2,RX(worst)
n . (5.23)
Note that there are four possible combinations of the detectors (t1, t2)which
can be employed, i.e., both the CR transmitter and receiver use the same
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detectors ((MF,MF) and (ED,ED)) or alternatively, the CR transmitter and
receiver both employ dierent detectors ((MF,ED) and (ED,MF)).
5.4.3.2 Content TX strategy
In the content secondary transmitter strategy:
Condition 4: All secondary transmitters which are located outside the ex-
clusive region of the primary and their associated receivers perform spec-
trum sensing by employing either a MF or an ED. Assuming an error free
communication channel between secondary transmitter and secondary re-
ceiver each CR transmitter only transmits if both CR transmitter and CR re-
ceiver have detected the channel as idle, i.e., CR transmitter transmits with
probability p if both CR transmitter and receiver fail to detect the beacon.
Considering the same assumptions as employed in the greedy transmitter
strategy,
PContentMD (γ(R,H)) = Pr{mis-detection} = Pr{A1 ∩ A2}, (5.24)
≤ 1tMD(γ(R,H))1tMD(γ(cR,H)).
The cumulants for the interference can now be derived as, The detail derivation
for computing (b) is
provided in Appendix
Dκ
content
n,(t1,t2)
(b)
= EH
[
pλTXs dbd
∫ ∞
max
(
re,max(η1,η2)h
1
α
) hnrd−αn−1dr
]
,(5.25)
where, η1 =
(
γb
γ
t1
th
) 1
α
and η2 =
(
γb
cαγt2th
) 1
α
. The function max (η1, η2) de-
pends on the combination of the detectors. Moreover, the spatial congura-
tion of the receiver can assume two states, i.e., the worst and best.
With the help of Tables (5.1 ) and (5.2), (5.25) can be solved to obtain a
closed form solution for the cumulants of interference under content trans-
mitter strategy. Since we have already solved (5.25) for dierent CR trans-
mitter and receiver congurations, cumulants obtained for previous cases
can be utilized as shown in Table (5.3).
Although we formulated Table (5.3) based on a pure analytical approach
several results follow intuition. It is obvious that when the CR receiver is in
its best spatial conguration and both the CR transmitter and receiver use
the same type of detector, the cumulant of interference corresponds to the re-
ceiver based sensing scheme. This in turn illustrates that the overall behavior
is dictated by the CR receiver. Note that although we employed a probabilis-
tic argument of independence to simplify our analysis, the results obtained
are rather more generic. This can be easily observed by a closer inspection of
the cumulants, since the detection of both transmitter and receiver is highly
correlated and the only dierence is in terms of geometry. If the CR receiver
which is in best conguration mis-detects the beacon, the CR transmitter
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TX
RX MF ED
MF η2 = c−1B η1
η2 ≥ η1.
η1 = cBζ
1
α η2,
η2 ≥ η1 cB ≤ 1
ζ
1
α
,
η2 < η1 cB > 1
ζ
1
α
.
ED η2 = ζ
1
α
cB
η1,
η2 ≥ η1 cB ≤ ζ 1α ,
η2 < η1 cB > ζ
1
α .
η2 = c−1B η1
η2 ≥ η1.
Table 5.1: Best case conguration of the secondary receiver where we dene ζ =
2
√
τ
Q−1(PFA)
.
TX
RX MF ED
MF η1 = cWη2
η1 ≥ η2.
η1 = cWζ
1
α η2,
η1 ≥ η2 cW ≥ 1
ζ
1
α
,
η1 < η2 cW < 1
ζ
1
α
.
ED η2 = ζ
1
α
cW
η1,
η1 ≥ η2 cW ≥ ζ 1α ,
η1 < η2 cW < ζ
1
α .
η1 = cWη2
η1 ≥ η2.
Table 5.2: Worst case conguration of the secondary receiver where we dene ζ =
2
√
τ
Q−1(PFA)
.
will also mis-detect the beacon with a high probability. Hence, the overall
behavior is dictated by a receiver-based spectrum sensing process. Similar
results are obtained for the worst case scenario. It is intuitive that when both
the CR transmitter and receiver employ the same kind of detector, if the CR
transmitter does not detect the beacon, the CR receiver stands little chance
to detect it. Consequently, the overall behavior of interference is governed
by the detection performance employed at the transmitter. While, for a sim-
ilar pair of detectors intuitive explanations can easily be provided, the same
is not true for the heterogeneous detection scenario. We will provide some
insights on heterogeneous detection by utilizing extensive simulations in
our later discussion.
5.4.4 Approximation of Outage Probability from Cumulants
Besides the
approaches
highlighted in this
section,
approximation using
Saddle point methods
can also be employed.
In this subsection our main objective is to derive Psuc and consequently the
outage probability (OP) Pout = 1− Psuc for the primary link. Since we have
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established the cumulants for the interference caused by the secondary for
dierent spectrum sensing architectures in the last subsection, we will now
utilize these results for the statistical characterization of OP. From now on
we will use the notation κn for the cumulants of interference to avoid repeti-
tion. However, depending upon the spectrum sensing scenario, correspond-
ing expressions derived in the last subsection for cumulants are used for
κn e {κt,TXn , κt,RX(best)n , κt,RX(worst)n , κgreedy,bestn,(t1,t2) , κ
greedy,worst
n,(t1,t2)
, κcontentn,(t1,t2)} .
Several approximation methods can be employed to approximate OP for
the primary link. Here we will outline two such methods,
5.4.4.1 Approximation using the Cumulant Generating Function (CGF)
Considering (5.7) in order to evaluate success probability, the MGF of the
interference is required. By denition the CGF is natural logarithm of the
MGF,
KI(s) = ln(E(exp(sI))) =
∞
∑
n=1
κnsn
n!
, (5.26)
MI(s) = exp(KI(s)) = exp
(
∞
∑
n=1
κnsn
n!
)
. (5.27)
Now from (5.7) ,
Psuc = MI(−
rαpγp
η
) = exp
(
∞
∑
n=1
(−1)nκnrαnp γnp
n!ηn
)
. (5.28)
Considering only the rst cumulant,
Psuc ≤ exp
(
−κ1r
α
pγp
η
)
, (5.29)
Pout ≥ 1− exp
(
−κ1r
α
pγp
η
)
. (5.30)
Note that this is indeed consistent with Jensen’s inequality, i.e.,
E(exp(−sI)) ≤ exp(−sE(I)) = exp(−sκ1). At this juncture, it is worth
highlighting that although (5.29) gives an upperbound on the Psuc, it is
quite useful in further analysis due to its exponential form. Simulation
results indicate that the lower bound is quite tight over a wide range of
parameters.
5.4.4.2 Approximation by the Moment Matching Method
Approximation by
Gamma distribution. The PDF of the aggregate interference can be obtained from the cumulants
using the Method of Moments. Authors in [20] have employed a similar ap-
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proach in the context of transmitter based sensing to model the interference
by the Log normal or shifted Log normal distribution. Note that it is well
established in the literature that the Gaussian approximation is not valid for
interference [20, 34, 36, 123] due to its skewed and fat-tailed behavior (for
certain parameters) [20]. The discussion on the validity of the Gaussian ap-
proximation can be found in Appendix, where we have explicitly questioned
the validity of the Gaussian assumption and the conditions required for such
an assumption. The main problem with Log normal, Log logistic, Inverse
Gamma and Shifted Log normal distributions is that although they closely
t in the body, they do not t accurately in the tail for all parameters (see
Figure 5.3). Moreover, the expressions for matching such moments (see [20])
are quite complex. After conducting several experiments and goodness of t
testing, we found that the Gamma distribution [123] is the best t for the in-
terference distribution (see Fig. 5.3). An added advantage with the Gamma
distribution is that moment matching expressions lend themselves into a
very simple form. So for the interference we say I ∼ Gamma(k, θ) where k
is the shape parameter and θ is the scale parameter with k = κ
2
1
κ2
and θ = κ2κ1 .
Since the PDF of interference is known in closed form, we can easily es-
tablish success and outage probabilites in terms of the MGF which is simply
the Laplace transform of the PDF (with change of sign for s).
MI(s) =
1
(1− θs)k ⇒ Pout = 1−
1(
1+
θrαpγp
η
)k . (5.31)
This indeed provides a very close approximation and so does the upper
bound established by using the rst cumulant in the CGF based approach.
5.4.5 Discussion
5.4.5.1 Impact of parametric variations on the OP for TX based spectrum sens-
ing
In the previous subsections, we established a comprehensive statistical char-
acterization of the OP for the primary link in the presence of a Poisson
eld of secondary interferers. Although analytical expressions provide some
hints on how OP scales with dierent network parameters, simulation of
these expressions demystify some important design aspects.
a) Impact of QoS requirement and detector : Fig. 5.4a illustrates how OP of the
primary link is coupled with primary’s desired QoS. The QoS of the primary
is partially dictated by the required SIR threshold (γp) for successful com-
munication over the primary link. Consequently, the OP of the primary link
decreases with an increase in γp. Sensitivity of
detector to change in
desired probability of
false alarm.
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(a) PDF of interference f I(.) considering the Rayleigh fading (blue/right) and Log
normal shadowing (purple/left) channels, with p = 1, λTXs = 0.01, α =
4, η = 1, re = 2).
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(c) CGF based method vs. moment matching method for vary-
ing SIR threshold (λTXs = 0.01, α = 4, η = 1, re = 5, rp =
2,γb = 10 dB).
Figure 5.3: Moment matching for the interference PDF and comparison of dierent
approaches for computing the OP.
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Another important observation which follows from Fig. 5.4a is regarding the
dependence of the OP on the type of detector employed at the secondary
transmitters. As illustrated, the OP of the primary when the MF is employed
at the CR transmitters is signicantly less than the OP when ED is employed
by CRs for a xed γp and equal probability of false alarm. As discussed pre-
viously (Section 5.3), this superior performance of the MF is governed by the
fact that the MF assumes that complete knowledge of the primary’s beacon
is available at the CR transmitter. Another interesting observation from Fig.
5.4a is the dierence in the sensitivity of MF and ED to the change in the
PFA. Although for both MF and ED OP increases with a decrease in the prob-
ability of false alarm (since a decrease in PFA is achieved at the cost of an
increase in PMD (probability of mis-detection)) when all other parameters
are constant, however, the amount by which it is increased in the case of
MF is not the same as in the case of ED for an equal decrease in PFA. This
essentially follows from the Eq.(5.4) and (5.5), which shows that the required
SNR threshold for beacon detection is more suseptible to the changes in PFA
for MF as compared to ED.
b) Impact of distance between PRX and PTX : Fig. 5.4b highlights how changes
in the distance between primary transmitter and primary receiver aect the
OP of the primary link while operating in the presence of a spectrum sensing
Poisson eld of CRs. The results presented in Fig. 5.4b are quite intuitive. The
OP of the primary link increases with increase in the link distance.
c) Impact of secondary user density: Following the legacy of Gupta and Ku-
mar [93] type scaling laws, it can be observed from Fig. 5.3c that the OP
of the primary’s link increases with an increase in the density of secondary
transmitters. Moreover from (5.31) and (5.13), it can be easily shown that the
OP of the primary’s link scales as O
(√
λTXs
)
. Since outage capacity (OC)
can be easily obtained from OP, it can also be shown that OC scales in a
similar manner. Ideally, in the presence of an exclusion region and spectrum
sensing, it is expected that secondary transmitters will not cause similar de-
terioration as may be caused by other primary transmitters which do not
perform any spectrum sensing. However, this proposition is not true and
CR transmitters can cause similar deterioration. The main reason behind this
stems from many sources; the prime factors involved are uncertainty in the
primary’s channel, uncertainty in the medium access and uncertainty in the
network geometry. Besides these uncertainites of traditional networks, addi-
tional uncertainty of the interference channel and spectrum sensing process
also impact CRNs. Since an increase in the secondary transmitter density
for constant PFA corresponds to an increase in the amount of potential in-
terferers or more specically, an increase in the amount of interference, the
OP increases with an increase in the secondary transmitters as shown in Fig.
5.3c. The dierence in the sensitivity to PFA is also reected in the OP. Scaling of OP with
the secondary user
density.
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d) Impact of secondary medium access: The MAP introduced in Section 5.2,
models the self-coexistence constraint on secondary network. We will dis-
cuss the importance of considering self-coexistence in our later discussion.
However, as depicted in Fig. 5.3d, the OP decreases with a decrease in the
MAP. A decrease in MAP eectively corresponds to a decrease in the num-
ber of interferers and so in the interference. Consequently, the OP decreases
with a decrease in a MAP.
e) Impact of power ratio (η): Another important design parameter is the power
ratio η (primary transmission power to secondary transmission power). The
importance of this parameter was shown in [113, 114] where the TC of CRN
is studied. Although in this chapter we have restricted ourselves to the con-
stant transmit power case (i.e., considering η as constant), however, when
either primary or secondary employ power adaptation, η is also a random
parameter. As highlighted in Fig. 5.5e the OP decreases with the increase in
η. Since increase in η corresponds to the increase in the primary’s transmit
power relative to the secondary’s transmission power, with increasing η the
SIR of the primary link improves and hence the OP for a xed SIR threshold
γp decreases.
f) Impact of primary exclusion region and beacon channel SNR: Before high-
lighting the impact of variations in the beacon channel SNR on the OP of the
primary as shown in Fig. 5.5f, we will discuss the impact of a variation in
the exclusion region of the secondary. Fig. 5.5 illustrates how the OP of the
primary is aected by changes in the radius of the exclusion region. Further-
more, these results are presented for dierent values of path loss exponent
(corresponding to dierent propagation environments). The numeric values
of path-loss exponent are selected from the 802.22 standard. Fig. 5.5 presents
some interesting results which cannot be deduced intuitively.
It is shown that before a particular threshold value of r˜e, the OP of the pri-
mary does not decrease with increase in the exclusion radius re. This thresh-
old value r˜e depends on the path-loss exponent, i.e., the smaller the path-loss
exponent the higher is the threshold. Moreover, after a certain increase in
the exclusion radius the OP does not depend upon the choice of detector em-
ployed at the secondary transmitter. In other words, CRs employing either
ED or MF cause the same OP at the primary for equal probability of false
alarm.
A closer inspection of (5.13) in the Rayleigh fading scenario reveals that
as re increases, the rst term (containing dierence of Gamma and upper
Gamma) and the second term (containing upper Gamma) increases with in-
crease in rαe . However, the the term rd−αne decreases with increase in the
exclusion region re. This increase obviously depends on the α path-loss ex-
ponent. Hence this increase and decrease balance each other up to a par-
ticular threshold beyond which the decreasing term is dominant and hence
the cumulants for the interference tend to zero (i.e., the OP decreases). This
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peculiar behavior stems from the fact that for a constant transmit power
depending on the path-loss exponent, most of the nearby CR transmitters
will not cause signicant interference because these transmitters are able
to sense the primary’s presence with high probability. So increasing the ex-
clusion region does not readily translate into a proportional decrease in the
number of interferers. However, after a certain threshold value r˜e, which de-
pends on the path-loss exponent, increase in the exclusion region ultimately
results in a reduction in the number of interferers.
The interesting observation here is that there exists an optimal radius of
exclusion region corresponding to the desired OP and this radius depends
on the environment in which the network is operational. As a result, the ex-
clusion region should be selected according to the operational environment
and the OP constraint. Moreover as the radius of the exclusion region is in-
creased, the nearest interferers, which may also be dominant interferers for
the primary receiver, are silenced. The secondary interferer (operating very
far away) does not cause a signicant amount of interference. Furthermore
the detection performance of the CR transmitters is so poor that it does not
matter which type of detector is employed at the CR. However, it is also im-
portant to note that the critical value of re also depends on the power ratio
η. Critical value of
beacon channel SNR.Lastly, as depicted in Fig.5.5f there also exists a critical value of SNR γb for
the beacon channel beyond which the OP decreases with increase in γb. The
reasoning follows similar to the reasoning employed for the exclusion region
since the second term of the cumulant (5.13) shows similar behavior with γb.
Also note that the ED may perform superior to the MF when both operate in
dierent environments (dierent path-loss exponent). This is obvious from
the intersection of the OP curves in Fig. 5.5f.
5.4.5.2 Impact of parametric variations on the OP for RX based spectrum sens-
ing
As discussed earlier, a receiver based spectrum sensing strategy may provide
performance gain in terms of decrease in the OP or it may further deterio-
rate the performance, depending upon the spatial conguration of receiver.
Since we consider two extreme cases, i.e. the worst and the best case spa-
tial conguration of the CR receiver, it is natural to study performance loss
and gain in terms of OP for these two congurations respectively. Hence we
dene two new metrics,
GRX =
PTXout − PRXout
PTXout
× 100%, (5.32)
LRX =
PRXout − PTXout
PTXout
× 100%, (5.33)
138 on primary user’s outage, throughput & ergodic capacity in interweave crn
−20 −10 0 10 20 30 40 50
10−4
10−3
10−2
10−1
100
Primary SIR threshold(γp)
O
ut
ag
e 
Pr
ob
ab
ilit
y(P
o
u
t)
 
 
PFA=10
−1
PFA=10
−1
PFA=10
−2
PFA=10
−2
PFA=10
−3
PFA=10
−3
Matched Filter
Energy Detector
(a) OP of primary with varying SIR threshold for TX based sensing for λTXs =
10−2, p = 1, α = 4, re = 5, rp = 2, η = 1and γb = 10 dB (see Eqs. (5.13)
and (5.31)).
1 1.5 2 2.5 3
10−4
10−3
10−2
10−1
Distance between PRX and PTX (rp)
O
ut
ag
e 
Pr
ob
ab
ilit
y(P
o
u
t)
 
 
PFA=10
−1
PFA=10
−2
PFA=10
−3
PFA=10
−1
PFA=10
−2
PFA=10
−3
Matched Filter
Energy Detector
(b) OP of primary with varying link distance for TX based sensing for λTXs =
10−2, p = 1, α = 4, re = 5,γp = 3 dB, η = 1 and γb = 10 dB (see Eqs. (5.13)
and (5.31)).
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(c) OP of primary with varying density of secondary TX for TX based sensing for p =
1, α = 4, re = 5,γp = 6 dB, η = 1 and γb = 3 dB (see Eqs. (5.13) and (5.31)).
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(d) OP of primary with varying MAP of secondary TX’s for TX based sensing for λTXs =
10−1,α = 4,re = 5,γp = 6dB,η = 1and γb = 3dB (see Eqs. (5.13) and (5.31)).
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(e) OP of primary with varying power ratio for TX based sensing for λTXs = 10−1, p =
1, α = 4, re = 5,γp = 6 dB, and γb = 3 dB (see Eqs. (5.13) and (5.31)).
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(f) OP of primary with varying SNR of beacon channel for TX based sensing
for λTXs = 10−1, p = 1, rp = 2, re = 5, PFA = 0.1,γp = 6 dB and
η = 1(see Eqs. (5.13) and (5.31)).
Figure 5.4: Impact of parametric variations on the OP of the primary link.
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Figure 5.5: The OP of the primary versus the radius of the primary’s exclusive re-
gion for TX based sensing for λTXs = 10−1, p = 1, rp = 2, PFA =
10−1,γp = 6 dB and η = 1 (see Eqs. (5.13) and (5.31)).
where GRX (gain) and is LRX (loss) are percentage dierences in the OP
between the two schemes. Fig. 5.6a shows that the gains in the best case
conguration are huge in the low SIR regime. In other words, when the pri-
mary link has less stringent QoS requirements and the spatial conguration
of the receiver is the best, it is optimal to employ the receiver based spec-
trum sensing. Another important observation from Fig. 5.6a is that both the
MF and the ED exercise the same order of increase in the gain for an equal
decrease in the coecient of distance variation for the best case congura- The lower values of
desired SIR threshold
is of particular
interest because
primary user’s are
more sensitive to the
secondary
interference in this
regime.
tion (cB). A closer look at points A,B and C reveals that the choice of optimal
detector depends on γp, as the MF with relatively less better conguration
of CR receiver compared to the ED will still provide better performance in
terms of gain. As shown by the dotted red line in Fig. 5.6a, the ED can attain
gains similar to those of the MF by sensing for longer duration (i.e., by in-
creasing time bandwidth product). As discussed before, not all CR receivers
in a CRN will be in the best spatial conguration. Hence, only a fraction of
CR receivers can be delegated the task of spectrum sensing. Consequently,
the resulting gain is upper-bounded by GRX .
Fig. 5.6b depicts the losses encountered when the spatial conguration of
the CR receiver is worse relative to the CR transmitter. Again the losses in
terms of OP performance are huge for lower values of γp. However, the mag-
nitude of decrease in loss is not same for a MF and an ED when subjected
to a proportional reduction in the coecient of distance variation (cW). It is
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obvious that an ED is not very sensitive to variations in cB. This is due to the
fact that an ED by default results in a higher OP of the primary as compared
to the MF. Moreover, the detection performance of the MF is more sensitive
to the variation in SNR as compared to the ED. Hence there exists a trade
o between the insensitivity to the spatial conguration, the complexity of
implementation and the OP of the primary. The ED is less complex to im-Complexity of
Implementation vs.
Sensitivity trade-o.
plement, less sensitive to variation in PFA and the location of receiver but
provides poor OP in comparison with the MF which is more complex to im-
plement, requires complete knowledge of the primary’s beacon and is more
sensitive to the receiver conguration when implemented in receiver based
sensing mode. Notice, that these losses characterize the penalty incurred by
a CRN, when CR TXs wrongly delegate the task of spectrum sensing to CR
RXs. This penalty can be easily translated in terms of reduction in the CR’s
MAP (Section 5.7).
Finally in Fig. 5.7c we study how the OP of the primary link changes with
variation in coecient of distance variation c for xed γp. Note that c < 1
corresponds to best case spatial conguration of a CR receiver, while c = 1
implies that the CR receiver has a conguration as good as that of the CR
transmitter and c > 1 refers to a worse case conguration of a CR receiver.
Since the CR transmitter based scheme is independent of c it provides a con-
stant OP with respect to c when all other parameters are xed. Fig. 5.7c
provides some interesting insights. The OP for a receiver based scheme is
less than the OP when a transmitter based scheme is adopted for c < 1,
and greater for c > 1 for both an ED and a MF. However, it is obvious that
the dierence in terms of OP for a TX based scheme and RX based scheme
when a MF is employed is signicantly greater than the dierence when an
ED is employed. This consolidates our previous argument that an ED is less
sensitive to the worst spatial conguration and can provide constant OP be-
yond a certain threshold value of c. Fig. 5.7c is divided into four regions. In
Region I, RX based detection employing an ED is optimal; in region II, RX
based detection employing MF is optimal; in region III and IV, TX based de-
tection employing a MF is optimal. However, a more interesting observation
in region IV is that RX based detection employing MF performs worse than
TX based detection employing ED. This reveals how the geometry of a CR
receiver can also aect the choice of optimal detector.
5.4.5.3 Impact of parametric variations on the OP for Greedy transmitter
strategy
Figs. 5.7a and 5.7b compare the greedy strategy with the TX and RX based
spectrum sensing strategy for worst and best spatial congurations of the
CR receiver. Since both TX and RX jointly sense the spectrum the overall
PFA and PMD is greater than that of the individual ones. Hence, the greedy
strategy results in a higher OP than achieved by employing either RX or
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Figure 5.6: Impact of parametric variations on OP of the primary link when CRN
performs RX based Sensing
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TX based strategy. The OP in the case of heterogeneous detection presents
some interesting results. In the case when a MF is employed at TX and an
ED is employed at RX the OP of the greedy strategy is about the order of OP
when ED is employed at RX only. This is intuitive since greedy behavior is
dominated by the worst detector from RX and TX. Similarly in the case of
ED-MF, the OP of the primary is about the same as when ED is employed at
TX only.
Lastly, Fig. 5.8c presents the variation in the OP when the coecient of
distance variation c is subjected to changes. Dierent regions indicate dif-
ferent ‘crossings’ and optimal detector for the region. Results consolidate
the previous arguments. We will skip the detailed discussion since intuitive
reasoning can be provided as in the previous cases.
5.4.5.4 Impact of parametric variations on the OP for Content transmitter
strategy
To conclude this section, we will discuss the impact of variation in c on
the OP of the primary link when the CRN adopts content transmitter based
spectrum sensing strategy. Results similar to those discussed previously are
skipped due to space limitations.
Fig. 5.8 presents some interesting insights specially for the case of het-
erogeneous detectors. When content transmitter strategy is adapted with
an ED at TX and a MF at RX irrespective of spatial conguration of the CR
receiver, the detection performance is dominated by the MF. Since the MF
has a better detection performance than the ED and if it fails to detect a
beacon from primary, then the probability that the ED at TX will detect the
beacon depends on the value of coecient of distance variation c as indi-
cated in Tables 5.1 and 5.2. Note that simulation results show that the MF at
the receiver is selected by the system since it is better than an ED at TX for
varying c, hence selecting the optimal detector. When a MF is employed at
TX and an ED at RX, ED is selected up to a certain value of c (see Tables 5.1
and 5.2) after which a MF at TX becomes optimal in terms of minimizing the
OP. When both TX and RX employ a MF, RX based sensing is used for the
best spatial conguration of receiver and TX based sensing dominates for
worst conguration hence content transmitter strategy provides minimum
OP for all values of c. Similarly when an ED is employed at both TX and
RX, an ED at RX dominates for choice of the best spatial conguration of
the CR receiver while TX dominates in the worst spatial condition. Thus a
content transmitter strategy provides better performance then employing an
ED alone at either TX or RX but worse performance then employing a MF at
both TX and RX. These insights reveal how the CRN designer can employ an
optimal spectrum sensing strategy to minimize the OP of the primary given
dierent desirable characteristics of the network and information about its
operational environment.
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Figure 5.7: Impact of parametric variations on the OP of the primary link when the
CRN performs greedy transmitter based sensing.
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5.5 throughput of the primary link
In the previous section, we established a comprehensive analytical frame-
work for studying the OP of the primary link in the presence of a Poisson
eld of secondary interferers employing dierent spectrum sensing strate-
gies. Besides OP another important metric for the primary is the throughput
of primary. The throughput of primary is dened as,
Tp = Psuc(γp) log2(1+ γp) (bits/sec/Hz). (5.34)
This denition assumes that Shannon’s formula for channel capacity holds.
However, in the presence of non-Gaussian interference the above formula
serves as a lower bound on actual throughput. Fig. 5.9 shows the variation
in throughput with varying QoS requirements of the primary. As the SIR
threshold increases (stringent QoS requirements) the throughput of the pri-
mary decreases (Psuc also decreases). Moreover, the throughput of the pri-
mary increases with the decrease in the density of secondary transmitters
or decrease in MAP. Intuitively, decreasing either of these two corresponds
to a decrease in the interference or in other terms increases the probability
of success, hence increase in the throughput. Note that the throughput of
the primary link is also coupled with the type of detector employed by the
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CRN. The MF results in superior throughput since it reduces interference
by superior detection performance as compared to ED. Another interesting
observation here is that there exists an optimal SIR threshold γ∗p for which
throughput is maximized.Optimum SIR
threshold for the
Throughput of
Primary Proposition 5.3 Considering all other parameters xed, the throughput
of the primary Tp is maximized for
γ∗p = exp
(
W
(
η
rαpκ1
))
− 1, (5.35)
whereW(.) is the Lambert W function or product log function.
proof: Consider the probability of success (5.29) then
Tp = exp
(
−κ1r
α
pγp
η
)
log2(1+ γp), (5.36)
Solving by using rst derivative and the denition of Lambert W function
[122],
γ∗p = exp
(
W
(
η
rαpκ1
))
− 1. (5.37)

Fig. 5.10 shows throughput of the primary versus path loss exponent. Note
that the throughput is maximum for an optimum SIR threshold γ∗p. Although
increasing γp from γ∗p should decrease the throughput since the QoS con-
straint becomes more stringent, this is not true for a decrease in γp. As
shown in Fig. 5.10, decreasing γp from γ∗p also decreases the throughput
which consolidates the argument that γ∗p is the optimal SIR threshold. Since
the throughput of the primary is a function of Psuc = 1− Pout, all other fac-
tors which impact the OP have a complementary aect on throughput. For
instance, an increase in secondary user density will decrease the throughput
as shown in Fig. 5.9 because it increases the OP. Hence, an optimal choice
of the detector when the primary’s throughput is of interest can be found as
discussed previously.
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5.6 ergodic capacity of the primary
The ergodic capacity of the primary is another important metric. Ergodic
capacity can be dened in terms of the OP Pout as,
Cp = E (log2 (1+ SIR)) (bits/sec/Hz), (5.38)
=
∫
log2
(
1+ γp
)
dPout(γp). (5.39)
Ergodic capacity of
the primary
Proposition 5.4 Considering all other parameters xed, the ergodic ca-
pacity of the primary in the presence of Poisson eld of secondary inter-
ferers is given by,
Cp =
exp
(
− κ1r
α
p
η
)
ln(2)
E1
(
κ1rαp
η
)
. (5.40)
proof: Considering (5.38) and (5.29)5,
Cp = c1
∫ ∞
0
log2(1+ γp) exp(−γpc1)dγp,
where c1 =
κ1rαp
η . Substituting γ = 1+ γp,
Cp =
c1 exp (c1)
ln(2)
∫ ∞
1
ln(γ) exp(−γc1)dγ︸ ︷︷ ︸
A
.
Now,
A =
∫ ∞
1
ln(γ) exp(−γc1)dγ,
can be solved through using integration by parts and the exponential inte-
gral E1(x) =
∫ ∞
1 x
−1 exp(−x)dx to give
Cp =
exp
(
κ1rαp
η
)
ln(2)
E1
(
κ1rαp
η
)
. (5.41)
5 The main reason behind utilizing a CGF based approximation is its exponential form which
yields analytical, tractable solutions.
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
Upper (Cupp ) and lower (Clowerp ) bounds on the ergodic capacity of the pri-
mary can be established from the fact that,
1
2
exp(−x) ln
(
1+
2
x
)
< E1(x) < exp(−x) ln
(
1+
1
x
)
. (5.42)
So,
Clowerp =
1
2
ln
(
1+
2η
κ1rαp
)
and Cupp = ln
(
1+
η
κ1rαp
)
. (5.43)
As shown in Fig. 5.11 the ergodic capacity when secondary radios employ
MF’s is greater than the ergodic capacity when an ED is employed while
considering TX based spectrum sensing. Moreover the ergodic capacity de-
creases with an increase in the link distance.
5.7 self-coexistence and optimal map for secondary
The most important aspect concerning the design of the MAC for a CRN is
guaranteeing an uninterrupted/smooth operation of the primary link. The
primary on the other hand wants to achieve a desired QoS. This QoS con-
straint dictates the primary’s SIR requirements and success probability. Math-
ematically, the QoS translates into
Psuc = Pr{SIR > γp} ≤ ρ. (5.44)
If the secondary network is aware of such a QoS constraint, it can modify
its MAP such that it guarantees desired QoS for the primary. This MAP not
only depends upon the primary’s QoS parameters (γp, ρ) but also on the
type and architecture for the detection employed at the secondary. Optimal MAP.
Proposition 5.5 There exists an optimum MAP popt for the secondary
network such that it guarantees the desired QoS parameters (γp, ρ) of the
primary. In other words secondary transmitters maintain an interference
level below a tolerable interference threshold. Such an optimumMAP popt
can be calculated as,
popt = min
1, − ln(ρ)
k˜ ln
(
1+
γprαp
η θ˜
)
 , (5.45)
where k˜ = k|p=1 and θ˜ = θ|p=1.
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proof: From (5.44) and (5.31),
Psuc =
1(
1+
θ˜rαpγp
η
)pk˜ ≤ ρ, (5.46)
where k˜ and θ˜ are independent of p or in other words evaluated considering
p = 1. Taking the natural logarithm at both sides and solving for p gives,
popt = min
1, − ln(ρ)
k˜ ln
(
1+
γprαp
η θ˜
)
 .

5.7.1 Discussion
5.7.1.1 Optimal MAP (popt)
The optimal MAP (popt) decreases as the primary’s desired SIR threshold (γp)
increases for a xed success rate ρ as illustrated in Fig. 5.12a. Fig. 5.12a also
illustrates that popt always guarantees the QoS constraint for the primary.
Hence the primary’s performance is only limited by the randomness in its
own communication channel and its transmit power and not by the inter-
ference generated from the secondary transmitters. Note that as illustrated
in Fig. 5.12a, popt also depends upon the type of detector employed by the
secondary transmitter and the spectrum sensing architecture. Notice that
the secondary transmitters employing ED have to adopt a lower MAP than
those employing MF to compensate for the inferior detection performance.
Moreover, up to a certain threshold value of γp, secondary transmitters have
a positive non-zero MAP which may in turn reect the usefulness of the sec-
ondary network.
5.7.1.2 Self-coexistence constraint
The self-coexistence constraint plays a central role in characterizing the in-
terference experienced by the primary receiver from cognitive users. How-
ever as discussed earlier, studies in the past have overlooked the fact that
the CRs also need to coexist among themselves. In other words, all of them
cannot transmit simultaneously even if all of them want to communicate
with their intended receivers. The MAC employed at the CRs is solely re-
sponsible for ensuring such a peaceful coexistence. Studies in the past do
not cater for the MAC in the secondary network. Consequently, these stud-
ies [20, 51, 112, 124] have overestimated the interference encountered by a
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Figure 5.12: Optimal MAP p for desired primary QoS and impact of the self-
coexistence on outage and throughput
typical primary receiver in the presence of a collocated CRN. This overes-
timation may motivate a CRN designer to design overprotective protocols
with a higher interference margin for the CRN, which will in turn decrease
the spectral eciency and hence the usefulness of CRNs.
In this work, we cater for the self-coexistence constraint in the form of
Slotted ALOHA MAC. Our motivation (like other studies [44, 111]) for re-
stricting the discussion to the Slotted ALOHA is mainly due to its simple
model which provides some fundamental insights. More complicated MACs,
such as CSMA/CA6 possess additional dependence between spectrum sens-
ing and the carrier sensing processes. Consequently, analysis of such a MAC
scheme may obscure fundamental insights which can be obtained by study-
ing simple MAC protocols such as ALOHA.
Fig. 5.12b shows the percentage decrease
( Pout|p=1− Pout|p<1
Pout|p=1 × 100%
)
in
the OP of the primary link when CRs operate under the self-coexistence con-
straint. As indicated in Fig.5.12b even for the high values of MAP (p = 0.8),
6 To the best of our knowledge even for wireless ad hoc networks, no closed form expressions
are known for the Laplace transform of interference under CSMA/CA MAC. In [62] the au-
thors demonstrated that such an ad hoc network forms Matern hardcore process of type II. In
order to simplify analysis, most of the studies approximate dependent thinning of Matern’s
hardcore process by independent thining with retention probability p = 1−exp(−λbdr
d)
λbdrd
[61],
where r is the inhibition radius between the points retained after thinning a stationary
marked PPP. This implies that a rough estimate of performance for CSMA/CA can be ob-
tained by simply adjusting the MAP to p = 1−exp(−λpir
2
c )
λpir2c
. In this case, rc is the carrier
sensing range of the CSMA/CA protocol.
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the percentage decrease is signicant. Moreover, it is also obvious that the
percentage decrease in OP is proportional to 1− p (i.e. the probability by
which any CR defers its transmission). In case of more complex protocols
like CSMA, the probability of deferring the transmission is dierent for dif-
ferent CRs. This is due to the fact that the spatial conguration of neighbors
determines the MAP of a particular secondary receiver. Fig. 5.12b also shows
that the percentage dierence in OP can be as high as ρ when an optimum
MAP is employed by the secondary transmitters. Fig. 5.12a shows the ratio of
throughput with and without coexistence. The decreasing ratio shows that
a signicant throughput gain can be exercised when the primary SIR thresh-
old γp is high and the CRN operates under the self-coexistence constraint.
5.8 concluding remarks
In this chapter, we have developed a comprehensive statistical model of the
interference encountered by a typical primary receiver due to the secondary
transmitters in a collocated CRN. We considered that spectrum sharing be-
tween the primary user and secondary transmitters is achieved by using ex-
plicit beaconing and interweave spectrum access method. Secondary users
utilize a matched lter or an energy detector to detect the primary’s bea-
con based on the degree of their knowledge about the beacon signal. We
explored the OP of the primary receiver when the CRN can employ three
dierent spectrum sensing architectures, namely, TX-based spectrum sens-
ing, RX-based spectrum sensing and TX-RX joint spectrum sensing. Several
parametric variations and their impact on the OP of the primary for all the
stated sensing architectures is investigated in a comprehensive manner.

6
T R A N S M I S S I O N C A PA C I T Y A N A LY S I S O F C O G N I T I V E
R A D I O N E T W O R K S
Primary objective:
 To characterize
the transmission
capacity of a large
scale primary
network.
 To study the
impact of the
secondary network’s
density on the
transmission
capacity of the
primary network.
CRNs are envisioned to eradicate the articial scarcity caused by to-
day’s stringent spectrum allocation policy. In this chapter, we develop
a comprehensive statistical framework to study the transmission capac-
ity (TC) of the primary network in the presence of collocated CRN op-
erating under self-coexistence constraint. Considering a system model
based on stochastic geometry and the primary beacon enabled inter-
weave spectrum sharing model, OP of a typical primary receiver is stud-
ied. Scaling laws for the OP of a typical primary receiver are established.
With the help of simulations it is shown that TC of the primary network
decreases with increasing number of secondary users and degree of the
self-coexistence.
6.1 introduction
In the previous chapter, we developed a statistical framework to characterize
the performance of a single primary link operating in the presence of collo-
cated CRN. The focus of this chapter is to extend the analysis for a large
scale primary network.
As mentioned earlier the past studies [20, 51, 125] have devoted signi-
cant attention towards modeling the interference at a primary receiver sur-
rounded by a Poisson eld of secondary users. However, these studies ig-
nore some of the fundamental operational and design constraints on the
CRs. Firstly, these studies consider a single primary and multiple secondary
user ad hoc network model, where all secondary users transmit and hence
potentially cause the outage at the primary receiver [20]. Nevertheless, in
practice not only multiplicity of both primary and secondary users is exer-
cised, but ‘self-coexistence’ constraint on secondary users is also enforced.
Under such a self-coexistence constraint only a fraction of secondary trans-
mitters are allowed to transmit at a particular time instant according to
some medium access control (MAC) scheme. Moreover, even with sophisti-
cated MAC schemes, the self-interference/inter-network interference is un-
avoidable. In other words, a typical primary receiver not only suers from
interference from the secondary users which fail to detect the primary but
also from the other primary transmitters utilizing the same frequency band
for concurrent transmissions. Hence the outage incurred at a typical primary
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receiver is characterized by both the primary and secondary users under co-
existence constraints. A complex but interesting question for a CRN designer
is how outage of the primary network is coupled with the amount of multi-
plicity (density) of users in both the primary and secondary networks? This
indeed warrants the study of the scaling properties of the OP, which are
addressed in this chapter. Another important question is how the eective
capacity of the ad hoc primary network is aected by the density of users?
Since even after signicant eorts, the capacity region of the ad hoc net-
work still remains an unsolved puzzle, it might be impossible to obtain such
a region considering both the primary and secondary ad hoc networks. How-
ever, as adopted by the ad hoc networking community, an alternate metric
of transmission capacity (TC) can be employed for the study of CRNs. The
TC of the ad hoc network represents the number of successful transmissions
per unit area subject to a certain outage constraint (see Section 6.4for the for-
mal denition and details). To the best of our knowledge, TC of the primary
network in the presence of CRN has not been studied before. Hence in this
chapter, we take the rst step in this direction and establish the TC of the
primary network in presence of a CRN.
6.2 related work and our contribution
To the best of our knowledge, none of the studies in the past have explored
the TC in the context of CRNs. The only work which closely relates to this
chapter is [72]. In [72], authors have studied the capacity trade-o for co-
existing ad hoc and cellular networks sharing the spectrum using spectrum
underlay or spectrum overlay mechanisms. However, the study considers tra-
ditional ad hoc networks where transmission decisions are not based upon
the inference drawn from the spectrum sensing process. The TC for ad hoc
networks was primarily introduced by Weber et. al. in [46]. Numerous stud-
ies in the past have employed TC to study dierent design and performance
mechanisms for ad hoc wireless networks. Interested readers are refered to
[126] and the references therein. Another closely related area is the study
of outage and interference (with and without self-coexistence constraints)
in the context of both traditional ad hoc networks and cognitive ad hoc net-
works. Interested readers are directed to [63, 125] for details.
Contributions and Organization
As previously discussed, this chapter is the rst step in the direction of ex-
ploring TC of a primary ad hoc network in presence of a collocated CRN. So
in this chapter:
We consider a network model (Section 6.3) where the spatial distribution
of the primary and secondary nodes is characterized by the Poisson point
process. We formalize the stochastic geometry based network model and the
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underlying intuition. We then discuss the classication of the nodes based
on their role at an arbitrary time instant. We formalize the notion of self-
coexistence and highlight its importance.
 Based on the network and spectrum sharing model introduced in Section
6.3, in Section 6.4:
i) We develop a statistical framework for quantifying OP of a typical pri-
mary receiver in the presence of multiple primary and secondary interferers,
considering the self-coexistence constraint;
ii) Scaling Laws for the OP of a typical primary receiver are established;
iii) Statistical framework for evaluating the TC of the primary network
is derived from the OP analysis.
 Lastly, with the help of simulations (in Section 6.5) we study how the
TC of the primary network is aected by the parametric variations such as
the multiplicity or density of users, MAP and the signal to interference ratio
(SIR) threshold.
6.3 stochastic geometry based network model
6.3.1 Geometry of the Primary and Secondary Network
6.3.1.1 Node Distribution
In this chapter, we consider that the spatial distribution of primary and sec-
ondary users can be accurately characterized by a homogeneous Poisson
point process (HPPP). More specically, the location of the nodes of the pri-
mary network at any arbitrary time instant1 constitutes a HPPP Φp(λp)
with intensity λp. The intensity/density λp quanties the number of primary
users per unit area. Similarly, the location of the nodes of the secondary net-
work form a HPPP Φs(λs) with intensity λs. Note that both Φp(λp) and
Φs(λs) are collocated over an innite Euclidean plane and by the Superpo-
sition theorem [60], the overall network formed by both the primary and
secondary users follows a HPPP Φ(λ) = Φp(λp) ∪Φs(λs) with intensity
λ = λp+λs. It is worth mentioning that the HPPP is a very well established
statistical model for the spatial distribution of the nodes in ad hoc wireless
networks [63]. There is a wealth of literature utilizing the HPPP for mod-
eling the spatial distribution of nodes and many studies in the past [20, 51]
have utilized the HPPP for modeling the spatial distribution of the secondary
network. At this juncture, it is worth mentioning that the HPPP assumption
comes with two fundamental constraints on the spatial distribution of the
nodes:
1 In other words, we consider an arbitrary snapshot of the network.
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1. Poisson distribution of nodes: ConsideringΦi(B) (i e{s, p})2 as a count-
ing process dened over a bounded Borel set B, the number of nodes
(i.e., points of Φi in B) have a Poisson distribution with a nite mean
λivd(B) for some constant λi. vd(B) is the Lebesgue measure dened
on the measurable space [Rd, Bd]. In other words, vd(B) is the volume
of a d−dimensional bounded Borel set B . If B is a d−dimensional
sphere vd(B) = bdrd, where r is the radius of the sphere and bd is
the volume of the unit sphere in Rd, then bd =
√
pid/Γ(1+d/2)with
Γ(a) =
∫ ∞
0 x
a−1 exp(−x)dx.
2. Independence: The number of primary/secondary nodes in m disjoint
bounded subsets B of Rd form m independent random variables, for
an arbitrary m. It is natural to assume such a constraint because in
real life, the node movements in ad hoc networks are independent of
each other. Hence, considering a typical snapshot of such a network,
the number of nodes in disjoint areas is independent and identically
distributed (i.i.d.).
Note that, by construction both the primary and secondary networks satisfy
the above-mentioned properties.
6.3.1.2 Classication of Nodes
At a given instant, any arbitrary primary/secondary node can act either as
a transmitter or a receiver. We formulate this classication of nodes by em-
ploying the Superposition theorem. The HPPPΦi(λi) can be constructed by
the superposition of two independent HPPPs Φtxi (λtxi ) and Φrxi (λrxi ) with
intensity λtxi and λrxi respectively, such that λi = λtxi + λrxi , with:
λtxi = λiρi and λrxi = (1− ρi)λi. (6.1)
where 0 ≤ ρi ≤ 1. ρi can be interpreted as the medium access probability
(MAP) for Slotted ALOHA type MAC. MAP is one of the important parame-
ters and of signicant importance while modeling the interference in CRN.
Indeed, MAP is used to model the self-coexistence constraint in CRN. In
particular, even if every secondary transmitter always has data to transmit
to some secondary receiver, not all of them can transmit at the same time.
This constraint stems from the fact that, if all the secondary transmitters
transmit data all the time none of them will be successful in their transmis-
sion. Such a self-coexistence constraint is ignored by the past studies [20, 51].
Consequently, these studies over-estimate the interference encountered by
a typical primary receiver. Since the interference analysis is fundamentally
2 We utilize the notation of i instead of s or p to avoid repetition, when both primary and
secondary networks can be treated under the same framework.
6.3 stochastic geometry based network model 163
concerned with the distribution of the transmitters, we can invoke the above-
mentioned property to model the spatial distribution of the transmitters in
the primary/secondary network. An alternative but equivalent model can be
constructed using the theory of Marked point processes [60]. However, for
the sake of clarity and simplicity, we adhere to the model introduced.
6.3.1.3 Reference Primary Node
We introduce a reference/probe node in the point process formed by the lo-
cations of the primary nodes, it does not eect the overall distribution of the
nodes. In order to keep the mathematical analysis simple (like most of the
studies [72, 126]), we introduce a reference node at the origin. However, note
that the analysis is valid for any typical point of the point process. Putting it
in a more concrete way, complementary cumulative density function (CCDF)
of the interference at a typical primary receiver located at the origin and
measure of quality of service (QoS) (will be discussed later) are sucient
to characterize the transmission capacity and other performance measures.
Like the past studies [72, 126], we assume that the reference primary trans-
mitter is located at a distance ro from the reference primary receiver.
6.3.1.4 Primary Exclusion Region
In the case of ad hoc networks, the primary’s exclusion region is dened by
a disk of radius re, centered at the primary receiver. Hence, the exclusion
disk denes the interference region in which any concurrent transmission
on the same frequency band will cause signicant interference at primary re-
ceiver. Alternatively, it is also possible to center the exclusion disk on the pri-
mary transmitter rather than the primary receiver [93]. The detailed discus-
sion on the primary’s exclusion region (also refered to as the primary guard
zone) can be found in [64]. It is worth highlighting that the primary’s exclu-
sion region is an important design parameter which is indeed dictated by
the maximum tolerable interference threshold, secondary node density, fad-
ing, environment dependent path-loss and the MAC mechanism. Perhaps, it
should be highlighted that incorporating for the exclusion region of primary
receiver might increase the complexity of analysis. However, an advantage
of such a regulatory constraint is that it inherently avoids the singularity
[127] for power-law type path-loss model. Interested readers are refered to
[125] for details.
6.3.2 Channel Model
The large scale path-loss between any arbitrary transmitter yt eΦtxi (λtxi )
and the reference receiver is given by l(‖yt − 0‖), where, l(.) is a distance
dependent path-loss function and ‖.‖ corresponds to the Euclidean distance.
Generally, the large scale path-loss is modeled by considering the power
164 transmission capacity analysis of cognitive radio networks
law function, i.e., l(R) = CR−αR ≥ 1, where C is the frequency depen-
dent constant, R is the distance between the transmitter and the receiver
and α > 2 is the terrain or environment dependent path-loss exponent. In
the specic case where yt eΦtxs (λtxs ), the constraint on path-loss function
becomes R ≥ re ≥ 1. This is required to cater for the primary’s exclusion
region, as described previously.
The channel eects due to multipath impairment process between any
arbitrary transmitter yt eΦtxi (λtxi ) and the reference receiver can be mod-
eled using a random variable H with the probability distribution function
(PDF) fH(.) , cumulative distribution function (CDF) FH(.) and mean µ. We
also consider that H is independent and identically distributed (i.i.d.) both in
the spatial and temporal domain. The overall impact of the communication
channel is modeled using a random variable G = Hl(r).
6.3.3 Spectrum Sensing Model
Secondary transmitters must follow several prescribed spectrum etiquettes
to ensure peaceful coexistence with the primary network. As proposed by
the FCC, it is obligatory for the secondary transmitters to detect the pres-
ence of the primary user, before initiating their own communication ses-
sion. Many studies have investigated several potential algorithms to detect
the presence of the primary. It is beyond the scope of this chapter to elabo-
rate the discussion on this topic. Interested readers may refer to [8] for an
overview of the primary detection algorithms and spectrum sharing models
[3].
We consider a beacon/control channel based spectrum sensing model. The
primary transmitter explicitly sends a control signal such as ‘grant’ and ‘in-
hibit’ when it leaves or enters the transmission mode. Such a scheme is also
known as out of band sensing [20]. Numerous studies on the interference
modeling [20, 51] have utilized this model. In this chapter, we assume that
beacon channel is interference free. In practice this is assured by the control
packets such as CTS/RTS of the primary network . In such a network all pri-
mary users which receive CTS from a primary in their contention domain,
refrain to send their own beacon. Hence before initiating its communication
a primary receiver can send inhibit beacon without suering signicant in-
terference. This assumption may seem trivial however note that it is rather
critical to keep analysis tractable.
6.4 transmission capacity analysis of primary network
In this section, we develop a comprehensive framework for evaluating the
TC of the primary network in the presence of a collocated CRN. The TC of
an ad hoc primary network is characterized by the OP of a typical primary
receiver; which is in turn governed by the accumulative interference from
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both the collocated3 primary and secondary users. Since this chapter (to the
best of our knowledge) is the rst work on the TC based analysis of CRN,
it is worth providing a formal denition of TC in terms of the underlying
factors which characterize it. Transmission
capacity of the
primary network.
Denition 6.1 The number of concurrent successful transmissions occur-
ring per unit area in the primary network, subject to some OP constraint
in the presence of collocated secondary network, is dened as the transmis-
sion capacity (TC) of the primary network. Mathematically,
C(q) = p−1out(q)(1− q) q e (0, 1), (6.2)
where pout(λ) is the OP of a typical primary receiver subject to the con-
straint β (will be dened shortly) on accumulative interference caused by
the Poisson eld of interferers with intensity λ and q is the network-wide
QoS measure.
In stochastic geometric sense, p−1out(q) corresponds to the spatial intensity
of the transmissions associated with the OP q, thinned by the probability of
success (1− q). Note that our denition of TC is mainly motivated by the
denition of Weber et al. in [126] in the context of ad hoc networks.
6.4.1 Outage Probability
By virtue of Denition 1, the TC of the primary network is characterized
by the OP pout of a typical primary receiver. Hence, in this subsection we
establish an analytical framework for the OP by considering the reference
primary receiver located at the origin (Section 3.1.3).
The OP of a reference primary receiver xo eΦp ∪{0} located at the origin
is dened as the probability that SIR4 at the receiver is below a specied
threshold β,
pout(Λ) = Pr {SIR < β} ,
= Pr
{
PpHol(ro)
∑ieΦint(Λ) PiHil(Ri)
< β
}
. (6.3)
where, Pp is the transmit power of the primary transmitter , Ho is the chan-
nel gain between the reference primary transmitter and receiver separated
by a distance ro, l(.) is path-loss function, Hi is the channel gain of the inter-
ferer i ,Pi is the transmit power of the interferer i , Ri is the distance between
3 Here the term ‘collocated’ is not conned to the spatial collocation, rather it also implies that
interfering nodes transmit in same frequency band as that of the reference pair.
4 Throughout the analysis we consider that the network is interference limited. However ther-
mal noise can also be accommodated in the same framework.
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the interferer i and the reference primary receiver and β is the threshold SIR
which depends on the desired bit error rate (BER) and data transmission rate.
Both Ho and Hi are drawn from the distribution FH(.) and are i.i.d.
The point process of the interferer Φint(Λ) in the case of CRN plays a
central role while evaluating the OP of a typical primary receiver. Primary
transmitters, which operate in the same frequency band as that of the refer-
ence pair, and the secondary users which fail to detect the beacon from the
primary, both contribute towards the accumulative interference. Past studies
on the interference modeling [20, 51], consider only a single primary trans-
mitter and receiver pair in the presence of Poisson distributed secondary
users. In these studies, only the secondary users which fail to detect the
primary’s beacon are considered as the source of interference. However, in
practice, primary ad hoc network also suers from the interference from the
other primary users when employing MAC schemes such as Slotted ALOHA
or even CSMA/CA. Hence, in this chapter we consider both primary and sec-
ondary transmitters as the potential interferers.
Φint(Λ) = Φmd,txs (λ
md,tx
s ) ∪Φtxp (λtxp ),
Λ = λmd,txs + ρpλp. (6.4)
where, Φmd,txs (λmd,txs ) is the point process formed by the secondary trans-
mitters which lie outside the primary’s exclusion region and fail to detect the
inhibit beacon from the primary. Such a point process is constructed using
dependent thinning [60] of the HPPP of the secondary transmittersΦtxs (λtxs ).
A secondary transmitter located at a distance r from the primary receiver
is able to detect the beacon if the SNR of the beacon channel is above some
xed threshold γth. Mathematically,
1md(γ(r)) =
1 γ(r) < γth0 γ(r) ≥ γth , (6.5)
where 1md(γ(r)) is the indicator random variable, i.e., the detection process
can be expressed as a Bernoulli trial with the probability of misdetection
Pr{γ(r) < γth} and probability of detection 1−Pr{γ(r) < γth}. The SNR
γ(r) = Pb l(r)HNo , where Pb is the beacon transmission power, H is the chan-
nel gain between the primary receiver and the secondary transmitter and
No is the noise power at secondary transmitter. Note that the point process
formed by such dependent thinning is non-homogeneous. The intensity of
Φmd,txs (λ
md,tx
s ) in polar coordinates is given as,
λmd,txs (r) = dbdρsλsr
d−11md(γ(r)). (6.6)
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With the complete characterization of interferers at our disposal, we now
revert back to the original problem of evaluating OP for the reference pri-
mary receiver. OP and MGF of the
Interference.
Lemma 6.1 Considering Ho to be exponentially distributed with mean
µ = 1 , the OP of a typical primary receiver is completely characterized
by the product of the moment generating functions (MGF) of the shot noise
randomeld of the primary interferers (primary transmitters transmitting
concurrently) and secondary interferers (secondary transmitters failing to
detect the primary, hence continuing their transmission).
proof: From (6.3) ,
pout(Λ) = Pr
{
Ho <
β∑ieΦint(Λ) PiHil(ri)
Ppl(ro)
}
,
= 1−E (exp (−sIsec))|s= βηl(ro)E
(
exp
(−sIpri))∣∣s= βl(ro)
= 1−MIsec
(
βη
l(ro)
)
MIpri
(
β
l(ro)
)
. (6.7)
where, Isec = ∑ieΦmd,txs (λmd,txs ) Hil(ri) , Ipri = ∑ieΦtxp (λtxp ) Hil(ri), η =
Ps
Pp is
the ratio of secondary transmit power Ps to the primary transmit power Pp ,
MIsec and MIpri are the MGFs of the shot noise random eld of the secondary
and primary interferers respectively.

MGF of the aggregate
interference inicted
by the secondary
users.Theorem 6.1 The MGF of the accumulative interference due to the sec-
ondary transmitters which fail to detect an inhibit beacon from a reference
primary node over a Rayleigh faded channel (i.e., exponential channel gain
Hi with µ = 1) can be closely approximated as
MIsec(s) =
1
(1+ θs)k
. (6.8)
where, k = κ
2
1
κ2
and θ = κ2κ1 with κn being the n
th cumulant of the inter-
ference.
κn =
dρsλsbd
αn− d
[
γlow (n, γ¯th) rd−αne +
(
γ¯th
rαe
) d
α−n
γup
(
d
α
, γ¯th
)]
.
(6.9)
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with γlow(a, b) =
∫ b
0 x
a exp(−x)dx , γup(a, b) =
∫ ∞
b x
a exp(−x)dx
and γ¯th = γthNorαe .
proof: see Appendix F. 
MGF of the
accumulative
primary interference.
Theorem 6.2 The MGF of the accumulative interference due to the pri-
mary transmitters concurrently transmitting with the reference primary
node over a Rayleigh faded channel (i.e., exponential channel gain Hi with
µ = 1) is given as
MIpri(s) = exp
(
−ρpλpbds dαEH
(
H
d
αγlow(1− dα , sH)
))
. (6.10)
for dα =
1
2 this reduces to
MIpri(s) = exp
(
−ρpλpbd
√
s
2
(
pi − arctan
(
1√
s
)
+
√
s
(s+ 1)
))
.
(6.11)
proof: see Appendix F. 
Utilizing Lemma 1, Theorem 1 and Theorem 2, pout(Λ) can be easily de-
duced.
6.4.2 Scaling Laws for the Outage Probability
Gupta and Kumar in their seminal paper [93] introduced scaling laws to de-
lineate the capacity of an ad-hoc network with increasing number of nodes.
Such an analysis has provoked a race amongst the wireless networking re-
searchers towards better theoretical underpinning of ad hoc paradigm. To
the best of our knowledge, the scaling laws for the OP of CRN (in stochas-
tic geometric sense) are never studied before. Since the TC of the primary
network depends on the OP of a typical primary receiver, understanding the
scaling laws for the OP provides a signicant insight on how the TC scales
with increasing number of primary and secondary users.Scaling of OP with
primary transmitters.
Theorem 6.3 TheOP of a typical primary receiver exponentially increases
with the increase in the number of concurrent primary transmitters. Equiv-
alently, the probability of successful (SP) transmission decreases exponen-
tially with increasing λp.
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proof: Given λmd,txs = 0
lim
λp→∞
pout(λp) = lim
λp→∞
(
1− c1 exp(−ρpλp)
)
= 1. (6.12)

Scaling of OP with
secondary
transmitters.
Theorem 6.4 The OP of a typical primary receiver increases in a power
law manner with increase in the number of secondary transmitters miss-
detecting the beacon.
proof: Given λp = 0
lim
λmd,txs →∞
pout(λmd,txs ) = lim
λmd,txs →∞
1− 1
cλ
md,tx
s
2
 = 1. (6.13)

Having comprehensive framework for modeling OP of CRN, we conclude
by establishing our original objective, i.e., the quantication the TC of the
primary network. TC of the primary
network.
Theorem 6.5 The TC of the primary network, i.e., the number of con-
current successful transmissions occurring per unit area in the primary
network, subject to some OP constraint p is
C(q) =
(1− q) ln [(1− q)(1+ βηrαo θ)k]−1
ρpbd
√
βrαo
(
pi
2 − 0.5 arctan
(
1√
βrαo
)
+
0.5
√
rαo β
(rαo β+1)
) . (6.14)
proof: This can be obtained using Lemma 8.1, Theorem 8.1 and Theorem
8.2. 
6.5 results and discussion
In this section, we discuss some key results obtained from the analytical
framework of the TC developed in this chapter. There are many parameters
which aect the TC of the primary system. It is natural to ask questions
such as how does the path-loss exponent impact the TC of the primary net-
work? or does detection sensitivity of the secondary users (dictated by the
SIR threshold γth) signicantly aects the TC of primary network? How-
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Figure 6.1: OP with varying density of primary and secondary users β = 12 dB,
α = 4,γth = −20 dB ro = ρp = ρs = 1 and η = 1 (see(6.14))
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−20 dB,η = 1 and ro = 1(see(6.14)).
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ever, we restrict our discussion to key parametric variations which provide
signicant insight.
Fig. 1 illustrates that the OP of the primary network increases with the
increasing density of secondary or primary users. This veries our claim
in Theorem 3 and 4. Fig. 1 illustrates scaling behavior of the OP for three
distinct cases, i.e., (i) when there are no secondary transmissions or equiv-
alently all secondaries detect the presence of primary with probability 1;
(ii) when there is no self-interference in the primary network and the mis-
detecting secondaries are the only source of interference; (iii) when both
sources of interference, i.e., primary and secondary are operational. As de-
picted in Fig. 1 an increase in the primary or secondary user density for case
(i) and (ii) clearly shows a distinct behavior since depending on the selection
of parameters one can dominate the other and hence drive the primary user
towards outage. In other words, the selection of operational parameters de-
termine whether self-interference or interference from the secondary will
dominantly contribute towards outage.
Consider λ¯s such that pout(Λ) = pout(λ¯s)
∣∣
λp=0
≤ qs, i.e., the density of
the secondary transmitters such that secondary network satises the QoS
constraint qs, then for such λ¯s the TC of the primary network is shown in
Fig. 2. It is obvious that there is a one to one correspondence between qs
and the density of secondary network λ¯s . As the QoS constraint is relaxed,
the number of transmissions satisfying the constraint also increase, hence,
primary network suers from more interference. This increasing interfer-
ence essentially deteriorates the primary’s performance and consequently
decreases the primary’s TC. It can also be shown that decreasing MAP for
the case of slotted ALOHA corresponds to a proportional reduction in sec-
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ondary interferers, thereby, increasing the primary’s TC. Note that in Fig. 2,
for qs = 0.4 , TC is zero up to a certain value of q. This behavior stems from
the fact that below this threshold value of q it is not possible to satisfy pri-
mary’s outage constraint since the QoS/outage constraint on the secondary
network is non-zero and hence it is not possible to ensure interference free
communication under such a constraint.
Lastly, as depicted in Fig. 3, the TC decreases with the increasing SIR
thresholdβ for xed λtxs and λtxp . This is intuitive since as the required SIR
for achieving better performance at the primary increases, outages become
un-avoidable. In 802.11 legacy networks, rate and code adaptation schemes
are utilized, which trade the eective communication rate for the reliability
of the transmission.
6.6 conclusion
In this chapter, we have developed a stochastic geometry based statistical
model to characterize the TC of the primary network in the presence of a
collocated CRN. A practical scenario is considered where the performance of
the primary network is governed by both inter-network and intra-network
interference. We also consider a realistic network where Slotted ALOHA
type MAC is employed to assure self-coexistence. The TC of the primary
network is studied under both geometric uncertainties in transmission/re-
ception/sensing distances and channel uncertainties due to multipath im-
pairment process encountered by both the primary and secondary networks.
Scaling laws for the outage probability were established. Lastly, the impact
of the primary and secondary user density, QoS constraint on the secondary
network and the SIR threshold on TC was studied with the help of simula-
tions.
7
R E V I S I T I N G T H E O U TA G E A N D T H R O U G H P U T I N
S P E C T R U M S E N S I N G C R N S
Primary objective:
 To obtain an
upperbound on the
Laplace transform of
the aggregate
interference.
 To quantify the
performance of the
primary user in
presence of the
secondary network.
In this chapter, we present a novel closed-form expression for an upper
bound on the OP of a primary receiver operating in the presence of a
Poisson eld of spectrum sensing CRs. We consider that the CRs em-
ploy either a matched lter (MF) or an energy detector (ED) to detect
the presence of the primary user. Slotted ALOHA MAC is also enforced
on the mis-detecting CRs. In order to demonstrate the tightness of the
proposed bound, we corroborate our analytical results with a Monte
Carlo simulations. The upper bound on the OP is employed to charac-
terize the spatial/transport throughput of the primary link (bit m/s/Hz).
It is shown that the transport throughput decreases with an increase in
either the primary’s QoS requirement or the secondary’s medium ac-
cess probability/transmitter density. Our results indicate that there ex-
ists an optimal SIR threshold and link distance for which the primary’s
throughput is maximized.
7.1 introduction
In this chapter, we revisit the analysis of primary user’s outage probability
(presented in chapter 5) with the focus on deriving near exact closed form
upper-bound. We further explore the spatial throughput of the primary net-
work in the presence of spectrum sensing CRN.
7.1.1 Motivation
The authors in [20, 53, 123] have investigated the probability distribution
function (PDF) of the aggregate interference in the presence of a spectrum
sensing CRN. However, all of these approaches rely on the moment matching
approach. Consequently, dierent authors have proposed dierent distribu-
tions for approximating the true distribution of the aggregate interference.
Essentially, all of these studies have either of the following limitations:
• They characterize the aggregate interference distribution and not the
distribution of the signal to interference ratio (SIR). For a CRN designer,
the outage probability (OP) of the primary (Pr{SIR < γth}) is a more
meaningful performance metric than the probability that the aggre-
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gate interference exceeds a certain threshold (Pr{I > Ith}). Further
analysis based on the approximate distributions in the literature is in-
tricate if not impossible. The widely utilized distributions such as the
shifted-Lognormal or Lognormal distribution do not possess a closed-
form expression for their Laplace transforms. Hence, the characteri-
zation of the OP is dicult even when the primary communication
channel suers from Rayleigh fading .
• Since all of these approaches rely on approximations and not bounds,
the analysis based on these distributions cannot provide any perfor-
mance guarantees. Most of these approximations are only valid for a
limited choice of parameters. Notice that in [123] Gamma distribution,
while in [53] truncated α−stable distribution was proposed to model
the aggregate interference. Both distributions possesses a closed-form
expression for the corresponding Laplace transform. However, both
[123] and [53] provide approximations for the OP and not the bounds.
• The spectrum sensing mechanism is either not generic [20, 53, 123] (see
Section 7.2) or completely ignored [51, 112]. Furthermore, the medium
access control (MAC) which also enforces the self-coexistence constraint
in a CRN, is only studied in [123].
7.1.2 Contribution & Organization
In this chapter, we derive a novel closed-form tight upper bound on the OP
(Section 7.3) of the primary receiver in the presence of a Poisson eld of CR
interferers (Section 7.2). This bound is obtained by computing a tight lower
bound on the Laplace transform of the aggregate interference. In order to
demonstrate the generality of our proposed bound, we consider Nakagami−m
fading for both the primary communication and the secondary interference
links (Section 7.2). CRs are assumed to either employ a matched lter (MF)
or an energy detector (ED) for detecting the primary user. A slotted ALOHA
based MAC is employed by the CRs to schedule their transmissions. The up-
per bound on the OP is employed to quantify the spatial/transport through-
put (i.e., bit meter/s/Hz) performance of the primary link. The impact of
the primary user’s QoS requirements and the secondary user’s medium-
spectrum access on the throughput is also studied. To the best of our knowl-
edge, neither closed-form bounds for the OP of the primary exist in the lit-
erature nor any study in the past has considered Nakagami−m fading with
the possibility of using either a MF or an ED with Slotted ALOHA. The spa-
tial throughput of the primary user in spectrum sensing CRN is also not
quantied in the existing studies.
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7.2 system model
7.2.1 Network Geometry
We consider a single primary link operating in the presence of a collocated
spectrum-sensing CRN. The primary communication link (PRX → PTX) is
comprised of a primary receiver (PRX) located at the origin and a primary
transmitter (PTX) located at a distance rp from PRX . The spatial no-talk zone
(also known as the primary’s exclusive region [64]) is modeled by a disk of
radius re centered at PRX . Secondary transmitters located inside this region
are obliged to maintain silence. The radius of the exclusive region (re) is
dened in terms of the primary’s link distance as, re = rp + ∆, where ∆ is
the width of an additional spatial guard-zone.
The spatial distribution of the secondary transmitters at any arbitrary
time instant is captured by a homogeneous Poisson point process (HPPP) [60]
ΦTXs onRd\b(o, re)with intensityλTXs . Here b(o, re) represents a d−dimensional
ball of radius re centered at the origin and λTXs quanties the number of sec-
ondary transmitters per unit area/volume. More specically, the probability
of nding n ∈ N secondary transmitters inside a region A ⊂ Rd is given
by
P(ΦTXs (A) = n) =
(
λTXs vd(A)
)n
n!
exp
(
−λTXs vd(A)
)
, (7.1)
where, vd(A) =
∫
A dx is the Lebesgue measure [60]. If A is a d−dimen-
sional sphere then vd(A) = bdrd, where r is the radius of the sphere and bd
is the volume of the unit sphere in Rd, with bd =
√
pid/Γ(1+d/2) and Γ(a) =∫ ∞
0 x
a−1 exp(−x)dx.
7.2.2 Channel Model
We use G(k, θ) to
represent a Gamma
distribution with
shape parameter k
and scale parameter
θ.
A narrowband Nakagami-m block-fading channel is assumed for both the
primary communication link (PTX → PRX) and the secondary interference
link (x ∈ ΦTXs → PRX). The overall channel gain between PTX and PRX
is given by Hppl(rp), where Hpp ∼ G
(
mp, 1/mp
)
and l(rp) = Cr−αp is a
distance dependent power-law path-loss function. Here, C is the frequency
dependent constant and α > 2 is the terrain or environment dependent
path-loss exponent. Similarly, the channel gain between an arbitrary sec-
ondary transmitter x ∈ ΦTXs and PRX is modeled as Hxl(Rx), where Hx ∼
G (ms, 1/ms), l(Rx) = CR−αx and Rx = ‖PRX − x‖. The fading channel
gains are mutually independent and identically distributed (i.i.d.) across sec-
ondary interference links. Without loss of generality, we will assume C = 1
for the rest of the discussion. Our main motivation is to characterize the OP
of the primary link in a Rayleigh fading environment, while also demonstrat-
ing the generality of the analysis. We use ‖a− b‖ to
denote distance
between points a and
b.
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7.2.3 Spectrum Sensing and Medium Access Control
Secondary user’s spectrum sensing and medium access mechanism play a
vital role in characterizing the primary’s OP. In this chapter, we consider
the out-of-band beacon enabled interweave spectrum access [3] approach.
Although the out-of-band beaconing requires a dedicated control channel,
it does not enforce a stringent detection constraint as in the case of in-
band sensing. For the sake of completeness, we summarize the spectrum
and medium access mechanism for secondary users as follows:
7.2.3.1 Primary’s out-of-band beaconing
Before initiating their communication session, both the PTX and the PRX
employ some sort of handshaking protocol (e.g. RTS-CTS). The PRX then
transmits a beacon over a dedicated control channel. Secondary users listen
on the beacon channel for the primary’s signal.
7.2.3.2 Beacon detection
CRs employ a detection mechanism to detect the presence of the primary’s
beacon. In this paper, we consider two well known detection algorithms,
i.e., the MF or the ED. Notice that these two architectures correspond to the
degree of knowledge possessed by the CRs about the primary’s beacon. The
detection performance of these two detectors is summarized in Propositions
1 and 2.Detection
performance of the
MF.
Lemma 7.1 (See [120]) The probability of successfully detecting the pri-
mary beacon (when it is present) by employing the matched lter at a CR
x ∈ ΦTXs is,
PD = Q
(
Q−1 (PFA)−
√
2γ(Hx,Rx)τ
)
, (7.2)
where Q(z) = 1√
2pi
∫ ∞
z exp(− y
2
2 )dy , PFA is the probability of false
alarm, τ is the time-bandwidth product for the beacon signal andγ(Hx,Rx) =
PbHx l(Rx)
σ2
= γbHxl(Rx) is the beacon channel SNR (where the beacon
transmit power is Pb, σ2 is the noise power and γb = Pb/σ2 is the beacon
channel SNR in the absence of fading and path-loss).
Notice that τ is the product of the detectors observation time interval and the
channel bandwidth. Moreover, the time-bandwidth product τ approximately
reperesents the number of samples employed to establish the presence of the
primary user’s beacon.
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Detection
Performance of the
ED.Lemma 7.2 (See [128]) The probability of successful beacon detection
when an energy detector is employed at a CR is
PD = Q
(
Q−1(PFA)−
√
τγ(Hx,Rx)
1+ γ(Hx,Rx)
)
, (7.3)
where, Q(.) τ,PFA and γ(Hx,Rx) are as previously dened.
Interested readers
should refer to [20]
and references
therein, for the
detailed discussion.
Also notice that, the
coherence bandwidth
for the CR operating
in TV bands may
signicantly exceed
from the separation
between the adjacent
channels.
Note that (7.3) is based on the Guassian approximation of the test statistic
distribution, which is accurate for moderate to large τ. Like previous stud-
ies ([20, 51]), we consider that the out-of-band beacon channel and the sec-
ondary data channel experience the same propagation conditions. This is
reasonable assumption when both channels lie in a proximity and the coher-
ence bandwidth is suciently large .
In [128] authors employed the un-normalized received energy as the test
statistic, i.e., TED = ∑τi=1
∣∣r2i ∣∣, where ri is the ith sample of the received
beacon signal at the CR transmitters. Similar to [128], we utilize TED for its
analytical simplicity (in contrast to its normalized counterpart, i.e., T¯ED =
1
τ ∑
τ
i=1
∣∣r2i ∣∣)1.
The analytical forms of (7.2) and (7.3) do not allow further analysis. How-
ever, for a xed and a high detection threshold P¯D (i.e., P¯D ≥ 0.5) and a
constant probability of false alarm P¯FA, mis-detection of the beacon at an ar-
bitrary CR transmitter can be modeled as an indicator or Bernoulli random
variable 1MDγth,t (γ(Hx,Rx)). The indicator random variable is dened as: We use t to denote
the type of the
detector i.e., an ED or
a MF for those
parameters which
depend on the
detection mechanism.
For instance, in the
case of an ED, γth,t
corresponds to
γth,ED and for a MF
it corresponds to
γth,MF .
1a (b) =
1 b ≤ a0 b > a , (7.4)
Fig. 7.1 sketches the detection performance of the ED and the MF against
the varying beacon channel SNR. Notice that for a xed small value of PFA
the detector’s performance curve has a steep transition. This serve as a main
motivation behind the approximation of PD by an indicator random variable
(as proposed in [121]). Employing the indicator random variable approxima-
tion an arbitrary CR transmitter detects with probability 1 (see Fig. 7.1) if
1 The probability of successful beacon detection when T¯ED is used as the test statistic is given
by
PD = Q
(
Q−1(PFA)−
√
τγ(Hx,Rx)√
1+ 2γ(Hx,Rx)
)
.
Further analysis requires solving this expression for the required SNR (γ) when a xed de-
tection threshold P¯D is required. Notice that this is much easier considering (7.3) and hence
motivates our choice of TED as test statistic.
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Figure 7.1: Detection performance of MF vs. ED. Solid line represents PD as a func-
tion of γ for constant PFA = 10−3 and τ = 104. The dotted line step
function represents a simplied analytical model for PD as a function of
γ (see (7.2) and (7.3)).
the SNR of the received beacon signal exceeds a certain threshold γth,t. The
threshold values can be computed from (7.2) and (7.3) by setting the proba-
bility of detection to a xed high detection threshold P¯D.
γth,MF =
[
Q−1 (P¯FA)−Q−1 (P¯D)
]2
2τ
, (7.5)
γth,ED =
Q−1 (P¯FA)−Q−1 (P¯D)√
τ +Q−1 (P¯D)
.
Considering the recommendations of the IEEE 802.22 work-group, we have
typical values of P¯D ≥ 0.9 and P¯FA ≤ 0.1. Notice that the detection architec-
ture used in this chapter is generic and hence neither we x P¯D = 0.5 as in
the previous work [20] nor do we restrict our discussion to the ED sensing
method.
7.2.3.3 Medium Access
CR transmitters which fail to detect the primary’s presence, falsely presume
a transmission opportunity. We assume that these CR transmitters employ a
Slotted ALOHA MAC protocol to schedule their transmissions. In brief, each
CR transmitter which mis-detects the beacon transmits with a probability p
in the current time slot or defers its transmission with probability 1− p.
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7.3 outage and transport throughput of the primary user
In this section, we derive a novel closed-form upper bound on the OP of
the primary user considering a collocated spectrum sensing CRN. We then
utilize this bound to quantify the transport throughput of the primary user. OP of the Primary
under Nakagami-m
fading.
Theorem 7.1 Consider that the interfering CR transmitters form an in-
homogenous Poisson point processΦI ⊆ ΦTXs , then the OP of the primary
link when the communication channel between PRX and PTX suers from
Nakagami−mp fading is given by
P{p}out (γp, rp) =

1− ∑mp−1i=0 (−s)
i
i!
diLI(s)
dsi
∣∣∣
s=
mpγprαp
η
mp ∈ Z+
∑∞i=0
(−s)mp+i
(mp+i)!
dmp+iLI(s)
dsmp+i
∣∣∣
s=
mpγprαp
η
mp ≥ 1/2
, (7.6)
where, I = ∑x∈ΦI Hxl(Rx) is the aggregate interference, LI(s) is the
Laplace transform of the interference and η = Pp/Ps is the ratio of the
primary and secondary user transmit powers. Also, ΦI depends on the
spectrum sensing and the medium access mechanisms and will be charac-
terized later.
proof: The OP (P{p}out ) of the interference-limited primary link is given
by,
P{p}out (γp, rp) = 1− Pr
{
SIR > γp
}
, (7.7)
= 1−EI
[
Pr
{
Hpp >
γprαp
η
I
∣∣∣∣ I}] ,
Employing the cumulative distribution function (CDF) of Hpp we have
P{p}out (γp, rp) = 1−EI
Γ
(
mp,
mpγprαp
η I
)
Γ
(
mp
)
 , (7.8)
where Γ (a, b) =
∫ ∞
b x
a−1 exp(−x)dx is the upper-incomplete Gamma func-
tion. For an integer mp, after some mathematical manipulations (similar to
[63]), we obtain
P{p}out (γp, rp) = 1−
mp−1
∑
i=0
(−s)i
i!
diLI(s)
dsi
∣∣∣∣∣
s=
mpγprαp
η
,
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For non-integer mp, we employ series expansion of the incomplete Gamma
function from [? ]
Γ (a, z) = Γ(a)
[
1−
∞
∑
i=0
zi+a exp (−z)
Γ(i+ a+ 1)
]
, (7.9)
Expanding (7.8) by employing (7.9), we obtain the expression for the OP
(non-integer mp ≥ 1/2 ) as
P{p}out (γp, rp) =
∞
∑
i=0
(−s)mp+i
(mp + i)!
dmp+iLI(s)
dsmp+i
∣∣∣∣∣
s=
mpγprαp
η
.

From (7.6), it is obvious that for non-integer values of mp, computation of
the OP for the primary link requires computing an innite summation. Al-
though it is possible to obtain a good approximation by truncating the in-
nite series in (7.6) at a few terms, we develop an alternative upper bound in
the following corollary for non-integer mp.Bounds on the OP for
non-integer m .
Corollary 7.1 The OP of the primary communication link (PRX → PTX)
when primary user’s channel experiences Nakagami-mp fading and co-
channel interference from collocated cognitive transmitter is upper-bounded
by
P{p}out (γp, rp) ≤
[
1− exp
( c1mpγprαp
η
∂
∂s
LI(s)
∣∣∣∣
s=0
)]mp
, (7.10)
where
c1 =

[
Γ(1+mp)
]1/mp if 0 < mp < 1
1 if mp > 1
. (7.11)
proof: From ([129]), we have that
1− Γ(mp, x)
Γ(mp)
≤ (1− exp (−c1x))mp , (7.12)
where c1 is dened in (7.11). Employing (7.12) and (7.8), we obtain
P{p}out (γp, rp) ≤ EI

(
1− exp
(
− c1mpγpr
α
p
η
I
))mp
︸ ︷︷ ︸
g(I)
 . (7.13)
7.3 outage and transport throughput of the primary user 181
Noticing that the function g(I) is concave with respect to I, we employ the
Jensen’s inequality ( i.e.,E(g(X)) ≤ g(E(X)) for a concave g(X)) to arrive
at (7.10). 
OP under Rayleigh
fading.
Corollary 7.2 The OP of the primary link suering fromRayleigh fading
and interference from mis-detecting active CR transmitters (ΦI) can be
characterized as
P{p}out (γp, rp) = 1− LI(s)|s= γprαpη
. (7.14)
proof: (7.14) is the special case of (7.6) with mp = 1. This is consistent
with the previous studies [44] and [126]. 
An interesting observation which follows from (7.14), is that the upper bound
presented in (7.10) reduces to equality for the Rayleigh fading environment
(mp = 1). This indicates that the bounds derived in (7.10) are suciently
tight.
Both (7.6) and (7.14) indicate that the Laplace transform of the aggregate
interference generated by the CRN plays a central role in quantifying the
primary’s outage probability. To the best of our knowledge, closed-form ex-
pressions or bounds for LI(s) do not exist in the current literature.
In order to derive the closed-form bounds for LI(s), we will rst charac-
terize the in-homogenous Poisson point process (IHPPP) of the secondary
interferers ΦI constructed as follows:
1) Let ΦMD ⊆ Φ¯TXs denote the set of CR transmitters which mis-detect the
primary’s beacon. In terms of stochastic geometry formalism, Φ¯TXs ⊆ ΦTXs
is a Marked Poisson point process (MPPP) [60] on Rd\b(o, re)×R+, such
that each point in x is paired with an i.i.d. mark Hx ∼ G(ms, 1/ms). Then
ΦMD is constructed by a location dependent thinning of the HPPP ΦTXs as
ΦMD = {[x ; Hx] ∈ Φ¯TXs : 1MDγth,t (γ(Hx,Rx)) = 1}, (7.15)
λMD(h, r) = λTXs fH(h)dbdr
d−11MDγth,t (γ(h, r)). (7.16)
Eq. (7.16) is obtained by transforming ΦTXs to polar coordinates using the
Mapping theorem and then applying the theory of MPPP [60].
2) According to the Slotted-ALOHA MAC, each CR transmitter in ΦMD
transmits with probability p. Consequently, ΦI ⊆ ΦMDis constructed by
an independent p−thinning of the MPPP ΦMD. The intensity function of
ΦI is given by
λI(h, r) = λTXs p fH(h)dbdr
d−11MDγth,t (γ(h, r)). (7.17)
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Notice that the number of CR interferers is proportional to the medium ac-
cess probability (MAP), p.Laplace transform of
the aggregate
interference.
Theorem 7.2 The Laplace transform LI(s) of the aggregate interfer-
ence (I) generated by a spectrum-sensing CRN operating under the Slotted
ALOHA MAC and Nakagami−ms fading channel is lower-bounded by
LI(s) ≥ exp
(
−λTXs pbd [ f1(s) + f2(s)]
)
, (7.18)
where f1(s) and f2(s) are given by (7.19) and (7.20) respectively. The nor-
malized threshold detection SNR (γ¯th,t) in (7.19) and (7.20) is dened as
γ¯th,t = γth/γb and γl(x, y) =
∫ y
0 t
x−1 exp(−t)dt is the lower incomplete
Gamma function.
f1(s) =
(
s
ms
)d/α γl (1− d/α, sγ¯th,t) γl (ms + d/α,msγ¯th,trαe )
Γ(ms)
(7.19)
+
rdem
ms
s
Γ(ms)
γl (ms, (msrαe + s) γ¯th,t)
(sr−αe +ms)ms
− r
d
eγl (ms,msγ¯th,trαe )
Γ(ms)
.
f2(s) =
(
s
ms
)d/α γl (1− d/α, sγ¯th,t) Γ (ms + d/α,msγ¯th,trαe )
Γ(ms)
(7.20)
−
(
γ¯−1th,t
ms
)d/α
Γ (ms + d/α,msγ¯th,trαe )
Γ(ms)
(1− exp (−sγ¯th,t)) .
proof: The Laplace transform of the aggregate interference generated
by the CR transmitters is given by
LI(s) = EI(exp(−sI)) = EΦI
(
exp(−s∑x∈ΦI Hx l(Rx))
)
,
= EΦI
(
∏
[x;Hx ]∈ΦI
exp (−sHxl(Rx))
)
. (7.21)
Using the denition of the Generating functional for the Poisson point pro-
cess
G( f (x)) = E
(
∏
x∈Φ
f (x)
)
= exp
(
−
∫
Rd
(1− f (x))λ(dx)
)
, (7.22)
then (7.21) can be written as,
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LI(s) = exp
− ∫ ∞0
∫ ∞
re
(
1− exp (−shr−α)) λI(h, r)drdh︸ ︷︷ ︸
A
 . (7.23)
The detailed derivation of an upper bound on A can be found in the Ap-
pendix F. Notice that LI(s) is exponentially decreasing with increasing A.
Hence, an upper bound on A results in a lower bound on LI(s) (which is
also the success probability (P{p}suc = 1− P{p}out ) in the case of a Rayleigh fad-
ing channel (see Corollary 1)). 
An upper bound on P{p}out can be easily obtained using Theorems 1 and 2. The
upper bound on P{p}out is much simplied when both the primary communi-
cation link and the secondary interference links suer from Rayleigh fading
(i.e., mp = ms = 1). Transport/Spatial
throughput.
Corollary 7.3 The transport throughput of the primary user operating
in the presence of a collocated interfering spectrum-sensing CRN can be
quantied as
Tp = rpP{p}suc
(
γp, rp
)
log2
(
1+ γp
)
(bit m/s/Hz), (7.24)
where rp is the distance of the primary’s communication link, γp is pri-
mary’s desired SIR and P{p}suc
(
γp, rp
)
is the probability of successfully es-
tablishing the link for given (γp, rp).
A lower bound on the transport throughput of the primary user can be com-
puted using (7.18), (7.6) and (7.14). Such a lower bound characterizes the
worst case achievable bit meter per second per Hertz performance for the
primary user. For the Rayleigh faded primary channel,
Tp ≤ rp exp
(
−λTXs pbd
[
f1
(
γprαp
η
)
+ f2
(
γprαp
η
)])
(7.25)
× log2
(
1+ γp
)
(bit m/s/Hz).
As indicated by (7.25), the transport throughput of the primary user is
not only coupled with the primary’s QoS requirements (γp, rp) but also
depends upon the secondary’s medium and spectrum access mechanism
through P{p}suc .
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7.4 results & discussion
In this section, we corroborate our previously derived analytical results through
Monte Carlo simulations, and also study the impact of several parametric
variations on the primary’s transport throughput.
7.4.1 Outage Probability
Fig. 7.2 depicts the OP of the primary link as a function of the primary’s
desired SIR threshold. Solid and dashed lines represent the analytical upper
bound on the OP of the primary link obtained from (7.14) and (7.18) for the
secondary MAP values of p = 1 and p = 0.7 respectively. Monte Carlo
simulation results are indicated by ‘’ markers and were performed by gen-
erating 105 realizations for both ΦTXs (with intensity λTXs = 10−3) and the
fading-channel gains for each SIR threshold (γp). As indicated by Fig. 7.2,
the upper bound obtained using (7.18) is a tight upper bound. We also in-
vestigated the tightness of the upper bound considering several parametric
variations.
Fig. 7.2 shows that the OP of the primary link increases with an increase
in the desired γp. Considering all other parameters to be xed, an increase in
γp corresponds to an increase in the primary user’s desired QoS. Intuitively,
such an increase corresponds to a decreasing tolerance for the secondary
interference. With a non-zero aggregate secondary interference, if the pri-
mary’s desired QoS constraint is raised to the point where it cannot be ful-
lled, then P{p}out converges to unity. Also notice (see Fig. 7.2) that the OP of
the primary link decreases with the decreasing MAP and the superior spec-
trum sensing mechanism. This is because both the superior performance of
the MF (obtained at the cost of complete knowledge of the beacon) and de-
crease in the MAP reduce the aggregate interference generated by the CRN.
7.4.2 Transport Throughput
Fig. 7.3 shows how the Tp of the primary link is coupled with the primary’s
own desired QoS. An important observation which follows from Fig. 7.3
is that there exists an optimal value for the QoS constraint (γp, rp), say
(γ∗p, r∗p), for which Tp is maximized. Such an optimal operating point for
the primary exists because rp log2(1+ γp) is increasing in terms of rp or
γp, while P
{p}
suc (γp, rp) decreases with an increase in γp or rp. Moreover, as
indicated by Figs. 7.3a and 7.3b the choice of detector employed by the CR
plays a vital role in characterizing the primary’s Tp. It should be noticed that
for a xed (γp, rp), the primary user can attain a higher Tp when a MF is
employed at the CRs as compared to the use of an ED. Hence the primary
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(a) Analytical and simulated outage probability (P{p}out ) of the primary user in
the presence of a CRN with d = 2, α = 4, λTXS = 10
−3, P¯FA = 10−1,
P¯DET = 0.9, η = 1, re = 5, rp = 2, τ = 104,γB = 10 dB, mp = ms = 1
and p = {0.7, 1}. (see eqs.(7.14)& (7.18))
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(b) Analytical and simulated outage probability (P{p}out ) of the primary user
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Figure 7.2: Outage Probability of the Primary User.
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(a) Transport throughput (Tp) of the primary user in the
presence of a CRN employing MF.
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(b) Transport throughput (Tp) of the primary user in the
presence of a CRN employing ED.
Figure 7.3: Primary user’s Transport throughput (Tp) for d = 2, α = 4, λTXS =
10−3, P¯FA = 10−1, P¯DET = 0.9, η = 1, ∆ = 2, τ = 104,γB = 10 dB,
mp = ms = 1 and p = 1. (see eq.(7.25)
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(a) Impact of the secondary’s MAP(p) on the transport
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(b) Impact of the secondary user density (λTXs ) on the pri-
mary user’s transport throughput (Tp).
Figure 7.4: Primary user’s Transport throughput (Tp) versus Secondary’s MAP (p)
and transmitter density (λTXs ) for d = 2,α = 4, P¯FA = 10−1, P¯DET =
0.9, η = 1, ∆ = 2, rp = 2 , τ = 104,γB = 10 dB, mp = ms = 1,
λTXS = 10
−3(in (a)) and p = 1(in (b)). (see eq.(7.25)
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user can potentially improve its throughput by sharing the exact signaling
information with the CRs.
Fig. 7.4a shows the impact on Tp of increasing the MAP (p). As expected,
Tp decreases with increasing p due to the increase in the aggregate sec-
ondary interference. However, notice that for xed γp, the decrease in Tp
with increasing p for the ED, is much higher than that of the MF. In Fig.
7.4b we study Tp as a function of the secondary transmitter density (λTXs ).
Increasing λTXs (for xed p) decreases Tp to zero irrespective of the the de-
tection mechanism, due to the increasing aggregate interference.
7.5 conclusion
In this chapter, we revisited the modeling of the aggregate interference in
spectrum sensing cognitive radio networks. Departing from the traditional
cumulant based approximation approach, we derived a novel upper-bound
on the outage probability of the primary user in the presence of mis-detecting
cognitive radios. Corresponding to the dergee of knowledge about the pri-
mary user, two dierent detectors, i.e., matched-lter and energy-detector
were considered for establishing the presence of the active primary link. The
upper-bound on the outage probability is employed to quantify the mini-
mum transport throughput of the primary link. It is shown that their exists
an optimal SIR threshold and a link distance which maximize the transport
throughput of the primary.
Part III
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abstract
The key objective of
this chapter is to
explore how
aggregate
interference impacts
the energy eciency
in large scale ad hoc
networks.
Ecient utilization of power resources, frequently termed energy e-
ciency (EE) of a large scale network, quanties the number of bits that
can be successfully transferred between an arbitrary pair of nodes at the
cost of one Joule of energy. Quantitative characterization of EE is vital
to explore the design space for low-power wireless networks. With this
in mind, in this chapter, we present an analytical approach to quantify
the EE of a large scale interference limited wireless ad hoc network. Our
quantitative investigation addresses energy consumption at the physi-
cal, medium access control (MAC) and routing layers. Specically, we an-
alytically characterize the energy consumption of a large scale wireless
ad hoc network, where users wish to communicate with their intended
destinations under a certain quality of service (QoS) constraint. The Slot-
ted ALOHA (S-ALOHA) MAC protocol is employed by users to share a
common wireless medium. At an arbitrary S-ALOHA time slot, the spa-
tial conguration of the users/nodes is modeled by a stationary Poisson
point process. User/node level energy expenses are quantied by ana-
lyzing the power consumption of communication hardware. Inspired by
current trends in radio transceiver design, our analysis considers three
popular transceiver architectures. It is assumed that nodes which defer
their own transmission (under S-ALOHA protocol), assist other nodes
by acting as relays. In essense, an arbitrary source communicates with
its destination via multihop transmission. Although, we do not consider
a particular routing scheme, the forwarding strategy is similar to long-
hop/greedy routing (GR).While quantifying the overall EE of the net-
work, the geometry of the forwarding areas resulting from dierent GR
type relaying stratgies is also explicitly addressed. Unlike prior studies,
the link model is formulated by considering: (i) the large-scale path-loss
and the small-scale Rayleigh fading; (ii) the co-channel network inter-
ference; and (iii) the user’s desired QoS requirements. Recognizing that
the EE of a large scale ad hoc network is strongly coupled with connec-
tivity attributes, the link and routing models are employed to establish
two critical quantities, i.e., the single hopmaximum forward progress and
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the node isolation probability. The number of hops required by an arbi-
trary source to connect with its destination is quantied from single hop
maximum forward progress. Finally, the user level hardware power con-
sumption model, the MAC protocol, the desired QoS constraint, the sin-
gle hop forward progress, the node isolation probability and hop count
statistics are all combined to establish an analytical expression for EE
of large scale ad hoc network. Both analytical and Monte-Carlo sim-
ulations are employed to investigate the impact of several parametric
variations on the connectivity attributes and the EE. Our results indi-
cate, that several hypotheses established in existing literature which
ignore the network interference and the fading break down for a large
scale interference limited network. We also demonstrate that medium
access probability (MAP) is a cross-layer parameter and there exists an
optimum MAP which maximizes the EE.
8.1 motivation
In recent years, the world has witnessed an enormous proliferation of wire-
less communication devices in day-to-day activities. Such a ubiquitous com-
puting paradigm has triggered a sky-rocketing demand for the deployment
of large scale wireless ad hoc networks. Bestowed with intrinsic self-congur-
ation capabilities, large scale ad hoc networks can be dynamically formed
without any pre-established infrastructure. This indeed facilitates rapid de-
ployment and on-the-y reconguration for a wide variety of applications.
But it comes at the cost of several formidable design challenges.
Ensuring an energy ecient communication in large scale wireless ad
hoc networks is one of the key challenges that network designers face to-
day. Due to the absence of a dedicated infrastructure, the ad hoc networks
are intrinsically energy limited. A signicant amount of energy is wasted in
combating various uncertainties that are inherent to the wireless channel.
More specically, communication on a wireless channel is constrained by
various propagation conditions, additive thermal noise and network interfer-
ence at a receiver front-end. In order to design energy ecient communica-
tion protocols, accurate quantication of energy consumption considering
these uncertainties is unavoidable. To this end, in this chapter we develop a
comprehensive statistical framework to quantify the energy eciency (EE)
of a large scale wireless ad hoc networks. In accordance with the existing
literature [130, 131], the EE of large scale ad hoc network is dened as the
number of bits which can be successfully transferred from an arbitrary source
to its destination (separated by a xed distance rSD) at the cost of one joule of
energy.
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8.2 contributions
Characterization of the EE of a large scale ad hoc wireless network is a cross-
layer issue [59, 132]. In the past, numerous studies [70, 130, 131, 133–145]
have dedicated their eorts to quantify the EE of an ad hoc wireless network.
However, most of these studies:
1. Restrict their investigation to a particular layer in the OSI protocol
stack [130, 131, 133, 137, 138, 140–142, 146, 147]. In other words, these
studies focus on quantifying the EE of a wireless network by consid-
ering the energy expenditure at a particular layer. Although this ap-
proach simplies the analysis, it also obfuscates the useful insights. For
example, restricting the analysis to the physical layer, it may be con-
cluded that there exists an optimum value of M for an M−ary mod-
ulation scheme that will maximize the EE of the network [130, 131].
However, this is only true for an ideal MAC which guarantees 100%
interference free operation (Section 8.6). Considering the cross-layer
nature of the problem, in this chapter, we consider all three bottom lay-
ers of OSI model, i.e., physical, MAC and routing layer. Motivated by
current trends in wireless local area network (WLAN) radios, we con-
sider a few popular transceiver architectures (Section 8.5). For these
architectures, we quantify the EE under Slotted-ALOHA (S-ALOHA)
MAC and generic routing strategies (Section 8.4).
2. Adopt a simplied link formation model. More specically, most of the
studies [70, 71, 131, 143, 148–150] employ a deterministic ‘disk model’,
where transmission is always successful within some xed determin-
istic radius. In other words, channel impairments such as multipath
propagation are completely overlooked. Ignoring the inherent uncer-
tainty in the wireless channel results in an over-optimistic characteri-
zation of the EE [59, 132, 151]. In practice, small-scale multipath fading
increases the link outage probability and hence a signicant amount of
energy is wasted due to transmission failures. In this chapter, we quan-
tify the EE of an ad hoc wireless network where links suer from both
large-scale path-loss and small-scale Rayleigh fading (Section 8.4).
3. Completely ignore the co-channel network interference [70, 71, 130,
131, 133, 134, 143–145, 148, 150, 152, 153]. Communication in wireless
ad hoc networks is primarily limited by the network interference [154].
Hence, the amount of energy consumed in combating the interference
is non-negligible. Ignoring the network interference while quantifying
the EE of a wireless ad hoc network results in an over-estimation of
network performance. Interference not only decreases the probability
of successful packet reception but it also decreases the spatial progress
of the packet towards its destination (Section 8.6). Consequently, it
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is important to consider co-channel interference in the EE analysis.
In this study, we explicitly consider co-channel interference resulting
from simultaneous transmissions under S-ALOHA MAC protocol. To
the best of our knowledge, none of the studies in past have analytically
characterized the EE of interference limited large scale ad hoc wireless
network. Our results suggest that :
a) the performance of a large scale ad hoc network is limited by
interference more than by any other factor.
b) in an interference limited network, the probability that an arbi-
trary transmitter cannot connect to any receiver for a xed QoS
requirement is independent of the user density (see Section IV-
Claim 1). This is contrary to the previous results which ignore
network interference [70, 71, 142, 150].
c) in an interference limited network, the average number of hops
required to connect an arbitrary transmitter with its receiver in-
creases with an increase in the user density. Increase in the user
density corresponds to an increase in the number of relays under
S-ALOHA protocol. This conclusion is also contrary to the past
studies which predict that with a growing number of relays the
average number of required hops decreases [70, 142, 149, 150]
(see Section 8.6- Claim 2).
d) in an interference limited network, there exists an optimal medium
access probability (MAP) which maximizes the EE (see Section
8.6-Theorem 1). We also demonstrate that the optimal MAP is
a cross-layer parameter which depends on the routing strategy
and modulation scheme. Moreover, the MAP which maximizes
the EE also minimizes the node isolation probability and maxi-
mizes the average forward progress. Several other important re-
sults characterizing the impact of the modulation scheme, hard-
ware platform, sleep scheduling, routing strategy and user den-
sity control are detailed in Section 8.6.
4. Do not explicitly address the spatial distribution of transmitters/re-
ceivers in the network. According to [59], wireless networks cannot
be studied by considering a static network graph. Ignoring the un-
derlying spatial distribution of the transmitters results in the widely
accepted belief that interference can be modeled by a Gaussian ran-
dom process [135, 136]. However, in reality, despite the large number
of transmitters, the central limit theorem (CLT) may not hold due to
the power-law decay of a signal [63]. To this end, in this chapter, we
explicitly address the spatial distribution of nodes by employing tech-
niques from stochastic geometry.
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5. Do not explicitly consider users desired quality of service (QoS) re-
quirement. The notion of link in ad hoc wireless networks does not
have an absolute meaning [59]. In other words, existence of link de-
pends on the channel conditions, modulation scheme, signal process-
ing techniques and also on the user’s desired QoS. Links which exist
at a particular QoS requirement may not exist at a higher QoS require-
ment. Hence, the EE of the overall network cannot be characterized
in isolation with the QoS requirements of the constituent nodes. Con-
sequently, in this chapter we consider link formation under certain
desired QoS requirements (Section 8.6-B).
6. Do not consider multihop communication. Most of the studies [131,
133, 140], restrict their attention to a point-to-point communication
scenario. In this chapter, we consider a possibility of multihop com-
munication between transmitter and its destination. To the best of our
knowledge, none of the studies in the past have characterized the EE of
a large scale interference limited network considering multihop com-
munication.
8.2.1 Organization
Section 8.3 provides a detailed survey of related work. The network, channel,
MAC and routing models are specied in Section 8.4. The energy consump-
tion model for the transceiver platforms is detailed in Section 8.5. Section 8.6-
A establishes a macroscopic view of the network. In Section 8.6-B, we study
routing strategies while accommodating the user’s QoS demand. The geom-
etry of the relaying areas resulting from various long hop routing protocols
is considered in Section 8.6-C. The analytical framework for quantifying the
EE of interference limited wireless ad hoc network is developed in Section
8.6-D. Several insights into the EE and the connectivity attributes supported
by analysis and Monte Carlo simulations are also detailed in Section 8.6-D.
Lastly, in Section 8.7, we give conclusions.
8.3 related work
In their seminal articles, both Goldsmith et al.[132] and Ephremides [59]
demonstrated that the investigation of energy consumption in wireless ad
hoc networks is a cross-layer issue. In [132] authors presented a brief overview
of ad hoc wireless networks with their military and commercial applica-
tions. They also investigated several link and network level design issues.
Ephremides in [59] examined the notion of wireless link in details. Like
[132], he also explored several viable options which can be adapted to re-
alize an energy ecient wireless ad hoc network. He also highlighted that it
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is important to distinguish between energy constrained and energy ecient
operations. In this chapter, we are primarily interested in quantifying the
EE of large scale wireless ad hoc networks. However, our results are generic
and can be extended in a straightforward manner to quantify network life
time and connectivity attributes of energy constrained networks1.EE is a cross layer
metric. Inspired by the proposals of [132], the authors in [135] studied the cross-
layer design for maximizing the life time of interference limited wireless sen-
sor networks. Authors in [135] formulated the problem of information ow,
link schedule and power control as a non-linear optimization problem. They
demonstrated that such a non-linear optimization problem can be solved by
employing various standard techniques for certain link schedules. In [136]
authors extended their previous work [135] by considering a more realis-
tic model of a radio transceiver. Notice that both [135] and [136] address
energy constrained network where topology of the network is xed. It is
assumed that a link between transmitter and receiver can be established, if
the received power at receiver exceeds a certain threshold value. As argued
in [59] the notion of link between a transmitter and receiver in an ad hoc
network is completely relative. Consequently, in the light of [59], assuming
a xed network topology and the notion of links without considering the
QoS may result in under-estimation of energy consumption.EE models should
cater for the spatial
dynamics and QoS
dependence in the
notion of link
between two nodes.
Though analytical results on the energy consumption in large scale ad
hoc networks are rare, there exists a plenty of literature on energy ecient
design of wireless sensor networks. As discussed earlier, quantifying the en-
ergy consumption of a large scale wireless ad hoc networks is a cross-layer
issue. However, most of the existing studies either study energy constrained
networks or focus their attention on optimization of a particular layer. In the
following discussion, we will briey survey the relevant literature on energy
consumption at each layer. Interested readers may refer to references cited
in the surveyed literature to obtain a more detailed discussion:
1) Energy consumption at Physical Layer: Feeney et al. in [133] empirically in-
vestigated the energy consumption of a wireless network interface in ad hoc
network. Shih et al. in [140] proposed physical layer driven design of proto-
cols and algorithms for energy ecient wireless sensor networks. They in-
troduced a realistic hardware model for quantifying the energy consumption
of wireless sensor node. Based on the introduced hardware model, they stud-
ied the design of physical layer protocols and algorithms that will maximize
the network life time. They also highlighted that due to non-zero transient
times, switching the idle nodes to sleep mode may further increase the en-
ergy consumption of a network. Motivated by [140], in [131] Cui et al. stud-
1 The term ‘energy constrained network’ refers to a network such as a battery operated wire-
less sensor network or a satellite network. In such a network energy sources can not be re-
plenished easily. On contrary, the term ‘energy ecient network’ refers to a network where
energy sources can be replenished easily. However, longevity of batteries or other energy
sources is a prime concern.
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ied optimization of a modulation scheme for an energy-constrained hard-
ware platform. Authors in [131] considered a realistic direct conversion radio
transceiver and showed that up to 80% energy saving is possible by optimiz-
ing the transmission time and modulation scheme. Extending [131], Holland
et al. in [130] also considered optimization of physical layer parameters for
wireless networks. Both [131] and [140] quantied energy consumption at
physical layer considering a point-to-point communication link. However,
in this chapter, our primary focus is to characterize the energy consumption
of a large scale wireless ad hoc networks by considering realistic wireless
transceivers. Notice that this problem inherently involves addressing intri-
cate dynamics at node, link and network level. Although, in [130] authors
consider the impact of hop distance on energy eciency, however, they do
not explicitly treat hop counts and they do not address the co-channel inter-
ference.
2) Energy consumption at MAC Layer: In [155], authors presented a detailed
comparison of various MAC protocols for wireless local networks based on
the metric of battery power consumption. Unlike our study, they considered
a wireless network with a xed infrastructure. In [141], Zhao et al. proposed
an energy ecient architecture for sensor networks with mobile agents. Au-
thors employed opportunistic ALOHA based MAC protocol. Dierent from
our study, authors in [141] only consider a single hop transmission between
sensors and mobile agents. A detailed survey on MAC for wireless sensor net-
works is provided in [156] and [157]. Notice, that unlike energy-constrained
wireless sensor networks, large scale ad hoc wireless networks do not have
a single destination (sink). As indicated in [44, 154], S-ALOHA or CSMA/CA
type protocol is more suited for large scale wireless ad hoc networks. The
seminal paper of Baccelli et al. [44] has sparked signicant interest in the
research community to employ stochastic geometry and S-ALOHA proto-
col for performance analysis of large scale networks. Interested readers are
directed to a recent tutorial by Win et al. [63] for a detailed discussion. Mo-
tivated by [44, 154], in this chapter we consider S-ALOHA based MAC for
large scale wireless networks.
3) Energy consumption at Routing Layer: In [143] Zhao et al. established scal-
ing laws for the EE in a large scale wireless networks. Authors in [143]
considered proactive and reactive routing approaches. They explicitly ad-
dressed the impact of wake up schemes, message duty cycles, fading rates
and node mobility on the EE of a large scale wireless networks. Unlike our
study, the authors in [143] do not consider the presence of multiple sources
in the network. In other words, [143] does not cater for interference. More-
over, [143] abstracts topological variations due to fading. Like other studies,
authors consider a deterministic circular ‘disk based’ communication model,
which has several short comings as indicated in [151]. Haenggi in [151] ad-
dressed the routing problem in large scale ad hoc networks with Rayleigh
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fading channels. He also explicitly addressed the random spatial distribu-
tion of nodes using stochastic geometry. Although [151] addresses multi-
hop communication, it does not consider interference. Under noise limited
conditions, [151] showed that it is benecial to route over a small amount of
long hops as compared to large number of short hops. Haenggi et al. in [158]
further consolidated his argument of routing over long hops [151] by pro-
viding 18 reasons why short hop routing is not benecial. Motivated by the
arguments in [158], in this chapter we consider long hop routing to quan-
tify the EE of a wireless ad hoc network. In [147] Weber et al. introduced
longest edge and random edge routing. Authors focus on exploiting buer
diversity and assume that every node in a network has a packet for any
node it can connect with. They study the spatial density of progress under
these considerations. Since in practice, it is not possible to ensure that every
node has a packet for every other node, we do not make such an assump-
tion. While authors in [147] have considered single hop transmissions, our
focus is on multihop communication. In a separate line of work, geographic
random forwarding protocol (GeRaF) was proposed by Zorzi and Rao in [70]
and [144]. Then [70] was extended to accommodate fading in [145]. GeRaF
belongs to a broad class of geographical information forwarding (GIF) proto-
cols. GIF protocols such as GeRaF, GAF, LEACH, DREAM, STEM, SPAN and
GEAR [70] focus on long hop routing. The main focus of GIF is to minimize
the delay and the energy consumption. Unfortunately all of these protocols
are designed without considering the co-channel interference and channel
dynamics. Most of the literature focuses on single source and destination
networks. However, in reality large scale ad hoc networks are formed by
multiple sources which are scheduled under certain MAC schemes. Some
of the recent literature has focused on channel awareness [142] and its im-
pact on such GIF strategies. However, to the best of our knowledge none of
the studies in past has addressed the energy eciency of these protocols in
the presence of interference. A detailed survey of energy ecient routing is
presented in [146].
In [148, 149, 152, 159–161] the authors have characterized the hop counts
and connectivity attributes of a random network. All these studies, consider
the deterministic ‘disk based’ model which breaks down under fading en-
vironment. In [137] and [138] fading is explicitly addressed. Nevertheless,
the authors obtain a recursive probability density function (PDF) and cumu-
lative density function (CDF) for hop counts. Such recursive PDF’s are not
only intricate to deal with but also void useful insights. In [162] Hekmat et
al. has empirically studied the degree distribution and hop count in wireless
ad hoc networks. He also pointed some links between random geometric
graphs and SNR graphs of the large scale ad hoc networks. All of the studies
mentioned before consider single source and destination networks. Conse-
quently, they do not address interference. In [134] and [139] Gurosy et al.
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quantied the EE, considering the QoS constraints. Authors address only
noise limited case, i.e., interference is not addressed. Unlike this chapter, the
spatial distribution for nodes is not addressed.
8.4 network & system model
The EE of a wireless ad hoc network cannot be quantied without thorough
understanding of system and network level dynamics. Interaction amongst
several layers across the communication protocol stack including the ac-
tual hardware platform host manifests the system/node level dynamics. Net-
work level dynamics are stimulated by active network topology, information
ow/routing and MAC mechanisms. The overall network behavior is par-
tially shaped by the system level activity of various users and partially by
the inherent dynamics of the wireless channel, i.e., fading, additive noise,
path-loss, shadowing and interference. In a nutshell, both system and network
level dynamics shape the connectivity and coverage attributes of a typical
user and in turn quantify the EE of network.
In this section, we detail the system and network model considering the
above-mentioned dynamics. In subsequent sections, we will build our dis-
cussion around the models presented in this section.
8.4.1 Network Model
Large scale ad hoc
network with nodes
forming Poisson
point process.
In this chapter, we consider an innitely extended large ad hoc wireless net-
work. The spatial distribution of nodes/users is captured by a homogeneous
Poisson point process (HPPP) Φ with intensity λ. In other words, the num-
ber of users in any bounded region are Poisson distributed with mean λ ×
[area of the region], while their locations are uniformly distributed. More for-
mally, consideringΦ(B) as a counting process dened over a bounded Borel
set B, the number of nodes (i.e., points of Φ in B) has a Poisson distribution
with nite mean λvd(B) for some constant λ. Mathematically,
P(Φ(B) = k) = (λvd(B))
k
k!
exp (−λvd(B)) . (8.1)
where vd(B) is the Lebesgue measure dened on the measurable space [Rd, Bd].
Alternatively, vd(B) can be regarded as the volume of a d−dimensional
bounded Borel set B. If B is a d−dimensional sphere vd(B) = bdrd, where r
is the radius of the sphere and bd is the volume of the unit sphere inRd, i.e.,
bd =
√
pid/Γ(1+d/2) with Γ(a) =
∫ ∞
0 x
a−1 exp(−x)dx [163].
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8.4.2 Medium Access Control (MAC)
Considering the distributed nature of ad hoc wireless networks, ALOHA,
CSMA/CA and their derivative protocols are an appealing choice for mul-
tiple access communication. Baccelli et al. in [44] demonstrated that the
performance of properly tuned S-ALOHA protocol is comparable to that of
CSMA/CA. S-ALOHA also has low implementation complexity due to its
simple nature. Hence, we will consider the S-ALOHA MAC protocol for the
wireless ad hoc network.
In S-ALOHA, time is discretized into slots of length Tslot. At the start of
a slot, a user can independently decide either to transmit with a probabil-
ity p or defer its transmission with a probability 1 − p . We assume that
all users always have one or more packets to transmit. This assumption is
widely prevalent in the literature, mainly because it simplies the analysis by
abstracting queuing details. We also consider that all nodes are half-duplex
and may serve as relays if they defer their own transmission. Each S-ALOHA
time slot can accommodate a single packet with nD data bits and nH header
bits.Header bits
contribute to energy
overhead.
8.4.3 Physical Layer Model
We assume that all transmitters in the network transmit with a constant
power P which is upper bounded by some regulatory peak power constraint
P ≤ Pmax. All receivers suer from additive white Gaussian noise and co-
channel interference from simultaneous transmissions by other nodes. We
assume that communication is interference limited, i.e., the noise power is
signicantly lower than the aggregate interference power and hence can be
ignored. Such a scenario practically corresponds to a network operating un-
der saturated trac conditions. Since outages due to noise and interference
can be treated separately [151], the generality of analysis is preserved even
if the noise power is comparable to the interference power.Rayleigh fading and
power-law
attenuation path-loss
model.
The channel gain between an arbitrary transmitter Y2and a receiver X is
modeled by HXYl(‖Y− X‖), where, l(.) is a distance dependent path-loss
function and HXY is a unit mean exponentially distributed random variable.
HXY accounts for the small scale Rayleigh fading channel. Generally, the
large scale path-loss is modeled by considering the power law function, i.e.,
l(R) = CR−α, where C is a frequency dependent constant, R is the distance
between the transmitter and the receiver and α ≥ 2 is the terrain or environ-
ment dependent path-loss exponent. Although this type of path-loss model
suers from a singularity near zero, it is quite accurate in the far-eld region.
2 Note that Y and X corresponds to the location of the transmitter and receiver respectively.
In context of this chapter, both Y = (Y1,Y2, ..,Yd) and X = (X1,X2, ...,Xd) are random
vectors with Xi or Yi being uniformly distributed random variables (∀i = 1, ..., d).
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The channel gains are assumed to be independent and identically distributed
(i.i.d.) both in the spatial and temporal domains (i.e., across dierent links in
space and dierent slots on the same link).
8.4.4 Routing
We consider a routing strategy based on geographical information forwarding
(GIF). Geographical information forwarding or greedy routing (GR) is a con-
tention based state-free routing scheme. We assume that nodes are aware of
their own position and possess some knowledge about the destination. The
latter can be obtained from the broadcasted data itself. In order to maintain
generality, we do not assume any specic greedy routing protocol. We rather
focus on the best case routes which can be established between an arbitrary
source and destination. Poisition based
geographical
information
forwarding.
Geographical routing has been investigated extensively in the literature.
Nevertheless, most of the studies restrict their analysis to simplistic network
models. To the best of our knowledge, most of the existing literature [70,
130, 138, 142–145, 148, 150, 155, 161] investigates a single source-destination
pair with multiple relaying terminals at their disposal. In reality not only
multiple users will seek to transmit at the same time but the availability
of relaying terminals is also subject to the MAC. The spatial reuse of the
spectral resources cannot be ignored. It is this spatial reuse which results in
inter-network interference. Consequently, a receiver/relay can only decode
the packets if its SIR is above a certain capture threshold. Ignoring interfer-
ence in the analysis entirely changes the state of aairs. Users in a large
scale ad hoc network have desired QoS requirements. As per our earlier
discussion the notion of a link is tightly coupled with these QoS require-
ments. Hence the physical (or topological) connectivity of nodes (considering
received power P ≥ Pmin) does not reect actual connectivity (SIR ≥ β). In
brief, simplistic models with one source and a destination may lead to unre-
alistic conclusions and insights. In this chapter, we modify the existing GR
protocol to explicitly address the QoS constraints. We will defer the detailed
discussion to Section IV.
8.4.5 Notation and Symbols
Table 1 summarizes frequently used geometric symbols. Throughout the
chapter, we use E(.) to denote expectation, fX(.) to denote probability den-
sity function (PDF) andFX(.) to denote the cumulative distribution function
(CDF) of random variable X. Random variables are represented by uppercase
symbols and boldface italic symbols are used to denote random sets.
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8.5 energy consumption model for transceiver
The hardware architecture of the communication transceiver employed by
an individual user cannot be neglected while characterizing the EE. In re-
ality, the communication hardware may vary from one user to another. It
is dicult, if not impossible, to characterize the EE of a large scale ad hoc
network formed by heterogeneous hardware platforms. To this end, in this
study we assume homogeneity between users in terms of device capabilities
and architecture. Without loss of analytical generality, we consider a generic
software dened radio (SDR) type hardware architecture as depicted in g.
8.1. Our choice of architecture is mainly motivated by the Texas Instrument
(TI) recommendation [164] and current trends in 802.11 WLAN radios [165].Energy consumption
model cannot ignore
the underlying
hardware model.
In order to quantify the overall power consumption of the radio platform,
we employ component by component power consumption analysis as in
[130] and [131]. On a broader scale radio hardware may not be manufac-
tured using discrete components. Currently, two dierent industrial trends
are being witnessed: (i) radio transceiver, PHY, MAC all fabricated in a sin-
gle CMOS chip, while an external SiGe or GaAs power amplier chip is
employed. (ii) single chip CMOS PHY+MAC and a separate SiGe BiCMOS
power amplier and radio is employed. The single chip fabrication may re-
duce the energy expenditure of a radio platform. However, such reduction
can be addressed by appropriate scaling of power consumption parameters
in a straightforward manner.
The choice of process technology, i.e., CMOS or SiGe BiCMOS is not an
arbitrary decision. Indeed, process choices are subject to several technical
and non-technical considerations, for e.g. icker noise, transconductance,
DC coupling, availability of modeling tools, accuracy in modeling, produc-
tion and marketing times etc. Selection of a particular process technology
also plays a vital role in crafting the overall energy consumption of the radio
frequency integrated circuit (RFIC) [165]. In this chapter, we do not conne
our analysis to a particular technology. Our generic component by compo-
nent parametrization facilitates analysis for dierent process technologies.
However, for the purpose of simulations, we will consider the power con-
sumption parameters for SiGe BiCMOS RFIC.
The radio platform depicted in g. 8.1 can be partitioned into three dis-
tinct units according to their functionalites, i.e., the transceiver unit, the
processing unit and the input/output (IO) unit. There are three alternative
choices for transceiver architecture:
1. Superheterodyne (SH) transceiver (g. 8.1 transceiver unit);
2. Low intermediate frequency (LIF) transceiver (g. 8.2);
3. Zero intermediate frequency (ZIF)/Direct Conversion (DC) transceiver
(g. 8.2).
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Figure 8.2: Alternate Architectural Options for the Transceiver Block.
Each of the transceiver architectures has its own merits and demerits. The
choice of a particular architecture depends on the intended application. De-
tailed discussion on the selection of a particular architecture is out of the
scope of this study. Interested readers are directed to [165] and [166] for
insightful discussions. Due to the architectural dierences between these
transceivers, their power consumption is also dierent. Table 8.2 enumerates
typical values for the power consumption of dierent components involved
in the transmit and receive chain. The power consumption of the DSP varies
depending on the usage patterns of dierent on-chip resources. We assume
that a typical device has 60% processing load. This choice of load is arbi-
trary and purely based on the availability of the numerical value for power
consumption from the datasheet [167]. Power consumption values in Table
8.2 are obtained from several research papers describing the state of the art
research in RF IC design. The eective power consumption of a typical node
in transmit mode is given by
PTX = PEFTX + (1+ αamp)P, (8.2)
PEFTX = PPU + PTU + PIOU , (8.3)
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where P is the transmit power of the node, PPU is the power consumption of
processing unit, PTU is the power consumption of the transmission circuitry,
PIOU is the power consumption of the IO unit, αamp = ξη − 1 is the amplier
eciency of class A amplier [131]. Note that amplier eciency is coupled
with the drain eciency η and the Peak to Average Ratio (PAR) ξ. The PAR
for an amplier depends on the modulation scheme and its constellation
size3. Similarly the power consumption of the receiver is
PRX = PPU + PRU + PIOU , (8.4)
where PRU is the energy consumption of the receiver circuitry. The
numerical values for PPU , PRU , PIOU and PTU can be calculated using the
block diagrams 8.1, 8.2 and Table 8.2.
8.6 energy efficiency of interference limited ad hoc net-
work
Section II and III, presented a detailed sketch of network and user level pa-
rameters which are critical for characterizing the EE. Based on our prior
discussion, our focus in this section is to develop a generic statistical frame-
work for quantifying the EE.
8.6.1 Macroscopic Picture of the Network
Half-duplex nodes
with those defering
transmission serving
as relays.
Consider a snapshot of the network at the beginning of an arbitrary S-ALOHA
time slot. This snapshot consists of two distinct type of nodes, i.e., trans-
mitters and receivers. Since users are distributed according to the HPPP Φ
(Section III), S-ALOHA MAC can be incorporated by the construction of a
Marked Poisson point process (MPPP) [163] as
Φ¯ = {[xi,1(xi)] : xi ∈ Φ }, (8.5)
where,
1(xi) =
1 with probability p0 with probability 1− p ,
is the medium access indicator and p is the MAP. Alternatively, Φ¯ can be
represented as a pair of independent HPPPs, i.e.,
ΦTX = {xi : 1(xi) = 1} with intensityλp, and (8.6)
ΦRX = {xi : 1(xi) = 0} with intensityλ(1− p).
3 For uncodedM-QAM, the amplier eciency is given byαamp = 3
√
M−1√
M+1
[130, 131].
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We envision a scenario, where each transmitter xj ∈ ΦTX wants to com-
municate with its desired destination xjdes (located at a distance rSD) in a
multihop manner. Receivers fromΦRX serve as intermediate relays between
transmitters and their destinations. Destinations are not assumed to be a part
of the point process Φ. Notice that for a certain class of routing protocols
the distance rSD may change from one time slot to another depending on
the net progress of the packet. Each transmitted packet is routed by a QoS
aware greedy routing (Section IV-B) strategy towards its intended destina-
tion via multihop relaying. It is assumed that each node has a large buer to
store packets and then forward them on the basis of best-eort service.4
8.6.2 QoS Aware Greedy Forwarding
Recall, that the
notion of link is
coupled with the
desired QoS.
Given a realization of a HPPP of transmitters ΦTX , receivers ΦRX and desti-
nations associated with each transmitter, the QoS aware greedy forwarding
operates as follows:
Condition 1: Any receiver x eΦRX is considered as a potential relay for a
transmitter y ∈ ΦTX in a particular S-ALOHA time slot, i the SIR of the
packet received from y at x is above certain threshold β.
The threshold β reects the users’ desired QoS requirements. Additionally,
it also dictates the number of transmitters associated with each relay. For
β ≥ 1, at maximum there is one and only one unique transmitter associated
with each receiver. This is intuitive, since for β ≥ 1, the SIR constraint
is only satised if the signal power from a certain transmitter individually
exceeds the aggregate power contributed by all other transmitters. Later in
our discussion, it will become clear that β is always greater than 1 for an
uncoded modulation scheme and narrow band transmissions.
Condition 2: A receiver x ∈ ΦRX which fullls the SIR requirements (Con-
dition 1) can serve as a relay for a transmitter y ∈ ΦTX , i it provides max-
imum progress of the packet towards its desired destination. In other words, if
Ry ⊆ ΦRX is the (random) set of relays that satisfy SIR requirement for a
particular transmitter y at a particular time slot, then node x is selected as a
relay i
x = arg min
x∈Ry
(rSD − ‖y− x‖) . (8.7)
At this juncture, it is important to highlight that the above formulation ad-
dresses both interference and QoS requirements by employing SIR based con-
nectivity and the relaying model. These two aspects have been completely
ignored in most of the relevant literature.
4 We do not quantify the end-to-end delay incurred by each packet. Detailed analysis of end-
to-end delay is beyond the scope of this chapter. Interested readers may refer to [179] for a
comprehensive discussion of end-to-end delay with dierent problem setups.
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8.6.3 Selection of Forwarding Areas
A closer look at condition 2 reveals that even if there exists one or more re-
lays satisfying the QoS constraint, they may not be useful unless they lie in a
certain specic region. More specically, only those relays which can guaran-
tee a positive forward progress without sacricing the desired link quality are
critical in quantifying the EE. In the classical setup5, the specic region in
which existence of a relay guarantees a positive progress towards the desti-
nation is often referred to as the forwarding area for GR. Dierent GR proto-
cols result in a dierent geometry for the forwarding areas [150]. In essence,
protocol designers can leverage the geometry of the forwarding area to con-
trol the overall directionality of a routing protocol. In turn, directionality of
the routing protocol characterizes the average number of hops traveled by
each packet before reaching its desired destination and hence shapes the
overall EE of a network. In this study, we consider three dierent shapes for
the forwarding area resulting from three dierent forwarding strategies:
1. Generalized Lower Bound (GLB): Conning relays to a certain geograph-
ical area often results in an intractable analysis. The main reason be-
hind this is the intricate geometry of the forwarding area. Specially,
for networks which are represented as a higher dimensional HPPP
(d > 3) it is extremely dicult to obtain closed-form expressions for
average number of hops under the GR protocol6. However, for generic
d-dimensional networks, a lower bound on the hop count can be es-
tablished by ignoring the forward progress constraint. In other words,
the minimum number of hops required for communication between
an arbitrary source and its intended destination is obtained by assum-
ing that any progress made in a network is exactly in the intended direc-
tion. Such a lower bound is similar in spirit to Shannon’s approach for
capacity. It equips network designers with a clear idea about the best
case achievability. In this chapter, we name such a lower bound the
5 Note that in classical setup [70, 142, 143, 145, 150] existence of relay with a positive forward
progress means physical existence of relay within a certain area A. A is the common area
between some hypothetical shape centered at the destination and a ball of radius r centered
at the source. The radius of the circle (r) quanties the node’s audibility/transmission radius.
However, in this study we argue that the physical existence of the relay does not guarantee a
positive forward progress unlessthe relay also satises Condition 1 (Section V-B). Moreover,
due to the presence of fading terrain and interference, the audibility region of a source cannot
be represented by a perfect circle of radius r.
6 It might be argued that real world networks do not exist in higher dimensional spaces Rd
(d > 3). As a matter of fact, physically network nodes do not form a HPPP in a higher
dimensional space. Nevertheless, the dierent dynamics of the network, nodes often nish
up in forming a higher dimensional point process. For instance, consider a case where net-
work nodes form a HPPP inR3. Each node is activated whenever it has a packet to transmit.
Assuming that inter-arrival time of packets follow an exponential distribution and packet
arrivals form a HPPP in R. Then the overall network forms a Poisson point process in a
product space R3 ×R or simply a HPPP in R4.
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Relay not satisfying the desired QoS constraint
Relay  satisfying the desired QoS constraint
rSD
(a) Geometry of the forwarding area which results in
GLB for QoS aware GR.
Relay not satisfying the desired QoS constraint
Relay  satisfying the desired QoS constraint
rSD
(b) Geometry of the forwarding area under MFA based
QoS aware GR.
Relay not satisfying the desired QoS constraint
Relay  satisfying the desired QoS constraint
rSD
(c) Geometry of the forwarding area under RSA based QoS
aware GR.
Figure 8.3: Selection of the forwarding Area.
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Generalized Lower Bound (GLB). Note that the GLB does not propose
any specic forwarding scheme. However, while quantifying the EE
of an ad hoc network under dierent forwarding schemes we treat the
GLB in a similar context. Fig. 8.3a provides a graphical illustration for
the GLB.
2. Maximum Forward Area (MFA): Maximum forward area based GR for
2-D networks is very well established in the literature [70, 71, 143, 145,
149, 150, 160]. In this study, we consider a modied version of MFA
for QoS aware GR. Consider that the network nodes form a HPPP Φ
in d = 2. Moreover, consider a typical transmitter y located at ori-
gin o with its intended destination xdes located at (rSD, 0). Let Ry be
the set of relays at which y’s QoS constraint is satised. Then the re-
ceiver xi ∈ Ry located at distance r from the origin, provides maxi-
mum forward progress towards the destination i there does not exist
any other receiver xj ∈ Ry in a lune
(
o, r, rSD2
)
(See tab. 8.1). Fig. 8.3b
provides a graphical illustration of the MFA based GR strategy. Note
that all relays lying on the periphery of b(o, r) (lower bounding the
lune) provide equal forward progress towards the destination. In short,
MFA based QoS aware greedy routing selects a relay in lens
(
o, r, rSD2
)
which provides maximum forward progress and satises the SIR cri-
terion.
3. Radian Sector Forwarding (RSF): In RSF based forwarding, the next hop
relay is selected in a radial sector with central angle φ around the
line connecting the transmitter and its intended destination. Consider-
ing the QoS aware GR, a typical transmitter y gets maximum forward
progress of r cos(θ) i there exists a relay in circular sector Sec(o, φ, r)
satisfying the desired SIR constraint and Secc(o, φ, r) does not contain
any such relay. Considering the best case scenario, cos(θ) ≈ 1 and
hence maximum forward progress is given by the random variable r.
Fig. 8.3c depicts RSF based forwarding strategy.
Routing across the
QoS voids.At this juncture, it is important to highlight that in the context of this study
routing voids or dead ends are not only manifested by physical absence of
relays but they also result from the user’s QoS requirement. Voids which
exist at a particular QoS requirement may not necessarily exist for a dierent
QoS requirement. When voids exist in MFA or RSF based strategies, GLB can
be employed to investigate the feasibility of routing around the voids.
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8.6.4 Energy Eciency
Maximum forward
progress under GLB
Lemma 8.1 Given a realization of the HPPP of transmitters ΦTX , their
associated destinations and the HPPP of receivers/relays ΦRX , the prob-
ability that the single hop maximum forward progress ζ from a typical
transmitter y ∈ ΦTX towards its intended destination xydes does not ex-
ceed r is given by
FGLBζ (r) = Pr {ζ ≤ r} ,
= exp
(
− (1− p)
p
sin(δ)
δβ
δ
pi
exp
(
−λpbdβ
δ
pi δ
sin(δ)
rd
))
(8.8)
where, δ = dpiα is constant for given path loss exponent α, network
dimension d and β is the previously dened SIR threshold.
proof: Consider a snapshot of the network at an arbitrary S-ALOHA
time slot. From (8.6), it is known that the location of transmitters and re-
ceivers can be represented by HPPPs ΦTX and ΦRX respectively. Since the
HPPP ΦTX is stationary, by Slivnyak’s theorem [163] adding a single point
at an arbitrary location does not change the distribution of the point pro-
cess. For analytical convenience, we add a probe transmitter at the origin
ΦTX ∪ {o}. Also, the stationarity ofΦTX implies that the distribution of the
maximum forward progress ζ is not aected by the choice of any particular
transmitter. Hence, without any loss of generality, we focus on the progress
made by the packet transmitted from the probe transmitter. The SIR with
respect to the probe transmitter, measured at an arbitrary receiver/relay lo-
cated at distance r from the origin is given by
γ(r,Hxo, I) =
HxoPsl(r)
∑j∈Φtx\{o} HjoPsl(Rj)
,
=
Hxol(r)
I
(8.9)
where, I = ∑j∈Φtx\{o} Hjol(Rj) is the accumulated interference experienced
at an arbitrary relay. Notice that γ(r,Hxo, I) does not depend on the trans-
mit power. Dene a MPPP ΦREL, constructed by assigning position depen-
dent QoS marks, i.i.d. fading and interference marks to each point in ΦRX .
QoS marks ensure that only receivers which satisfy Condition 1 will contend
for relaying the packet.
1QoS(γ(r,Hxo, I)) =
1 γ(r,Hxo, I) ≥ β0 γ(r,Hxo, I) < β , (8.10)
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ΦREL = {[x,1QoS(γ(‖x− o‖ ,Hxo, I)),Hxo, I] : x ∈ ΦRX}. (8.11)
By construction, ΦREL is an inhomogeneous Poisson point process (IHPPP).
Since, Hxo’s are i.i.d. random variables, we will drop the subscript for ease of
presentation. The intensity function of ΦREL can be obtained by employing
the Marking theorem [163],
λREL(r, h, i) = λ(1− p)dbdrd−1 fH(h) f I(i)1QoS(γ(r, h, i)). (8.12)
The mean measure for ΦREL is given by,
Λ(B) =
∫ ∞
0
∫ ∞
0
∫
B
λREL(r)drdhdi, (8.13)
=
∫ ∞
0
∫ ∞
0
∫
B
λ(1− p)dbdrd−11QoS(γ(r, h, i)) fH(h) f I(i)drdhdi,
=
∫ ∞
0
∫ ∞
0
∫
B
λ(1− p)dbdrd−11QoS (h ≥ iβrα) fH(h) f I(i)drdhdi,
=
∫ ∞
0
∫
B
λ(1− p)dbdrd−1
[∫ ∞
0
1QoS (h ≥ iβrα) fH(h)
]
dh f I(i)drdi,
=
∫ ∞
0
∫
B
λ(1− p)dbdrd−1 (1−FH(iβrα)) f I(i)drdi,
=
∫
B
λ(1− p)dbdrd−1
[∫ ∞
0
exp (−iβrα) f I(i)di
]
dr,
=
∫
B
λ(1− p)dbdrd−1EI (exp (−iβrα))︸ ︷︷ ︸
A
dr.
By denition of the Laplace transform,
LI(s) = EI (exp (−si)) . (8.14)
Hence, A = LI(s) |s=βrα can be solved as,
LI(s) = EΦ,H
exp
−s ∑
ieφtx\{o}
Hiol(Ri)
 , (8.15)
B
= EΦ
 ∏
i∈φtx\{o}
EH (exp(−sHl(Ri)))

where, B follows from the i.i.d assumption. Using the denition of the Gen-
erating functional for the Poisson point process [163],
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G( f (x)) = EΦ
(
∏
x∈φ
f (x)
)
, (8.16)
= exp
(
−
∫
Rd
(1− f (x))λ(dx)
)
.
The Laplace transform of the interference can be written as,
LI(s) = exp
(∫ ∞
0
(1−EH(exp(−sHr−α)))λ(dr)
)
. (8.17)
Eq. (8.17) can be solved as in [154] and [44],
LI(s) = exp
(
−λpbds dα
pi dα
sin(pi dα )
)
. (8.18)
Consequently,
A = exp
(
−λpbdβ
δ
pi δ
sin(δ)
rd
)
(8.19)
where, δ = dpiα is constant for xed d and α .Using eq. (8.15), (8.13) can be
simplied,
Λ(B) =
∫
B
λ(1− p)dbdrd−1 exp
(
−λpbdβ
δ
pi δ
sin(δ)
rd
)
dr. (8.20)
The single hop maximum forward progress ζ is at most r provided there
does not exist any potential relay in the region bc(0, r), i.e.,
FGLBζ (r) = Pr{ΦREL(Λ(bc(0, r))) = 0}, (8.21)
= exp
(
−
∫ ∞
r
λ(1− p)dbdrd−1 exp
(
−λpbdβ
δ
pi δ
sin(δ)
rd
)
dr
)
,
= exp
(
− (1− p)
p
sin(δ)
δβ
δ
pi
exp
(
−λpbdβ
δ
pi δ
sin(δ)
rd
))
.

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Maximum Forward
Progress under MFA
& RSF)Lemma 8.2 Considering MFA/RSF based GR, the probability that the sin-
gle hop maximum forward progress ζ from a typical transmitter y ∈
ΦTX towards its destination is at most r can be quantied as
F jζ(r) = exp
(
−κ j (1− p)
p
sin(δ)
δβ
δ
pi
exp
(
−λppiβ
δ
pi δ
sin(δ)
r2
))
(8.22)
where j ∈ {MFA,RSF},κMFA = cos
−1( rrsd )
pi and κ
RSF = φ2pi .
proof: Both MFA and RSF restrict the selection of potential relays to a
certain area (Section V-B). Consequently, (8.13) needs to accommodate this
geometric constraint. For d = 2, the mean measure of the IHPPP ΦREL
formed by the relays under RSF is given by,
Λ(Secc(o, φ, r)) =
∫ θ2
θ1
2pi
∫ ∞
0
∫ ∞
0
∫ ∞
r
λ(1− p)r (8.23)
× 1QoS(γ(r, h, i)) fH(h) f I(i) fΘ(θ)drdhdidθ,
where, θ is angle of a typical relay from the line connecting the transmit-
ter y ∈ ΦTX and its intended destination xydes. Since, relays are originally
distributed according to a HPPP ΦRX , θ is uniformly distributed between
[0, 2pi]. RSF restricts relay selection in a sector with a central angle φ,
ΛRSF(Secc(o, φ, r)) =
∫ φ
2
− φ2
∫ ∞
0
∫ ∞
0
∫ ∞
r
λ(1− p)r
× 1QoS(γ(r, h, i)) fH(h) f I(i)drdhdidθ, (8.24)
= λφ(1− p)
∫ ∞
r
r exp
(
−λppiβ
δ
pi δ
sin(δ)
r2
)
dr.
Hence,
FRSFζ (r) = exp
(
− φ
2pi
(1− p)
p
sin(δ)
δβ
δ
pi
exp
(
−λppiβ
δ
pi δ
sin(δ)
r2
))
.
Similarly in the case of MFA, θ1 and θ2 are the angles at which b(o, r) and
b
(( rSD
2 , 0
)
, rSD2
)
intersect.
ΛMFA
(
lune
(
o, r,
rSD
2
))
=
∫ cos−1( rrSD )
− cos−1
(
r
rSD
) ∫ ∞
0
∫ ∞
0
∫ rSD cos(θ)
r
λ(1− p)r
× 1QoS(γ(r, h, i)) fH(h) f I(i)drdhdidθ.
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Consequently,
FMFAζ (r) = exp
(
−cos
−1( rrsd )
pi
(1− p)
p
sin(δ)
δβ
δ
pi
exp
(
−λppiβ
δ
pi δ
sin(δ)
r2
))
,
0 ≤ r ≤ rSD.

Remarks on Lemma 1 & 2:
1. Lemma 1, quanties the best case single hop spatial progress (ζ) that
can be attained by an arbitrary packet under a particular QoS con-
straint. Employing Riemann–Stieltjes integral representation and in-
tegration by parts, average progress (ζGLB) made by an arbitrary trans-
mission towards its intended destination can be expressed as
ζGLB = E(ζ) =
∫ ∞
0
(
1−FGLBζ (r)
)
dr, (8.25)
=
∫ ∞
0
(
1− exp
(
− (1− p)
p
sin(δ)
δβ
δ
pi
exp
(
−λpbdβ
δ
pi δ
sin(δ)
rd
)))
dr.
Notice that ζGLB does not depend on the distance between the trans-
mitter and its intended destination (rSD). This indicates that an opti-
mal QoS aware routing scheme should be designed in such a manner
that it always ensures constant single hop progress, irrespective of the
transmitter-destination separation rSD. From a practical perspective,
it is dicult to design a routing protocol which is independent of rSD
and also ensures desired routing directionality (dened in Section V-
B).
2. Similar to Lemma 1, Lemma 2 can be employed to quantify the aver-
age single hop progress (ζMFA/ζRSF) made by an arbitrary transmis-
sion under MFA/RSF based GR. The average single hop progress ζMFA
strictly depends on the distance between transmitter and its destina-
tion rSD. This is not true for RSF, at least while considering the best
case scenario7. This dependence implies that progress in slot i depends
on the progress of the packet in slot i − 1. This is because distance
between transmitter and destination rSD changes from one slot to an-
other. Hence considering the progress in saym slots, then ζ1, ζ2, ..., ζm
are dependent random variables.This observation will
be very useful in our
later discussion. 3. Both Lemma 1 and Lemma 2, suggest that single hop maximum for-
ward progress (ζ) depends on: (i)Average forwarding node degree (Num-
ber of receivers/relays per transmitter, i.e., 1−pp ); (ii) Path loss expo-
7 In this chapter, we only focus on best case forwarding under RSA. In other words, we assume
cos(θ) ≈ 1 for the sake of analytical tractability.
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Modulation SIR threshold β
BPSK/QPSK 0.5
(
Q−1
(
Pthb
))2
M-PSK 0.5log2(M)
Q−1( Pthb log2(M)2 )
sin( piM )
2
M-QAM M−13 log2(M)
(
Q−1
(
log2(M)P
th
b
4(1−1/√M)
))2
Table 8.3: Selection of SIR threshold β for xed BEP threshold Pthb .
nent α (through δ); (iii) QoS Constraint (through SIR threshold β); (iv)
Density of transmitters (λ) and (v) Directionality of routing protocol
(through κ). Except for the path loss exponent (α), all other param-
eters represent the degrees of freedom (DoF) available to a network
designer. An optimal network design will leverage these DoF to max-
imize the forward progress.
4. The maximum single hop forward progress (ζ) depends on the desired
QoS constraint through the SIR threshold β. Hence, the choice of a par-
ticular value for β is not arbitrary. The SIR threshold β depends on the
modulation and coding scheme employed by the transmitter. Consid-
ering a xed threshold for the bit error probability (BEP) Pthb , β for
M−PSK and M−QAM can be obtained from Table 8.3. Fixing Pthb to
10−3 results in β ≈ 6 dB for BPSK modulation. This implies that for
uncoded M−PSK or M−QAM, the typical value of β always exceeds
unity when Pthb is xed to a realistic threshold. Hence in accordance
with our previous discussion, there is one and only one unique trans-
mitter associated with each receiver.
Fig. 8.4a and 8.4b display network snapshots which corroborate our state-
ments. Notice that increasing the MAP decreases both the number of poten-
tial relays for a typical transmitter and the forward progress obtained while
selecting a relay. A closer look at eq. 8.25 reveals this two fold impact of
increasing p,
ζGLB=
∫ ∞
0
1− exp
− (1− p)p︸ ︷︷ ︸
Avg. out degree↓with↑p
sin(δ)
δβ
δ
pi
exp
(
−λpbdβ
δ
pi δ
sin(δ)
rd
)
︸ ︷︷ ︸
Probability of successful connection↓ with ↑p

 dr.
Fig. 8.5 depicts the CDF (8.8,8.22) for forward progress (ζ) under BPSK/QPSK
and 16−QAM considering all three forwarding strategies. The dashed lines
in Fig. 8.5 correspond to Monte Carlo simulations. Monte Carlo simulations
were performed by averaging the single hop progress over 105 realizations
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(a) Network Snapshot considering BPSK Modulation Scheme with
Pthb = 10
−3and MAP p = 0.025.
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(b) Network Snapshot considering BPSK Modulation Scheme with
Pthb = 10
−3and MAP p = 0.5.
Figure 8.4: Snapshots of Network
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Figure 8.5: CDF (see Eq. (8.8)) of the single-hop progress ζ, with λ = 3× 10−3,α =
4,d = 2,rSD = 50,φ = 2pi3 and p = 0.5. Monte Carlo Simulation results
are sketched with dashed line.
of a HPPPΦwith intensity λ = 3× 10−3
(
30 users
100×100 sq. meter
)
, p = 0.5, rSD =
50 meter and φ = 2pi3 for each value of β. Notice that the theoretical and
simulation results presented in Fig. 8.5 closely agree with each other.
The CDF of ζ belongs to the family of extreme value distributions [180]
and is closely related to the Generalized Gumbel distribution. Like the Gum-
bel distribution, the CDF possesses a discontinuity at zero [181, 182]. This
discontinuity accounts for the fact that there is a positive probability that no
progress can be made by a transmission. In other words, there exists a non-
zero probability pISO with which a typical node is isolated in the network.
We should reiterate that isolation does not necessarily imply that node can-
not communicate with any other node in the network. Rather isolation has
a broader meaning in the context of this chapter, i.e., nodes which cannot
communicate with another node while fullling their desired QoS require-
ment are considered as isolated. Hence nodes which are isolated for a certain
QoS requirement, may not be isolated at lower QoS requirements. Note that
the single hop progress ζ is a mixed-type random variable, where ζ = 0
occurs with probability pISO. From Fig. 8.5, it is obvious that pISO is con-
siderably high for an SIR limited ad hoc network. Moreover, pISO increases
with an increase in the desired QoS requirements8. Switching from BPSK
8 Increase in a desired QoS requirement corresponds to an increase in the desired transmission
rate, i.e., increased bits per symbol (b = log2(M)) for a xed bandwidth B and a xed BER
threshold Pthb .
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to 16−QAM results in an increase of void probabilities by 8.4%, 4.2% and
3% for GLB, RSF and MFA respectively (see 8.5). The isolation probability
pISO is an important parameter from the EE perspective. Nodes which areEnergy consumption
in the network is
function of the
connectivity in the
network.
isolated under a certain desired QoS constraint, may spend innite energy
without attaining any forward progress.
Claim 1: In an interference limited ad hoc wireless network, the isolation prob-
ability (pISO) of a typical transmitter does not depend on the density of the
users.
proof: The isolation probability pISO can be determined as,
pjISO = Pr{ΦREL(Λj(b(0,∞))) = 0},
= exp
(
−κ j1
(1− p)
p
sin(δ)
δβ
δ
pi
)
, (8.26)
where j ∈ {GLB,MFA,RSF}, κGLB1 = 1, κMFA1 = 0.5 and κRSF1 = φ2pi .
From (8.26), it is obvious that pISO is independent of λ (density of users) and
only depends on MAP p, path-loss exponent α, modulation scheme (through
SIR threshold β) and geometry of the forwarding area (through κ1). 
Remarks on Claim 1:
There exists plenty of literature which suggests that pISO can be potentially
reduced to zero by increasing the number of relays in the network [70, 71, 142,
150, 153]. Apparently, Claim 1 implies a contrary conclusion to all these stud-
ies. Perhaps, it should be emphasized that extreme care is required while
interpreting the connectivity results prevalent in the literature. The major
dierence between the conclusions of Claim 1 and the existing literature
stems from the choice of the network model. Many of the existing studies
[70, 71, 142, 150, 153] focus on a scenario, where a single source-destination
pair wants to communicate. This communication is facilitated by multihop
relaying. Relays are assumed to follow a HPPP, sayΦR, with intensity λ. Re-
sults obtained under such a setup cannot be extended to the case of multiple
source-destination pairs. Moreover, it is extremely dicult (both in terms of
network design and cost) to deploy a very large population of dedicated re-
laying terminals. In fact, a more practical approach would be the deployment
of dedicated base stations. In real life ad hoc networks, nodes may opt to co-
operate with each other subject to their own priority. In other words, nodes
which are denied access to the shared wireless medium for a particular time
slot may serve as relays. Indeed, Claim 1 quanties the isolation probability
pISO for a typical transmitter under this scenario. In this case, the number
of relays can be increased by one of the following two mechanisms:
1. By increasing the density of users λ: Increasing the density of users for
a xed non-zero MAP p will denitely increase the number of relays.
However, it also increases the number of transmitters. Hence, the aver-
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age number of relays per transmitter remains unchanged and the aver-
age forward progress will decrease due to the increased interference. In
short, as per Claim 1, node isolation probability pISO is independent
of the user density and cannot be decreased by increasing λ, while
such an increase in λ will worsen the EE of the network.
2. By decreasing the MAP p: For xed λ, decreasing the MAP p will re-
duce the isolation probability pISO. Nevertheless, the maximum pos-
sible reduction of p to zero will imply that no one in the network
transmits. Of course, if there is no transmission, energy consumption
is zero and the network is trivially energy ecient. Thus, it will vio-
late the purpose of the existence of the network. This means that there
exists a trade o between spatial reuse of spectrum, connectivity and
the EE of the ad hoc network.
In real life the world is cruel and he users are selsh so everybody wants to
talk and only a few want to listen, i.e., the number of relays will typically be
small as compared to transmitters. In short, it is the average number of re-
ceivers per transmitter
(
1−p
p
)
under certain MAC which dene the isolation
and not the absolute number of transmitters and receivers. The complementary
isolation probability
is indeed the
probability of
connectivity.
Fig. 8.6 depicts complementary isolation probability (p¯ISO = 1 − pISO)
of all three forwarding schemes under dierent parametric variations. The
complementary isolation probability p¯ISO plays an important role in quan-
tifying the bits/Joule performance of the ad hoc network. Consequently, the
impact of dierent parameters on p¯ISO should be addressed in detail. To this
end, we summarize key observations from g. 8.6:
• The complementary isolation probability of RSF p¯RSFISO and MFA p¯MFAISO
are always less than the complementary isolation probability under
GLB p¯GLBISO . This holds independent of other parameters (see 8.6). A
more general observation is,
p¯RSFISO ≤ p¯MFAISO ≤ p¯GLBISO .
Since GLB represent the best case scenario, it is intuitive to expect a
higher connectivity than MFA or RSF under desired QoS requirements.
As discussed earlier both MFA and RSF ensure proper directionality
for communication. This of course, comes at the cost of increased p¯ISO.
Both geographical and QoS voids equally contribute towards the p¯MFAISO
and p¯RSFISO , while only QoS voids dominantly contribute towards p¯GLBISO .
• The complementary isolation probability p¯ISO for all three forwarding
strategies, decreases with an increase in the desired QoS requirement.
Figs. 8.6a, 8.6b and 8.6c clearly depict this decreasing trend. This fur-
ther consolidates our argument, that a void at a particular QoS require-
ment may not exist at a lower QoS requirement. Notice that the rate at
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(a) Complementary isolation probability p¯ISO un-
der GLB with α = 4 , varying MAP p and mod-
ulation order M.
(b) Complementary isolation probability p¯ISO un-
der RSF with α = 4 , varying MAP p, modula-
tion order M and sector angle φ.
(c) Complementary isolation probability p¯ISO un-
der MFA with α = 4 , varying MAP p and
modulation order M.
(d) Complementary isolation probability p¯ISO un-
der GLB employing BPSK with varying MAP
p and path-loss exponent α.
(e) Complementary isolation probability p¯ISO un-
der RSF employing BPSK with varying MAP p,
path-loss exponent α and sector angle φ.
(f) Complementary isolation probability p¯ISO un-
der MFA employing BPSK with varying MAP
p and path-loss exponent α.
Figure 8.6: Complementary isolation probability p¯ISO with desired threshold BER
Pthb = 10
−3 (see eq. (8.26)).
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which p¯ISO decreases is higher in case of RSF and MFA as compared
to GLB.
• The complementary isolation probability p¯ISO increases with an in-
crease in the path loss exponent. This trend is evident from gs. 8.6d,
8.6e and 8.6f. At the rst appearance, this may seem counter intuitive.
However, the higher the value of path-loss exponent, the faster is the
signal decay. This indeed implies that under a high path-loss exponent,
interference encountered at typical receiver decreases. Consequently,
p¯ISO increases with an increase in the path loss exponent for a xed
modulation scheme and MAP.
• Lastly, in the case of RSF, the complementary isolation probability
p¯RSFISO decreases with a decrease in the central angle of the forwarding
area φ (see gs. 8.6b and 8.6e). Intuitively, a decrease in φ corresponds
to an increase in the directionality of communication. In other words,
it is very dicult for a transmitter to nd a relay which can decode its
transmission in a very small region. Hence, the geometry of forward-
ing region is also critical in shaping the connectivity and EE of an ad
hoc network.
Average number of
hops.
Lemma 8.3 In an interference limited large scale ad hoc network , the
average number of hops hj required by a typical transmitter y ∈ ΦTX to
communicate with its intended destination xydes located at a distance rSD
can be quantied as,
hj = E(# of hops) ≈ rSD
E(ζ)
,
=
rSD∫
R+
(1−F jζ(r))dr
, (8.27)
where j ∈ {GLB,MFA,RSF}.
proof: Assume that a destination located at a distance rSD from the
probe transmitter can be reached in h¯ hops, then
h¯
∑
i=1
ζi ≥ rSD. (8.28)
For GLB and RSF ζ1, ζ2, ζ3,..., ζ h¯ are i.i.d random variables with mean E(ζ).
Let us dene another stochastic process Ξ such that,
Ξi =
i
∑
t=1
ζt − iE(ζ), (8.29)
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The stochastic process Ξ1,Ξ2,Ξ3, ...,Ξh¯ actually represents stopped random
walk with E(Ξ) = 0 [183]. Using eq. (8.29),
Ξh¯ =
h¯
∑
t=1
ζt − h¯E(ζ),
Taking expectation on both sides,
E(Ξh¯) = E
(
h¯
∑
t=1
ζt
)
−E (h¯)E(ζ),
E(h¯) =
E
(
∑h¯t=1 ζt
)
E(ζ)
. (8.30)
Using the lower bound on E
(
∑h¯t=1 ζt
)
from eq. (8.28) ,
h = E(h¯) ≈ rSD
E(ζ)
. (8.31)
The expectation E(ζ) for GLB and RSF can be quantied as discussed in eq.
(8.25). In the case of MFA, as discussed earlier, progress in each hop depends
on the prior progress. In [184], the authors introduced the notion of nega-
tive quadrant dependence (NQD) of random variables. More specically, two
random variables ζi and ζ j are considered NQD i,
Pr
{
ζi ≥ r1, ζ j ≥ r2
}
= Pr {ζi ≥ r1}Pr
{
ζ j ≥ r2
}
. (8.32)
It can be easily shown that under MFA ζi and ζ j satisfy this denition and
hence are NQD random variables. Applying the strong law of large numbers
(SLLN) for NQD random variables [184],
h ≈ rSD
E(ζ)
. (8.33)

Claim 2: Assuming all other parameters are xed, the average number of hops
required by an arbitrary transmitter y ∈ ΦTX to communicate with its des-
tination located at a distance rSD increases with an increase in the number of
users (λ) in an ad hoc network.
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proof: For instance, consider the average number of hops required by
the probe transmitter to reach its destination under GLB;
h =
rSD∫ ∞
0
(
1− exp
(
− (1− p)
p
sin(δ)
δβ
δ
pi
exp
(
−λpbdβ
δ
pi δ
sin(δ)
rd
)))
dr︸ ︷︷ ︸
A1
.
(8.34)
The integral in denominator A1 represents the expected forward progr-ess;
it decreases with an increasing λ. Consequently, the average number of hops
required to communicate with destination increases with increase in λ. 
Remarks on Claim 2:
Again, the conclusion of Claim 2 is contrary to what has been reported in past
studies [70, 71, 142, 145, 150]. As discussed earlier, in an interference limited
ad hoc network, an increase in the number of users λ will result in a cor-
responding increase in the interference. Due to this increased interference,
progress can only be made in large number of short hops. Notice that the num-
ber of relays per transmitter can not increase unbounded, while keeping the
number of transmitters xed. Hence, the claim that increasing number of
relays will decrease the number of hops is not valid for any positive xed
MAP p. Increasing number of relays per transmitter by decreasing the MAP
comes at the cost of an increased energy consumption and decreased spa-
tial reuse of the spectrum. Care must be exercised while making any design
conclusion for the large scale wireless ad hoc networks; a simple idealistic
model may lead to wrong design conclusions. Fig. 8.7b vouches the Claim 2,
considering variations in user density (λ) and transmitter-destination sepa-
rations (rSD). For a very dense network the average hop count is of the order
of hundreds (g. 8.7b), mainly due to the high amount of interference experi-
enced at relays. Interference forms an ultimate bottleneck on the performance
of dense multihop networks, as increased number of hops correspond to in-
creased latency, decreased probability of successful packet delivery, lower
throughput, unreliable connections and increased energy consumption.
Fig. 8.7a depicts the impact of the modulation scheme and forwarding strat-
egy on the average number of hops (h) required to connect an arbitrary trans-
mitter with its intended destination. Notice that both analytical and simula-
tion results closely match each other. In the best case scenario (GLB), the nu-
meric value of the average number of hops required to connect a transmitter-
destination pair is typically less than their separation distance under BPSK
and 16−QAM modulation. This clearly reects that the number of hops re-
quired to connect a transmitter and its destination depends on the desired QoS.
As in our previous discussion, the average forward progress under MFA and
RSF based GR is lesser than GLB. Hence, hRSF and hMFA typically assume
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(a) Impact of varying β on average number of hops h required for a typical trans-
mitter to reach its destination at distance rSD = 50 with p = 0.5, α = 4,
φ = 2pi3 and λ = 3× 10−3.
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Figure 8.7: Impact of parametric variations on hop count in large scale interference
limited ad hoc network (See eq. (8.27)).
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high values as compared to hGLB for same separation distance. The average
number of hops required to connect an arbitrary transmitter with its desti-
nation may become innite for a very high QoS requirement. This indeed
reects that at such QoS requirements, it is impossible to nd a connecting
path between the source and destination, mainly due to non-zero interfer-
ence and channel impairment process.
Fig. 8.8c depicts that h increases with increasing MAP p. This is intuitive
as increasing p corresponds to increase in average number of transmitters
per unit area and a decrease in the average number of receivers per unit area.
In other words, an increase in p corresponds to a decrease in the average
forwarding node degree. Simultaneously, an increase in p results in the re-
duction of the typical hop length due to the increased interference. Note that
for p = 1, the number of hops required to communicate with the destination
become unbounded due to the interference. Fig. 8.8d depicts that h decreases
with increase in the path-loss exponent α. As discussed earlier, an increase
in α might reduces the link distance, but it reduces the interference as well.
Hence, the increase in α can be helpful in terms of the number of hops re-
quired for communication. Unfortunately, α is not in the system designers
control and depends on the environment in which the network is deployed.EE for a large scale
ad-hoc network
Theorem 8.1 Consider an ad hoc wireless network, where the medium is
shared by transmitters forming a HPPP ΦTX . In such an ad hoc network,
λp transmission sessions originate in a given S-ALOHA time slot. Each
session requires hj hops before it terminates at a destination located at a
distance rSD from a typical transmitter. Each packet is relayed by an arbi-
trary receiver in ΦRX i they satisfy certain QoS and routing constraints
(Section V-B). Then the EE (bits/Joule) of such a large scale interference
limited ad hoc network is given by,
η
j
EE =
B log2 Mp¯
hj
ISO[{
PTX +
(
1−p
p
)
PRX
} (
1+ nHnD
)
+ ρ
]
hj
bits
J
(8.35)
where,j ∈ {GLB,MFA,RSF} and ρ accounts for the energy consump-
tion due to switching from transmit to receive mode. It can be quantied
as,
ρ =
4(1− p)B log2 MPRFPLLTtr
nD
.
proof: The average transmit energy consumption (ETX) per unit area in
a typical S-ALOHA time slot can be computed using eq. (8.3) as,
ETX = λpPTXTslot, (8.36)
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Similarly, the average receive energy consumed per unit area can be evalu-
ated with the help of eq. (8.4),
ERX = λ(1− p)PRXTslot, (8.37)
An additional energy cost is incurred due to switching from the transmit to
receive mode and vice versa,
ESW = 4λp(1− p)PRFPLLTtr (8.38)
where Ttr is the transient time for phased lock loop (PLL). Notice that we
have approximated the switching energy by only considering the dominant
energy consumer involved in the process [131]. In practice, shifting from
one mode to another might incur additional costs due to switching of other
components besides the RF PLL. The average energy consumption per unit
area of the network in a hj hop transmission session is given by,
ETOTAL = hj(ERX + ETX + ESW)
J
m2
. (8.39)
Considering that M−ary modulation is employed by each transmitter, then
Tslot =
(nD + nH)Tsym
log2 M
=
nD + nH
B log2(M)
, (8.40)
ETOTAL =
[
λp
{
PTX +
(
1− p
p
)
PRX
}
(nD + nH)
B log2 M
(8.41)
+ 4 (1− p) PRFPLLTtr] hj Jm2 .
The total number of trac sessions originating at a given snapshot of net-
work is λp. The probability that each session can successfully terminate at
a desired destination rSD away in hj hops is p¯h
j
ISO. Since each trac session
contributes nD bits of useful information the total successful throughput of
the network in hj hops is given by
CTOTAL = λpp¯h
j
ISOnD
J
m2
. (8.42)
Consequently, the EE in successful bits per joule of large scale interference
limited ad hoc network can be quantied from eq. (8.42) and (8.41)
η
j
EE =
ETOTAL
CTOTAL
bits
J
, (8.43)
=
B log2 Mp¯
hj
ISO[{
PTX +
(
1−p
p
)
PRX
} (
1+ nHnD
)
+ ρ
]
hj
bits
J
.
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
Discussion on Theorem 1:
The denition of EE formulated in Theorem 1 captures several key aspects
of a large scale ad hoc wireless network. For instance, the ratio of the num-
ber of header bits nH to the number of data bits nD in a packet quanties the
overhead incurred per packet. This additional overhead will increase the en-
ergy consumption at both transmitter and its associated receiver. The factor(
1+ nHnD
)
in the denominator of eq. (8.35) captures this energy consumption
due to overhead. Another interesting observation from eq. (8.35) follows by
noticing the factor
(
1−p
p
)
PRX . This term reects that for each transmis-
sion the power consumption contributed by the receivers is proportional to
the average forwarding node degree. Hence the formulation of the EE in eq.
(8.35) inherently addresses several performance determinants.
From eq. (8.35) it is obvious that the EE of the network decreases with an
increase in the average number of hops hj. As discussed earlier, the average
number of hops hj is in turn coupled with the transmitter-destination sepa-
ration rSD, MAP p, forwarding area for relay selection (through κ), number
of users λ, modulation order M (through β) and path-loss exponent α. The
EE also decreases with a decrease in the complementary isolation probability
p¯ISO. As per our previous discussion, the complementary isolation probabil-
ity p¯ISO of a node can be completely characterized by the same parameters
which inuence hj, except for the user density λ (see Claim 1). Unfortunately,
none of these parameters are in the system designer’s control with an excep-
tion of λ, p ,φ and M.
a) Impact of φ on the EE of an Interference Limited Network: Increas-
ing φ will increase the complementary isolation probability p¯ISO of a typical
node when RSF based GR is employed. In eect, it may potentially increase
the EE of the network. However, care must be taken before drawing any -
nal conclusion. Notice that we consider the best case scenario for RSF, i.e.,
the maximum forward progress r cos(θ) can be approximated with r. This
assumption implies that cos(θ) ≈ 1. This holds when φ is small. In short,
by increasing φ, the directionality of the transmission is lost and the trans-
mission is forced to go through a longer routes (the average number of hops
(h) increases). The additional cost of transmission/reception due to a longer
route may oset the energy gain obtained by increasing φ. Moreover, in prac-
tice it might deteriorate the performance of network. The longer the packet
is routed in the network, the greater is the chance that it will hit a void and
hence all energy spent in the transmission is wasted.
b) Impact of the User density λ on EE : Decreasing the user density λ will
reduce the interference in the network. As discussed before, it will increase
the average forward progress and hence decrease the h. However, it does not
aect the complementary isolation probability p¯ISO. Thus admission control
or any other method of reducing the number of users (λ) can be useful. In-
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(c) Impact of varying p and λ on the best case (GLB) EE of
an ad hoc network with DC/ZIF transceivers, rSD =
50, Pthb = 10
−3and α = 4 (see eq.(8.35)).
(d) EE considering ad hoc network employing DC/ZIF
transceivers and RSF based GR with varying p and λ,
rSD = 50, Pthb = 10
−3and α = 4 (see eq.(8.35)).
(e) EE considering ad hoc network with DC/ZIF
transceivers and MFA based GR with varying p and
λ, rSD = 50, Pthb = 10
−3and α = 4 (see eq.(8.35)).
Figure 8.8: Energy Eciency of a large scale interference limited ad hoc wireless
network.
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terference reduction is a compelling alternative to user density control. This
requires the application of intelligent signal processing and networking al-
gorithms. We will briey discuss a few potential approaches to accomplish
interference mitigation in Section VI.
Figs. 8.9c,8.9d and 8.9e depict the impact of decreasing λ on the EE of a
large scale ad hoc network. Notice that the number of successful bits trans-
mitted per joule increases with a decrease in λ. However, the rate at which
the EE increases depends on a particular forwarding scheme. In particular,
the scaling behavior of the EE for RSF and MFA is slightly dierent when
subjected to a similar decrease in the user density λ. For dense wireless (
high λ) ad hoc networks, MFA performs better than RSF in terms of EE.
Nevertheless, for sparse networks RSF is signicantly better than MFA.
c) Impact ofModulation orderM on EE : Decreasing the modulation order
M will decrease the number of hops h required for communication with des-
tination. However, it also reduces the EE by decreasing the log2 M factor in
(8.35). The average number of hops h, the complementary isolation probabil-
ity p¯ISO and amplier eciency αamp (Section IV) are all functions of M. For
M-QAM, amplier eciency (αamp = 3
√
M−1√
M+1
[130, 131]) decreases with an
increase in M . In other words, transmit energy consumption increases with
increase in M. Hence, the relationship of M with EE is not straightforward.
It can be shown that there exists an optimal M which will maximize the
EE of an interference limited network. Nevertheless, this optimal value of
M only exists for a very small MAP p. This optimal value of M is dierent
for dierent forwarding strategies and is independent of the transceiver ar-
chitecture. Fig. 8.8b corroborates these arguments by simulating (8.35). Note
that the MAP p in g. 8.8b is quite small. It can be easily shown that even
for p = 0.1, there does not exist any optimal M > 2. Indeed, BPSK be-
comes an optimal choice for any MAP p ≥ 0.1. In summary, the widely
prevalent hypothesis [130, 131] that there exists an optimal M which maxi-
mizes the EE is only valid for interference free networks (i.e., very small MAP
p) and breaks down as soon as interference is considered. Perhaps it should
also be highlighted that for xed Pthb , an increase in M reects increasing
QoS requirement. As discussed before, it may not be possible to meet the
high QoS in the presence of non-zero interference. Consequently, for high
QoS requirement, QoS voids are very frequent which result in zero forward
progress with innite energy expense (EE is zero, see g 8.8b).
d) Impact of MAP p on EE : Decreasing MAP p increases EE by decreas-
ing h and increasing p¯ISO. However, reduction in p increases the average
forwarding node degree 1−pp . Such an increase in the average forwarding
node degree implies that most of the nodes will deplete their energy in the
listening mode. Consequently, there exists an optimal value of p for which
the EE of the network is maximized. Fig. 8.8a shows the EE of network with
GLB, MFA and RSF against varying p. An optimal value of p depends on the
234 on the energy efficiency of large scale interference limited networks
forwarding strategy and is independent of the transceiver architecture. This
implies that the MAP p is a cross layer parameter and in order to maximize
the overall EE of the network, MAP p should be selected in conjunction with
the routing strategy.
The optimal value of p lies near 0.1 or even below for a xed user density
λ = 3× 10−3. Notice that the optimal MAP ( say p∗op) depends on the user
density λ. Higher values of p∗op can be obtained by decreasing λ or equiva-
lently bymitigating the co-channel interference. Figs. 8.9c ,8.9d and 8.9e depict
the optimal value of p for varying user density λ.
At this juncture, we should highlight that the selection of an optimal MAP
p∗op may only be optimal considering the EE of interference limited network.
Other important parameters which can not be neglected while optimizing
p are the network connectivity and average forward progress. We are in-
terested in the question that whether a particular choice of p is optimal in
terms of all parameters, i.e., it maximizes the average progress ζ, minimizes
the complementary isolation probability p¯ISO and also maximizes the EE
of the network. The optimum MAP p∗e is the MAP which ensures that the
probability of isolation pISO for a typical transmitter is less than e. From
8.26,
p∗e =
sin(δ)κ j1
κ
j
1 sin(δ)− δβ
δ
pi ln(e)
. (8.44)
Fig. 8.9a depicts the e−optimal MAP with varying modulation order M.
This further consolidates our argument, i.e., optimal MAP is a cross layer
parameter which depends on both physical layer parameters such as modu-
lation order M and routing mechanism (see 8.9a). Also note that the value
of e−optimal MAP p∗e in g. 8.9a is of the same order as of the MAP which
optimizes the EE p∗op. Fig. 8.9b depicts average forward progress with vary-
ing MAP p. It is clear from 8.9b that the MAP which maximizes the average
forward progress is also of the same order as p∗e and p∗op. In summary, opti-
mizing the MAP p to attain e-isolation probability or to maximize forward
progress will also result in a network with good EE performance.
d) Impact of Transceiver Architecture & Sleep Scheduling on EE: Fig.
8.8a shows the overall EE of the network where users employ one of the
three dierent transceiver architectures introduced in Section III. Due to
the low power consumption, the DC/ZIF architecture is more energy ef-
cient than LIF and the traditional SH transceiver. Consequently, the DC
transceiver can support a successful transmission of approximately 100 ad-
ditional bits per joule as compared to the SH transceiver at p∗op. The LIF
transceiver consumes more power than a DC transceiver. However, its power
consumption is lesser than that of a SH transceiver. Resultantly, the LIF
transceiver provides a comparable performance to the DC transceiver. From
g. 8.8a, it is obvious that the power consumption of the underlying transceiver
architecture plays an important role in shaping the overall EE of the network.
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Hence, optimization of hardware to ensure low power operation can bring
signicant gains in terms of network EE.
Sleep scheduling, is often employed to reduce energy consumption in
wireless networks. The key idea behind sleep scheduling is to reduce energy
consumption by idle listening [140]. However, in large scale interference
limited wireless networks, sleep scheduling will reduce the density of relays.
Consequently, it may further deteriorate the EE of the network. From a prac-
tical perspective, it is dicult to implement sleep scheduling for S-ALOHA
or CSMA/CA type protocols.
8.7 conclusions
In this chapter, we quantied the EE of a large scale interference limited ad
hoc wireless network by considering three bottom layers of the OSI proto-
col stack. Utilizing the techniques from stochastic geometry, we modied
traditional GR to accommodate the user’s QoS constraints. We quantied
the average single hop forward progress, node isolation probability and the
average number of hops required to connect an arbitrary transmitter to its
destination. We employed these statistics to quantify the overall EE of the
large scale ad hoc network. Our quantication explicitly addresses the ge-
ometry of forwarding areas, co-channel interference, spatial conguration
of nodes and the channel impairment process. Moreover, we also considered
the power consumption of the user’s communication hardware by consider-
ing three dierent transceiver architectures.
Part IV
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C O N C L U S I O N & F U T U R E W O R K
9.1 summary
In this thesis, we developed a stochastic geometric models for characterizing
the aggregate interference in the large scale cognitive radio network (CRN).
We demonstrated that the operational environment for both the primary and
the secondary user’s is determined by the co-channel interference. In turn,
co-channel interference is function of several link and node level dynamics.
The aggregate interference is performance bottleneck from both spectral and
energy eciency perspective. Consequently, the network and protocol oper-
ations should be engineered to shape the interference environment such that
deployment can attain maximum spectral eciency at the cost of minimum
energy expense. Thus in the light of current thesis, we argue that cognition
has a broader meaning than usual interpretation. Eectively, cognition is
a way forward to enable intelligent co-existence for ecient utilization of
innitely renewable spectrum.
In their basic form dynamic spectrum access (DSA) algorithms provisioned
by employing cognitive radios (CRs) are essentially co-existence mecahnisms.
The secondary or CR users must implement co-existence mechanism in terms
of interference control, avoidance and/or coordination with the legacy users.
In chapter 2, we investigated the DSA paradigm where spectrum sharing
is provisioned by introducing a spatial no-talk zone for controlling the ag-
gregate interference. We computed the minimum radius of the guard-zone
which is required to ensure that the primary user’s link success probability
(SP) remains above its desired threshold. It was shown that the radius of
the no-talk region: (i) reduces with the a reduction in the isolation proba-
bility threshold mainly due to a reduction in the medium access probability
(MAP); (ii) decreases with an increase in the directionality of the forward-
ing protocol; (iii) increases with an increase in secondary user density. Since
multihop transmission in large scale CRNs are highly directional towards
the intended destination, the required radius of guard-zone at primary re-
ceiver may be very small. This indeed implies that increasing the direction-
ality of transmission in the employed packet forwarding mechanism and a
small MAP provides CRs with huge spatial foot-print which can be treated
as a white-space. However, the spatial white-space comes at the cost of low
duty cycle, which is due to employing a lower value of MAP. Hence tempo-
ral white-space is traded for spatial white-space. A key design insight from
such temporal vs. spatial tradeo is that the aggregate interference can be
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managed using multiple dimensions. As a matter of the fact more eective
scheme should distribute the aggregate interference across these dimensions
in an optimal manner. The denition of ’optimal’ in current context is opti-
mal in the sense of spectral eciency.
While implementing, the guard-zone based interference protection is straight-
forward for a large scale CRN co-existing with a single PU link, this is not
the case in the presence of multiple active PU links. With multiplicity in
PU links, CRs are eectively required to track whether they are inside or
outside such no-talk zones. This translates the interfernece control problem
into the interference avoidance issue. In such a case, it is natural to explore
other dimensions (besides spatial dimension) which can be exploited to pro-
vision the interference control. As noted in the previous discussion, one such
dimension is MAP. In chapter 3, we studied the spatial throughput of the
multi-antenna multi-hop CRN under MAP adaptation. A QoS aware rout-
ing was proposed for relaying the data from the CR source to its intended
destination. MIMO MRC and MRT were employed on hop-by-hop basis. It
was shown that there exists an optimal MAP which maximizes the spatial
throughput of the secondary network. However, this MAP may lie beyond
the permissible operational regime enforced by the primary network. The
optimal MAP is strongly coupled with the number of antennas employed
by the secondary user. It was also shown that multiple antennas result in a
win-win situation for both the primary and the secondary users.
The existence of the optimal MAP motivated us to inspect the design space
of the cognitive underlay networks in more comprehensive manner. It was
shown that there exists another degree of freedom, i.e., the transmit power
which can be employed to extend the operational regime. The so called adapt-
and-optimize strategy was proven to be optimal for all the considered net-
working paradigms. Several interesting properties of the optimal operating
points were studied (see chapter 4).
Departing from the interference control, the second part of this thesis fo-
cused on interference avoidance strategies for co-existence between the pri-
mary and the secondary users.In chapter D, we investigated analyzed the
performance of the primary link in the presence of the co-channel interfer-
ence from the mis-detecting CRN. The key results can be summarized as
follows:
• In TX based sensing, CR transmitters perform spectrum sensing using
a MF or an ED. Based on the inference drawn from the spectrum sens-
ing process, the CR TXs transmit with a probability p or defer their
transmission with a probability (1− p). In such a scenario,
– An increase in the secondary user density (λTXs ) or equivalently
an increase in the MAP (p) increases the OP of the primary link
or equivalently decreases the primary’s throughput and ergodic
capacity.
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– An increase in the required SIR threshold (γp) of the primary
which partially reects the stringent QoS constraint or an in-
crease in the link distance of primary (rp) results in a higher OP
of the primary user.
– The OP of the primary user decreases with an increase in the
beacon channel SNR (γb) or with an increase in the ratio of pri-
mary’s transmit power to the secondary’s transmit power (η).
– The OP of the primary also depends upon its own exclusion re-
gion. Interestingly the OP of the primary does not readily de-
crease with an increase in the radius of the exclusion region un-
til a certain value of re. This threshold value of re depends upon
the path loss exponent α. Beyond the threshold value of re the
OP of the primary decreases with increase in re or equivalently
the throughput and ergodic capacity increases.
– The OP of primary user scales as O
(√
λTXs
)
. In the case of tra-
ditional ad hoc networks similar scaling is observed with respect
to primary users. This indicates that although spectrum sensing
and MAC are employed by the secondary transmitters, they are
still capable of causing comparable performance deterioration as
caused by interfering primary users which do not employ spec-
trum sensing.
• In RX based spectrum sensing, CR receivers perform spectrum sensing
using a MF or an ED. Since the distance between the primary receiver
and the CR TX and the link distance between the CR RX and the pri-
mary receiver is not the same, the CR RX can provide superior or in-
ferior detection performance depending on the coecient of distance
variation (c). Hence the CR TX can minimize the outage incurred at
the primary receiver by delegating sensing responsibility to the CR
RX when spatial conguration of the CR RX is better than the CR TX
relative to PRX . We have studied two extreme spatial congurations
for the CR RX, i.e., worst and best case conguration. Moreover,
– The ED is less sensitive to the spatial conguration of the re-
ceiver than is the MF in the worst case scenario. This reveals that
there exists a trade o between OP performance, complexity of
implementation and insensitivity to the spatial conguration of
receiver.
– The MF, which is more sensitive to the spatial conguration, can
at worse perform as bad as the ED for certain values of c.
• In TX-RX based spectrum sensing, both the CR TX and RX perform
the spectrum sensing. The inferences drawn from the spectrum sens-
ing process are combined using either greedy or content strategy. Fur-
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thermore, CR TX and RX may each employ dierent type of detec-
tors. This results in four possible combination of detectors (MF,MF),
(ED,ED), (ED,MF) and (MF, ED).
– In Greedy strategy, if either the CR TX or RX fail to detect the
primary’s beacon, the CR TX assumes the channel to be free. The
greedy strategy is dominated by the worst detector from the CR
TX and RX.
– In Content strategy, if both the CR TX and RX fail to detect the
beacon, the CR TX assumes the channel to be free. The content
strategy is dominated by best detector from the CR TX and RX.
• The throughput of the primary user depends on the OP in a comple-
mentary manner. Hence network parameters which may cause an in-
crease in the OP equivalently cause a decrease in throughput. Also
there exists a distinct SIR thresholdγ∗p of the primary for which through-
put is maximized.
• The ergodic capacity of the primary can be calculated by using the OP
function of the primary as distribution of SIR. The ergodic capacity of
the primary user decreases with increase in the OP.
• The self-coexistence constraint plays a vital role in characterizing the
OP of the primary receiver. Ignoring self-coexistence results in an
over-estimation of the outage incurred by the primary user.
• We have shown that there exists an optimal MAP (popt) for which the
primary’s desired QoS parameters are always satised.
The developed moment matching approach for modeling the distribution of
aggregate interference is employed in chapter 6 to study the transmission
capacity(TC) of the primary network. It is shown that the TC scales expo-
nentially with the density of the primary network, while the scaling with
respect to the secondary network density follows a power-law behavior.
In chapter 7, we revisit the problem of interference modeling for quantiy-
ing the OP of the primary user. A novel upper-bound for near exact charac-
terization of the Laplace transform of the aggregate interference is presented.
It is shown that there exists an optimal value of desired SIR threshold and
link distance which will maximize the primary user’s performance. While
we attempted to explore the design space of cognitive interweave networks
at its fullest there are still huge technical challenges which can be stated
as open issues. We will defer the discussion of these issues untill the next
section.
Since the aggregate interference not only characterizes the spectral per-
formance but it also shapes the energy consumption in large scale network,
9.1 summary 243
we dedicated third part to explore the relevant issues.In chapter , we devel-
oped stochastic geometric model to characterize the energy eciency of the
interference limited ad hoc network. Our results demonstrated that:
• Network interference is the ultimate bottleneck on the energy e-
ciency performance of a dense wireless ad hoc network.
• An optimal routing protocol should be designed to provide a constant
forward progress irrespective of the source-destination separation.
• The user density, routing strategy, modulation scheme and average
forwarding node degree are the only degree of freedom which net-
work designer can exploit to maximize (average) single-hop progress.
• The node isolation probability can not be decreased to zero by increas-
ing the number of relays, either by increasing the user density or by
decreasing the MAP. As a matter of fact, the node isolation probability
is independent of the user density.
• The number of hops required by an arbitrary source to reach its desti-
nation increases with an increase in the user density. In other words,
in an interference limited network progress can only be made by a
large number of small hops.
• Both node isolation and hop count are relative to the desired QoS.
• The EE of the network can be increased by mitigating interference or
by implementing user density control.
• There exists an optimal MAP which maximizes the energy eciency
of the large scale ad hoc network. This MAP is cross-layer parameter
and depends on both the routing and the modulation schemes.
• The MAP which maximizes the energy eciency, also minimizes the
node isolation probability and maximizes the average forward progress.
• There may not exist any M > 2 (for an M−ary modulation scheme)
which will maximize the energy eciency of the network. In such a
case BPSK is always optimal.
• The communication hardware platform of user’s can be optimized to
realize large gains in terms of energy eciency.
The key take-away from this thesis is that in order to optimize either the
energy or the spectral eciency, interference environment should be shaped
using the avialable degree of freedoms in an optimal manner.
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9.2 future work
Lastly, we would like to summarize some of the promising research direc-
tions which have been identied as the result of this study.
9.2.1 Guard-zone Empowered Interference Control
In light of the aforementioned conclusions, it is obvious that secondary users
should employ a very low MAP which inturn will result in small guard-zone
for the primary and more spatial white-space for the secondary users. If
the secondary network is deployed in a nite area, reduction in the radius
of the guard-zone implies that more secondary users can be accomodated.
However, notice that the reduction in radius is obtained at the cost of lower
MAP, i.e. reduction in the density of the active users. Furthermore, the den-
sity of the active transmitters dictates the network wide area spectral e-
ciency. Hence, there exists an optimal MAP which will maximize the area
spectral eciency. This optimal MAP will correspond to the point where
gain obtained by recovering more network area will oset the reduction ex-
pereinced due to decrease in density. Quantication of this optimal point
still remains an open issue.
Another interesting observation from chapter 2 is that the increase in di-
rectionality of the forwarding protocol reduces the radius of the guard-zone.
We notice that directional antennas can also improve the directionality of the
transmission. Hence, we believe that geometric congurations of antenna ar-
rays such as uniform linear array (ULA) or uniform circular array (UCA) can
be employed to reduce the radius of the guard-zone. More interestingly, the
OP of the primary can be employed as a constraint to design the geometry
of the array such that co-existence is guaranteed. While the geometry of
the transmit array is constrained, the geometry of the receive array may be
exploited to increase the throughput of the secondary network.
Guard-zone empowered interference control is of prime importance in
context of emerging small-cell paradigm. The small-cellular networks are
envisioned to maximize the spectral performance by aggresive reuse of the
Hertzian medium. Such aggresive re-use may require small cells to share the
same spectrum as with existing macro base stations. Due to the high transmit
power of the macro (specially in the cell center), small cells can only utilize
the same spectrum towards the cell edges. This naturally induces a guard-
zone on the primary, i.e., macro base station. In this context, the geometry
and tilts of antenna array provide a degree of freedom which can be exploited
to harness more spatial transmission opportunites. Notice that there is no
multi-hop transmission in this context hence directionality can not be tuned
by employing routing protocol with highly directional geometry.
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9.2.2 Underlay Networks with MAP and Transmit Power Adaptation
The future research directions are envisoned to address the following design
issues:
1. MIMO MRC and MRT based forwarding requires the potential relays
to provide principle eigen-vector as a feedback to the transmitter. In
characterizing the performance of the MIMO multihop CRN, we as-
sumed that feedback channel is error free. However, in more practi-
cal setup the feedback channel will have propagation errors, delays,
quantization noise etc. Hence the framework needs to be extended to
quantify the losses due to imperfect channel state information.
2. We also notice that the performance of the MIMO MRC networks
can be improved by exploiting multiple antennas at receiver to can-
cel some of the interference (see [84]). While cancelling interference
from primary network may be dicult, CRs can still partially cancel
the inter-network interference.
3. Antenna selection can be employed by at CRs as an alternative to the
MIMO MRC scheme. The key advantage is that the amount of feed-
back required will be signicantly reduced.
4. As indicated by the chapter 4, performance of the MIMO multi-hop
networks can be further improved by adapting the transmission power.
Optimal transmission power is expected to be the function of the num-
ber of antennas and adopted modulation scheme. Characterization of
the optimal power remains an open issue.
Again in the context of the emerging small cellular paradigm, Slotted-ALOHA
can be implemented in the frequency domain. Then the problem studied in
chapter 3 and 4 can be restated with some modications into more interest-
ing problem of spectrum sharing between femto and macro cells. Notice that
multiple antennas provide an additional degree of freedom which can be ex-
ploited for the interference management in such small cellular 5G networks.
9.2.3 Interference Modeling in Interweave Networks
9.2.3.1 Performance Evaluation of the Secondary User
Taking a step further, we would like to highlight some of the open issues
in the domain of statistical characterization of the interference in spectrum
sensing CRN. Besides interference, outage, throughput and ergodic capac-
ity of the primary, a CRN designer is also interested in similar metrics for
the secondary network. All these metrics require statistical characterization
of interference encountered by a secondary receiver. Note that the amount
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of interference encountered by a CR receiver depends upon its location and
hence varies from CR to CR. This is due to the fact that the primary user also
causes interference for CRs which mis-detect the presence of the primary.
Consequently, the interference experienced at any CR receiver is caused by
other CRs transmitting concurrently and also by the primary transmitter.
Treatment of both these interferences which are indeed coupled by the spec-
trum sensing process poses a great challenge and still remains a open issue.
We would also like to point out that, some approximations for such a sce-
nario can be made by using the theory of second order intensity re-weighted
[60] point processes. The issue of interference characterization becomes fur-
ther intricate when multiple primary users are also present. So complete
characterization of all four interferences, i.e., primary to primary, secondary
to secondary, secondary to primary and primary to secondary remains an
open issue when both primary and secondary networks exercise multiplic-
ity.
9.2.3.2 Impact of Threshold Model
In quantifying the performance of the primary network, the detectors per-
formance curve is often approximated by an indicator function. This because
the exact expression for the probability of detection cannot be employed for
further analysis. Under such an approximation the aggregate interference
is under-estimated as the CRs satisfying the threshold criteria also interfere
with a non-zero probability. Hence an alternative route needs to be devised
for exact analysis.
9.2.4 Energy Eciency in Large Scale Networks
In the chapter 8, we demonstrated that the EE of a large scale ad hoc network
is predominantly limited by interference. The optimal MAP which guaran-
tees maximum EE of the network is quite small. Consequently, the spatial
reuse of the spectrum is quite low. A MAP with larger p can be provisioned
by decreasing the user density or by mitigating the interference. There are
several intelligent signal processing algorithms which can be employed to
attain these objectives. Our work can be extended to study the following
viable options:
• Power control: Although power control will reduce the amount of in-
terference, it is dicult to devise a power control algorithm for long
hop routing. While it might be feasible to obtain channel state infor-
mation (CSI) from the nearest neighbor, it is extremely dicult to do
the same for the farthest.
• Interference Cancellation: Interference cancellation (IC) can potentially
improve the EE of wireless networks. However, the overhead associ-
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ated in performing IC may oset the energy gains. It is far from ob-
vious, whether there exists such an operational regime in which IC
maximizes the network energy eciency.
• Interference Alignment: Interference alignment (IA) can also provide
large gains in terms of EE. However, the feasibility of IA in random
networks with various dynamics is still an open question.
• MIMO communication: MIMO communication such as transmit and
receive beamforming will reduce the amount of interference. Conse-
quently, it will improve the EE of the large scale network. However,
the number of transceiver radio chains also increases with the number
of antennas. In other words, MIMO radio platforms consume more en-
ergy than SISO platforms. Whether there exists an optimum number
of antennas that maximizes the EE of wireless network is also an open
issue.
• CR enabled spectrum sharing: Both the problem of EE and spectrum
scarcity originate from the same source, i.e., increase in high bit rate
applications. Hence it is intuitive to ask whether CRs can address both
aspects. There has been alot of buzz that CRs are key enablers for
the green communication. However, we rmly believe that this is an
over-statement. CRs require more awarness to manage the aggregate
interference. Consequently, a CR platform may spend more energy
than traditional radio transceiver. We believe that the only possibility
of implementing the EE communication using CRs is by exploiting the
inherent geometric randomness. More specically, CRs can trade their
cooperation as a price for inicting interference. Mutual cooperation
across the networks can be studied under game-theoretic framework.
We rmly believe that such trading will be the key enablers for CRs
to improve the network-wide EE.

Part V
A P P E N D I X

A
S TAT I S T I C A L P R E L I M I N A R I E S
a.1 measures
σ- additivity:
Denition A.1 The property of σ-additivity implies that the volume of
the set function on a set that can be divided into countable union of subsets
should be equal to the sum of the values of the set function on the subsets.
σ-algebra:
Denition A.2 If a system of subsets X of a ground set X satises the
following conditions;
X ∈ X ,
If A ∈ X then Ac ∈ X ,
If A1, A2, · · · ∈ X then ⋃∞k=1 Ak ∈ X .
Then X is the σ-algebra of X.
The following properties correspondingly become evident from the above;
∅ ∈ X ,
If A1, · · · An ∈ X then A1⋂ · · · An ∈ X , A1⋃ · · ·⋃ Ak ∈ X ,
If A, B ∈ X then A\B ∈ X .
Astraight forward example of σ-algebra is the power set of X.
Borel Set Bd:
Denition A.3 The smallest σ-algebra onRd that contains all open sub-
sets of Rd is called the borel set.
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Measurable Space:
Denition A.4 The set X and its σ-algebra X , together form a measur-
able space [X,X ].
A function f : X →R is said to be X - measurable if for all Borel sets
B ∈ B1 the inverse image f−1(B) = {x ∈ X : f (x) ∈ B} belongs to
the σ-algebra X associated with X.
Ball
The d-dim. ball (d ∈N) with radius r ∈ R+ is:
bd(c, r) ≡ {x ∈ Rd : |x− c ≤ r|} ,
where c is the center of the ball such that c ∈ Rd .
Lebesgue Measure:
Denition A.5 It is a way to standardize the length, area and volume
of the subsets in Euclidean space. For a family of Borel sets dened in
Euclidean space, it is dened over the measure space
[
Rd,Bd]as;
vd(Q) = (v1 − u1) · · · (vd − ud)
where, Q = [u1, v1]× . . .× [ud, vd].
Lebesgue measure for d = 1 corresponds to length, d = 2 to area and
d = 3 to the volume measure.
The d- dimensional ball has the Lebesgue measure
bd(c, r) = cdrd
where
cd ≡

pi
d/2
(d/2)! even d
1
d!pi
d−1/22d
(
d−1
2
)
! odd d
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a.2 poisson point process
General Poisson
point process [60]:
Denition A.6 A general Poisson point processΠwith intensity mea-
sureΛ(diuse Radon measure) onR2 is a point process with the follow-
ing two properties:
1) Poisson distribution of point-counts: the number of points in a
bounded region A ⊆ R2 follows the Poisson law with mean Λ(A).
If the Radon measure [60] Λ has density with respect to the Lebesgue
measure then it is given by
Λ(A) =
∫
A
λ(x)dx. (A.1)
where, λ(x) is called the intensity function of the general Poisson point
process. The General Poisson point process with intensity measure of
the form (A.1) is also known as Non-homogeneous Poisson point pro-
cess (NHPPP). The denition of HPPP (discussed earlier) follows from
(A.1) with Λ(A) = λ ∫A dx.
2) Independent Scattering: the number of points in k disjoint compact
subsets of R2 form k independent random variables.
Void Probability:
Denition A.7 For a Poisson point processΠ containing points {xi} ,the
probability that there are no points in a ball bd(o, r) given as
P (Π(bd(o, r)) = 0) = e−λcdr
d
is called the void probability. Here, cd is as dened earlier.
Mapping Theorem:
Denition A.8 Let Φ be an in- homogeneous PPP on Rd with intensity
function Λ, and let f : Rd → Rs be measurable and Λ
(
f−1 {y}) =
0 for all y ∈ Rs . Assume further that µ(B) = Λ( f−1(B)) satises
µ(B) < ∞ for all bounded B. Then f (Φ) is a non-homogeneous PPP on
Rs with intensity measure µ.
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Denition A.9 Let Π1 ={xi} , be a PPP in Rd of intensity λ, and Π2
{ti} , a PPP in R of intensity 1. Then:
λcd |xi|d = 2 |ti| , i ∈N
Distance Mapping :
a.3 thinned point process
The thinning operation over a HPPP Π uses a denite set of rules to delete
certain points of Π. The resulting process (Πt ⊆ Π) is known as thinned
point process.p-thinning :
Denition A.10 A p-thinned Poisson point process Πt ⊆ Π on R2 is
constructed by retaining each point of a HPPP (Π) with probability p and
deleting it with probability 1− p. The retaining operation of a point is
independent of the other points and the location of the point.
It can be easily shown that the p-thinning of a HPPP with intensity λ results
in another HPPP with intensity λp.
Position dependent
thinning :
Denition A.11 Consider a measurable function f : R2 → R and an
indicator random variable
1( f (x)) =
1 f (x) ≥ c0 f (x) < c , (A.2)
where c is an arbitrary constant. Then a position dependent thinning of
a HPPP Π is dened as
Πt = {x ∈ Π : 1( f (x)) = 1}. (A.3)
The density of a point process resulting from the position dependent thin-
ning of a HPPP is given by Λ(A) = λ ∫A 1( f (x))dx. The position depen-
dent thinning can also be treated as a Marked Poisson point process (MPPP)
(see [60] for details).
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Generating
functional of HPPP
[60] :Denition A.12 Let f : R2 → [0,∞) be a measurable function on
a HPPP Π, then the probability generating functional (PGFL) of Π is
given by
G( f ) = E
(
∏
x∈Π
f (x)
)
, (A.4)
= exp
(
−
∫
(1− f (x))Λ(dx)
)
,
where, E(.) represents statistical expectation.
Silvnyak & Mecke
Theorem [60] :
Denition A.13 For a HPPP the reduced Palm distribution equals the
distribution of HPPP (i.e.,P!o ≡ P). Consequently, if an additional point
is introduced at some location x in a HPPP it does not change the dis-
tribution of the point process.
Shot Noise process :
Denition A.14 A (sum) SN process is a real-valued random process
Σ(x), indexed by the continuous parameter x ∈ Rd, that is a functional
of an underlying (stationary) point process = Π1 ={xi} ⊂ Rd, where
ΣlΠ(x) ≡ Σi∈Πhi (l |xi − x|) x ∈ Rd
Here l : R+ → R+ is a linear time-invariant impulse response function and
{hi} is a collection of i.i.d. nonnegative RVs.
Stable RV and
distribution. :
Denition A.15 Let x ∼ F and(x1, ........, xn) be iid from F. Say x is
a stable RV (F is a stable distribution) if for each n ∈ N, there exists
numbers(an, bn) such that
anx+ bn = x1 + ....+ xn.

B
A P P E N D I X T O C H A P T E R 3
cdf of maximum eigenvalue of H †H
From (3.9) , the ( i , j) th entry of the Ψ c (z) can be written as
{Ψ c (z)} i , j = ( i + j − 2) !
(
1 − ∑ i+ j−2k=0 exp(−z)z
k
k !
)
. (B.1)
Taking the derivative of (3.6) and evaluating the determinant, the PDF of the
maximum eigenvalue can be written as
fΛmax (x) =
1[
∏
Np
k=1
(
Np − k
)
!
]2 ddx det(Ψ c (x)) , (B.2)
=
∑
Np
i=1 exp(− i x) ∑
2Np i−2 i2
m=0 a i ,m x
m[
∏
Np
k=1
(
Np − k
)
!
]2 ,
where a i ,m is the constant coecient which depends on m and i. Integrating
(B.2), we obtain the CDF as
FΛmax (z) =
∑
Np
i=1 ∑
2Np i−2 i2
m=0 a i ,mγ(m + 1, i z)
im+1
[
∏
Np
k=1
(
Np − k
)
!
]2 , (B.3)
=
(a)
Np
∑
i=1
2Np i−2 i2
∑
m=0
d i ,m
(
1 − exp (− i z)
m
∑
k=0
( i z)k
k !
)
where (a) follows from (3.9) and d i ,m is given by
d i ,m =
m !a i ,m
im+1
[
∏
Np
k=1
(
Np − k
)
!
]2 . (B.4)
Noticing that the CDF is in the form of weighted sum of elementary Gamma
CDFs
Np
∑
i=1
2Np i−2 i2
∑
m=0
d i ,m = 1. (B.5)
Finally, (3.8) is obtained by substituting (B.5) into (B.3).
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C
A P P E N D I X T O C H A P T E R ? ?
derivation of the laplace transform of the aggregate in-
terference
Using the denition of the Generating functional for the Marked Poisson
point process [60], we can write (7.21) as
LI(s)=exp
−∫ ∞0
∫ ∞
0
(
1− exp (−shr−α)) λI(h, r)drdh︸ ︷︷ ︸
A

Now A can be computed as
A = EH
(∫ ∞
0
(
1− exp (−shr−α)) λTXs dbdrd−11Ith (r, h) dr) ,
= EH
(∫ ∞
0
(
1− exp (−shr−α)) λTXs dbdrd−11Ith (Pshr−α ≤ Ith) dr) ,
= EH
(∫ ∞
0
(
1− exp (−shr−α)) λTXs dbdrd−11Ith (r ≥ (h/I¯th)1/α) dr) ,
= EH

∫ ∞
(h/I¯th)
1/α
(
1− exp (−shr−α)) λTXs dbdrd−1︸ ︷︷ ︸
B
 dr,
Let z = (h/I¯th)
1/α and δ = dα , then B can be evaluated by using integration
by parts as
B = λTXs bd
[(
1− exp (−shr−α)) rd∣∣∣∞
z
+ α
∫ ∞
z
shrd−α−1 exp(−shr−α)dr
]
,
= λTXs bdh
δ
[
sδγl (1− δ, sI¯th)− (1− exp (−sI¯th)) I¯−δth
]
.
Finally, using B then
A = λTXs bdEH
(
hδ
) {
sδγl (1− δ, sI¯th)− (1− exp (−sI¯th)) I¯−δth
}
, (C.1)
= λTXs bdEG¯1,G2
(
(G¯1G2)
δ
) {
sδγl (1− δ, sI¯th)− (1− exp (−sI¯th)) I¯−δth
}
,
= λTXs bd exp
(
µ2
2
)
Γ
(
msp + δ
)
Γ(msp)
{
sδγl (1− δ, sI¯th)− (1− exp (−sI¯th)) I¯−δth
}
.
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where µ =
(
d(σpp+σps)ζ
α
)
.
D
A P P E N D I X T O C H A P T E R 5
d.1 cumulants for the aggregate interference (κn ) under
tx based detection
In this section, we derive a closed form expression for the aggregate inter-
ference experienced at the primary receiver when CRs employ either MF or
ED at transmitters to sense the presence of the primary.
κn =
∫ ∞
0
∫
Rd\b(0,r e )
(h l˜ (r))nλ I NT (h , r)dr fH (h)dh ,
= pλTXs dbdEH
[∫ ∞
r e
hn rd−αn−11tMD (γ(h , r))dr
]
, (D.1)
= pλTXs dbdEH
[∫ ∞
r e
hn rd−αn−11tMD
(
Pbh
σ2b r
α
< γ tth
)
dr
]
,
= pλTXs dbdEH
∫ ∞
r e
hn rd−αn−11tMD
r > ( Pbh
σ2b γ
t
th
) 1
α
 dr
 ,
= pλTXs dbd
∫ ∞
0
∫ ∞
max
r e ,( γb h
γ tth
) 1
α
 hn rd−αn−1dr fH (h)dh ,
= pλTXs dbd
∫ γ tth rαeγb
0
∫ ∞
r e
hn rd−αn−1dr fH (h)dh
+
∫ ∞
γ tth r
α
e
γb
∫ ∞(
γb h
γ tth
) 1
α hn rd−αn−1dr fH (h)dh
 ,
=
pλTXs dbd
αn − d
[{
Γ (n + 1) − Γ
(
n + 1,
γ tth r
α
e
γb
)}
rd−αne
+ Γ
(
d
α
+ 1,
γ tth r
α
e
γb
) (
γ tth
γb
)n− dα  .
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Employing the fact that γ l (a , b) = Γ(a) − Γ(a , b) with µ1 = n + 1
and µ2 = dα + 1, we obtain t
κn =
pλTXs dbd
αn − d
[
γ l
(
µ1 ,
γ tth r
α
e
γb
)
rd−αne
+ Γ
(
µ2 ,
γ tth r
α
e
γb
) (
γ tth
γb
)n− dα  . (D.2)
d.2 computation of the cumulants under content trans-
mitter strategy
In this section, we evaluate the cumulants of the aggregate interference in-
icted by CRN under content transmitter strategy.
κcontentn,(t1,t2) = pλ
TX
s dbd
∫ ∞
0
∫ ∞
re
hnrd−αn−11t1MD(γ(h, r)) (D.3)
× 1t2MD(γ(h, r˜))dr fH(h)dh,
= pλTXs dbd
∫ ∞
0
∫ ∞
re
hnrd−αn−11tMD
(
γbh
rα
< γt1th
)
× 1tMD
(
γbh
cαrα
< γt2th
)
dr fH(h)dh,
= pλTXs dbd
∫ ∞
0
∫ ∞
max
re,( γbh
γ
t1
th
) 1
α
,
(
γbh
cαγ
t2
th
) 1
α
 h
n
× rd−αn−1dr fH(h)dh,
= pλTXs dbd
∫ ∞
0
∫ ∞
max
(
re,η1h
1
α ,η2h
1
α
) hn
× rd−αn−1dr fH(h)dh,
= pλTXs dbd
∫ ∞
0
∫ ∞
max
(
re,max(η1,η2)h
1
α
) hn
× rd−αn−1dr fH(h)dh,
where, η1 =
(
γb
γ
t1
th
) 1
α
and η2 =
(
γb
cαγt2th
) 1
α
.
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e.1 derivation for the mgf of the aggregate interference
generated by the primary user
As discussed earlier, the accumulative interference from the secondary trans-
mitters employing ALOHA type MAC is
Isec = ∑
ieΦmd,txs (λ
md,tx
s )
Hil(ri) (E.1)
the MGF of Isec is given by
MIsec = E (exp (−sIsec)) (E.2)
= E
exp
−s ∑
ieΦmd,txs (λ
md,tx
s )
Hil(ri)

= E
 ∏
ieΦmd,txs (λ
md,tx
s )
EH (exp (−sHil(ri)))

Using the PGFL of Poisson point process MGF can be written as
MIsec(s) = exp
(
−
∫ ∞
o
∫ ∞
re
(1− exp (−shl(r))) λmd,txs (r) fH(h)drdh
)
(E.3)
This MGF cannot be expressed in closed form. Hence, using the cumulant
generating function (CGF)
KIsec(s) = ln(MIsec(s)) (E.4)
= −
∫ ∞
o
∫ ∞
re
(1− exp (−shl(r))) λmd,txs (r) fH(h)drdh
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Then nth cumulant can be expressed as
κn =
dnKIsec(s)
dsn
(E.5)
=
∫ ∞
o
∫ ∞
re
hnl(r)nλmd,txs (r) fH(h)drdh
=
∫ ∞
o
∫ ∞
re
hnr−αn fH(h)dbdρsλsrd−11md(γ(r))drdh
= dbdλsρs
∫ ∞
o
hn fH(h)
∫ ∞
max
(
re,
(
h
γ th
) 1
α
) rd−αn−1drdh
=
dρsλsbd
αn− d
[
γlow (n, γ¯th) rd−αne +
(
γ¯th
rαe
) d
α−n
γup
(
d
α
, γ¯th
)]
The PDF of the aggregate interference can be obtained from the cumu-
lants using the Method of Moments [20]. Authors in [20] have employed a
similar approach in the absence of self-coexistence to model the interference
by the log-normal or shifted log-normal distribution. Note that it is well es-
tablished in the literature that the Gaussian approximation is not valid for in-
terference due to its skewed and fat-tailed behavior [20]. The main problem
with these distributions is that although they closely t in the body, they do
not t accurately in the tail for all parameters. Moreover, the expressions for
matching such moments (see [20]) are quite complex. An alternative choice
can be the log-logisitic distribution. However, it does not result in a good t
both in body and tail. It is possible to accurately t the distribution using
simulation and maximum likelihood estimate or L-moments type statistics.
After conducting several experiments and goodness of t testing, we found
that the Gamma distribution is the best t for the interference distribution.
An added advantage with the Gamma distribution is that moment matching
expressions lend themselves into a very simple form. Hence interference
I ∼ Gamma(k, θ) with k being the shape parameter and θ is the scale pa-
rameter with
k =
κ21
κ2
and θ = κ2
κ1
. (E.6)
The accuracy of Gamma distribution is veried using simulations and
goodness of t testing. Hence MGF of Gamma distribution can be used to
approximate the MGF of interference contributed by the secondary trans-
mitters.
MIsec(s) =
1
(1+ θs)k
. (E.7)
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e.2 derivation for the mgf of the aggregate interference
generated by primay users
The aggregate interference power from other primary users utilizing slotted
ALOHA type transmission scheme is
Ipri = ∑
ieΦtxp (λtxp )
Hil(ri) (E.8)
the MGF of Ipri is given by
MIpri = E
(
exp
(−sIpri)) (E.9)
= E
exp
−s ∑
ieΦtxp (λtxp )
Hil(ri)

= E
 ∏
ieΦtxp (λtxp )
EH (exp (−sHil(ri)))

Using the denition of PGFL
MIpri = exp
− ∫ ∞o
∫ ∞
1
(1− exp (−shl(r))) λtxp (r) fH(h)drdh︸ ︷︷ ︸
A

(E.10)
A = −
∫ ∞
o
∫ ∞
1
(1− exp (−shl(r))) λtxp (r) fH(h)drdh
Using the change of variables
A = λpρpbd
∫ ∞
0
fH(h)
∫ ∞
1
(
1− exp
(
−s h
z
))
z
d
α−1dz︸ ︷︷ ︸
B
dh
Note that B is
B = E
((
sH
Z
)− dα)
where Z is exponential random variable with unit mean, Hence
A = λpρpbds
d
α
∫ ∞
0
h
d
αγlow
(
1− d
α
, hs
)
fH(h)dh
Subsituting A in MGF expression
MIpri(s) = exp
(
−ρpλpbds dαEH
(
H
d
αγlow(1− dα , sH)
))
.
For dα =
1
2 ,
MIpri(s) = exp
(
−ρpλpbd
√
sEH
(√
Hγlow(
1
2
, sH)
))
Using the fact that H is exponential
MIpri(s) = exp
−ρpλpbd ∫ ∞0 √shγlow(12, sh) exp(− shs )dh︸ ︷︷ ︸
C

C =
∫ ∞
0
√
shγlow(
1
2
, sh) exp(− sh
s
)dh
Using change of variable x = sh and w = 1s ,
C = w
∫ ∞
0
√
xγlow(
1
2
, x) exp(−wx)dx
Using the fact that γlow( 12 , x) =
√
pierf
(−√x)
C = w
√
pi
∫ ∞
0
erf
(−√x)√x exp(−wx)dx
= w
√
pi
∫ ∞
0
(
1-erfc
(−√x))√x exp(−wx)dx
= w
√
pi
∫ ∞
0
√
x exp(−wx)dx︸ ︷︷ ︸
D
+w
√
pi
∫ ∞
0
erfc
(−√x)√x exp(−wx)dx︸ ︷︷ ︸
E
D can be solved using Γ(.), Gamma function dened previously and E can
be solved using [185]. Hence after mathematical simplication and manipu-
lation,
MIpri(s) = exp
(
−ρpλpbd
√
s
(
pi
2
− 0.5 arctan (1/√s) +
√
s
2(s+ 1)
))
.
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f.1 derivation for the upperbound
In this appendix we derive an upper-bound on A in (7.23). So from (7.17) and
(7.23) we have
A = λTXs pbd
∫ ∞
0
∫ ∞
re
(
1− exp (−shr−α)) drd−11MDγth,t (γ(h, r))dr fH(h)dh.
Then after some algebraic manipulations
A =λpbd

∫ γ¯th,trαe
0
Ξ(re) fH(h)dh︸ ︷︷ ︸
f¯1(s)
+
∫ ∞
γ¯th,trαe
Ξ
((
h
γ¯th,t
) 1
α
)
fH(h)dh︸ ︷︷ ︸
f2(s)
 (F.1)
where,
Ξ(x) =
∫ ∞
x
(
1− exp(−shr−α)) drd−1dr. (F.2)
Performing the integration by parts and then some mathematical manipula-
tions
Ξ(x) = (sh)d/αγl
(
1− d/α, shx−α)− [1− exp (−shx−α)] xd. (F.3)
Substituting (F.3) into (F.1) we have
f¯1(s) =
∫ γ¯th,trαe
0
(sh)d/αγl
(
1− d/α, shr−αe
)
fH(h)dh︸ ︷︷ ︸
B1
(F.4)
−
∫ γ¯th,trαe
0
[
1− exp (−shr−αe )] rde fH(h)dh.︸ ︷︷ ︸
B2
NowB2 can be evaluated exactly as
B2 =
rdem
ms
s
Γ(ms)
γl (ms, (msrαe + s) γ¯th,t)
(sr−αe +ms)ms
− r
d
eγl (ms,msγ¯th,trαe )
Γ(ms)
. (F.5)
For B1 a tight upper bound can be computed as follows. First we can write
B1 =
sd/αmmss
Γ(ms)
∫ γ¯th,trαe
0
hd/α+ms−1γl
(
1− d/α, shr−αe
)
exp(−msh)dh. (F.6)
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Applying integration by parts with u = γl (1− d/α, shr−αe ) and dv = hd/α+ms−1
exp(−msh)dh and after some mathematical manipulations, we obtain
B1 =
(
s
ms
)d/α γl (1− d/α, sγ¯th,t) γl (ms + d/α,msγ¯th,trαe )
Γ(ms)
− I1, (F.7)
where,
I1 =
srd−αe
md/αs Γ(ms)
∫ γ¯th,trαe
0
h−d/α exp(−shr−αe )γl (ms + d/α,msh) dh.(F.8)
can be ignored to obtain a tight upper bound on B1. Thus f¯1(s) ≤ f1(s) (see
(7.19) and (F.1)).
The second term in (F.1), i.e. f2(s), can be exactly computed as
f2(s) =
∫ ∞
γ¯th,trαe
hd/α fH(h)dh
[
sd/αγl (1− d/α, sγ¯th,t)− {1− exp(−sγ¯th,t)}
γ¯
d/α
th,t
]
,
which results in (7.20).
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