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STABILITY OF THE REVERSE BLASCHKE-SANTALO´ INEQUALITY
FOR UNCONDITIONAL CONVEX BODIES
JAEGIL KIM AND ARTEM ZVAVITCH
Abstract. Mahler’s conjecture asks whether the cube is a minimizer for the volume prod-
uct of a body and its polar in the class of symmetric convex bodies in Rn. The corresponding
inequality to the conjecture is sometimes called the the reverse Blaschke-Santalo´ inequality.
The conjecture is known in R2 and in several special cases. In the class of unconditional
convex bodies, Saint Raymond confirmed the conjecture, and Meyer and Reisner, indepen-
dently, characterized the equality case. In this paper we present a stability version of these
results and also show that any symmetric convex body, which is sufficiently close to an
unconditional body, satisfies the the reverse Blaschke-Santalo´ inequality.
1. Introduction
As usual, we denote by 〈x, y〉 the inner product of two vectors x, y ∈ Rn and by |x| the
length of a vector x ∈ Rn. A convex body is a compact convex subset of Rn with non-empty
interior. We say that a set K is symmetric if it is centrally symmetric with center at the
origin, i.e. K = −K, or, equivalently, for every x ∈ K we get −x ∈ K. A set K ⊂ Rn is
said to be unconditional if it is symmetric with respect to any coordinate hyperplane, i.e.,
(±x1,±x2, . . . ,±xn) ∈ K, for any x ∈ K and any choice of ± signs.
We write |A| for the k-dimensional Lebesgue measure (volume) of a measurable set A ⊂ Rn,
where k = 1, . . . , n is the dimension of the minimal flat containing A. The polar body K◦ of
a symmetric convex body K is defined by
K◦ =
{
y ∈ Rn∣∣ 〈x, y〉 ≤ 1 for all x ∈ K} .
The volume product of a symmetric convex body K is defined by
P(K) = |K| |K◦| .
We note that the notion of the volume product (as well as polarity) can be generalized to
non-symmetric setting (see for example [41], p. 419), but in this paper we will focus on the
questions related to the centrally symmetric bodies. It turns out that the volume product is
invariant under the polarity and for any invertible linear transformation on Rn, that is, for
any T ∈ GL(n),
(1) P(TK) = P(K) and P(K◦) = P(K).
The above property makes the Banach-Mazur distance between symmetric convex bodies K
and L
dBM(K,L) = inf
{
d ≥ 1 : L ⊂ TK ⊂ dL, for some T ∈ GL(n)
}
,
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be an extremely useful in study of properties of the volume product. For example, the F.
John’s theorem [18] and the continuity of the volume function with respect to the Banach-
Mazur distance guarantee that the volume product attains its maximum and minimum. The
maximum for the volume product is provided by the Blaschke-Santalo´ inequality:
(2) P(K) ≤ P(Bn2 ), for all symmetric convex bodies K ⊂ Rn,
where Bn2 is the Euclidean unit ball. The equality in the above inequality holds only for
ellipsoids (see [39, 33, 28] for a simple proof of both the inequality and the case of equality,
or a precise statement of the inequality in non-symmetric case). Recently, the stability
versions of the Blaschke-Santalo´ inequality were studied in [5, 3].
For the minimum of the volume product, it was conjectured by Mahler in [23, 24] that
P(K) is minimized at the cube in the class of symmetric convex bodies in Rn. In other
words, the conjecture asks whether the following inequality is true:
(3) P(K) ≥ P(Bn∞), for all symmetric convex bodies K ⊂ Rn,
where Bn∞ is the unit cube. The case of n = 2 was proved by Mahler [23]. It was also proved
in several special cases, like, e.g., unconditional bodies [42, 26, 35, 4], zonoids [34, 13, 6],
bodies of revolution [29] and bodies with some positive curvature assumption [43, 37, 12].
An isomorphic version of the conjectures was proved by Bourgain and Milman [8]: there is a
universal constant c > 0 such that P(K) ≥ cnP(Bn2 ); see also different proofs in [22, 31, 15].
Functional versions of Blaschke-Santalo´ inequality and Mahler’s conjecture in terms of log-
concave functions were investigated by Ball [2], Artstein, Klartag, Milman [1], and Fradelizi,
Meyer [9, 10, 11]. For more information on Mahler’s conjecture, see expository articles
[44, 25, 38].
The local minimality of the volume product was first studied in [32] by proving that the
cube is a strict local minimizer of the volume product in the class of symmetric convex bodies
endowed with the Banach-Mazur distance (see [21] for the local minimality at the simplex
in the non-symmetric setting). The result was used by Bo¨ro¨czky and Hug [6] to provide a
stability version of (3) for zonoids, namely, a zonoid Z is close in the Banach-Mazur distance
to the cube whenever P(Z) is close to P(Bn∞).
The main goal of this paper is to provide a stability version of (3) for unconditional convex
bodies. Before stating the theorem we need to remind the definition of a Hanner polytope
[16, 17]: a symmetric convex body H is called a Hanner polytope if H is one-dimensional,
or it is the ℓ1 or ℓ∞ sum of two (lower dimensional) Hanner polytopes. It can be calculated
(see for example [38]) that the volume product of the cube is the same as that of Hanner
polytopes. Thus every Hanner polytope is also a candidate for a minimizer of the volume
product among symmetric convex bodies. It was also shown in [26, 35] that Hanner polytopes
are the only possible minimizers in the class of unconditional bodies.
In Section 2 we will prove that if the volume product of an unconditional convex body is
sufficiently close to that of the cube, then the body must be close to a Hanner polytope:
Theorem 1. Let K be an unconditional convex body in Rn. If
|P(K)−P(Bn∞)| ≤ ε
for small ε > 0, then there exists a Hanner polytope H ⊂ Rn such that
dBM(K,H) ≤ 1 + c(n)ε,
2
where c(n) > 0 is a constant depending on n only.
We would like to notice that the R2-case of Theorems 1 was proved as a part of more
general stability result on R2 by Bo¨ro¨czky, Makai, Meyer and Reisner in [7], so in this paper
we will mainly concentrate on the case n ≥ 3.
Recently it was proved in [19] that a Hanner polytope is a local minimizer of the volume
product in the symmetric setting (see the exact statement of the theorem in the beginning
of Section 3). In Section 3 we will use this fact and Theorem 1 to prove that any convex
symmetric convex body, which is sufficiently close to an unconditional body, satisfies (3):
Theorem 2. Let K be a symmetric convex body in Rn with
min
{
dBM(K,L) : L ⊂ Rn unconditional convex body
}
= 1 + ε,
for small ε > 0. Then,
P(K) ≥ (1 + c(n)ε) · P(Bn∞),
where c(n) > 0 is a constant depending on dimension n only.
2. Stability of the reverse Blaschke-Santalo´ inequality for unconditional
convex bodies
Let e1, . . . en be the standard orthonormal basis of R
n. Denote by θ⊥ the hyperplane
orthogonal to a unit vector θ, and by K ∩ θ⊥, K|θ⊥ the section of K by θ⊥, the orthogonal
projection of K to θ⊥, respectively. Let Rn+ = {x ∈ Rn : xi ≥ 0, ∀i = 1, . . . , n} and
K+ = K ∩ Rn+. To prove Theorem 1 we first prove the following lemma which is based on
the inductive argument of Meyer (see [26] or [38]):
Lemma 1. Consider ε ≥ 0 and unconditional convex body K ⊂ Rn, n ≥ 2 such that
P(K) ≤ (1 + ε)P(Bn∞).
Then
(4) P(K ∩ e⊥j ) ≤ (1 + nε)P(Bn−1∞ ), j = 1, . . . , n.
Proof. Consider x ∈ K+ and n pyramids created by taking the convex hull of x and the
intersection of K+ with each coordinate hyperplane. More precisely, let K+i = conv{x,K+∩
e⊥i } for i = 1, . . . , n. Then, using symmetry of K with respect to coordinate hyperplanes,
|K| = 2n|K+| ≥ 2n|
n⋃
i=1
K+i | = 2n
n∑
i=1
1
n
〈x, ei〉 |K ∩ e
⊥
i |
2n−1
=
n∑
i=1
〈x, ei〉 · 2|K ∩ e
⊥
i |
n
,
or equivalently, 〈
x,
n∑
i=1
2|K ∩ e⊥i |
n|K| ei
〉
≤ 1, for all x ∈ K+.
Note that, by the unconditionality of K, the above inequality holds for all x ∈ K, so
n∑
i=1
2|K ∩ e⊥i |
n|K| ei ∈ K
◦.
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Applying the same argument to K◦ we get
n∑
i=1
2|K◦ ∩ e⊥i |
n|K◦| ei ∈ K.
Thus, using the definition of polarity we get:
(5)
n∑
i=1
2|K ∩ e⊥i |
n|K| ×
2|K◦ ∩ e⊥i |
n|K◦| ≤ 1.
Next notice that
(6) K◦ ∩ e⊥i = (K|e⊥i )◦ = (K ∩ e⊥i )◦,
where the last equality follows from the unconditionality of K. Finally from (5), (6) we get
(7) P(K) ≥ 4
n2
n∑
i=1
|K ∩ e⊥i | × |(K ∩ e⊥i )◦| =
4
n2
n∑
j=1
P(K ∩ e⊥j ).
Now, we will use (7) to prove our lemma. Since P(K) ≤ (1 + ε)P(Bn∞) and P(Bn∞) =
4
n2
∑n
j=1P(Bn−1∞ ), we get
4
n2
n∑
j=1
(1 + ε)P(Bn−1∞ ) = (1 + ε)P(Bn∞) ≥ P(K) ≥
4
n2
n∑
j=1
P(K ∩ e⊥j ).
It implies that
P(K ∩ e⊥j ) ≤ (1 + nε)P(Bn−1∞ ), j = 1, . . . , n.
Indeed, if P(K ∩ e⊥1 ) > (1 + nε)P(Bn−1∞ ), then
(8)
n∑
j=1
P(K ∩ e⊥j ) > (1 + nε)P(Bn−1∞ ) + (n− 1)P(Bn−1∞ ) =
n2
4
(1 + ε)P(Bn∞),
where in the first inequality we used our assumption for the e⊥1 -section and the reverse
Blaschke-Santalo´ inequality (3) for unconditional convex bodies for the sections by e⊥i , i =
2, . . . , n. Finally note that (8) together with (7) gives P(K) > (1+ ε)P(Bn∞); contradiction!

Next lemma will help us to treat the case of a convex body K ⊂ Rn whose sections by
coordinate hyperplanes are close to the (n− 1)-dimensional cube.
Lemma 2. Let K ⊂ Bn∞ be a convex body in Rn, for n ≥ 3, satisfying
(9) K ∩ e⊥j = Bn∞ ∩ e⊥j , ∀ j = 1, . . . , n.
Let p = (t, . . . , t) ∈ ∂K ∩ Rn+. Then
|K||K◦| ≥(1 + c(1− t)) |Bn1 ||Bn∞|,
where c = c(n) > 0 is a constant depending on n only.
Remark: The proof of Lemma 2 does not require the assumption of unconditionality of K.
Such assumption would make the proof a bit shorter and would improve constant c(n).
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Proof. Using (9) we claim that K contains n vectors of the form (1, . . . , 1, 0, 1, . . . , 1) (i.e.
n−1 coordinates are equal to 1 and one coordinate is equal to 0). Moreover, K must contain
the convex hull of those points. Thus {x : 〈x, e1 + · · ·+ en〉 = n−1}∩Bn∞ ⊂ K, which gives
t ≥ (n− 1)/n. Next we choose q ∈ ∂K◦ such that 〈p, q〉 = 1. Here, (9) guarantees that the
normal vector to ∂K at p belongs to Rn+, and thus we may assume q ∈ Rn+. Let
P = conv
({p} ∪ {x ∈ Bn∞ ∩ Rn+ : 〈x, e1 + · · ·+ en〉 ≤ n− 1}) ,
Q = conv
({q} ∪Bn1 ∩ Rn+) .
Then K ∩ Rn+ ⊃ P . Also from K ⊂ Bn∞ we get K◦ ⊃ Bn1 and thus K◦ ∩ Rn+ ⊃ Q. Next
we notice that q belongs to the hyperplane with normal vector (1/
√
n, . . . , 1/
√
n) whose
distance from the origin is 1/(t
√
n). Thus
|P | = 1− 1
n!
+
1
n!
· t
√
n− n−1
n
√
n
1/
√
n
= 1− 1− t
(n− 1)! ,
|Q| = 1
n!
· 1/(
√
nt)
1/
√
n
=
1
n!t
.
It gives
(10) |P ||Q| = 1
n!
(
1 +
[
1− 1
(n− 1)!
]
1− t
t
)
≥ 4−n|Bn∞||Bn1 |(1 + cn(1− t)),
where cn = 1− 1(n−1)! is a positive constant in case of n ≥ 3. Note also that we have |P ||Q| ≥
4−n|Bn∞||Bn1 |, independently of the position of p (i.e. independently of the lower/upper
bounds on t).
If we would assume that K is unconditional then we would be able to finish the proof by
simply multiplying (10) by 4n. In all other cases we must split K and K◦ into 4n parts each
depending on the choice of signs of coordinates. Construct P and Q corresponding to each
part, compute the corresponding volumes, and take the sum. We may apply (10) to the part
corresponding to Rn+. In all other parts we are not guaranteed the position of the point on
the boundary, so we can estimate the volume using the remark after (10). More precisely,
|K||K◦| =
(∑
δ
|Kδ|
)(∑
δ
|K◦δ |
)
≥
(∑
δ
|Pδ|
)(∑
δ
|Qδ|
)
≥
(∑
δ
√
|Pδ||Qδ|
)2
,
where the sum is taken over all possible choices of n signs δ and Kδ is a subset of K
corresponding to δ. Next
|K||K◦| ≥
(√
4−n|Bn∞||Bn1 |(1 + cn(1− t)) + (2n − 1)
√
4−n|Bn∞||Bn1 |
)2
= |Bn∞||Bn1 |
[
1 + 2−n
(√
1 + cn(1− t)− 1
)]2
≥ |Bn∞||Bn1 |
(
1 + 2−n−1cn(1− t)
)
.

Next we would like to review some main properties and definitions about ℓ1 and ℓ∞ sums,
Hanner polytopes and their connections to graphs. We refer to [36, 19] for more details.
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Let A, B be convex subsets of Rn. The ℓ1-sum of A and B is defined by conv(A∪B), the
convex hull of a set A ∪ B, and the ℓ∞-sum is defined by A + B, the Minkowski sum of A
and B.
We recall that every Hanner polytope in Rn can be obtained from n symmetric intervals
in Rn by taking the ℓ1 or ℓ∞ sums. In particular, a Hanner polytope in R
n is called standard
if it is obtained from the intervals [−e1, e1], . . . , [−en, en] by taking the ℓ1 or ℓ∞ sums. It
is easy to see that every Hanner polytope is a linear image of a standard Hanner polytope.
Moreover, each coordinate of any vertex of a standard Hanner polytope is 0 or ±1.
The definition of a dual 0-1 polytope was given in [36] (the term ‘a dual 0-1 space’ is used
there, as a normed space with a dual 0-1 polytope): an unconditional polytope P in Rn is
called a dual 0-1 polytope if each coordinate of any vertex of P and P ◦ is 0 or ±1. Every
dual 0-1 polytope P in Rn can be associated with the graph G = G(P ) with the vertex set
{1, · · · , n} and the edge set defined as follows:
i, j ∈ {1, . . . , n} are connected by an edge of G if ei + ej 6∈ P .
We note that for each i, j ∈ {1, . . . , n} both the section and the projection of a dual 0 − 1-
polytope P by span {ei, ej} are dual 0-1 polytopes, that is, 2-dimensional ℓ1- or ℓ∞-balls. It
gives that ei + ej 6∈ H if and only if ei + ej ∈ H◦, and thus G(P ◦) = G(P ) where G denotes
the compliment of G.
In addition, it turned out (see Theorem 2.5, [36]) that dual 0-1 polytopes in Rn are in one-
to-one correspondence with perfect graphs on {1, . . . , n}. In particular, as a special family of
dual 0-1 polytopes, the standard Hanner polytopes in Rn are in one-to-one correspondence
with the graphs on {1, . . . , n} which do not contain any induced path of edge length 3 (see
[40] or Lemma 3.5 in [36]). Here, an induced path of a graph G means a sequence of different
vertices of G such that each two adjacent vertices in the sequence are connected by an edge
of G, and each two nonadjacent vertices in the sequence are not connected.
Let G be the graph associated with a dual 0-1 polytope P as above. It turns out (Lemma
2.5, [36]) that a point v ∈ Rn is a vertex of P if and only if each coordinate of v is −1, 0, or
1, and the support
supp(v) = {j : 〈v, ej〉 6= 0}
of v is a maximal independent set of G, i.e., a maximal set with respect to the set-inclusion
such that no pair of elements is connected by an edge.
Note that if K is unconditional then we may apply a diagonal transformation to K and
assume that Bn1 ⊂ K ⊂ Bn∞. Indeed, this follows immediately from the fact that a tangent
hyperplane with a normal vector ei touches K at point yi which is a dilate of ei. Thus to
prove Theorem 1 it is enough to prove the following statement:
Equivalent form of Theorem 1: Let K be an unconditional convex body in Rn satisfying
Bn1 ⊂ K ⊂ Bn∞. If P(K) ≤ (1 + ε)P(Bn∞), then there exists a standard Hanner polytope H
in Rn such that dH(K,H) = O(ε).
Here dH is the Haussdorff distance dH of two sets K,L ⊂ Rn is defined by
dH(K,L) = max
(
max
x∈K
min
y∈L
|x− y|, max
y∈L
min
x∈K
|x− y|
)
.
Proof of Theorem 1. We use induction on the dimension n to prove the above statement.
It is trivial if n = 1, and the case n = 2 was proved in [7]. Assume that the statement is
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true for all unconditional convex bodies of dimension (n− 1), n ≥ 3. For the inductive step,
consider an unconditional convex body K ⊂ Rn satisfying
Bn1 ⊂ K ⊂ Bn∞ and P(K) ≤ (1 + ε)P(Bn∞).
We apply Lemma 1 and the inductive hypothesis to get standard Hanner polytopes H1 ⊂
R
n ∩ e⊥1 , . . . , Hn ⊂ Rn ∩ e⊥n such that
(11) dH(Hj, K ∩ e⊥j ) = O(ε), for j = 1, . . . , n.
Now we would like to show that we can ‘glue’ these (n − 1)-dimensional Hanner polytopes
to create an n-dimensional Hanner polytope which is O(ε)-close to K. For each j, let
Gj = G(Hj) be the graph associated with Hj. Note that {1, . . . , n} \ {j} is the vertex set of
Gj and that Gj does not contain an induced path of edge-length 3.
Consider the graph G with vertex set {1, . . . , n} and containing all edges of G1, . . . , Gn.
Our goal is to show that the polytope P corresponding to G is a Hanner polytope which is
O(ε)- close to K.
We claim that the graph G satisfies the following three properties.
1. Each Gj is an induced subgraph of G (i.e. for any k, l ∈ {1, . . . , n}, k and l are
connected by an edge of Gj if and only if they are connected by an edge of G).
2. If G is not the path of edge-length 3, then G does not contain any path of edge-length
3 as an induced subgraph.
If G is the path of edge-length 3, then it is a perfect graph. Otherwise, the second property
implies that G does not contain any path of edge-length 3, that is, G is the graph associated
with a Hanner polytope. Thus, in any cases G must be a perfect graph.
Let P be the 0-1 polytope associated with G, i.e., G = G(P ).
3. If G is neither the complete graph nor its complement, then dH(K,P ) = O(ε).
Indeed, to show the first property consider different i, j, k ∈ {1, . . . , n}. Note that the
existence of ij edge depends only on the properties of K ∩ span {ei, ej}, so i, j are connected
by an edge of Gk if and only if they are connected by an edge of G. It implies that each Gk
is an induced subgraph of G.
To prove the second property, assume that G is not the path of edge-length 3. If G contains
a path of edge-length 3, then there is j ∈ {1, . . . , n} which does not belong to this path.
Thus, Gj , as an induced subgraph of G, must also contain the path of edge-length 3, which
contradict with the definition of Gj .
To show the third property, we first note that if G is not the complete graph then every
maximal independent set of G is a proper subset of {1, . . . , n}. The vertices of P have
coordinates 0, 1 or −1 and the support of a vertex of P is a maximal independent set of G.
This implies that every vertex of P has at least one zero coordinate, i.e. every vertex of P
is contained in one of coordinate hyperplanes. This, together with the inductive hypothesis,
gives that each vertex of P is O(ε)-close to the boundary of K, which means that P is
contained in O(ε)-neighborhood of K. It gives K ⊃ (1 + O(ε))P . Repeating the same
argument for G we get K◦ ⊃ (1 +O(ε))P ◦ and thus dH(K,P ) = O(ε).
From the above three properties, we finish the proof of Theorem 1, modulo two pathological
cases:
I. G or G is the complete graph.
II. G is the path of edge-length 3.
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Therefore, it remains to consider those cases:
CASE I: G (respectively G) is the complete graph, so all H1, . . . , Hn are the (n − 1)-
dimensional cubes (respectively (n − 1)-dimensional cross-polytopes). Taking the polar if
necessary, we may assume, without loss of generality, that all H1, . . . , Hn are the (n − 1)-
dimensional cubes. Let K˜ =
(
1
1−δ
K
) ∩Bn∞, where
δ = min
{
d : (1− d)Hj ⊂ K ∩ e⊥j ⊂ Hj, ∀j = 1, . . . , n
}
.
Notice that δ = O(ε) and hence dH(K, K˜) = O(ε). By (linear order) continuity of the volume
product in the Hausdorff metric, we get P(K˜) ≤ (1 + O(ε))P(K). Thus, the assumption
P(K) ≤ (1 + ε)P(Bn∞) gives
(12) P(K˜) ≤ (1 +O(ε))P(Bn∞).
Also, using Hj = B
n
∞ ∩ e⊥j and the definition of δ we get
(13) K˜ ∩ e⊥j = Bn∞ ∩ e⊥j , ∀ j = 1, . . . , n.
Consider p = (t, . . . , t) ∈ ∂K˜. Then Lemma 2 gives
P(K˜) ≥ (1 + c(1− t))P(Bn∞).
Together with (12) the above implies that 1 − t = O(ε). Thus p is in O(ε)-neighborhood
of the vertex of Bn∞. the unconditionality of K˜ and (13) give that dH(K˜, B
n
∞) = O(ε) and
hence dH(K,B
n
∞) = O(ε).
CASE II: G is the path of edge-length 3. The direct computation below will show that this
case contradicts with assumption on the volume product of K. Indeed in this case K ⊂ R4
is O(ε)-close to the polytope P which is associated with the path of edge length 3. The
volume product of P is strictly greater than that of the cube B4∞. Thus selecting ε4 small
enough we will be able to contradict the assumption of the Theorem 1. More precisely, if
G is represented by the vertex set {1, 2, 3, 4} and the edge set {12, 23, 34}, then G has the
same vertex set and the edge set {24, 41, 13}. Applying the characterization of vertices of a
polytope by maximal independent sets, we can get
P = conv
{
(±1, 0,±1, 0), (0,±1, 0,±1)
}
and P ◦ = conv
{
(±1,±1, 0, 0), (0, 0,±1,±1)
}
.
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Then we have |P | = |P ◦| and
|P | =
∣∣∣conv{(±1, 0,±1, 0), (0,±1, 0,±1)}∣∣∣
=
∣∣∣{x ∈ R4 : |x1|+ |x2| ≤ 1, |x2|+ |x3| ≤ 1, |x3|+ |x4| ≤ 1}∣∣∣
= 2
∫ 1
0
∣∣∣{x ∈ R3 : |x1|+ |x2| ≤ 1, |x2|+ |x3| ≤ 1, |x3| ≤ 1− s}∣∣∣ ds
= 4
∫ 1
0
∫ 1−s
0
∣∣∣{x ∈ R3 : |x1|+ |x2| ≤ 1, |x2| ≤ 1− t}∣∣∣ dtds
= 8
∫ 1
0
∫ 1−s
0
(1− t2)dtds = 10
3
.
Thus P(P ) =(10
3
)2
> 4
4
4!
= P(B4∞). On the other hand, note that in this caseG andG are not
complete graphs, so we may apply the Property (3) from above to claim that K is O(ε)-close
to P . Therefore, P(K) > P(B4∞), which contradicts the assumption P(K) ≤ (1 + ε)P(B4∞)
for ε > 0 small enough. 
3. Minimality near unconditional convex bodies
The following local minimality result, proved in [19], is the main tool of this section
Theorem 3. Let K be a symmetric convex body in Rn close to one of Hanner polytopes in
R
n in the sense that
min
{
dBM(K,H) : H is a Hanner polytope in R
n
}
= 1 + ε
for small ε > 0. Then
P(K) ≥ P(Bn∞) + c(n)ε
where c(n) > 0 is a constant depending on the dimension n only.
Let γn > 0 be a common threshold of ε to satisfy both Theorem 1 and Theorem 3. More
precisely, the constant γn satisfies the following:
If K is a symmetric convex body in Rn with dBM(K,H) = 1 + ε, ε ≤ γn, for some
Hanner polytope H , then
(14) P(K) ≥ (1 + αnε)P(Bn∞).
If K is an unconditional convex body in Rn with dBM(K,H) ≥ 1 + ε, ε ≤ γn, for
every Hanner polytope H , then
(15) P(K) ≥ (1 + βnε)P(Bn∞).
where αn, βn > 0 are constants depending on n only.
Proof of Theorem 2. We will use γn to select the constant εn, a threshold of ε in the
statement of the Theorem 2. Consider a convex symmetric body K ⊂ Rn. Let L ⊂ Rn be
an unconditional convex body with smallest, among unconditional bodies, Banach-Mazur
distance to K and let ε ≥ 0 be such that dBM(K,L) = 1 + ε. Also consider a Hanner
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polytope H0 with smallest, among Hanner polytopes, Banach-Mazur distance to L and let
δ ≥ 0 be such that dBM(L,H0) = 1 + δ.
We will consider two cases: δ ≤ γn/3 and δ > γn/3.
1. Assume δ ≤ γn
3
and thus dBM(L,H0) ≤ γn3 . Then
dBM(K,H0) ≤ dBM(K,L)dBM(L,H0) = (1 + ε)(1 + δ)
≤ 1 + ε+ (1 + ε)γn/3 ≤ 1 + γn/3 + 2γn/3 = 1 + γn,
where, to guarantee the above inequalities, we select εn ≤ min{γn3 , 1}. Thus, by (14),
P(K) ≥ (1 + αnε)P(Bn∞).
2. Now assume that δ > γn
3
and thus dBM(L,H) >
γn
3
for every Hanner polytope H .
We will require εn ≤ min
{
βnγn
12n
, 1
2n
}
. Since L ⊂ TK ⊂ (1+ ε)L for some T ∈ GL(n),
P(K) = P(TK) ≥ |L||(1 + ε)−1L◦| = (1 + ε)−nP(L)
≥ (1− ε)nP(L) ≥ (1− nε)P(L).
Moreover, since P(L) ≥ (1 + βnγn/3)P(Bn∞) by (15),
P(K) ≥ (1− nε)P(L) ≥ (1− nε)(1 + βnγn/3)P(Bn∞)
≥ (1− nε)(1 + 4nε)P(Bn∞) = (1 + 3nε− 4n2ε2)P(Bn∞)
≥ (1 + nε)P(Bn∞).
Finally we combine the above two cases by taking
εn = min
{
γn
3
,
βnγn
12n
,
1
2n
}
τn = min {αn, n} .
Then, P(K) ≥ (1 + τnε)P(Bn∞) whenever ε ≤ εn. 
References
[1] S. Artstein, M. Klartag, and V. Milman, The Santalo´ point of a function and a functional
form of Santalo´ inequality. Mathematika 51 (2004), 33–48.
[2] K. Ball, Logarithmically concave functions and sections of convex sets in Rn. Studia Math. 88
(1988), 69–4.
[3] F. Barthe, K.J. Bo¨ro¨czky, and M. Fradelizi, Stability of the functional forms of the Blaschke-
Santalo´ inequality, preprint.
[4] F. Barthe and M. Fradelizi, The volume product of convex bodies with many hyperplane symme-
tries. Amer. J. Math. 135 (2013), 1-37.
[5] K.J. Bo¨ro¨czky, Stability of the Blaschke-Santalo´ and the affine isoperimetric inequalities. Advances
in Mathematics, 225 (2010), 1914–1928.
[6] K.J. Bo¨ro¨czky and D. Hug, Stability of the inverse Blaschke-Santalo´ inequality for zonoids. Adv.
Appl. Math., 44 (2010), 309-328
[7] K.J. Bo¨ro¨czky, E. Makai, M. Meyer, and S. Reisner, Volume product in the plane - lower
estimates with stability, Studia Sci. Math. Hung., accepted.
[8] J. Bourgain and V. Milman, New volume ratio properties for convex symmetric bodies in Rn.
Invent. Math. 88 (1987), 319-340.
[9] M. Fradelizi and M. Meyer, Increasing functions and inverse Santalo´ inequality for unconditional
functions, Positivity 12, 407-420 (2008).
10
[10] M. Fradelizi and M. Meyer, Some functional inverse Santalo´ inequalities, Adv. Math. 218, 1430-
1452 (2008).
[11] M. Fradelizi and M. Meyer, Functional inequalities related to Mahler conjecture, Monatsh. Math.
159, No. 1-2, 13-25 (2010).
[12] Y. Gordon and M. Meyer, On the Minima of the Functional Mahler Product, Houston J. Math.,
to appear.
[13] Y. Gordon, M. Meyer, and S. Reisner, Zonoids with minimal volume–product - a new proof ,
Proc. Amer. Math. Soc. 104 (1988), 273-276.
[14] M. Fradelizi, M. Meyer, and A. Zvavitch, An application of shadow systems to Mahler’s con-
jecture, Discrete & Computational Geometry, 48 (2012), no 3, 721-734.
[15] A. Giannopoulos, G. Paouris, and B. Vritsiou, The isotropic position and the reverse Santalo
inequality, Israel J. Math. (to appear).
[16] O. Hanner, Intersection of translates of convex bodies, Math. Scand. 4 (1956) 65-87.
[17] A. B. Hansen and A. Lima, The structure of finite dimensional Banach spaces with the 3.2-
intersection property, Acta Math. 146 (1981) 1-23.
[18] F. John, Extremum problems with inequalities as subsidiary conditions, Studies and essays presented
to R. Courant on his 60th birthday, Interscience, New York (1948) 187-204.
[19] J. Kim, Minimal volume product near Hanner polytopes , submitted. Available from
http://arxiv.org/pdf/1212.2544
[20] J. Kim and H.J. Lee, Strong peak points and strongly norm attaining points with applications to
denseness and polynomial numerical indices, J. Funct. Anal., 257 (2009), 93–947.
[21] J. Kim and S. Reisner, Local minimality of the volume-product at the simplex , Mathematika 57
(2011), 121134.
[22] G. Kuperberg, From the Mahler Conjecture to Gauss Linking Integrals , Geometric And Functional
Analysis 18 (2008), 870-892.
[23] K. Mahler, Ein Minimalproblem fu¨r konvexe Polygone, Mathematica (Zutphen) B7 (1939), 118-127.
[24] K. Mahler, Ein U¨bertra¨gungsprinzip fu¨r konvexe Ko¨rper , Cˇasopis Peˇst. Mat. Fys. 68 (1939), 93-102.
[25] E. Makai, Jr., The recent status of the volume product problem, Banach Center Publications, ac-
cepted. Also available from http://www.renyi.hu/∼makai/jurata.pdf
[26] M. Meyer, Une caracte´risation volumique de certains espaces norme´s, Israel J. Math. 55 (1986),
317-326.
[27] M. Meyer, Convex bodies with minimal volume product in R2, Monatsh. Math. 112 (1991), 297-301.
[28] M. Meyer and A. Pajor, On Santalo´ inequality, Geometric aspects of functional analysis (1987-88),
Lecture Notes in Math. 1376, Springer Ver. (1989), 261-263.
[29] M. Meyer and S. Reisner, Inequalities involving integrals of polar-conjugate concave functions ,
Monatsh. Math. 125 (1998), 219-227.
[30] M. Meyer and S. Reisner, Shadow systems and volumes of polar convex bodies , Mathematika 53
(2006), 129-148.
[31] F. Nazarov, The Ho¨rmander proof of the Bourgain-Milman Theorem, GAFA Seminar Notes, Lecture
Notes in Mathematics, Vol. 2050, (2012), pp 335–343.
[32] F. Nazarov, F. Petrov, D. Ryabogin, and A. Zvavitch, A remark on the Mahler conjecture:
local minimality of the unit cube, Duke Math. J. 154 (2010), 419–430.
[33] C. M. Petty, Affine isoperimetric problems , Ann. New York Acad. Sci. 440 (1985), 113-127.
[34] S. Reisner, Zonoids with minimal volume–product , Math. Zeitschrift 192 (1986), 339-346.
[35] S. Reisner, Minimal volume product in Banach spaces with a 1-unconditional basis , J. London Math.
Soc. 36 (1987), 126-136.
[36] S. Reisner, Certain Banach spaces associated with graphs and CL-spaces with 1-unconditional bases,
J. London. Math. Soc. 43 (1991), 137–148.
[37] S. Reisner, C. Schu¨tt, and E. Werner A note on Mahler’s conjecture, International Math.
Research Notices, no. 1, (2012), 116.
[38] D. Ryabogin and A. Zvavitch, Analytic methods in convex geometry. Lectures given at the Polish
Academy of Sciences 21 - 26, November 2011.
11
[39] L. A. Santalo´, Un invariante afin para los cuerpos convexos del espacio de n dimensiones , Portugal.
Math. 8 (1949), 155-161.
[40] D. SeinscheOn a property of the class of n-colorable graphs, J. Combin. Theory B, 16, (1974),
191–193.
[41] R. Schneider, Convex bodies: The Brunn-Minkowski theory, Encyclop. Math. Appl. 44, Cambridge
University Press (1993).
[42] J. Saint Raymond, Sur le volume des corps convexes syme´triques. Se´minaire d’Initiation a` l’Analyse,
1980-81, Universite´ Paris VI, 1981.
[43] A. Stancu, Two volume product inequalities and their applications, Canad. Math. Bull. 52 (2009),
464-472.
[44] T. Tao, Structure and Randomness: pages from year one of a mathematical blog, Amer. Math. Soc.
(2008), 216-219.
[45] T. Tao, Santalo inequalities, http://www.math.ucla.edu/∼tao/preprints/Expository/santalo.dvi
Department of Mathematical Sciences, Kent State University, Kent, OH 44242, USA
E-mail address : jkim@math.kent.edu
E-mail address : zvavitch@math.kent.edu
12
