A new generalization of the Gray map is introduced. The new generalization Φ :
I. INTRODUCTION
As discovered in [1] , [2] certain nonlinear binary codes can be represented as linear codes over Z 4 . The variant of this representation founded in [3] use the mapping φ : 0 → 00, 1 → 01, 2 → 11, 3 → 10, which is called the Gray map, to construct binary so-called Z 4 -linear codes from linear quaternary codes. The main property of φ from this point of view is that it is an isometry between Z 4 with the Lee metric and Z 2 2 with the Hamming metric. In [4] (and in [5] in more general form) the Gray map is generalized to construct Z 2 k -linear codes. The generalized Gray map (say ϕ; see Subsection II-A for recalling basic facts on the generalized Gray map) is an isometric imbedding of Z 2 k with the metric specified by the homogeneous weight [6] into Z 2 k−1 2 with the Hamming metric. In this paper we introduce another generalization Φ of the Gray map (Subsection II-B). This generalization turns out to be dual to the previous in the following sense. If C and C ⊥ are dual linear Z 2 k -codes, then the binary Z 2 k -linear code ϕ(C) and the co-Z 2 k -linear code Φ(C ⊥ ) are formally dual. The formal duality is that the weight enumerators of these two codes satisfy the MacWilliams identity (Section III); note that these codes, in general, can be nonlinear, in which case they cannot be dual in the usual sense, as subspaces of the binary vector space. So, we solve the problem of duality for Z 2 k -linear binary codes: to relate the weight enumerators of the images of dual linear codes over Z 2 k . This problem cannot be solved using only the standard generalized Gray map ϕ, because, as noted in [4] , the weight enumerators of ϕ(C) and ϕ(C ⊥ ) are in general not related, contrarily to the case of Z 4 -linear codes. In [5] , it is shown that binary (and, in general, nonbinary) codes can be represented as group codes over different groups. Such representations use a special scaled isometry (ϕ is a partial case of such isometry), which acts isometrically from some module with a specially defined metric to the binary (or, in general, nonbinary) Hamming space. With such approach, each module element corresponds to one codeword; Z 2 k -linear codes are a partial case of that approach.
In our approach, every module element (word) corresponds to some set of codewords, which is a Cartesian product of the sets corresponding, by a special mapping, to the symbols of the module word. In the constructive part, this approach can be represented by the generalized concatenation construction [7] , but the resulting code distance differs from the constructive distance of generalized concatenated codes. Calculating distance, we use some isometrical properties of the mapping, which can be considered as an This is author's version of the correspondence in the IEEE Transactions on Information Theory 53 (4) analog of a scaled isometry. The map Φ considered in this paper allows to construct only codes with distance maximum 4, but in general the approach may have a larger potential.
The new way to generalize the Gray map (Subsection II-B) and its duality (Section III) to the "old way" are the main results of the first part of the paper. The second part (Sections IV-VI) is devoted to constructions of co-Z 2 k -linear and Z 2 k -linear codes with parameters of extended 1-perfect and Hadamard codes. There is a series (e. g. [8] , [9] , [10] , [11] , [12] , [13] , [14] , [15] , [16] ) of papers that concern 1-perfect (or extended 1-perfect) and Hadamard codes which are linear in some nonstandard sense (note that for each considered values of parameters only exists one linear code, up to equivalence). Using the two generalized ϕ, Φ Gray maps, we construct a wide class of such codes. Some natural questions on the constructed codes remains open for future researching: which of these codes are equivalent to each other or to other known codes; which of them are propelinear (see the definition in [8] ) or at least transitive (see [17] for the definition and some constructions of transitive 1-perfect codes); to establish the bounds on the dimension of the kernel and rank for these codes (the dimension of the kernel and rank are good measures of linearity of nonlinear codes in the classical binary sense. For Z 4 -linear extended 1-perfect and Hadamard codes these parameters were calculated in [10] , [11] , [13] , [14] , [15] ); and so on.
In Section IV we construct co-Z 2 k -linear extended 1-perfect (n, 2 n /2n, 4) codes. As noted above, the code distance of a co-Z 2 k -linear code cannot exceed 4 if k > 2 (see . So, extended 1-perfect codes are the best examples.
As a corollary, the dual distance of a Z 2 k -linear code (k > 2) also cannot exceed 4. Best examples are codes with large code distance. In Section V we construct Z 2 k -linear codes with parameters (n, 2n, n/2), i. e., Hadamard codes. They are Z 2 k -dual to the extended 1-perfect codes from Section IV; i. e., the ϕ and, respectively, Φ preimage of the constructed extended 1-perfect and Hadamard codes are dual Z 2 k codes.
The introduced constructions of codes are a generalization of the constructions of Z 4 -linear extended 1-perfect and Hadamard codes [10] , [11] (see also [13] ).
It is natural to ask whether our construction of co-Z 2 k -linear extended 1-perfect and Z 2 k -linear Hadamard codes is complete or not. In Section VI we show that the answer is yes; i. e., all co-Z 2 k -linear extended 1-perfect codes and all Z 2 k -linear Hadamard codes are equivalent to codes constructed in Sections IV and V.
II. DEFINITIONS AND BASIC FACTS. TWO GENERALIZATIONS OF GRAY MAP
We will use the following common notations. An (n, M, d) binary code is a cardinality M subset of Z n 2 = Z 2 × . . . × Z 2 with the distance at least d between every two different elements (codewords); n is called the code length and d is called the code distance. An (n, 2n, n/2) binary code is called an Hadamard code; such codes exist if and only if Hadamard n × n matrices exist, i. e., at least n ≡ 0 mod 4 if n > 2, see e. g. [18] . A linear Hadamard code is known as a first order Reed-Muller code; n is a power of two is this case. An (n, 2 n /2n, 4) binary code is called an extended 1-perfect code; such codes exist if and only if n is a power of two. Such a code is always an extension of a (n − 1, 2 n /2n, 3) code, which is called 1-perfect; so, studying extended 1-perfect codes is an alternative way to study 1-perfect codes. For each admissible length there is only one, up to coordinate permutation, linear (extended) 1-perfect code and, if n > 8, many nonlinear ones; the classification of all such codes is currently an open problem. In the following two subsections we will define the basic concepts, which will be used throughout the paper: two weight functions on Z 2 k , two corresponding metrics, two generalized Gray maps ϕ and Φ, the concepts of Z 2 k -linear and co-Z 2 k -linear codes; we will formulate simple but fundamental claims on isometric properties of ϕ and Φ.
A. Z 2m -Linear Codes
This subsection recalls basic definitions and facts about the generalized Gray map and Z 2 k -linear codes [4] , [5] .
Assume m ≥ 2 is an integer such that there exist an Hadamard m × m matrix. Let A ⊂ Z m 2 be a Hadamard (m, 2m, m/2) code. Assume that A = {a 0 , a 1 , . . . , a 2m−1 }, where a 0 is the all-zero codeword and a i + a i+m is the all-one codeword for each i from 0 to m − 1. Define the generalized Gray map
by the rule ϕ(x 1 , . . . , x n ) (a x 1 , . . . , a xn ).
Let the weight function wt * : Z 2m → R + be given by
Whenever m is a power of two, the weight wt * is the homogeneous weight introduced in [6] for more general class of rings. The corresponding distance d * on Z n 2m is defined by the standard way:
Proposition 2-1 ([5]):
The mapping ϕ is an isometric embedding of (Z
We will say that C is a (n, M, d)
A binary code is called Z 2m -linear if its coordinates can be arranged in such a way that it is the image of a linear Z 2m -code by ϕ. As noted in [4] , the length of a Z 2m -linear code must be a multiple of m and all the weights of its codewords must be multiples of m/2.
Remark 2-3:
The map ϕ and the concept of Z 2m -linearity given above depends on the choice of a Hadamard code A and the only restriction on m is that exists a Hadamard m×m matrix. In fact, originally [4] (and in the binary subcase of [5, Section D]) m = 2 k−1 and the code A is fixed as R(1, k − 1), the Reed-Muller code of order 1.
B. Co-Z 2 k -Linear Codes
In this subsection we will introduce another approach to construct binary codes from linear codes over
Firstly, we will introduce a new way to generalize the Gray map, defining a map Φ : Put m = 2 k−1 . Let {H 0 , . . . , H 2m−1 } be a partition of Z m 2 into extended 1-perfect (m, 2 m /2m, 4) codes (for example, we can take H 0 as the extended Hamming code and H 0 , . . . , H 2m−1 as its cosets). Moreover, we assume that H 0 contains the all-zero word0 and H j is an even (odd) weighted if and only if j is even (odd).
Define the map Φ :
by the rule Define the weight function wt
is defined by the standard way:
We will say that C is an
The proof is straightforward, and we omit it.
We call a binary code co-Z 2m -linear if its coordinates can be arranged so that it is the image of a linear Z 2m -code by the map Φ.
Remark 2-6: Co-Z 2m -linear codes can be considered as a partial case of generalized concatenated codes [7] . For this special case the code distance given by Lemma 2-5 may be better than the code distance guaranteed by the generalized concatenation construction.
III. Z 2 k -DUALITY OF BINARY CODES
In this section we will show (Theorem 3-4) that if two binary codes are obtained from dual linear Z 2 k -codes by, both, ϕ and Φ generalizations of Gray map, then these codes are formally dual, i. e., their weight enumerators satisfy the MacWilliams identity.
Let C be a Z 2 k -linear code, the image by ϕ of a linear Z 2 k -code C of length n. Let C ⊥ be the linear Z 2 k -code dual to C. Let SW C ⊥ (X, Z, T ) be the polynomial obtained from the complete weight enumerator
⊥ by identifying to Z (respectively to T ) all the X j 's such that j is odd (respectively, j is even = 0).
Lemma 3-1 ([4]):
Then we have
The following lemma is a known fact about the weight distribution of extended 1-perfect binary codes.
Lemma 3-2:
Let H be an extended 1-perfect (m, 2 m /2m, 4) code; then a)
where {H 0 , . . . , H 2m−1 } is the partition of Z m 2 into extended 1-perfect codes from the definition of Φ, 0 ∈ H 0 , H 1 is an odd-weight code, H 2 is an even-weight code,0 ∈ H 2 Proof: The statement follows almost immediately from the definition of the map Φ. Indeed, each codewordz = (z 1 , . . . , z n ) ∈ C adds SW z 1 · . . . · SW zn to SW C (X, Z, T ), where
On the other hand, as follows from the definition of the map Φ, each codewordz
follow from Lemma 3-2 and conclude the proof.
The following theorem is the main result of this section.
Proof: By Lemmas 3-1 and 3-2
It remains to note that by Lemma 2-5 we have |C ⊥ | 2 m 2m n = |C ⊥ | and by Proposition 3-3 we obtain:
In Sections IV and V we will construct two Z 2 k -dual classes of codes: co-Z 2 k -linear extended 1-perfect codes and Z 2 k -linear Hadamard codes. In the last section we will show the completeness of the constructions.
IV. CO-Z 2 k -LINEAR EXTENDED PERFECT CODES This section concerns extended 1-perfect codes. We first introduce the concept of 1-perfect code, which is a generalization of the concept of extended 1-perfect binary code to some nonbinary cases. As in the case of 1-perfect codes, the existence of 1-perfect codes in different spaces is independently interesting. Then, in Subsection IV-B, we construct a class of 1-perfect codes in (Z
In Subsection IV-C we summarize: the images of such codes under Φ are co-Z 2 k -linear extended 1-perfect codes. In Subsection IV-D we give examples of 1-perfect codes in Z 2m where m is not a power of two.
A. 1-Perfect Codes
Let G = (V, E) be a regular bipartite graph with parts V ev , V od . A subset C ⊆ V ev is called a 1-perfect code if for eachx ∈ V od there exist exactly onec ∈ C adjacent withx. It is not difficult to see that a 1-perfect code is an optimal distance 4 code, i. e., its cardinality is maximum among the distance 4 codes in the same space. In particular, such a code is a 3-diameter perfect code in the sense [19] . 1-perfect codes in a binary Hamming space are known as extended 1-perfect codes. The following test can be considered as an alternative definition of a 1-perfect code.
Proposition 4-1:
Proof: Only if: Assume C ⊂ V is a 1-perfect code. Then by the definition it is a subset of a part V ev of the graph (V, E) and the graph distance between any two elements of C is even.
On
V \V ev is adjacent with exactly one element of C. On the other hand, each element of C is adjacent with exactly r elements of V od . Therefore, |C| = |V od |/r = |V |/2r.
If: Assume C is a code of cardinality |V |/2r and distance at least 4. Denote
Each element of C 1 is adjacent with exactly one element of C (otherwise the code distance of C is not more than 2). Consequently,
We claim that C 1 does not contain two adjacent elements. Assume the contrary. Then the graph G contains a chain (c,x,ȳ,c ′ ), wherec,c ′ ∈ C,x,ȳ ∈ C 1 . The casec =c ′ contradicts to the bipartiteness of the graph G. The casec =c ′ contradicts to the code distance of C. The claim (*) is proved. Since G is a regular graph, the other half of vertices V \C 1 also does not contain two adjacent elements. Therefore C is a 1-perfect code by the definition, where V od = C 1 .
B. A Class Of 1-Perfect Codes In
Let n = 2 r and I = (i 1 , . . . , i k ) be a collection of nonnegative integers such that 1i 1 +2i 2 +. . .+ki k = r. 
Lemma 4-3:
The linear code
with the check matrix B I is 1-perfect.
Proof: First we claim that (*) the distance 2 between codewordsh 1 ,h 2 from H I is impossible. Indeed, if d ⋄ (h 1 ,h 2 ) = 2, then the codewordh h 1 −h 2 have one or two nonzero positions. The first case contradicts to the fact that b i =0, i = 1, . . . , n. In the second case we have βb i + γb j =0 for some different i, j and odd β, γ. But the first row of B I implies that β = −γ and, since β and γ are odd, we getb i =b j . This again contradicts to the construction of B I . The claim (*) is proved.
First row of B I implies that the words of H I have even weight. We need to check that each odd word is at the distance 1 from exactly one codeword. Letz = (z 1 , . . . , z n ) ∈ Z n 2 k have an odd weight,s n j=1 z ibi , and s n j=1 z i . Note that s is odd. Since
be the word with s in the j ′ th position and zeroes in the others. It is easy to check thatz −z ′ is a codeword at the distance 1 fromz. As follows from (*), such codeword is unique for each oddz.
C. Co-Z 2 k -Linear Extended 1-Perfect Binary Codes
Now we have all we need to construct a class of co-Z 2 k -linear extended 1-perfect binary codes. As we will see in Section VI, the class constructed exhaust all such codes provided the mapping Φ is fixed.
Theorem 4-4:
The co-Z 2 k -linear codeH I Φ(H I ) is a binary (nm, 2 nm /2nm, 4) code, i. e., an extended 1-perfect code.
Proof: The statement follows directly from Lemma 2-5, Proposition 4-1, and Lemma 4-3.
D. Note On The General Case Z 2m
Indeed, 1-perfect codes can be constructed over Z 2m with d ⋄ -distance for each m ≥ 1, see the following examples. Since m = 2 µ is a necessary condition for constructing binary codes using the way of Subsection II-B, the classification of 1-perfect codes in the other cases is out of view of this paper. 72, 144, 30) code. The code distance of this code is smaller than the code distance of an Hadamard code with the same length and cardinality.
VI. NONEXISTENCE OF UNKNOWN CO-Z 2 k -LINEAR EXTENDED PERFECT CODES AND Z 2 k -LINEAR HADAMARD CODES Let n be a power of 2. In this section we will show (Theorem 6-2) that each linear (n, 2 kn /n2 k , 4) ⋄ code in Z n 2 k is equivalent to a code from the class constructed in Section IV. Similarly, each linear (n, n2 k , n2 k−2 ) * code in Z n 2 k is equivalent to a code from the class constructed in Section V (Theorem 6-3). The key moment of the proof is Lemma 6-4. The partial Z 4 case of this lemma was proved in [10] and in [13] , but the proof given here is not similar.
We say that two linear codes
n , and • is the coordinate-wise product defined as (z 1 , . . . , z n )• (x 1 , . . . , x n ) (z 1 x 1 , . . . , z n x n ). Note that both operations π andz • are group automorphisms of the additive group of Z n 2 k and isometries of the metric spaces (Z
The following proposition shows that there are no other linear isometries of (Z
, and thus our definition of the equivalence is natural.
Proposition 6-1: Assume that Γ is a linear transformation of Z n 2 k and isometry of (Z
where π is a coordinate permutation, andz ∈ (Z * 2 k ) n . Proof: Denote byē i the word with 1 in ith position and zeroes in the other positions. It is enough to check that for each i we have Γ(ē i ) ≡ z jēj with some j = π(i) and z j ∈ Z * 2 k . Indeed, from the isometric properties of Γ we derive that Γ(ē i ) has only one non-zero coordinate. On the other hand, this coordinate belongs to Z * 2 k , because Γ is a bijection. The following two theorems are the main results of this section. Remind that the codes H I and D I are defined in Sections IV and V.
Theorem 6-2: Let H ⊂ Z n 2 k be a linear 1-perfect code. Then H is equivalent to H I where I = (i 1 , . . . , i k ) is a collection of nonnegative integers such that 1i 1 + 2i 2 + . . .
By Lemma 5-1 it is enough to prove only one of Theorems 6-2, 6-3. We need the following auxiliary result.
Letx ′ andx ′′ be two linear independent elements in D of order 2m ′ and 2m ′′ respectively. This means that m ′x′ and m ′′x′′ are different nonzero elements from D ∩ {0, 2 k−1 } n . Since ϕ is an isometric imbedding (see Proposition 2-1) and ϕ(D) is an (n2 k−1 , n2 k , n2 k−2 ) Hadamard code, the only possible values of wt * -weight of elements in D are 0, n2 k−2 and n2 k−1 . So, at least one of m ′x′ and m ′′x′′ has weight n2 k−2 . The claim (*) is proved.
Without loss of generality assume thatā (2 k−1 , . . . , 2 k−1 , 0, . . . , 0) ∈ D. Let us consider two codes obtained from D by puncturing n/2 coordinates:
(**) We claim that D 1 and D 2 are linear (n/2, n2 k−1 , n2 k−3 ) * codes. The linearity of the codes is obvious. The code distance follows from the fact that the distance betweenā and any elementz ∈ D is 0, n2 k−2 or n2 k−1 . It is true that |D 1 | ≥ |D|/2 because the code distance of D permits of only one nonzero codeword with zeroes in the first n/2 coordinates. On the other hand, such a codeword exists:
The claim (**) is proved. By the assumption of induction D 1 contains an elementū ′ from (Z * 2 k ) n/2 . This means that there existū
Similarly, considering the code D 2 , we can find a codeword
If (2) is true, then (u
If (1) is true and (3) is true, then (u 
Since by Lemma 5-1 the code d ⋄ -distance of D ′⊥ is more than 2, all the columns are pairwise different. Therefore Q coincides with B I , I = (i 1 , . . . , i k ), up to permutation of columns.
So, we conclude, provided the mappings ϕ and Φ are fixed, all up to equivalence co-Z 2 k -linear extended 1-perfect codes and Z 2 k -linear Hadamard codes are described in Sections IV and V.
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