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HEAT KERNELS FOR TIME-DEPENDENT NON-SYMMETRIC MIXED
LE´VY-TYPE OPERATORS
ZHEN-QING CHEN AND XICHENG ZHANG
Abstract. In this paper we establish the existence and uniqueness of heat kernels to a
large class of time-inhomogenous non-symmetric nonlocal operators with Dini’s contin-
uous kernels. Moreover, quantitative estimates including two-sided estimates, gradient
estimate and fractional derivative estimate of the heat kernels are obtained.
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1. Introduction
The purpose of this paper is to study fundamental solutions (also called heat kernels) and
their estimates for a large class of time-inhomogenous non-symmetric non-local operators
on Euclidean spaces with Dini-continuous coefficients.
Throughout this paper, φ(r) is a strictly increasing continuous function on R+ with the
property that φ(0) = 0, φ(1) = 1, and
c
φ
0
:=
∫ ∞
0
r2 ∧ 1
rφ(r)
dr < ∞. (1.1)
Here and below, we use := as a way of definition. Condition (1.1) is necessary and sufficient
for ν(dz) := 1
|z|dφ(|z|)
dz to be the Le´vy measure of a Le´vy process on Rd. We can divide φ
into three separate cases:
Case
φ
1
:
∫
0+
1
φ(r)
dr < ∞,
Case
φ
2
:
∫
0+
1
φ(r)
dr = ∞ and
∫ ∞
1
1
φ(r)
dr = ∞,
Case
φ
3
:
∫
0+
1
φ(r)
dr = ∞ and
∫ ∞
1
1
φ(r)
dr < ∞,
(1.2)
and define z(φ) : Rd → Rd by
z(φ) := z1{|z|61} · 1Caseφ
2
+ z · 1Caseφ
3
. (1.3)
When φ(r) = rα with α > 0, (1.1) holds if and only if 0 < α < 2; in this case, Case
φ
1
, Case
φ
2
and Case
φ
3
correspond to α < 1, α = 1 and α > 1. When φ(r) = rα1(0,1) + r
β1[1,∞) with
positive α and β, condition (1.1) holds if and only if 0 < α < 2; in this case, Case
φ
1
holds if
and only if α < 1, Case
φ
2
holds if and only if α > 1 and 0 < β 6 1, and Case
φ
3
holds if and
only if α > 1 and β > 1.
Let d > 1 and κ(t, x, z) : R+ × R
d × Rd → R be a function that is bounded between
two positive constants that is Dini-type continuous in x uniformly in (t, z). In this paper,
This work is partially supported by Simons Foundation grant 520542 and by an NNSFC grant of China (No.
11731009).
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we study, under some mild conditions on κ(t, x, z) and φ(r), the existence, uniqueness and
two-sided estimates of heat kernels for the following nonlocal operator on Rd:
L
κ
t f (x) :=
∫
Rd
(
f (x + z) − f (x) − z(φ) · ∇ f (x)
) κ(t, x, z)
|z|dφ(|z|)
dz, (1.4)
if κ(t, x, z) is not symmetric in z, and
L
κ
t f (x) :=
1
2
∫
Rd
( f (x + z) + f (x − z) − 2 f (x))
κ(t, x, z)
|z|dφ(|z|)
dz, (1.5)
if κ(t, x, z) is symmetric in z for every (t, x) ∈ R+ ×R
d . For notational simplification, unless
otherwise specified, we define
∆
(φ)
f
(x, z) :=

f (x + z) − f (x) − z(φ) · ∇ f (x)
|z|dφ(|z|)
if κ(t, x, z) is not symmetric in z,
f (x + z) + f (x − z) − 2 f (x)
2|z|dφ(|z|)
if κ(t, x, z) is symmetric in z.
(1.6)
Then we can write the non-local operator in (1.4)-(1.5) in a unified way as
L
κ
t f (x) =
∫
Rd
∆
(φ)
f
(x, z) κ(t, x, z) dz. (1.7)
Remark 1.1. (i) When κ(t, x, z) is symmetric in z, if f is differentiable and the integral
in (1.4) is absolutely convergent, then so is the integral in (1.5) and these two integrals
give the same value. The definition in (1.5) has the advantage that it does not a priori
require f to be differentiable.
(ii) The reason we use z(φ) in (1.4) instead of the more common z1{|z|61} in the first order
correction term in (1.4) is that this is the form for general α-stable Le´vy processes
where φ(r) = rα for 0 < α < 2 and κ(t, x, z) is independent of t and x.
We consider the following conditions on φ. There exist constants 0 < c
φ
1
6 c
φ
2
, and
0 < β1 6 β2 < ∞ such that for all 0 < r < R < ∞,
c
φ
1
(
R
r
)β1
1{0<r<R61} 6
φ(R)
φ(r)
6 c
φ
2
(
R
r
)β2
. (1.8)
Note that the lower bound in (1.8) implies that for any r ∈ (0, 1),∫ 1
r
1
sφ(s)
ds =
1
φ(r)
∫ 1
r
φ(r)
sφ(s)
ds 6
1
c
φ
1
φ(r)
∫ 1
r
rβ1
s1+β1
ds =
1 − rβ1
c
φ
1
β1φ(r)
6
1
c
φ
1
β1φ(r)
. (1.9)
We point out that we do not assume weak lower scaling condition on φ at infinity; that is,
the lower bound in (1.8) is only assumed for 0 < r < R 6 1. Let
γ
(0)
φ (r) := r
2 ∧ 1, γ
(1)
φ (r) := (r ∧ 1)1Caseφ
1
+ (r2 ∧ 1)1Caseφ
2
+ (r2 ∧ r)1Caseφ
3
. (1.10)
We will also consider the condition
A
(i)
φ := sup
λ∈(0,1]
∫ ∞
0
φ(λ)γ
(i)
φ (r)
rφ(λr)
dr < ∞, i = 0, 1. (A
(i)
φ )
The above condition is quite natural if we want to have some approximate scaling prop-
erties about the heat kernel (see Proposition 2.1 and Lemma 2.7 below). Note that (A
(1)
φ ),
which will be used in the case that κ(t, x, z) is not symmetric in z, implies (A
(0)
φ ), and (A
(0)
φ )
implies (1.1). It is easy to verify the following:
(i) for φ(r) = rα, (A
(1)
φ ) holds for every α ∈ (0, 2);
(ii) for φ(r) = rα1(0,1) + r
β1[1,∞), (A
(0)
φ ) holds for every α ∈ (0, 2) and β > 0, while (A
(1)
φ )
holds for every α ∈ (0, 2) and β > 0 except when α = 1 and β > 1.
HEAT KERNELS FOR NON-SYMMETRIC MIXED LE´VY-TYPE OPERATORS 3
Some additional examples are given in Section 5 of this paper that satisfy (1.8) and (A
(i)
φ ).
We recall the following definitions about Dini and slowly varying functions.
Definition 1.2. Let ℓ : (0, 1]→ (0,∞) be a continuous function. We call it a slowly varying
function at zero if
lim
t→0
ℓ(λt)/ℓ(t) = 1 for every λ > 0.
We call it a Dini function if ℓ is increasing and∫ 1
0
ℓ(t)
t
dt < ∞.
We denote by S0 (resp. D0) the set of all slowly varying functions at zero that is bounded
away from zero on [ε, 1] for any ε ∈ (0, 1) (resp. Dini functions). For α > 0, we denote by
Rα the set of all functions ℓ(t) = t
αℓ0(t) for t ∈ (0, 1], where ℓ0 ∈ S0. Clearly, Rα ⊂ D0
for α > 0. In the following, we use the convention that the definition of functions ℓ in S0,
Rα and D0 are extended from (0, 1] to (0,∞) by setting ℓ(t) = ℓ(1) for t > 1.
Example 1.3. Clearly, 1/ℓ ∈ S0 for ℓ ∈ S0, and 1 ∈ S0 but not in D0. Let
ℓ(t) := (log(1 + 1/(t ∧ 1)))α, α ∈ R.
It is easy to see that ℓ ∈ S0, and ℓ ∈ S0 ∩D0 when α < −1.
Throughout this paper, we assume the function κ(t, x, z) in (1.4) satisfies that for some
κ0 > 1,
κ−10 6 κ(t, x, z) 6 κ0, |κ(t, x, z) − κ(t, y, z)| 6 ℓ
2(|x − y|), (1.11)
where ℓ ∈ S0 ∩D0 or ℓ ∈ Rα with α ∈ (0, 1], and in the above Case
φ
2
,∫
|z|6r
zκ(t, x, z)dz = 0 for every r > 0. (1.12)
Note that if κ(t, x, z) is symmetric in z, then condition (1.12) is automatically satisfied. In
some situations, we will also need the following condition
M
φ
ℓ
(t) :=
∫ t
0
1
r
(
ℓ(r)
ℓ(t)
+
φ(r)
φ(t)
)
dφ(r) < ∞ for t ∈ (0, 1]. (1.13)
When ℓ(r) = rη and φ(r) = rα on [0, 1] with η ∈ (0, 1] and α ∈ (0, 2), condition (1.13)
holds if and only if α > 1/2 and α + η > 1. In this case
M
φ
ℓ
(t) =
(
α
α + η − 1
+
α
2α − 1
)
tα−1 for t ∈ (0, 1]. (1.14)
In comparison, Case
φ
2
and Case
φ
3
correspond to α ∈ [1, 2). Some additional concrete condi-
tions for (1.13) to hold can be found in Remark 1.5 and in Example 5.6 below. Condition
(1.13) is needed for the gradient estimate (1.24) of the heat kernel pκt,s(x, y) in Theorem 1.4
as well as for the L κt -differentiability of the heat kernel constructed in Case
φ
2
and Case
φ
3
when κ(t, x, z) is not symmetric in z.
The study of heat kernels and their estimates is an active research area in analysis and
in probability theory. It has a long history for second order differential operators. We refer
the reader to the Introduction of [9] for a brief history on the study of heat kernels for
nonlocal operators. When φ(r) = rα with α ∈ (0, 2), κ(t, x, z) = κ(x, z) is time-independent,
symmetric in z and Ho¨lder continuous in x, the heat kernel of L κt is constructed and its
sharp two-sided estimates, gradient estimate and fractional derivative estimate are obtained
in [9]. Recently, this result has been strengthened in [10] by dropping the symmetry con-
dition on κ(x, z) in z and allowing κ to be time dependent. The ideas and approach of [9]
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are quite robust and they have been adopted to study heat kernels for non-local operators
with more general Le´vy kernels; see [13, 14, 11, 12, 16, 4] and the references therein. In
these works, κ(t, x, z) are all assumed to be independent of t and Ho¨lder continuous in x,
and, symmetry in z is assumed in [13, 14, 4]. In [5], we studied heat kernel and its reg-
ularity and estimates for time-inhomoegenous diffusion with jumps, whose infinitesimal
generators have both diffusive and non-local parts.
The main feature and contributions of this paper are
(i) κ(t, x, z) is only assumed to be Dini continuous in x and can be time-inhomogenous;
(ii) κ(t, x, z) does not need to be symmetric in z;
(iii) the Le´vy kernel 1
|z|dφ(|z|)
is quite general with φ(r) satisfying (1.8) and can have light
tails;
(iv) the lower bound and the upper bound in our two-sided heat kernel estimate are com-
parable;
(v) We fully utilize the rough scaling property of the non-local operator L κt , which
makes our approach in this paper more direct;
In this paper, we use the following notations and conventions.
• For a, b ∈ R, a ∧ b := min{a, b} and a ∨ b := max{a, b}. Notation f ≍ g means that
there are positive constants c1 and c2 so that c1 f 6 g 6 c2 f on their common domain of
definitions.
• The space of bounded functions on Rd with bounded first and second derivatives is
denoted by C2
b
(Rd).
• The inverse function of φ(r) is denoted by φ−1(r) .
• For ℓ ∈ D0, we introduce
ℓφ(t) := ℓ(φ
−1(t)) and Γℓ(t) :=
∫ t
0
ℓ(s)
s
ds. (1.15)
• For any T ∈ (0,∞] and ε ∈ [0, T ), write
D
T
ε :=
{
(t, x; s, y) : x, y ∈ Rd and s, t > 0 with ε < s − t < T
}
.
• Θ and Θ1 stand for sets of parameters:
Θ1 :=
(
d, κ0, c
φ
0
, c
φ
1
, c
φ
2
, β1, β2
)
, Θ :=
(
Θ1,A
(0)
φ ,A
(1)
φ
)
.
• For t > 0 and x ∈ Rd , we define
ρφ(t, x) :=
1
tφ−1(t)d + |x|dφ(|x|)
and ρφ(x) := ρφ(1, x) =
1
1 + |x|dφ(|x|)
. (1.16)
Clearly
ρφ(t, x) ≍
1
tφ−1(t)d
∧
1
|x|dφ(|x|)
.
Note that for t ∈ (0, 1],
t
∫
Rd
ρφ(t, x)dx ≍
∫
{|x|6φ−1(t)}
1
φ−1(t)d
dx +
∫
{|x|>φ−1(t)}
t
|x|dφ(|x|)
dx ≍ 1 +
∫ ∞
φ−1(t)
t
rφ(r)
dr.
(1.17)
By (1.1) and (1.9), for t ∈ (0, 1],∫ ∞
φ−1(t)
t
rφ(r)
dr =
∫ ∞
1
t
rφ(r)
dr +
∫ 1
φ−1(t)
t
rφ(r)
dr . 1.
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Thus we have by (1.17), ∫
Rd
ρφ(t, x)dx ≍ 1/t for t ∈ (0, 1]. (1.18)
Since φ is increasing,
tφ−1(t)d + |x|dφ(|x|) 6 2
(
φ−1(t) + |x|
)d (
φ
(
φ−1(t) + |x|
))
,
and since φ(2r) 6 cφ(r),(
φ−1(t) + |x|
)d (
φ
(
φ−1(t) + |x|
))
6 c
(
tφ−1(t)d + |x|dφ(|x|)
)
.
Thus
ρφ(t, x) ≍
1(
φ−1(t) + |x|
)d
φ
(
φ−1(t) + |x|
) . (1.19)
It is known from [7] that the transition density function p(t, x, y) for a pure jump symmetric
Le´vy process on Rd with Le´vy measure 1
|z|dφ(|z|)
dz has the two-sided estimates:
p(t, x, y) ≍ tρφ(t, |x − y|) for all t > 0 and x, y ∈ R
d.
We will show in this paper that the above estimate also holds for purely discontinuous non-
symmetric Le´vy processes whose Le´vy measure is comparable to that of isotropic Le´vy
process on Rd. In fact, more is true; see Theorem 2.2 for a precise statement.
The following is the main result of this paper.
Theorem 1.4. Suppose that one of the following two assumptions holds:
(H1) If κ(t, x, z) = κ(t, x,−z), we assume (1.8), (A
(0)
φ ) and (1.11).
(H2) If κ(t, x, z) , κ(t, x,−z), we assume (1.8), (A
(1)
φ ), (1.11) and (1.12). In addition, we
assume (1.13) for Case
φ
2
and Case
φ
3
.
Then there is a unique continuous function pκt,s(x, y) = p
κ(t, x; s, y) on D∞
0
(called the fun-
damental solution or heat kernel of L κt ) so that for all f ∈ C
2
b
(Rd),
Pκt,s f (x) :=
∫
Rd
pκt,s(x, y) f (y)dy
has the following properties: L κr P
κ
t,s f (x) exists for each s > t > 0 and x ∈ R
d,
Pκt,s f (x) = f (x) +
∫ s
t
L
κ
r P
κ
r,s f (x)dr for every (t, x) ∈ [0, s] × R
d, (1.20)
and
(i) for each t0 ∈ [0, s) and x ∈ R
d, it holds that
lim
t↓t0
∣∣∣L κt Pκt,s f (x) −L κt Pκt0,s f (x)∣∣∣ = 0;
(ii) when κ(t, x, z) is not symmetric in z, x 7→ ∇Pκt,s f (x) exists and is continuous on R
d in
Case
φ
2
and Case
φ
3
for each 0 6 t < s;
(iii) for any bounded and uniformly continuous function f on Rd,
lim
|t−s|→0
‖Pκt,s f − f ‖∞ = 0. (1.21)
Moreover, the heat kernel pκt,s(x, y) enjoys the following properties:
(a) (Two-sided estimate) For any T > 0, there is a c1 = c1(T, ℓ,Θ) > 1, such that on D
T
0
,
c−11 (s − t)ρφ(s − t, x − y) 6 p
κ
t,s(x, y) 6 c1(s − t)ρφ(s − t, x − y). (1.22)
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(b) (Fractional derivative estimate) For any T > 0, there is a constant c2 = c2(T, ℓ,Θ) > 0
such that on DT
0
,∫
Rd
∣∣∣∆(φ)
pκt,s(·,y)
(x, z)
∣∣∣ dz 6 c2
(
Γℓφ(s − t)
ℓφ(s − t)
)
ρφ(s − t, x − y). (1.23)
(c) (Gradient estimate) Suppose that (1.13) holds. Then x 7→ pκt,s(x, y) is continuously
differentiable for each 0 6 t < s, and for every T > 0 there is a constant c3 =
c3(T, ℓ,Θ) > 0 so that on D
T
0
,
|∇pκt,s(·, y)(x)| 6 c3
(
s − t
φ−1(s − t)
+ M
φ
ℓ
◦ φ−1(s − t)
)
ρφ(s − t, x − y). (1.24)
(d) (Conservativeness) For every 0 < t < s and x ∈ Rd,∫
Rd
pκt,s(x, y)dy = 1.
(e) (Chapman-Kolmogorov equation) For all 0 < t < r < s < ∞ and x, y ∈ Rd,∫
Rd
pκt,r(x, z)p
κ
r,s(z, y)dz = p
κ
t,s(x, y). (1.25)
(f) (Generator) For any f ∈ C2
b
(Rd), we have
Pκt,s f (x) = f (x) +
∫ s
t
Pκt,rL
κ
r f (x)dr. (1.26)
Remark 1.5. (i) If ℓ ∈ Rα for some α > 0, then limt→0 Γℓφ(t)/ℓφ(t) = 1/α by (3.3)
below. In this case, (1.23) implies that
|L κt p
κ
t,s(·, y)(x)| 6 c˜2ρφ(s − t, x − y) on D
T
0 . (1.27)
(ii) We emphasize that the jumping kernel j(t, x, z) :=
κ(t,x,z)
|z|dφ(|z|)
for L κt of (1.4) can have
light tail in z at infinity. For instance, in the example when φ(r) = rα1(0,1) + r
β1[1,∞),
one can check (see Example 5.3 below) that (1.8) holds with β1 = α and β2 = α ∨ β
and (A
(0)
φ ) is satisfied for any α ∈ (0, 2) and β > 0; while (A
(1)
φ ) holds for all α ∈ (0, 2)
and β > 0 except when α = 1 and β > 1. In other words, β can be any positive number
and so β can be larger than or equal 2. Two-sided heat kernel estimates for symmetric
pure jump processes with light polynomial decay jumping kernels have recently been
studied in [1, 8]. In particular, see some symmetric analogous estimates of (1.22) in
[8, (1.4)] as well as [1, Theorem 1.2 and Theorem 1.4(i)].
(iii) As mentioned earlier, when ℓ(s) = sβ and φ(s) = sα on [0, 1] for β ∈ (0, 1] and
α ∈ (0, 2), condition (1.13) holds if and only if α > 1/2 and α + β > 1. In this case,
M
φ
ℓ
(t) is given by (1.14). So the gradient estimate (1.24) takes the following form
|∇pκt,s(·, y)(x)| 6 c˜3(s − t)
1−(1/α)ρφ(s − t, x − y) on D
T
0 , (1.28)
which recovers and extends the gradient estimate in [9, Theorem 1.1(5)] and [10,
Theorem 1.1(v)]. Gradient estimate for φ(r) = rα with α 6 1/2 would need more re-
strictive assumption on the kernel κ(t, x, z); see [15]. Condition (1.13) is also satisfied
when ℓ ∈ D0 ∩S0 and φ(r) = r. In this case,
M
φ
ℓ
(t) =
1
ℓ(t)
∫ t
0
ℓ(r)
r
dr + 1 ≍
Γℓ(t)
ℓ(t)
(1.29)
in view of Proposition 3.1(ii) and so the gradient estimate (1.24) has the form
|∇pκt,s(·, y)(x)| 6 c˜3
Γℓ(s − t)
ℓ(s − t)
ρφ(s − t, x − y) on D
T
0 . (1.30)
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(iv) Recall β1 is the exponent in (1.8) for φ. More generally, when ℓ ∈ Rη for some
η > 0, we will show in Example 5.6 below that condition (1.13) holds if β1 > 1/2
and β1 + η > 1; in this case, M
φ
ℓ
(t) ≍ φ(t)/t on (0, 1], and consequently the gradient
estimate (1.24) takes the following form:
|∇pκt,s(·, y)(x)| 6 c˜3
s − t
φ−1(s − t)
ρφ(s − t, x − y) on D
T
0 . (1.31)
This extends the gradient estimate [13, Theorem 1.2(4)], where 1
|z|dφ(|z|)
dz is assumed
to be the Le´vymeasure of a subordinateBrownian motion, the lower scaling exponent
β1 of φ in (1.8) is within (2/3, 2), and κ(t, x, z) is time-independent, symmetric in z
and uniformly η-Ho¨lder continuous in x. with β1 + η > 1,
(v) Our approach exploits the rough scaling property of the operator L κt ; see (2.3) and
Proposition 2.1. This allows us to reduce the study of heat kernel pκt,s(x, y) for general
time 0 6 t < s 6 T to pκ
0,1
(x, y). In particular, this rough scaling property combined
with an idea from T. Watanabe [17] allows us to derive two-sided estimates as well
as derivative estimates for heat kernel estimate of time-dependent Le´vy process in
Theorem 2.2 via (2.8), which is of independent interest and plays a key role in our
investigation of heat kernels of the space and time dependent non-local operator L κt .
(vi) Under conditions (H1) and (1.13), one can see from the proof of Theorem 1.4 (in
particular, Lemma 2.7) below that in fact (1.23) also holds for ∆
(φ)
pκt,s
being defined
using the first expression in (1.6). Consequently, x 7→ pκt,s(x, y) is pointwisely L
κ
t -
differentiable for every fixed s > t > 0 and y ∈ Rd with L κt being defined by (1.4),
and Theorem 1.4(i) holds in this sense as well.
The rest of the paper is organized as follows. In Section 2, we study heat kernel esti-
mates for L κ when κ does not depend on the state variable x, or equivalently, transition
density functions of time-inhomogeous Le´vy processes. In particular, the derivative esti-
mates as well as the continuous dependence of the heat kernel in κ are derived. In Section
3, the properties of slowly varying functions and the basic convolution inequality are pre-
sented. In Section 4, we prove our main result Theorem 1.4 using the classical Levi method
in time-inhomogeous and non-local operator setting. In Section 5, several examples are
provided to illustrate the main result of this paper and its scope.
2. Heat kernel estimates ofL κt with κ(t, x, z) = κ(t, z)
Throughout this section, φ is a strictly increasing continuous function onR+ with φ(0) =
0 and φ(1) = 1 satisfying conditions (1.1) and (1.8), and κ(t, x, z) = κ(t, z) is independent
of x and we assume that for some κ0 > 1 and all r > 0,
κ−10 6 κ(t, z) 6 κ0, 1Caseφ
2
∫
|z|6r
zκ(t, z)dz = 0. (2.1)
Note that if κ(t, z) is symmetric in z, then
∫
|z|6r
zκ(t, z)dz = 0 is automatically satisfied.
2.1. Scaling property. Let N(dt, dz) be a time-inhomogenous Poisson random measure
with intensity measure
κ(t,z)
|z|dφ(|z|)
dzdt. Define
Xκt,s :=
∫ s
t
∫
Rd
zN˜(dr, dz) +
∫ s
t
∫
Rd
(z − z(φ))
κ(r, z)
|z|dφ(|z|)
dzdr, (2.2)
where N˜(dt, dz) := N(dt, dz)−
κ(t,z)
|z|dφ(|z|)
dzdt. Note that the process Xκt,s is a time-inhomogenous
Le´vy process on Rd in the sense that it has independent increments.
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Sometimes we write X
κ,φ
t,s for X
κ
t,s if we want to emphasize its dependence on φ as well.
By Itoˆ’s formula, we have
E f (Xκt,s) = E
∫ s
t
L
κ
r f (X
κ
t,r)dr, f ∈ C
2
b(R
d).
In particular, if we take f (x) = eiξ·x, then one finds that the characteristic function of Xκt,s is
given by
Eeiξ·X
κ
t,s = exp
(∫ s
t
∫
Rd
(eiξ·z − 1 − iξ · z(φ))
κ(r, z)
|z|dφ(|z|)
dzdr
)
.
By the definition of z(φ) and a change of variable, as well as (2.1), we conclude from the
last display that for every λ > 0,{
(φ−1(λ))−1X
κ,φ
λt,λs
, s > t
}
has the same distribution as
{
X
κλ,φλ
t,s , s > t
}
, (2.3)
where
κλ(r, z) := κ(λr, φ
−1(λ)z) and φλ(r) := φ(φ
−1(λ)r)/λ,
and
Eeiξ·X
κ
t,s = exp
(
(s − t)
∫ 1
0
∫
Rd
(eiξ·z − 1 − iξ · z(φ))
κ(t + (s − t)r, z)
|z|dφ(|z|)
dzdr
)
. (2.4)
By (2.1) and (1.8), for |ξ| > 1, letting ξ¯ := ξ/|ξ|, we have
|Eeiξ·X
κ
t,s | 6 exp
(
−
s − t
κ0
∫
Rd
1 − cos(ξ · z)
|z|dφ(|z|)
dz
)
= exp
(
−
s − t
κ0
∫
Rd
1 − cos(ξ¯ · z)
|z|dφ(|z|/|ξ|)
dz
)
6 exp
−c
φ
1
|ξ|β1(s − t)
κ0
∫
|z|61
1 − cos(ξ¯ · z)
|z|dφ(|z|)
dz
 6 exp (−c|ξ|β1(s − t)) , (2.5)
where c = c(Θ1) > 0. Hence, X
κ,φ
t,s admits a smooth density function p
κ,φ
t,s (x) given by the
inverse Fourier transform
p
κ,φ
t,s (x) = (2π)
d
∫
Rd
e−ix·ξEeiξ·X
κ,φ
t,s dξ = (2π)d
∫
Rd
Eeiξ·(X
κ,φ
t,s −x)dξ. (2.6)
Moreover, with p¯
κ,φ
t,s (x) := p
κ,φ
t,s (−x),
∂t p¯
κ,φ
t,s (x) +L
κ
t p¯
κ,φ
t,s (x) = 0 for s > t with lim
t↑s
p¯
κ,φ
t,s (x)dx = δ0(dx), (2.7)
where the limit is taken in the weak sense.
By (2.3), we have the following scaling property, which will play a basic role in the
sequel and simplify many calculations.
Proposition 2.1. For 0 6 t < s 6 1, define
κ˜(r, z) := κ(t + (s − t)r, φ−1(s − t)z), φ˜(u) := φ(uφ−1(s − t))/(s − t).
(i) κ˜ satisfies (2.1) with the same κ0, and φ˜ satisfies (1.8) with the same parameters as φ.
(ii) For x ∈ Rd, it holds
p
κ,φ
t,s (x) =
(
φ−1(s − t)
)−d
p
κ˜,φ˜
0,1
(x/φ−1(s − t)), (2.8)
and for another bounded measurable κ′ satisfying (2.1),(
L
κ′ ,φp
κ,φ
t,s
)
(x) = (s − t)−1
(
φ−1(s − t)
)−d (
L
κ˜′ ,φ˜p
κ˜,φ˜
0,1
)
(x/φ−1(s − t)),
where κ˜′(z) := κ′(φ−1(s − t)z).
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2.2. Two-sided estimate of p
κ,φ
0,1
. In this subsection we show the sharp two-sided estimate
of p
κ,φ
0,1
by a purely probabilistic argument. Recall that the function ρφ(x) is defined by
(1.16).
Theorem 2.2. Under (2.1), there is a constant c0 = c0(Θ1) > 1 such that for all x ∈ R
d,
c−10 ρφ(x) 6 p
κ,φ
0,1
(x) 6 c0 ρφ(x), (2.9)
and for each j ∈ N, there is a constant c j = c j(Θ1) > 0 so that for all x ∈ R
d,
|∇ jp
κ,φ
0,1
(x)| 6 c j ρφ(x). (2.10)
Define
Υ1 :=
∫ 1
0
∫
|z|61
zN˜(dr, dz) +
∫ 1
0
∫
|z|61
(z − z(φ))
κ(r, z)
|z|dφ(|z|)
dzdr,
Υ2 :=
∫ 1
0
∫
|z|>1
zN˜(dr, dz) +
∫ 1
0
∫
|z|>1
(z − z(φ))
κ(r, z)
|z|dφ(|z|)
dzdr.
Note that Υ1 and Υ2 are independent and have the characteristic functions
Eeiξ·Υ1 = exp
(∫ 1
0
∫
|z|61
(eiξ·z − 1 − iξ · z(φ))
κ(r, z)
|z|dφ(|z|)
dzdr
)
=: eϕ1(ξ), (2.11)
Eeiξ·Υ2 = exp
(∫ 1
0
∫
|z|>1
(eiξ·z − 1 − iξ · z(φ))
κ(r, z)
|z|dφ(|z|)
dzdr
)
=: eϕ2(ξ). (2.12)
By a similar calculation as that for (2.5), we have∣∣∣Eeiξ·Υ1 ∣∣∣ = ∣∣∣eϕ1(ξ)∣∣∣ 6 e−c|ξ|β1 .
Consequently,Υ1 has a smooth density p1(x) with respect to the Lebesgue measure on R
d .
Since Xκ
0,1
is the independent sum of Υ1 and Υ2, we have
p
κ,φ
0,1
(x) = E
[
p1(x − Υ2)
]
. (2.13)
To get the two-sided estimate of pκ
1
(x), we prepare the following two lemmas.
Lemma 2.3. (i) For any R > 0, there is a δ = δ(R,Θ1) > 0 so that
inf
x∈BR
p1(x) > δ.
(ii) For any integer m, j ∈ N0, there is a constant c = c(m, j,Θ1) > 0 so that
|∇ jp1(x)| 6 c(1 + |x|
2)−m.
Proof. (i) Let Υ11 and Υ12 be two independent random variables with the characteristic
functions
Eeiξ·Υ11 = exp

∫
|z|61
(
eiξ·z − 1 − iξ · z(φ)
)  κ(z)
|z|dφ(|z|)
−
κ0c
φ
1
2|z|d+β1
 dz
 =: eϕ11(ξ), (2.14)
Eeiξ·Υ12 = exp

∫
|z|61
(eiξ·z − 1 − iξ · z(φ))
κ0c
φ
1
2|z|d+β1
dz
 =: eϕ12(ξ),
where κ(z) :=
∫ 1
0
κ(r, z)dr > κ0 by (2.1). Let p11 and p12 be the continuous density functions
of Υ11 and Υ12, respectively. Clearly,
p1(x) =
∫
Rd
p11(x − z)p12(z)dz. (2.15)
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Since Υ12 is a truncated rotationally symmetric β1-stable random variable, it is well known
(see, e.g., [6]) that p12 is strictly positive on R
d. On the other hand, we have by (2.14) and
(2.5) that
E|Υ11| 6 c(Θ1) < ∞.
Hence, by (2.15), we have for any R1 > R and x ∈ BR,
p1(x) =
∫
Rd
p11(x − z)p12(z)dz > inf
z∈BR1
p12(z)
∫
|z|6R1
p11(x − z)dz
= inf
z∈BR1
p12(z)
(
1 − P(|Υ11 − x| > R1)
)
> inf
z∈BR1
p12(z)
(
1 − (E|Υ11| + R)/R1
)
,
which yields (i) by taking R1 large enough.
(ii) Using the inverse Fourier transform, for every integer m > 1, we have by (2.11)
(1 + |x|2)m |∇ jp1(x)| 6 (2π)
d
∫
Rd
|ξ| j
∣∣∣(I − ∆)meϕ1(ξ)∣∣∣ dξ 6 c(Θ1) < ∞.
The proof is complete. 
Lemma 2.4. For any R > 2, there is a constant c1 = c1(R,Θ1) > 0 so that for all x ∈ R
d,
c−1
1
(1 + |x|)dφ(1 + |x|)
6 P(Υ2 ∈ BR(x)) 6
c1
(1 + |x|)dφ(1 + |x|)
. (2.16)
Proof. Observe that by (2.12),
Eeiξ·Υ2 = exp
(∫
Rd
(eiξ·z − 1)ν(dz)
)
exp (−iξ · b) ,
where ν(dz) := 1{|z|>1}
(∫ 1
0
κ(r, z)dr
)
1
|z|dφ(|z|)
dz and b :=
∫
Rd
z(φ)ν(dz). Let η := {ηn, n ∈ N} be
a family of i.i.d. random variables in Rd with distribution ν/λ, where
λ := ν(Rd) 6 c(Θ1) < ∞.
Let S 0 = 0 and S n := η1 + · · · + ηn. Let N be a Poisson random variable with parameter λ,
which is independent of η. It is easy to see that
S N
(d)
= Υ2 + b.
Now, by definition we have
P(Υ2 ∈ BR(x)) = P(S N ∈ BR(x + b)) =
∞∑
n=1
P
(
S n ∈ BR(x + b)
)
P(N = n)
= e−λ
∞∑
n=1
1
n!
∫
Rnd
1∑n
j=1 z j∈BR(x+b)
ν(dz1) · · · ν(dzn).
When |x+ b| < R+ 1, the upper bound in (2.16) for P(Υ2 ∈ BR(x)) trivially holds. Thus we
assume that |x + b| > R + 1. Notice that
∑n
j=1 z j ∈ BR(x + b) implies that there is at least
one i such that |zi| > (|x + b| − R)/n. Hence,
P(Υ2 ∈ BR(x)) 6 e
−λ
∞∑
n=1
1
n!
 n∑
i=1
∫
Rnd
1∑n
j=1 z j∈BR(x+b)
1|zi|>(|x+b|−R)/nν(dz1) · · · ν(dzn)
 .
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Recalling ν(dzi) = 1|zi|>1(|zi|
dφ(|zi|))
−1
(∫ 1
0
κ(r, zi)dr
)
dzi, we have by (2.1)
P(Υ2 ∈ BR(x)) 6 e
−λ
∞∑
n=1
κ0n
d
(|x + b| − R)dφ((|x + b| − R)/n)
1
n!
×
 n∑
i=1
∫
Rnd
1∑n
j=1 z j∈BR(x+b)
ν(dz1) · · ·dzi · · · ν(dzn)

6 e−λ
∞∑
n=1
κ0c
φ
2
nd+β2
(|x + b| − R)dφ(|x + b| − R)
|BR|
λn−1
n!
6
c1(Θ1)
(|x + b| − R)dφ(|x + b| − R)
|BR| 6
c2(R,Θ1)
(1 + |x|)dφ(1 + |x|)
,
where in the second inequality we used (1.8) and the translation invariance property of the
Lebesgue measure in zi-variable. On the other hand, for any x ∈ R
d, since R > 2,
P(Υ2 ∈ BR(x)) > e
−λ
∫
Rd
1{z1∈BR(x+b)}ν(dz1)
>
κ−1
0
e−λ|BR(x + b) ∩ B
c
1
|
(|x| + |b| + R)dφ((|x| + |b| + R)
>
c2(R,Θ1)
(1 + |x|)dφ(1 + |x|)
.
Combining the above calculations, we get the desired estimate. 
Now we can give
Proof of Theorem 2.2. Our proof is adapted from [17]. Let R > 2. For the lower bound,
by (i) of Lemma 2.3, we have
δ := inf
z∈BR
p1(z) > 0.
Hence, by (2.13) and Lemma 2.4,
p
κ,φ
0,1
(x) = E
[
p1(x − Υ2)
]
> δP(|x − Υ2| 6 R) >
δc−1
1
(1 + |x|)dφ(1 + |x|)
. (2.17)
For the upper bound, by (2.13) again, we have
p
κ,φ
0,1
(x) 6 E
[
p1(x − Υ2)1|x−Υ2|6|x|/2
]
+ sup
|z|>|x|/2
p1(z). (2.18)
By (ii) of Lemma 2.3, we can choose N-points z1, · · · , zN ∈ B|x|/2 and ε > 0 such that
B|x|/2 ⊂ ∪
N
j=1Bε(z j) and
N∑
j=1
sup
z∈Bε(z j)
p1(z) 6 c4,
where c4 only depends on ε, κ0, d, α. Hence, by Lemma 2.4, we have
E
[
p1(x − Υ2)1|x−Υ2|6|x|/2
]
6
N∑
j=1
E
[
p1(x − Υ2)1x−Υ2∈Bε(z j)
]
6
N∑
j=1
sup
z∈Bε(z j)
p1(z)P(|x − Υ2 − z j| 6 ε)
6
N∑
j=1
sup
z∈Bε(z j)
p1(z)
c1
(1 + |x − z j|)dφ(1 + |x − z j|)
6
c1c4
(1 + |x|/2)dφ(1 + |x|/2)
.
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This together with (1.8), (2.18) and Lemma 2.3(ii) yields that
p
κ,φ
0,1
(x) 6
c5
(1 + |x|)dφ(1 + |x|)
for x ∈ Rd.
Combining with (2.17), we get the desired estimate (2.9). 
Remark 2.5. The strong Markov process Xκt,s of (2.2) has infinitesimal generator
L
κ
t f (x) =
∫
Rd
(
f (x + z) − f (x) − ∇ f (x) · z(φ)
) κ(t, z)
|z|dφ(|z|)
dz.
Suppose
X˜κt,s :=
∫ s
t
∫
Rd
zN˜(dr, dz) +
∫ s
t
∫
{z|>1}
z
κ(r, z)
|z|dφ(|z|)
dzdr, (2.19)
which has infinitesimal generator
L˜
κ
t f (x) :=
∫
Rd
(
f (x + z) − f (x) − ∇ f (x) · z1{|z|61}
) κ(t, z)
|z|dφ(|z|)
dz.
Clearly,
X˜κt,s = X
κ
t,s +
∫ s
t
b(r)dr and L˜ κt = L
κ
t + b(r) · ∇, (2.20)
where
b(r) =

−
∫
{|z|61}
z
κ(r,z)
|z|dφ(|z|)
dz in Case
φ
1
,
0 in Case
φ
2
,∫
{|z|>1}
z
κ(r,z)
|z|dφ(|z|)
dz in Case
φ
3
.
(2.21)
Denote by p˜κt,s(x) the density function of X˜
κ
t,s. Then by (2.20),
p˜κt,s(x) = p
κ
t,s
(
x −
∫ s
t
b(r)dr
)
.
Thus under conditions (2.1), one can get two-sided estimates on p˜κt,s(x) from that of p
κ
t,s(x).
2.3. Fractional derivative estimates of p
κ,φ
0,1
. In this subsection we show the fractional
derivative estimates of p
κ,φ
0,1
, that will be used to construct the heat kernel with variable
coefficients by Levi’s method.
Lemma 2.6. Let φ be as in (1.8) and p(x) := p
κ,φ
0,1
(x). Define
δ(1)p (x, z) := p(x + z) − p(x), δ
(2)
p (x, z) := p(x + z) + p(x − z) − 2p(x)
and
δ(3)p (x, z) := p(x + z) − p(x) − z · ∇p(x).
Under assumption (2.1), there is a constant c = c(Θ1) > 0 such that for all x, x
′, z ∈ Rd
and i = 1, 2, 3,
|δ(i)p (x, z)| 6 c
(
1{|z|>1}
(
ρφ(x + z) + 1{i=2}ρφ(x − z)
)
+ (|z|i∧2 ∧ |z|(i−2)∨0)ρφ(x)
)
, (2.22)
and
|δ(i)p (x, z) − δ
(i)
p (x
′, z)|
6 c
(
|x − x′| ∧ 1
) (
1{|z|>1}
(
ρφ(x + z) + ρφ(x
′
+ z) + 1{i=2}
(
ρφ(x − z) + ρφ(x
′ − z)
))
+ (|z|i∧2 ∧ |z|(i−2)∨0)
(
ρφ(x) + ρφ(x
′)
))
.
(2.23)
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Proof. We only present the proof of (2.23) for i = 3. The proofs for the other two cases
are similar. Notice that
|δ(2)p (x, z) − δ
(2)
p (x
′, z)| 6 |z|2 |x − x′|
∫
[0,1]3
|∇3p(x + θ1z + θ1θ2z + θ3(x − x
′))|dθ1dθ2dθ3
(2.10)
. |z|2 |x − x′|
∫
[0,1]3
ρφ(x + θ1z + θ1θ2z + θ3(x − x
′))dθ1dθ2dθ3.
If |x| > 4, |x − x′| 6 1 and |z| 6 1, then due to |x + θ1z + θ1θ2z + θ3(x − x
′)| ≍ |x|, we have
ρφ(x + θ1z + θ1θ2z + θ3(x − x
′)) . ρφ(x).
If |x| 6 4, |x − x′| 6 1 and |z| 6 1, then
ρφ(x + θ1z + θ1θ2z + θ3(x − x
′)) 6 1 . ρφ(x).
Hence, for |x − x′| 6 1 and |z| 6 1,
|δ(2)p (x, z) − δ
(2)
p (x
′, z)| . |z|2 |x − x′| ρφ(x).
Similarly, if |x − x′| > 1 and |z| 6 1, then
|δ(2)p (x, z) − δ
(2)
p (x
′, z)| 6 |δ(2)p (x, z)| + |δ
(2)
p (x
′, z)| . |z|2
(
ρφ(x) + ρφ(x
′)
)
;
if |x − x′| 6 1 and |z| > 1, then
|δ(2)p (x, z) − δ
(2)
p (x
′, z)| . |x − x′|
(
ρφ(x + z) + (|z| + 1)ρφ(x)
)
;
if |x − x′| > 1 and |z| > 1, then
|δ(2)p (x, z) − δ
(2)
p (x
′, z)| . ρφ(x + z) + ρφ(x
′
+ z) + (|z| + 1)(ρφ(x
′) + ρφ(x)).
Combining the above cases, we obtain (2.23) for i = 3. 
Using Lemma 2.6, it is easy to derive the following from definition, which is a counter-
part of [9, Theorem 2.4].
Lemma 2.7. Let φ be as in (1.8) and z(φ) be defined by (1.3). Let ∆
(φ)
p be defined by any one
of (1.6) (regardless whether κ(t, z) is symmetric in z or not), and p(x) := p
κ,φ
0,1
(x). Under
condition (2.1), there is a constant c = c(Θ1) > 0 such that for all x ∈ R
d,∫
Rd
|∆
(φ)
p (x, z)| dz 6 cρφ(x), (2.24)
and for all x, x′ ∈ Rd,∫
Rd
|∆
(φ)
p (x, z) − ∆
(φ)
p (x
′, z)| dz 6 c
(
|x − x′| ∧ 1
) (
ρφ(x) + ρφ(x
′)
)
. (2.25)
Proof. We first consider the case that ∆
(φ)
p is defined by the first expression of (1.6). By
Lemma 2.6, it is easy to see that
|∆
(φ)
p (x, z)| 6 c
1{|z|>1}ρφ(x + z) + γ
(1)
φ (|z|)ρφ(x)
|z|dφ(z)
,
where γ
(1)
φ (r) is defined by (1.10), and
|∆
(φ)
p (x; z)−∆
(φ)
p (x
′; z)| 6 c
(
|x − x′| ∧ 1
) 1{|z|>1}(ρφ(x + z) + ρφ(x′ + z)) + γ(1)φ (|z|)(ρφ(x) + ρφ(x′))
|z|dφ(z)
.
Thus, to prove (2.24) and (2.25), it suffices to show
I1 :=
∫
Rd
γ
(1)
φ (|z|)
|z|dφ(|z|)
dz < ∞ and I2(x) :=
∫
|z|>1
ρφ(x + z)
|z|dφ(|z|)
dz . ρφ(x).
14 ZHEN-QING CHEN AND XICHENG ZHANG
Clearly, by definition
I1 = c
∫ ∞
0
γ
(1)
φ (r)
rφ(r)
dr < ∞.
For |x| > 2, we have
I2(x) 6 ρφ(x/2)
∫
1<|z|6|x|/2
dz
|z|dφ(|z|)
+
∫
|z|>|x|/2
ρφ(x + z)
|z|dφ(|z|)
dz
. ρφ(x)
∫
|z|>1
dz
|z|dφ(|z|)
+
1
|x|dφ(|x|)
∫
Rd
ρφ(z)dz . ρφ(x),
which together with sup|x|62 I2(x) < ∞ yields I2 . ρφ on R
d.
When ∆
(φ)
p is defined by the second expression of (1.6) (here we do not need to assume
that κ(t, z) is symmetric in z), we can establish (2.24) and (2.25) in a similar way as above.
This completes the proof of the lemma. 
2.4. Continuous dependence of p
κ,φ
0,1
(x)with respect to κ. In this subsection we show the
continuous dependence of p
κ,φ
0,1
(x) in the point-wise sense with respect to κ.
Lemma 2.8. Let κ1 and κ2 be two kernels satisfying (2.1) with the same constant κ0. Let φ
be as in (1.8) and
p1(x) := p
κ1,φ
0,1
(x), p2(x) := p
κ2,φ
0,1
(x).
There exists a constant c = c(Θ1) > 0 such that for all x ∈ R
d,
|∇ jp1(x) − ∇
jp2(x)| 6 c‖κ1 − κ2‖∞ρφ(x) for j = 0, 1, (2.26)∫
Rd
|∆
(φ)
p1 (x, z) − ∆
(φ)
p2 (x, z)|dz 6 c‖κ1 − κ2‖∞ ρφ(x), (2.27)
where ∆
(φ)
pi (x, z) is defined by any one of (1.6) regardless whether κ(t, z) is symmetric in z
or not.
Proof. Noticing that by (2.4) and (2.6),
qλ(x) := p
λκ1+(1−λ)κ2
0,1
(x) =
∫
Rd
e−ix·ξ exp
(∫
Rd
(eiξ·z − 1 − iξ · z(φ))
λκ1(z) + (1 − λ)κ2(z)
|z|dφ(|z|)
dz
)
dξ,
where κ1(z) :=
∫ 1
0
κ1(r, z)dr and κ2(z) :=
∫ 1
0
κ2(r, z)dr. We claim that
∂λqλ(x) = (L
κ1 − L κ2)qλ(x). (2.28)
Indeed, since
L̂ κi f (ξ) =
(∫
Rd
(eiξ·z − 1 − iξ · z(φ))
κi(z)
|z|dφ(|z|)
dz
)
fˆ (ξ)
and
qˆλ(ξ) = exp
(∫
Rd
(eiξ·z − 1 − iξ · z(φ))
λκ1(z) + (1 − λ)κ2(z)
|z|dφ(|z|)
dz
)
,
we have
∂λqˆλ(ξ) = L̂ κ1qλ(ξ) − L̂ κ2qλ(ξ).
By the uniqueness of Fourier transform, we get (2.28).
By the definition of qλ(x) and (2.28),
|p1(x) − p2(x)| =
∣∣∣∣∣∣
∫ 1
0
∂λqλ(x)dλ
∣∣∣∣∣∣ =
∣∣∣∣∣∣
∫ 1
0
∫
Rd
∆
(φ)
qλ (x, z)(κ1(z) − κ2(z))dzdλ
∣∣∣∣∣∣
6 ‖κ1 − κ2‖∞
∫ 1
0
∫
Rd
∣∣∣∆(φ)qλ (x, z)∣∣∣dz.
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Thus we obtain by (2.24) that
|p1(x) − p2(x)| 6 c‖κ1 − κ2‖∞ρφ(x), (2.29)
which establishes (2.26) for j = 0.
We next use the convolution technique to show (2.26) for j = 1 and (2.27). Let
p0(x) := p
κ0/2,φ
0,1
(x), p¯i(x) := p
κi−κ0/2,φ
0,1
(x) for i = 1, 2.
Then we have
pi(x) =
∫
Rd
p0(x − y) p¯i(y)dy for i = 1, 2.
We have by (2.10) and (2.29) applied to p¯1 and p¯2 that
|∇p1(x) − ∇p2(x)| 6
∫
Rd
|∇p0(x − y)| · | p¯1(y) − p¯2(y)|dy
. ‖κ1 − κ2‖∞
∫
Rd
ρφ(x − y) · ρφ(y)dy . ‖κ1 − κ2‖∞ρφ(x).
Similarly, by (2.24) and (2.29),∫
Rd
|∆
(φ)
p1 (x, z) − ∆
(φ)
p2 (x, z)|dz 6
∫
Rd
(∫
Rd
|∆
(φ)
p0 (x − y, z)|dz
)
| p¯1(y) − p¯2(y)|dy
. ‖κ1 − κ2‖∞
∫
Rd
ρφ(x − y) · ρφ(y)dy . ‖κ1 − κ2‖∞ρφ(x).
This completes the proof of the Lemma. 
3. Basic convolution inequalities
We first list some important properties about slowly varying functions.
Proposition 3.1. (i) Let ℓ ∈ S0 with the convention that ℓ(t) = ℓ(1) for t > 1. For any
δ > 0, there is a constant C = C(ℓ, δ) > 1 such that for all s, t > 0,
ℓ(s)
ℓ(t)
6 Cmax
{(
s
t
)δ
,
(
s
t
)−δ}
. (3.1)
(ii) If ℓ ∈ S0 ∩D0, then Γℓ(·) =
∫ ·
0
ℓ(s)/s ds ∈ S0 and
lim
t→0
Γℓ(t)/ℓ(t) = ∞. (3.2)
If ℓ ∈ Rα for some α > 0, then
lim
t→0
Γℓ(t)/ℓ(t) = 1/α. (3.3)
(iii) Let g : R+ → R+ be a continuous function with g(0) = 0. Suppose that
0 < lim
t→0
g(λt)/g(t) 6 lim
t→0
g(λt)/g(t) < ∞, λ > 0.
For any ℓ ∈ S0, we have ℓ ◦ g ∈ S0.
(iv) For ℓ ∈ S0 ∩ D0 and an increasing positive function φ on [0,∞) that satisfies (1.8),
we have ℓφ ∈ S0 ∩D0.
Proof. (i) Estimate (3.1) follows by Potter’s theorem (see [3, (ii) of Theorem 1.5.6]).
(ii) It follows by [3, Proposition 1.5.9b and Proposition 1.5.10].
(iii) For any 0 < λ0 < λ1 < ∞, by UCT theorem for slowly varying functions (see [3,
Theorem 1.2.1]), it holds that
lim
t→0
sup
λ∈[λ0,λ1]
|ℓ(λt)/ℓ(t) − 1| = 0.
16 ZHEN-QING CHEN AND XICHENG ZHANG
Fix λ > 0. By the assumption, there are t0 > 0 and interval [λ0, λ1] such that
g(λt)/g(t) ∈ [λ0, λ1], t ∈ (0, t0].
Hence,
lim
t→0
ℓ(g(λt))/ℓ(g(t)) = 1.
(iv) By (1.8) we have R
c
φ
2
r

1/β2
6
φ−1(R)
φ−1(r)
6
 R
c
φ
1
r

1/β1
for 0 < r 6 R 6 1. (3.4)
By (iii), we immediately have ℓφ = ℓ ◦ φ
−1 ∈ S0. Moreover, the above estimate implies
φ−1(s) 6 (c
φ
2
s)1/β2 ,
and so, by the increase of ℓ and a change of variable,
Γℓφ(t) =
∫ t
0
ℓ ◦ φ−1(s)/sds 6
∫ t
0
ℓ
(
(c
φ
2
s)1/β2
)
/sds = β2Γℓ
(
(c
φ
2
t)1/β2
)
.
The proof is complete. 
The following lemma plays a crucial role in our construction of the heat kernel of L κt
by Levi’s method. Recall the definition of ℓφ from (1.15) and ρφ(t, x) from (1.16).
Lemma 3.2. Let φ be as in (1.8) and ρφ(t, x) as in (1.16). For a function ℓ on R+, define
hℓφ(t, x) := ℓ
(
φ−1(t) + |x|
)
ρφ(t, x). (3.5)
(i) If ℓ ∈ ∪α∈[0,1)Rα, then there is some C = C(ℓ,Θ1) > 0 so that∫
Rd
hℓφ(t, x)dx 6 C
ℓφ(t)
t
for all t ∈ (0, 1]. (3.6)
(ii) For any ℓ1, ℓ2 ∈ ∪α∈[0,1)Rα, there is a constant C = C(ℓ1, ℓ2,Θ1) > 1 such that for all
0 < s < t < ∞ and x, y ∈ Rd,∫
Rd
h
ℓ1
φ (t − s, x − y)h
ℓ2
φ (s, y)dy 6 C
(
ℓφ(t − s)
t − s
+
ℓφ(s)
s
)
h
ℓ1∨ℓ2
φ (t, x). (3.7)
Proof. (i) By the definition, (1.19) and the use of polar coordinate, we have∫
Rd
hℓφ(t, x)dx .
∫ ∞
0
ℓ
(
φ−1(t) + r
) (
φ−1(t) + r
)−d (
φ
(
φ−1(t) + r
))−1
rd−1dr
6
∫ ∞
0
ℓ
(
φ−1(t) + r
)(
φ−1(t) + r
)
φ
(
φ−1(t) + r
)dr = ∫ ∞
φ−1(t)
ℓ(r)
rφ(r)
dr
= ℓ(1)
∫ ∞
1
1
rφ(r)
dr +
∫ 1
φ−1(t)
ℓ(r)
rφ(r)
dr. (3.8)
Here we have used the convention that ℓ(r) = ℓ(1) for r > 1. By the lower bound of (1.8)
and (3.1) with δ = β1/2, for t ∈ (0, 1],∫ 1
φ−1(t)
ℓ(r)
rφ(r)
dr =
ℓ(φ−1(t))
t
∫ 1
φ−1(t)
ℓ(r)
ℓ(φ−1(t))
φ(φ−1(t))
rφ(r)
dr
.
ℓ(φ−1(t))
t
∫ 1
φ−1(t)
rδ
φ−1(t)δ
φ−1(t)β1
r1+β1
dr .
ℓ(φ−1(t))
t
.
Taking δ = β1/2 again in (3.1), we have by (1.8) that t . ℓ(φ
−1(t)) for t ∈ (0, 1]. The above
display together with (3.8) and (1.1) yields the desired estimate (3.6).
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(ii) Without loss of generality, we assume ℓ1, ℓ2 ∈ S0. By the definition of slowly
varying function, it is easy to see that ℓ1 ∨ ℓ2 ∈ S0. By (3.1) with δ = 1, there is a constant
c0 > 0 such that for all u < w,
ud(ℓ1 ∨ ℓ2)(w)
wd(ℓ1 ∨ ℓ2)(u)
6 c0
((
u
w
)d+1
∨
(
u
w
)d−1)
6 c0.
Thus, if we let γ(u) := udφ(u), then by the increase of φ, we have for all λ > 1 and
0 < u < λw,
γ(u)
(ℓ1 ∨ ℓ2)(u)
6 c0
γ(λw)
(ℓ1 ∨ ℓ2)(λw)
6 cλ
γ(w)
(ℓ1 ∨ ℓ2)(w)
. (3.9)
On the other hand, as
u ∨ w 6 u + w 6 2(u ∨ w) for u,w > 0,
we have by (3.1) with δ = 1 again that for all u,w > 0,
(ℓ1 ∨ ℓ2)(u ∨ w)
(ℓ1 ∨ ℓ2)(u + w)
6 c0max
{
u + w
u ∨ w
,
u ∨ w
u + w
}
6 2c0.
This together with γ(u + w) 6 γ(2(u ∨ w)) 6 2d+β2c
φ
2
γ(u ∨ w) yields
γ(u + w)
(ℓ1 ∨ ℓ2)(u + w)
.
(
γ
ℓ1 ∨ ℓ2
)
(u ∨ w) 6
γ(u)
ℓ1(u)
+
γ(w)
ℓ2(w)
. (3.10)
Now let g(t, x) := φ−1(t) + |x|. Since for 0 < s < t < ∞ and x, y ∈ Rd,
g(t, x) . g(t − s, x − y) + g(s, y),
we have by (3.9) and (3.10),
γ(g(t, x))
(ℓ1 ∨ ℓ2)(g(t, x))
.
(
γ
(ℓ1 ∨ ℓ2)
)
(g(t − s, x − y) + g(s, y))
.
γ(g(t − s, x − y))
ℓ1(g(t − s, x − y))
+
γ(g(s, y))
ℓ2(g(s, y))
.
Hence,
ℓ1(g(t − s, x − y))
γ(g(t − s, x − y))
×
ℓ2(g(s, y))
γ(g(s, y))
.
(
ℓ1(g(t − s, x − y))
γ(g(t − s, x − y))
+
ℓ2(g(s, y))
γ(g(s, y))
)
×
(ℓ1 ∨ ℓ2)(g(t, x))
γ(g(t, x))
,
which together with (1.19) yields
h
ℓ1
φ (t − s, x − y)h
ℓ2
φ (s, y) .
(
h
ℓ1
φ (t − s, x − y) + h
ℓ2
φ (s, y)
)
h
ℓ1∨ℓ2
φ (t, x).
Integrating both sides in y and by (3.6), we obtain (3.7). 
4. Proof of Theorem 1.4
Now we consider the space and time dependent nonlocal operator L κt defined by (1.4),
and give a proof for Theorem 1.4. For each fixed y ∈ Rd, let L
κy
t be the freezing operator
L
κy
t f (x) =
∫
Rd
∆
(φ)
f
(x, z) κ(t, y, z)dz, (4.1)
where ∆
(φ)
f
is the difference operator defined by (1.6). Let p
(y)
t,s (x) := p
κy
t,s(−x) be the heat
kernel of operator L
κy
t as given by (2.6). Equivalently, p
(y)
t,s (x) is the probability transition
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density of the time-inhomogenousLe´vy process associated with L
κy
t starting from position
x at time t to be at the origin 0 at time s. We know from (2.7) that it satisfies
∂tp
(y)
t,s (x) +L
κy
t p
(y)
t,s (x) = 0 for s > t with lim
t↑s
p
(y)
t,s (x) = δ{0}(x), (4.2)
where δ{0}(x) denotes the usual Dirac measure concentrated at the origin 0.
Following Levi’s idea, we seek heat kernel pκt,s(x, y) of L
κ
t of the following form:
pκt,s(x, y) = p
(y)
t,s (x − y) +
∫ s
t
∫
Rd
p
(z)
t,r (x − z)qr,s(z, y)dzdr, (4.3)
where qr,s(z, y) is some suitable function to be determined. If the above p
κ
t,s(x, y) is a heat
kernel for L κt , that is, for each t < s and x, y ∈ R
d,
∂tp
κ
t,s(x, y) +L
κ
t p
κ
t,s(·, y)(x) = 0,
formally differentiate both sides of (4.3) with respect to t would yield
L
κ
t p
κ
t,s(·, y)(x) =
(
L
κy
t p
(y)
t,s
)
(x − y) + qt,s(x, y) +
∫ s
t
∫
Rd
(
L
κz
t p
(z)
t,r
)
(x − z)qr,s(z, y)dzdr.
Applying L κt on both sides of (4.3) in x-variable formally gives
L
κ
t p
κ
t,s(·, y)(x) =
(
L
κx
t p
(y)
t,s
)
(x − y) +
∫ s
t
∫
Rd
(
L
κx
t p
(z)
t,r
)
(x − z)qr,s(z, y)dzdr.
Subtracting the above two displays and defining
q
(0)
t,s (x, y) :=
(
L
κx
t − L
κy
t
)
p
(y)
t,s (·)(x − y), (4.4)
we conclude that qt,s(x, y) must satisfy
qt,s(x, y) = q
(0)
t,s (x, y) +
∫ s
t
∫
Rd
q
(0)
t,r (x, z)qr,s(z, y)dzdr (4.5)
for any t < s and x, y ∈ Rd. For n ∈ N, define q
(n)
t,s (x, y) recursively by
q
(n)
t,s (x, y) :=
∫ s
t
∫
Rd
q
(0)
t,r (x, z)q
(n−1)
r,s (z, y)dzdr. (4.6)
Iterating the identity (4.5) repeatedly, we get for N > 1,
qt,s(x, y) =
N∑
n=0
q
(n)
t,s (x, y) +
∫ s
t
∫
Rd
q
(N)
t,r (x, z)qr,s(z, y)dzdr. (4.7)
If the remainder tends to zero as N → ∞, we would get
qt,s(x, y) :=
∞∑
n=0
q
(n)
t,s (x, y). (4.8)
Our approach is that, instead of showing the remainder in (4.7) tends to zero, we show that
the infinite sum in the above converges absolutely and locally uniformly and the function
qt,s(x, y) defined by (4.8) satisfies the integral equation (4.7), using the estimates obtained
in the last two sections. We then establish rigorously that the function pκt,s(x, y) defined by
(4.3) in terms of qt,s(x, y) of (4.8) is indeed a time-inhomogeneous heat kernel for L
κ
t with
desired regularity and estimates. The positivity of qt,s(x, y) and the uniqueness of the heat
kernel are obtained through a maximum principle for non-local operator L κt .
Throughout the remaining of this section, we assume ℓ ∈ S0 ∩ D0 and one of the
following holds:
(H1) If κ(t, x, z) = κ(t, x,−z), we assume (1.8), (A
(0)
φ ) and (1.11).
(H2′) If κ(t, x, z) , κ(t, x,−z), we assume (1.8), (A
(1)
φ ), (1.11) and (1.12).
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4.1. Solving integral equation (4.5). Our first step is to show that the function qt,s(x, y)
given by (4.8) solves the integral equation (4.5). We will use scaling to reduce the consid-
eration of heat kernel pκt,s to the case of t = 0 and s = 1. For this, we define for each fixed
t < s with s − t 6 1,
κ˜y(r, z) := κ(t + r(s − t), y, φ
−1(s − t)z), φ˜(u) := φ(uφ−1(s − t))/(s − t). (4.9)
Note that φ˜ satisfies (1.8) with the same constants c
φ
1
, c
φ
2
and 0 < β1 6 β2 < ∞, and, in
view of (A
(i)
φ ), ∫ ∞
0
γ
(i)
φ˜
(r)
rφ˜(r)
dr 6 A
(i)
φ < ∞ for i = 0, 1. (4.10)
Clearly, κ˜y(r, z) satisfies (1.12), and we have by (1.11) that
κ−10 6 κ˜y(r, z) 6 κ0, |˜κx(r, z) − κ˜y(r, z)| 6 ℓ
2 (|x − y|) . (4.11)
By Proposition 2.1, we have for any x, y and t < s,
q
(0)
t,s (x, y) =
((
L
κ˜x ,φ˜
0
−L
κ˜y ,φ˜
0
)
p
κ˜y,φ˜
0,1
(·)
) (
(x − y)/φ−1(s − t)
)
(s − t)
(
φ−1(s − t)
)d . (4.12)
Noticing that by definition (4.1), (2.24) and (4.11),∣∣∣∣∣(L κ˜x ,φ˜0 − L κ˜y ,φ˜0 )pκ˜y ,φ˜0,1
∣∣∣∣∣ (z) . ℓ2(|x − y|) ρφ˜(z),
and also by definition (1.16) and (4.9),
ρφ˜((x − y)/φ
−1(s − t)) = (s − t)
(
φ−1(s − t)
)d
ρφ(s − t, x − y), (4.13)
we conclude that there is a positive constant C0 = C0(Θ1,A
(0)
φ ) so that for any (t, x; s, y) ∈
D
1
0
,
|q
(0)
t,s (x, y)| 6 C0ℓ
2(|x − y|) ρφ(s − t, x − y) 6 C0h
ℓ2
φ (s − t, x − y), (4.14)
where hℓ
2
φ is defined by (3.5).
The following theorem extends [9, Theorem 3.1] to the time-dependent and mixed
stable-like non-local operator setting of this paper, and relaxes the Ho¨lder continuous as-
sumption on x 7→ κ(t, x, z) to Dini continuity. Recall the definition of ℓφ from (1.15).
Theorem 4.1. Let q
(n)
t,s (x, y) be defined as by (4.4) and (4.6). Under either (H1) or (H2
′),
there is an ε0 > 0 such that the series qt,s(x, y) :=
∑∞
n=0 q
(n)
t,s (x, y) is absolutely and locally
uniformly convergent on D
ε0
0
and solves the integral equation (4.5). Moreover, for each
t > 0, (s, x, y) 7→ qt,s(x, y) is jointly continuous in K
ε0
t := (t, t + ε0) × R
d × Rd, and has the
following estimates: there is a constant c1 = c1(ε0,Θ) > 0 so that on D
ε0
0
,
|qt,s(x, y)| 6 c1h
ℓ2
φ (s − t, x − y) 6 c1‖ℓ‖∞h
ℓ
φ(s − t, x − y), (4.15)
where hℓφ is defined by (3.5), and
|qt,s(x, y) − qt,s(x
′, y)| 6 c1
ℓ(|x − x′|)
ℓφ(s − t)
(
hℓφ(s − t, x − y) + h
ℓ
φ(s − t, x
′ − y)
)
. (4.16)
Proof. (i) Let C2 := 2C1C0, where C1 is the constant in (3.7) associated to ℓ1 = ℓ2 = ℓ
2,
and C0 is from (4.14). We use induction method to show that for all (t, x; s, y) ∈ D
1
0
,
|q
(n)
t,s (x, y)| 6 C
n+1
2
(
Γℓ2φ
(s − t)
)n
hℓ
2
φ (s − t, x − y),
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where Γℓ2
φ
(t) :=
∫ t
0
ℓ2φ(s)ds/s. First of all, for n = 0, it is true by (4.14). Suppose now that
it has been proven for some n ∈ N. Then by (4.14), the induction hypothesis and (3.7), we
have
|q
(n+1)
t,s (x, y)| 6 C
n+1
2
(
Γℓ2φ
(s − t)
)n
C0
∫ s
t
∫
Rd
hℓ
2
φ (r − t, x − z)h
ℓ2
φ (s − r, z − y)dzdr
6 Cn+12
(
Γℓ2
φ
(s − t)
)n
C0
C1
∫ s
t
ℓ2φ(r − t)r − t +
ℓ2φ(s − r)
s − r
 dr
 hℓ2φ (s − t, x − y)
= Cn+12
(
Γℓ2φ
(s − t)
)n
C0
(
2C1Γℓ2φ (s − t)
)
hℓ
2
φ (s − t, x − y)
= Cn+22
(
Γℓ2
φ
(s − t)
)n+1
hℓ
2
φ (s − t, x − y).
Now by (iv) of Proposition 3.1, we can choose ε0 ∈ (0, 1) small enough so that
Γℓ2φ
(ε0) 6 1/(2C2).
Thus qt,s(x, y) =
∑∞
n=0 q
(n)
t,s (x, y) converges absolutely and locally uniformly on D
ε0
0
and
|qt,s(x, y)| 6
∞∑
n=0
|q
(n)
t,s (x, y)| 6 2C2h
ℓ2
φ (s − t, x − y).
(ii) By (2.2), (2.5) and (2.6), one sees that {(t, s, x) 7→ p
(y)
t,s (x) : y ∈ R
d} is equi-continuous
in any compact subsets of {(t, s, x) ∈ R+ × R+ × R
d : t < s}. On the other hand, by (2.26)
and Proposition 2.1, it is easy to see that y 7→ p
(y)
t,s (x) is continuous for each t < s and
x ∈ Rd . Hence, (t, x; s, y) 7→ p
(y)
t,s (x− y) is continuous on D
1
0
. Moreover, by the definition of
q(0), one sees that for each t > 0, (s, x, y) 7→ q
(0)
t,s (x, y) is continuous on (t, t + 1) × R
d × Rd .
Furthermore, by definition (4.6) and induction method, for each n ∈ N, (s, x, y) 7→ q
(n)
t,s (x, y)
is continuous on (t, t + 1) × Rd × Rd . So (s, x, y) 7→ qt,s(x, y) is continuous on K
ε0
t .
(iii) In this step we show that for all (t, x; s, y), (t, x′; s, y) ∈ D1
0
,
|q
(0)
t,s (x, y) − q
(0)
t,s (x
′, y)| .
ℓ(|x − x′|)
ℓφ(s − t)
(
hℓ
2
φ (s − t, x − y) + h
ℓ2
φ (s − t, x
′ − y)
)
. (4.17)
First of all, if |x − x′| > φ−1(s − t), then by (4.14) and the increase of ℓ, we clearly have the
above estimate. Next we assume
|x − x′| 6 φ−1(s − t).
Write p(x) := p
κ˜y,φ˜
0,1
(x). Recall the definition of ∆
(φ˜)
p from (1.6). We have by definition (4.9),
Lemma 2.7 and (4.11),∣∣∣∣∣(L κ˜x ,φ˜0 −L κ˜y,φ˜0 )p(z1) − (L κ˜x′ ,φ˜0 − L κ˜y ,φ˜0 )p(z2)
∣∣∣∣∣
6
∫
Rd
∣∣∣∣∆(φ˜)p (z1, z) − ∆(φ˜)p (z2, z)∣∣∣∣ |˜κx(0, z) − κ˜y(0, z)| dz + ∫
Rd
∣∣∣∣∆(φ˜)p (z2, z)∣∣∣∣ |˜κx(0, z) − κ˜x′(0, z)| dz
. ℓ2(|x − y|)(|z1 − z2| ∧ 1)
(
ρφ˜(z1) + ρφ˜(z2)
)
+ ℓ2(|x − x′|)ρφ˜(z2),
where the implicit constant depends on Θ, especially onA
(0)
φ (resp. A
(1)
φ ) in the symmetric
(resp. non-symmetric) case of z 7→ κ(t, x, z). By (4.12) and (4.13) and taking z1 =
x−y
φ−1(s−t)
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and z2 =
x′−y
φ−1(s−t)
, we get for |x − x′| 6 φ−1(s − t),
|q
(0)
t,s (x, y) − q
(0)
t,s (x
′, y)| . ℓ2(|x − y|)
|x − x′|
φ−1(s − t)
ρφ(s − t, x − y)
+
(
ℓ2(|x − y|)
|x − x′|
φ−1(s − t)
+ ℓ2
(
|x − x′|
))
ρφ(s − t, x
′ − y).
(4.18)
Since ℓ ∈ S0 ∩D0 is bounded, by Proposition 3.1 we have
r
R
.
ℓ(r)
ℓ(R)
. 1 for r 6 R and ℓ(s + t) . ℓ(s) + ℓ(t).
Thus, by the definition (3.5) of hℓ
2
φ , from (4.18), we immediately have (4.17).
(iv) By (4.17), (4.15) and Lemma 3.2, we have∫ s
t
∫
Rd
|q
(0)
t,r (x, z) − q
(0)
t,r (x
′, z)| |qr,s(z, y)|dzdr
. ℓ(|x − x′|)
∫ s
t
1
ℓφ(r − t)
ℓ2φ(r − t)r − t +
ℓ2φ(s − r)
s − r
 dr
×
(
hℓ
2
φ (s − t, x − y) + h
ℓ2
φ (s − t, x
′ − y)
)
.
(4.19)
Clearly, we have ∫ s
t
ℓφ(r − t)
r − t
dr =
∫ s−t
0
ℓφ(r)
r
dr = Γℓφ(s − t) < ∞.
Write ∫ s
t
ℓ2φ(s − r)
ℓφ(r − t)(s − r)
dr =
(∫ s
(s+t)/2
+
∫ (s+t)/2
t
)
ℓ2φ(s − r)
ℓφ(r − t)(s − r)
dr =: I1 + I2.
For I1, since ℓφ ∈ S0 ∩D0, we have
I1 .
1
ℓφ((s − t)/2)
∫ (s−t)/2
0
ℓ2φ(r)
r
dr 6
∫ (s−t)/2
0
ℓφ(r)
r
dr = Γℓφ ((s − t)/2).
For I2, since s 7→ s/ℓφ(s) ∈ R1 by 1/ℓφ ∈ S0, we have by (3.3) that
I2 .
ℓ2φ(s − t)
s − t
∫ (s−t)/2
0
dr
ℓφ(r)
. ℓφ(s − t).
Combining these with (4.19), (4.17) and (4.5), we obtain (4.16). 
Remark 4.2. In order to obtain estimate (4.16), we need to borrow some regularity from
the spatial variable to compensate the time singularity (see (4.19)). This is the only reason
that we have to assume (1.11) for the square of some Dini’s function.
Corollary 4.3. Suppose either assumption (H1) or (H2′) holds. Let pκt,s(x, y) be defined
by (4.3) and ε0 be as in Theorem 4.1. Then p
κ
t,s(x, y) is continuous on D
ε0
0
and there are
constants c0, c1 > 0 and δ > 0 such that
pκt,s(x, y) 6 c0 (s − t)ρφ(s − t, x − y) on D
ε0
0
, (4.20)
and if |x − y| 6 φ−1(s − t) 6 δ, then
pκt,s(x, y) > c1φ
−1(s − t)−d. (4.21)
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Proof. First of all, by Proposition 2.1 and Theorem 2.2, there is a constant c2 > 1 such that
on D1
0
,
c−12 (s − t)ρφ(s − t, x − y) 6 p
(y)
t,s (x, y) 6 c2(s − t)ρφ(s − t, x − y). (4.22)
Define
ℓ˜(t) :=
∫ φ(t)
0
ℓ ◦ φ−1(s)/sds = Γℓφ ◦ φ(t). (4.23)
By Proposition 3.1, we know that ℓφ ∈ S0 ∩D0 and ℓ˜ ∈ S0. Moreover, by (3.2),
ℓφ(t) . Γℓφ(t) = ℓ˜ ◦ φ
−1(t) = ℓ˜φ(t), t ∈ [0, 1]. (4.24)
Thus, by (4.15), (4.22) and (3.7), we have∫ s
t
∫
Rd
|p
(z)
t,r (x, z)qr,s(z, y)|dzdr .
∫ s
t
∫
Rd
(r − t)ρφ(r − t, x − z)h
ℓ
φ(s − r, z − y)dzdr
6
∫ s
t
r − t
ℓ˜φ(r − t)
(∫
Rd
hℓ˜φ(r − t, x − z)h
ℓ
φ(s − r, z − y)dz
)
dr
. hℓ˜φ(s − t, x − y)
∫ s
t
r − t
ℓ˜φ(r − t)
 ℓ˜φ(r − t)
r − t
+
ℓφ(s − r)
s − r
 dr
. hℓ˜φ(s − t, x − y)
(s − t) + ∫ s
t
r − t
ℓ˜φ(r − t)
ℓφ(s − r)
s − r
dr
 .
Note that by (4.24) and (4.23),∫ s
t
r − t
ℓ˜φ(r − t)
ℓφ(s − r)
s − r
dr =
(∫ (s+t)/2
t
+
∫ s
(s+t)/2
)  r − t
ℓ˜φ(r − t)
ℓφ(s − r)
s − r
 dr
.
ℓφ(s − t)
s − t
∫ s−t
0
r
ℓ˜φ(r)
dr +
s − t
ℓ˜φ(s − t)
∫ s−t
0
ℓφ(r)
r
dr
.
ℓ˜φ(s − t)
s − t
∫ s−t
0
r
ℓ˜φ(r)
dr + (s − t) . s − t,
where the last step is due to s 7→ s2/ℓ˜φ(s) ∈ R2 and (3.3). Hence,∫ s
t
∫
Rd
|p
(z)
t,r (x, z)qr,s(z, y)|dzdr 6 c3(s − t)h
ℓ˜
φ(s − t, x − y), (4.25)
which together with (4.3) and (4.31) yields (4.20).
On the other hand, if |x − y| 6 φ−1(s − t), then by (4.22) and (4.25),
pκt,s(x, y) > (s − t)ρφ(s − t, x − y)
(
c−12 − c3ℓ˜φ(s − t)
)
.
Choosing δ be small enough, we get (4.21).
Finally, since (t, x; s, y) 7→ p
(y)
t,s (x − y) is continuous on D
1
0
, by (4.3), Theorem 4.1 and
the dominated convergence theorem, one sees that (t, x; s, y) 7→ pκt,s(x, y) is continuous on
D
ε0
0

4.2. Gradient and fractional derivative estimates of pκt,s. This section is similar to [9,
Sections 3.2 and 3.3]. We only point out the main points. The following lemma follows
easily from (2.5), (2.6), Theorem 2.2 and equation (4.2).
Lemma 4.4. Suppose either (H1) or (H2′) holds. For each j ∈ N, s > 0 and y ∈ Rd, the
mapping (t, x) 7→ ∇ jp
(y)
t,s (x − y) is continuous on [0, s) × R
d. Moreover, there is a constant
C > 0 such that for all (t, x; s, y) ∈ D1
0
,
|∇ jp
(y)
t,s (x − y)| 6
C(s − t)
(φ−1(s − t)) j
ρφ(s − t, x − y) (4.26)
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and
lim
t↑s
sup
x∈Rd
∣∣∣∣∣
∫
Rd
p
(y)
t,s (x − y)dy − 1
∣∣∣∣∣ = 0. (4.27)
Proof. The estimate (4.26) follows from (2.8), (2.10) and (4.13). We next show (4.27). By
(2.26), (2.8), (4.11), (4.13) and (3.6), we have∣∣∣∣∣
∫
Rd
p
(y)
t,s (x − y)dy − 1
∣∣∣∣∣ =
∣∣∣∣∣
∫
Rd
(
p
(y)
t,s (x − y) − p
(x)
t,s (x − y)
)
dy
∣∣∣∣∣
. (s − t)
∫
Rd
ℓ2(|x − y|)ρφ(s − t, x − y)dy
6 (s − t)
∫
Rd
hℓ
2
φ (s − t, x − y)dy . ℓ
2
φ(s − t),
where the implicit constant C is independent of x and s − t. Thus we get (4.27). 
To show the gradient and fractional derivative estimates, by (4.3) we write
pκt,s(x, y) = p
(y)
t,s (x − y) +
∫ s
s+t
2
∫
Rd
p
(z)
t,r (x − z)qr,s(z, y)dzdr
+
∫ s+t
2
t
∫
Rd
p
(z)
t,r (x − z)qr,s(z, y)dzdr
=:
3∑
i=1
Ji(t, x; s, y).
(4.28)
Recall from (1.15) that ℓφ(t) := ℓ(φ
−1(t)) and Γℓ(t) :=
∫ t
0
ℓ(s)
s
ds.
Lemma 4.5. Assume that in addition to the assumption (H1) or (H2′), condition (1.13)
holds as well. Then for each 0 6 t < s with s − t 6 1 and y ∈ Rd , pκt,s(x, y) is continuously
differentiable in x ∈ Rd. Moreover, there is a constant C > 0 such that for all (t, x; s, y) ∈
D
1
0
,
|∇xp
κ
t,s(x, y)| 6 C
(
s − t
φ−1(s − t)
+ M
φ
ℓ
◦ φ−1(s − t)
)
ρφ(s − t, x − y), (4.29)
where M
φ
ℓ
(t) is the function defined by (1.13).
Proof. For J1(t, x; s, y) in (4.28), we have by (4.26)
|∇J1(t, ·; s, y)(x)| .
s − t
φ−1(s − t)
ρφ(s − t, x − y).
For J2(t, x; s, y) in (4.28), we have by (4.31), (4.15) and (3.7),
|∇J2(t, ·; s, y)(x)| .
∫ s
s+t
2
∫
Rd
r − t
φ−1(r − t)
ρφ(r − t, x − z)h
ℓ2
φ (s − r, z − y)dzdr
. ρφ(s − t, x − y)
∫ s
s+t
2
r − t
φ−1(r − t)
(
1
r − t
+
ℓφ(s − r)
s − r
)
dr
.
s − t
φ−1(s − t)
(
1 + Γℓφ(s − t)
)
ρφ(s − t, x − y).
For J3(t, x; s, y), we approximate it by
J
(ε)
3
(t, x; s, y) :=
∫ s+t
2
t+ε
∫
Rd
p
(z)
t,r (x − z)qr,s(z, y)dzdr, ε ∈ (0,
s−t
2
). (4.30)
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Fix ε ∈ (0, s−t
2
). By (4.26) and (4.15), we can exchange ∇ with the integral and arrive at
∇J
(ε)
3
(t, ·; s, y)(x) =
∫ s+t
2
t+ε
∫
Rd
∇p
(z)
t,r (x − z)qr,s(z, y)dzdr
=
∫ s+t
2
t+ε
∫
Rd
∇p
(z)
t,r (x − z)(qr,s(z, y) − qr,s(x, y))dzdr
+
∫ s+t
2
t+ε
(∫
Rd
(
∇p
(z)
t,r − ∇p
(x)
t,r
)
(x − z)dz
)
qr,s(x, y)dr
=: K
(ε)
1
(t, x; s, y) + K
(ε)
2
(t, x; s, y),
where in the second equality we have used∫
Rd
∇p
(x)
t,r (x − z)dz = 0,
For K
(ε)
1
(t, x; s, y), by (4.16) and (3.6), (3.7), we have
|K
(ε)
1
(t, x; s, y)|
.
∫ s+t
2
t+ε
∫
Rd
r − t
φ−1(r − t)
ρφ(r − t, x − z)
ℓ(|x − z|)
ℓφ(s − r)
(
hℓφ(s − r, z − y) + h
ℓ
φ(s − r, x − y)
)
dzdr
.
1
ℓφ(s − t)
∫ s+t
2
t
r − t
φ−1(r − t)
∫
Rd
hℓφ(r − t, x − z)
(
hℓφ(s − r, z − y) + h
ℓ
φ(s − r, x − y)
)
dzdr
.
hℓφ(s − t, x − y)ℓφ(s − t)

∫ s+t
2
t
(
r − t
φ−1(r − t)
) (
ℓφ(r − t)
r − t
+
ℓφ(s − r)
s − r
)
dr
.
(
1
ℓφ(s − t)
∫ s−t
0
ℓφ(r)
φ−1(r)
dr +
1
s − t
∫ s−t
0
r
φ−1(r)
dr
)
ρφ(s − t, x − y)
=

∫ φ−1(s−t)
0
(
ℓ(r)
ℓφ(s − t)r
+
φ(r)
(s − t)r
)
dφ(r)
 ρφ(s − t, x − y)
= M
φ
ℓ
◦ φ−1(s − t) ρφ(s − t, x − y).
For K
(ε)
2
(t, x; s, y), noting that by (2.26),∣∣∣∇pκ˜y ,φ˜
0,1
− ∇p
κ˜x ,φ˜
0,1
∣∣∣(z) . ‖κ˜x − κ˜y‖∞ ρφ˜(z) . ℓ(|x − y|) ρφ˜(z),
by Proposition 2.1 and (4.13), we have
|K
(ε)
2
(t, x; s, y)| .
∫ s+t
2
t
r − t
φ−1(r − t)
(∫
Rd
hℓφ(r − t, x − z)dz
)
hℓφ(s − r, x − y)dr
.
∫ s+t2
t
ℓφ(r − t)
φ−1(r − t)
dr
 hℓφ(s − t, x − y) .
(∫ s−t
0
ℓφ(r)
φ−1(r)
dr
)
ρφ(s − t, x − y)
=

∫ φ−1(s−t)
0
ℓ(r)
r
dφ(r)
 ρφ(s − t, x − y) . Mφℓ ◦ φ−1(s − t)ρφ(s − t, x − y),
where the above implicit constant is independent of ε. Moreover, from the above proof, it
is also easy to see that
lim
ε↓0
K
(ε)
i
(t, x; s, y) = K
(0)
i
(t, x; s, y), i = 1, 2,
locally uniformly. Moreover, by the dominated convergence theorem,
x 7→ K
(0)
i
(t, x; s, y) is continuous.
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As J
(ε)
3
(t, x; s, y) converges to J3(t, x; s, y) pointwise and ∇xJ
(ε)
3
(t, x; s, y) = K
(ε)
1
(t, x; s, y) +
K
(ε)
i
(t, x; s, y), we conclude that J3(t, x; s, y) is differentiable in x and ∇xJ3(t, x; s, y) =
K
(0)
1
(t, x; s, y) + K
(0)
i
(t, x; s, y), which is continuous in x. Summing the above up, we have
shown that pκt,s(x, y) is continuously differentiable in x ∈ R
d whose gradient has the desired
estimate (4.29). 
Lemma 4.6. Suppose either (H1) or (H2′) holds. For each 0 6 t < s and y ∈ Rd, the
mapping x 7→ L
κx
t p
(y)
t,s (x) is continuous and for fixed t0 < s and x ∈ R
d,
lim
t↓t0
∣∣∣∣L κxt p(y)t,s (x) −L κxt p(y)t0,s(x)∣∣∣∣ = 0.
Moreover, there is a constant C > 0 such that for all (t, x; s, y) ∈ D1
0
,∫
Rd
∣∣∣∆(φ)
p
(y)
t,s
(x − y, z)
∣∣∣ dz 6 Cρφ(s − t, x − y), (4.31)
where ∆
(φ)
p is defined in (1.6).
Proof. We first show (4.31). By Proposition 2.1, (2.24) and (4.13), we have∫
Rd
∣∣∣∆(φ)
p
(y)
t,s
(x − y, z)
∣∣∣ dz = (s − t)−1 (φ−1(s − t))−d∫
Rd
∣∣∣∣∣∣∆(φ)pκ˜,φ˜
0,1
(
(x − y)/φ−1(s − t), z
)∣∣∣∣∣∣ dz
. (s − t)−1
(
φ−1(s − t)
)−d
ρφ˜((x − y)/φ
−1(s − t)) = ρφ(s − t, x − y).
This proves (4.31). Note that by Remark 1.1(i),
L
κx
t p
(y)
t,s (x) =
∫
Rd
∆
(φ)
p
(y)
t,s
(x, z) dz.
The desired continuity follows by the dominated convergence theorem and Lemma 4.4. 
By Lemma 4.6, the following lemma can be proved in a similar way as that for Lemma
4.5.
Lemma 4.7. Suppose the condition of Theorem 1.4 holds. For each 0 6 t < s with s− t 6 1
and y ∈ Rd, x 7→ pκt,s(x, y) is ponitwisely L
κ
t -differentiable in the sense that the integral in
(1.4) and (1.5) is absolutely convergent for every x ∈ Rd. Moreover, x 7→ L κt p
κ
t,s(·, y)(x) is
continuous and for fixed t0 < s and x ∈ R
d,
lim
t↓t0
∣∣∣L κt pκt,s(x, y) − L κt pκt0,s(x, y)∣∣∣ = 0.
Furthermore, there is a constant C > 0 such that for all (t, x; s, y) ∈ D1
0
,∫
Rd
∣∣∣∆(φ)
pκt,s
(x − y, z)
∣∣∣ dz 6 C (Γℓφ(s − t)
ℓφ(s − t)
)
ρφ(s − t, x − y). (4.32)
Proof. Recall from (4.28), pκt,s(x, y) =
∑3
k=1 Jk(t, x; s, y). By (4.31),∫
Rd
∣∣∣∆(φ)
J1(t,·;s,y)
(x, z)
∣∣∣ dz . ρφ(s − t, x − y).
For J2(t, x; s, y), we have by (4.31), (4.15) and (3.7),∫
Rd
∣∣∣∆(φ)
J2(t,·;s,y)
(x, z)
∣∣∣ dz 6 ∫ s
s+t
2
∫
Rd
∫
Rd
∣∣∣∆(φ)
p
(z¯)
t,s
(x − z¯, z)
∣∣∣ dz |qr,s(z¯, y)|dz¯dr
.
∫ s
s+t
2
∫
Rd
ρφ(r − t, x − z¯)h
ℓ
φ(s − r, z¯ − y)dz¯dr
. ρφ(s − t, x − y)
∫ s
s+t
2
(
1
r − t
+
ℓφ(s − r)
s − r
)
dr
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. ρφ(s − t, x − y)
(
1 + Γℓφ
( s−t
2
))
. ρφ(s − t, x − y).
For J3(t, x; s, y) in (4.28), we can use the same approximation as used in Lemma 4.5. Here
we omit approximation procedure and only make the following calculations. Note that
∆
(φ)
J3(t,·;s,y)
(x, z) =
∫ s+t
2
t
∫
Rd
∆
(φ)
p
(z¯)
t,r
(x − z¯, z)qr,s(z¯, y)dz¯dr
=
∫ s+t
2
t
∫
Rd
∆
(φ)
p
(z¯)
t,r
(x − z¯, z)(qr,s(z¯, y) − qr,s(x, y))dz¯dr
+
∫ s+t
2
t
(∫
Rd
(
∆
(φ)
p
(z¯)
t,r
(x − z¯, z) − ∆
(φ)
p
(x)
t,r
(x − z¯, z)
)
dz¯
)
qr,s(x, y)dr, (4.33)
where we have used ∫
Rd
∆
(φ)
p
(x)
t,r
(x − z¯, z)dz¯ = 0.
We therefore have∫
Rd
∣∣∣∆(φ)
J3(t,·;s,y)
(x, z)
∣∣∣ dz 6 ∫ s+t2
t
∫
Rd
(∫
Rd
∣∣∣∣∣∆(φ)p(z¯)t,r (x − z¯, z)
∣∣∣∣∣ dz
)
|qr,s(z¯, y) − qr,s(x, y)|dz¯dr
+
∫ s+t
2
t
∫
Rd
dz¯
(∫
Rd
∣∣∣∣∣∆(φ)p(z¯)t,r−p(x)t,r (x − z¯, z)
∣∣∣∣∣ dz
)
|qr,s(x, y)|dr
=: K1(t, x; s, y) + K2(t, x; s, y). (4.34)
For K1(t, x; s, y), we have by (4.31) and (4.16),
|K1(t, x; s, y)| .
∫ s+t
2
t
∫
Rd
ρφ(r − t, x − z)
ℓ(|x − z|)
ℓφ(s − r)
(
hℓφ(s − r, z − y) + h
ℓ
φ(s − r, x − y)
)
dzdr
.
1
ℓφ(s − t)
∫ s+t
2
t
∫
Rd
hℓφ(r − t, x − z)
(
hℓφ(s − r, z − y) + h
ℓ
φ(s − r, x − y)
)
dzdr
(3.7)
.
hℓφ(s − t, x − y)ℓφ(s − t)

∫ s+t
2
t
(
ℓφ(r − t)
r − t
+
ℓφ(s − r)
s − r
)
dr
6
2Γℓφ(s − t)
ℓφ(s − t)
hℓφ(s − t, x − y) .
Γℓφ (s − t)
ℓφ(s − t)
ρφ(s − t, x − y),
where the last inequality is due to the fact that ℓ(t) = ℓ(1) for t > 1 so ℓ . 1 on [0,∞) and
consequently hℓφ(s− t, x − y) . ρφ(s− t, x − y). For K2(t, x; s, y), noting that by Proposition
2.1 and (2.27),∫
Rd
∣∣∣∣∣∆(φ)p(z¯)t,r−p(x)t,r (x − z¯, z)
∣∣∣∣∣ dz . ρφ(r − t, x − z¯) ℓ(|x − z¯|) 6 hℓφ(r − t, x − z¯),
we have by (4.15), Lemma 3.2(i) and Proposition 3.1(ii) that
|K2(t, x; s, y)| .
∫ s+t
2
t
(∫
Rd
hℓφ(r − t, x − z¯)dz¯
)
hℓφ(s − r, x − y)dr
.
∫ s+t2
t
ℓφ(r − t)
r − t
dr
 hℓφ(s − t, x − y)
. Γℓ((s − t)/2) ρφ(s − t, x − y)
. ρφ(s − t, x − y).
Combining the above calculations, we obtain (4.32). As for the desired continuity of
L κt p
κ
t,s(x, y) in t, it follows from Theorem 4.1, (4.5), Lemma 4.6, (4.15), (3.7) and the
dominated convergence theorem. The proof is now complete. 
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4.3. A maximum principle. In this subsection we establish a maximum principle for
operator L κ, which will be used to obtain the uniqueness and positivity of heat kernels.
Theorem 4.8. For T > 0, let u(t, x) ∈ Cb([0, T ) × R
d) satisfy the following equation: for
all x ∈ Rd and Lebesgue almost all t ∈ [0, T ),
∂tu(t, x) +L
κ
t u(t, x) 6 0, lim
t↑T
u(t, x) > 0.
Assume that for each t ∈ [0, T ) and x ∈ Rd,
lim
s↓t
|L κs u(s, x) −L
κ
s u(t, x)| = 0, (4.35)
and that in Case
φ
2
and Case
φ
3
, when κ(t, x, z) is not symmetric in z, for each t ∈ [0, T ),
x 7→ ∇u(t, x) is continuous on Rd. (4.36)
Then we have
u(t, x) > 0, (t, x) ∈ [0, T ) × Rd. (4.37)
Proof. We only give the proof for the case when κ(t, x, z) is not symmetric in z. The proof
when κ(t, x, z) is symmetric in z is similar except that we use (1.5) for the expression of
L κt . First of all, we assume that for all t ∈ [0, T ),
lim
|x|→∞
u(t, x) = ∞
and there is some constant δ < 0 so that for each x ∈ Rd and Lebesgue almost all t ∈ [0, T ),
∂tu(t, x) +L
κ
t u(t, x) 6 δ < 0 (4.38)
Suppose that (4.37) is not true. Since lim|x|→∞ u(t, x) = ∞ and limt↑T u(t, x) > 0, there must
be a point (t0, x0) ∈ [0, T ) × R
d such that
u(t0, x0) = inf
(t,x)∈[0,T )×Rd
u(t, x) < 0.
In Case
φ
2
and Case
φ
3
, since x0 is a minimun point of x 7→ u(t0, x), by (4.36) we have
∇u(t0, x0) = 0.
Therefore, for each s > 0,
L
κ
s u(t0, x0) =
∫
Rd
(
u(t0, x0 + z) − u(t0, x0) − z
(φ) · ∇u(t0, x0)
) κ(s, x0, z)
|z|dφ(|z|)
dz > 0,
and integrating both sides of (4.38) from t0 to t, we have
u(t, x0) − u(t0, x0) 6 (t − t0)δ −
∫ t
t0
L
κ
s u(s, x0)ds
6 (t − t0)δ −
∫ t
t0
(
L
κ
s u(s, x0) −L
κ
s u(t0, x0)
)
ds. (4.39)
Dividing both sides by t − t0 and letting t ↓ t0, we obtain by (4.35)
0 6 δ + lim
t↓t0
1
t − t0
∫ t
t0
|L κs u(s, x0) −L
κ
s u(t0, x0)|ds = δ < 0,
which is impossible. In other words, the infimum is achieved at the terminal time T , and
(4.37) holds.
Next, we drop the restriction (4.38). For this, let
f (x) := (1 + |x|2)α, α ∈ (0, β1/2).
For ε, δ > 0, define
uε,δ(t, x) := u(t, x) + δ(T − t) + εe
−t f (x).
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By easy calculations, one sees that for some C > 0,
|L κt f (x)| 6 C(1 + |x|
α),
and
∂tuδ,ε(t, x) +L
κ
t uδ,ε(t, x) 6 −δ + εe
−t(L κt f (x) − f (x)) 6 −δ/2 < 0,
provided ε being small enough so that εe−t(Lt f (x) − f (x)) < δ/2. Clearly,
lim
x→∞
|uε,δ(t, x)| = ∞.
Hence, by what we have proved,
uε,δ(t, x) > 0.
By letting ε → 0 and then δ → 0, we obtain (4.37). 
4.4. Proof of Theorem 1.4. Assume the conditions of Theorem 1.4 hold. Let ε0 > 0 be
defined as in Theorem 4.1 and pκt,s(x, y) be defined by (4.3). For f ∈ C
2
b
(Rd), define
u(t, x) := Pκt,s f (x) :=
∫
Rd
pκt,s(x, y) f (y)dy.
(i) It follows from Lemma 4.7 that x → u(t, x) is pointwisely L κt -differentiable in the
sense that the integrals in (1.4) and (1.5) are absolutely convergent for every x ∈ Rd, and
that for fixed t0 < s and x ∈ R
d,
lim
t↓t0
∣∣∣L κt u(t, x) − L κt u(t0, x)∣∣∣ = 0. (4.40)
(ii) It follows from Lemma 4.5 that when κ(t, x, z) is not symmetric, in Case
φ
2
and Case
φ
3
under condition (1.13),
x 7→ ∇u(t, x) is continuous on Rd. (4.41)
(iii) For any bounded and uniformly continuous function f , by (4.27) and (4.25), it is
not hard to see that
lim
t↑s
‖Pκt,s f − f ‖∞ = 0.
Moreover, by Lemma 4.7, Lemma 4.5 and the discussion at the beginning of this section,
one has that (see [9] for more details)
u(t, x) = f (x) +
∫ s
t
L
κ
r u(r, x)dr, ∀(t, x) ∈ [0, s) × R
d. (4.42)
The maximum principle from Theorem 4.8 gives the uniqueness of pκt,s(x, y) as well as the
properties that
pκt,s(x, y) > 0 and
∫
Rd
pκt,s(x, y)dy = 1 on D
ε0
0
, (4.43)
and for all 0 6 t < r < s < ∞ with s − t 6 ε0 and x, y ∈ R
d ,∫
Rd
pκt,r(x, z)p
κ
r,s(z, y)dz = p
κ
t,s(x, y). (4.44)
Now we are in a position to give
Proof of Theorem 1.4. Let ε0 > 0 be the constant from Theorem 4.1. We have established
in the above the existence and uniqueness of heat kernel pκt,s(x, y) on D
ε0
0
that satisfies (i)-
(iii) of Theorem 1.4 on D
ε0
0
. We now extend the definition of pκt,s(x, y) and its properties in
(i)-(iii) from D
ε0
0
to D∞
0
by (4.44) as follows: If ε0 < s − t 6 2ε0, we define
pκt,s(x, y) =
∫
Rd
pκ
t, t+s
2
(x, z)pκt+s
2
,s
(z, y)dz. (4.45)
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Proceeding this procedure, we can extend pκ to D∞
0
and the Chapman-Kolmogorov equa-
tion (4.44) holds for all 0 6 t < r < s < ∞ and x, y ∈ Rd. In particular, equation (1.20) and
(i), (ii), (iii) hold for pκt,s(x, y).
Next we show that the heat kernel pκt,s(x, y) enjoys properties (a)-(f).
(a) The upper bound estimate follows by (4.45), (4.20) and (3.7). Moreover, by (4.43) and
(4.45) we also have
pκt,s(x, y) > 0.
The lower bound will be proved in the next subsection.
(b) It follows by (4.45), (4.31) and (3.7).
(c) It follows by (4.45), (4.29) and (3.7).
(d) It follows by (4.45) and (4.43).
(e) It follows by (4.45) and (4.44).
(f) Fix s > 0. Define
u˜(t, x) := f (x) +
∫ s
t
Pκt,rL
κ
r f (x)dr.
By Fubini’s theorem, it is easy to see that u˜ also satisfies equation (4.42) and (4.40),
(4.41) (see [9] and [5]). Thus by the maximum principle, we have u˜(t, x) = u(t, x) =
Pκt,s f (x).
This completes the proof of the theorem except for the lower bound in (a) on the heat
kernel pκt,s(x, y) , which will be given separately in next subsection. 
4.5. Proof of lower bound in (1.22). We know from the last subsection that {pκt,s(x, y) :
(t, x; s, y) ∈ D∞
0
} is a family of transition probability density functions. It uniquely deter-
mines a Feller process
X :=
{
Ω, F , (Xs)s>0; Pt,x, (t, x) ∈ R+ × R
d
}
on Rd with the property that
Pt,x
(
Xs = x, 0 6 s 6 t
)
= 1,
and for r ∈ [t, s] and A ∈ B(Rd),
Et,x [Xs ∈ A |Fr] =
∫
A
pκr,s(Xr, y)dy, (4.46)
where Fs := σ{Xt, t 6 s}, s > 0, is the filtration generated by the Feller process X.
Moreover, for any f ∈ C2
b
(Rd), it follows from (1.26) and the Markov property of X that
under Pt,x, with respect to the filtration {Fs; s > 0}
M
f
s := f (Xs) − f (Xt) −
∫ s
t
Lr f (Xr)dr is a martingale. (4.47)
In other words, Pt,x solves the martingale problem for (Lt,C
2
b
(Rd)).
For any Borel set E, let
σE := inf{s > 0 : Xs ∈ E}, τE := inf{s > 0 : Xs < E},
be the first hitting and exit time, respectively, of E. Below for simplicity, we write
Jφ(t, x, y) :=
κ(t, x, y − x)
|y − x|dφ(|y − x|)
.
We have the following Le´vy system of the Feller process X (see [5]).
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Lemma 4.9. Let f be a non-negative measurable function on R+ × R
d × Rd that vanishes
along the diagonal. Then for every stopping time T > t,
Et,x
 ∑
t<r6T
f (r, Xr−, Xr)
 = Et,x
[∫ T
t
∫
Rd
f (r, Xr, y)Jφ(r, Xr, y)dydr
]
. (4.48)
We need the following two lemmas.
Lemma 4.10. There is a constant γ0 ∈ (0, 1) such that for all ε ∈ (0, 1),
sup
(t,x)∈R+×Rd
Pt,x
(
τB(x,ε) 6 t + γ0φ(ε)
)
6 1/2. (4.49)
Proof. For simplicity, write τ := τB(x,ε). By the strong Markov property of X, we have
Pt,x
(
τ 6 t + r
)
6 Pt,x
(
τ 6 t + r; Xt+r ∈ B(x, ε/2)
)
+ Pt,x
(
Xt+r < B(x, ε/2)
)
= Pt,x
(
Pτ,Xτ
(
Xt+r ∈ B(x, ε/2)
)
; τ 6 t + r
)
+ Pt,x
(
Xt+r < B(x, ε/2)
)
6 Pt,x
(
Pτ,Xτ
(
|Xt+r − Xτ| > ε/2
)
; τ 6 t + r
)
+ Pt,x
(
Xt+r < B(x, ε/2)
)
6 2 sup
t6s6t+r
sup
x∈Rd
Ps,x
(
|Xt+r − x| > ε/2
)
, (4.50)
where the second inequality is due to |Xτ − x| > ε and |Xt+r − x| 6 ε/2. On the other hand,
by (4.46) and the heat kernel upper bound estimate in (1.22), there is a constantC > 0 such
that for all r ∈ (0, 1), t 6 s 6 t + r and x ∈ Rd,
Ps,x
(
|Xt+r − x| > ε/2
)
=
∫
|x−y|>ε/2
pκs,t+r(x, y)dy 6 C(t + r − s)
∫
|z|>ε/2
ρφ(t + r − s, z)dz
6 Cr
∫ ∞
ε/2
du
uφ(u)
= Cr
∫ ∞
1
du
uφ(εu/2)
6
CrA
(0)
φ
φ(ε/2)
6
C0r
φ(ε)
,
whereA
(0)
φ is defined in (A
(i)
φ ) with i = 0. Substituting this into (4.50) yields
Pt,x
(
τB(x,ε) 6 t + r
)
6
C0r
φ(ε)
. (4.51)
Letting r =
φ(ε)
2C0
in (4.51), we obtain (4.49) with γ0 =
1
2C0
. 
Lemma 4.11. Let γ0 be the constant from Lemma 4.10. For all γ ∈ (0, γ0], there exists a
constant c1 > 0 such that for all t > 0, ε ∈ (0, 1) and x, y ∈ R
d with |x − y| > 2ε,
Pt,x
(
σB(y,ε) < t + γφ(ε)
)
> c1
εdφ(ε)
|x − y|dφ(|x − y|)
. (4.52)
Proof. For ε ∈ (0, 1) and γ ∈ (0, γ0], by (4.49) we have
Et,x
[
(t + γφ(ε)) ∧ τB(x,ε) − t
]
> γφ(ε)Pt,x
(
τB(x,ε) > t + γφ(ε)
)
>
γφ(ε)
2
. (4.53)
Noticing that under Pt,x,
Xr < B(y, ε) when t < r < (t + γφ(ε)) ∧ τB(x,ε),
we have
1X(t+γφ(ε))∧τB(x,ε)∈B(y,ε) =
∑
t<r6(t+γφ(ε))∧τB(x,ε)
1Xr∈B(y,ε).
By the Le´vy system formula (4.48) and the definition of Jφ, we have
Pt,x
(
σB(y,ε) < t + γφ(ε)
)
> Pt,x
(
X(t+γφ(ε))∧τB(x,ε) ∈ B(y, ε)
)
= Et,x
∫ (t+γφ(ε))∧τB(x,ε)
t
∫
B(y,ε)
κ(t, Xr, z − Xr)
|z − Xr |dφ(|z − Xr |)
dzdr. (4.54)
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Since |x − y| > 2ε, we have for all z ∈ B(y, ε) and Xr ∈ B(x, ε),
|z − Xr | 6 |y − z| + |x − y| + |Xr − x| < 2|x − y|.
Thus by (4.54) and (4.53), we have
Pt,x
(
σB(y,ε) < t + γφ(ε)
)
>
γφ(ε)
2
∫
B(y,ε)
κ−1
0
(2|x − y|)dφ(2|x − y|)
dz > c2
εdφ(ε)
|x − y|dφ(|x − y|)
.
This proves the lemma. 
Now we can give
Proof of lower bound in Theorem 1.4(a). Let δ > 0 be the constant in Corollary 4.3. We
claim that by (4.21), for any 0 6 t < s 6 T , x, y ∈ Rd and n ∈ N, there is a constant Cn > 0
such that
pκt,s(x, y) > Cnφ
−1(s − t)−d whenever |x − y| 6 φ−1((s − t)/2n) 6 δ. (4.55)
Indeed, if |x − y| 6 φ−1((s − t)/2) 6 δ, then by the Chapman-Kolmogorov equation,
pκt,s(x, y) =
∫
Rd
pκ
t, t+s
2
(x, z)pκt+s
2
,s
(z, y)dz
>
∫
B(
x+y
2
,φ−1((s−t)/2))
pκ
t, t+s
2
(x, z)pκt+s
2
,s
(z, y)dz
(4.21)
> c21φ
−1((s − t)/2)−2d Vol
(
B
(
x+y
2
, φ−1((s − t)/2)
))
(1.8)
 φ−1(s − t)−d.
Iterating the above estimates establishes the claim (4.55).
Now fix T > 0 and choose n large enough so that
T/2n 6 φ(δ), or equivalent, φ−1(T/2n) 6 δ.
Consider x, y ∈ Rd and 0 6 t < s 6 T . If |x − y| 6 φ−1((s − t)/2n), we immediately get
from (4.55) the lower bound for pκt,s(x, y) in (1.22). It remains to consider the case that
|x − y| > φ−1((s − t)/2n). Define
ε = 1
3
φ−1
(
(s − t)/2n+1
)
so (s − t)/2n = 2φ(3ε). (4.56)
Let γ0 ∈ (0, 1) be the constant in Lemma 4.10. By the strong Markov property of X and
Lemma 4.11, we have for any |x − y| > 3ε,
Pt,x
(
Xt+2γ0φ(ε) ∈ B
(
y, 2ε
))
> Pt,x
σ := σB(y,ε) < t + γ0φ(ε); sup
s∈[σ,σ+γ0φ(ε)]
|Xs − Xσ| < ε

= Et,x
Pσ,Xσ
 sup
s∈[σ,σ+γ0φ(ε)]
|Xs − Xσ| < ε
 ;σB(y,ε) < t + γ0φ(ε)

> inf
r,z
Pr,z
(
τB(z,ε) > r + γ0φ(ε)
)
Pt,x
(
σB(y,ε) < t + γ0φ(ε)
)
(4.49)
>
1
2
Pt,x
(
σB(y,ε) < t + γ0φ(ε)
)
(4.52)
>
εdφ(ε)
|x − y|dφ(|x − y|)
.
Hence we have for any x, y ∈ Rd with |x − y| > 3ε,
pκt,s(x, y >
∫
B(y,2ε)
pκt,t+2γ0φ(ε)
(
x, z
)
pκt+2γ0φ(ε),s(z, y)dz
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> inf
z∈B(y,2ε)
pκt+2γ0φ(ε),s(z, y)Pt,x
(
Xt+2γ0φ(ε) ∈ B
(
y, 2ε
))
(4.55)
> C1φ
−1(s − t)−d ·
εdφ(ε)
|x − y|dφ(|x − y|)
(1.8)
> C2(s − t)ρφ(s − t, x − y),
where in the third inequality when apply (4.55) we used the fact that from (4.56)
φ(δ) >
s − (t + 2γ0φ(ε))
2n
> 2φ(3ε) − γ0φ(ε) > φ(2ε) > φ(|z − y|) for z ∈ B(y, 2ε).
This establishes the lower bound for pκt,s(x, y) in (1.22) on D
T
0
. 
5. Examples
In this section, we discuss the assumptions (1.8), (A
(i)
φ ) and (1.13), and give some ex-
amples that satisfy these conditions and therefore our main results apply.
Example 5.1. Let φ(r) = rα with α ∈ (0, 2). It is easy to see that (1.8), (A
(i)
φ ) and (1.13)
hold. In particular, Theorem 1.4 in this case extends the main results in [9] and [10] to
time-dependent and Dini’s continuous kernels κ(t, x, z).
Example 5.2. Let 0 < β1 6 β2 < 2 and φ an increasing function on [0,∞) so that there are
positive constants c
φ
2
> c
φ
1
such that
c
φ
1
(
R
r
)β1
6
φ(R)
φ(r)
6 c
φ
2
(
R
r
)β2
for any 0 < r < R < ∞.
This is the case, for example, when
φ(r) =
∫ β2
β1
rαν(dα) or φ(r) = 1/
∫ β2
β1
r−αν(dα),
where ν is a probability measure on [β1, β2]. Clearly, φ satisfies (1.8) and (A
(0)
φ ), as well as
(A
(1)
φ ) of Case
φ
1
and Case
φ
2
. Property (A
(1)
φ ) holds when β1 > 1, under which Case
φ
3
occurs.
When κ(t, x, z) is symmetric in z, Theorem 1.4 in particular extends the main results in
[9, 10, 13]. See (iii) and (iv) of Remark 1.5 for the gradient estimate.
Example 5.3. Let φ(r) = rα1{r61}+r
β1{r>1} with α > 0 and β > 0. Note that (1.8) holds with
β1 := α and β2 := α∨ β. One can check that (A
(0)
φ ) is satisfied for any α ∈ (0, 2) and β > 0,
while (A
(1)
φ ) holds for all α ∈ (0, 2) and β > 0 except when α = 1 and β > 1 (corresponding
to Case
φ
3
). As we noted in (1.14), for ℓ(r) = rη on (0, 1], condition (1.13) holds if and only
if α > 1/2 and α + η > 1. Note that the function φ can have any polynomial growth as
r → ∞. When ℓ ∈ D0, condition (1.13) holds if α > 1 with
M
φ
ℓ
(t) =
α
ℓ(t)
∫ t
0
ℓ(r)
r
rα−1dr +
α
2α − 1
tα−1 on (0, 1]
When α > 1, clearly M
φ
ℓ
(t) ≍ tα−1 on (0, 1] and thus the gradient estimate (1.24) takes the
form
|∇pκt,s(·, y)(x)| 6 c˜3(s − t)
1−(1/α)ρφ(s − t, x − y) on D
T
0 . (5.1)
When α = 1, by the same calculation as that for (1.29), we have M
φ
ℓ
(t) ≍
Γℓ(t)
ℓ(t)
on (0, 1] and
so the gradient estimate (1.24) has the form
|∇pκt,s(·, y)(x)| 6 c˜3
Γℓ(s − t)
ℓ(s − t)
ρφ(s − t, x − y) on D
T
0 . (5.2)
We have the following more general result.
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Proposition 5.4. Suppose that φ is an increasing function on R+ so that φ ∈ Rα on (0, 1]
and r 7→ φ(1/r) ∈ Rβ for α ∈ (0, 1) and β < 0 or for α ∈ (1, 2) and β ∈ (−∞,−1)∪ (−1, 0).
Then (1.8) and (A
(1)
φ ) hold
Proof. By definition, there are some slowly varying functions ℓ, ℓ′ ∈ S0 so that
φ(r) = rαℓ(r) when r ∈ (0, 1) and φ(r) = r−βℓ′(1/r) when r ∈ (1,∞).
Take 0 < ε < α ∧ (−β). By (3.1), we see that (1.8) holds with β1 := α − ε and β2 :=
(α + ε) ∨ (ε − β).
Suppose α ∈ (0, 1) and β < 0. Then Case
φ
1
holds. By (3.1) again, we have for δ ∈
(0, 1 − α),
sup
λ∈(0,1]
∫ 1
0
γφ(r)φ(λ)
rφ(rλ)
dr = sup
λ∈(0,1]
∫ 1
0
φ(λ)
φ(rλ)
dr .
∫ 1
0
r−δ−αdr < ∞,
and for δ ∈ (0,−β)
sup
λ∈(0,1]
∫ ∞
1
γφ(r)φ(λ)
rφ(rλ)
dr = sup
λ∈(0,1]
∫ ∞
1
φ(λ)
rφ(rλ)
dr
= sup
λ∈(0,1]
φ(λ)
(∫ 1
λ
1
sφ(s)
ds +
∫ ∞
1
1
sφ(s)
ds
)
. sup
λ∈(0,1]
(
1 + φ(λ)
∫ ∞
1
dr
s1−β−δ
ds
)
< ∞, (5.3)
where in the last inequality we used (1.9). Thus (A
(1)
φ ) holds when α ∈ (0, 1) and β < 0.
When α ∈ (1, 2), we have by (3.1) that
∫
0+
1
φ(r)
dr = ∞ and for δ ∈ (0, 2 − α),
sup
λ∈(0,1]
∫ 1
0
γφ(r)φ(λ)
rφ(rλ)
dr = sup
λ∈(0,1]
∫ 1
0
r2φ(λ)
rφ(rλ)
dr .
∫ 1
0
r1−δ−αdr < ∞.
When β ∈ (−1, 0), Case
φ
2
holds. In this case, we have by (5.3),
sup
λ∈(0,1]
∫ ∞
1
γφ(r)φ(λ)
rφ(rλ)
dr = sup
λ∈(0,1]
∫ ∞
1
φ(λ)
rφ(rλ)
dr < ∞.
When β ∈ (−∞,−1), Case
φ
3
holds. In this case, for some 0 < δ < min{α − 1,−β − 1}, we
have by (3.1) that
sup
λ∈(0,1]
∫ ∞
1
γφ(r)φ(λ)
rφ(rλ)
dr = sup
λ∈(0,1]
∫ ∞
1
φ(λ)
φ(rλ)
dr = sup
λ∈(0,1]
1
λ
∫ ∞
λ
φ(λ)
φ(s)
ds
= sup
λ∈(0,1]
(
1
λ
∫ 1
λ
φ(λ)
φ(s)
ds +
φ(λ)
λ
∫ ∞
1
1
φ(s)
ds
)
. sup
λ∈(0,1]
(
1
λ
∫ 1
λ
(λ/s)α−δds + λα−δ−1
∫ ∞
1
sδ+βds
)
. 1 + 1 < ∞.
Hence (A
(1)
φ ) holds when α ∈ (1, 2) and β ∈ (−∞,−1) ∪ (−1, 0). 
Example 5.5. Let ℓ(s) = (log(1/s))−2 and φ(s) = s log(1/s) for 0 < s ≪ 1. It is easy to
see that
ℓ ∈ S0 ∩D0 and
∫
0+
1/φ(s)ds = ∞.
However, ∫
0+
ℓ(s)
s
dφ(s) =
∫
0+
(log(1/s) + 1)
s(log(1/s))2
ds = ∞.
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Hence in this case, (1.13) does not hold.
Example 5.6. Suppose that ℓ ∈ Rη for some η > 0 and φ is an increasing function on [0, 1]
such that there are β1 > 0 and c1 > 0 so that
φ(R)/φ(r) > c1(R/r)
β1 for any 0 < r < R 6 1. (5.4)
Then condition (1.13) holds if β1 > 1/2 and β1 + η > 1, and in this case
M
φ
ℓ
(t) :=
∫ t
0
1
r
(
ℓ(r)
ℓ(t)
+
φ(r)
φ(t)
)
dφ(r) ≍
φ(t)
t
for t ∈ (0, 1]. (5.5)
Indeed, there is ℓ0 ∈ S0 so that ℓ(r) = r
ηℓ0(r). By Proposition 3.1(i), for any δ ∈ (0, (β1 +
η − 1) ∧ 1), there is c0 > 0 so that
ℓ(s)
ℓ(t)
6 c0
(
s
t
)η−δ
for 0 < s < t 6 1.
Thus by integration by parts and the fact that β1 + η − δ > 1, we have for t ∈ (0, 1],∫ t
0
ℓ(r)
rℓ(t)
dφ(r) . tδ−η
∫ t
0
rη−δ−1dφ(r) = tδ−η
(
tη−δ−1φ(t) + (1 − η − δ)
∫ t
0
φ(r)rη−δ−2dr
)
.
(5.6)
By (5.4),∫ t
0
φ(r)rη−δ−2dr = φ(t)
∫ t
0
φ(r)
φ(t)
rη−δ−2dr 6
φ(t)
c1
∫ t
0
(r/t)β1rη−δ−2dr =
φ(t)tη−δ−1
c1(β1 + η − δ − 1)
.
This together with (5.6) shows that∫ t
0
ℓ(r)
rℓ(t)
dφ(r) ≍
φ(t)
t
for t ∈ (0, 1]. (5.7)
On the other hand, for t ∈ (0, 1], by integration by parts and the assumption that β1 > 1/2,∫ t
0
φ(r)
rφ(t)
dφ(r) =
1
2φ(t)
∫ t
0
r−1d(φ(r)2) =
1
2φ(t)
(
t−1φ(t)2 +
∫ t
0
r−2φ(r)2dr
)
. (5.8)
By (5.4),∫ t
0
r−2φ(r)2dr = φ(t)2
∫ t
0
r−2
(
φ(r)
φ(t)
)2
dr 6
φ(t)2
c1
∫ t
0
r−2(r/t)2β1dr =
φ(t)2
c1(2β1 − 1)t
.
It follows from (5.8) that ∫ t
0
φ(r)
rφ(t)
dφ(r) ≍
φ(t)
t
for t ∈ (0, 1].
This together with (5.7) proves the claim (5.5).
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