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Abstract —An efficient implementation of several tasks at 
the receiver becomes crucial in OFDM-based high-speed 
WLAN systems, such as automatic gain control, time and 
frequency synchronization and offset tracking. This paper 
deals with fixed point constraints and accuracy requirements 
for implementation of those algorithms. Also, a complete set of 
thresholds for the practical implementation of time and 
frequency synchronization sub-blocks is obtained. Moreover, 
a technique to mitigate the remaining frequency offset after 
coarse acquisition is proposed, yielding a good trade-off 
between performance and complexity. Finally, we propose the 
implementation of a simple and effective automatic gain 
control procedure.1. 
Index Terms — OFDM, Time and Frequency 
Synchronization, AGC, Offset Tracking, WLAN.  
I. INTRODUCTION 
 WLAN (Wireless Local Area Network) access has recently 
been deployed and worldwide extended. Several standards 
such as IEEE 802.11b [1]  (providing up to 11 Mbps) or IEEE 
802.11a/g [2] [3] (increasing speed up to 54 Mbps) are 
transforming the way we experience personal communications. 
There are several other standards coming up, e.g. IEEE 802.16 
[4] or IEEE 802.15G3 [5] that will increase capacity and range 
of coverage for wireless access. 
Most of these standards are OFDM-based (Orthogonal 
Frequency Division Multiplexing) because of the good 
behavior of this technique in multi-path radio channels. 
However, several aspects have to be taken into account when 
an OFDM system is implemented. One of the most critical 
issues is synchronization at the receiver side. Due to OFDM 
properties, it has to be synchronized not only in time 
(acquisition) but also in frequency. In the literature there are 
several contributions that provide time acquisition [6], 
frequency estimation [7] [8] or both [9] [10]. In those papers 
the theoretical problem is analyzed and simulation results are 
provided without considering implementation constraints. In 
this paper the complete design from system level to 
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implementation that has been carried out is explained. The 
design has been done targeting the IEEE 802.11a standard [2] 
but it can be extended to other packet-based OFDM systems. 
The algorithms used have been taken from those previous 
works but they have been adapted to the physical 
implementation and technical problems related to trade-off 
design have been solved. 
The implementation of a simple and multi-stop flexible 
Automatic Gain Control is described; it yields a good behavior 
not only in terms of accuracy but also on complexity and 
convergence time. 
A complete set of thresholds has been obtained in order to 
efficiently implement time and frequency synchronization 
algorithms. Also the effect of the remaining frequency offset 
has been analyzed and a technique for its mitigation based on  
using a smart update of values is proposed, what provides a 
good trade-off between complexity and performance. For 
offset tracking an extension of [7] is proposed. 
On the other hand, fixed point, efficiency and accuracy on 
different operations across the transmitter or receiver chain 
have to be taken into account when an algorithm is 
implemented. From this point of view, in order to improve 
accuracy either on operations due to fixed point devices or on 
the algorithm implemented for calculation of angle rotation - 
called CORDIC (COordination Rotation DIgital Computer) -, 
an iterative process to update values has been designed 
yielding a significant improvement in terms of accuracy.  
The paper is organized as follows. In Section II a brief 
description of high-level system and signal model is given. 
Then, different receiver blocks are explained through their 
respective sections such as Automatic Gain Control (section 
III), time and frequency synchronization block (section IV) 
and offset tracking block (section V). In section VI 
performance of the proposed design is shown. Finally some 
conclusions are drawn. 
II. SYSTEM DESCRIPTION 
In this section, a brief description of the OFDM system is 
given and the general OFDM signal model and the IEEE 
802.11a standard [2] are described in order to understand the 
algorithms and solutions proposed.  
In Table 1 the list of symbols and definitions used across the 
paper is presented for reference purposes. 
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Symbol Description 
y(t) Intermediate frequency signal 
x(t) OFDM complex envelope  
Tg Guard interval 
T Symbol period 
R Instantaneous receiver power estimation 
r Time-domain received signal 
Q Auto-correlation 
NU Number of symbols to average frequency 
estimation 
N Number of sub-carriers 
M Correlation metric 
L Window length for correlations 
H Channel frequency response  
g(t) Rectangular pulse shape 
BW Signal Bandwidth 
σW AWGN variance 
∆f ∆f  = BW/N. Frequency spacing 
α Power estimation weight  
σˆ  Average power estimation 
f∆  Carrier Frequency spacing 
φˆ  Estimation of the angle 
rεˆ  Remaining frequency offset 
tεˆ  Tracked frequency offset  
fe Carrier frequency offset  
ε Normalized frequency offset 
TABLE I. Symbols and Definitions 
A. System Description 
 
The block diagram of an OFDM system is shown in Fig. 1. 
At the transmitter, binary stream b is converted from serial to 
parallel and modulated by using the adequate complex 
mapping. Then pilots are inserted and the IFFT is performed in 
order to obtain the time domain signal, which is converted 
back to serial, and finally the Cyclic Prefix (CP) is included. 
The signal travels across the channel that corrupts it 
(attenuation, rotation, distortion) and then it arrives to the 
receiver where the signal has to be synchronized in time and 
frequency and the remaining processes have to be carried out 
inversely. By using scattered pilots at certain symbol positions 
the channel can be tracked and, with this additional 
information, demodulation can be improved by mitigating 
offset estimation errors. This paper is focused on the blocks 
highlighted in gray in Fig 1. 
 
B. Signal Model 
 
The complex envelope signal model (base band signal) will 
be used in the following sections except for the Automatic 
Gain Control (AGC) part where the Intermediate Frequency 
(IF) signal will be adopted. The sampling frequency for base 
band signal is 20 MHz whereas it is 80 MHz for IF. The 
complex envelope for the OFDM signal is given by: 
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where Xs,k is the modulated data sent in the k-th sub-carrier 
at the s-th OFDM symbol of the total of Ns symbols (note that 
it is a packet-based system and therefore the number of OFDM 
symbols is finite), g(t) is the rectangular pulse shape function, 
∆f is the frequency spacing ( NBWf =∆ ), T’ = T + Tg is 
the symbol duration where T is the effective symbol time, Tg is 
the Cyclic Prefix duration and N is the number of sub-carriers. 
After experiencing channel effects, the discrete-time signal 
at the receiver in time domain prior to FFT can be written as: 
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where Hs,k is the channel’s frequency response at k-th sub-
carrier for the s-th OFDM symbol, w represents the Additive 
White Gaussian Noise (AWGN) process, n represents time 
index and  ε is the carrier frequency offset (fe) normalized  to 
∆f ( ff e ∆=ε ), due to both channel effects and 
misalignments between transmitter and receiver. 
Fig 1. Block diagram of an OFDM System 
C. IEEE 802.11a 
 
The IEEE 802.11a is a packet-based OFDM standard for 
high-speed WLAN in the 5 GHz band. Each packet contains a 
header (shown in Fig. 2) for detection, channel estimation and 
synchronization purposes. This preamble is composed of five 
OFDM symbols known at both sides of the communication 
link. First two OFDM symbols are called Short Training 
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Symbols (STS) and they are intended for signal detection, 
AGC stabilization, diversity (if several antennas were used), 
coarse acquisition and frequency synchronization purposes. 
Those STS are formed by the repetition of ten short symbols 
of 16 samples each; these samples have very good correlation 
properties. There are in the literature several algorithms for 
time and frequency synchronization based on the correlation of 
known sequences and the repetition of symbols [7][9]; in this 
paper, an application of these techniques will be used for 
coarse and fine synchronization. On the other hand, the second 
part of the preamble (see Fig. 2) is composed of two identical 
symbols and a cyclic prefix twice longer than the CP of the 
other symbols. This structure is called Long Training Symbols 
(LTS) and it is designed to be used for channel estimation and 
fine frequency offset correction. The design proposed in this 
paper uses these LTS for channel estimation, coarse and fine 
frequency estimation. Last symbol in the header is a special 
symbol called SIGNAL which carries information about the 
length of the packet as well as the modulation type of the 
encoded data. 
 
Fig 2. IEEE 802.11a header, defined in [2] 
D. System Modes 
 
During the reception of a packet, the system is moving among 
different states or modes. In order to synthesize this procedure 
a brief description of them is shown in this section.  
Fig 3. System Modes 
In Fig. 3 the four modes and events that make transitions from 
one mode to another are depicted. Initially the system is in the 
Acquisition Mode. In this mode, the AGC measures the 
average received power, and produces the minimum 
attenuation; when the received power exceeds a given 
threshold, the AGC produces a signal of “detected packet” and 
it starts to adjust the optimum gain. After Acquisition Mode, 
the system enters in the Synchronization Mode, where the time 
and frequency synchronization is accomplished. After that the 
system enter in the Channel Estimation Mode in which the 
channel is estimated and stored to be corrected for the whole 
packet. Finally the system is in the Correction and Tracking 
mode where the OFDM symbols are being received and 
corrected by using the  stored estimated channel and also in 
this mode the offset is tracked in order to improve results. 
Once the last OFDM symbol is received, the system moves 
back to the first mode, i.e. Acquisition Mode waiting for a new 
packet to arrive. 
III. AUTOMATIC GAIN CONTROL 
In this section we will describe the Automatic Gain Control. 
First part is dedicated to give a very brief description of the 
hardware devices interconnected to the AGC (see Fig. 4). In 
the second part the detailed description of the AGC algorithm 
will be shown. 
A. Situation of AGC in the Receiver Chain 
 
The AGC design strongly depends on the devices it is 
connected to. For our proposal, we are assuming that the AGC 
is fed by an Analog to Digital Converter (ADC) and the signal 
from the AGC is applied to a variable attenuator. Once the 
signal is attenuated depending on the AGC result, it travels to 
the  I-Q demodulator. Usually, ADCs provide an overrange 
indicator flag when an input range that exceeds the full-scale 
input range of the converter has arrived. This flag will be used 
to increase the speed of convergence of the gain control. 
Usually, receivers are designed to provide adaptive 
sensitivity to incoming signal strength by employing variable 
gain (or attenuation) at the lower IF frequencies, where it is 
easier to manipulate the signal of interest. Typically, the AGC 
drives a variable gain amplifier. In this work, however, the 
AGC  drives an IF digitally controlled attenuator in order to 
maintain a constant input to ADC. This can be better seen in 
Fig. 4. 
 
Fig 4. Situation of the AGC Block 
B. Description of AGC 
 
The AGC must track the power variations, caused by 
changes in channel attenuation, during the transmission of 
every packet. It should be noticed that in multipath fading 
3
channels, dynamical range of the received power may be very 
large (60 – 80 dB). Another important issue is the high Peak-
to-Average power Ratio (PAR) of the OFDM signal.  
It can be inferred that the receiver AGC is an important 
issue that must exhibit fast initial convergence and adaptive 
capabilities so as to maintain an acceptable link quality. 
Furthermore, its algorithmic complexity must be sufficiently 
low to enable its implementation in low-power digital circuits 
at the transceiver. 
The Automatic Gain Control algorithm can be divided into 
three parts: 
 
1) Average Power estimation 
2) Packet detection 
3) Attenuation computation. 
 
1) Average Power Estimation 
 
The average power is continuously estimated by using the 
following recursive equation: 
 
( ) )1(ˆ1)()(ˆ 2 −−+⋅= ppyp σαασ      (3) 
 
where y(p) is the Intermediate Frequency received signal at 
the p-th sample after the ADC and α takes into account how 
much memory the estimator has: the larger α is the less 
memory the estimator has. In our design α has been fixed to 
0.125 for two reasons: First, the estimation must be stable and 
avoid noise and therefore small values of α are better; due to 
the latency of the analog devices as the attenuator the impact 
in signal level is not shown immediately but after several 
samples. Second reason is the simplicity, since 0.125 implies 
dividing by 8 which can be done easily by shifting 3 bits to the 
right. However, the algorithm does not need the estimation of 
the mean power but only an energy reference. Therefore the 
absolute value has been used instead of the exponentiation, i.e. 
exchange y2 by ⋅  in (3). In this way the algorithm is simpler 
and faster. 
 
2) Packet Detection 
 
The simplest approach to detect a packet, while spending 
the minimum amount of signal processing, is to sense for an 
increase in the ambient power of the environment. A power 
detector can be implemented in the analog or digital domain. 
Here a threshold (Th1) is set and the digital processing is 
triggered when power is seen above this threshold. 
 
3) Attenuation computation 
 
The optimal attenuation is computed as follows. Before 
arrival of any packet, the AGC remains in a reset state. In the 
reset state, all the counters are set to zero and the digitally 
controlled attenuation is set to the minimum value (0 dB, 
disregarding the insertion losses). After detecting a packet, an 
asynchronous up counter drives the digital attenuator. Since 
the power estimation requires a few samples to produce a 
stable output, the counter’s clock speed should be lower than 
that of the ADC. In our work, the counter’s clock is obtained 
by dividing 4 times the ADC clock (that runs at 80 MHz). In 
order to speed up the initial convergence of the algorithm, the 
counter’s clock signal is generated after a binary OR of the 
down-sampled ADC’s clock and the ADC’s over-range bit. It 
should be noticed that when this bit is high, the input signal 
level exceeds the range of operation of the ADC, and, for this 
reason, it should be attenuated.  
 
Fig 5. AGC Scheme 
There are two stopping criteria for the up counter that drives 
the attenuator.  One is when the estimated power σˆ  has 
reached the desired level (Th2 in Fig. 5); and the other one is 
when the time index p (we assume that the arrival of a packet 
is detected at time 0) is larger than 384 (the number of  
samples at 80 MHz of the first 6 STS). Stopping the algorithm 
before the first 6 STS have finished allows the remaining 
algorithms to be able to work properly even when the packet 
has arrived very damaged. However the algorithm continues 
working until it reaches the correct value; nonetheless with the 
first 384 samples it gives an accurate approach to the correct 
value. In this way this scheme is not only fast but also robust. 
IV.  TIME AND FREQUENCY SYNCHRONIZATION 
It is well known that time and frequency synchronization in 
OFDM is a critical task that severely impacts on the  
performance of the system [11][12]. In this section, these 
problems will be studied and solutions will be proposed. 
A. Time Synchronization 
 
Once the received signal levels have been adapted and after 
I-Q demodulation has been carried out, the packet has to be 
synchronized in time (Acquisition Mode) in order to determine 
where the beginning instant of the packet and therefore each 
OFDM symbol is. As pointed out before, STS can be used for 
this purpose. Based on algorithm in [9], if the first half part of 
the training symbol is identical in time-domain to the second 
part except for the phase shift caused by the carrier frequency 
offset, we are able to determine not only the first sample of the 
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packet but also a good estimation of the frequency offset by 
using the following metric: 
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where n denotes time-index2. The numerator in (4) is 
evaluated as: 
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where rn is the time-domain n-th received sample3, ( )*⋅  
denotes complex conjugate and L is the number of samples in 
the first half part of the symbol. 
On the other hand, the denominator represents the received 
energy of the second part of the symbol and it is calculated 
using: 
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Fig 6. Metric Example by using STS 
1) Characteristics of the Metric and values of L 
 
In the IEEE 802.11a standard [2] STS are formed by ten 
identical short symbols of 16 samples each. In this way, L can 
be fixed to 16 or 32 depending on how long the correlation 
window is desired. Let us discuss about different values of L. 
If L is set to 16, STS seems to be divided into five different 
symbols. However, the larger the window, the more stable the 
estimation is due to the fact that the correlation is using more 
 
2 It should be noted that here n represents time-index after the signal has 
been IQ de-modulated at 20 MHz. In the previous section p denoted time-
index before crossing the IQ-demodulator at 80 MHz. 
3 The first sub-index in the received signal rn has been removed in the 
remaining of the paper for the sake of simplicity since STS are just first and 
second symbols. 
samples. A larger value of L as 32 can be used since STS are 
long enough to handle it (note that in this situation STS would 
be only divided into two different symbols). In order to keep a 
window of 64 samples (L = 32) the AGC has to be stable by 
only using first 96 samples4 of the STS, i.e. six first short 
symbols. Our AGC design is designed to be stopped when 
desired (as mentioned in III), and it is fast enough to attain 
convergence in 96 samples. From this point of view it can be 
combined with the long window acquisition, but our 
simulations have shown better performance when L = 16 was 
chosen. 
Due to the STS correlation characteristics the appearance of 
the metric is as shown in Fig. 6. The metric can be interpreted 
as a normalized autocorrelation of the training sequence in 
order to avoid the power fluctuation caused by channel 
impairments. Ideally, when the metric reaches its maximum 
value, i.e. one, synchronization is acquired as it can be seen in 
Fig. 6. This figure shows the metric both in an ideal situation 
(without noise or channel effect) and with Additive White 
Gaussian Channel (AWGN) when a certain number of samples 
of noise (in this case 30) has been inserted at the beginning of 
the packet simulating an unsynchronized scenario. It can be 
observed that the metric follows a curve starting with a ramp 
that finishes in a flat region and at the end the metric falls 
down. For the ideal case, the synchronization is very simple: 
only waiting until the metric in (4) reaches one. On the other 
hand, for the AWGN scenario it is slightly different but still 
quite easy to be implemented: to wait until the metric reaches a 
certain threshold. Thus, the threshold value becomes an 
important issue and the performance will highly depend on it. 
If the threshold is too high the probability of missing a packet 
will increase and if the threshold is too low the false alarm 
probability or premature synchronization will go up too. The 
optimum value of the threshold has been studied by 
simulations, yielding as a conclusion that it depends on the 
channel, i.e. for AWGN channels a value about 0.6 is the best 
choice but however for multi-path channels as HiperLAN 2 A 
or B [13] optimum value is around 0.8 (see Fig. 6 and Table 2 
for more details).  
 
2) Implementation Issues 
 
Up to here this applies if and only if the whole STS are 
received. If some part is missing, which is the common 
situation because the AGC block needs some samples to 
become stabilized, the first ramp disappears and then it is not 
possible to use the threshold in the way mentioned before. 
Nevertheless the threshold can still be taken in the descent 
slope. The problem with this solution is that the last part of the 
curve is very noisy due to the accumulation of impairments (as 
shown in Fig. 6). The way to proceed is as follows: once the 
AGC becomes stabilized, the metric in (4) is computed (note 
that before the AGC becomes stable no samples arrive to the 
 
4 96 samples at 20 MHz are equivalent to 384 samples at 80 MHz. 
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 synchronization module). Now the system waits until the 
metric begins to fall down but in order to avoid noise effects it 
is necessary that a minimum value is reached by the metric, i.e. 
another threshold must guarantee that the signal is not too 
much distorted. For this reason two different thresholds are 
needed, one to avoid distortion effects and the other to 
estimate the beginning of the packet. Again, optimum values 
for thresholds have been obtained via simulation, yielding 
values of 0.75 for both thresholds (see Fig. 6 and Table 2). 
It should be noted that if the synchronization algorithm 
estimates the beginning of the packet too early (no more than a 
few samples) the system will use data from the cyclic prefix  
which have valid information maybe corrupted by Inter 
Symbol Interference (ISI) and therefore the only effect will be 
a small degradation due to ISI (small at the end of CP if 
present) and a rotation in the output of the FFT. That rotation 
will be estimated by the channel estimation block as part of the 
channel effect. Therefore, a relative early synchronization can 
be allowed. However, if the synchronization block estimates 
the beginning too late the system will use data from next 
symbol and therefore data will be corrupted by information 
from contiguous symbol causing ISI. In order to mitigate this 
problem, a possibility for OFDM systems is the use of the so 
called pre-guards, i.e. when the symbol arrives instead of 
demodulating by starting the FFT processing after the CP, the 
FFT window is taken a few samples in advance using last 
samples in the CP (see Fig. 7 for more details). In this way, if 
the synchronization is not perfect data can still be recovered. 
However those pre-guards have to be short (no more than four 
samples) because they take data from the CP and it may be 
distorted by ISI. The benefits of using pre-guards will be seen 
in section VI. 
Fig 7. Pre-guards example 
B. Frequency Synchronization 
 
Another important issue is frequency synchronization to 
estimate and compensate possible misalignments between 
local oscillators or impairments caused by time-varying nature 
of the channel. Also, in [12] the effect of the residual 
frequency offset is analyzed. Once the packet has been 
acquired the system has an estimate of  time reference. But 
frequency offset correction is still needed for good 
performance [12]. In [9] it is shown that having two equal 
halves of an OFDM symbol the differences between both parts 
provide information about the carrier frequency offset and this 
can be estimated with the same correlation as in (4) in the 
following way: 
 
( )Tf πφ /ˆˆ =∆          (7) 
where T is the symbol period and φˆ   is an estimation of the 
angle between the two halves, that can be calculated from (5) 
as: 
 
( )dQ∠=φˆ          (8)  
 
1) Estimation 
 
Again STS can be used for these purposes. However, inside 
the packet header the LTS are also included, which have a 
similar structure to the STS, and that can be used for frequency 
offset estimation too. Thus, a first approach with STS5 can be 
done and later a fine acquisition with LTS is possible after  
coarse offset has been removed. Our simulations show that 
remaining carrier offset after using the STS is quite small ( )( )3105ˆ −⋅≈∆− fφφ  but it is large enough to degrade the 
performance of the system, so that frequency offset has to be 
re-estimated.  
As pointed out, a good solution may be the use of LTS for 
this second tracking step. Nevertheless, it should be noted that 
eventually these algorithms have to be implemented in a real 
system, and based on our experience, there exist several 
constraints in operations: complex rotation or angle estimation. 
Moreover, if they are implemented by using the well-known 
CORDIC algorithm [14], the accuracy of this algorithm is not 
good enough for small angles [15]. For this reason it is a better 
solution the use of only one-step estimation. Instead of using 
STS for this estimation, LTS have been selected. 
Fig 8. Frequency Offset Correction Block 
Since LTS are two symbols of 64 samples each, the 
correlation window is of 128 samples (L = 64).  In this case, 
two new thresholds are needed: first one is employed to check 
if the metric reaches the minimum (a value of 0.3 has been 
obtained by using simulations) and the other one to determine 
the optimum sample to estimate the carrier offset. Our 
simulations show that thresholds are different for time and 
frequency synchronization. Thresholds can be implemented by 
 
5 It should be noted that STS may be very damaged because of AGC 
acquisition and usually they are not complete. 
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using registers, which are fast and not too expensive in 
resources. 
2) Correction 
 
After carrier offset has been estimated, it has to be corrected 
with the block shown in Fig. 8. This block allows two states 
driven by the signal Frequency Synchronized (FS). When the 
system is in Synchronization Mode, the Offset Accumulator is 
fed by the estimation done in the frequency estimation block 
and there is no update to the accumulator. Once the system is 
in Correction and Tracking Mode the Offset Accumulator 
stores the first estimation and it is updated with the new values 
obtained form the channel tracking process. The correction is 
carried out by using the CORDIC algorithm. In this way, 
values to be corrected by the CORDIC module are large 
enough even when the system is in the tracking mode because 
correction is carried out with the whole carrier offset but not 
only with the remaining offset (see Fig. 8). 
 
Threshold Value 
Time Synchronization raising (thtr) 0.8 
Time Synchronization falling (thtf) 0.75 
Frequency Synchronization raising (thfr) 0.3 
Frequency Synchronization falling (thff) 0.75 
TABLE II. Summary of thresholds for time and frequency 
synchronization 
V. FREQUENCY OFFSET TRACKING 
After the channel has been estimated the receiver passes to 
next status: Correction and Tracking Mode (see Fig. 3 for 
more details).   
IEEE 802.11a standard provides four pilot tones scattered 
across every OFDM symbol [2], that can be used for frequency 
offset tracking. Before explaining the technique to track this 
offset, it is important to show why this step is required.  
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Fig 9. Effect of the residual frequency offset 
 
Fig. 9 shows the effect of the remaining frequency offset on 
the demodulated real and imaginary parts of the signal. In this 
figure, a packet of more than 300 OFDM symbols has been 
transmitted and analyzed. In order to show the effect of 
frequency offset the data (payload) were composed of ones 
(“1”) QPSK-modulated into the OFDM sub-carriers. The 
packet is perfectly synchronized after passing through an 
HiperLAN 2B channel [17] with a reasonably high SNR (20 
dB), and the only effects present in Fig. 9 are both errors in 
channel estimation (Mean Square Error = 10-2) and residual 
frequency offset (around ε = 5e-4). It can be observed that the 
effect due to the remaining offset is a rotation of the data. This 
rotation is not too relevant if the packet is shorter than 20 
OFDM symbols, yielding a slight performance degradation. 
Nevertheless, for packets longer than 20 OFDM symbols, 
rotation is such that errors made by the slicer will overcome 
the hits. This effect has to be taken into account and corrected 
via channel tracking. 
 
A. Estimation 
 
Once the need of tracking the channel has been shown we 
will present a way to perform it; a similar approach as in [9] is 
given in [7]. The difference is that correlation in [7] is 
performed in frequency domain instead of time domain. 
Equation (4) therefore can be adapted to frequency domain 
and it can be used for remaining frequency offset estimation, 
applied only to those scattered pilots as follows: 
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 where ksP ,  is the k-th pilot at the s-th OFDM symbol, Np is 
the number of pilots (in this case Np = 4) and β = 1 when both 
pilots have the same sign and β = –1 when signs are opposite 
in order to correlate always the same pilots values and to have 
constructive contributions for the estimation. The use of β is 
due to the fact that IEEE 802.11a standard [2] establishes a 
pseudo-random sequence to choose when the pilot sequence is 
positive and when is negative, what has to be taken into 
account for the implementation.  The remaining offset is then 
estimated as: 
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B. Averaging and Correction 
 
However, since there are only four pilot tones available and 
this is not enough to achieve a good estimation, an average 
over NU OFDM symbols is performed in order to improve  
7
estimation: 
∑
=
=
UN
s
r
U
t sN 1
)(ˆ1ˆ εε       (14) 
  By using this average, results similar as if the number of 
pilots used were larger than four are obtained (assuming that 
the coherence time of the channel is larger than the duration of 
the NU OFDM symbols). The more symbols are used for 
averaging, the more accurate the estimation is, but also more 
memory is required and mismatch effects are more severe. 
There is a trade-off between accuracy and complexity. Several 
values of NU have been used and a value of 10 has been chosen 
for three reasons. First, different values for NU have been 
simulated and good enough results have been obtained with 
this value. Second, since four pilots are used for every symbol, 
by averaging over 10 symbols is equivalent in practice to using 
40 samples, that are almost the same number of samples as in 
the preamble. Third, as it can be observed in Fig. 9 for packets 
longer than 20 OFDM symbols, the effect of the offset is 
considerable, so this number of 20 can be used as an upper 
limit of maximum number of OFDM symbols that can be 
averaged (10 is half of this value). The complexity of storing 
10 offsets to average them is not too significant. In Fig. 10 the 
same packet as in Fig. 9 is shown but with a channel tracking 
step. It can be observed how rotation is almost avoided and the 
only remaining effect is due to channel estimation errors.  
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Fig 10. Demodulated data with a frequency offset tracking step 
VI. PERFORMANCE EVALUATION 
In this section, performance curves for the algorithms 
described in previous sections will be presented to show how 
requirements have been fulfilled.  
First of all, in Fig. 11 histogram of time synchronization 
error (measured in number of samples) is shown. This figure 
has been obtained for different Signal to Noise Ratios (SNR) 
ranging from 15 to 25 dB, and for different frequency offsets 
( ffe ∆=ε  from 0 to 0.5, averaged in the results) in an 
HiperLAN 2 B channel [17]. Both thresholds (thtr and thtf) 
have been fixed to those in Table 2. It can be seen that time 
synchronization algorithm works quite well in the whole range.  
There exists high probability of perfect synchronization, 
(mean around 0.4) and the probability of having only one 
sample of error is also high.  
As pointed out before, the system can handle a small error 
in time synchronization by using pre-guards. In our design 
with only one sample of pre-guard6 the averaged probability of 
synchronization will be of 90 % for the whole range.  
In section IV it was shown that it is better to synchronize in 
advance than after time. In Fig. 11 it can be seen that if  
synchronization is not perfect there is a high probability that 
algorithm estimates in advance the beginning of the packet 
(negative values). 
Fig 11. Averaged Time Synchronization Error 
In Fig. 12 the benefits of tracking the channel can be 
checked. The figure has been obtained considering packets of 
different lengths, namely, short (30 OFDM Symbols), medium 
(100 OFDM symbols) and long (320 OFDM symbols) QPSK-
modulated and without coding, i.e. the Bit Error Rate (BER) 
shown in Fig. 12 is raw BER. 
As shown in section V for short packets (up to 20 OFDM 
symbols) the effect of the remaining offset on the performance 
can be afforded. However for longer packets the rotation 
introduced by this remaining offset is large enough to move 
the constellation outside the decision bounds of the 
demodulator and therefore BER increases dramatically. It can 
be seen in Fig. 12 that short packets, when the tracking 
algorithm is not applied, suffer a small degradation. However 
for longer packets the effect is too high and the system can not 
be used anymore. On the other hand, when the channel is 
tracked, performance is such as if no offset would exist 
independently on how long the packet is. Error floor in Fig. 12 
is due to the HiperLAN 2 B channel. As outlined before, the 
complexity introduced by this tracking algorithm is not very 
high and benefits are large enough to justify its use. 
 
6 By using only one sample the degradation can be neglected because the 
system uses the last sample from the CP which usually is not corrupted by ISI.  
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Fig 12. Raw BER for HiperLAN 2B channel with and without channel 
tracking 
VII. CONCLUSIONS 
In this paper the AGC, Synchronization and Tracking offset  
design for an IEEE 802.11a receiver has been shown. 
Different implementation problems such as AGC fast-
convergence and accuracy problems across the receiver chain 
have been solved. A set of thresholds for synchronization 
blocks have been analyzed and designed. The complexity 
introduced has a negligible impact into the physical design. 
Besides, an approach to track the offset has been proposed and 
analyzed yielding significant improvements. All these 
algorithms have been implemented and successfully tested and 
results obtained by using these solutions have accomplished 
technical requirements. 
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