We use the Green-Ruzsa generalization of the Freiman theorem to show that if the Fourier transform of certain compactly supported Borel measures satisfies sufficiently bad estimates, then the support of the measure possesses an additive arithmetic structure. This enables one to resolve the Falconer distance problem for such measures. In contrast we show that the Falconer distance problem can also be resolved for a class of measures characterized by total lack of additive structure.
Introduction
Let γ be a rectifiable curve in R 2 contained in the unit square [0, 1] 2 . Let σ γ denote the Lebesgue measure on this curve. Let
the Fourier transform of the Lebesgue measure on γ. This object appears in various problems in harmonic analysis, analytic number theory, geometric measure theory and related areas. See for example, [16] , [14] , [13] , and the references contained therein. In order to motivate the main result of this paper we mention the following result due to Podkorytov ([15] ) in two dimensions, and to Brandolini, Hofmann and Iosevich ( [1] ) in higher dimensions.
Theorem 1.1. Let γ be a convex hypersurface in R d . Then
Here, and throughout the paper, X Y means that there exists C > 0 such that X ≤ CY , X Y means Y X, and X ≈ Y if both X Y and X Y . Besides, X Y means that for every > 0 there exists C > 0 such that X ≤ C t Y , where t is a large controlling parameter.
The decay rate in (1.2) cannot be improved. Suppose that (1.2) holds with t
replaced by t
. Then
which is absurd. What's more, if curvature is everywhere non-vanishing on γ, then (1.2) holds point-wise in ω ∈ S d−1 . On the other hand, if γ is a polyhedron, then σ γ (ξ) does not decay at all in directions normal to the (d − 1)-dimensional faces of the polygon. Nevertheless, (1.2) holds, as it does not distinguish between different convex surfaces.
The situation changes if the L 2 (S d−1 ) norm in (1.2) is replaced by
. This situation has only been explored, so far, in the two dimensional case. The decay rate in this setting, (see [2] ), is determined by the Minkowski dimension of the set of unit vectors normal to γ. Roughly speaking, the lower the dimension of the set of normals, the better the L 1 (S 1 ) decay rate. In particular, the best rate of decay takes place when γ is a polygon, though a precise quantitative version of this statement is yet to be worked out.
On the other end of the L p (S 1 ) spectrum, the decay rate is driven by curvature, with the disclaimer that it is difficult to say anything concrete outside of the convex/differentiable category. As we mention above, if γ is convex and has everywhere non-vanishing curvature, then
Conversely, if (1.4) holds under the convexity and sufficient smoothness assumption, then γ has everywhere non-vanishing curvature. This is basically implicit in [8] in much generality, and is worked out explicitly, in a variety of contexts, in [9] and [11] . If the curvature is assumed to vanish to the order at most m − 2, m ≥ 2, and d = 2, then
m−2 . See [3] . If γ is a polyhedron in R d , it is not difficult to show that in the range 2 ≤ p ≤ ∞, 
Recall that µ is a Frostman measure if in the above definition framework, 9) where each r j is an integer, each g j is a (fixed) element of Z d (called a generator), and L 1 ·L 2 ·· · ··L k = L. An arithmetic progression is proper if the representation (1.9) is unique for each g ∈ A. Proper arithmetic progression is defined similarly for an arbitrary abelian group G (to substitute Z d in this definition). Definition 1.3. We say that an Ahlfors-David regular measure µ, supported on a compact set E of Hausdorff dimension α (further E always stands for the support of the measure µ; one always has α ≥ s, where s is the exponent in (1.61)) is arithmetic if there exists E ⊂ E, of positive α-dimensional Hausdorff measure, such that for each δ sufficiently small, E δ , the δ-neighborhood of E is contained in the δ-neighborhood of a dilate of a proper arithmetic progression A = A(δ) in Z d . If α > 0, the progression has to get longer as δ → 0.
In this paper we deal with the case s = d 2 , which is critical from the point of view of the Erdös-Falconer distance problem, discussed in the last section of this paper. Our main result is the following. 
for all sufficiently large t. Then µ is arithmetic. Moreover, for every > 0 there there exists E ⊂ E is of positive (1 − )-dimensional Minkowski measure, contained in a line segment.
An interesting consequence of our methods is the following average Fourier estimate for Fourier transform of strictly convex curves. Theorem 1.5. Let d = 2 and µ be a compactly supported Ahlfors-David regular measure, satisfying (1.7) with s = 1. Suppose, µ is supported on a one-dimensional strictly convex curve. Then, for l ≥ 2
Remark 1.6. Theorem 1.5 will follow from a recent result by Konyagin, Ten and the authors ( [10] ), and in view of the conjecture mentioned in that paper, Theorem 1.5 should be true for any > 0 replacing the exponent 2 −l+1 .
We stress that (1.11) is much stronger than a result that can be obtained by integrating the estimate (1.2) with respect to the radial variable and interpolating with the trivial L ∞ result. In the special case when γ is the moment curve {(s, s m ) : s ∈ [0, 1]}, for example, Theorem 1.5 can be verified directly, but in the general case it is difficult to imagine obtaining such a result without the use of arithmetic combinatorics.
In order to illustrate the numerology of Theorem 1.4, consider the case when µ is the Lebesgue measure on the boundary of a square [
It is clear by a direct calculation that
Observe that
It follows that 13) and | · | denotes the Euclidean distance.
The connection with the theory of distance sets is not accidental. We shall explain the background issues pertaining to this in detail in the final section of this paper. We shall also obtain the following simple positive result which should be contrasted with Theorem 1.4. Definition 1.8. We say that a compactly supported Borel measure µ is strictly convex if the equation
has an at most bounded number of non-trivial solutions, i.e. those when x is not equal x or y . Theorem 1.9. Let µ be a strictly convex Frostman measure, satisfying (1.8) with the exponent s. Then
Suppose that E supports a strictly convex Frostman measure µ, satisfying (1.8) the exponent s ≥ d 2 . Then the Lebesgue measure of the distance set of E is positive. In other words, the Falconer conjecture holds for sets that possess strictly convex measures.
In summary, our results tell us that sets satisfying very poor Fourier estimates have arithmetic structure and thus have large distance sets. Conversely, we know that sets that have almost no arithmetic structure satisfy very good Fourier estimates and have large distance sets as well. The question that we are unable to address is, what happens in between?
This paper is structured as follows. In Section 2 we construct a discrete model resulting from the assumptions of Theorem 1.4. The discrete model enables us to prove Theorem 1.5 in that section. In Section 3 we develop a pigeon-holing argument and use the Green-Ruzsa ( [5] ) variant of Freiman's theorem ( [7] ) to complete the proof of Theorem 1.4. In the last section we discuss the connection between the problem we are studying and the theory of distance sets. Corollary 1.7 follows immediately. Furthermore, we prove Theorem 1.9 and Corollary 1.10 based on the machinery developed by Mattila ([12] ) for the Falconer distance problem ( [6] ).
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Discretization
Define a ≈ δ b if |a − b| ≤ δ. Let µ be an arbitrary compactly supported Ahlfors-David regular measure, satisfying (2.7) with s = d 2 , and such that (1.10) holds. Let X = (x 1 , . . . , x l ) ∈ R dl , Y = (y 1 , . . . , y l ) ∈ R dl and µ * = µ X × µ Y = µ × µ × · · · × µ, 2l times. Observe that with δ ≈ 1 t , the condition (1.10) implies that
for all sufficiently small values of δ. Indeed, if ψ is a radial cut-off function which is supported in the annulus {ξ : .9 ≤ |ξ| ≤ 2.1}, and is identically one for 1 ≤ |ξ| ≤ 2, then by the Fubini theorem, (0, 1) , such that the left hand side of (2.1) equals
Without loss of generality we may assume that N is an integer, and that N ≈ t.
Indeed, the support of µ can be expressed as the union of c 1 N d 2 δ-separated cubes of the lattice δZ d . It follows that the centers of the cubes satisfy the diophantine equation in (2.3) rather than the approximate relation in (2.1).
We are now in position to give a simple proof of Theorem 1.5 in view of the following result due to Konyagin, Ten and the authors ( [10] ). Theorem 2.1. Let {s j } N j=1 be a strictly convex sequence of real numbers, in the sense that s j+1 − s j > s j − s j−1 . Then
In particular, it is shown in [10] that without loss of generality, the quantities s j in Theorem 1.4 can be regarded as integers. Hence, in the special case when µ is supported on a convex planar curve, there is no loss of generality in simply taking Γ N = {(i, f (i)), i ∈ {1, . . . , N }, for some strictly convex integer-valued function f (x) in the above described discretization, that is to assume that the grid points a 1 , . . . , b l appearing in (2.3) belong to the support E of µ. In view of (2.2) this proves Theorem 1.5.
We now turn our attention to Theorem 1.4. The discretization procedure in (2.1-2.3) reduces this result to the following combinatorial problem.
The following theorem describes the structure of Γ N as N → ∞. To prove Theorem 2.2, define for u ∈ lΓ N = Γ N + Γ N + · · · + Γ N , l times, the multiplicity function
The statement of the theorem can now be rewritten in the form
The discrete model above leads to the following combinatorial observation. Observe that Freiman's theorem in the above formulation does not extends immediately to Z d . However, Green and Ruzsa ( [5] ) proved that Freiman's theorem applies to general abelian groups in the following context. Definition 2.5. A coset progression in an abelian group G is the sum A+H, where A is a proper arithmetic progression in G and H is a subgroup of G. The sum is direct in the sense that a + h = a + h only if a = a and h = h .
The dimension of the coset progression is the number k in (1.9) above and the size of the coset progression is simply the cardinality of A + H.
The generalization of Freiman's theorem we are going to use is the following result due to Green and Ruzsa ( [5] ). Theorem 2.6. Let G be an abelian group and let A ⊂ G such that #(A + A) ≤ C#A. Then A is a subset of a coset progression of dimension k(C) and size f (C)#A.
In particular, it is immediate from Theorem 2.6 that if G = Z d , then the only possible choice for H is {0}, the trivial subgroup. In other words, in this case the conclusion of the theorem is that A is contained in a proper arithmetic progression.
Remark 2.7. We note that both Freiman's theorem and the Green/Ruzsa variant (in the case of subsets of Z d ) continue to hold if we assume that #A ≈ #B and #(A + B)
#A. In this case, the conclusion is that at least one of A, B is contained in a generlized arithmetic progression of the designated length and dimension.
One can probably deduce the version of Freiman's theorem that we need in this paper directly from Freiman's original result using projections, without resorting to the fill statement of the Green-Ruzsa generalization. However, we believe that the full strength of the Green-Ruzsa theorem will be necessary in further structure theorems for measures which we hope to explore in subsequent work.
Proof of Theorem 1.4
We start out by proving Lemma 2.3 which will put us into the framework of additive number theory. Observe that 
is the generators of the progression, with lengths
We claim that one of these lengths, L 1 , say, is N . Assuming the opposite immediately contradicts the statement in Lemma 2.3 about the diameter of the set Γ 1,N . This completes the proof of Theorems 1.2 and Theorem 1.4.
Connections with the Falconer distance problem
The Falconer distance conjecture says that if the Hausdorff dimension of a compact set E in R d is greater than . These results are partly based on the machinery developed by Mattila ([12] ), which can be summarized as follows. Mattila proves that if there exists a Borel measure µ supported on E such that
then the Lebesgue measure of ∆(E) is positive. Mattila proves his result by studying the pull-forward ν on ∆(E) of the measure µ × µ on E × E, under the distance map. If µ is a probability measure, than by Cauchy-Schwartz and Plancherel,
as long as ν has an L 2 densiity. Mattila then shows that
Both Wolff, Erdogan and their predecessors (see the reference list in [4] ) obtained an upper bound for M (µ), by first proving a bound of the form
(where
is the energy integral of µ) for some β > 0. By using this, polar coordinates, and Plancherel, it follows that
the energy integral of µ of order (d−β). It is a standard result that the latter integral is bounded whenever d − β is smaller than the Hausdorff dimension of E (which is the supremum of the set α such that I α (µ) is finite).
Observe that by a trivial application of the Minkowski integral inequality,
so if E carries a Borel measure µ such that µ ∈ L 4 (R d ), the Lebesgue measure of the distance set is automatically positive. The main result of this paper, Theorem 1.4, implies that if the Hausdorff dimension of E is and µ fails to be in L 4 (R d ) sufficiently "badly", then the distance set of E is large. Indeed, all it takes to vindicate Corollary 1.7 is to identify E ⊂ E, given by Theorem 1.4 with a subset of the distance set ∆(E). This opens a possibility of attacking the Falconer conjecture by showing that if the Mattila integral is large, then the underlying set E must have ad additive structure. Theorem 1.5 can be viewed as a small step in that direction.
Finally, to prove Theorem 1.9 we use (4.7) and (3.1) with l = 2 that imply M (µ) t d µ * {(x, y, x , y ) : x + y= t −1 x + y }, (4.8) again with the notation of the proof of Theorem 1.4. Since µ is a Frostman measure that satisfies (1.8), and the equation
x + y = x + y (4.9) only has trivial solutions by assumption, the right hand side of (4.8) is bounded by 10) as desired. This completes the proof of Theorem 1.9. The proof of Corollary 1.10 follows immediately from Theorem 1.9, the estimate (4.7) of the previous section and Mattila's approach to the distance problem, described in the beginning of this section.
