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La presente tesis doctoral aborda, como adelanta su t´ıtulo, el estudio de
dos sistemas muy diferentes: las superficies semiconductoras y los nanotubos de
carbono.
El estudio de los semiconductores, y en particular de la barrera Schottky
que se forma al depositar sobre ellos un metal, se ha prolongado durante el
pasado siglo XX, pero hoy en d´ıa sigue siendo un campo sumamente activo. Los
nanotubos de carbono, descubiertos en 1991, han sido objeto de ana´lisis desde
su descubrimiento gracias a sus fascinantes propiedades y a la simplicidad de
su estructura. Ambos sistemas representan dos tendencias de la f´ısica del estado
so´lido en la actualidad: por un lado, la aparicio´n de nuevos materiales ha abierto
nuevos –y en muchos casos– inesperados campos de investigacio´n, y ha dado
lugar a numerosas publicaciones, particularmente en el caso de los nanotubos,
uno de los ma´s activos de los u´ltimos tiempos (no hay ma´s que ver las portadas
de las revistas con mayor ı´ndice de impacto para comprobar que muchas de ellas
han sido dedicadas a este sistema en las ultimas de´cadas). Por el otro, continu´a
la investigacio´n en el campo de la f´ısica de semiconductores “tradicional”, ya
que aun hoy en d´ıa no conocemos por completo los mecanismos que rigen los
procesos que tienen lugar en esos sistemas.
En el departamento donde se ha realizado esta tesis se han investigado du-
rante las u´ltimas de´cadas los procesos que gobiernan la formacio´n de la barrera
Schottky. E´ste fue el motivo por el que la superficie Se-GaAs(100)-2x1 fue el
sistema elegido para comenzar el trabajo de investigacio´n que presentamos en
esta memoria. El ana´lisis de la metalizacio´n de esta superficie, adema´s de dar
lugar a interesantes resultados que pudimos corroborar con datos experimentales
de algunos de nuestros colaboradores, nos permitio´ asentar las bases necesarias
para poder continuar en los nanotubos de carbono el estudio de los sistemas de
baja dimensionalidad, objetivo de la presente tesis.
La estructura de la tesis es la siguiente:
v
vi INTRODUCCIO´N
En el primer cap´ıtulo presentaremos los me´todos teo´ricos empleados en el
estudio de nuestros sistemas: el co´digo de primeros principios Fireball’96,
que utilizaremos para calcular la estructura electro´nica de la superficie
semiconductora y de los nanotubos con defectos; y las te´cnicas de funciones
de Green, basadas en el formalismo de Landauer, para el ca´lculo de las
propiedades de transporte de los nanotubos.
El cap´ıtulo 2 esta´ dedicado al estudio de la metalizacio´n de la superficie
Se-GaAs(100)-2×1 y al ana´lisis de la formacio´n de su barrera Schottky.
Con el cap´ıtulo 3 iniciamos la parte de la tesis dedicada a los nanotubos
de carbono. En este cap´ıtulo introduciremos este sistema y analizaremos la
perturbacio´n causada en su estructura ato´mica y electro´nica por distintos
tipos de defectos.
Y en el cap´ıtulo 4 terminaremos el estudio de los nanotubos, analizando
sus propiedades de transporte para varias densidades de defectos, tanto a
temperatura cero como incluyendo los efectos de temperatura finita.
Cerraremos la memoria de esta tesis con una breves conclusiones generales





Como ya hemos adelantado en la introduccio´n, esta tesis consta de dos par-
tes. La primera es un estudio de la formacio´n de la barrera Schottky durante
la metalizacio´n de superficies semiconductoras; en la segunda analizaremos el
transporte electro´nico en nanotubos de carbono, tanto a temperatura cero como
a temperatura finita, en funcio´n de la densidad de defectos que contengan. En
el presente cap´ıtulo presentamos las herramientas teo´ricas que hemos utilizado
durante el desarrollo de esta tesis.
En ambos casos, el ana´lisis de los distintos sistemas –la intercara metal-
semiconductor en el primer caso, y la nueva geometr´ıa del nanotubo tras in-
troducir el defecto, en el segundo– se ha llevado a cabo mediante un co´digo de
primeros principios basado en la teor´ıa del funcional de la densidad: Fireball’96.
En la primera seccio´n de este cap´ıtulo explicaremos brevemente las bases teo´ricas
de este co´digo. Fireball’96 explora las configuraciones de mı´nima energ´ıa del sis-
tema, proporciona´ndonos informacio´n sobre su estructura ato´mica y electro´nica.
Pero, adema´s, nos permite obtener el hamiltoniano efectivo de un electro´n; este
hamiltoniano es el que utilizaremos en nuestras funciones de Green (dentro del
formalismo de Keldysh) para analizar las propiedades de transporte de los nano-
tubos de carbono. La segunda seccio´n del cap´ıtulo la dedicaremos a explicar las
bases de este formalismo y de que´ manera lo hemos implementado en nuestras
1
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simulaciones para el estudio de propiedades de transporte.
1.1. El ca´lculo de la estructura electro´nica: Fireball’96
Para la bu´squeda de la geometr´ıa ma´s estable y el ca´lculo de la estructura
electro´nica de todos los sistemas analizados en esta tesis hemos utilizado un co´di-
go de primeros principios denominado Fireball’96 [1, 2]. Este co´digo combina
te´cnicas ab initio o de primeros principios basadas en la teor´ıa del funcional
de la densidad (DFT) con simulaciones de dina´mica molecular aplicadas a
modelos tight-binding. Dado que tanto el uso de modelos tight-binding aplicados
a me´todos de dina´mica molecular como la teor´ıa del funcional de la densidad
son ampliamente conocidos, en este cap´ıtulo so´lo presentamos un breve resu-
men de estas te´cnicas, ya que hemos preferido centrarnos en las aproximaciones
concretas utilizadas en Fireball’96.
En la seccio´n 1.1.6 revisaremos, finalmente, las caracter´ısticas principales del
co´digo y sus ventajas con respecto a otros me´todos de dina´mica molecular.
1.1.1. Los me´todos de dina´mica molecular
Los co´digos de dina´mica molecular (DM) nos permiten simular un gran nu´me-
ro de feno´menos f´ısicos dependientes del tiempo para una gran variedad de sis-
temas (por ejemplo, el crecimiento de cristales o intercaras, o la reaccio´n de
un cristal al introducir distintos tipos de defectos.) Con este me´todo podemos,
adema´s, determinar el estado fundamental del sistema, minimizando su energ´ıa
total respecto a las coordenadas ato´micas.
En estos me´todos, las ecuaciones cla´sicas del movimiento para sistemas de
muchos cuerpos se resuelven como una funcio´n dependiente del tiempo, lo que nos
permite estudiar el proceso f´ısico en tiempo real. De acuerdo con las ecuaciones
del movimiento, los a´tomos se movera´n bajo la accio´n de fuerzas debidas a la
interaccio´n con el resto del sistema. Pero estas fuerzas dependen, principalmente,
del enlace qu´ımico entre los a´tomos, as´ı como de su entorno local, y por este
motivo es necesario conocer de forma precisa la estructura electro´nica del sistema,
para lo cual debemos resolver la ecuacio´n de Schro¨dinger
Ĥ|Ψ({~ri}, {~Rα})〉 = ETOT |Ψ({~ri}, {~Rα})〉 , (1.1)
donde {~ri} es el conjunto de las coordenadas de los electrones, { ~Rα} es el con-
junto de las coordenadas de los a´tomos y































es el hamiltoniano general del sistema. Los dos primeros te´rminos del hamilto-
niano corresponden a las energ´ıas cine´ticas de los nu´cleos y de los electrones,
respectivamente; el tercero es el te´rmino de interaccio´n entre los electrones, el
cuarto el de interaccio´n entre los nu´cleos, y el quinto el de interaccio´n entre los
electrones y los nu´cleos.
Sin embargo, dado que estamos trabajando con sistemas de muchos cuer-
pos, resolver esta ecuacio´n de Schro¨dinger de manera exacta no resulta posible,
por lo que debemos recurrir a diferentes aproximaciones. En las siguiente seccio-
nes describiremos las aproximaciones ma´s usuales, y destacaremos especialmente
aque´llas en las que se basa Fireball’96.
La aproximacio´n de Born-Oppenheimer
Una aproximacio´n comu´n a todas ellas es la de Born-Oppenheimer. Esta
aproximacio´n se basa en que el movimiento de los electrones es mucho ma´s ra´pido
que el de los nu´cleos; por lo tanto, se asume que es posible desacoplar ambos
movimientos y resolver la ecuacio´n de Schro¨dinger so´lo para los electrones pero
para una configuracio´n dada de los nu´cleos ato´micos; el movimiento de los nu´cleos















+ ε({~Rα}) . (1.4)
As´ı, los iones se movera´n a lo largo de trayectorias cla´sicas, pero las fuerzas
que gobiernan esas trayectorias se obtienen de la estructura electro´nica (es decir,
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De ahora en adelante asumiremos que estamos trabajando dentro de esa
aproximacio´n; denotaremos por ε({ ~Rα}) la energ´ıa del estado fundamental del
sistema total descrito por Hˆ para una configuracio´n dada de los iones { ~Rα}.
1.1.2. La teor´ıa del funcional de la densidad
El teorema de Hohenberg-Kohn
La teor´ıa del funcional de la densidad, en la que se basa nuestro co´digo
Fireball’96, tiene su origen en el teorema de Hohenberg-Kohn [3], que establece
que la energ´ıa del estado fundamental de un sistema de electrones en







es un funcional u´nico de la densidad electro´nica E[ρ], que presentara´ su
valor mı´nimo cuando ρ(~r) sea la densidad electro´nica del estado fundamental de
ese sistema de electrones. Es decir,
E[ρ] ≥ E[ρgs] (1.7)
De este modo, para determinar el estado fundamental del sistema basta con
encontrar la densidad electro´nica que minimiza el funcional, y que llamaremos
ρgs. La energ´ıa E[ρgs] es, por lo tanto, la parte electro´nica de la energ´ıa total del
estado fundamental ε({ ~Rα})








Mediante el teorema de Hohenberg-Kohn hemos reducido el problema de
resolver la ecuacio´n de Schro¨dinger para un sistema de muchos cuerpos inte-
ractuando entre s´ı a un problema efectivo de una sola variable, que consiste en
encontrar el mı´nimo de un funcional de la densidad electro´nica ρ(~r). La densidad
electro´nica es, por tanto, la magnitud f´ısica relevante en este nuevo problema,
a diferencia de lo que sucede en aproximaciones como la Hartree-Fock, cuya
variable fundamental es la funcio´n de onda.
Dado que, por supuesto, no conocemos la forma exacta de este funcional, el
siguiente paso consiste en encontrar una manera de describirlo lo mejor posible.
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Las ecuaciones de Kohn-Sham
Las ecuaciones de Kohn-Sham [4] nos proporcionan una forma de obtener el
funcional de la densidad electro´nica E[ρ]. Para simplificar el problema, la idea
clave es distinguir que´ te´rminos podemos describir de forma adecuada y cua´les
nos son menos conocidos, de modo que podamos agrupar todo lo que conocemos
por completo en un u´nico te´rmino.
Por lo tanto, la energ´ıa del sistema original se podra´ definir como la suma de
cuatro te´rminos:
La energ´ıa de interaccio´n ion-electro´n a trave´s del potencial externo v(~r)
(al que hac´ıamos referencia en el teorema de Hohenberg-Kohn):∫
v(~r) ρ(~r) d~r (1.9)








(esto es, el potencial que tendr´ıa esa densidad electro´nica desde un punto
de vista exclusivamente cla´sico), que se conoce como te´rmino Hartree.
Un te´rmino de energ´ıa cine´tica T0[ρ], que se define como la energ´ıa cine´tica
de un sistema de electrones no interactuantes T0[ρ] cuya densidad de carga
ρ coincida con la de nuestro sistema.
Y, por u´ltimo, la denominada energ´ıa de canje y correlacio´n Exc[ρ], que
se define como la correccio´n que hay que an˜adir a la energ´ıa total para
obtener la solucio´n exacta.
El funcional de la energ´ıa E[ρ] podra´ escribirse entonces de la forma:
E[ρ] =
∫
v(~r) ρ(~r) d~r + Eee[ρ] + T0[ρ] + Exc[ρ] . (1.11)
Los tres primeros te´rminos contienen, por lo tanto, las contribuciones conocidas 1.
Todo lo que desconocemos del funcional E[ρ] se encuentra incluido en Exc[ρ], que
se conoce como el te´rmino de intercambio (o canje) y correlacio´n. En este te´rmino
esta´n incluidas la diferencia entre la interaccio´n electro´n-electro´n real (esto es,
la del sistema original de electrones interactuantes) y el te´rmino Hartree, y la
1En el te´rmino Eee[ρ] estamos incluyendo dos veces double-counting la energ´ıa de interaccio´n
electro´n-electro´n, por lo que deberemos introducir una correccio´n a ese te´rmino ma´s adelante.
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diferencia entre las energ´ıas cine´ticas de este sistema electro´nico y el de electrones
no interactuantes.
Como vemos, una idea esencial para la construccio´n de este funcional es que
para todo sistema electro´nico podemos encontrar un sistema ficticio de electro-
nes no interactuantes (que estara´ descrito, por lo tanto, por orbitales monoe-
lectro´nicos) cuya densidad de carga coincida con la de dicho sistema. Esto nos
permitira´ definir T0, no como la energ´ıa cine´tica del sistema de electrones que
estamos estudiando, sino como la energ´ıa cine´tica del sistema de electro-
nes no interactuantes con la misma densidad electro´nica ρ. Para este




∇2 + V (~r)
]







V (~r) ρ(~r) d~r (1.13)







La condicio´n que establece el teorema de Hohenberg-Kohn de que el funcio-
nal E[ρ] alcanza su mı´nimo para la densidad electro´nica del estado fundamental
es equivalente, segu´n demostraron Kohn y Sham, a una condicio´n autoconsis-
tente en el potencial V (~r) del sistema de electrones no interactuantes:







= v(~r) + VH(~r) + Vxc(~r) . (1.15)
El potencial V (~r) del hamiltoniano efectivo de un electro´n se escribira´ entonces
como la suma del potencial io´nico v(~r), el potencial medio de la distribucio´n










Las funciones de onda de una sola part´ıcula satisfara´n entonces un conjunto de
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ecuaciones similares a la ecuacio´n de Schro¨dinger, las ecuaciones de Kohn-




ψn + v(~r)ψn + VH ψn + Vxc ψn = n ψn (1.18)
Mediante estas ecuaciones exactas, no so´lo hemos reescrito el problema en
te´rminos de las funciones de onda de un solo electro´n, sino que todo lo que
desconocemos se encuentra contenido en el potencial de canje y correlacio´n. El
problema con que nos encontramos ahora es que no conocemos la forma de
este potencial. Si esto no fuera as´ı, al resolver las ecuaciones de Kohn-Sham
obtendr´ıamos una solucio´n exacta al problema, ya que hasta este momento no
hemos hecho ninguna aproximacio´n.
Existen diferentes aproximaciones para calcular el potencial de canje y co-
rrelacio´n. Una de las ma´s utilizadas es la aproximacio´n de la densidad local
(LDA), que es la que utiliza Fireball’96, y que explicaremos brevemente a con-
tinuacio´n.
La aproximacio´n de densidad local
Esta aproximacio´n asume que la energ´ıa de canje y correlacio´n de un
electro´n de un sistema electro´nico cualquiera situado en en el punto ~r
es igual a la de un electro´n de un gas homoge´neo de electrones cuya
densidad en ese mismo punto ~r coincide con la del sistema original.
Estamos, por tanto, asumiendo que los efectos de canje y correlacio´n son locales
y dependen u´nicamente de la densidad electro´nica ρ(~r) en cada punto, y estamos




d~r ρ(~r) xc[ρ(~r)] (1.19)
xc es, por lo tanto, la energ´ıa de canje y correlacio´n por electro´n de un gas
uniforme de electrones interactuantes con densidad ρ.
Existen varias parametrizaciones que reproducen exactamente la energ´ıa y el
potencial del gas uniforme de electrones; la que utilizamos en Fireball’96 es la
de Perdew y Zunger [5] en los resultados Montecarlo de Ceperly-Adler [6].
La densidad electro´nica ρ se calcula entonces de forma autoconsistente a
partir de las ecuaciones de Kohn-Sham: se parte de una densidad de partida ρin,
con la que se construye el hamiltoniano efectivo de un electro´n que aparece en las
ecuaciones 1.18; al resolverlas obtenemos sus autofunciones de una sola part´ıcula,
con las que calculamos de nuevo una densidad electro´nica ρ de la forma 1.142, y
2En realidad, se toma una mezcla de las densidades de carga de entrada y de salida como
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con ella un nuevo hamiltoniano, del que volveremos a obtener sus autofunciones
resolviendo de nuevo las ecuaciones de Kohn-Sham. Este proceso se repite de
forma iterativa hasta que las densidades ρ de entrada y la de salida coinciden.
A esta densidad la denominaremos como ρsc (porque ha sido calculada de forma
autoconsistente).
La energ´ıa del estado fundamental se calculara´ a partir del funcional efectivo




n − Eee[ρsc] −
∫
Vxc(ρsc) ρsc(~r) d~r + Exc[ρsc] . (1.20)
Tradicionalmente, las ecuaciones de Kohn-Sham se resolv´ıan utilizando una
base de ondas planas para representar los orbitales ψn(~r) para encontrar la solu-
cio´n del problema ρsc de forma autoconsistente, y a partir de ella la energ´ıa del
estado fundamental E[ρsc]. Pero el me´todo de las ondas planas, a pesar de su gran
precisio´n, presenta numerosos inconvenientes; el principal es que el nu´mero de
ondas planas necesarias para formar la base debe ser muy grande, lo que conlleva
un elevado coste computacional que limita de forma efectiva su aplicacio´n. Por
eso, la ventaja de Fireball’96 consiste en la utilizacio´n de orbitales localizados
para resolver las ecuaciones de Kohn-Sham. Antes de explicar de que´ manera se
implementan estas funciones de onda en nuestro co´digo de dina´mica molecular
resumiremos los aspectos ma´s relevantes de los me´todos de tight-binding para
conocer sus ventajas y sus limitaciones.
1.1.3. Los modelos tight-binding
Las te´cnicas de tipo tight-binding nos permiten calcular de una manera efi-
ciente la estructura electro´nica del sistema. En este modelo, los autoestados ψn
del hamiltoniano efectivo de un electro´n se expanden en una base de orbitales










ν = n a
n
µ (1.22)
densidad de entrada en el paso siguiente.
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y n es el autovalor del estado n del hamiltoniano tight-binding (TB) efectivo
del sistema, HˆTB({~Rα}),
HˆTB |ψn〉 = n|ψn〉 , (1.23)
En este modelo, la energ´ıa del estado fundamental se aproxima como la suma
de dos te´rminos, uno que corresponde a la estructura de bandas EBS , y otro que
corresponde a un potencial repulsivo UREP :
ε({~Rα})
TB = EBS + UREP =
∑
n
n + UREP . (1.24)
La energ´ıa asociada a la estructura de bandas EBS se calcula sumando los au-
tovalores n de los estados ocupados de Hˆ
TB . El te´rmino UREP puede escribirse
como la suma de dos te´rminos
UREP = Eion−ion − Edc ; (1.25)








|~Rα − ~Rβ |
; (1.26)
El te´rmino Edc se define para contrarrestar que en el te´rmino de la estructura de
bandas EBS estamos contando dos veces (double-counting) la energ´ıa asociada
a la interaccio´n electro´n-electro´n.
En general, se suele trabajar siempre en la aproximacio´n ma´s sencilla pa-
ra calcular los elementos de matriz del hamiltoniano HˆTB (que reproducira´n las
energ´ıas del sitio para cada a´tomo y el hopping entre ellos), as´ı como la contribu-
cio´n de los dos te´rminos contenidos en UREP : se asume una dependencia simple
de ambos te´rminos con la geometr´ıa del problema y se ajustan sus elementos
de matriz a resultados conocidos. Una vez que se conocen todos los para´metros
las fuerzas ~Fα se calculan simplemente derivando con respecto a ~Rα la expresio´n
1.24.
La ventaja del me´todo tight-binding es que permite introducir de forma natu-
ral las propiedades qu´ımicas del sistema, ya que los estados electro´nicos podra´n
estar ma´s o menos localizados o extendidos, segu´n el sistema que estemos con-
siderando. Adema´s, este me´todo reduce dra´sticamente el coste computacional
de las simulaciones. Sin embargo, presenta un problema serio: su falta de pre-
cisio´n, que limita su aplicabilidad a sistemas f´ısicos que no sean muy diferentes
de aque´llos en los que se han ajustado los para´metros que, por ejemplo, no son
transferibles de unas posiciones ato´micas a otras.
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1.1.4. Los me´todos tight-binding de primeros principios
Las limitaciones de los me´todos para el ca´lculo de la estructura electro´nica
que acabamos de presentar han llevado a la bu´squeda de nuevas herramientas
en las que no exista la necesidad de introducir ningu´n para´metro emp´ırico, en el
caso de los me´todos tight-binding, o que no tengan un coste computacional muy
elevado, como ocurre para los me´todos auto-consistentes de DFT-LDA, pero que
mantenga las ventajas de ambos modelos.
En los me´todos tight-binding de primeros principios, como Fireball’96,
las ecuaciones de Kohn-Sham se resuelven utilizando una base de orbitales locali-
zados, lo que permite reducir considerablemente el nu´mero de funciones de onda
necesarias para describir correctamente el problema, lo que contribuye a reducir
notablemente el coste computacional. En esta seccio´n presentaremos algunas de
las aproximaciones ma´s utilizadas en estos me´todos, como las de los pseudopo-
tenciales, o el funcional de Harris, que resulta particularmente u´til de utilizar
cuando trabajamos con bases de orbitales localizados para describir la energ´ıa
de un sistema de electrones y nu´cleos y simplificar las ecuaciones de Kohn-Sham.
E´ste funcional es el que utilizamos en Fireball’96, por lo que tambie´n describi-
remos sus principales caracter´ısticas
Los pseudopotenciales
Antes de continuar explicando las aproximaciones al funcional de la energ´ıa
que simplifican el ca´lculo de la densidad electro´nica autoconsistente ρsc vamos
a recordar brevemente, como ya hemos anunciado, otra aproximacio´n que hoy
en d´ıa es comu´n a muchos me´todos de ca´lculo de estructura electro´nica, y que
tambie´n se ha implementado en Fireball’96. Es la aproximacio´n de los pseudo-
potenciales.
La teor´ıa de los pseudopotenciales [7–9] se basa en la idea de crear un po-
tencial efectivo que incluya los nu´cleos ato´micos junto con los electrones de core
(es decir, los electrones ma´s ligados al nu´cleo), de modo que este potencial efec-
tivo sea el que actu´e sobre los electrones de valencia, manteniendo el a´tomo sus
propiedades de scattering para estos electrones. E´sta es una aproximacio´n razo-
nable, ya que los electrones de core tienen muy poca relevancia para describir
importantes propiedades de los materiales –como el enlace entre a´tomos–, que se
determinan fundamentalmente a partir del efecto de los electrones de valencia.
La ventaja del pseudopotencial es que es un potencial efectivo ma´s de´bil que
el potencial real que crean los nu´cleos, por lo que el nu´mero necesario de ondas
planas o de orbitales localizados necesarios para describir nuestras funciones de
onda para los electrones de valencia 3 sera´ mucho menor que el que necesitar´ıamos
3En esta aproximacio´n, los electrones de valencia son tambie´n sustituidos por unos pseudo-
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si tuvie´ramos que incluir las fuertes oscilaciones necesarias para ortogonalizarlas
con respecto a las de los electrones de core (ver figura 1.1), como requiere el
principio de exclusio´n de Pauli.
Figura 1.1: Potenciales reales y pseudopotenciales con sus correspondientes funciones de
onda (tomado de [10]).
Para calcular los pseudopotenciales se pueden realizar ajustes de los para´me-
tros que los describen a resultados conocidos a partir de los experimentos, o bien
podemos utilizar me´todos ab initio; e´sta u´ltima es la aproximacio´n que emplea
Fireball’96.
El funcional de Harris
Como hemos visto en la seccio´n 1.1.2, para encontrar el estado fundamental
de un sistema electro´nico basta con encontrar un funcional de la energ´ıa en
te´rminos de la densidad ρ que describa dicho sistema de forma adecuada; la
densidad electro´nica ρgs que lo minimice correspondera´ a la densidad del estado
fundamental del sistema. Las ecuaciones de Kohn-Sham suelen resolverse de
forma iterativa, lo que puede ser un proceso largo y costoso desde el punto de
vista computacional si el nu´mero de funciones de onda de la base elegida es muy
grande.
El funcional de Harris [11] permite simplificar este proceso desarrollando el
funcional de la energ´ıa alrededor de una densidad electro´nica de referencia ρin. En
esta aproximacio´n, el hamiltoniano efectivo de Kohn-Sham se escribe en funcio´n
electrones de valencia que experimentan el mismo potencial que los electrones originales fuera
del core, pero uno mucho ma´s de´bil dentro de e´l.
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n − Eee[ρin] + Exc[ρin] −
∫
d~r ρin(~r)Vxc[ρin(~r)] . (1.28)
La diferencia principal que el me´todo del funcional de Harris introduce con res-
pecto al de Kohn y Sham es que en el funcional de Harris se construye el
funcional con la propia densidad de entrada ρin, mientras que el me´todo
de Kohn-Sham se utiliza la densidad de salida ρout que se obtiene a partir del
hamiltoniano, por lo que se elimina el proceso de autoconsistencia en el funcional.
Si expandimos nuestras funciones de onda de una sola part´ıcula en una base
de orbitales localizados, como se hace en los me´todos tight-binding de primeros
principios, el funcional de Harris nos permite elegir la densidad ρin como la suma
de densidades (diagonales) de carga localizadas en cada a´tomo. Por lo tanto, las
integrales de Coulomb sera´n como ma´ximo de tres centros; as´ı, para calcular cada
uno de los te´rminos del hamiltoniano (que, como sabemos, dependera´n todos
ellos de la densidad) no sera´ necesario calcular integrales de cuatro centros, muy
costosas computacionalmente, que s´ı eran necesarias en el caso del me´todo de
Kohn-Sham [1, 12, 13].
Las expresiones para el funcional de Harris 1.27 y 1.28 se obtuvieron expan-
diendo el funcional de la energ´ıa de Kohn-Sham y el potencial efectivo construido
a partir de la densidad electro´nica en torno a la densidad electro´nica de referen-
cia ρin utilizada en el funcional de Harris. As´ı encontramos que el error con
respecto a la solucio´n autoconsistente es de segundo orden en la diferencia entre
la densidad de prueba Harris ρin y la densidad autoconsistente ρsc:
EHARRIS = EKOHN−SHAM + O2(ρin − ρsc) (1.29)
Por lo tanto, si evaluamos la energ´ıa del funcional de Harris en la densidad
autoconsistente ρsc obtendremos la energ´ıa del estado fundamental de Kohn-
Sham hasta orden O2(ρin − ρsc).
En sus primeras aplicaciones, como ρin se utilizaba la suma de las densidades
electro´nicas de a´tomos libres. Aunque esta eleccio´n proporciono´ buenos resulta-
dos para estudiar cristales, los resultados no fueron tan buenos cuando se aplico´ a
la descripcio´n de sistemas complejos como, por ejemplo, superficies; por eso se
han ideado diferentes maneras de elegir la densidad de prueba ρin manteniendo
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en todas ellas la conveniente restriccio´n de que se pueda escribir como la suma de
densidades situadas en las posiciones de los a´tomos. Fireball’96 se basa en una
adecuada eleccio´n de ρin que permite, adema´s de mantener la consabida ventaja
de eliminar las integrales de ma´s de tres centros, optimizar ρin de acuerdo al
entorno qu´ımico de los a´tomos. Estudiaremos a continuacio´n de que´ manera se
define esta ρin.
1.1.5. El co´digo de dina´mica molecular Fireball’96
Fireball’96 es un me´todo de tight-binding de primeros principios desarrollado
a partir del trabajo inicial de Sankey, Niklewski y Drabold [1, 14].
Como hemos mencionado a lo largo del presente cap´ıtulo, el co´digo Fire-
ball’96 reu´ne la precisio´n de los me´todos de primeros principios con la rapidez y
la eficiencia de los me´todos tight-binding [15]. Utilizando la aproximacio´n de los
pseudopotenciales que hemos descrito anteriormente, las funciones de onda de
los electrones de valencia se expanden como combinaciones lineales de orbitales
localizados; en combinacio´n con la utilizacio´n del funcional de Harris, esto posi-
bilita escribir la densidad electro´nica ρin como la suma de densidades de carga
situadas en las posiciones ocupadas por los a´tomos. Introduciendo esta densi-
dad en las expresiones para el funcional de Harris 1.28 y 1.27, podemos calcular
dentro del esquema desarrollado por Kohn y Sham el hamiltoniano efectivo de
un electro´n y sus funciones de onda asociadas, con lo que obtendremos el estado
fundamental del sistema que estamos estudiando.
La particular eleccio´n que realicemos para ρin determinara´ la fiabilidad y la
eficiencia del me´todo utilizado. Una de las principales caracter´ısticas de Fire-
ball’96 es su inteligente eleccio´n para ρin y, en particular, para las funciones de
onda monoelectro´nicas, que analizamos a continuacio´n.
Las funciones de onda en Fireball’96
La eleccio´n de la base utilizada para describir las funciones de onda monoe-
lectro´nicas presta su nombre al co´digo: en efecto, los orbitales “fireball”, intro-
ducidos por Sankey y Niklewski [1], se obtienen resolviendo el problema ato´mico
con la condicio´n de contorno de que los orbitales ato´micos se anulen ma´s alla´ de
un radio de corte Rc determinado a priori, como se muestra en la figura 1.2. Esta
condicio´n supone una importante ventaja: en esta base, tanto el hamiltoniano
como los elementos de la matriz de solape son estrictamente de corto alcance,
lo que disminuye el nu´mero de interacciones entre a´tomos lejanos que hay que
calcular. Esto permite calcular, antes de comenzar las simulaciones de dina´mica
molecular, todas las integrales necesarias para el ca´lculo de las interacciones de
dos y tres centros, y tabularlas en un grid o mallado bidimensional que permita
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Figura 1.2: Comparacio´n del orbital 3p de Si calculados con un orbital de tipo “fireball”,
para el a´tomo libre y para el a´tomo confinado (tomado de [15]).
la interpolacio´n para valores que no hayan sido calculados previamente.
El hecho de que el orbital “fireball” se anule estrictamente a partir de un
cierto radio de corte es una condicio´n de contorno equivalente a la de un electro´n
en una caja, ya que el confinamiento produce el efecto de aumentar la energ´ıa de
los niveles electro´nicos. De ah´ı el nombre de “fireball” para describir los orbita-
les de tipo ato´mico, que estara´n ligeramente excitados debido al confinamiento
impuesto por la condicio´n de contorno. En realidad, en un so´lido tambie´n se pro-
duce esta excitacio´n, ya que la suma de todos los potenciales ionices produce un
mayor confinamiento, de modo que la utilizacio´n de esta base mejora la precisio´n
de los ca´lculos.
Es muy importante elegir el radio de corte de tal manera que se preserven
las propiedades qu´ımicas de los a´tomos. Generalmente, en la eleccio´n del radio
de corte se tiene en cuenta que la energ´ıa de excitacio´n no sea demasiado grande
(en torno a ∼2 Ryd), y que el para´metro de red y el mo´dulo de Young del cristal
de volumen construido con la base ato´mica para ese radio de corte no difieran
en exceso de los valores experimentales.
Para cada ca´lculo de la estructura electro´nica de un nuevo sistema que quera-
mos estudiar, deberemos empezar calculando las interacciones entre las distintas
especies qu´ımicas que formen la estructura ato´mica. Comenzaremos calculando
en primer lugar las funciones de onda de los a´tomos de cada especie presente en
nuestras simulaciones y calcularemos a continuacio´n todas las integrales (que,
recordemos, sera´n como ma´ximo de tres centros) que tabularemos, como ya he-
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mos indicado, de tal manera que no sea necesario calcularlas durante el proceso
de minimizacio´n de la energ´ıa. Esto repercute en una mayor rapidez del ca´lculo
durante las simulaciones.
La densidad de carga en Fireball’96
La eleccio´n para la base que hemos analizado en la seccio´n anterior ya estaba
presente en los primeros trabajos de Sankey, Niklewski y Drabold [1, 14], pero
la novedad introducida por Demkov et al. [2] es la posibilidad de optimizar la






Los coeficientes nµ representan las distintas ocupaciones de orbitales, es decir, son
nu´meros positivos que definen la ocupacio´n de los orbitales “ato´micos” φµ. Los
orbitales φµ son los orbitales “fireball” que se utilizan como funciones de la base
para resolver la ecuacio´n de un electro´n con el hamiltoniano 1.27. Por lo tanto, la
densidad electro´nica ρin sera´ la suma de densidades (confinadas) de tipo ato´mico,
cada una de las cuales con un nu´mero de electrones determinado por su ocupacio´n
del orbital nµ. Permitiendo que nµ var´ıe implica que alrededor de cada a´tomo
(incluyendo la carga nuclear) no tendremos, en general, neutralidad de carga. Los
valores para nµ se obtienen imponiendo una condicio´n de autoconsistencia en las
ocupaciones de los orbitales, para lo cual se definen ocupaciones de orbitales






donde ψn son los autoestados ocupados de la ecuacio´n para 1.27, y ϕµ son los
orbitales ortogonales de tipo ato´mico que se obtienen de los orbitales “fireball”






(S)µν = 〈φµ|φν〉 . (1.33)
La condicio´n de autoconsistencia sobre las ocupaciones de los orbitales sera´ en-
tonces
noutµ = nµ ∀µ , (1.34)
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donde nµ son las ocupaciones de orbitales input definidas en la ecuacio´n 1.30.
La ecuacio´n 1.31 se puede entender como una forma de proyectar la densidad
electro´nica “de salida” obtenida a partir de 1.27 en una densidad de la forma
dada por la ecuacio´n 1.30. Esta relacio´n de autoconsistencia es la que permite
considerar Fireball’96 como una extensio´n autoconsistente del funcional
de Harris.
El tratamiento del canje y la correlacio´n
Para calcular los elementos de matriz del potencial de canje y correlacio´n
Vxc(ρ) deber´ıamos, en principio, evaluar la densidad ρ en cada punto ~r y calcu-
lar de forma nume´rica la integral. Pero, para aumentar la eficiencia del ca´lculo,
ya que el procedimiento anterior ser´ıa muy costoso computacionalmente, en Fi-
reball’96 se utiliza la siguiente aproximacio´n: en vez de evaluar la densidad ρ en
cada punto, se determina una densidad media efectiva que var´ıe de forma lineal
con los a´tomos pro´ximos, y se introduce de forma no lineal en el potencial de
canje y correlacio´n.
Esta aproximacio´n facilita, por un lado, la tabulacio´n y almacenamiento de
las integrales de igual forma que se hace con la integrales asociadas al poten-
cial electrosta´tico, y, por otro, se garantiza as´ı que los elementos de matriz del
potencial no tengan contribuciones de ma´s de tres centros.
El proceso de minimizacio´n de la energ´ıa y la dina´mica molecular
Para encontrar el estado fundamental del sistema que estemos estudiando
debemos minimizar el funcional de la energ´ıa E[ρsc] que hemos definido en el
teorema de Hohenberg-Kohn. Fireball’96 permite hacerlo de dos maneras dife-
rentes, segu´n el tipo de ana´lisis que queramos realizar del sistema en cuestio´n.
El me´todo de dina´mica molecular nos proporciona una forma de “de-
sordenar” los a´tomos de nuestro sistema, de igual manera que suceder´ıa en un
laboratorio al calentar una muestro en un proceso de annealing. En esta te´cnica,
en la que el movimiento de los a´tomos con el tiempo debido a las fuerzas definidas
en la ecuacio´n 1.5, se integran las ecuaciones del movimiento sin que el sistema
sufra pe´rdidas de energ´ıa, ya que las fuerzas implicadas son conservativas. La
energ´ıa del sistema tendra´, pues, un te´rmino cine´tico y otro de energ´ıa potencial.
La energ´ıa cine´tica define una temperatura del sistema, que podemos introducir
y fijar a voluntad, simulando un proceso de annealing. Esto nos permitira´ estu-
diar la evolucio´n del sistema para unas condiciones iniciales dadas de velocidad
de los a´tomos o de temperatura, y durante ese proceso podremos o no mantener
fija la temperatura, segu´n lo que estemos interesados en analizar.
1.1 EL CA´LCULO DE LA ESTRUCTURA ELECTRO´NICA: FIREBALL’96 17
El me´todo de dynamical quenching se utiliza para determinar, por ejem-
plo, la configuracion ato´mica ma´s estable de una superficie (es decir, partiendo
del mismo nu´mero de a´tomos de distintas especies qu´ımicas, determinar que´ po-
siciones deben ocupar para que la estructura sea la ma´s favorable energe´ticamen-
te), como explicaremos en el cap´ıtulo 2; o para determinar co´mo se modifica el
entorno de los a´tomos cuando introducimos en el sistema algu´n tipo de defecto
(por ejemplo, cuando eliminamos uno o dos a´tomos de carbono en una nanotu-
bo, como veremos en el cap´ıtulo 3). En este proceso, la energ´ıa total permanece
constante, y lo que se busca es minimizar la energ´ıa potencial. Por lo tanto, la
energ´ıa cine´tica ira´ creciendo con cada paso de tiempos. Si en un determinado
momento encontramos que la energ´ıa cine´tica (o, lo que resulta equivalente, la
temperatura) baja, esto querra´ decir que la energ´ıa potencial estara´ subiendo, lo
que quiere decir que en un paso previo se habra´ situado cerca de un mı´nimo. En
ese momento, Fireball fija a cero la temperatura, de modo que los iones adquieren
velocidad cero, y se vuelve a reanudar el proceso de bu´squeda del mı´nimo. Esto
es lo que se conoce como quenching. Conforme nos acerquemos al mı´nimo, estos
quenching se hara´n cada vez ma´s frecuentes y la temperatura no crecera´ tanto
como al comenzar la simulacio´n. Cuando finalmente se encuentre un estado de
mı´nima energ´ıa, la temperatura estara´ ya muy pro´xima a cero.
Es importante sen˜alar que este proceso no garantiza que el mı´nimo alcan-
zado sea un mı´nimo absoluto; es decir, esa configuracion concreta de posiciones
ato´micas y cargas no tiene por que´ ser la ma´s favorable energe´ticamente. por
eso es importante asegurarnos de la estabilidad del mı´nimo encontrado, lo que
podemos conseguir haciendo uso del me´todo de la dina´mica molecular explica-
do en el pa´rrafo anterior: introduciendo una temperatura y permitiendo que los
a´tomos se muevan libremente de forma aleatoria, y, una vez que consideramos
que la estructura de mı´nima energ´ıa de la que hemos partido se ha “desordena-
do” suficientemente, volviendo a repetir el proceso de dynamical quenching para
encontrar un nuevo mı´nimo de energ´ıa. Si este nuevo mı´nimo coincide con el
anterior, podremos entonces confiar en que la solucio´n encontrada nos garantiza
una buena descripcio´n del problema.
1.1.6. Conclusiones: Las ventajas del me´todo Fireball
Como hemos visto, Fireball’96 nos proporciona una forma ra´pida y eficiente
de obtener con una buena precisio´n la estructura electro´nica de los sistemas que
estamos interesados en estudiar en esta tesis. A continuacio´n resumiremos sus
principales ventajas frente a otros me´todos de ca´lculo de estructura electro´nica:
Fireball’96 combina la precisio´n de los me´todos de primeros principios con
la eficiencia computacional de las te´cnicas de tight-binding.
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El uso de una base formada por orbitales localizados estrictamente de corto
alcance elimina las contribuciones de ma´s de tres centros, y permite que las
integrales sean tabuladas antes de comenzar las simulaciones de dina´mica
molecular, lo que contribuye a aumentar la rapidez del ca´lculo.
La implementacio´n autoconsistente del funcional de Harris, as´ı como la
eleccio´n de la densidad de carga, permiten optimizar el entorno qu´ımico de
los a´tomos a trave´s de las ocupaciones de los orbitales nµ.
La eficiencia de este co´digo nos permite explorar el espacio de las con-
figuraciones de mı´nima energ´ıa del sistema que estemos considerando, lo
que posibilita el ana´lisis de configuraciones ato´micas muy distintas en un
tiempo razonable.
1.2. El estudio de las propiedades de transporte.
En la seccio´n anterior hemos explicado el me´todo empleado para calcular la
estructura electro´nica de los sistemas que hemos estudiado durante la realizacio´n
de esta tesis doctoral (la superficie semiconductora metalizada y los nanotubos
de carbono con defectos). La presente seccio´n esta´ dedicada al transporte en
sistemas mesosco´picos, y nos servira´ de introduccio´n para los resultados que
presentamos en el cap´ıtulo 4.
Empezaremos recordando en la seccio´n 1.2.1 algunas nociones ba´sicas del
transporte en sistemas mesosco´picos, sistemas entre los que se podemos incluir
los nanotubos de carbono. Un feno´meno que puede aparecer en estos sistemas
y en el que hemos concentrado nuestra atencio´n durante el estudio de las pro-
piedades electro´nicas de los nanotubos es el de la localizacio´n; hablaremos sobre
este feno´meno ma´s detalladamente en el cap´ıtulo 4, y nos centraremos ahora en
aspectos ma´s generales del transporte.
El ca´lculo de las propiedades de transporte de los nanotubos lo hemos rea-
lizado utilizando te´cnicas enmarcadas dentro del formalismo de Landauer, y,
ma´s concretamente, te´cnicas de funciones de Green de no equilibrio (formalis-
mo Keldysh) aplicado a sistemas tight-binding ; en la seccio´n 1.2.2 haremos una
breve resen˜a de ambos formalismos, ya que hemos preferido explicar los detalles
ma´s te´cnicos en los ape´ndices; de este modo, el lector familiarizado con el tema
podra´ centrarse directamente en los aspectos ma´s relevantes, sin que los aspectos
ma´s farragosos del ca´lculo distraigan su atencio´n.
Por u´ltimo, dedicaremos el apartado final (1.2.3) a explicar de manera deta-
llada nuestro me´todo de ca´lculo, que nos permite el ana´lisis de nanotubos muy
largos (de varias micras de longitud) con un reducido coste computacional.
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1.2.1. Introduccio´n a los sistemas mesosco´picos
Los sistemas mesosco´picos son aquellos cuyo taman˜o se encuentra en el rango
intermedio entre lo macrosco´pico y lo ato´mico; en ciertos casos, estos sistemas
nos ayudan a entender algunas de las propiedades de los sistemas macrosco´picos,
ya que e´stos pueden considerarse como una extensio´n de los primeros cuando
los llevamos al l´ımite termodina´mico. Pero, adema´s, los sistemas mesosco´picos
presentan un gran intere´s por s´ı mismos, ya que en estos sistemas se producen
feno´menos muy interesantes que no esta´n presentes para sistemas en ningu´n otro
rango de taman˜os. Estos feno´menos esta´n relacionados con principios fundamen-
tales de la meca´nica cua´ntica, pero tambie´n con nociones ma´s comu´nmente aso-
ciadas con la f´ısica estad´ıstica [16]. Su comportamiento esencialmente cua´ntico
proviene –como descubriremos ma´s adelante– de la importancia que la naturaleza
ondulatoria de los electrones adquiere en este tipo de sistemas; efectivamente, en
el caso en que los procesos inela´sticos puedan ser despreciados, el movimiento de
los electrones es siempre coherente, es decir, un electro´n se propagara´ a lo largo
de todo el sistema manteniendo su funcio´n de onda siempre una fase definida.
Imry [16] propone utilizar el concepto de colectividad (que aparece ma´s habi-
tualmente en otras ramas de la f´ısica, como la f´ısica estad´ıstica) para ayudarnos
a entender algunas de las especiales caracter´ısticas de estos sistemas. As´ı, en-
tenderemos por colectividad el conjunto de sistemas que presentan los mismos
para´metros “macrosco´picos” –papel que, en nuestro ana´lisis del transporte en
los nanotubos con defectos, podr´ıa representar la densidad media de defectos–,
pero que son compatibles con varias realizaciones “microsco´picas“ en cada uno
de los sistemas que componen esa colectividad –en nuestro caso, con cada uno
de los nanotubos que contiene una distribucio´n diferente de esos defectos–. Nor-
malmente, en el l´ımite termodina´mico (esto es, en nuestro mundo macrosco´pico)
se suele hacer una media de las propiedades de la colectividad, de modo que
los detalles particulares de cada sistema que la compone se pierden al hacer el
promedio. Sin embargo, una caracter´ıstica de los sistemas mesosco´picos [16–20]
es que permiten distinguir entre las propiedades promediadas entre todos los
elementos que componen la colectividad y las espec´ıficas de cada uno de estos
sistemas. Un ejemplo de esto son los ca´lculos de transporte que presentamos en
el cap´ıtulo 4, en el que habremos de distinguir entre la resistencia en un nano-
tubo concreto, con una configuracio´n particular de defectos, y la media de las
resistencias de un conjunto de nanotubos, cada uno de ellos con una distribucio´n
distinta de los defectos pero con la misma concentracio´n de los mismos.
Por supuesto, muchas de las reglas que rigen para sistemas macrosco´picos
no son aplicables para estos sistemas, y esto habremos de tenerlo en cuenta,
por ejemplo, cuando calculemos la resistencia media, para una densidad dada
de defectos, promediando las resistencias individuales de una muestra con un
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cierto nu´mero de nanotubos. El modo correcto de realizar estos promedios se
explicara´ tambie´n en el cap´ıtulo 4.
Comenzaremos, pues, recordando las bases en las que se fundamenta el ca´lcu-
lo de las propiedades de transporte en este tipo de sistemas, que nosotros hemos
realizado dentro del llamado formalismo de Landauer y aplicando te´cnicas de
funciones de Green. Una derivacio´n ma´s detallada de las expresiones utilizadas
para el ca´lculo de la corriente, as´ı como la definicio´n de algunas de las funcio-
nes que utilizaremos, esta´ contenida en los ape´ndices A, B y C. Continuaremos
explicando la manera en que, por medio de la ecuacio´n de Dyson, es posible
el ca´lculo de la conductancia para sistemas muy grandes con un reducido coste
computacional, y veremos con detalle co´mo hemos aplicado este me´todo para el
caso de los nanotubos con defectos que hemos estudiado.
1.2.2. El ca´lculo de la corriente
El formalismo de Landauer
Como ya hemos mencionado, los sistemas mesosco´picos pueden presentar
unos comportamientos muy diferentes a los que se observan en sistemas ma-
crosco´picos. Debido a sus especiales caracter´ısticas, los me´todos tradicionalmente
utilizados para describir el transporte en sistemas macrosco´picos no pueden, en
principio, aplicarse para el estudio de sistemas mesosco´picos, ya que herramientas
tales como la ecuacio´n de Boltzmann semicla´sica, el formalismo de Kubo y otras
te´cnicas tradicionales se disen˜aron especialmente para describir el transporte “de
volumen” o bulk.
En los sistemas macrosco´picos, la conductancia g (esto es, el gradiente de la
caracter´ıstica corriente-voltaje) obedece la ley de Ohm y depende del taman˜o
del sistema de la forma g = σW/L, donde σ es la conductividad del material,
W la anchura del sistema que estemos considerando y L su longitud. Sin embar-
go, cuando el taman˜o de los sistemas se reduce, la conductancia ya no depende
–al menos de forma general– de la longitud ni de la anchura del sistema, sino
de nuevas variables que definiremos ma´s adelante, como, por ejemplo, el nu´me-
ro de “canales” del conductor. Un rasgo particularmente interesante es que la
conductancia decrece, adema´s, de forma cuantizada. Por lo tanto, la expresio´n
anteriormente citada para g deja de ser va´lida, y se hace necesario encontrar
otra expresio´n que refleje estas nuevas dependencias de otras magnitudes. Por
supuesto, resolver la ecuacio´n general de Schro¨dinger proporcionar´ıa una des-
cripcio´n completa del problema. Sin embargo, incluso en la aproximacio´n ma´s
sencilla (considerar los electrones del sistema como part´ıculas independientes),
esta ecuacio´n resulta dif´ıcil de resolver. Una solucio´n consiste en tratar el trans-
porte de los portadores de carga a trave´s de la muestra como un problema de
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scattering desde un electrodo al otro. De este modo, la magnitud ma´s relevante
sera´ ahora la transmisio´n T a trave´s del sistema. En estas ideas se fundamenta,
esencialmente, la descripcio´n del transporte desarrollada por Landauer.
El formalismo de Landauer [21–24] se basa en la idea de expresar la corriente
que circula por un sistema en te´rminos de la probabilidad de que un electro´n
pueda transmitirse a trave´s de ese sistema. La idea clave de Landauer fue consi-
derar que, para describir adecuadamente el transporte en sistemas mesosco´picos,
es necesario incorporar de forma expl´ıcita no so´lo el sistema que se quiere estu-
diar, sino tambie´n los electrodos (o contactos) que actu´an como electrodos. En
este formalismo, la regio´n entre los electrodos (a veces tambie´n llamada gap) es
considerada un defecto, de modo que el transporte “tu´nel” se ve, ba´sicamente,
como un proceso de scattering en el que los electrones inciden desde el electrodo
1 hacia el 2 y tendra´n una cierta probabilidad de transmitirse o reflejarse. La
zona entre los electrodos se describe entonces mediante una matriz de scattering
Sˆ, cuyos elementos de matriz relacionan las amplitudes de las ondas transmitidas
y reflejadas con las de las ondas incidentes. En el l´ımite T = 0, cada electrodo
puede describirse como un conjunto de conductores unidimensionales indepen-
dientes e ideales [24], que denominaremos canales de conduccio´n. Los electrones
se propagara´n a trave´s de estos canales, sin disipar energ´ıa, desde los electrodos
hacia la regio´n intermedia considerada como la perturbacio´n, y viceversa.
Por lo tanto, Landauer definio´ una nueva expresio´n para la conductancia dife-










Tr{tˆ tˆ†} , (1.35)
donde el factor 2 nos permite incluir directamente el esp´ın en la expresio´n; la
cantidad e
2
h se conoce con el nombre de cuanto de conductancia; Ti es la pro-
babilidad de transmisio´n de los estados electro´nicos4 hacia el canal i, que se
puede calcular utilizando el formalismo de scattering [25] o el de funciones de
Green [26]; y tˆ es la denominada matriz de transmisio´n del sistema 5.
4Ti se define como Ti =
P
j
Tij , donde Tij = |tij |
2 es la probabilidad de transmisio´n de
una onda incidente desde el canal i al j, y tij son los elementos de la matriz de scattering Sˆ.
5En el caso de sistemas en los que todos los canales contribuyan por igual a la conductancia,





donde T representa la probabilidad media de que un electro´n inyectado en un extremo del
sistema se transmita hasta el otro extremo del mismo, y M es el nu´mero de modos transversos
o canales del sistema.
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Tr{tˆ tˆ†} dE (1.37)
En ausencia de efectos inela´sticos, puede demostrarse [27] que la corriente se
reduce esencialmente a la expresio´n anterior.
La corriente en el formalismo Keldysh
El formalismo que hemos elegido para describir el transporte en nuestro sis-
tema es el formalismo Keldysh (o de funciones de Green de no equilibrio). Este
formalismo, entre otras ventajas, resulta muy fa´cil de implementar en bases loca-
lizadas como la que utilizamos en Fireball’96. En los ape´ndices A, B y C damos
ma´s detalles sobre este formalismo y sobre su utilizacio´n para derivar la expresio´n
de la corriente que introducimos a continuacio´n.
Consideremos el caso ma´s simple: aquel en el que nuestro sistema consta
de dos electrodos (a los que llamaremos sistemas 1 y 2) unidos a trave´s de una
barrera caracterizada por la matriz Tˆ12, que acopla los orbitales de las dos partes
del sistema. En este caso, si trabajamos en el l´ımite en el que el acoplamiento









11 (E) Tˆ12 ρˆ
(0)
22 (E) Tˆ21 ] [f1(E) − f2(E)] , (1.38)
donde ρˆ
(0)
ii (E) es la matriz densidad de estados (DOS) asociada con el reservorio
i, y que se define a partir de la funcio´n de Green Gˆ
(0)
ii del reservorio desacoplado
(esto es, antes de la perturbacio´n), y fi es la correspondiente funcio´n de distri-










11 (E) Tˆ12 ρˆ
(0)
22 (E) Tˆ21 ] , (1.39)
La expresio´n 1.39 se refiere, como hemos dicho, a la transmisio´n por efecto
tu´nel de los electrones del sistema 1 al 2 en una primera inyeccio´n de corriente en
el reservorio 1. Pero, como sabemos, no todos los electrones inyectados pasara´n
al sistema 2, sino que parte de ellos se reflejara´n y, al llegar de nuevo al sistema 1,
podra´n volver a transmitirse o bien sufrira´n nuevas reflexiones; estos electrones
reflejados por segunda vez incidira´n de nuevo en 2, y podra´n de nuevo reflejarse
o transmitirse con una cierta probabilidad. Si queremos incluir el efecto de esas
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mu´ltiples reflexiones y transmisiones (lo que se conoce como scattering mu´ltiple)
en g –es decir, realizar el ca´lculo de la conductancia a o´rdenes ma´s altos en Tˆij–
basta con la sustitucio´n de la matriz de hopping tu´nel, Tˆij, por una matriz de
hopping efectivo Tˆ effij























donde hemos introducido las matrices de hopping efectivo avanzada, Tˆ eff,A12 , y
retardada, Tˆ eff,R21 [28,29]. Los denominadores que aparecen en la expresio´n 1.40












son los que nos permiten incluir los efectos de saturacio´n de la corriente a cortas
distancias, debidos a los procesos de scattering mu´ltiple. Si hacemos el desarrollo
en serie de Tˆ12
Tˆ eff,A12 =
Tˆ12









11 + ... (1.42)
podemos comprobar que los hoppings efectivos son una suma del te´rmino de
hopping tu´nel o de inyeccio´n directa y de los te´rminos asociados a las procesos
de reflexio´n y transmisio´n entre el sistema 1 y el 2.















21 ] . (1.43)
Dado que nosotros estamos, en principio, interesados u´nicamente en el ca´lculo
de la conductancia diferencial al nivel de Fermi, e´sta sera´ la expresio´n para la
conductancia que utilizaremos en nuestros ca´lculos (evalua´ndola para la energ´ıa
E = EF ). E´sta es una expresio´n exacta, va´lida para todo orden en la conexio´n
entre electrodos (Tˆ12), ya que hasta el momento no hemos realizado ninguna
aproximacio´n.
La expresio´n 1.43 es equivalente a 1.35 si definimos la matriz tˆ como
tˆ = 2pi (ρˆ
(0)
11 )
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y utilizamos la propiedad c´ıclica de la traza. Puesto que tˆ es la matriz de trans-
misio´n del sistema, podemos obtener la contribucio´n de los distintos canales sin
ma´s que diagonalizarla [30, 31].
Por lo tanto, para calcular la corriente que circula entre dos sistemas 1 y 2
(y la conductancia del sistema a partir de su gradiente) basta con conocer las
funciones de Green Gˆ
(0)
ii (i = 1, 2, avanzada (A) o retardada (R)) de ambos sis-
temas antes de la perturbacio´n, y el hopping Tˆij , (i 6= j, i, j = 1, 2) que los une.
A continuacio´n explicaremos co´mo se realiza el ca´lculo de estas magnitudes, par-
ticularizando para el caso de los nanotubos de carbono, que es el sistema donde
vamos a aplicar estas te´cnicas para el estudio de sus propiedades de transporte.
1.2.3. El ca´lculo de la corriente en nuestro sistema: Los nanotu-
bos de carbono
En el apartado anterior hemos definido la expresio´n para la conductancia
diferencial que utilizaremos para el ca´lculo de las propiedades de transporte de
los nanotubos de carbono, que analizaremos en los cap´ıtulos 3 y 4. En esta
seccio´n explicaremos co´mo hemos aplicado esta expresio´n para calcular la con-
ductancia en sistemas muy grandes, como nuestros nanotubos de carbono, que
contienen adema´s un nu´mero ma´s o menos elevado de defectos, distribuidos de
forma aleatoria; veremos que es posible obtener la propiedades de transporte de
estos sistemas “grandes” a partir de las de partes aisladas del sistema. Continua-
remos describiendo la te´cnica de decimacio´n, que permite calcular las funciones
de Green de volumen y de superficie de sistemas infinitamente grandes. Utiliza-
remos esta te´cnica para simular el efecto de nanotubos ideales semi-infinitos, que
en nuestras simulaciones hara´n el papel de electrodos.
Esquema del nanotubo
Nuestro objetivo, como ya hemos anunciado, es el estudio de las propiedades
de transporte de nanotubos con defectos 6. Lo que nos interesa es hacer un
ca´lculo lo ma´s realista posible, en el que simulemos un nanotubo con distintas
imperfecciones, que estara´n distribuidas a lo largo del mismo de forma aleatoria,
y queremos estudiar las modificaciones que estas imperfecciones causan en la
conductancia, sin que nuestros ca´lculos sean afectados por el tipo de contactos
que se utilicen en cada caso concreto o por efectos del taman˜o finito de los tubos.
6En el cap´ıtulo 3 explicaremos con detalle que´ es un nanotubo y cua´les son sus caracter´ısti-
cas ma´s relevantes, pero para entender lo que sigue a continuacio´n basta con saber que son
estructuras cil´ındricas –en nuestro caso, huecas, y sin ninguna otra estructura en su interior–
formadas a partir de la´minas de grafito, de modo que los a´tomos de carbono se situ´an formando
hexa´gonos.
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Para soslayar estos inconvenientes, hemos tomado como contactos nanotubos
ideales semi-infinitos; as´ı, el sistema total sera´, en realidad, un nanotubo infinito,
dentro del cual estara´n incluidos los defectos. Dividiremos este sistema en tres





Figura 1.3: Esquema del nanotubo, tal como lo hemos dividido para realizar el ca´lculo de
la corriente: los electrodos L y R se simulan mediante nanotubos ideales semi-infinitos,
y el subsistema central c es el nanotubo con los defectos (sen˜alados en naranja), que
podra´ consistir en uno o ma´s bloques de nanotubo ideal o con imperfecciones, unidos
entre s´ı.
es decir, el electrodo de la izquierda, lo hemos simulado mediante un nanotubo
ideal semi-infinito (es decir, un nanotubo perfecto que crece infinitamente hacia la
izquierda). De igual modo, como reservorio o electrodo de la derecha (subsistema
R) tenemos otro nanotubo ideal semi-infinito, pero que crece en este caso hacia
la derecha. Y la parte central de nuestro esquema la ocupa el subsistema c,
que esta´ formado por el nanotubo con defectos. Aunque el sistema total sea,
por lo tanto, infinito, nuestro intere´s se centra en estudiar las propiedades de
transporte en esta parte central, de modo que, cuando hagamos referencia a
la longitud de los tubos, nos estaremos refiriendo en realidad u´nicamente a la
longitud del subsistema c. Aunque por simplicidad en la figura 1.3 este subsistema
c esta´ formado por un u´nico bloque, en el que esta´ contenido un solo defecto,
en nuestras simulaciones el subsistema central c se construira´ uniendo varios
bloques de nanotubo, algunos con defectos incluidos en ellos y otros formados
simplemente por capas de nanotubo ideal 7.
El acoplo de los subsistemas: la perturbacio´n Tˆ
Las te´cnicas de funciones de Green de no equilibrio (formalismo Keldysh)
permite estudiar las propiedades de transporte de un sistema a partir de las
7Definiremos una capa de nanotubo como la unidad ba´sica necesaria para construir un na-
notubo: repitiendo perio´dicamente esa capa mediante los vectores de red asociados al nanotubo
que estemos considerando podremos construir un nanotubo con la longitud que queramos.
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funciones de Green de cada subsistema aislado que lo forma y de la perturbacio´n
que existe entre ellos. En nuestro caso necesitaremos, por tanto, conocer:
La funcio´n de Green del nanotubo semi-infinito que forma el subsistema L.
La funcio´n de Green del nanotubo semi-infinito que forma el subsistema
R.
La funcio´n de Green del subsistema central c que contiene los defectos.
El hopping TˆLc entre los subsistemas L y c, y el hopping TˆcR entre los
subsistemas c y R. Ahora bien, hemos definido nuestra perturbacio´n de
modo que la unio´n de un bloque con otro se produce a trave´s de las capas
situadas en la superficie de los bloques, como se muestra en la figura 1.4.
Estas capas de superficie (las capas situadas en los extremos de cada blo-
que) son ide´nticas en todos los bloques, ya que son simplemente capas de
nanotubo ideal, no afectadas por los defectos8. Por lo tanto, el hopping Tˆ
sera´ siempre el hopping ideal (de bulk) que une dos capas consecutivas en
un nanotubo sin defectos infinitamente largo, as´ı que de ahora en adelante,





Figura 1.4: Esquema del acoplo...
Explicaremos el me´todo utilizado para calcular las funciones de Green de los
electrodos en la seccio´n 1.2.3. El ca´lculo de la funcio´n de Green de c no resulta
tan sencillo, ya que en un ca´lculo realista c puede ser un sistema muy complejo.
A continuacio´n vamos a ver que´ problemas presenta este ca´lculo, y co´mo los
hemos resuelto.
8Para ello sera´ necesario, como se explica en el cap´ıtulo 3, que en las simulaciones con
Fireball’96 utilicemos una supercelda en la que la geometr´ıa inicial del nanotubo suficientemente
larga, para que la perturbacio´n causada por el defecto no afecte a las u´ltimas capas, que forman
la superficie del nanotubo, y se garantice que estas capas sean iguales en todos los nanotubos
estudiados, independientemente del defecto que hayamos introducido en ellos.
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La inclusio´n de los defectos
Para que nuestros resultados sobre las propiedades de los nanotubos sean
significativos debemos hacer algunas consideraciones:
En el formalismo Keldysh que vamos a utilizar, el hamiltoniano de tipo tight-
binding (que obtendremos, como hemos visto en la primera parte de este cap´ıtulo,
utilizando Fireball’96) nos proporciona la informacio´n necesaria para el ca´lculo
de sus propiedades electro´nicas (ya que, como explicamos en el ape´ndice A, la
funcio´n de Green del sistema se define a partir de la inversa de su hamiltonia-
no); por lo tanto, para el ca´lculo de la conductancia en un nanotubo dado, nos
bastar´ıa en principio con disen˜ar el nanotubo que queremos estudiar, fabricando
una geometr´ıa en la que distintos tipos de defectos estuvieran distribuidos de
acuerdo con algu´n patro´n aleatorio, en el que habr´ıamos elegido variables tales
como nu´mero total de defectos, distancias entre cada uno de ellos, posicio´n de
cada uno con respecto al eje del tubo, etc. Es necesario, adema´s, que estudie-
mos el transporte en nanotubos con un taman˜o realista. Como veremos en el
cap´ıtulo 3, dedicado a los nanotubos de carbono y a sus defectos ma´s comunes,
los nanotubos de carbono pueden alcanzar una longitud de varias micras. Pero,
para reproducir estas longitudes, ser´ıa necesario construir una supercelda con
una geometr´ıa inicial formada por varias decenas de miles de a´tomos, cuya es-
tructura electro´nica resulta pra´cticamente imposible de calcular (desde el punto
de vista computacional) utilizando me´todos de primeros principios. Adema´s, la
conductancia que calcula´ramos para ese sistema concreto podr´ıa depender –y, de
hecho, depende, para bajas temperaturas– de forma cr´ıtica de la configuracion
particular de los defectos que hayamos elegido. Para eliminar esta dependen-
cia, sera´ necesario, entonces, realizar promedios sobre un nu´mero significativo
(en algunos casos, en torno a 100) de nanotubos con distintas distribuciones de
defectos. Por lo tanto, habra´ que repetir nuestras simulaciones de dina´mica mo-
lecular para cada uno de estos –enormes– sistemas. Como vemos, esta manera
de proceder no resulta nada conveniente, por lo que resulta esencial idear otra
manera de tratar el problema.
La ecuacio´n de Dyson para funciones de Green, de la que hablaremos a con-
tinuacio´n, nos ayudara a eliminar estas dificultades, ya que a trave´s de ella es
posible estudiar sistemas muy grandes utilizando informacio´n sobre la estructura
electro´nica de sistemas ma´s pequen˜os, que resulta ma´s sencilla de calcular.
La expresio´n 1.43 obtenida anteriormente nos proporciona la conductancia
entre dos subsistemas, y nuestro sistema consta de tres partes distintas, segu´n
el esquema 1.3. Podr´ıamos utilizar otras expresiones, como la ecuacio´n de Fis-
her (ver, por ejemplo, [27]), que nos proporcionan la conductancia entre tres o
ma´s sistemas, pero la expresio´n anterior resulta muy conveniente para nuestros
ca´lculos.
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Nuestro me´todo de ca´lculo, que elimina todos los inconvenientes que acaba-
mos de mencionar, se basa en la aplicacio´n iterativa de la ecuacio´n de Dyson, y
puede explicarse segu´n el siguiente esquema:
Calcularemos, en primer lugar, las funciones de Green desacopladas de
cada subsistema aislado L, c, y R.
En un segundo paso, mediante la ecuacio´n de Dyson, conectaremos los
subsistemas L y c para formar un nuevo subsistema L¯.
Y, finalmente, realizaremos el calculo de la conductancia segu´n la ecuacio´n
1.43 entre el nuevo subsistema L¯ (que sera´ un nanotubo semi-infinito ha-
cia la izquierda, pero que contendra´ un cierto nu´mero de defectos), y el
subsistema R.
Vamos, pues, a explicar co´mo se usa la ecuacio´n de Dyson para conectar las
funciones de Green de cada subsistema aislado.
La ecuacio´n de Dyson
De manera general, la ecuacio´n de Dyson para un sistema de electrones no
interactuantes puede escribirse en te´rminos de funciones de Green de un electro´n
de la forma:
Gˆ(E) = gˆ(E) + gˆ(E) Tˆ Gˆ(E) (1.45)
En este caso, estamos suponiendo un sistema descrito por el hamiltoniano
Hˆ = Hˆ0 + Tˆ , (1.46)
donde Hˆ0 es el hamiltoniano sin perturbar del sistema, cuyos autoestados cono-
cemos, y Tˆ representa la perturbacio´n monoelectro´nica 9.
Las funciones de Green del sistema antes y despue´s de an˜adir la perturbacio´n
se pueden construir a partir de sus hamiltonianos de la forma (ver ape´ndice A)
gˆ = [(E ± iη) Iˆ − Hˆ0]
−1 (1.47)
(para el sistema sin perturbar) y
Gˆ = [(E ± iη) Iˆ − Hˆ]−1 (1.48)
(para el sistema con la perturbacio´n Tˆ ). E es la energ´ıa del sistema y η es una
parte imaginaria ficticia que se introduce para evitar problemas anal´ıticos (ver
9Para evitar confusiones, denotaremos con la letra g minu´scula las variables de los sistemas
aislados, es decir, antes de introducir la perturbacio´n, y con G mayu´scula las variables del
sistema con la perturbacio´n.
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ape´ndice A). La eleccio´n del signo + o− define si estamos considerando la funcio´n
de Green retardada o avanzada, y depende de la rama temporal que se elija (ver
tambie´n el ape´ndice A). Por lo tanto, la ecuacio´n de Dyson nos proporciona una
forma de obtener la funcio´n de Green de un sistema con una cierta perturbacio´n
a partir de la funcio´n de Green, conocida, del sistema antes de la perturbacio´n.
La ecuacio´n de Dyson para las autoenerg´ıas
Empezaremos con un ejemplo sencillo: La figura 1.5 muestra un sistema for-
mado por dos electrodos, L y R, y un sistema central, c, que es el sistema que




Figura 1.5: Esquema de un sistema formado por dos electrodos, L y R, y un sistema




 HˆL TˆLc 0TˆcL Hˆc TˆcR
0 TˆRc HˆR
 (1.49)
La funcio´n de Green del sistema total adoptara´ entonces la siguiente forma:
Gˆ =
 GˆLL GˆLc GˆLRGˆcL Gˆcc GˆcR
GˆRL GˆRc GˆRR
 (1.50)
o, si la expresamos en te´rminos del hamiltoniano como se indica en la ecuacio´n
1.47 (como trabajamos en el l´ımite η → 0, supondremos a partir de ahora sim-
plemente E ∈ C, y las ecuaciones que escribamos a continuacio´n sera´n va´lidas
tanto para funciones de Green avanzadas como retardadas):
Gˆ =
 EIˆ− HˆL −TˆLc 0−TˆcL EIˆ− Hˆc −TˆcR
0 TˆRc EIˆ− HˆR
−1 (1.51)
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Queremos estudiar las propiedades del subsistema c; por lo tanto, si despejamos
su funcio´n de Green Gˆcc de la funcio´n de Green del sistema total Gˆ encontrare-
mos:
Gˆcc = [E Iˆ − Hˆc −
ΣˆL︷ ︸︸ ︷










= [E Iˆ − Hˆc − ΣˆL − ΣˆR]
−1 (1.52)
Cuando se trabaja con sistemas de electrones interactuantes, se suele definir una
autoenerg´ıa Σ que contenga los efectos inela´sticos –como la interaccio´n electro´n–
electro´n y la electro´n–fono´n–, de modo que el problema se pueda considerar
como el de un sistema efectivo de un electro´n con un potencial complejo, que es
el que describe las interacciones. Del mismo modo, podemos definir en nuestro
problema unas autoenerg´ıas ΣˆL(E) y ΣˆR(E)
ΣˆL(E) = TˆcL (E Iˆ − HˆL)
−1 TˆLc = TˆcL gˆLL TˆLc
ΣˆR(E) = TˆcR (E Iˆ − HˆR)
−1 TˆRc = TˆcR gˆRR TˆRc , (1.53)
que describen la interaccio´n del subsistema c con los electrodos L y R. De este
modo podemos expresar el problema del sistema perturbado (definido por Gˆcc)
en te´rminos de la funcio´n de Green del sistema antes de la perturbacio´n, gcc, sin
ma´s que incluir en las autoenerg´ıas ΣL,R(E), de forma efectiva, los grados de
libertad asociados con la perturbacio´n.
Si definimos Σˆ(E) = ΣˆL(E) + ΣˆR(E), podremos escribir la ecuacio´n anterior
como:
Gˆcc = [E Iˆ − Hˆc − Σˆ(E) ]
−1 (1.54)
Es fa´cil comprobar, adema´s, llevando el segundo te´rmino de la ecuacio´n 1.54
al otro lado de la igualdad y multiplicando ambos miembros por la funcio´n
de Green gcc del sistema desacoplado c, que la funcio´n de Green definida en
la ecuacio´n 1.52 verifica una ecuacio´n de Dyson ana´loga a 1.45 pero con una
perturbacio´n Σˆ
Gˆcc = gˆcc + gˆcc Σˆ Gˆcc . (1.55)
El uso de la ecuacio´n de Dyson en nuestro sistema
Ahora que conocemos el modo en el que la ecuacio´n de Dyson nos permite
incluir la informacio´n relativa a un sistema (por ejemplo, un electrodo L) en el
sistema que nos interesa (c), vamos a utilizarla para unir entre s´ı todas las partes
de nuestro nanotubo. Adema´s, como vimos en la seccio´n 1.2.3, no podemos tratar
1.2 EL ESTUDIO DE LAS PROPIEDADES DE TRANSPORTE. 31
la parte central de nuestro nanotubo como un todo, debido a su gran taman˜o,
pero podemos descomponer c en bloques c = c1 + c2 + c3 + ..., que uniremos
mediante la ecuacio´n de Dyson como acabamos de explicar. Cada ci representa
un bloque de nanotubo con defecto, lo suficientemente largo como para que la
perturbacio´n causada por el defecto no afecte a las capas de la superficie pero



















Figura 1.6: Esquema de la inclusio´n de defectos en el nanotubo: comenzando por el
electrodo de la izquierda L, incluimos en cada paso un bloque con defecto i, y calculamos
la conductancia entre el nuevo sistema L¯ = L + ci y el electrodo de la derecha R, que
permanece invariable durante todo el proceso.
En la figura 1.6 podemos ver un esquema del proceso de unio´n de todas las
partes que conforman nuestro nanotubo infinito con defectos. Comenzaremos por
el electrodo de la izquierda L; utilizando la ecuacio´n de Dyson, lo “conectaremos”
con un bloque de nanotubo (subsistema c1 en la figura 1.6) que contenga un
defecto, y formaremos un subsistema L¯; as´ı, habremos pasado de nuestro sistema
10Como veremos en el cap´ıtulo 3, estamos hablando de una supercelda de ≈ 250 a´tomos.
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inicial de tres subsistemas (L, c1 y R) a uno en el que solamente tenemos dos: el
subsistema L¯, formado por el electrodo de la izquierda y el bloque de nanotubo
con un defecto c1, y el subsistema R, que constituye el electrodo de la derecha.
Y podremos ahora calcular la corriente de acuerdo a la ecuacio´n 1.43 entre L¯ y
R. De este modo, tendremos el valor de la conductancia para el sistema con un
defecto.
En el siguiente paso, an˜adiremos al subsistema de la izquierda L¯, de la misma
forma, un nuevo bloque de nanotubo c2 ; as´ı obtendremos un nuevo subsistema
L¯ = L + c1 + c2, y calcularemos la conductancia entre este nuevo subsistema
L¯ y el electrodo de la derecha, que sera´ la conductancia para el nanotubo con
dos defectos.
Y, de este modo, podremos continuar an˜adiendo nuevos bloques de nanotubo
en pasos sucesivos hasta formar un nanotubo con el nu´mero de defectos que
deseemos, y calcularemos la conductancia del sistema para cada nuevo defecto
as´ı introducido . En este proceso, el electrodo de la derecha permanece siempre
invariable, y es el subsistema L el que va creciendo en cada paso. Podemos elegir
a voluntad la distancia entre bloques con defecto ci, sin ma´s que an˜adir entre un
bloque ci y otro ci+1 el nu´mero necesario de capas de nanotubo ideal. Esto nos
permitira´ variar la longitud del nanotubo manteniendo fijo el nu´mero total de
defectos, es decir, podremos controlar de forma sencilla la densidad de defectos
del nanotubo, calculando la conductancia para distribuciones muy distintas de
defectos.
Lo que hace tan conveniente este me´todo de ca´lculo es que, a pesar de que
el taman˜o del subsistema L puede llegar a ser muy grande, la dimensio´n de las
matrices que estamos utilizando es siempre la misma, ya que el acoplo se realiza
solamente entre las capas de la superficie de cada bloque. Esto es muy impor-
tante para que el ca´lculo se realice de forma eficiente, ya que, si calcula´ramos las
funciones de Green del sistema L¯ directamente invirtiendo su hamiltoniano
HL¯ = HL + Hc1 , el ca´lculo ser´ıa mucho ma´s lento (recordemos que multiplicar
matrices, que es lo que hacemos al calcular las autoenerg´ıas que sumaremos al
hamiltoniano inicial Hc, es computacionalmente mucho ma´s ra´pido que invertir-
las).
Hemos definido el hopping como las interacciones entre los a´tomos de dos
capas adyacentes; por lo tanto, las funciones de Green en las que estamos in-
teresados sera´n siempre las funciones de Green de superficie de los bloques, es
decir, las funciones de Green de la u´ltima capa de la superficie. En el caso de
los electrodos semi-infinitos, estas funciones de Green de superficie se obtienen
directamente de la te´cnica de decimacio´n que explicamos en la seccio´n siguiente.
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La simulacio´n de nanotubos semi-infinitos: La te´cnica de decimacio´n
Para simular las propiedades de los nanotubos ideales semi-infinitos que cons-
tituyen nuestros electrodos hemos utilizado una te´cnica denominada de decima-
cio´n [32]. Este me´todo, basado en te´cnicas de renormalizacio´n, requiere que el
sistema cuyas propiedades queremos simular pueda descomponerse de forma efec-
tiva en una cadena lineal de subsistemas ide´nticos entre s´ı, y conectados unos con
otros mediante la misma perturbacio´n. En el ejemplo que sigue a continuacio´n
veremos co´mo es posible “proyectar” un sistema semi-infinito sobre la superficie
del mismo, de modo que en una u´nica funcio´n de Green este´ “contenido” todo
el sistema.
En la figura 1.7 mostramos una cadena lineal de infinitos subsistemas iguales
1, 2, 3, ... De forma general, cada uno de esos subsistemas estara´ formado a su
vez por un conjunto de a´tomos con uno o ma´s orbitales, por la que funcio´n de
Green asociada a cada uno de los subsistemas sera´ una matriz. Cada uno de
estos subsistemas representa una de las capas de la superficie del cristal semi-
infinito o, en nuestro caso, del nanotubo ideal. Inicialmente, los subsistemas
esta´n aislados entre s´ı. Denotemos por Hi, i = 1, ... el hamiltoniano de cada uno
de ellos cuando esta´n aislados, que supondremos conocido, as´ı como su funcio´n
de Green: gii = (E I − Hi)
−1 (para simplificar la notacio´n hemos eliminado
de la notacio´n el s´ımbolo “ˆ” utilizado para designar las matrices). Dado que
todos los subsistemas son iguales, sus hamiltonianos –y sus funciones de Green–
tambie´n lo sera´n. La conexio´n entre subsistemas vecinos vendra´ dada por el
hopping Ti,i+1 = T
†
i+1,i, que tambie´n sera´ el mismo para todas las capas. Como
T T T
1 2 3 4 5 6 i i+1
... ...
Figura 1.7: Esquema de una cadena lineal semi-infinita de subsistemas ide´nticos entre
s´ı.
hemos visto en las secciones anteriores, la ecuacio´n de Dyson es el elemento que
utilizaremos para unir las capas y construir la cadena semi-infinita, considerando
que la perturbacio´n sera´ el hopping entre una capa y sus vecinas ma´s pro´ximas.
Si aplicamos la ecuacio´n de Dyson para la funcio´n de Green al sistema 1 del
esquema de la figura 1.7 tendremos:
G11 = g11 + g11 T12G21 ⇒ (E I − H1)G11 − T12G21 = I . (1.56)
La idea es separar las ecuaciones para la funciones de Green que conectan la
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capa superficial con las dema´s. Por lo tanto, escribiremos para los subsistemas
siguientes:
G21 = g22 T21G11 + g22 T23G31 ⇒ (E I − H2)G21 − T21G11 − T23G31 = 0
G31 = g33 T32G21 + g33 T34G41 ⇒ (E I − H3)G31 − T32G21 − T34G41 = 0
y, de forma general,
Gi1 = gii Ti,i−1Gi−1,1 + gii Ti,i+1Gi+1,1
⇒ (E I − Hi)Gi1 − Ti,i−1Gi−1,1 − Ti,i+1Gi+1,1 = 0
(1.57)
Como ya hemos dicho, todos los sistemas son ide´nticos entre s´ı, as´ı que podemos
identificar Ti,i+1 = T , Ti,i−1 = T
†, y (EI − Hi) = W , con lo que las ecuaciones
anteriores quedan de la forma:
W G11 − T G21 = I (1.58)
−T †G21 + W G31 − T G41 = 0 (1.59)
−T †G11 + W G21 − T G31 = 0 (1.60)
−T †G21 + W G31 − T G41 = 0 (1.61)
−T †G31 + W G41 − T G51 = 0 (1.62)
...
−T †Gi−1,1 + W Gi1 − T Gi+1,1 = 0 (1.63)
Si despejamos ahora en las ecuaciones 1.59, 1.61, etc. las funciones de Green que
conectan las capas pares de la superficie con la capa 1 en funcio´n de las que














T †G51 + TG71
)
... (1.64)
y las sustituimos en las ecuaciones 1.58, 1.60, etc.
(W − TW−1T †)G11 − (TW
−1T )G31 = I
−(T †W−1T †)G11 + (W − TW
−1T † − T †W−1)T )G31 − (TW
−1T )G51 = 0
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... (1.65)
podemos comprobar que hemos eliminado todas las funciones de Green asociadas
a las capas pares, renormalizando nuestro sistema a otro en el que so´lo esta´n co-
nectadas las capas alternas; esta renormalizacio´n reduce el nu´mero de ecuaciones
a la mitad del que ten´ıamos al principio. Podemos definir unas nuevas variables
que reemplacen a W y T:
W (1)s = W − TW
−1T †
W (1)v = W − TW










Con ellas las ecuaciones 1.65 adoptan la forma:
W (1)s G11 + T
(1)
1 G31 = I
T
(1)
2 G11 + W
(1)
v G31 + T
(1)
1 G51 = 0
... (1.67)
Si comparamos este u´ltimo grupo de ecuaciones 1.67 con las ecuaciones 1.58-
1.62, podemos comprobar que ambas ecuaciones tienen la misma forma pero
las interacciones en las ecuaciones de cada grupo son distintas: En efecto, las
interacciones de las ecuaciones 1.67 son el resultado del proceso de renormali-
zacio´n mediante el que hemos eliminado la mitad de las variables presentes en
las ecuaciones iniciales. As´ı, en e´stas, la interaccio´n T conectaba la capa i con la
capa i + 1, mientras que en las ecuaciones obtenidas tras la renormalizacio´n la
perturbacio´n T
(1)
1 representa la conexio´n entre las capas i y la i+ 2.
Si repetimos el proceso anterior, obtendremos en cada iteracio´n nuevas in-
teracciones renormalizadas, expresadas como funcio´n de las interacciones renor-
malizadas obtenidas en el paso anterior. Por lo tanto, despue´s de N pasos, la
interaccio´n TN1 describira´ la interaccio´n entre las capas 1 y 2
N +1. Lo´gicamente,
la interaccio´n entre las capas decrecera´ con la distancia entre ellas, por lo que
el valor de las interacciones TN1 y T
N
2 disminuira´ con el nu´mero de pasos, y.
podremos despreciarlo cuando el nu´mero M de iteraciones sea suficientemente
grande. Cuando esto suceda las ecuaciones 1.65 podra´n escribirse como
W (M)s G11 = I
W (M)v G(2M +1)1 = 0 (1.68)
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v se corresponden con
las matrices efectivas (E I− H) de superficie y de volumen, respectivamente (de
ah´ı la notacio´n elegida para los sub´ındices). A partir de estas funciones podremos
obtener las funciones de Green de superficie G11 y de volumen G(2M +1)1 del









La decimacio´n es, como hemos visto, un procedimiento de eliminacio´n de va-
riables muy general, que nos proporciona una forma sistema´tica de reducir la
dimensio´n del hamiltoniano del sistema que estemos considerando, eliminando
algunos de sus grados de libertad. Una de sus ventajas es que no es necesario
restringir las iteraciones u´nicamente a los vecinos ma´s pro´ximos, sino que, in-
cluyendo en cada capa un nu´mero suficiente de a´tomos, las perturbaciones que
conectan las capas entre s´ı (que son, en realidad, las cajas no diagonales del
hamiltoniano total del sistema, es decir, Ti,i+1 = Hi,i+1) podra´n unir capas tan
alejadas como se quiera, aumentando de forma natural el taman˜o del sistema.
El proceso de la decimacio´n presenta, adema´s, muchas ventajas frente a invertir
directamente las matrices (E Iˆ− Hˆ), ya que, adema´s de que computacionalmente
es mucho ma´s eficiente, tambie´n resulta nume´ricamente estable, al contrario que
la inversio´n.
1.2.4. Conclusiones: El ca´lculo de la corriente en los nanotubos
En esta seccio´n hemos introducido algunos aspectos del transporte de siste-
mas mesosco´picos, resumiendo las ideas ba´sicas del formalismo de Landauer, y
enmarca´ndolo dentro del formalismo de funciones de Green de no equilibrio para
obtener la expresio´n para la conductancia 1.43 que utilizaremos en el estudio de
las propiedades de los nanotubos de carbono en los cap´ıtulos 3 y 4. Las ideas
que hemos desarrollado pueden condensarse en los siguientes puntos:
Nuestro objetivo es calcular la conductancia de nanotubos con defectos,
para lo que utilizaremos la la expresio´n 1.43.
El sistema total sera´ un nanotubo infinito, a lo largo del cual estara´n dis-
tribuidos los defectos.
Para facilitar los ca´lculos, dividiremos el nanotubo en tres subsistemas:
Los dos electrodos L y R, situados en los extremos del nanotubo, y que
simularemos por nanotubos ideales semi-infinitos; y la parte central c, que
contiene las imperfecciones.
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Para calcular la conductancia necesitaremos las funciones de Green de cada
uno de los subsistemas aislados, as´ı como la perturbacio´n que conecta unos
con otros.
Las funciones de Green de los electrodos se calculara´n utilizando la te´cni-
ca de la decimacio´n, proyectando todo el nanotubo semi-infinito sobre la
superficie del mismo.
La funcio´n de Green de c se calculara´ haciendo uso de su definicio´n, es
decir, invirtiendo directamente su hamiltoniano.
El subsistema c estara´ compuesto, a su vez, por varios subsistemas o blo-
ques de nanotubo: c = c1 + c2 + c3 + ...
La ecuacio´n de Dyson nos permite unir los distintos subsistemas:
  Comenzando por el electrodo de la izquierda L, lo conectaremos con
el primer bloque de nanotubo c1, creando un nuevo subsistema L¯ =
L + c1, y calcularemos la conductancia entre L¯ y el electrodo R.
  En el segundo paso, uniremos un nuevo bloque de nanotubo c2 al
subsistema L¯, de modo que L¯ + c2 = L¯, y se calculara´ de nuevo la
conductancia entre L¯ y R.
  Este proceso continuara´ hasta que se hayan introducido todos los blo-
ques de nanotubo ci que se deseen incluir en el ca´lculo.
Este procedimiento es muy eficiente computacionalmente, ya que se basa
en multiplicar matrices, un proceso mucho ma´s ra´pido que la inversio´n, y
permite el ana´lisis de sistemas muy grandes en un tiempo reducido.




Los contactos metal-semiconductor tienen una gran importancia desde el
punto de vista tecnolo´gico; hoy en d´ıa, por ejemplo, siguen siendo ampliamente
utilizados en circuiter´ıa integrada. Sin embargo, debido a la complejidad de estos
sistemas, los feno´menos que se producen en este tipo de contactos han sido
constante objeto de estudio desde hace ma´s de cien an˜os y hasta nuestros d´ıas,
en busca de la total comprensio´n de los mismos.
Desde que en 1874 K.F. Braun descubriera la naturaleza rectificadora de los
contactos metal-semiconductor, muchos han sido los modelos propuestos para
explicar este feno´meno. Las primeras aproximaciones al problema, basadas u´ni-
camente en propiedades macrosco´picas de los materiales en contacto, han ido
evolucionando hacia modelos cada vez ma´s complejos, y, en la actualidad, se
considera que detalles particulares de la intercara, tales como la geometr´ıa del
contacto, influyen decisivamente en la formacio´n de la barrera.
En el presente cap´ıtulo analizamos el contacto entre la superficie pasivada
Se-GaAs(100)-2 × 1 y los metales Ga, In y Sb. Veremos co´mo la pasivacio´n de
dicha superficie influye decisivamente en la formacio´n de la barrera Schottky,
y co´mo los metales reaccionan de manera diferente con la superficie, siendo las
interacciones entre los a´tomos que forman el contacto las que determinan la
altura final de la barrera.
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2.1. Intercaras metal-semiconductor: Barreras Schottky
En esta seccio´n presentamos un breve resumen de los distintos modelos que,
desde las observaciones de Braun y hasta nuestros d´ıas, se han sucedido en el
intento de comprender los mecanismos que controlan la altura de la barrera
Schottky.
2.1.1. Los primeros modelos para las intercaras metal/semiconductor
En 1874, K.F. Braun observo´ que, al establecer una corriente ele´ctrica entre
un metal y ciertos sulfuros meta´licos, la intensidad de flujo de dicha corriente
depend´ıa del sentido de la misma [33].
Aunque el propio Braun atribuyo´ este hecho a la existencia de una capa
delgada, situada en la intercara entre el metal y el semiconductor, que presentara
una alta resistencia al paso de la corriente, el origen de dicha capa no estuvo
claro hasta muchos an˜os ma´s tarde. En 1929, Schottky y Deutschmann [34]
confirmaron la existencia de una capa resistiva, y estimaron su anchura en 3 ×
10−5cm. Sin embargo, segu´ıa sin conocerse el origen fundamental de esta barrera.
En 1938, Schottky [35] y Mott [36] propusieron de forma independiente la
primera teor´ıa sobre la formacio´n de lo que ma´s tarde se conocer´ıa como barrera
Schottky. Hab´ıan pasado ma´s de sesenta an˜os desde el descubrimiento de Braun,
y la primera explicacio´n sobre el origen de la barrera Schottky se basaba en la
teor´ıa de bandas de los so´lidos.
El modelo de Schottky-Mott
En el modelo propuesto por Schottky y Mott, el metal y el semiconductor
se suponen, antes del contacto, ele´ctricamente neutros y sin ninguna carga en la
superficie. Cuando el contacto se establece, sus niveles de Fermi se ven forzados
a coincidir, y se produce un trasvase de electrones desde el semiconductor al
metal1. Esto resulta en un exceso de carga negativa sobre la superficie del metal
y en un empobrecimiento de electrones en una zona del semiconductor cercana
a su superficie. Estos excesos de carga dan lugar a un dipolo, que produce un
campo ele´ctrico orientado desde el semiconductor al metal. Al acercar ma´s el
metal y el semiconductor, el gap entre los dos materiales desaparece, y el campo
ele´ctrico producido por el gradiente del potencial creado por los electrones en la
zona empobrecida da lugar a la curvatura de las bandas del semiconductor (ver
figura 2.1).
1Por simplicidad estamos considerando el caso de un semiconductor de tipo n con una
afinidad electro´nica χs y una funcio´n de trabajo φs menor que la funcio´n de trabajo φm del
metal.
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De esta manera, el modelo de Schottky-Mott explica la barrera Schottky como
una barrera de potencial φbn en el contacto entre el metal y el semiconductor,
cuyo valor es la diferencia de energ´ıa entre la funcio´n de trabajo del metal, φm,
y la afinidad electro´nica χs del semiconductor:
φbn = φm − χs (2.1)
La relacio´n 2.1 se conoce con el nombre de regla de Schottky-Mott, y predice
Figura 2.1: Diagrama de bandas esquema´tico que muestra la curvatura de bandas en
una intercara metal/semiconductor (de tipo n) de acuerdo con el modelo Schottky-Mott
a) antes del contacto y b) despue´s del contacto.
que, para un semiconductor dado, la altura de las barreras para contactos con
diferentes metales deber´ıa escalar linealmente –con pendiente unidad– con la
funcio´n de trabajo del metal.
Como vemos, este modelo so´lo tiene en cuenta propiedades macrosco´picas del
metal y del semiconductor y trata de manera muy generalizada el contacto entre
ellos, despreciando, por ejemplo, las caracter´ısticas particulares de la geometr´ıa
de la intercara. As´ı, independientemente de las condiciones en las que se produ-
jera el contacto, la altura de la barrera Schottky para cualquier disposicio´n de
los a´tomos de metal sobre el conductor ser´ıa la misma, ya que so´lo depender´ıa
de la funcio´n de trabajo del metal.
Pero pronto aparecieron resultados experimentales que contradec´ıan este mo-
delo; efectivamente, se comprobo´ que la altura de las barreras medidas depend´ıa
muy de´bilmente de la funcio´n de trabajo del metal, en contra de lo predicho por
la regla de Schottky-Mott.
Esto llevo´ a Bardeen a proponer en 1947 [37] un nuevo modelo, que achaca-
ba las deficiencias de la regla de Schottky-Mott a la existencia, en la intercara
metal/semiconductor, de “estados de superficie”, que no hab´ıan sido incluidos
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en el modelo anterior.
El modelo de Bardeen: Los estados de superficie
Pero, ¿que´ motivo´ a Bardeen a proponer la existencia de tales estados? Po-
demos resumir su idea de la siguiente manera:
Es sabido que, para preservar la neutralidad de carga, la carga de la capa
del semiconductor empobrecida en electrones debe compensarse con una canti-
dad igual de carga de signo opuesto. El fallo en las predicciones de la regla de
Schottky-Mott indicaba, a juicio de Bardeen, que en la intercara deb´ıan existir
estados electro´nicos adicionales capaces de almacenar esta carga. En su modelo,
Figura 2.2: Diagrama de bandas esquema´tico que muestra la curvatura de bandas en
una intercara metal/semiconductor (de tipo n) de acuerdo con el modelo Bardeen a)
antes del contacto y b) despue´s del contacto.
Bardeen asumio´ que esos estados eran estados propios de la superficie del semi-
conductor –por eso ma´s tarde se llamaron intr´ınsecos–, que energe´ticamente se
situaban dentro de su gap 2.
La posicio´n del nivel de Fermi estar´ıa entonces controlada por dichos estados,
ya que al poner en contacto los dos materiales aparecer´ıa un dipolo electrosta´tico
que atraer´ıa al nivel de Fermi del metal a su nueva posicio´n; esta posicio´n final
depender´ıa u´nicamente, por tanto, de estados intr´ınsecos del semiconductor, y
ser´ıa independiente del metal (ver figura 2.2).
Sin embargo, la naturaleza f´ısica de estos estados no estaba clara, y de hecho
ha sido objeto de la investigacio´n en el campo de la f´ısica de los contactos metal-
semiconductor en las u´ltimas de´cadas.
2En realidad, la existencia de dichos estados de superficie hab´ıa sido postulada algunos an˜os
antes por Tamm [38,39] y Schockley [40].
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Los estados inducidos por el metal: El modelo MIGS-IDIS
Varios son los modelos que han sido propuestos desde entonces para aclarar
el origen de estos estados de superficie. En 1965 Heine [41], introdujo el concepto
de estados del gap inducidos por el metal (MIGS) como explicacio´n del origen
f´ısico de los estados en la intercara.
Su argumento, basado en ca´lculos basados en el empalme (matching) en la
intercara de las funciones de onda del semiconductor y del metal, consistio´ en
demostrar que los estados de superficie del semiconductor no pod´ıan coexistir
con los estados del metal; por tanto, lo que en realidad suced´ıa es que, en el
rango de energ´ıas en el que la banda de conduccio´n del metal solapara con el
gap del semiconductor, los estados de la intercara deb´ıan ser estados de volumen
del metal, cuyas funciones de onda electro´nicas decaer´ıan exponencialmente en
la intercara, extendie´ndose hacia el interior del semiconductor. Eran, pues, las
funciones de onda meta´licas, y no los estados propios del semiconductor, las que
provocaban el continuo de estados necesario para enclavar el nivel de Fermi en
su posicio´n final; de ese hecho proviene el nombre del modelo.
El modelo MIGS fue generalizado en 1978 por Flores y Tejedor [42,43] bajo el
nombre de IDIS (densidad inducida de estados de la intercara). Muchos trabajos,
inspirados por estos modelos, han contribuido a profundizar en el ana´lisis de la
barrera utilizando diversas te´cnicas (funciones de Green [44], pseudopotenciales
[45–47]), y han demostrado que la MIGS o IDIS realmente existe y es capaz de
almacenar carga.
A finales de la de´cada de 1970 aparece otro modelo, elaborado por Spicer
y colaboradores [48], que explicaba el origen de la densidad de estados en la
intercara achaca´ndolo a una causa diferente: La existencia de defectos en el
contacto.
En las siguiente secciones explicaremos brevemente la caracter´ısticas princi-
pales de ambos modelos, ya que en la actualidad se considera que ambos (con sus
posteriores refinamientos) son necesarios para explicar la formacio´n de la barrera
Schottky en las uniones metal-semiconductor.
2.1.2. El modelo IDIS y el nivel de neutralidad de carga
En 1977, Flores y colaboradores [42] introducen el concepto de nivel de neu-
tralidad de carga o CNL, enmarcado dentro del modelo IDIS, y en 1984, Ter-
soff [49] lo calcula tambie´n utilizando un modelo emp´ırico. Para explicar el CNL
hay que tener en cuenta que los nuevos estados que el metal induce en el gap del
semiconductor restan su peso correspondiente a las bandas de valencia y conduc-
cio´n [50]. El CNL se define, por tanto, como el valor de la energ´ıa –dentro del
rango de energ´ıas del gap– por debajo del cual la densidad de estados inducida
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en la intercara se compensa con el defecto de densidad que se genera en la banda
de valencia.
Con esta definicio´n, la situacio´n del CNL depende u´nicamente de cada semi-
conductor, y separa los niveles ocupados de los vac´ıos, jugando el papel de un
nivel de Fermi efectivo: al poner en contacto los dos materiales, se originara´ un
dipolo que tendera´ a alinear el nivel de Fermi del metal y el CNL del semiconduc-
tor en el equilibrio. Pero en 1984 aparece la primera evidencia experimental [51]
de que la altura de la barrera Schottky depende tambie´n de la geometr´ıa de la in-
tercara; pronto surgieron numerosos trabajos que analizaban este hecho [52–55].
Adema´s, los nuevos datos experimentales revelaron que los semiconductores de
tipo III − V presentaban una alta reactividad en contacto con algunos metales.
Todo esto llevo´ a una reformulacio´n del modelo MIGS-IDIS [56, 57] para adap-
tarlo a estas nuevas evidencias, con la introduccio´n del nivel de neutralidad de
carga extr´ınseco.
La idea ba´sica es que, para cada geometr´ıa particular de la intercara en un sis-
tema metal/semiconductor concreto, el CNL extr´ınseco tendra´ un determinado
valor. Todos los valores del CNL extr´ınseco correspondientes a las posibles distri-
buciones de los a´tomos en el contacto se distribuyen en torno al CNL intr´ınseco,
de modo que e´ste u´ltimo resulta ser un promedios de los CNL extr´ınsecos calcu-
lados para cada geometr´ıa.
El trabajo de Flores y Ortega [52] muestra el procedimiento a seguir para el
ana´lisis de la barrera Schottky y el ca´lculo del CNL: En primer lugar, se estudia
el depo´sito de varios a´tomos de metal sobre el semiconductor, realizando ca´lculos
de energ´ıas totales para distintas geometr´ıas de adsorcio´n. Para cada geometr´ıa
considerada se obtiene la posicio´n del nivel de Fermi, y a partir de todos los CNL
extr´ınsecos calculados se encuentra el intr´ınseco haciendo un promedio.
La conclusio´n a la que llegamos es que, si bien la altura de la barrera esta´ de-
terminada en su mayor parte por propiedades intr´ınsecas al semiconductor, son
las interacciones directas entre los primeros a´tomos meta´licos depositados y los
de la superficie del semiconductor los que terminan de fijarla. De este modo se
explica tambie´n la dependencia de la barrera con el metal, ya que, como veremos
en este cap´ıtulo, distintos metales pueden reaccionar de manera muy diferente
con una misma superficie semiconductora.
Desde entonces se ha seguido profundizando en el estudio de la formacio´n de
estos contactos bajo diversas condiciones. Por ejemplo, el trabajo de Flores [58]
recoge la evolucio´n de las barreras con distintos recubrimientos de metales alca-
linos, partiendo de concentraciones muy bajas de metal y llegando hasta l´ımites
muy por encima de una monocapa. Las conclusiones de este estudio pueden
resumirse del siguiente modo:
Cuando el recubrimiento meta´lico es muy bajo (mucho menor que una
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monocapa), el cara´cter de la intercara es semiconductor, y la altura de
la barrera evoluciona con los dipolos superficiales que se producen en el
contacto entre los dos materiales.
A medida que se aumenta el recubrimiento, el CNL tiende a aproximarse
al CNL extr´ınseco correspondiente a la estructura energe´ticamente ma´s
favorable.
La posicio´n final del nivel de Fermi suele alcanzarse para recubrimientos
del orden de una monocapa, y coincide con el momento en el que se produce
la metalizacio´n del sistema.
La conclusio´n ma´s general es que la interaccio´n directa entre los a´tomos del
metal y los del semiconductor influye de manera decisiva para fijar el valor de
la barrera Schottky; as´ı, para analizar la formacio´n de la barrera en un sistema
determinado sera´ preciso hacer un estudio de las geometr´ıas ma´s probables para
el contacto y calcular la posicio´n del nivel de Fermi para cada configuracio´n
concreta.
2.1.3. El modelo UDM
A la vista de los datos experimentales recogidos en el de´cada de 1970, y que
predec´ıan una alta reactividad de algunos metales con los semiconductores del
tipo III−V , Spicer y colaboradores [48] sugirieron que el anclaje del nivel de Fer-
mi en la intercara metal/semiconductor pod´ıa deberse a la presencia de estados
electro´nicos de defectos generados durante las primeras etapas de la formacio´n
del contacto (vacantes, por ejemplo); para esto ser´ıa necesario que la energ´ıa de
tales estados estuviera dentro del rango de energ´ıas del gap del semiconductor.
Esto les llevo´ al desarrollo del llamado modelo unificado de defectos (UDM).
Aunque el origen de la densidad de estados en la intercara propuesto por
este modelo es completamente diferente al del modelo IDIS, en u´ltima instancia
siguen siendo tambie´n en el UMD las interacciones directas entre los a´tomos que
forman el contacto las que dominan el anclaje del nivel de Fermi en su posicio´n
final, y, por tanto, la altura de la barrera Schottky.
El control de la intercara: La pasivacio´n
Como hemos visto, las teor´ıas que en la actualidad gozan de una mayor acep-
tacio´n para explicar los contactos metal-semiconductor sugieren que la posicio´n
del nivel de Fermi de la intercara esta´ controlada por las interacciones entre los
a´tomos que forman el contacto, particularmente por los enlaces qu´ımicos que se
forman entre ellos. Esto ha sido confirmado por estudios ma´s recientes que han
revisado los principales modelos teo´ricos existentes hasta la fecha [59].
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Esta l´ınea de pensamiento sugiere que la altura de la barrera Schottky podr´ıa
ser controlada modificando los dangling bonds de la intercara, y la manera ma´s
sencilla de lograrlo consiste en pasivar la superficie del semiconductor antes de
depositar el metal [60]. Al hacerlo, los a´tomos de las primeras capas perdera´n
su capacidad de reaccio´n, y eso dara´ lugar a contactos muy diferentes a los que
esperar´ıamos en una superficie sin pasivar. El trabajo presentado en el presente
cap´ıtulo de esta memoria, avalado por muchos otros estudios [52,61–65] confirma
esta idea, cuya principal conclusio´n es que la capa pasivante reduce –en ocasiones
dra´sticamente– la altura de la barrera.
2.1.4. Conclusiones
En resumen, ha habido muchos propuestas para explicar las valores expe-
rimentales de la altura de las barreras Schottky. En particular, el fallo en las
predicciones de la pionera regla de Schottky-Mott es en la actualidad atribuido
a la presencia en el gap del semiconductor de estados electro´nicos de diferente
naturaleza.
En la actualidad se admite que tanto el modelo MIGS-IDIS como el UDM
son necesarios –y complementarios– para explicar correctamente el origen de la
IDIS: En el caso en el que las condiciones experimentales permitan controlar la
densidad de defectos en la intercara por debajo de 10−13cm−3, la altura de la
barrera vendra´ determinada por la IDIS; en caso contrario, es de esperar que
sean los defectos en el contacto los que dominen la formacio´n de la barrera.
Como se podra´ comprobar a lo largo de la lectura de este cap´ıtulo, la altura
de las barreras Schottky que se forman al depositar distintos metales sobre una
superficie pasivada depende esencialmente de si se mantiene o no la pasivacio´n
tras el contacto entre los dos materiales. Veremos co´mo, en los casos en que los
metales reaccionan con la capa pasivante destruyendo la pasivacio´n, la altura de
las barreras calculadas se aproxima a la esperada para superficies limpias (sin
pasivar). Sin embargo, en los casos en los que no se produce reaccio´n en la inter-
cara y el metal no se mezcla con los a´tomos de la superficie del semiconductor,
suele producirse una disminucio´n dra´stica de la altura de la barrera, llegando en
muchos casos a la formacio´n de un contacto o´hmico.
2.2. Procedimiento y preparacio´n de la celda unidad
Como ya hemos mencionado, la altura de la barrera en los contactos me-
tal/semiconductor dependera´, en principio, de la geometr´ıa de la intercara. Por
lo tanto, nuestro ana´lisis de la barrera Schottky que se forma al depositar sobre
la superficie Se-GaAs(100)-2×1 los metales Ga, In o Sb comenzara´ por determi-
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nar cua´les son las reconstrucciones ma´s probables para los contactos con cada
metal.
La eleccio´n de estos metales se ha debido a su intere´s desde el punto de
vista tecnolo´gico, y, en el caso de In y Sb, porque la colaboracio´n con un grupo
experimental de la Universidad Te´cnica de Chemnitz (Alemania), que utiliza
estos metales en sus estudios de contactos Schottky en superficies pasivadas, nos
ha permitido comparar nuestros ca´lculos con los resultados de sus experimentos
de fotoemisio´n.
En esta seccio´n explicamos los detalles de las simulaciones de dina´mica mo-
lecular que nos han permitido encontrar configuraciones ma´s estables para cada
contacto.
2.2.1. La preparacio´n de la celda unidad
Para simular la superficie semi-infinita partimos de un bloque o slab con un
nu´mero determinado de capas ato´micas e imponemos condiciones de contorno
perio´dicas en las tres direcciones del espacio. Ese bloque sera´ lo que desde este
momento conoceremos con el nombre de celda unidad o supercelda. Eligiendo
apropiadamente los vectores de red podemos construir, a partir de nuestra celda
unidad finita, un cristal infinito en las direcciones xˆ e yˆ, pero con un taman˜o
finito en la direccio´n zˆ –que en nuestro caso sera´ la direccio´n perpendicular a
la superficie–. El bloque de capas ato´micas que constituye nuestra supercelda se
repetira´, entonces, en esa direccio´n, con una separacio´n entre bloques definida
por los vectores de red, y que debera´ ser suficiente para que no exista interaccio´n
entre unas superceldas y otras.
Al tratarse de una estructura finita en la direccio´n zˆ estara´ delimitada, por
tanto, por dos superficies perpendiculares a dicha direccio´n, formadas por a´tomos
cuyos enlaces han quedado libres (lo que se conoce como dangling bonds). Los
enlaces de los a´tomos de la u´ltima capa –la capa opuesta a la superficie “real”–
se han saturados con a´tomos de H, que se colocan en las mismas direcciones
en las que estar´ıan los a´tomos de la capa que hemos eliminado. Estos a´tomos
que usamos para saturar los enlaces son en realidad pseudohidro´genos, ya que
su carga no es necesariamente uno, sino la necesaria para simular el enlace que
tendr´ıan los a´tomos de volumen de la penu´ltima capa con los de la siguiente.
El nu´mero de capas de nuestro bloque debera´ ser tal que no exista interaccio´n
entre la superficie saturada con los falsos H y la superficie “real” (que sera´ pasiva-
da con Se y sobre la que se depositara´n los a´tomos de metal). Para garantizar que
no haya interaccio´n entre ambas superficies hemos an˜adido en sucesivos pasos
nuevas capas de a´tomos al bloque inicial, estudiando en cada paso la estructura
electro´nica de la supercelda con una nueva capa an˜adida hasta comprobar que
en los a´tomos de las u´ltimas capas se recuperaban las propiedades de volumen
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del cristal infinito.
Durante el proceso de bu´squeda de las geometr´ıas con mı´nima energ´ıa (lo
que frecuentemente llamaremos relajacio´n del sistema) la u´ltima capa (formada
por los hidro´genos) y la penu´ltima (los a´tomos de As unidos a ellos) permanecen
fijas, y son el resto de a´tomos los que se mueven buscando las posiciones ma´s
estables.
Consideraremos el ca´lculo convergido cuando los cambios en la energ´ıa total
del sistema sean inferiores a 10−3eV, las fuerzas sobre los a´tomos menores que
0.01 eV/A˚, y el desplazamiento de los a´tomos inferior a 0.01A˚. Hemos utilizado 32
puntos especiales ~k en la primera zona de Brillouin, y el nu´mero de a´tomos de la
supercelda es de veinte antes de depositar el metal, y veintiuno o veintido´s, segu´n
an˜adamos uno o dos a´tomos de metal extra por celda unidad de la superficie.
2.2.2. La geometr´ıa inicial: La superficie Se-GaAs(100)-2×1.
Ya hemos adelantado que la superficie semiconductora que vamos a estudiar
es la cara (100) de GaAs, de gran importancia desde el punto de vista tecnolo´gico.
La pasivacio´n con calco´genos de esta superficie mejora sus propiedades electro´ni-
cas y parece reducir su reactividad qu´ımica. Tratada con S produce una ganancia
de corriente en transistores bipolares [66], un incremento en el umbral del dan˜o
o´ptico, y una mayor eficiencia en los diodos la´ser [67–69]. Durante la pasivacio´n
con calco´genos se produce un intercambio entre los a´tomos del calco´geno y los
a´tomos del grupo V (en este caso As), lo que resulta en la formacio´n de una capa
delgada del tipo Ga-Se.
Hemos partido de una reconstruccio´n 2×1 de la superficie pasivada con Se
que ya se hab´ıa estudiado en trabajos anteriores [70–73], y que se muestra en
la figura 2.3. Esta geometr´ıa, inicialmente rica en As (lo que significa que su
capa superficial esta´ formada por a´tomos de As), resulta tras el tratamiento
con Se en una estructura con capas superficiales tipo Ga2Se3, que contiene dos
tipos distintos de a´tomos de Se 3: los que se encuentran en la primera capa de
la superficie, unido cada uno de ellos a los dos a´tomos de Ga que forman la
segunda capa del cristal, y los que sustituyen a los a´tomos de As en la tercera
capa de la supercelda. La supercelda contiene as´ı un total de siete capas (tres
capas de a´tomos de As y cuatro capas de a´tomos de Ga), adema´s de las dos
capas pasivantes de Se.
La pasivacio´n da lugar, en principio, a una superficie qu´ımicamente inactiva,
adema´s de disminuir considerablemente el nu´mero de defectos en las primeras
3Considero que la primera capa de la reconstruccio´n es la formada por los a´tomos de Se
que se encuentran encima de los a´tomos de Ga; esos a´tomos de Ga forman la segunda capa, y
as´ı sucesivamente.








Figura 2.3: Vista frontal y lateral de la geometr´ıa inicial: la superficie
Se-GaAs(100)-2×1.
capas del cristal, anulando una de las posibles causas del anclaje del nivel de
Fermi.
La densidad de estados (DOS) de la superficie pasivada puede verse en la
figura 2.4. En ella hemos representado la densidad local de estados (LDOS) del
a´tomos de Se de la primera capa (top), y los a´tomos de Ga, Se y Ga de la
segunda, tercera y cuarta capas, respectivamente. Como muestra la figura, la
pasivacio´n elimina los estados del gap, y reduce significativamente la reactividad
de la superficie. Veremos, sin embargo, co´mo, para ciertas configuraciones de la
intercara metal/semiconductor, algunos de los metales estudiados reaccionan con
la superficie y destruyen la pasivacio´n, y co´mo este hecho resulta en un cambio
dra´stico en las propiedades electro´nicas del contacto con respecto a aquellas
situaciones en las que se mantiene la capa pasivante.
2.2.3. La metalizacio´n.
Como ya hemos dicho, el primer paso en el estudio de la barrera Schottky
que se forma al depositar un metal sobre la superficie semiconductora es analizar
la formacio´n de la intercara metal-semiconductor. Dado que nuestro objetivo es
estudiar la reaccio´n de los metales elegidos con el semiconductor, y la influencia
que esto tiene en la formacio´n de la barrera, nos hemos limitado a recubrimientos
que no superan los dos a´tomos extra de metal por celda unidad de la superficie.
Estudios previos [58] muestran que la posicio´n del nivel de Fermi suele fijarse en
las primeras etapas de la formacio´n del contacto.
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Figura 2.4: Densidad local de estados de la superficieSe-GaAs(100)-2×1.
En primer lugar, pues, comenzamos an˜adiendo un u´nico a´tomo extra de metal
y buscamos –utilizando Fireball’96– las configuraciones ma´s favorables energe´ti-
camente. Para simular que el recubrimiento de la superficie por el metal se hace
de forma aleatoria partimos de configuraciones iniciales muy distintas, de modo
que contemplemos la mayor parte de las geometr´ıas posibles.
Una vez que hemos llegado a la situacio´n ma´s favorable para cada configu-
racio´n inicial, y para asegurarnos de que la nueva estructura corresponde a un
mı´nimo estable de energ´ıa, aumentamos la temperatura del sistema y dejamos
que los a´tomos se muevan libremente; de este modo simulamos el proceso de an-
nealing (calentamiento) y permitimos que los a´tomos se alejen de las posiciones
a las que han llegado tras la relajacio´n del sistema. Cuando consideramos que el
desorden que hemos introducido es suficiente, volvemos al proceso de dynami-
cal quenching (que explicamos en el cap´ıtulo anterior), y buscamos de nuevo la
configuracio´n de mı´nima energ´ıa. Aunque en ocasiones la nueva geometr´ıa que
encontramos tras este proceso tiene una energ´ıa igual o incluso algo ma´s alta que
la geometr´ıa relajada antes de introducir la temperatura, normalmente se llega
a una configuracio´n ma´s estable.
En el siguiente paso introducimos un segundo a´tomo de metal por celda
unidad de la superficie, partiendo de las geometr´ıas a las que hemos llegado
durante la primera fase de la metalizacio´n, y repetimos el proceso anterior.
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2.3. Metalizacio´n con Ga y In: Superficies reactivas.
Ya hemos mencionado que se ha analizado el contacto entre la superficie y los
metales Ga, In y Sb. Los resultados de los dos primeros casos aparecen juntos en
esta seccio´n, ya que presentan muchas semejanzas. El caso de Sb lo estudiamos
en la seccio´n siguiente.
Empezaremos estudiando el depo´sito de un a´tomo extra de metal, primero
para Ga y luego para In. Posteriormente analizaremos su densidad de estados
para encontrar la posicio´n del nivel de Fermi y calcularemos la altura de la
barrera Schottky y la anchura del gap, tanto el de volumen como el de la intercara
correspondiente a cada geometr´ıa. Continuaremos an˜adiendo un segundo a´tomo
de metal en las reconstrucciones ya relajadas y volveremos a repetir el proceso
anterior para ambos metales.
2.3.1. Primera etapa: Depo´sito de un u´nico a´tomo de metal
Metalizacio´n con Ga.
Las figuras 2.5, 2.6, 2.7, 2.8 y 2.9 muestran lo que llamaremos reconstrucciones
iniciales –es decir, las geometr´ıas de partida, en cada una de las cuales hemos
colocado el a´tomo extra de metal en un lugar determinado sobre la superficie
original– para cinco posiciones diferentes del a´tomo de Ga 4. Una vez que el
ca´lculo de la estructura de mı´nima energ´ıa para cada una de las superficies
ha finalizado encontramos que las cinco geometr´ıas iniciales han evolucionado
hacia otras tantas reconstrucciones distintas (tambie´n mostradas en las figuras
anteriores). A continuacio´n resumimos las caracter´ısticas ma´s destacadas de cada
configuracio´n, antes y despue´s de la relajacio´n de las estructuras:
En la geometr´ıa de la figura i hemos colocado el adsorbato justamente
encima del a´tomo de Se de la primera capa.
En la reconstruccio´n ya relajada, la figura I, el nuevo a´tomo de Ga simple-
mente se desplaza en la direccio´n perpendicular a la superficie, sin buscar
otras posiciones ma´s estables.
En la figura ii hemos colocado el a´tomo de Ga directamente sobre uno
de los a´tomos de Se de la tercera capa, situa´ndolo en el mismo plano XZ
4En lo sucesivo denotaremos las configuraciones iniciales por i, ii, iii, ..., y la reconstruccio´n
resultante tras la relajacio´n con Fireball’96 con I, II, III, ... En el ana´lisis de la formacio´n del
contacto de GaAs con distintos metales hemos intentado usar la misma letra para configuracio-
nes iniciales similares; es decir, la reconstruccio´n i de Ga/Se-GaAs(100)-2×1 y la reconstruccio´n
i de In/Se-GaAs(100)-2×1 son, en general, la misma estructura. Sin embargo, no todas las po-
siciones de partida de los a´tomos de metal son equivalentes para unos metales y otros.









Figura 2.5: Depo´sito de un a´tomo de Ga: Vista frontal y lateral de las reconstrucciones









Figura 2.6: Depo´sito de un a´tomo de Ga: Vista frontal y lateral de las reconstrucciones
ii y II .









Figura 2.7: Depo´sito de un a´tomo de Ga: Vista frontal y lateral de las reconstrucciones









Figura 2.8: Depo´sito de un a´tomo de Ga: Vista frontal y lateral de las reconstrucciones
iv y IV .









Figura 2.9: Depo´sito de un a´tomo de Ga: Vista frontal y lateral de las reconstrucciones
v y V .
(por eso en la vista lateral de la figura no se ve el adsorbato, ya que queda
oculto por el a´tomo de Ga de la segunda capa).
La superficie de mı´nima energ´ıa correspondiente a la configuracio´n ii, la
reconstruccio´n II, muestra co´mo el a´tomo de Ga se ha desplazado en la
direccio´n zˆ, aleja´ndose de los a´tomos de Se y Ga ma´s pro´ximos.
En la estructura de la figura iii el adsorbato esta´ colocado entre los a´tomos
de Ga de la segunda capa, desplazado una distancia de 2A˚en la direccio´n
yˆ.
La reconstruccio´n III es la configuracio´n ma´s estable que encontramos en
nuestras simulaciones, y en ella el adsorbato se acerca a los a´tomos de Ga
y Se de las dos primeras capas, forma´ndose enlaces entre los tres a´tomos.
La estructura de la figura iv es muy parecida a la de iii, aunque en esta
ocasio´n no hemos desplazado el adsorbato en la direccio´n yˆ como hac´ıamos
en iii.
Tras la relajacio´n, en la estructura IV , el a´tomo extra tambie´n se ha alejado
de sus vecinos desplaza´ndose en la direccio´n zˆ.
Y, finalmente, el a´tomo extra de Ga de la figura v se encuentra en la trin-
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chera formada por los a´tomos de Ga de la cuarta fila. E´sta es una configu-
racio´n poco probable, porque para que el adsorbato llegue a esa posicio´n
debera´ atravesar una barrera de potencial debida a las fuerzas de repul-
sio´n de los a´tomos vecinos. Sin embargo, tras la relajacio´n, la estructura
v desemboca en una reconstruccio´n muy distinta a las de los otros casos,
que presenta propiedades electro´nicas tambie´n muy diferentes, por lo que
hemos considerado, por lo tanto, que su ana´lisis resultaba de intere´s.
La forzada situacio´n de partida del nuevo a´tomos de Ga provoca un gran
cambio en las tres primeras capas del cristal de la estructura V : El adsor-
bato tiende a salir de la trinchera en la que estaba, pero arrastra el a´tomo
de Ga vecino hacia la superficie, provocando en el proceso la inclinacio´n
de los a´tomos de las dos primeras capas y distorsionando fuertemente la
superficie.
I II III IV V
Ga 1.42 eV 1.61 eV 1.89 eV 1.66 eV 1.72 eV
Tabla 2.1: Energ´ıas de quimisorcio´n para las configuraciones de mı´nima energ´ıa en la
metalizacio´n con un a´tomo de Ga.
Para comparar adecuadamente las distintas reconstrucciones entre s´ı hemos
calculado la energ´ıa de quimisorcio´n de cada estructura. Para ello hallamos la
diferencia entre el valor de la energ´ıa total de la superficie relajada, que obte-
nemos en nuestras simulaciones con Fireball’96, y la suma de las energ´ıas de
la superficie de partida y del a´tomo de metal aislado (calculadas tambie´n de la
misma manera). Esta energ´ıa que el sistema gana al alcanzar una configuracio´n
ma´s estable que la inicial es la energ´ıa de quimisorcio´n.
La tabla 2.1 muestra las energ´ıas de quimisorcio´n de las reconstrucciones fi-
nales tras la adsorcio´n de un a´tomo de Ga por celda unidad. Como ya hab´ıamos
mencionado, la estructura ma´s favorable energe´ticamente resulta ser la recons-
truccio´n III, en la que el nuevo a´tomo de Ga forma enlaces con los a´tomos de
Se; la estructura V , a pesar de su curiosa configuracio´n ato´mica, muy irregu-
lar, tambie´n es muy estable. Este resultado se repetira´ tambie´n en el caso de la
metalizacio´n con In.
Metalizacio´n con In.
Analizamos en esta misma seccio´n la metalizacio´n con In, ya que, como hemos
mencionado anteriormente, este caso presenta muchas similitudes con el anterior.
Empezamos tambie´n estudiando la adsorcio´n de un primer a´tomo de In por celda
unidad de la superficie.
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Las seis configuraciones iniciales, que se muestran en las figuras 2.10, 2.11,
2.12 y 2.14. son muy similares a las del caso anterior; la u´nica geometr´ıa diferente
es la iii, muy parecida a la i pero con el a´tomo de In no situado directamente










Figura 2.10: Depo´sito de un a´tomo de In: Vista frontal y lateral de las reconstrucciones
i y I .
Tras las simulaciones de dina´mica molecular encontramos u´nicamente cuatro
reconstrucciones que podamos considerar distintas, y que se muestran junto a
las geometr´ıas iniciales:
La configuracio´n de mı´nima energ´ıa IV , a la que llegamos partiendo de la
situacio´n iv−a, es ide´ntica a la que resulta de la reconstruccio´n iv− b; por
ese motivo mostramos juntas ambas estructuras en la figura 2.13.
A su vez, estas superficies son pra´cticamente ide´nticas a III, aunque esta
u´ltima es 0.12 eV ma´s estable.
En realidad, III y IV corresponden a distintos mı´nimos locales de energ´ıa de
la misma reconstruccio´n; por lo tanto, de ahora en adelante, de entre esas dos
reconstrucciones so´lo tomaremos en consideracio´n III, ya que es la que corres-
ponde al mı´nimo de energ´ıa el ma´s estable.









Figura 2.11: Depo´sito de un a´tomo de In: Vista frontal y lateral de las reconstrucciones









Figura 2.12: Depo´sito de un a´tomo de In: Vista frontal y lateral de las reconstrucciones
iii y III .










Figura 2.13: Depo´sito de un a´tomo de In: Vista frontal y lateral de las reconstrucciones
iv − a, iv − b y IV (las reconstrucciones relajadas de iv − a y iv − b coinciden).









Figura 2.14: Depo´sito de un a´tomo de In: Vista frontal y lateral de las reconstrucciones
v y V .
Las energ´ıas de quimisorcio´n de las geometr´ıas finales se recogen en la tabla
2.2. As´ı, encontramos que las reconstrucciones ma´s estables son III (que, como
ya hemos dicho, corresponde a un mı´nimo local ma´s estable que IV ) y V ; en
esta u´ltima, el adsorbato desplaza a uno de los a´tomos de Se de la tercera capa,
y se produce un intercambio entre el a´tomo de In y el a´tomo de Se, que da
lugar a una reconstruccio´n muy irregular, al igual que suced´ıa en el caso de la
metalizacio´n con Ga. Para los contactos con Ga, las estructuras ma´s favorables
energe´ticamente eran III (similar a IV para In) y V . En este caso, la nueva
configuracio´n propuesta, III, resulta ser la ma´s estable, debido a que la posicio´n
del adsorbato le facilita saturar todos sus enlaces libres. Ya hemos visto, sin
embargo, que III y IV corresponden en realidad a la misma reconstruccio´n,
as´ı que para In encontramos que las geometr´ıas ma´s estables son similares a las
que obtuvimos para Ga.
Por lo tanto, tras depositar sobre la superficie GaAs(100) un u´nico a´tomo de
Ga o In encontramos para ambos metales principalmente dos tipos de recons-
trucciones:
La estructura de tipo V , que se caracteriza por una intercara metal-semiconductor
muy irregular, y que en el caso de la metalizacio´n con In conlleva el inter-
cambio del adsorbato con uno de los a´tomos de Se que pasivan la superficie,
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I II III IV V
In 1.63 eV 1.87 eV 2.18 eV 2.06 eV 1.95 eV
Tabla 2.2: Energ´ıas de quimisorcio´n para las configuraciones de mı´nima energ´ıa en la
metalizacio´n con un a´tomo de In.
destruyendo en el proceso la pasivacio´n de la superficie original.
Y las estructuras de tipo III, en las que el metal an˜adido tiende a formar
enlaces con los a´tomos de Se de la primera y tercera capas; en estas estruc-
turas el adsorbato no se mezcla con el resto de los a´tomos, y se mantiene
la forma inicial de la superficie.
En la tabla 2.3 comparamos las energ´ıas de quimisorcio´n para las distintas in-
tercaras que hemos encontrado para ambos metales.
I II III IV V
Ga 1.42 eV 1.61 eV 1.89 eV 1.66 eV 1.72 eV
In 1.63 eV 1.87 eV 2.18 eV 2.06 eV 1.95 eV
Tabla 2.3: Energ´ıas de quimisorcio´n para las configuraciones de mı´nima energ´ıa en la
metalizacio´n con un a´tomo de Ga y de In.
2.3.2. Ana´lisis de la densidad de estados
El siguiente paso en el estudio de la formacio´n de la barrera Schottky es el
ana´lisis de la densidad de estados de las estructuras ma´s caracter´ısticas. Esto
nos permitira´ situar el nivel de Fermi de cada intercara con respecto a su gap, y
calcular la altura de la barrera en cada caso.
Para cada geometr´ıa analizada hemos representado la LDOS de los a´tomos
ma´s relevantes de la intercara: el adsorbato, el a´tomo de Se de la primera capa de
la geometr´ıa inicial, y el a´tomo de Ga de la segunda capa, que en la reconstruc-
cio´n de partida se encuentra unido a los tres a´tomos de Se. El cero de energ´ıas
corresponde al nivel de Fermi de cada geometr´ıa , y la flecha indica do´nde esta´ si-
tuado el gap de volumen de cada reconstruccio´n. Para calcular este gap hemos
analizado la LDOS de los a´tomos de As y Ga de la se´ptima y octava capas,
respectivamente, donde el sistema habra´ recobrado las propiedades de volumen.
En la figura 2.15 mostramos, a modo de ejemplo, la LDOS de dichos a´tomos
para la reconstruccio´n que hemos llamado I, correspondiente a la metalizacio´n
con un solo adsorbato de Ga. Como se puede ver, el gap esta´ limpio de estados,
y la superficie presenta un claro cara´cter semiconductor.
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Figura 2.15: Densidad local de estados de los a´tomos de As y Ga de las capas se´ptima
y octava, respectivamente (densidad de volumen) correspondientes a la intercara de la
geometr´ıa I de la figura 2.5.
Ana´lisis de la densidad de estados: Metalizacio´n con Ga
Hemos escogido centrarnos en tres casos muy distintos: III, porque es la
reconstruccio´n ma´s estable; V , que es tambie´n muy estable, y resulta adema´s de
intere´s debido a que se trata de una reconstruccio´n muy distinta a las otras; y I,
porque, siendo la menos favorable energe´ticamente (tambie´n en el caso del In),
podr´ıa presentar alguna diferencia significativa respecto a las dema´s.
En la figura 2.16 hemos representado la densidad local de estados (LDOS)
de Ga de la segunda capa, que en las reconstrucciones de partida se encuentra
unido a los tres a´tomos de Se (Ga).
En todas las estructuras las mayores contribuciones a la densidad de estados
provienen del adsorbato y del a´tomo de Se. Encontramos dos comportamientos
diferentes:
En los casos de las geometr´ıas III y I, a pesar de que el adsorbato ocupa
posiciones muy distintas, y de que una de ellas resulta ser la ma´s favorable
energe´ticamente y la otra la menos –la diferencia entre sus energ´ıas de
quimisorcio´n es de 0.47 eV–, la LDOS muestra un gap de energ´ıa que
coincide pra´cticamente con el gap de energ´ıa del semiconductor. En estas
reconstrucciones el a´tomo de metal an˜adido induce una densidad de estados
(la mencionada IDIS de la seccio´n 2.1.1) alrededor del fondo de la banda
de conduccio´n, que situ´a el nivel de Fermi en la parte superior del gap
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del semiconductor 5. Se forma as´ı un contacto o´hmico entre el metal y el
semiconductor, manteniendo e´ste su identidad inicial.
Sin embargo, la LDOS de la reconstruccio´n V , en la que la estructura
pasivada original ha sufrido tras el contacto una modificacio´n considerable,
presenta un aspecto muy diferente: La IDIS inducida por el a´tomo de Ga
adsorbido no aparece en el fondo de la banda de conduccio´n, sino que
ocupa el gap del semiconductor, situando el nivel de Fermi hacia la mitad
del mismo.













































Figura 2.16: Metalizacio´n con Ga: Densidad de estados de las reconstrucciones I , III ,
y V .
5En nuestros ca´lculos el nivel de Fermi aparece un poco por encima del gap, pero esto es
debido a que estamos utilizando un slab finito. Para un semiconductor semi-infinito espera-
mos que el nivel de Fermi se encontrara´ situado en el fondo de la banda de conduccio´n del
semiconductor.
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Encontramos aqu´ı la primera evidencia de la importancia de la pasivacio´n en la
formacio´n de la barrera Schottky: En los casos III y I, en los que la geometr´ıa de
la intercara ha mantenido la pasivacio´n original, el nivel de Fermi se encuentra
anclado en el fondo de la banda de conduccio´n, y se produce un contacto o´hmico
entre el metal y el semiconductor. En el caso V , en cambio, encontramos que, al
igual que sucede en los contactos de metales con superficies limpias (sin pasivar),
el nivel de Fermi se situ´a en torno a la mitad del gap.
Ana´lisis de la densidad de estados: Metalizacio´n con In
A continuacio´n haremos el ana´lisis de la LDOS de algunas de las estructuras
que hemos encontrado para la metalizacio´n con In. En ese caso estudiaremos
u´nicamente las geometr´ıas ma´s estables, III y V .






























Figura 2.17: Metalizacio´n con In: Densidad de estados de las reconstrucciones III y V .
En esta primera etapa de la metalizacio´n volvemos a tener dos comporta-
mientos muy distintos de la DOS, dependiendo tambie´n de la geometr´ıa de la
intercara. En la figura 2.17 hemos representado, como en el caso anterior, la
LDOS del adsorbato, del a´tomo de Se de la primera capa y del a´tomo de Ga de
la segunda para las configuraciones de mı´nima energ´ıa V y III.
Al igual que suced´ıa para Ga, la mayor contribucio´n a la DOS proviene del
adsorbato. En el caso de la reconstruccio´n ma´s estable, III, la IDIS inducida por
el a´tomo de In, localizada en el fondo de la banda de conduccio´n, es la respon-
sable del anclaje del nivel de Fermi en la parte superior del gap de energ´ıa del
semiconductor. El gap de la intercara coincide con el de volumen, mantenie´ndose
el cara´cter semiconductor del sistema. Es decir, que tambie´n para el contacto con
In la estructura ma´s favorable es aquella en la que se mantiene la pasivacio´n de
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la superficie inicial durante la metalizacio´n, lo que resulta en un contacto o´hmico
entre el metal y la superficie pasivada.
El ana´lisis de la LDOS de la intercara de la reconstruccio´n V , en la que el
proceso de intercambio entre el adsorbato y un Se ha destruido la pasivacio´n del
sistema, nos muestra un comportamiento muy diferente, como ya suced´ıa en el
caso del Ga. Para esta intercara el nivel de Fermi se situ´a hacia la mitad del gap,
y la barrera Schottky es muy similar a la que encontrar´ıamos en la metalizacio´n
de una superficie limpia.
Podemos, por tanto, concluir, que la adsorcio´n un u´nico a´tomo de Ga o In
da lugar a diferencias sustanciales en la densidad de estados de las superficies,
y que las propiedades electro´nicas del contacto dependen, por tanto, de manera
cr´ıtica, de la configuracio´n ato´mica de la intercara metal-semiconductor.
2.3.3. Segunda etapa: Depo´sito de un segundo a´tomo de metal
Para comprobar si la posicio´n del nivel de Fermi ha quedado fijada definiti-
vamente tras depositar un solo a´tomo de metal, hemos continuado el ana´lisis de
la formacio´n de la barrera Schottky an˜adiendo un segundo a´tomo en las recons-
trucciones ya relajadas.
Metalizacio´n con Ga.
Partiendo de las estructuras obtenidas en la etapa anterior an˜adimos un
segundo a´tomo de Ga por celda unidad de la superficie. Las configuraciones de
partida pueden verse en las figuras 2.18, 2.19, 2.20, 2.21, y 2.22:
En la figura i hemos partido de la estructura I encontrada en la primera
etapa, y hemos colocado el adsorbato entre los dos a´tomos de Se de la
tercera capa.
La geometr´ıa ii− a es similar a la reconstruccio´n i pero partiendo en este
caso de la geometr´ıa II del caso anterior.
En la reconstruccio´n iii el nuevo a´tomo de Ga esta´ a la izquierda del primer
adsorbato en III.
El segundo a´tomo de Ga extra de la reconstruccio´n iv se ha colocado di-
rectamente encima del primer adsorbato de la figura IV de la primera
etapa.
En la figura v el nuevo a´tomo se ha situado aproximadamente sobre el
primer Ga an˜adido en la figura V del caso anterior,









Figura 2.18: Depo´sito de dos a´tomos de Ga: Vista frontal y lateral de las reconstrucciones
i y I .
Y, por u´ltimo, la geometr´ıa ii− b es similar a la iv pero colocando el nuevo
a´tomo de Ga a la izquierda del anterior adsorbato.
Tenemos, por lo tanto, seis reconstrucciones iniciales distintas para el caso del
recubrimiento con dos a´tomos extra de Ga por celda unidad de la superficie.
Las estructuras que encontramos despue´s de la relajacio´n (es decir, las geo-
metr´ıas correspondientes a mı´nimos de la energ´ıa), pueden verse tambie´n en las
figuras anteriores. ii−a y ii−b llegan a la misma configuracio´n de mı´nima energ´ıa
II, por lo que el nu´mero de reconstrucciones diferentes que corresponden a un
mı´nimo local se ha reducido a cinco.
En este caso hemos calculado la energ´ıa de quimisorcio´n como la diferencia
entre la energ´ıa total de cada una de las estructuras relajadas y la suma de la
energ´ıa de la superficie de partida Se-GasAs(100)-2×1 y el doble de la energ´ıa del
a´tomo de metal libre. La tabla 2.4 recoge las energ´ıas de quimisorcio´n para todas
las estructuras. Las ma´s estables son las configuraciones II y V . Estas superficies,
a pesar de las ma´s favorables energe´ticamente, son, al igual que suced´ıa para el
depo´sito de un u´nico a´tomo de Ga, muy diferentes entre s´ı:
En el caso de la II, los a´tomos de Se de la tercera capa de la superficie
original siguen estando unidos a los a´tomos de Ga de la cuarta capa; sobre
ellos encontramos ahora una nueva capa formada por tres a´tomos de Ga










Figura 2.19: Depo´sito de dos a´tomos de Ga: Vista frontal y lateral de las reconstrucciones
ii− a, ii− b y II .









Figura 2.20: Depo´sito de dos a´tomos de Ga: Vista frontal y lateral de las reconstrucciones









Figura 2.21: Depo´sito de dos a´tomos de Ga: Vista frontal y lateral de las reconstrucciones
iv y IV .









Figura 2.22: Depo´sito de dos a´tomos de Ga: Vista frontal y lateral de las reconstrucciones
v y V .
I II III IV V
Ga (por a´tomo) 1.69 eV 2.57 eV 2.52 eV 1.54 eV 2.98 eV
Tabla 2.4: Energ´ıas de quimisorcio´n para las configuraciones de mı´nima energ´ıa en la
metalizacio´n con dos a´tomos de Ga.
y uno de Se por celda unidad de la superficie. Esta geometr´ıa presenta
una modificacio´n sustancial de la superficie original, ya que los dos nuevos
a´tomos de Ga forman con los a´tomos de Se y Ga de la primera y segunda
capas de la estructura pasivada una nueva, casi completamente plana.
Sin embargo, en la estructura V se ha producido un proceso de intercambio
del mismo tipo del que encontra´bamos para la reconstruccio´n V de la ad-
sorcio´n de un u´nico a´tomo de In; en este proceso, uno de los dos a´tomos de
Se de la tercera capa de la superficie de partida ha sido sustituido por un
a´tomo de Ga; de este modo en esta reconstruccio´n aparece una capa muy
irregular formada por dos a´tomos de Ga y dos de Se. E´sta es, de nuevo, la
estructura ma´s favorable energe´ticamente.
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Metalizacio´n con In.
Para continuar el ana´lisis de la metalizacio´n an˜adimos un nuevo a´tomo de In
sobre las estructuras ma´s estables y volvemos a buscar las geometr´ıas o´ptimas
de las intercaras metal-semiconductor, esto es, las configuraciones de mı´nima
energ´ıa, partiendo de seis configuraciones iniciales distintas, recogidas en las fi-
guras 2.23, 2.24 y 2.25.
Las geometr´ıas a las que llegamos despue´s de la relajacio´n pueden verse tam-
bie´n en esas figuras. Al igual que suced´ıa en la primera etapa de la metalizacio´n
con In, varias de las estructuras finales son ide´nticas, as´ı que podemos considerar
que so´lo tenemos tres configuraciones no equivalentes que correspondan a mı´ni-
mos locales; e´ste es el caso de i−a, que resulta ser la misma estructura que i− b
y i− c, y de ii− a, que es ide´ntica a ii− b. Las energ´ıas de quimisorcio´n de estas
estructuras se recogen en la tabla 2.5. Sus caracter´ısticas ma´s destacadas son:
En las geometr´ıas I y II se mantiene la capa pasivante de la superficie
inicial. Ambas estructuras son muy parecidas –de hecho sus energ´ıas de
quimisorcio´n coinciden–. Curiosamente, no hemos conseguido recuperar,
partiendo de ninguna de las geometr´ıas propuestas inicialmente, una inter-
cara similar a la de la reconstruccio´n II de la figura 2.19, en la que los dos
adsorbatos se unen a un a´tomo de Se para formar una capa completamente
plana.
Sin embargo, en la reconstruccio´n III se mantiene el intercambio de uno de
los adsorbatos con un a´tomo de Se que ya encontra´bamos en la geometr´ıa
de la que procede (la estructura V para un solo adsorbato); este intercam-
bio, destruye, adema´s, la pasivacio´n de la estructura. E´sta es, tambie´n en
este caso, la configuracio´n ma´s estable, aunque por una diferencia muy pe-
quen˜a (so´lo 0.16 eV), bastante menor que la que encontramos entre las dos
estructuras ma´s estables en el caso de la metalizacio´n con Ga (0.41 eV).
Por lo tanto, como configuraciones o´ptimas para la adsorcio´n de dos a´tomos
de Ga e In siguen predominando los dos tipos de estructuras caracter´ısticas del
recubrimiento con un u´nico adsorbato, aunque en este caso las ma´s estables son
siempre aquellas en las que se ha destruido la pasivacio´n de la estructura original.
En la tabla 2.6 recogemos las energ´ıas de quimisorcio´n de las estructuras
analizadas en la metalizacio´n con dos a´tomos de metal para Ga e In.
I II III
In (por a´tomo) 2.32 eV 2.32 eV 2.48 eV
Tabla 2.5: Energ´ıas de quimisorcio´n para las configuraciones de mı´nima energ´ıa en la
metalizacio´n con dos a´tomos de In.











Figura 2.23: Depo´sito de dos a´tomos de In: Vista frontal y lateral de las reconstrucciones
i− a, i− b, i− c y I .










Figura 2.24: Depo´sito de dos a´tomos de In: Vista frontal y lateral de las reconstrucciones
ii− a, ii− b y II .
I II III IV V
Ga (por a´tomo) 1.69 eV 2.57 eV 2.52 eV 1.54 eV 2.98 eV
In (por a´tomo) 2.32 eV 2.32 eV 2.48 eV – –
Tabla 2.6: Energ´ıas de quimisorcio´n para las configuraciones de mı´nima energ´ıa en la
metalizacio´n con dos a´tomos de Ga y de In.









Figura 2.25: Depo´sito de dos a´tomos de In: Vista frontal y lateral de las reconstrucciones
v y V .
2.3.4. Ana´lisis de la densidad de estados.
Despue´s de obtener las geometr´ıas ma´s favorables, calculamos la barrera
Schottky mediante el ana´lisis de su DOS.
Metalizacio´n con Ga.
Ya hemos visto que tras la relajacio´n de las distintas reconstrucciones ini-
ciales encontramos de nuevo dos tipos de geometr´ıas para la intercara metal-
semiconductor, caracterizadas por las configuraciones II y V . Pero, ¿co´mo afec-
tan estas distribuciones tan distintas de los a´tomos a la naturaleza del sistema?
En la metalizacio´n con un solo a´tomo vimos co´mo la densidad de estados de-
pend´ıa en gran medida de la geometr´ıa particular de la estructura. En general,
es sabido que la metalizacio´n con muy pocos a´tomos es suficiente para llevar
el nivel de Fermi a su posicio´n final, y que an˜adir ma´s capas de metal no al-
tera sustancialmente esta posicio´n. Veamos ahora si encontramos algu´n cambio
con respecto al caso anterior analizando la densidad de estados de los a´tomos
situados en las capas superiores.
En la figura 2.26 podemos ver las densidades de estado de las dos superficies
ma´s estables que hemos encontrado en las simulaciones de dina´mica molecular. Al
igual que suced´ıa cuando en una primera etapa deposita´bamos un u´nico a´tomo
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Figura 2.26: Densidad de estados de las reconstrucciones II y V .
de Ga por celda unidad, el sistema presenta comportamientos muy diferentes
segu´n la geometr´ıa de la intercara metal-semiconductor:
En el caso de la geometr´ıa II, en la que se mantiene la pasivacio´n de la
estructura original, la densidad de estados es muy parecida a las de las
dos u´ltimas gra´ficas de la figura 2.16 6: El nivel de Fermi se encuentra
localizado pra´cticamente en la parte superior del gap del semiconductor,
y se forma un contacto o´hmico entre el semiconductor y el metal. En este
caso no se mantiene de forma tan clara la naturaleza semiconductora de la
superficie original.
Pero para la reconstruccio´n ma´s estable, V , la situacio´n vuelve a ser muy
diferente: En este caso, en el que la capa superficial de Se ha sido sustituida
por una capa Se0,5Ga0,5, el nivel de Fermi esta´ localizado alrededor de
la mitad del gap, de forma muy similar a lo que sucede para superficies
limpias de GaAs. Concretamente, la altura de la barrera Schottky para
esta reconstruccio´n es de ≈ 0,6 eV para un gap de ≈ 1,7 eV. En el trabajo
publicado por R. Rinco´n et al ( [65]), en el que se analiza la metalizacio´n
por K de la superficie GaAs(100)-2 × 4 rica en As pasivada con distintas
especies ato´micas se encontro´ una barrera Schottky de ≈ 0,5 eV para un
gap de ≈ 1,5 eV, lo que corrobora nuestros resultados.
6Debido a las posiciones casi sime´tricas de los dos a´tomos de Ga adsorbidos su LDOS es
pra´cticamente la misma.
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Metalizacio´n con In.
Analizamos la LDOS de la estructuras ma´s estable, III, as´ı como de la es-
tructura II, que es muy similar a I. Dado que las configuraciones de mı´nima
energ´ıa que hemos encontrado son bastante parecidas a las que hemos obteni-
do al estudiar la metalizacio´n con Ga, tambie´n esperamos encontrar resultados
similares al analizar el efecto del nuevo adsorbato en la LDOS del sistema.
































Figura 2.27: Densidad de estados de las reconstrucciones II y III .
Efectivamente, encontramos que se produce un contacto o´hmico entre el
metal y el semiconductor en la intercara II, en la que los a´tomos de metal
adsorbidos no destruyen la pasivacio´n inicial.
Sin embargo, para la superficie III, en la que los a´tomos de Se han sido
desplazados de sus posiciones iniciales por el In, el nivel de Fermi se situ´a
en torno al mid-gap, como era de esperar. En este caso la altura de la
barrera es de ≈ 0,5 eV para un gap de ≈ 1,4 eV.
2.4. Metalizacio´n con Sb.
Ya hemos anticipado que el comportamiento de este metal en el contacto
con la superficie sera´ muy diferente al encontrado para Ga e In. Las diferencias
sera´n mayores al an˜adir un segundo adsorbato a la celda unidad. Comenzamos
sin embargo, el estudio del contacto entre S y la superficie Se-GaAs(100)-2×1
de la manera usual, an˜adiendo un u´nico a´tomo de metal por celda unidad de la
superficie.
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2.4.1. Primera etapa: Depo´sito de un u´nico a´tomo de metal
De nuestra seleccio´n de configuraciones iniciales eliminamos la reconstruccio´n
de tipo iv − b del caso del In, ya que hemos visto que suele desembocar en una
geometr´ıa ide´ntica a la que se obtiene partiendo de otras reconstrucciones. Por
lo tanto, tenemos cinco configuraciones iniciales, muy parecidas a aquellas de las
que part´ıamos en los casos anteriores.
Tras la relajacio´n encontramos que el nu´mero de reconstrucciones no equiva-
lentes se reduce a tres, ya que i−a, i−b y i−c dan lugar a estructuras similares.
Pero empezamos a encontrar algunas diferencias con respecto a los metales estu-
diados anteriormente. Las energ´ıas de quimisorcio´n de las estructuras se muestran
en la tabla 2.7, y merece la pena destacar alguna de sus peculiaridades:
La geometr´ıa ma´s estable, I, pra´cticamente no muestra signos de perturba-
cio´n debida a la interaccio´n con el metal. El adsorbato ha formado enlaces
con el a´tomo de Se de la capa superior, al igual que suced´ıa para las re-
construcciones del tipo III en la metalizacio´n con Ga e In.
La reconstruccio´n II presenta una caracter´ıstica interesante: El a´tomo de
Sb se ha colocado entre el a´tomo de Ga de la segunda capa y el a´tomo de
Se de la tercera, creando una superficie ma´s o menos plana. Esto nos hab´ıa
sucedido en una de las estructuras en las que introduc´ıamos un segundo
a’tomo de Ga (geometr´ıa II), pero no hab´ıamos encontrado nada parecido
en la primera fase de las simulaciones, en la que so´lo an˜ad´ıamos un a´tomo
extra de metal. La intercara II es la configuracio´n menos estable de entre
todas las reconstrucciones de mı´nima energ´ıa, con una diferencia de 0.21
eV respecto a I, que es la ma´s favorable energe´ticamente.
Adema´s, en el caso de la reconstruccio´n III, el adsorbato ha sido expulsado
de la trinchera en la que lo hab´ıamos colocado inicialmente, en vez de
intercambiarse con alguno de los a´tomos de la tercera o cuarta capa, como
suced´ıa para el Ga y el In. Esto resulta en una estructura tambie´n muy
irregular, que es la segunda reconstruccio´n ma´s estable.
Ya que no hay una gran diferencia entre las energ´ıas de quimisorcio´n de las tres
reconstrucciones (recordemos que la diferencia en energ´ıa entre la estructura ma´s
probable y la menos es 0.21 eV, frente a 0.47 e para Ga y 0.55 eV para In), hemos
analizado la LDOS de todas las estructuras.
I II III
Sb 3.44 eV 3.23 eV 3.32 eV
Tabla 2.7: Energ´ıas de quimisorcio´n para las configuraciones de mı´nima energ´ıa en la
metalizacio´n con un a´tomo de Sb.












Figura 2.28: Depo´sito de un a´tomo de Sb: Vista frontal y lateral de las reconstrucciones
i− a, i− b, i− c y I .









Figura 2.29: Depo´sito de un a´tomo de Sb: Vista frontal y lateral de las reconstrucciones









Figura 2.30: Depo´sito de un a´tomo de Sb: Vista frontal y lateral de las reconstrucciones
iii y III .
78 CAPI´TULO 2 : SUPERFICIES SEMICONDUCTORAS: METALIZACIO´N Y REACTIVIDAD
Ana´lisis de la densidad de estados.
En la densidad de estados encontramos de nuevo diferencias con respecto a
los resultados encontrados para Ga e In se manifiesta en el comportamiento de
la DOS. La figura 2.31 muestra la LDOS correspondiente a los a´tomos de las
intercaras I, II y III:













































Figura 2.31: Densidad de estados de las reconstrucciones I , II y III .
En los casos I y II encontramos de nuevo el contacto o´hmico caracter´ıstico
de las geometr´ıas en las que la pasivacio´n no se ha destruido.
La LDOS de la intercara III muestra, sin embargo, un comportamiento
que no hab´ıamos encontrado hasta este momento, ya que el nivel de Fermi
se encuentra en el fondo del gap, en vez de situarse hacia su parte media,
como encontra´bamos para los metales estudiados en la seccio´n anterior
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cuando en las intercaras se produc´ıa la interaccio´n del adsorbato con la
superficie. Esto es debido a la fuerte perturbacio´n que Sb produce sobre
el semiconductor, y cuyos efectos podremos ver con mayor claridad con la
adsorcio´n de ma´s a´tomos de metal.
2.4.2. Segunda etapa: Depo´sito de un segundo a´tomo de metal
El ana´lisis de la LDOS nos confirma que el recubrimiento con un u´nico a´tomo
de Sb no basta para fijar la altura de la barrera Schottky en los contactos con
nuestra superficie. Continuamos, pues, con el estudio de la metalizacio´n an˜adien-










Figura 2.32: Depo´sito de dos a´tomos de Sb: Vista de frente y lateral de las reconstruc-
ciones i− a, i− b y I .
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Partimos de seis geometr´ıas iniciales diferentes, pero en nuestras simulaciones
obtenemos so´lo cuatro reconstrucciones que podamos considerar no equivalentes
(figuras 2.32, 2.34, 2.33 y 2.35):
La intercara i− a, que resulta ser ide´ntica a i− b, y que es muy parecida
a la reconstruccio´n ii− a de la figura 2.24 en la metalizacio´n con In.
ii−a resulta ser tambie´n igual que ii− b; es la configuracio´n ma´s irregular
y menos estable de las cuatro, y la u´nica en la que se da una perturbacio´n










Figura 2.33: Depo´sito de dos a´tomos de Sb: Vista de frente y lateral de las reconstruc-
ciones ii− a, ii− b y II .
Y las reconstrucciones III y IV , cuyos adsorbatos esta´n situados, en cada
una de ellas, de forma antisime´trica con respecto al a´tomo de Se de la









Figura 2.34: Depo´sito de dos a´tomos de Sb: Vista de frente y lateral de las reconstruc-
ciones iii y III .
primera capa; la diferencia entre sus energ´ıas de quimisorcio´n es tan so´lo
de 0.02 eV.
Si analizamos en detalle estas nuevas reconstrucciones y las comparamos con
los casos del recubrimiento con dos a´tomos de metal para Ga e In, podemos
observar que la estructura desordenada a la que llega´bamos partiendo de su-
perficies de tipo V para Ga o III para In no aparece aqu´ı. En efecto, cuando
estudia´bamos el caso de un u´nico a´tomo de Sb, encontra´bamos que el adsorbato
era expulsado de la trinchera en la que estaba situado inicialmente; la estructura
resultante quedaba bastante desordenada, ya que el a´tomo de Ga de la cuarta
capa, que inicialmente estaba unido a un a´tomo de As, era empujado hacia arri-
ba y su lugar era ocupado por uno de los a´tomos de Se de la tercera capa. Sin
embargo, y aunque hemos partido de esa misma estructura, tras la relajacio´n
los dos adsorbatos han sido expulsados hacia la superficie, formando cadenas en
zig-zag, y la intercara ha recobrado el mismo aspecto que presentaba la recons-
truccio´n original. Resulta curioso observar que, partiendo de una configuracio´n
muy diferente, iv, llegamos a la misma geometr´ıa, que adema´s es la ma´s favorable
energe´ticamente.
Esto nos indica que, al contrario de lo que suced´ıa para Ga e In, Sb no
reacciona fa´cilmente con la superficie GaAs(100). De hecho, de las seis geometr´ıas
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de las que part´ıamos, la u´nica en la que los adsorbatos se han mezclado con el
resto de los a´tomos es el caso II, que resulta ser la reconstruccio´n ma´s inestable
de todas, con una diferencia considerable en la energ´ıa de quimisorcio´n (0.74
eV por a´tomo) con respecto a las otras. La tabla 2.8 recoge las energ´ıas de









Figura 2.35: Depo´sito de dos a´tomos de Sb: Vista de frente y lateral de las reconstruc-
ciones iv y IV .
I II III IV
Sb (por a´tomo) 4.08 eV 3.78 eV 4.51 eV 4.52 eV
Tabla 2.8: Energ´ıas de quimisorcio´n para las configuraciones de mı´nima energ´ıa en la
metalizacio´n con dos a´tomos de Sb.
2.4.3. Ana´lisis de la densidad de estados.
Hemos analizado la densidad de estados de las reconstrucciones IV , por ser
la ma´s estable, y II, que es la u´nica en la que el contacto con el metal ha afec-
tado a la pasivacio´n de la estructura; es en esta configuracio´n donde podr´ıamos
esperar un comportamiento distinto en la formacio´n de la barrera Schottky del
que encontremos en las dema´s.
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La figura 2.36 muestra la LDOS de las dos reconstrucciones que acabamos
de mencionar:
En la geometr´ıa IV , los dos adsorbatos se un´ıan entre s´ı sin interaccionar
con el sustrato semiconductor y sin alterar, por tanto, la capa pasivante del
calco´geno. Para esta configuracio´n de la intercara, la densidad de estados
inducida por el metal lleva el nivel de Fermi al fondo de la banda de conduc-
cio´n, dando lugar a un contacto o´hmico entre el metal y el semiconductor
que reduce dra´sticamente la altura de la barrera.
En la reconstruccio´n II, en cambio, y como ya hemos obtenido anterior-
mente en los casos en los que el metal ha destruido la pasivacio´n del sistema,
el nivel de Fermi aparece anclado hacia la mitad del gap, y la altura de
la barrera es la que corresponde en el caso de contactos de metales con
superficies limpias de semiconductores.
E´ste caso resulta, por tanto, distinto de los anteriores, ya que, de las seis con-
figuraciones iniciales para los adsorbatos, so´lo una de las intercaras resulta ser
reactiva, y la diferencia de energ´ıas es suficientemente grande como para que se
pueda considerar que una reaccio´n de Sb con la superficie resulta muy impro-
bable. Este resultado se vera´ confirmado como veremos a continuacio´n, por los
resultados experimentales.
































Figura 2.36: Densidad de estados de las reconstrucciones II y IV .
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2.5. Comparacio´n con el experimento
El ana´lisis de la formacio´n de la barrera Schottky en el contacto entre la
superficie Se-GaAs(100)-2 × 1 y los metales In y Sb se completo´ con el estudio
experimental llevado a cabo por T. Kampen y sus colaboradores, en la Univer-
sidad Te´cnica de Chemnitz (Alemania) [74]. En ese trabajo se analizo´, mediante
espectroscopia de fotoemisio´n, la influencia de la pasivacio´n con calco´genos (S y
Se) en las propiedades qu´ımicas y electro´nicas de intercaras metal/GaAs(100),
estudia´ndose las superficies despue´s de la pasivacio´n y tras sucesivos depo´sitos
de los metales Sb, Ag, In, Mg y Na.
Como sustratos se utilizaron capas de GaAs(100) homoepitaxiales de tipo p y
n, con una concentracio´n de dopantes de 1×1018cm−3. La pasivacio´n con calco´ge-
nos se llevo´ a cabo evaporando los compuestos SnS2 y SnSe2 sobre los sustratos
de GaAs, y sobre estas superficies modificadas de GaAs(100) se depositaron los
metales antes mencionados, graba´ndose en cada paso de la modificacio´n de la
superficie los espectros de fotoemisio´n de los niveles de core As3d, Ga3d, S2p,
Mg2p, In4d, Na2p y Sb4d. De esta manera se pudo determinar la altura de las
barreras Schottky de las diferentes intercaras, as´ı como el grado de reactividad
de cada metal con la superficie.
Las conclusiones del trabajo se pueden resumir del siguiente modo:
La altura de las barreras en las superficies pasivadas con Se o S muestran
una tendencia general: Son mayores que las barreras en superficies no pa-
sivadas de GaAs(100) tipo p, y menores que las superficies no pasivadas de
GasAs(100) de tipo n.
En los casos de Mg y Na se encuentra una fuerte reactividad de ambos me-
tales con la superficie pasivada GaAs(100), llegando incluso a interaccionar
con las capas de volumen.
Tras depositar In, Ag y Sb se observan cambios so´lo en los niveles de S y
de Se, lo que indica que la interaccio´n del metal con la superficie se limita
a formar enlaces con los calco´genos. En el caso del Sb no se encuentra
reaccio´n en el contacto con el semiconductor.
Estos resultados confirman lo que hab´ıamos encontrado en nuestras simulaciones:
Experimentalmente no se ha encontrado reaccio´n del Sb con la superficie, lo
que concuerda con el hecho de que en nuestros ca´lculos la u´nica geometr´ıa
que en la que se destru´ıa la pasivacio´n, dando lugar a una reconstruccio´n
muy diferente de la superficie original (II en fig.2.33), es mucho menos
estable –hasta 1.48 eV– que las otras.
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Segu´n los espectros de fotoemisio´n, In reacciona so´lo de´bilmente. Esto po-
demos entenderlo en te´rminos de la pequen˜a diferencia entre las energ´ıas
de los casos II y III de las figuras 2.24 y 2.25, que es so´lo de 0.16 eV.
Para el Na y el Mg se ha encontrado una barrera similar a la que podr´ıa es-
perarse para superficies sin pasivar. Esto concuerda con nuestros resultados
para Ga (ver geometr´ıa V en las figuras 2.22 y 2.26).
2.6. Conclusiones
Las conclusiones que hemos extra´ıdo tras nuestras simulaciones de dina´mica
molecular y el ana´lisis de la densidad de estados para las intercaras ma´s estables
obtenidas en los ca´lculos de optimizacio´n de las geometr´ıas pueden resumirse en
los siguientes puntos:
En sustratos dopados con metales de tipo n, las intercaras no reactivas –en
las que se mantiene la pasivacio´n de la superficie de partida– muestran un
desplazamiento significativo del nivel de Fermi hacia la banda de conduc-
cio´n, dando lugar a un contacto o´hmico entre el semiconductor y el metal.
En particular, para Sb el nivel de Fermi aparece situado pra´cticamente en
el fondo de la banda de conduccio´n.
En superficies reactivas con las primeras capas del semiconductor, como
sucede para Ga e In, el nivel de Fermi se situ´a en una posicio´n semejante
a la que ocupar´ıa en el caso de los contactos entre la superficie limpia del
semiconductor y el metal. Para el caso concreto de estos metales, y tras
el recubrimiento con dos a´tomos extra de metal por celda unidad de la
superficie, la superficie reactiva es siempre la configuracio´n ma´s estable,
aunque en distinto grado, dependiendo del metal con el que se realice el
contacto.
Los datos experimentales confirman nuestros resultados sobre la reactivi-
dad de las intercaras: Sb no reacciona en absoluto, mientras que In reac-
ciona de´bilmente con el calco´geno, y Ga es el que presenta una mayor
interaccio´n con la superficie pasivada original.
Nuestros resultados confirman que pasivar las superficies es un forma efecti-
va de controlar las propiedades de la barrera Schottky en los contactos metal-
semiconductor, y revelan el papel decisivo de la geometr´ıa de la intercara en la
formacio´n de la barrera.
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CAPI´TULO 3
Defectos en nanotubos de
carbono
Con este cap´ıtulo empezamos la segunda parte de la tesis, que hemos dedicado
al estudio del transporte electro´nico en nanotubos de carbono con defectos.
Los nanotubos de carbono son, hoy en d´ıa, uno de los materiales ma´s pro-
metedores para fabricar dispositivos basados en la electro´nica molecular [75–88].
Sin embargo, los nanotubos, debido a su reducido dia´metro –que hace que pue-
dan ser considerados como sistemas cuasi-unidimensionales–, son especialmente
sensibles a la presencia de defectos; esto limitar´ıa –gravemente, como veremos
en este cap´ıtulo– el rendimiento de los circuitos de de taman˜o nanome´trico en
los que se hubieran integrado. Por lo tanto, para que los nanotubos puedan ser
empleados algu´n d´ıa en dispositivos de electro´nica molecular, es necesario con-
trolar –y, por tanto, comprender– el transporte electro´nico de los nanotubos en
presencia de defectos. E´ste es el objetivo de la segunda mitad de esta tesis.
En nanotubos de carbono perfectos de capa u´nica (SWCNTs), en el caso de
que los procesos inela´sticos puedan ser despreciados, los electrones se propagan
bal´ısticamente. Sin embargo, una cierta densidad de defectos –veremos que basta
con una cantidad muy pequen˜a– puede ser suficiente para cambiar el re´gimen
de transporte y provocar localizacio´n de´bil o fuerte en los nanotubos [85, 86].
Nuestros primeros ca´lculos de la conductancia en nanotubos con defectos nos
sugirieron la posibilidad de que, efectivamente, el transporte en nanotubos con
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defectos (en nuestro caso, mono- y di-vacantes) pudiera situarse dentro del re´gi-
men de localizacio´n fuerte de Anderson. Este planteamiento fue reforzado por
los resultados experimentales del grupo del profesor Julio Go´mez, tambie´n en la
Universidad Auto´noma de Madrid, que recog´ıan un incremento exponencial de la
resistencia de los nanotubos como funcio´n de la longitud [89] –comportamiento
caracter´ıstico de la localizacio´n fuerte–, en lugar del comportamiento t´ıpico de
sistemas o´hmicos, en los que la resistencia crece de forma lineal con la longitud.
Tras las primeros –y ma´s rudimentarias– simulaciones del transporte en los nano-
tubos, para altas densidades de defectos y a temperatura cero, insuficientes para
explicar de manera satisfactoria los resultados experimentales, nuestros ca´lculos
fueron refina´ndose hasta llegar al ana´lisis estad´ıstico de nanotubos de varias mi-
cras, con distribuciones aleatorias de vacantes y divacantes, para densidades de
defectos mucho ma´s bajas e incluyendo efectos de temperatura finita; es decir,
condiciones similares a las experimentales, mucho ma´s realistas.
A lo largo de este proceso otras cuestiones directamente relacionadas con
la f´ısica de sistemas de baja dimensionalidad han ido apareciendo, de tal mo-
do que en esta tesis hemos podido aunar el estudio de los nanotubos desde el
punto de vista de las futuras aplicaciones tecnolo´gicas y el ana´lisis de feno´menos
directamente relacionados con cuestiones de f´ısica ma´s fundamental.
Esta segunda parte de la tesis la hemos dividido en dos cap´ıtulos. El primero
lo dedicaremos a resumir brevemente las caracter´ısticas ma´s destacadas de los
nanotubos y a la influencia de los defectos aislados, y a temperatura cero, sobre
sus propiedades electro´nicas. El ana´lisis del efecto de una distribucio´n aleatoria
de defectos sobre la conductancia de los nanotubos, para distintas densidades
de divacantes y para distintas temperaturas, y del re´gimen de transporte que
dichos defectos inducen en los nanotubos, lo presentamos en el siguiente y u´ltimo
cap´ıtulo de esta memoria.
3.1. Nanotubos de carbono
En esta primera seccio´n explicaremos brevemente las caracter´ısticas ma´s im-
portantes de los nanotubos de carbono, principalmente las que se refieren a las
propiedades de transporte de los nanotubos que llamaremos “ideales”1.
1A partir de ahora utilizare´ el te´rmino “ideales”para referirme a nanotubos que no presenten
defectos de ningu´n tipo, para distinguirlos de los nanotubos con defectos, que son los que nos van
a ocupar durante la mayor parte de esta tesis. Adema´s, y salvo que se especifique lo contrario,
limitaremos la discusio´n al caso de nanotubos meta´licos.
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3.1.1. Introduccio´n
Un nanotubo de carbono es un cilindro con un dia´metro del orden del nano´me-
tro, formado a partir de una la´mina de grafito (comu´nmente llamada grafeno)
enrollada. La longitud de los nanotubos de carbono puede alcanzar varias mi-
cras, y esta diferencia de varios o´rdenes de magnitud entre sus dos longitudes ca-
racter´ısticas hace que puedan ser considerados cristales cuasi-unidimensionales.
Las propiedades electro´nicas, te´rmicas y estructurales de un nanotubo dependen
u´nicamente de su geometr´ıa, es decir, de su longitud, de su dia´metro, y parti-
cularmente de su quiralidad, que es el modo en que la red hexagonal de a´tomos
de carbono del grafeno esta´ orientada con respecto al eje del nanotubo. Los na-
notubos de carbono pueden ser meta´licos o semiconductores, y el gap de estos
u´ltimos, inversamente proporcional a su dia´metro, puede oscilar entre 0 y 1 eV.
Aunque ya en los an˜os setenta se hab´ıan observado filamentos de carbono con
un dia´metro inferior a los 10 nm [90, 91], no fue hasta 1991 cuando Iijima [92]
realizo´ la primera observacio´n experimental de nanotubos de carbono usando un
microscopio electro´nico de transmisio´n. Desde el primer momento estas nuevas
estructuras atrajeron gran atencio´n, y un gran nu´mero de publicaciones cient´ıfi-
cas ha aparecido a lo largo de estos an˜os en un intento de entender a fondo las
extraordinarias propiedades predichas por la teor´ıa. Su importancia radica no
so´lo en su intere´s desde el punto de vista tecnolo´gico, sino tambie´n en que, gra-
cias a que poseen una estructura bien definida y relativamente simple, resultan
un sistema ideal para verificar conceptos ba´sicos de la f´ısica de sistemas de baja
dimensionalidad y del transporte en sistemas mesosco´picos.
Los nanotubos de carbono pueden ser de capa u´nica o monocapa (single-
walled), cuando esta´n formados por una sola la´mina de grafeno, o de capa mu´lti-
ple (multiple-walled), si consisten en varias capas de grafeno superpuestas y
enrolladas de forma conce´ntrica. Este mayor nu´mero de capas an˜ade a los nano-
tubos de capa mu´ltiple una mayor complejidad, que es la causa de algunas de
sus interesantes propiedades (que no pueden explicarse considerando u´nicamente
la f´ısica de los nanotubos monocapa). Dado que nuestro principal intere´s es en-
tender la influencia de los defectos en el transporte electro´nico, nuestro estudio
se ha centrado en las propiedades de estos u´ltimos, ya que consideramos que es
necesario comprender primero las propiedades de los nanotubos ma´s sencillos
antes de abarcar problemas ma´s complejos.
3.1.2. Geometr´ıa y estructura electro´nica
La notacio´n que se utiliza para clasificar los nanotubos es un par de nu´meros
enteros (m, n), donde 0 ≤ |m| ≤ n, y que representan el nu´mero de veces que
los vectores de red del grafeno (~a1 y ~a2) se repiten para formar el nanotubo
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(ver figura 3.1). De este modo, la quiralidad del nanotubo se define mediante un
vector quiral Ch que tiene la forma
Ch = n~a1 + m~a2 ≡ (n,m) (3.1)
As´ı, si n = m tenemos lo que se ha llamado un nanotubo “armchair”, si m = 0 el
nanotubo es de tipo “zigzag”, y el resto de vectores quirales (m, n) corresponden
a lo que se conoce como nanotubos “quirales”; e´stos se caracterizan por tener una
imagen especular que no se puede superponer a la imagen original, a diferencia
de lo que ocurre en los armchair y los zigzag, que constituyen el grupo de los
llamados nanotubos aquirales y para los que las ima´genes original y especular
coinciden2.
Figura 3.1: Vectores de red del grafeno y tipos de nanotubos segu´n el par (m, n). Al unir
los extremos del vector quiral la la´mina de grafeno se cierra, formando el nanotubo.
2Hay una serie de magnitudes (vector traslacional, a´ngulo quiral, etc.) que ayudan a definir
de forma un´ıvoca el nanotubo, pero que no explicaremos aqu´ı ya que no son necesarios para
entender el contenido de esta tesis. Estos conceptos, as´ı como todas las propiedades que pueden
derivarse mediante las operaciones del grupo de simetr´ıa de cada clase de nanotubos, aparecen
explicados de forma detallada en cualquier texto de referencia sobre nanotubos, por ejemplo, [93]
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Los nanotubos armchair
Como veremos en la siguiente seccio´n, los nanotubos armchair son siempre
meta´licos. Dado que uno de los objetivos de esta tesis es el estudio de las propie-
dades de transporte en sistemas meta´licos, son e´stos los nanotubos que hemos
elegido para nuestro ana´lisis, ya que presentan la geometr´ıa ma´s sencilla y el
estudio desde el punto de vista teo´rico resulta ma´s simple. Los nanotubos es-
tudiados son nanotubos monocapa con quiralidades (5, 5), (7, 7) y (10, 10), de
diferentes dia´metros con ide´ntica estructura ato´mica. Esto nos permitira´ ana-
Figura 3.2: Seccio´n transversal y vista de perfil de un nanotubo armchair de quiralidad
(5, 5)
Figura 3.3: Vista de perfil de la celda unidad de los nanotubos (5, 5), (7, 7) y (10, 10)
lizar de que´ modo el taman˜o del nanotubo influye en el transporte cuando se
introducen los defectos. El nombre armchair (sillo´n) esta´ sugerido por la forma
que tiene la seccio´n transversal del tubo (ver figura 3.2). Como ya hemos dicho,
la estructura de los nanotubos que vamos a estudiar es similar y so´lo se diferen-
ciara´n unos de otros en el nu´mero de a´tomos que formen su celda unidad y en
sus vectores de red (ver fig3.3). La celda unidad ba´sica de un nanotubo (5, 5)
contiene 20 a´tomos, la de un (7, 7) 28 a´tomos y 40 a´tomos la de un nanotubo
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(10, 10). Hemos elegido que el eje de los tubos este´ en la direccio´n del eje zˆ, y
para “fabricar” un nanotubo con una longitud dada so´lo tenemos que repetir
esta estructura ba´sica las veces que sean necesarias en esa direccio´n.
Estructura electro´nica: Bandas y densidad de estados
De igual modo que, partiendo de la geometr´ıa del grafeno, hemos podido
definir la estructura ato´mica de los nanotubos, la estructura electro´nica en dos
dimensiones del grafeno nos proporcionara´ las caracter´ısticas ba´sicas de la es-











Figura 3.4: Estructura de bandas del grafeno calculada con nuestra base de orbitales
localizados: Al nivel de Fermi dos bandas de energ´ıa se cruzan en el punto K.
En el grafeno, cada a´tomo de carbono forma enlaces u´nicamente con otros
tres a´tomos (hibridacio´n sp2), de modo que en cada a´tomo el electro´n de valencia
que queda libre forma un enlace de tipo pi con los electrones que han quedado
libres en los otros a´tomos. Estos enlaces esta´n deslocalizados y se extienden a
lo largo de toda la la´mina de grafeno del mismo modo que los electrones de
valencia en los metales se extienden a lo largo del metal; son los responsables del
transporte electro´nico en los nanotubos.
El grafeno posee una estructura de bandas muy particular, que mostramos
en la figura 3.4: El grafeno es lo que se conoce como un semiconductor de gap
cero, ya que presenta estados que cruzan el nivel de Fermi u´nicamente en dos
puntos inequivalentes en el espacio de momentos (espacio ~k). Cerca de la energ´ıa
de Fermi tiene una banda pi ocupada y una banda pi∗ vac´ıa, que en el nivel de
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Fermi se cruzan en el punto K de la zona de Brillouin. La superficie de Fermi
del grafeno esta´ formada, por lo tanto, por los seis puntos K de las esquinas de
su zona de Brillouin, que tiene forma hexagonal.
Cuando enrollamos la la´mina de grafeno sobre s´ı misma para formar un
nanotubo imponemos condiciones de contorno perio´dicas en la direccio´n de la
circunferencia del tubo –definida por el vector Ch–, de modo que so´lo algunos de
los estados ~k del grafeno estara´n permitidos para el nanotubo. Este conjunto de
estados ~k dependera´ del dia´metro y de la helicidad del nanotubo, y sera´n los que
le confieran su cara´cter meta´lico o semiconductor. Estas bandas unidimensionales
se corresponden con algunas l´ıneas seleccionadas de la zona de Brillouin en dos
dimensiones del grafeno.
a) b)
Figura 3.5: a) Condicio´n para un nanotubo meta´lico: Las bandas unidimensionales del
nanotubo (paralelas al segmento ¯WW ′) deben pasar por el punto K de la zona de
Brillouin del grafeno. Los vectores ~K1 y ~K2 son los vectores de la red rec´ıproca del
nanotubo, y definen la direccio´n de la circunferencia y del eje del tubo, respectivamente.
b) Zona de Brillouin del grafeno y bandas para un nanotubo armchair (10, 10): Las
bandas unidimensionales pasan por el punto K de la zona de Brillouin del grafeno,
confiriendo al nanotubo su cara´cter meta´lico.
Si el punto K es uno de los estados ~k permitidos tras imponer las condiciones
de contorno perio´dicas (es decir, si alguna de las l´ıneas que representan los estados
permitidos para el nanotubo pasa por el punto K), el nanotubo sera´ un sistema
meta´lico con una densidad de estados distinta de cero en el nivel de Fermi. Si,
por el contrario, el punto K no esta´ incluido dentro del conjunto de estados
permitidos para el nanotubo, e´ste sera´ un sistema semiconductor (ver figura
3.5).
La condicio´n geome´trica para tener una banda de energ´ıa meta´lica es que la
94 CAPI´TULO 3 : DEFECTOS EN NANOTUBOS DE CARBONO
relacio´n de la longitud del vector ~Y K a la de ~K1 en la figura 3.5 sea un entero.





esta condicio´n geome´trica se traduce en una condicio´n sobre el par de nu´meros
enteros (n,m) que definen el nanotubo, que deben verificar que (2n+m) –o, equi-
valentemente (n−m)– sea mu´ltiplo de 3. De este modo, los nanotubos armchair
sera´n siempre meta´licos, mientras que los zigzag so´lo sera´n3 si n es mu´ltiplo de
3. La figura 3.6 muestra la estructura de bandas de un nanotubo armchair –y,












Figura 3.6: Bandas de energ´ıa del nanotubo (5, 5). Las bandas se cruzan en los puntos
k = ± 2pi
3a
, confiriendo al nanotubo su cara´cter meta´lico.
por tanto, meta´lico– del tipo (5, 5). En el punto K presenta, efectivamente, dos
bandas que se cruzan al nivel de Fermi.
Si analizamos ahora la densidad de estados de los nanotubos, encontramos
que cerca del nivel de Fermi los nanotubos meta´licos presentan una densidad de
estados finita, aunque pequen˜a (ver figura 3.7), a diferencia de lo ocurre para los
nanotubos semiconductores, cuya densidad de estados cerca de esos valores de
energ´ıa es nula. Las singularidades que aparecen en la densidad de estados son
muy caracter´ısticas y se denominan “singularidades de van Hove”. Corresponden
a los extremos (es decir, a los puntos en los que se anula la derivada primera) de
3En realidad, para (n − m) = 3j con j distinto de cero se abre un pequen˜o gap debido a
efectos de la curvatura, pero a temperatura ambiente ese gap es tan pequen˜o que todos los
nanotubos que verifican esa condicio´n se consideran meta´licos; todos los nanotubos de tipo
armchair son meta´licos debido a su especial simetr´ıa.
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las relaciones de dispersio´n E(~k) y son t´ıpicas de sistemas unidimensionales.















Figura 3.7: Densidad de estados del nanotubo (5, 5).
3.1.3. El transporte en nanotubos ideales
Un nanotubo meta´lico ideal a baja temperatura puede considerarse como un
cable ato´mico a lo largo del cual los electrones se mueven sin sufrir ningu´n tipo de
scattering, por lo que se comportara´ como un conductor bal´ıstico. Como hemos
visto en la seccio´n 1.2, la conductancia en ese tipo de sistemas puede calcularse
de la forma:
G = G0M (3.3)
donde M es el nu´mero de canales, y G0 es el cuanto de conductancia G0 =
2e2/h = 77,4809 × 10−6 Ω−1. En este caso tenemos dos bandas que se cruzan
en el nivel de Fermi, as´ı que para esa energ´ıa el nu´mero de canales sera´ 2, y la
conductancia tendra´ un valor de G = 2G0 . La figura 3.8 recoge la conductancia
como funcio´n de la energ´ıa para un nanotubo ideal del tipo (5, 5). El cero de
energ´ıas corresponde al nivel de Fermi del sistema.
3.2. Defectos en nanotubos
En lo que sigue analizaremos la influencia de los defectos –aislados– antes
mencionados (mono- y di- vacantes) en los tres tipos de nanotubos que hemos
estudiado; particularmente nos concentraremos en el efecto sobre la densidad de
estados y, como consecuencia, sobre la conductancia como funcio´n de la energ´ıa.
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Figura 3.8: Conductancia como funcio´n de la energ´ıa para un nanotubo ideal (5, 5).
3.2.1. La importancia de los defectos
Ya hemos dicho que los nanotubos, adema´s de constituir un excelente sistema
en el que poder estudiar problemas fundamentales de f´ısica ba´sica, presentan una
gran importancia desde el punto de vista tecnolo´gico, ya que sus tan especiales
propiedades les hacen ser los candidatos ideales para ser los constituyentes de
los dispositivos electro´nicos en el futuro [75–88].
Sin embargo, muchos de los nanotubos que se sintetizan en estos momentos
no son nanotubos perfectos, sino que, dependiendo de la te´cnica empleada en
su produccio´n, pueden contener distintos tipos de defectos. Por lo tanto, para
poder controlar el transporte en los nanotubos es esencial conocer a fondo no
so´lo las propiedades electro´nicas de los nanotubos ideales, sino tambie´n el efecto
que pueden producir distintas imperfecciones estructurales. De hecho, aunque
cada vez es posible sintetizar muestras ma´s perfectas, la pequen˜a cantidad de
defectos que hay en ellas podr´ıa ser la causa de que algunas de las propiedades
ma´s espectaculares predichas en los primeros an˜os tras su descubrimiento au´n
no hayan podido ser confirmadas.
Vacantes y divacantes
Durante el proceso de sintetizacio´n de los nanotubos pueden aparecer distin-
tos tipos de defectos. Algunos de los ma´s frecuentes son los de tipo Stone-Wales
(aparicio´n de un par penta´gono-hepta´gono sustituyendo a dos hexa´gonos), la
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existencia de vacantes o grupos de vacantes (ausencia de uno o ma´s a´tomos de
carbono), o la sustitucio´n de alguno de los a´tomos de carbono por un a´tomo de
otra sustancia, como boro o nitro´geno. Desde el punto de vista de la f´ısica ma´s
fundamental, la creacio´n controlada de defectos puede ser de gran utilidad para
modificar los reg´ımenes de transporte y analizar feno´menos caracter´ısticos de la
f´ısica de sistemas de baja dimensionalidad.
El nu´mero de defectos en un nanotubo puede ser variado de manera ma´s o
menos controlada mediante diversas te´cnicas. En particular, en los experimentos
realizados por el grupo del profesor Julio Go´mez en el laboratorio de Nuevas
Microscop´ıas de la Universidad Auto´noma de Madrid se bombardearon los na-
notubos con iones de Ar (Ar+), de tal modo que, controlando el tiempo y la
energ´ıa de irradiacio´n, y teniendo en cuenta la geometr´ıa concreta del dispo-
sitivo experimental, fue posible hacer una estimacio´n del nu´mero de iones que
impactaban por unidad de longitud de los nanotubos y del nu´mero de vacantes
creadas. Simulaciones teo´ricas [88] sugieren que esta clase de irradiacio´n genera
principalmente vacantes o divacantes, as´ı que e´stos son los defectos que hemos
estudiado.
3.2.2. El estudio de defectos aislados
El procedimiento para el ana´lisis del transporte en nanotubos con defectos se
ha llevado a cabo en dos etapas. En la primera, estudiamos la perturbacio´n que
los defectos aislados causan en la geometr´ıa y en las propiedades electro´nicas de
los nanotubos a temperatura cero. Un estudio detallado del efecto que producen
estas imperfecciones nos permitira´ abordar el problema real –y ma´s interesante–
de nanotubos con distintas densidades y distribuciones de defectos. Para ello,
partimos de nanotubos ideales en los que eliminamos uno o dos a´tomos de car-
bono y estudiamos, utilizando el co´digo Fireball’96, de que´ manera los a´tomos se
redistribuyen para minimizar la energ´ıa del nanotubo. Una vez terminado este
proceso, que denominamos “relajacio´n”, introducimos el hamiltoniano efectivo
de los nanotubos ya optimizados en nuestro formalismo de funciones de Green;
de esta manera podemos calcular, con las te´cnicas explicadas en el primer cap´ıtu-
lo de esta memoria, la densidad de estados de volumen o de superficie para un
nanotubo ideal o para un nanotubo con defectos, as´ı como la conductancia y la
dependencia de e´sta con la temperatura para distintas distribuciones de defectos.
El presente cap´ıtulo esta´ dedicado, pues, al ana´lisis de los resultados obtenidos
en la primera de estas dos etapas. Empezaremos explicando algunos detalles
te´cnicos de las simulaciones nume´ricas que hemos realizado.
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Optimizacio´n de la base ato´mica
Para optimizar nuestra base de orbitales localizados nos basamos en ca´lculos
previos que realizamos para el grafeno y el grafito.
En primer lugar deb´ıamos seleccionar el radio de corte de los orbitales lo-
calizados que constituyen nuestras funciones de onda. Para ello, construimos
funciones de onda con radios de corte comprendidos entre 3.3 y 4.2 u.a., (esto
es, de 1.75 a 2.22 A˚), y realizamos, utilizando el co´digo Fireball’96, el ca´lculo de
energ´ıas totales para una la´mina de grafeno empleando las distintas bases. Pa-
ra cada base de orbitales localizados realizamos simulaciones de estructuras con
longitudes de enlace C-C variando entre 1.37 y 1.47 A˚ (recordemos que la dis-
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Figura 3.9: Diferencia en energ´ıas totales como funcio´n de la distancia C-C para distintos
radios de corte rc, escaladas con respecto a la curva de mı´nima energ´ıa.
tancia experimental C-C para el grafeno es de 1.42 A˚). De este modo obtenemos,
para cada radio de corte, una curva de la energ´ıa como funcio´n del para´metro de
red (o del enlace C-C). La diferencia entre las energ´ıas totales de una la´mina de
grafeno para cada radio de corte rc como funcio´n de la distancia C-C puede verse
en la figura 3.9 (en la pa´gina anterior). Basa´ndonos en los ca´lculos de energ´ıas
totales, hemos elegido el radio de corte seleccionando aquel con el que se consiga
un mejor compromiso entre la energ´ıa –que idealmente ha de ser lo ma´s baja
posible– y el para´metro de red, que debiera ser similar al experimental. Esto nos
llevo´ a elegir el radio de corte en 4.1 u.a. (2.17 A˚), con lo que nuestra distancia de
enlace C-C sera´ de 1.46 A˚. Esta eleccio´n se ve corroborada por ca´lculos previos
de [94]. Con esta base calculamos la estructura de bandas del grafeno ideal (que
hemos mostrado anteriormente en la figura 3.4) y comprobamos que reproduc´ıa
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la obtenida con otros me´todos ab initio (por ejemplo, [95]).
E´sta ha sido, pues, la base ato´mica que hemos utilizado para realizar las
simulaciones nume´ricas de los nanotubos con Fireball’96.
Preparacio´n de la supercelda
El siguiente paso, una vez que ya tenemos calculadas la base de orbitales
localizados y, con ella, las interacciones entre los a´tomos, es la preparacio´n de la
celda unidad.
Para cada nanotubo preparamos una supercelda con un nu´mero determinado
de celdas unidad de nanotubo ideal y eliminamos un a´tomo cualquiera de una
de las capas. En la relajacio´n imponemos condiciones de contorno perio´dicas
en la direccio´n del eje del nanotubo, as´ı que la separacio´n entre las vacantes a
lo largo de esa direccio´n ha de ser suficiente para garantizar que los defectos
no interaccionen entre s´ı. Para ello, partimos en todos los casos de un nu´mero
inicial de seis celdas unidad (es decir, seis monocapas de nanotubo ideal) para
la supercelda con el defecto; para los nanotubos (5, 5) y (7, 7), para los que
podemos esperar una mayor deformacio´n debido a su menor dia´metro, an˜adimos
en sucesivas simulaciones hasta 6 y 4 capas ma´s en cada caso 4. Los resultados
que presentamos corresponden, por tanto, a un nanotubo (5, 5) de doce capas, un
nanotubo (7, 7) de diez capas y un (10, 10) de seis capas. La diferencia entre las
interacciones inter- e intra-ato´micas de las capas en los extremos de los nanotubos
y las de las capas de volumen de un nanotubo ideal, es del orden de ≈ 6 % para
todos los tubos.
Optimizacio´n de las estructuras
Para la relajacio´n con Fireball’96 hemos incluido cuatro puntos especiales
distribuidos uniformemente a lo largo de la primera zona de Brillouin del nano-
tubo. 5 Consideramos que el ca´lculo ha convergido cuando las fuerzas sobre los
a´tomos sean menores que 0,01 eV/A˚ y el cambio en la energ´ıa sea menor que
10−3 eV; el paso de tiempo empleado en el ca´lculo ha sido de 0.5 fs.
4Para un nanotubo (5, 5), la diferencia en la conductancia de una divacante lateral calculada
para una supercelda con seis capas y con una supercelda de doce es de 0.04 G0.
5Hemos realizado el ca´lculo de la densidad de estados para un nanotubo (5, 5) ideal con 4 y
con 256 puntos especiales, y los resultados fueron sorprendentemente similares. Es de esperar,
no obstante, que en el caso de un nanotubo con defectos las diferencias sean mayores. Sin
embargo, no es posible emplear un nu´mero mayor de puntos ~k en la relajacio´n de los nanotubos
debido al inmenso coste computacional que ello supondr´ıa.
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3.2.3. La perturbacio´n generada por las monovacantes
Empezamos el ana´lisis de los nanotubos con defectos estudiando la pertur-
bacio´n que una monovacante causa en los diferentes nanotubos.
El efecto en la geometr´ıa
La figura 3.10 muestra las geometr´ıas de los nanotubos (5, 5),(7, 7) y (10, 10)
despue´s de haber extra´ıdo un solo a´tomo para crear la monovacante, pero antes
de comenzar el proceso de optimizacio´n de las estructuras con Fireball’96. Las
letras denotan los a´tomos vecinos a aquel que hemos eliminado, y nos servira´n
para identificarlos en el nanotubo despue´s de que hayan alcanzado las posiciones
correspondientes a una configuracio´n de mı´nima energ´ıa tras la relajacio´n. Los
vecinos ma´s pro´ximos al a´tomo extra´ıdo son los a´tomos G (situado justo por
encima o por debajo), C y H. En la figura 3.11 podemos ver la zona central de los
nanotubos –una regio´n de seis capas alrededor de la vacante– una vez terminada
la relajacio´n (ya hemos mencionado que los ca´lculos para los nanotubos (5, 5) y
(7, 7) se han realizado con un nu´mero total de capas de 12 y 10, respectivamente;
mostramos u´nicamente la zona central para poder apreciar mejor los detalles de








































Figura 3.10: Estructuras de los nanotubos (5, 5) (a), (7, 7) (b) y (10, 10) (c) con una sola
vacante antes de la optimizacio´n de las estructuras.
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por el a´tomo extra´ıdo, y forma nuevos enlaces con el a´tomo G para saturar los
que la eliminacio´n del a´tomo ha dejado libres. En los tres tipos de nanotubos,
los a´tomos cercanos a la vacante adoptan una geometr´ıa similar, sin perturbar































Figura 3.11: Estructuras relajadas de los nanotubos (5, 5) (a), (7, 7) (b) y (10, 10) (c)
con una sola vacante.
El dia´metro de los nanotubos tambie´n se ve afectado por la presencia de
la monovacante, ya que en la zona donde se encuentra el defecto se produce
un hundimiento del tubo hacia el interior del mismo. Conforme nos alejamos
del defecto, el dia´metro aumenta por encima del valor ideal, y alcanza su valor
ma´ximo a una distancia de unos 5 A˚ de la monovacante. volviendo al dia´metro
de un nanotubo perfecto.
Nanotubo d ideal (A˚) d mı´nimo (A˚) d ma´ximo (A˚) ∆Emonovac (eV)
(5, 5) 7.13 6.75 7.4 16.62
(7, 7) 10.21 9.92 10.29 17.41
(10, 10) 14.01 13.96 14.86 17.42
Tabla 3.1: Nanotubos (5, 5), (7, 7) y (10, 10) con una monovacante: dia´metros de los
tubos ideales y comparacio´n en energ´ıas totales de la geometr´ıa relajada.
Para analizar la estabilidad de la monovacante para cada uno de los tubos,
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hemos calculado la siguiente diferencia de energ´ıas totales:
∆Emonovac ≡ |Eideal − (Emonovac + Eatomo) | (3.4)
donde Eideal es la energ´ıa total de un bloque de nanotubo ideal con el mismo
nu´mero de capas que el bloque que contiene el defecto, Emonovac es la energ´ıa
total del bloque de nanotubo con la monovacante, y Eatomo es la energ´ıa del
a´tomo libre. De este modo podemos comparar las energ´ıas de sistemas con dis-
tinto nu´mero de a´tomos. Las diferencias ∆Emonovac para cada tubo se muestran
tambie´n en la tabla 3.1.
La densidad de estados
Vamos ahora a analizar el efecto de una vacante en la estructura electro´nica
de los distintos nanotubos.
En las figuras 3.12, podemos ver la densidad de estados de los nanotubos
(5, 5), (7, 7) y (10, 10) con una monovacante despue´s de la relajacio´n. Esta den-
sidad de estados se ha calculado, como ya se explico´ en la seccio´n 1.2.3, para
un nanotubo infinitamente largo y con un u´nico defecto, a temperatura cero.
La figura (a) muestra la DOS total (normalizada con el nu´mero de a´tomos) del
nanotubo ideal (l´ınea punteada) y del nanotubo con vacante (l´ınea so´lida), y la
figura (b) recoge la LDOS de los a´tomos cercanos a la vacante; estos a´tomos son
los que, salvo en el caso del a´tomo H, presentan las mayores contribuciones a la
DOS total. Las posiciones finales y la configuracio´n electro´nica de los a´tomos C
y L (y G e I) son muy similares, y su LDOS es ide´ntica.
Los rasgos generales que encontramos en los tres tipos de nanotubos son: un
ligero aumento de la densidad de estados al nivel de Fermi (situado en cero en las
figuras), una disminucio´n de la misma en los picos asociados a las singularidades
de van Hove, y un redondeo del plateau alrededor del nivel de Fermi. Particular-
mente, los a´tomos C (y L) y G (e I) experimentan un notable incremento de su
LDOS en los extremos de dicho plateau, que es debido a la aparicio´n de nuevos
estados electro´nicos asociados a los dangling bonds que se crean al eliminar uno
de los a´tomos.
El nanotubo (10, 10), por su mayor dia´metro, es el que menos afectado se ve
por la perturbacio´n que supone la presencia del defecto.
Efectos en la conductancia
Los cambios en la DOS de los nanotubos son responsables de la perturba-
cio´n en la conductancia. En la figura 3.13 mostramos la conductancia de los tres
nanotubos con la monovacante ya relajada (l´ınea so´lida) y la de los tubos idea-
les (l´ınea punteada). Esta conductancia ha sido calculada, como explicamos en
3.2 DEFECTOS EN NANOTUBOS 103















































































































Figura 3.12: Efecto en la densidad de estados debido a la presencia de una u´nica mono-
vacante en los nanotubos (5, 5), (7, 7) y (10, 10): DOS/a´tomo del nanotubo ideal (l´ınea
punteada) y DOS/a´tomo del nanotubo con vacante (l´ınea so´lida) para los tubos (5, 5)
(a), (7, 7) (c) y (10, 10) (e). LDOS de los a´tomos ma´s significativos para (5, 5) (b), (7, 7)
(d) y (10, 10) (f).
104 CAPI´TULO 3 : DEFECTOS EN NANOTUBOS DE CARBONO
el cap´ıtulo 1, como la conductancia de un sistema formado por un bloque cen-
tral de nanotubo, que contiene el defecto, y dos electrodos simulados mediante
nanotubos ideales semi-infinitos.
El primer efecto es reducir –aunque so´lo ligeramente– el valor de la conduc-
tancia al nivel de Fermi. Si para nanotubos ideales el valor es de G/G0 = 2, los
nuevos valores de G para nanotubos con una monovacante aparecen recogidos
en la tabla 3.2, y oscilan entre el 1.96 G0 del (10, 10) y el 1.83 G0 del (5, 5). Los
caracter´ısticos “escalones” propios de la cuantizacio´n de la conductancia apa-
recen asimismo para valores distintos: El valor de G en el primer plateau, por
ejemplo, se reduce en un cuanto de conductancia en el caso del nanotubo (5, 5),
y esta reduccio´n va disminuyendo conforme aumenta el dia´metro de los nanotu-
bos estudiados (en el caso del (10, 10) disminuye u´nicamente en ∼ 0.5 G0); la
disminucio´n del valor de G en esos plateau es para todos los tubos mayor para
valores de energ´ıa por encima del nivel de Fermi.










































Figura 3.13: Efecto en la conductancia debido a la presencia de una u´nica monovacante
en los nanotubos (5, 5) (a), (7, 7) (b) y (10, 10) (c).
El incremento de la DOS en los extremos del plateau que rodea al nivel de
Fermi provoca depresiones en la conductancia para esos valores de energ´ıa, que
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son tanto ma´s acusadas cuanto menor es el dia´metro del tubo. La posicio´n y el
taman˜o de estas depresiones o dips difieren en gran medida de los calculados
mediante te´cnicas tight-binding [96] ; en esos ca´lculos, el dip aparece situado
justo sobre la posicio´n del nivel de Fermi, y supone una disminucio´n mucho mayor
de la conductancia, disminucio´n que en nuestros ca´lculos no llega a alcanzar 1
G0 para ninguno de los tres nanotubos estudiados. Esta diferencia sustancial se
debe a la pe´rdida de la simetr´ıa electro´n-agujero en un ca´lculo realista, que s´ı se
mantiene en los ca´lculos tight-binding.
Nanotubo G/G0 Gdefecto/Gideal
(5, 5) 1.83 0.915
(7, 7) 1.92 0.96
(10, 10) 1.96 0.98
Tabla 3.2: Nanotubos (5, 5), (7, 7) y (10, 10) con una monovacante: conductancia (en
unidades de 2e2/h) y relacio´n Gdefecto/Gideal.
3.2.4. La perturbacio´n generada por las divacantes
El siguiente paso es estudiar la influencia de las divacantes en las propiedades
electro´nicas de los nanotubos. Empezaremos estudiando co´mo se ve afectada la
geometr´ıa de los tubos.
El efecto en la geometr´ıa
Para ello debemos eliminar un segundo a´tomo en los nanotubos con la vacante
ya relajada, y existen tres posibilidades: quitar el a´tomo situado justo encima
(o debajo) del primer a´tomo eliminado, lo que dara´ lugar a lo que llamaremos
divacante vertical (figura (a) en 3.14), o eliminar uno de los dos a´tomos situados a
ambos lados de la vacante, con lo que obtendremos las divacantes lateral izquierda
y lateral derecha (figuras (b) y (c) en 3.14, respectivamente).
Tras eliminar dichos a´tomos pasamos de nuevo a buscar, utilizando Fire-
ball’96, las estructuras de mı´nima energ´ıa. Hemos empleado los mismos para´me-
tros (nu´mero de capas de la supercelda 6 , puntos especiales, paso de tiempo, ...)
que especificamos en el apartado anterior. El resultado de nuestras simulaciones
puede verse en las figuras 3.15, 3.16 y 3.17.
6Dado que, como veremos, las divacantes causan una perturbacio´n mucho mayor en los
tubos, parece que ser´ıa conveniente aumentar el nu´mero de capas incluidas en las simulaciones.
En realidad, el nu´mero de capas utilizadas es el mı´nimo para el que, por ejemplo, la deformacio´n
de las u´ltimas capas con respecto a las de un nanotubo ideal es muy pequen˜a en el caso de la
divacante. Por lo tanto, este nu´mero de capas sera´, con mayor motivo, igualmente va´lido para
el caso de la monovacantes, que provoca una perturbacio´n mucho menor.


























Figura 3.14: Nanotubo (5, 5), con una divacante vertical (a), lateral izquierda (b) y























Figura 3.15: Estructuras relajadas del nanotubo (5, 5), con una divacante vertical (a),
lateral izquierda (b) y lateral derecha (c).






















Figura 3.16: Estructuras relajadas del nanotubo (7, 7), con una divacante vertical (a),






















Figura 3.17: Estructuras relajadas del nanotubo (10, 10), con una divacante vertical (a),
lateral izquierda (b) y lateral derecha (c).
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Lo primero que observamos es que la ausencia de un segundo a´tomo provoca
una perturbacio´n mucho mayor en los nanotubos, que se deforman de manera
muy visible. Por supuesto, la deformacio´n decrece cuando el dia´metro del na-
notubo aumenta, as´ı que resulta mucho ma´s evidente para el (5, 5) que para el
(10, 10). Para los tres nanotubos llegamos a estructuras similares tras la relaja-
cio´n: Al igual que suced´ıa para la monovacante, los a´tomos vecinos al eliminado
tienden a acercarse para ocupar el lugar ocupado por aquel y poder formar en-
laces entre s´ı; se produce, adema´s, una depresio´n en la zona donde se encuentra
el defecto, que es mucho ma´s pronunciada en el caso de las divacantes laterales
(ver tabla 3.3). Las dos orientaciones laterales del defecto –derecha e izquierda–
llegan a una estructura de mı´nima energ´ıa equivalente, tal y como era de esperar.
El ca´lculo de la densidad de estados confirmara´ este hecho.
La divacante lateral resulta ser unos 2 eV ma´s estable que la divacante vertical
para todos los nanotubos estudiados (ver tabla 3.3). Esto nos llevara´ a incluir en
Nanotubo d ideal (nm) d mı´nimo (nm) d ma´ximo (nm) ∆ (eV)
(5, 5) lateral 7.13 6.64 7.26 6.5
(5, 5) vertical 7.13 7.05 7.22 4.3
(7, 7) lateral 9.87 9.41 10.91 6.7
(7, 7) vertical 9.87 9.73 9.98 4.8
(10, 10) lateral 14.01 13.36 14.56 6.7
(10, 10) vertical 14.01 13.93 14.03 4.2
Tabla 3.3: Nanotubos (5, 5), (7, 7) y (10, 10) con una divacante lateral y vertical: dia´me-
tros de los tubos ideales y ∆ para todas las estructuras relajadas.
nuestros ca´lculos de transporte posteriores, que explicaremos detalladamente en
el siguiente cap´ıtulo, u´nicamente divacantes laterales, ya que la aparicio´n de las
otras es mucho menos probable.
Para comparar la energ´ıa de formacio´n de las divacantes frente a la de las
monovacantes –el nu´mero de a´tomos en cada sistema es, de nuevo, diferente, y
no podemos comparar directamente las energ´ıas totales–, hemos procedido igual
que en el caso de la monovacante, calculando la diferencia entre la energ´ıa total
de un sistema ideal con el mismo nu´mero de capas que las utilizadas para el
ca´lculo del nanotubo con defecto, y la energ´ıa del nanotubo con la divacante que
hemos obtenido en el ca´lculo con Fireball’96 ma´s dos veces la energ´ıa del a´tomo
libre:
∆Edivac ≡ |Eideal − (Edivac + 2× Eatomo) | (3.5)
y hemos comparado esta diferencia de energ´ıa ∆Edivac con la ∆Emonovac que
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hab´ıamos calculado anteriormente:
∆ ≡ |∆Edivac − 2×∆Emonovac| (3.6)
Los resultados se recogen tambie´n en la tabla 3.3. De este modo podemos compa-
rar correctamente 2 ×∆Emonovac con ∆Ediv lat y ∆Ediv vert. Hemos encontrado
que la formacio´n de una divacante lateral es entre 6 y 7 eV ma´s estable, pa-
ra todos los tubos, que la formacio´n de dos monovacantes, y que la energ´ıa de
formacio´n de una divacante vertical es entre 4 y 5 eV menor que la anterior, tam-
bie´n para todos los tubos. Es decir, que segu´n nuestro ca´lculos, las divacantes
laterales son mucho ma´s estables que las divacantes verticales y, au´n en mayor
medida, que dos vacantes separadas entre s´ı.
La densidad de estados
Las figuras 3.18, y 3.19 muestran la DOS (total y local para los a´tomos
sen˜alados) de los tres nanotubos para los dos tipos de divacantes. Como hab´ıamos
predicho, las DOS correspondientes a las dos orientaciones de la divacante lateral
coinciden, como podemos comprobar en la figura 3.18, y por esta razo´n a partir
de este momento so´lo mostraremos la DOS (y la conductancia) de una de esas
dos orientaciones.
Para los dos tipos de divacantes (vertical y lateral) el efecto es similar, aunque
ma´s acusado, que el que encontra´bamos para la monovacante, ya que consiste
esencialmente en un aumento de la DOS en el plateau que rodea al nivel de
Fermi. Este aumento es, sin embargo, diferente para los dos tipos de divacantes,
ya que para la lateral encontramos para todos los tubos un aumento de la DOS
con una posterior disminucio´n para energ´ıas por encima del nivel de Fermi, y, en
el caso de la divacante vertical, so´lo se percibe claramente este aumento para el
nanotubo (10, 10). Este efecto se vera´ con mayor claridad cuando analicemos la
conductancia en el apartado siguiente.
En lo que respecta a la LDOS de los a´tomos vecinos a los eliminados, en
el caso de la divacante vertical nos encontramos con so´lo dos tipos de a´tomos
no equivalentes; de este modo, la LDOS con mayor contribucio´n a la DOS total
presenta u´nicamente dos formas distintas, la de la LDOS asociada a los a´tomos
A, B,E y F, y la asociada a los a´tomos C, D, G y H. Estas dos contribuciones se
van asemejando cada vez ma´s conforme aumenta el dia´metro de los tubos. En
la divacante lateral podemos diferenciar cuatro contribuciones distintas, cuyo
parecido entre s´ı tambie´n aumentara´ con el taman˜o de los tubos.
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Figura 3.18: Efecto en la densidad de estados debido a la presencia de las divacantes
vertical y lateral en el nanotubo (5, 5): DOS/a´tomo del nanotubo ideal (l´ınea punteada)
y DOS/a´tomo del nanotubo con la divacante (l´ınea so´lida) para la divacante vertical
(a), lateral izquierda (c) y lateral derecha (e). LDOS de los a´tomos ma´s significativos
para la divacante vertical (b), lateral izquierda (d) y lateral derecha (f).
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Figura 3.19: Efecto en la densidad de estados debido a la presencia de divacantes verti-
cal y lateral en los nanotubos (7, 7) y (10, 10). Las l´ıneas punteadas corresponden a la
DOS/a´tomo del nanotubo ideal; las l´ıneas so´lidas a la DOS/a´tomo asociada a la diva-
cante vertical para los tubos (7, 7) (a) y (10, 10) (c), y la divacante lateral para los tubos
(7, 7) (e) y (10, 10) (g). LDOS de los a´tomos ma´s significativos asociada a la divacante
vertical para los tubos (7, 7) (b) y (10, 10) (d), y a la divacante lateral para los tubos
(7, 7) (f) y (10, 10) (h).
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Efectos en la conductancia
Si tomamos ahora en consideracio´n el efecto causado en la conductancia
(figuras 3.20 para la divacante vertical y 3.21 para la lateral), encontramos que
es ma´s drama´tico que el producido en el caso de la monovacante.
La consecuencia ma´s general es el significativo descenso del valor de la con-
ductancia en el nivel de Fermi respecto al caso ideal, pero tambie´n encontramos
diferencias en cuanto al nu´mero y forma de los dips que aparecen:
En el caso de la divacante vertical, encontramos, para todos los tubos
estudiados, la aparicio´n en la conductancia de una gran depresio´n, que
alcanza su valor mı´nimo de ≈ 1 G0 muy cerca del nivel de Fermi, en el
caso de (5, 5), y a ≈ 0.2 eV por encima de EF para los nanotubos (7, 7) y
(10, 10).










































Figura 3.20: Efecto en la conductancia debido a la presencia de una divacante vertical
en los nanotubos (5, 5) (a), (7, 7) (b) y (10, 10) (c).
3.2 DEFECTOS EN NANOTUBOS 113
La perturbacio´n causada por la divacante lateral es au´n ma´s grande que la
que encontramos en el caso anterior, lo que se ve reflejado en el valor de
la conductancia al nivel de Fermi, mayor que el de la conductancia para la
divacante vertical.
En la conductancia como funcio´n de E para la divacante lateral tambie´n
aparece un dip para valores de energ´ıa ≈ 0.2 eV por encima del nivel de
Fermi, aunque de aspecto ma´s irregular que el que encontra´bamos en el
caso anterior. El valor mı´nimo de esta depresio´n es tambie´n ≈ 1 G0 para
todos los tubos.










































Figura 3.21: Efecto en la conductancia debido a la presencia de una divacante lateral en
los nanotubos (5, 5) (a), (7, 7) (b) y (10, 10) (c).
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El valor de G(Ef ) con una u´nica divacante vertical y lateral para los tres nano-
tubos, as´ı como la energ´ıa ganada por el sistema en cada caso, esta´n recogidos
en la tabla 3.4.
Nanotubo G/G0 Gdefecto/Gideal
(5, 5) lateral 1.09 0.545
(5, 5) vertical 1.00 0.5
(7, 7) lateral 1.24 0.62
(7, 7) vertical 1.27 0.635
(10, 10) lateral 1.40 0.7
(10, 10) vertical 1.60 0.8
Tabla 3.4: Nanotubos (5, 5), (7, 7) y (10, 10) con una divacante lateral y vertical: con-
ductancia (en unidades de 2e2/h) y relacio´n Gdefecto/Gideal.
3.3. Conclusiones
Hemos presentado en este cap´ıtulo el efecto que la presencia de mono- y di-
vacantes aisladas a temperatura cero producen en las propiedades de transporte
de nanotubos de carbono armchair de capa u´nica. En particular, hemos elegido
nanotubos con quiralidades (5, 5), (7, 7) y (10, 10).
El ana´lisis del transporte podemos dividirlo en dos partes. En la primera,
utilizando un co´digo de primeros principios con una base de orbitales localizados,
se han buscado las geometr´ıas ma´s favorables energe´ticamente para cada uno de
los nanotubos y para cada defecto; esto nos dara´ las posiciones ma´s estables de
los a´tomos, que se reordenan, formando enlaces entre s´ı, y tienden a ocupar el
espacio que ocupaba el el a´tomo eliminado. En esta primera etapa obtenemos la
base relajada de los nanotubos y el hamiltoniano efectivo tipo tight-binding del
sistema, que introduciremos en nuestro formalismo de funciones de Green para
calcular la densidad de estados y la conductancia de cada uno de los nanotubos
objeto de estudio; e´sta sera´ la segunda etapa del ana´lisis.
Nuestros resultados pueden resumirse en las siguientes conclusiones:
La presencia de las monovacantes altera so´lo muy de´bilmente la densidad
de estados –y, por tanto, la conductancia– de los nanotubos, principalmente
en el caso de nanotubos con mayor dia´metro. El valor de la conductancia
en el nivel de Fermi para cada uno de los tubos desciende, con respecto al
valor para un nanotubo ideal, entre un 2% para el (10, 10) y un 8.5 % para
el (5, 5).
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En el caso de las divacantes debemos distinguir entre las dos orientaciones
posibles, lateral y vertical. E´sta u´ltima es mucho menos estable (en torno
a unos 2 eV para los tres tipos de nanotubo) que la lateral, y por esa razo´n
no la hemos incluido en los ca´lculos posteriores de la conductancia de un
nanotubo con un mayor nu´mero de defectos.
La perturbacio´n producida por las divacantes es ma´s grande que la cau-
sada por las monovacantes. El valor de G(Ef ) para la divacante vertical
disminuye entre un 20 % para el (10, 10) y un 50 % para el (5, 5). Para la
divacante lateral esta disminucio´n es au´n mayor, y var´ıa entre un 30 % y
un 45.5 % para los nanotubos (10, 10) y (5, 5), respectivamente.
El uso de te´cnicas tight-binding para el ca´lculo de la estructura electro´nica
de los sistemas con defecto no es suficientemente realista; la pe´rdida de
la simetr´ıa electro´n-agujero provoca que el comportamiento de la conduc-
tancia para energ´ıas por debajo del nivel de Fermi sea diferente al que se
obtiene para valores superiores a e´se.
Una completa relajacio´n de la estructura es necesaria tambie´n para recoger
los efectos debidos a la reordenacio´n de los a´tomos hacia otras posiciones
ma´s estables; la eliminacio´n de uno o dos a´tomos da lugar a la aparicio´n de
enlaces que quedan libres, pero una adecuada optimizacio´n de la geometr´ıa
permite que algunos de esos enlaces se saturen, de modo que la estructura
electro´nica del nanotubo con defecto antes y despue´s de la relajacio´n sera
muy diferente, y determinara´ que sus propiedades de transporte tambie´n
lo sean.





En el cap´ıtulo anterior hemos estudiado la perturbacio´n que un solo defecto
causa en la estructura ato´mica y electro´nica de un nanotubo infinito , provocan-
do, en consecuencia, cambios en sus propiedades de transporte.
El presente cap´ıtulo esta´ ahora dedicado a estudiar el transporte electro´nico
en nanotubos con distintas concentraciones de defectos; particularmente, ana-
lizaremos co´mo el scattering producido por un pequen˜o nu´mero de divacantes
puede, en las condiciones adecuadas, cambiar el re´gimen de transporte desde el
bal´ıstico, propio de un nanotubo ideal, a uno de localizacio´n fuerte de Anderson,
caracter´ıstico de sistemas mesosco´picos con desorden.
Recordaremos, en primer lugar, en que´ consiste y bajo que´ condiciones po-
demos esperar la presencia de un re´gimen localizado en sistemas mesosco´picos.
A continuacio´n, estudiaremos co´mo los defectos que analiza´bamos en el cap´ıtulo
anterior, y que aparecen de manera habitual en nanotubos de carbono, pueden
ocasionar un cambio en el re´gimen de transporte de los nanotubos, dando lugar
a una variedad de feno´menos de gran intere´s desde el punto de vista de la f´ısica
mesosco´pica ma´s fundamental. Veremos, adema´s, que la localizacio´n en los na-
notubos provoca un espectacular cambio en las propiedades de transporte de los
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mismos, y que para conseguir su rendimiento o´ptimo en distintas aplicaciones
tecnolo´gicas es esencial controlar el nu´mero y la naturaleza de los defectos que
se producen durante los procesos de s´ıntesis y de manipulacio´n.
4.1. Transporte en sistemas mesosco´picos
Comenzaremos esta seccio´n explicando que´ se entiende por localizacio´n y
cua´les son las caracter´ısticas ma´s importantes de este re´gimen.
Para situar la localizacio´n en un contexto ma´s general, continuaremos recor-
dando cua´les son los diferentes reg´ımenes de transporte que podemos encontrar
en sistemas mesosco´picos, y cua´les son las condiciones bajo las cuales se presenta
uno u otro. Veremos co´mo en los nanotubos de carbono se dan las condiciones
necesarias para que el feno´meno de la localizacio´n este´ efectivamente presente en
ellos.
Tambie´n veremos que los sistemas unidimensionales son especialmente sen-
sibles a los efectos del desorden, y estudiaremos la manera correcta de calcular
las magnitudes relevantes para el ana´lisis del transporte en estos sistemas tan
especiales.
Y, finalmente, resumiremos los indicios de la presencia del feno´meno de la
localizacio´n en los nanotubos que se han encontrado hasta la fecha.
4.1.1. Localizacio´n y reg´ımenes de transporte
La localizacio´n de Anderson
La localizacio´n es un feno´meno que puede aparecer en un amplio rango de
sistemas, dentro de los cuales se encuentran los sistemas mesosco´picos. El factor
que determina su aparicio´n es, como veremos a lo largo de este cap´ıtulo, la
presencia de desorden [97].
El transporte electro´nico en sistemas mesosco´picos se describe, cuando el gra-
do de desorden en dichos sistemas es pequen˜o, mediante la teor´ıa cuasi-cla´sica
de Bloch-Boltzmann. Sin embargo, cuando el desorden se hace muy grande, esta
teor´ıa deja de tener validez, y aparecen ciertos efectos que son, en cierta manera,
“anti-intuitivos”. Uno de ellos es, por ejemplo, que la relacio´n dρ/dT se hace ne-
gativa (donde ρ es la resistividad del sistema, y T la temperatura), al contrario
de lo que sucede para sistemas con scattering de´bil (en los que la resistividad
siempre aumenta con la temperatura). Este tipo de comportamientos “ano´malos”
(como dρ/dT < 0) aparece en sistemas desordenados de baja dimensionalidad,
tales como pel´ıculas delgadas o cables, siempre que la temperatura sea suficien-
temente baja (ver, por ejemplo, los reviews [98,99]). El desorden es, tambie´n, un
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factor relevante en sistemas en tres dimensiones, ya que juega, aparentemente,
un importante papel en la transicio´n metal-semiconductor [97].
En realidad, cuando el desorden es suficientemente grande puede aparecer
en los sistemas mesosco´picos un nuevo re´gimen, en el que se producen efectos
muy diferentes a los predichos por la teor´ıa cuasi-cla´sica: Este re´gimen es el
conocido como re´gimen de localizacio´n (fuerte) de Anderson. La idea ba´sica
de este re´gimen es que un desorden suficientemente fuerte puede localizar un
estado [97]: La envolvente de la funcio´n de onda correspondiente a ese estado
decaera´, generalmente de forma exponencial, a distancias alejadas del centro de
localizacio´n.
El concepto de localizacio´n se introdujo por vez primera en el trabajo de
pionero de Anderson [97], en el que el autor estudiaba la ausencia de transmi-
sio´n de los electrones en una red con algu´n tipo de desorden aleatorio, y en la
que el transporte se produc´ıa a trave´s de saltos entre sitios localizados. Tradi-
cionalmente se pensaba que el scattering por medio de un potencial aleatorio
produc´ıa la pe´rdida de coherencia de fase de la onda Bloch, pero se consideraba
que la funcio´n de onda permanec´ıa extendida a trave´s del sistema. En su modelo
sencillo, Anderson introdujo el desorden variando aleatoriamente la energ´ıa de
unos sitios a otros, y demostro´ que, si el desorden era suficientemente fuerte, se
pod´ıa evitar completamente la difusio´n de los electrones a trave´s de la red. En
general, la funcio´n de onda se localizar´ıa, y decaer´ıa de forma exponencial con
la distancia. La localizacio´n de los estados electro´nicos se debe, por lo tanto, a
las interferencias que se producen entre las funciones de onda electro´nicas al ser
parcialmente reflejadas –y transmitidas– por cada centro de scattering.
La idea de que la resistencia de sistemas 1D desordenados crece exponen-
cialmente con la longitud de los mismos ha estado presente desde entonces
[17, 19, 100–107], y se ha demostrado rigurosamente que, para cualquier grado
de desorden, en sistemas 1D todos los estados esta´n localizados [100, 101].
Thouless [108], adema´s, estudio´ la localizacio´n en cables largos no unidimen-
sionales, y encontro´ que la localizacio´n 1D se manifiesta no solamente en sistemas
“matema´ticamente unidimensionales”, sino tambie´n en cables realistas delgados
(con una pequen˜a seccio´n eficaz). Sus conclusiones, adema´s, pusieron de mani-
fiesto que es necesario tener en cuenta el efecto de la temperatura finita para
poder explicar satisfactoriamente los experimentos.
Reg´ımenes de transporte. Longitudes caracter´ısticas
En el estudio del transporte en sistemas mesosco´picos se distinguen distintos
reg´ımenes –entre ellos, el de localizacio´n–, que determinan el comportamiento
del sistema y sus propiedades electro´nicas.
Se suelen definir, adema´s, unas longitudes, caracter´ısticas del movimiento
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electro´nico, que ayudan a determinar el re´gimen de transporte en el que puede
encontrarse un sistema mesosco´pico. Las de mayor intere´s en nuestro caso son
[109]: la longitud de relajacio´n del momento, Lm, que es la distancia que recorre
un electro´n antes de perder su momento inicial 1; la longitud de coherencia
de fase, Lφ. que se puede definir como la longitud a lo largo de la cual un
electro´n conserva la mayor parte de su fase 2; y la longitud de localizacio´n L0,
que puede interpretarse como la extensio´n del estado localizado . Por supuesto,
L, la longitud del sistema que estemos considerando, es tambie´n una magnitud
relevante.
En general, para clasificar los distintos reg´ımenes de transporte debemos dis-
tinguir, primeramente, entre los casos en los que aparecen feno´menos de cara´cter
mecano-cua´ntico y los que no:
En el llamado re´gimen cla´sico, LΦ  L , y la coherencia de la fase de
las funciones de onda electro´nicas se pierde debido a choques de cara´cter
inela´stico 3; en este re´gimen podemos, por lo tanto, ignorar la naturaleza
ondulatoria de los electrones, y, con ella, las interferencias que se producen
entre sus funciones de onda. En este re´gimen, el sistema obedece la ley de
Ohm, y la resistencia al paso de los electrones es proporcional a la longitud
L que e´stos recorren.
Si los efectos inela´sticos no son importantes (de modo que la coherencia
de fase se mantiene a lo largo del sistema), la resistencia en el cable es-
tara´ controlada por la propagacio´n de los electrones coherentes, y el sistema
entrara´ en lo que se conoce como re´gimen de difusio´n cua´ntica. En funcio´n
del grado de desorden existen varios reg´ımenes dentro de este caso:
  Si no existe ningu´n mecanismo de scattering, es decir, si L  LΦ , Lm,
se considera que el sistema se encuentra en un re´gimen de transporte
bal´ıstico. En ese caso, tal y como vimos en la seccio´n 3.1.3 para un
nanotubo ideal, la conductancia al nivel de Fermi vendra´ dada por
G = G0M , donde M es el nu´mero de canales en el nivel de Fermi
(dos para el nanotubo ideal), y G0 es el cuanto de conductancia.
1El electro´n, a lo largo de esa longitud, ira´ perdiendo en sucesivos choques con centros de
scattering parte de su momento, y es al final de este recorrido cuando podremos considerar que
su momento es diferente al que tenia inicialmente. En ocasiones esta longitud se conoce como
recorrido libre medio
2U´nicamente centros de dispersio´n dina´micos (tales como fonones, o impurezas esta´ticas
con un grado de libertad interno) son capaces de cambiar la fase del electro´n. Los centros de
dispersio´n esta´ticos, como defectos del tipo de los que hemos estudiado en el cap´ıtulo anterior,
so´lo contribuira´n a cambiar el momento.
3Es en este re´gimen donde se encontrar´ıan los sistemas del tipo liquido de Luttinger.
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  Si L0 < L < Lφ
4, el sistema entrara´ dentro del re´gimen localizado
–fuerte– de Anderson.
El re´gimen de localizacio´n de Anderson se caracteriza, como ya hemos adelanta-
do, por el crecimiento exponencial de la resistencia con la longitud del sistema.
A partir de ahora centraremos nuestra atencio´n en el feno´meno de la localiza-
cio´n fuerte, que bajo ciertas condiciones se hace presente, como veremos, en los
nanotubos de carbono.
La longitud de localizacio´n L0 suele expresarse en te´rminos de Lm como
L0 = M Lm, donde M es el nu´mero de canales. Esto explica por que´ es tan
dif´ıcil encontrar el re´gimen localizado en metales normales, ya que el nu´mero de
canales de estos sistemas suele ser muy grande. Sin embargo, como ya hemos
visto (3.1.3), M = 2 para los nanotubos de carbono, lo que explica, junto con
la evidencia de que la longitud de coherencia de fase de los nanotubos puede
llegar a ser de hasta una micra [77–79], la presencia de estados localizados en los
mismos.
4.1.2. Desorden en sistemas unidimensionales.
Ca´lculo de promedios
En sistemas macrosco´picos la resistividad ρ –y, por lo tanto, la conductividad
σ, su magnitud inversa– no depende, en general, ni de la longitud del cable ni
del voltaje aplicado, sino u´nicamente del material. Cuando el taman˜o del cable
es comparable a las longitudes caracter´ısticas asociadas al movimiento de los
electrones (definiremos las ma´s importantes en la siguiente seccio´n), ρ –y con
ella σ– se vuelven dependientes de la longitud debido a efectos cua´nticos: Efec-
tivamente, en el re´gimen cua´ntico los electrones se comportan como ondas, y
pueden sufrir interferencias dependiendo de las condiciones de contorno y de las
impurezas presentes en el material. En estos sistemas, la transmisio´n a trave´s
de centros de scattering esta´ticos dependera´ (al igual que en un sencillo modelo
unidimensional de varias barreras de potencial situadas en posiciones aleatorias)
de la energ´ıa con la que incide el electro´n y de la distancia entre los centros de
dispersio´n [110]. Debido a la naturaleza ondulatoria de los electrones, la resisten-
cia total R del sistema (R ∼ ρL, siendo L la longitud del sistema) no se puede
calcular simplemente sumando las resistencias debidas a cada barrera, sino que
habra´ que an˜adir un te´rmino de interferencia; al aumentar el nu´mero de centros
dispersores, este te´rmino no aditivo en la resistencia se traducira´ en la dependen-
cia exponencial de la misma con la longitud del sistema, que podremos expresar
4Para que la localizacio´n pueda detectarse en los experimentos es necesario que L sea del or-
den de ≈ 3-10 L0, de modo que el te´rmino exponencial que gobierna la ca´ıda de la conductancia
no sea demasiado pequen˜o.
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como
R ∼ R0 e
L
L0 (4.1)
donde R0 es el cuanto de conductancia, L la longitud del sistema y L0 la longitud
de localizacio´n.
Una de las caracter´ısticas ma´s especiales del estudio de sistemas mesosco´picos
con desorden es que resulta muy dif´ıcil predecir de manera universal algunas de
sus propiedades basa´ndonos simplemente en el comportamiento de un sistema
concreto. Como acabamos de mencionar , la transmisio´n en estos sistemas es
altamente dependiente de la energ´ıa del electro´n incidente y de la posicio´n de
los centros dispersores en cada sistema. Por lo tanto, para cada configuracio´n
particular de defectos –y para cada electro´n con una energ´ıa dada– la transmisio´n
podra´ adoptar formas muy distintas y sera´, en principio, imposible de predecir,
salvo que conozcamos de manera exacta la distribucio´n de las barreras que se
oponen a la difusio´n de los electrones en el sistema.
Por lo tanto, se hace necesario realizar un estudio estad´ıstico de sistemas
que presenten las misma caracter´ısticas “macrosco´picas” (por ejemplo, la misma
concentracio´n y el mismo tipo de defectos), pero con diferentes caracter´ısticas
“microsco´picas” (como distinta distribucio´n de los mismos). Estos conceptos son,
como vemos, similares a los de las colectividades que se utilizan en Meca´nica Es-
tad´ıstica, y llamaremos a partir de ahora colectividad a un conjunto de sistemas
(en nuestro caso sera´n los nanotubos de carbono) con la misma concentracio´n de
defectos pero con diferente distribucio´n de los mismos.
La figura 4.1 muestra el logaritmo de la transmisio´n para un sistema 1D
con desorden como funcio´n de la energ´ıa. Los agudos picos que se observan, y
que son caracter´ısticos de sistemas desordenados, tienen su origen en estados
resonantes “atrapados” dentro del sistema debido al desorden. En un sistema
desordenado, los niveles de energ´ıa no se extienden a lo largo de todo el sistema,
sino que tienden a localizarse en una regio´n determinada. Dado que la funcio´n
de onda presenta un decaimiento exponencial, la probabilidad de la misma de
escapar de ese estado mediante el “tuneleo” hacia otra regio´n es muy pequen˜a,
de modo que tendremos una energ´ıa resonante de la forma ∆E = e
− l
L0 , donde l
es la distancia al borde ma´s pro´ximo. Si los electrones que inciden en el sistema
tienen una energ´ıa comprendida en el rango ∆E, pueden “tunelear” a alguna de
esas resonancias, con lo que su probabilidad de transmisio´n se incrementar´ıa en
gran medida.
La alta sensibilidad de la transmisio´n a la configuracio´n particular de un sis-
tema en una dimensio´n se traduce en fuertes fluctuaciones de la resistencia [110],
que no disminuyen con la longitud del sistema. Hemos de tener en cuenta, por
lo tanto, que, si para un sistema concreto la resistencia R se calcula simple-
mente como el inverso de la conductancia G, los promedios de G y R no esta´n
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Figura 4.1: Coeficiente de transmisio´n para un modelo 1D desordenado de tipo tight-
binding, calculado por Pendry [110].
relacionados de la misma manera, ya que
R¯ 6= 1/G¯ . (4.2)
De hecho, la media del la resistencia esta´ dominada por valores muy grandes
de R, mientras que la media de la conductancia esta´ dominado por valores muy
pequen˜os de R. Adema´s, si analizamos las resistencias de una muestra formada
por un nu´mero elevado de sistemas unidimensionales desordenados veremos que
obedece a una distribucio´n de tipo ln-normal [110]. Por lo tanto, las medias de
R y de 1/R estara´n dominadas por una fraccio´n muy pequen˜a de las resistencias
de la muestra y, adema´s, dado que ln(R) presenta una distribucio´n normal, es
la magnitud ln(R) (y sus momentos) la que es relevante para el estudio de las
propiedades del sistema relacionadas con la transmisio´n. Por lo tanto, la teor´ıa
relacionada con el feno´meno de la localizacio´n ha estado siempre relacionada con
ln(R) en vez de con R (por ejemplo, [104, 106]). E´se es el motivo por el que,
en nuestros ca´lculos, no debemos promediar sobre las conductancias de nuestros
nanotubos, sino que tendremos que calcular, en primer lugar, las resistencias
asociadas a cada una de ellas, y hacer el promedio sobre los logaritmos de estas
resistencias.
4.1.3. Localizacio´n en nanotubos
Desde que en 1998 se realizaran las primeras medidas de la conductancia [111]
sobre un nanotubo multicapa telesco´pico, muchos han sido los intentos, tanto
experimentales como teo´ricos, para determinar los reg´ımenes de transporte en los
que podr´ıan hallarse los nanotubos de carbono. La posibilidad de que el re´gimen
de localizacio´n estuviera presente en los nanotubos de carbono ha sido, tambie´n
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desde un principio, objeto de discusio´n y de ana´lisis. Distintos experimentos y
ca´lculos teo´ricos han presentado indicios de un comportamiento no lineal de la
resistencia de los nanotubos con la longitud de los mismos. En muchos casos,
sin embargo, los experimentos se han realizado bien sobre grupos de nanotubos
(es decir, las medidas no se han tomado sobre nanotubos aislados) [112, 113],
bien sobre nanotubos de capa mu´ltiple extendidos telesco´picamente [114]. Sin
embargo, en uno de los pocos experimentos realizados sobre nanotubos de capa
u´nica, Kong et al [85] encontraron evidencias claras de transporte coherente y de
interferencias entre las funciones de onda electro´nicas, que se manifestaban en
fluctuaciones de la conductancia como funcio´n de la energ´ıa de Fermi. Para varios
valores de energ´ıa se encontraron resonancias con ondas estacionarias en tubos
de longitud finita, as´ı como estados localizados, que los autores atribuyeron a la
presencia de imperfecciones.
Ca´lculos teo´ricos [115–117] se han esforzado en predecir el re´gimen de trans-
porte de los nanotubos en presencia de distintos tipos de desorden; los resultados
de todos estos estudios han sido dispares, y ninguno ha resultado concluyente.
Medir la resistencia de nanotubos aislados a lo largo de un mismo nanotubo
no es algo en absoluto sencillo, y de ah´ı la dificultad para obtener conclusiones
claras. Las primeras evidencias experimentales definitivas del comportamiento no
lineal de la resistencia como funcio´n de la longitud de los tubos (caracter´ıstico
de la localizacio´n) fueron publicadas en 2002 por Pedro J. de Pablo et al [89].
Nuestros colaboradores experimentales desarrollaron una novedosa te´cnica que
les permitio´ caracterizar las propiedades de transporte electro´nico de nanotubos
aislados de capa u´nica, midiendo la resistencia en diferentes puntos a lo largo
del mismo nanotubo 5. El experimento muestra un inequ´ıvoco comportamiento
no lineal de la resistencia de los tubos frente a la longitud de los mismos, que se
atribuye a la presencia de centros de scattering, y que son una clara evidencia
de transporte coherente de los electrones a lo largo de los nanotubos.
Sin embargo, han sido necesarios ma´s experimentos, as´ı como simulaciones
teo´ricas de las medidas experimentales, para acabar de demostrar la presencia
del re´gimen localizado en los nanotubos y poder cuantificar, adema´s, el grado de
desorden necesario para su aparicio´n [86].
El trabajo teo´rico que aqu´ı se presenta se desarrollo´ en gran medida de forma
paralela a estos u´ltimos experimentos, por lo que explicaremos en primer co´mo
se realizaron y que´ resultados se obtuvieron, antes de explicar de forma detallada
los ca´lculos que contribuyeron a aclararlos.
5En la seccio´n 4.2.1 explicaremos ma´s detalladamente el me´todo experimental.
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4.2. El transporte en nanotubos con defectos:
El nanotubo (10, 10)
En el presente cap´ıtulo analizaremos los resultados obtenidos para el nano-
tubo de tipo (10, 10), compara´ndolos con los datos experimentales encontrados
por nuestros colaboradores para tubos de las mismas caracter´ısticas. El esquema
que hemos utilizado es el mismo que seguiremos ma´s adelante para analizar los
nanotubos del tipo (5, 5) y (7, 7); por eso dedicaremos las secciones 4.2.2, 4.2.4
y 4.2.1 al estudio del (10, 10), y nos limitaremos en la seccio´n 4.3 a estudiar
las modificaciones que el dia´metro del tubo introduce en las propiedades de la
conductancia.
Empezaremos, como ya hemos adelantado, resumiendo el experimento lle-
vado a cabo por nuestros colaboradores y las conclusiones que se siguen de los
resultados de sus medidas.
Continuaremos explicando de que´ manera introducimos los defectos en nues-
tros ca´lculos teo´ricos; empezaremos con el transporte a temperatura cero y es-
tudiaremos co´mo var´ıa la conductancia con la longitud de los tubos y co´mo se
han de calcular los promedios para obtener un comportamiento “universal” de la
resistencia, va´lido para cualquier distribucio´n de defectos. Estos ca´lculos iniciales
nos proporcionara´n algunas caracter´ısticas muy interesantes de la conductancia;
son rasgos propios del transporte en sistemas a baja temperatura, que no se
observan generalmente en los experimentos, ya que e´stos suelen realizarse a tem-
peraturas relativamente altas. Veremos co´mo un ana´lisis realista requiere realizar
una estad´ıstica sobre colectividades o grupos de nanotubos con la misma densi-
dad de defectos pero cuya distribucio´n sea distinta para los distintos nanotubos
que forman el grupo.
Posteriormente veremos co´mo afecta la temperatura a las conductancias cal-
culadas para cada tubo, y calcularemos nuevamente la conductancia promedio
para cada colectividad con una concentracio´n de defectos concreta. El estudio de
la variacio´n de la conductancia con la energ´ıa en funcio´n del nu´mero de defectos
nos dara´ las claves para entender por que´ las caracter´ısticas fluctuaciones de la
conductancia que encontramos a temperatura cero no aparecen a temperatura
finita y, por tanto, no se reflejan tampoco en las medidas experimentales.
Finalmente, en la seccio´n 4.4 compararemos de forma detallada nuestros
ca´lculos con los resultados experimentales y veremos las posibles aplicaciones
que desde el punto de vista tecnolo´gico pueden obtenerse de nuestras conclusio-
nes.
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4.2.1. El experimento
Ya hemos mencionado que los primeros ca´lculos que realizamos nos llevaron a
la idea de que el re´gimen de transporte de nanotubos con defectos pod´ıa no ser un
re´gimen de tipo o´hmico, sino ma´s bien uno en el que la conductancia tuviera una
dependencia exponencial con la longitud de los tubos. Estas primeras impresiones
nuestras se vieron reforzadas por los experimentos [86,89] realizados por el grupo
de Julio Go´mez, en el Departamento. de F´ısica de la Materia Condensada de
la Universidad Auto´noma de Madrid. Explicaremos a continuacio´n brevemente
co´mo se llevaron a cabo las medidas de las resistencias.
El dispositivo experimental, mostrado en la figura 4.2a, consta de un sustrato
aislante conectado a un electrodo macrosco´pico de Au, que se usa como electrodo
fijo; el otro electrodo lo constituye una punta meta´lica de AFM (microscopio de
fuerzas ato´micas). Esta punta permite medir la curva de la corriente frente al
voltaje (I−V ) en funcio´n de la longitud de un nanotubo, definida por la distancia
entre el electrodo fijo de Au y la punta meta´lica (o electrodo mo´vil). Todas las
medidas se realizaron a temperatura ambiente.
Figura 4.2: Imagen AFM de un nanotubo de carbono de capa u´nica adsorbido sobre un
sustrato aislante y conectado a un electrodo de Au. Inset: Esquema del dispositivo expe-
rimental, que muestra la punta meta´lica del microscopio AFM, el electrodo macrosco´pico
de Au, el nanotubo y el circuito utilizado en las medidas.
El procedimiento seguido para medir la conductancia de los nanotubos es el
siguiente: En primer lugar, se selecciona un nanotubo meta´lico de capa u´nica de
entre todos los que aparecen en la muestra (figura 4.2), y se obtiene la corres-
pondiente curva I−V para distintas distancias a lo largo del tubo. De esa curva
se determina la resistencia a bajos voltajes (LVR) a lo largo del tubo, ajustando
una l´ınea recta a los datos alrededor del voltaje cero. De esta manera se obtiene
una curva R(L) para cada nanotubo estudiado. Este me´todo de medida de la
resistencia asegura durante todo el proceso de toma de datos un contacto o´ptimo
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entre la punta AFM y el nanotubo, ya que el dispositivo experimental permite
variar de forma controlada la fuerza aplicada sobre el nanotubo, consiguiendo el
contacto o´ptimo sin deformar ni dan˜ar de ningu´n modo el nanotubo.
Tras esta primera caracterizacio´n se bombardea la muestra, en sucesivas dosis,
con un haz de iones Ar+ con una energ´ıa de 120 eV. Despue´s de cada dosis
de irradiacio´n se caracteriza de nuevo el mismo nanotubo, y se obtienen las
correspondientes curvas R(L) para cada dosis de irradiacio´n (figura 4.3) .
a) b)
Figura 4.3: Gra´fica semi-logar´ıtmica de la resistencia a bajos voltajes frente a la longitud
del nanotubo para un nanotubo de capa u´nica de dia´metro 1.4 nm, (a) antes y (b) despue´s
de de las cuatro dosis de irradiacio´n consecutivas.
En todos los nanotubos as´ı caracterizados (hasta un total de 14 nanotubos),
las curvas R(L) mostraban un comportamiento no lineal, t´ıpico de un re´gimen
localizado. La resistencia a bajos voltajes se ajusto´, por tanto, a una funcio´n de
la forma





donde Rc es la resistencia de contacto (que en este caso es de ≈50 kΩ, un valor
habitual cuando se usan electrodos de Au); R0 = 1/G0 = h/2e
2, la inversa del
cuanto de conductancia; y L0 es una longitud caracter´ıstica que ma´s tarde sera´ la
que conozcamos como longitud de localizacio´n .
Del ajuste de los datos experimentales a esa funcio´n puede determinarse, para
cada nanotubo y para cada dosis de irradiacio´n, el valor de L0. Tenemos que
distinguir, sin embargo, entre la L0 obtenida para el nanotubo antes de irradiar,
que llamaremos (L0)inic , y la que calculamos despue´s de cada bombardeo con
Ar+, que denominaremos (L0)def . El motivo es que nos interesa conocer la
dependencia de la conductancia del nanotubo con la concentracio´n de defectos,
y, como desconocemos el nu´mero y la naturaleza de los defectos inicialmente
presentes en el nanotubo, hemos de eliminar su contribucio´n a la resistencia
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medida: De este modo, la ca´ıda en la conductancia medida tras cada irradiacio´n
sera´ so´lo debida a los defectos creados por el choque con los iones de Ar+. Para
eliminar el efecto de las impurezas creadas en el nanotubo durante su proceso de
s´ıntesis hemos utilizado la regla de Matthiessen 6:
1/(L0)tot = 1/(L0)inic + 1/(L0)def (4.4)
As´ı, 1/(L0)tot sera´ la longitud de localizacio´n calculada directamente a partir de
la resistencia medida, y utilizando la ecuacio´n 4.4 podremos obtener la 1/(L0)def
para varias concentraciones de defectos, siempre sobre el mismo nanotubo.
En la seccio´n 4.4 haremos una comparacio´n de los resultados experimentales
con los ca´lculos teo´ricos, y veremos de que´ modo podemos estimar la eficiencia
del bombardeo con Ar+ en nu´mero de defectos creados.
4.2.2. La inclusio´n de los defectos en los nanotubos
Comenzaremos por explicar el procedimiento que hemos usado para simular
los defectos creados por la irradiacio´n con Ar+ en el nanotubo.
Tipos de defectos incluidos
En el cap´ıtulo anterior estudia´bamos la perturbacio´n que distintos tipos de
defectos estructurales (vacantes y divacantes) causan en nanotubos aislados. De
las simulaciones con Fireball’96 y de los resultados obtenidos en el ca´lculo de
la conductancia para un u´nico defecto en un nanotubo infinito llega´bamos a las
conclusiones siguientes:
El descenso en la conductancia producido por una monovacante era mucho
menor, para todos los tubos, que el producido por las divacantes, ya fueran
laterales o verticales.
En el caso de las divacantes, las laterales resultan ser, en todos los casos,
mucho ma´s estables (≈ 2 eV) que las verticales.
Por estos motivos, hemos decidido utilizar u´nicamente divacantes laterales –en
sus dos posibles orientaciones, izquierda y derecha– en nuestros ca´lculos para
nanotubos con distintas distribuciones de defectos. Para ello, cada vez que in-
troducimos un nuevo defecto en el nanotubo a lo largo del cual vamos a calcular
6La regla de Matthiessen permite separar y estudiar de forma independiente distintas con-
tribuciones a la resistencia de un material, cuando las posibles causas de scattering no esta´n
relacionadas entre s´ı y son, por tanto, independientes unas de otras. Esto se traduce en la suma
de las resistencias en serie producidas por cada contribucio´n .
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la conductancia, elegimos, de manera aleatoria, una de las dos posibles orienta-
ciones de la divacante. Como ya vimos, las dos orientaciones causaban el mismo
efecto en la densidad de estados, y, por tanto, en la conductancia; con nuestros
ca´lculos hemos comprobado que, como era de esperar, se obtienen los mismos
valores utilizando las dos orientaciones que si u´nicamente utiliza´ramos una sola.
En cuanto a la presencia de monovacantes, es evidente que un ca´lculo realista
exige incluirlas junto con las divacantes, en la misma proporcio´n en la que apare-
cen en los experimentos. Sin embargo, no existen datos ni simulaciones teo´ricas,
para todas las quiralidades que hemos estudiado, que indiquen la proporcio´n en
la que se encuentran los distintos tipos de defectos; el sistema utilizado para
crecer las muestras y para crear los defectos es fundamental para determinar
el tipo de impurezas que pueden presentar los nanotubos. Hemos realizado, sin
embargo, ca´lculos de la conductancia para el nanotubo (10, 10) incluyendo mono-
vacantes en la misma proporcio´n que divacantes, y hemos llegado a la conclusio´n
de que la ca´ıda en la conductancia producida por una monovacante frente a
la divacante es tan pequen˜a que no altera el resultado de manera significativa.
En la seccio´n 4.2.6 presentamos, asimismo, ca´lculos realizados para el nanotubo
(10, 10) incluyendo so´lo monovacantes, si bien en una concentracio´n muy eleva-
da. Compararemos los resultados obtenidos con los que hemos encontrado para
las divacantes, y veremos que su no inclusio´n esta´ perfectamente justificada. En
el caso de los dema´s nanotubos estudiados, la diferencia en la disminucio´n de G
provocada por la monovacante frente a la causada por la divacante es au´n mayor,
por lo que el efecto de incluir monovacantes en nuestros ca´lculos sera´ au´n menos
acusado.
Distribucio´n de los defectos en el nanotubo
En esta seccio´n vamos a explicar co´mo hemos distribuido los defectos en los
nanotubos. Conviene aclarar que nuestros “observables”, o magnitudes carac-
ter´ısticas para cada nanotubo, son el nu´mero de defectos, N , y la distancia media
entre ellos, d. Estas dos magnitudes determinan la concentracio´n (o densidad) de
defectos en un nanotubo dado. Para simplificar el procedimiento, hemos mante-
nido un nu´mero ma´ximo fijo de defectos, para todos los nanotubos estudiados,
y hemos variado la distancia media d entre ellos.
El nu´mero ma´ximo de defectos que podemos introducir en nuestros ca´lculos
ha sido fijado por problemas de precisio´n: Para densidades de defectos muy bajas,
esto es, para d muy grandes, comprobamos que, al aumentar el nu´mero de defec-
tos, el error introducido por la falta de precisio´n del ca´lculo se iba acumulando, y
esto daba lugar a desviaciones de la curva G vs N del comportamiento real 7. De
7Para asegurarnos de que esta desviacio´n es fruto u´nicamente de la falta de precisio´n del
ca´lculo en nanotubos muy largos hemos realizado diversas pruebas, entre ellas, calcular la
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acuerdo con estos ca´lculos, y para las densidades de defectos estudiadas, hemos
comprobado que 25 defectos eran suficientes para conseguir la convergencia de
nuestros resultados.
Los defectos se introducen en cada tubo de manera aleatoria; es decir, para
una d fija, las distancias entre dos defectos en un mismo tubo pueden ser muy
distintas entre s´ı, pero la distancia media de todas ellas sera´ siempre la misma
para todos los nanotubos pertenecientes al mismo grupo o colectividad. Por lo
tanto, nanotubos con la misma distancia media entre defectos y con el mismo
nu´mero de ellos pueden tener longitudes diferentes. Es necesario calcular una
conductancia media –realizando un promedio de las conductancias de un nu´mero
suficientemente grande de tubos–, as´ı que la longitud particular de cada tubo no
sera´ una magnitud relevante, sino que lo que nos interesara´ sera´ la longitud


















Figura 4.4: Esquema que muestra la inclusio´n de los defectos en un nanotubo. En cada
paso i se introduce un bloque con defecto ci (adema´s de un cierto nu´mero de capas
ideales), y se calcula la conductancia entre el sistema L¯ = L+ci, donde L es el electrodo
de la izquierda, y el electrodo de la derecha, consiguiendo as´ı una curva G(i) para la
conductancia G en funcio´n de los defectos introducidos. T es la perturbacio´n o hopping
entre los bloques de nanotubo, como explicamos en el cap´ıtulo 1.
En la figura 4.4 podemos ver un esquema que muestra nuestro sistema para
conductancia de un mismo nanotubo de dos maneras: Proyectando los bloques de nanotubo
hacia la izquierda (modo usual) y hacia la derecha; el nu´mero de defectos para el cual el valor
de ambas conductancias empezaba a mostrar diferencias significativas es el que hemos tomado
como l´ımite superior para nuestro ca´lculos
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el ca´lculo de la conductancia. Como contactos hemos simulado nanotubos idea-
les semi-infinitos, cuyas propiedades electro´nicas se han calculado utilizando la
te´cnica de decimacio´n explicada en el apartado 1.2.3. Como ya vimos en la sec-
cio´n 1.2.3, para unir el semi-infinito ideal con el resto del nanotubo calculamos la
funcio´n de Green de la superficie del semi-infinito y la introducimos –utilizando
la ecuacio´n de Dyson– en la funcio´n de Green de volumen del siguiente bloque de
nanotubo. De este modo vamos an˜adiendo nuevos bloques de nanotubo, ideales
o con el defecto, hasta alcanzar el otro contacto, que es otro tubo ideal semi-
infinito. Cada vez que introducimos un nuevo bloque con defecto se calcula la
conductancia, de modo que al final del ca´lculo tenemos una curva G vs N de la
conductancia en funcio´n del nu´mero de defectos. Este procedimiento nos permite
calcular la conductancia de tubos muy largos, de hasta varias micras de longitud,
de una manera ra´pida y eficiente.
Los bloques de nanotubo con defecto son los bloques “relajados” que he-
mos obtenido en la simulacio´n con Fireball’96. As´ı, el defecto estara´ inmerso en
un bloque de 12, 10 o 6 capas, segu´n se trate de un nanotubo (5, 5), (7, 7) o
(10, 10). Las distancias entre estos bloques se eligen de manera aleatoria para
cada tubo, bien en el momento del ca´lculo de la conductancia, bien de acuerdo a
una secuencia previamente calculada (esto nos permitira´, por ejemplo, calcular,
para una configuracio´n de defectos dada, el valor de la conductancia para dis-
tintas energ´ıas). Tambie´n de forma aleatoria se determina la rotacio´n alrededor
del eje del tubo que se aplica a cada defecto. En la figura 4.4, por ejemplo, las
divacantes situadas en los bloques c1 y c2 corresponden a distintas rotaciones.
Las rotaciones no introducen cambios sustanciales en la conductancia: Para una
distribucio´n de defectos fija existen, por supuesto, diferencias en el valor de la
conductancia calculada rotando las divacantes o deja´ndolas siempre en la mis-
ma posicio´n en torno al eje del tubo; pero, para un conjunto de distribuciones
aleatorias de defectos, si calculamos la conductancia para todos los tubos con y
sin rotar los defectos, la conductancia promedio de las conductancias para cada
tubo pra´cticamente no var´ıa.
Para poder comparar con el experimento, y dado que una configuracio´n con-
creta de los defectos determina un valor final de G distinto al de otra configu-
racio´n, para cada densidad fija de defectos hemos calculado una conductancia
media como la media de las conductancias de un nu´mero muy elevado (≈ 100) de
nanotubos, con la misma densidad de defectos. Este nu´mero tan elevado de na-
notubos es necesario para garantizar que nuestro promedio de logaritmos es, en
realidad, una media fiable. Para establecer este nu´mero, empezamos calculando
la media para una muestra pequen˜a de nanotubos, que fuimos aumentando hasta
que comprobamos que an˜adir ma´s nanotubos no alteraba el valor del promedio.
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4.2.3. El transporte a temperatura cero
Como ya hemos dicho, hemos empezado por estudiar el transporte a tempe-
ratura cero, para, una vez entendido e´ste, completar nuestro ana´lisis an˜adiendo
los efectos de temperatura finita .
Ca´lculo de la conductancia para una densidad fija
Antes de analizar el transporte para distintas densidades de defectos vamos
a explicar de que´ manera hemos realizado los ca´lculos para una distancia media
d entre defectos dada. Una vez fijado el nu´mero ma´ximo de defectos (que de
ahora en adelante sera´ siempre de 25 para el nanotubo (10, 10)) y la distancia d,
calculamos la conductancia en funcio´n del nu´mero de defectos para un conjunto
de≈ 100 tubos (introduciendo, como explica´bamos en la seccio´n 1.2.3 del cap´ıtulo
1, y en la seccio´n anterior, un bloque con defecto en cada paso, y calculando
la conductancia entre el nanotubo semi-infinito con los defectos y el electrodo
de la derecha); en cada uno de esos nanotubos los defectos esta´n situados –y
rotados– de manera diferente, pero en todos ellos se mantiene la misma distancia
media d. Para poder comparar directamente nuestros resultados con las medidas





















Figura 4.5: a) Conductancia en funcio´n del nu´mero de defectos para nanotubos (10, 10)
con d = 75.5 nm y parte (≈ 60) del total de distribuciones de defectos calculadas. b)
Logaritmo de las resistencias correspondientes a las distribuciones de defectos de a). La
l´ınea negra gruesa es el promedio en logaritmos, calculado como se explico´ en la seccio´n
4.1.2. La zona sombreada en gris delimita la dispersio´n –calculada como la desviacio´n
cuadra´tica media– respecto al promedio.
experimentales de la resistencia hemos calculado, adema´s de la conductancia para
cada configuracio´n de defectos, el logaritmo neperiano de su resistencia, esto es,
ln(R/R0) = ln[1/(G/G0)], donde el factor 1/2 adicional proviene del ajuste al
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nu´mero de canales del nanotubo en el nivel de Fermi (y que ya encontra´bamos
en la ecuacio´n 4.3.)
La figura 4.5 (en la pa´gina anterior) muestra la conductancia (a) y el loga-
ritmo de las resistencias (b) a temperatura cero como funcio´n del nu´mero de
defectos para aproximadamente la mitad de los ≈ 100 nanotubos (10, 10) que
hemos estudiado. En cada uno de ellos se han introducido 25 defectos segu´n dis-
tintas secuencias aleatorias; la distancia media entre los defectos para todos los
casos es de d = 75,5 nm. Para cada una de las curvas ln(2R/R0) vs N de la figura
4.5b hemos utilizado el mismo color que para la curva G vs N correspondiente a
la misma distribucio´n de divacantes.
La figura muestra una gran dispersio´n en los valores de las conductancias (y,
por tanto, en los logaritmos de sus resistencias). Esta dispersio´n (que aparece
sen˜alada en la figura 4.5b con un sombreado gris) nos indica que, a temperatura
cero, la conductancia –y por tanto la resistencia– de los nanotubos resulta ser
muy sensible a la configuracio´n particular de los defectos presentes en cada nano-
tubo. Para mostrar con claridad esta extrema dependencia en la distribucio´n de
los defectos hemos seleccionado en la figura 4.6 algunas de las curvas de la figura
4.5. En esta figura podemos apreciar las fuertes fluctuaciones de cada curva en el
valor de G (o de ln(2R/R0)), que son distintas para cada configuracio´n aleatoria
de defectos, y que demuestran la elevada sensibilidad de la conductancia a las
caracter´ısticas particulares de cada nanotubo.



























Figura 4.6: a) Conductancia en funcio´n del nu´mero de defectos para nanotubos (10, 10)
con d = 75.5 nm y distintas distribuciones de defectos. b) Logaritmo de las resistencias
correspondientes a las distribuciones de defectos de a).
Por lo tanto, es necesario hacer un tratamiento estad´ıstico, que nos permita
promediar todas las posibles configuracio´n de defectos –o sobre un nu´mero sig-
nificativo de ellas– para extraer un comportamiento general de la conductancia
que no dependa de la distribucio´n concreta de las imperfecciones de un nanotu-
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bo. Para calcular dicho promedio sobre el conjunto de ≈ 100 nanotubos con la
misma d entre defectos, tendremos que tener en cuenta lo explicado en la seccio´n
4.1.2, y realizar el promedio no sobre las conductancias, sino sobre el logaritmo












, N ≈ 100 (4.5)
El promedio as´ı calculado se muestra tambie´n en la figura 4.5b, y presenta un
claro comportamiento exponencial como funcio´n del nu´mero de defectos, N, de los
tubos (o, equivalentemente, de su longitud L). Este comportamiento exponencial,
caracter´ıstico de sistemas con localizacio´n fuerte de Anderson, concuerda con los
resultados obtenidos en los experimentos.
El transporte con distintas densidades de defectos para T = 0
Hemos analizado el transporte en los nanotubos para densidades de defectos
muy variadas. El procedimiento que hemos seguido ha sido el siguiente: Hemos
seleccionado –para el ca´lculo a temperatura cero– diez distancias medias d, com-
prendidas entre 2.9 nm y 75.5 nm 8, y hemos calculado para cada d, de la manera
que explicamos en la seccio´n anterior, el promedio en los logaritmos de las re-
sistencias sobre ≈ 100 configuraciones distintas de defectos compatibles con esa
d.
La figura 4.7a muestra los promedios de ln(2R/R0) as´ı calculados, como
funcio´n del nu´mero de defectos, para las diez distancias medias entre divacantes
escogidas. Para todas las densidades de defectos que hemos estudiado se observa
el claro comportamiento exponencial con la longitud de los nanotubos t´ıpico de
la localizacio´n de Anderson.
Al igual que se hizo con los datos experimentales, podemos entonces ajustar






equivalente a 4.3 salvo por la eliminacio´n del te´rmino asociado a la resistencia
de contacto. De esta manera podremos calcular la longitud de localizacio´n L0,
para cada densidad dada de divacantes. En la figura 4.7b hemos representado,
8Como veremos en la seccio´n siguiente, el ca´lculo incluyendo el efecto de la temperatura
requiere un esfuerzo computacional mucho mayor, por lo que el nu´mero de densidades distintas
para las que se ha calculado la conductancia se ha reducido a la mitad.
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como funcio´n de d, los valores de L0 calculados. Encontramos que existen dos
reg´ımenes diferentes, segu´n la densidad de defectos presentes en el nanotubo:
Para valores de d superiores a 5 nm, L0 depende linealmente de d, de la
forma 4,1 × d; dado que la longitud de localizacio´n nos proporciona una
medida de la extensio´n del estado localizado, la relacio´n 4,1 × d puede
interpretarse como que, para ese rango de densidades, el estado localizado
se extiende aproximadamente sobre una zona que comprende ≈ cuatro
defectos.
Para valores pequen˜os de d, es decir, para altas densidades de divacantes,
el valor de L0 no es lineal con d, y tiende a saturarse para un valor de L0 ≈
23 nm.
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Figura 4.7: a) Promedios de ln(2R/R0) para distintas d a T = 0. b) Valores de L0,
calculados mediante la expresio´n 4.6, en funcio´n de d.
Este comportamiento lineal de L0 para 75,5nm > d > 5 nm nos permite pre-
decir la longitud de localizacio´n para densidades comprendidas en ese rango.
De esta manera podremos comparar nuestros resultados con los obtenidos ex-
perimentalmente para la longitud de localizacio´n, ya que en los experimentos la
concentracio´n de defectos se encuentra siempre por debajo de ≈ 0.15 %, por lo
que estamos dentro del rango en el que el L0 es lineal con d.
Podemos concluir, por lo tanto, que nuestros ca´lculos a temperatura cero co-
rroboran la presencia de un re´gimen de localizacio´n fuerte de Anderson incluso
en nanotubos con concentraciones pequen˜as de divacantes, confirmando as´ı los
resultados experimentales. Sin embargo, hemos querido completar nuestro estu-
dio del transporte en nanotubos incluyendo el ana´lisis de los efectos introducidos
por la temperatura. Presentamos dicho ana´lisis en la seccio´n que sigue a conti-
nuacio´n.
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4.2.4. Efectos de la temperatura
El ana´lisis que hemos realizado introduce los efectos de temperatura finita
de una manera muy sencilla: Despreciando el efecto del scattering debido a los
fonones 9, consideraremos que la temperatura simplemente ensanchara´ la ventana
de energ´ıa con la que los electrones son “inyectados” en el nanotubo, por lo que
el ca´lculo de la conductancia no podra´ ahora limitarse al nivel de Fermi.
La ventana te´rmica
A temperatura cero, la conductancia G para un voltaje infinitesimal se calcula
simplemente evaluando la conductancia diferencial, g(E), en el nivel de Fermi,
Ef . Sin embargo, al introducir una cierta temperatura T finita, la ventana de
energ´ıa con la que “inyectamos” los electrones en el nanotubo ahora sera´ del
orden de kBT (es decir, unos 25 meV a temperatura ambiente): Para T 6= 0, la
funcio´n de distribucio´n de Fermi ya no sera´ una funcio´n escalo´n, como sucede
a temperatura cero (ver figura 4.8), sino una funcio´n ma´s suave, cambiando
as´ı la probabilidad de ocupacio´n de los estados por encima y por debajo del
nivel de Fermi y permitiendo que haya ma´s estados accesibles. Por lo tanto, para
















es la funcio´n de distribucio´n de Fermi, kB es la constante de Boltzmann, y T
la temperatura. De esta manera, para el ca´lculo de G a T finita sera´ necesario
conocer, en primer lugar, el valor de la conductancia diferencial g(E) para cada
valor de la energ´ıa; y, posteriormente, hacer un promedio en energ´ıas sobre todos
ellos, incluyendo un cierto peso, que sera´ precisamente la variacio´n de la funcio´n
de distribucio´n de Fermi con la energ´ıa.
9A temperatura ambiente y bajos voltajes, el u´nico mecanismo de scattering relevante en un
nanotubo ideal son los fonones acu´sticos, ya que la energ´ıa de excitacio´n de los fonones o´pticos
se situ´a alrededor de ≈ 150meV , por lo que su emisio´n a temperatura ambiente y V = 0 no
es posible, y su inclusio´n no resulta relevante en nuestro ana´lisis. Los fonones acu´sticos, con
energ´ıas de excitacio´n mucho ma´s bajas, presentan sin embargo un recorrido libre medio mucho
ma´s grande que nuestras distancias medias entre defectos, lo que justifica tambie´n su exclusio´n
del ca´lculo [77,78,118,119]. Esto nos permite considerar que los electrones se comportan como
electrones independientes, y la conductancia total podra´ calcularse simplemente como la suma
de las contribuciones de cada electro´n inyectado con una energ´ıa dentro del rango de la ventana
te´rmica kBT.
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Figura 4.8: Funcio´n de distribucio´n de Fermi como funcio´n de /µ (donde  es la energ´ıa
y µ el potencial qu´ımico) para cuatro temperaturas diferentes. La transicio´n a los estados
ocupados se suaviza al aumentar la temperatura.
El promedio en energ´ıas
Como acabamos de decir, para calcular la conductancia a temperatura finita
hemos de promediar, con un peso −∂fT (E)/∂E, el valor de g(E) para un con-
junto de energ´ıas del orden de la ventana kBT (ecuacio´n 4.7). Este promedio en
la energ´ıa es un promedio diferente al que explicamos en la seccio´n 4.1.2. En este
caso, la integral de la ecuacio´n 4.7 nos obliga a promediar sobre la conductancia
diferencial g(E), y no sobre los logaritmos de las resistencias asociadas. Por lo
tanto, deberemos primero calcular, para una configuracion de defectos dada, la
conductancia diferencial g evaluada para todos los valores E de la energ´ıa com-
prendidos en la ventana te´rmica kbT definida por la temperatura; y, una vez que
tengamos ese conjunto de conductancias {g(E)} –correspondientes todas ellas a
la misma secuencia particular de defectos– calcularemos la conductancia media
GT promedia´ndolos con un cierto peso tal como indica la ecuacio´n 4.7.
Por lo tanto, en nuestros ca´lculos a temperatura finita deberemos hacer dos
promedios distintos: El primero, en energ´ıas, nos permitira´ obtener para cada T
la conductancia GT de un nanotubo con una configuracion concreta de defectos.
Esto habremos de repetirlo para cada nanotubo i con distinta distribucio´n de
divacantes que queramos estudiar. De este modo tendremos, para un nu´mero sig-
nificativo de configuraciones distintas de defectos, la conductancia GiT asociada
a cada nanotubo i para la temperatura T. En un segundo paso, calcularemos
el logaritmo de la resistencia asociada a cada una de esas conductancias medias
GiT , para poder realizar, de la misma forma que hac´ıamos para el caso de
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T = 0, un promedio sobre los logaritmos ln(2RiT /R0)
10.
Por este motivo, el ca´lculo de la conductancia a temperatura ambiente resulta
mucho ma´s costoso desde el punto de vista computacional que el ca´lculo a
T = 0: Para una T finita no so´lo hemos de realizar –para cada d– un promedio
sobre un nu´mero suficiente de nanotubos distintos, sino que, para cada uno de
esos nanotubos, hemos de calcular la conductancia, no so´lo a E = Ef , sino para
un rango de valores E ∈ [Ef − kbT,Ef + kBT ].
Antes de continuar con el ana´lisis del transporte a distintas temperaturas y
para distintas densidades de defectos vamos a tratar un feno´meno interesante
que aparecera´ para temperaturas suficientemente altas: La cancelacio´n de las
fluctuaciones presentes a T = 0.
La cancelacio´n de las fluctuaciones
En la figura 4.9 mostramos, para dos nanotubos con distinta distancia me-
dia entre divacantes, el valor de g(E) para dos diferentes nu´meros de defectos
(15, l´ınea negra continua, y 25, l´ınea roja rayada). En cada una de las dos d
mostradas, la configuracio´n particular de los defectos es la misma para los 15
primeros defectos introducidos (es decir, las dos curvas mostradas en la figura
4.9a corresponden a la misma secuencia aleatoria de defectos, con la diferencia
de que en la l´ınea continua la conductancia se ha calculado hasta un nu´mero
de 15 defectos, mientras que para la l´ınea discontinua se han seguido an˜adiendo
divacantes hasta alcanzar el nu´mero ma´ximo de 25 defectos; de la misma manera
se ha procedido para calcular las curvas de la figura 4.9b).
Para todos los casos encontramos fuertes fluctuaciones (no´tese el cambio de
varios o´rdenes de magnitud en el valor de g(E)) de la conductancia diferencial g
con el valor de la energ´ıa: Esto es una clara indicacio´n del cara´cter localizado de
los estados electro´nicos. Si comparamos las gra´ficas a) y b), podemos ver tambie´n
que g(E) depende fuertemente de la distancia d entre defectos: A mayor d (y,
por tanto, a mayor longitud de los tubos), las fluctuaciones son mayores. Para
una misma distancia media ente defectos, las fluctuaciones tambie´n aumentan
con el nu´mero de defectos introducido.
Pero el hecho de que la conductancia de cada electro´n fluctu´e con el nu´mero
de defectos no es nuevo: Ya lo hab´ıamos encontrado en el ana´lisis del transporte
a temperatura cero, en el que comprobamos que la conductancia era altamente
10En el caso de T 6= 0, calculamos el promedio en energ´ıas y posteriormente tomamos el
logaritmo de su inversa; es decir, estamos calculando el logaritmo de la resistencia media. En el
caso de T = 0, tomamos primero el logaritmo de la inversa de cada conductancia y realizamos la
media despue´s, con lo que calculamos la media de los logaritmos de cada resistencia. No´tese que
los dos promedios otorgan el mayor peso a contribuciones diferentes: En el caso del promedio
sobre las conductancias, son los valores ma´s grandes de las mismas los que se ven reforzados;
en el caso de los logaritmos de las resistencias sucede al contrario.
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Figura 4.9: Conductancia diferencial para dos nanotubos de carbono con distancias me-
dias entre defectos de a) d= 45.4 nm y b) d = 75.5 nm. Para cada d se han representado
dos curvas, que corresponden a 15 (l´ınea so´lida) y a 25 (l´ınea punteada) defectos. El
rango de energ´ıas representado en las gra´ficas es menor que la ventana de energ´ıas a
temperatura ambiente (25 meV).
sensible a la distribucio´n particular de imperfecciones en cada nanotubo. El efecto
interesante que introduce ahora la temperatura es que esas fluctuaciones son
tambie´n distintas para electrones con distinta energ´ıa (como tambie´n se aprecia
en las gra´ficas de la figura 4.9).
La conductancia medida experimentalmente a temperatura ambiente, que
sera´ nuestra conductancia GT para T = 300 K, tendra´ la contribucio´n de un ele-
vado nu´mero de electrones; sin embargo, las fuertes fluctuaciones caracter´ısticas
de la conductancia diferencial g(E) asociada a cada electro´n no estara´n presentes
en nuestra conductancia media GT , ya que habra´n sido suavizadas al calcular
la integral 4.7, esto es, al promediar sobre todo el rango de las energ´ıas de los
electrones; para ello, es necesario que este rango de energ´ıas kBT en el cual es-
tamos integrando sea lo suficientemente amplio –o, lo que es equivalente, que la
temperatura T sea suficientemente grande–.
La energ´ıa te´rmica introducida por esa temperatura T define una dispersio´n
en el momento de los electrones ∆k = kBT/~vF ≡ 1/LT , donde vF es la ve-
locidad de Fermi y LT es la denominada longitud de localizacio´n te´rmica. La
condicio´n LT ≤ L0 define el re´gimen para el cual la fase de los electrones –y
sus correspondientes conductancias– que recorren esa distancia L0 cambia de
manera significativa a lo largo de esa ventana de energ´ıas. Si la ventana es sufi-
cientemente grande, las fases de cada electro´n sera´n muy distintas unas de otras,
y, por lo tanto, tambie´n lo sera´ su contribucio´n a la conductancia, por lo que
el promedio de todos ellos no contendra´ las fluctuaciones que s´ı aparecen en las
conductancias individuales.
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Por lo tanto, la condicio´n L0/LT ≥ 1 define una condicio´n sobre la tempera-
tura Tc ≥ (~vF /kB) /L0. A esa temperatura cr´ıtica Tc, las fluctuaciones habra´n
desaparecido para un nanotubo con una longitud de localizacio´n L0. Un ana´lisis
cuantitativo de la cancelacio´n de las fluctuaciones con la temperatura para cada
densidad de defectos se presenta ma´s adelante.
Sin embargo, la temperatura no afecta, como veremos a continuacio´n, al com-
portamiento exponencial caracter´ıstico de la localizacio´n fuerte de Anderson, ya
que la condicio´n esencial para que se produzca la localizacio´n es que la longi-
tud de coherencia de fase, Lφ, sea mucho mayor que la longitud de localizacio´n
L0. Los nanotubos meta´licos ideales (sin ningu´n tipo de defectos estructurales
u otras impurezas) presentan un comportamiento bal´ıstico para distancias de
varias micras; esto es una muestra de que la interaccio´n de los electrones con los
fonones acu´sticos –que representan la u´nica fuente de scattering a bajos voltajes
y temperatura ambiente– no es un mecanismo de desfasaje relevante en nues-
tro caso [77, 78, 118, 119], ya que la distancia d entre defectos (y, por tanto, la
longitud de localizacio´n L0) sera´ en los casos estudiados mucho menor que la
longitud de coherencia de fase LΦ. El principal efecto de la temperatura es, por
tanto, cancelar las fluctuaciones presentes para bajas temperatura, y, a bajos
voltajes, so´lo contribuira´, como veremos, a aumentar la extensio´n de los estados
localizados con respecto a la calculada para T = 0.
El transporte a T finita para distintas densidades de defectos
Vamos, pues, a calcular la conductancia a temperaturas distintas de cero,
utilizando la expresio´n 4.7, para distintas de defectos.
Lo primero que hemos de hacer es calcular, para una d dada, la conductancia
asociada a una distribucio´n concreta de defectos para valores de la energ´ıa en un
rango entre −kBT y +kBT. Dadas las fuertes fluctuaciones en el valor de g(E),
el nu´mero de puntos (o grid) de energ´ıas utilizado para el ca´lculo debe de ser
lo suficientemente grande para que no perdamos precisio´n al hacer la integral.
En general hemos empezado dividiendo el intervalo [−kBT,+kBT] en 2
9 valores
de la energ´ıa 11 equiespaciados, y calculado la conductancia para cada uno de
esos valores. Esto es suficiente si queremos calcular la conductancia para tem-
peraturas superiores a 10 K; para el ca´lculo a temperaturas ma´s bajas tenemos
que afinar au´n ma´s el grid, cosa que hemos hecho en sucesivas iteraciones hasta
que hemos alcanzado la convergencia al aumentar suficientemente el nu´mero de
puntos utilizados para calcular la integral.
11Comenzamos dividiendo el intervalo de energ´ıas en dos subintervalos, y hemos repetido el
proceso en cada uno de los intervalos creados hasta alcanzar la convergencia en el valor de la
conductancia; de ah´ı la forma de expresar el nu´mero de puntos del grid de energ´ıas como una
potencia de 2
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La figura 4.10 muestra la evolucio´n con la temperatura de la resistencia de
un nanotubo con una configuracio´n dada de defectos para tres densidades signi-
ficativas (correspondientes a distancias medias entre divacantes de d = 16.3 nm
(a), d = 37.6 nm (b) y d = 75.5 nm (c)). A temperatura cero (l´ınea negra), como
era de esperar, las fluctuaciones en la resistencia son muy fuertes. La subida la
temperatura provoca un efecto espectacular: A medida que T aumenta, las fluc-
tuaciones se suavizan, de modo que a temperatura ambiente (la temperatura a la
que se realizan los experimentos) pra´cticamente han desaparecido. Sin embargo
se mantiene en todo momento la dependencia exponencial con la longitud del
tubo, muestra de que la temperatura preserva la localizacio´n de Anderson en los
nanotubos, incluso a temperatura ambiente.
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Figura 4.10: Dependencia con la temperatura de la resistencia para un nanotubo con a)
d = 16.3 nm, b) d = 37.6 nm y c) d = 75.5 nm.
En esa misma figura podemos comprobar asimismo que una temperatura
relativamente baja, de ≈ 20 K para d = 75.5 nm, de entre 20 y 50 K para d
= 37.6 nm, y de algo mayor que ≈ 50 K para d = 16.3 nm, es suficiente para
cancelar la mayor parte de las fluctuaciones. Este resultado explica adema´s por
que´ las fluctuaciones no aparecen en las medidas experimentales. Este efecto de
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la temperatura se produce para cada una de las configuraciones aleatorias de
defectos que hemos estudiado, como se puede comprobar en la figura 4.11, que
recoge, para una distancia d = 75,5nm, la evolucio´n con la temperatura de la
conductancia para tres configuraciones diferentes de defectos.
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Figura 4.11: Dependencia con la temperatura de la resistencia para distintas configura-
ciones de defectos con d = 75.5 nm.
Para poder comparar directamente la enorme diferencia que existe entre las
resistencias a T = 0 y a T ambiente, hemos representado en la figura 4.12 la
resistencia a T = 0 (a) y T = 300 K (b) para varias distribuciones aleatorias de
defectos, correspondientes todas ellas a una distancia media entre ellos d=75.5
nm (utilizando, de nuevo, el mismo color para identificar curvas correspondientes
a la misma configuracio´n de defectos).
Como se aprecia claramente en las gra´ficas, a temperatura ambiente, la re-
sistencia de los nanotubos es muy poco sensible a la distribucio´n particular de
las divacantes presentes en cada uno de ellos, al contrario de lo que sucede para
T = 0, en la que las curvas presentan fuertes fluctuaciones que dependen de la
posicio´n concreta que ocupen las divacantes en el nanotubo. Por este motivo,
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las curvas de la resistencia a temperatura ambiente esta´n muy pro´ximas al valor
medio de todas las configuraciones calculadas (l´ınea negra punteada en la figura




























Figura 4.12: Resistencias para diferentes configuraciones aleatorias de defectos en nano-
tubos con d = 75.5 nm a temperaturas a) T = 0 y b) T = 300 K.
4.12b), mientras que para T = 0 existe una mayor dispersio´n entre todas las
resistencias calculadas, que hemos estimado para cada valor de T mediante el
ca´lculo de la desviacio´n t´ıpica respecto a la media de todos los casos estudiados,
y sen˜alada en las figuras con un sombreado gris. Dado que la dispersio´n en los
valores de las resistencias individuales a T ambiente es mucho ma´s pequen˜a que
la encontra´bamos para temperatura cero (no´tese que las escalas de las gra´ficas
son distintas), el nu´mero de configuraciones calculadas necesarias para obtener
un promedio significativo es, por tanto, mucho menor (≈ 15) que las ≈ 100 que
necesita´bamos para alcanzar la convergencia en el promedio para T = 0.
La longitud de localizacio´n a T finita
Ya hemos mencionado que el ca´lculo de conductancias a temperatura finita
requiere un esfuerzo computacional mucho mayor que el necesario para realizar
los ca´lculos a temperatura cero. El motivo es que, para T = 0, basta con calcular
la conductancia u´nicamente al nivel de Fermi para cada configuracio´n de diva-
cantes, mientras que para T finita es necesario calcular la conductancia para un
mı´nimo de 29 (512) valores de energ´ıa adicionales para cada distribucio´n de de-
fectos. Por ese motivo hemos limitado el estudio del transporte con temperatura
a cinco densidades representativas de defectos; las distancias medias que hemos
elegido esta´n comprendidas entre d=10.1 nm y d=75.5 nm.
La figura 4.13a muestra nuestros ca´lculos para el valor medio de la resistencia
a temperatura ambiente como funcio´n de la longitud del nanotubo para las d
elegidas; el valor medio ha sido calculado de la manera habitual, promediando
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sobre los valores del logaritmo de la resistencias para cada una de las ≈ 15
configuraciones aleatorias distintas de defectos calculadas para cada d dada. A
temperatura ambiente, la resistencia se ajusta a un curva “universal” para todas
las densidades de defectos si la representamos como funcio´n de divacantes N (y
no como funcio´n de la longitud total de los tubos, L). Si ajustamos ahora cada
una de esta resistencias promedio a la ecuacio´n 4.6, podemos obtener, para cada
d, el valor “teo´rico” de la longitud de localizacio´n L0.
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Figura 4.13: a) Promedios de ln(2R/R0) para distintas d a temperatura ambiente. b)
Valores de L0, calculados mediante la expresio´n 4.6, en funcio´n de d.
En la gra´fica de la derecha, figura 4.13b, mostramos los valores de L0 as´ı cal-
culados como funcio´n de d a temperatura ambiente. Hemos encontrado que L0
var´ıa linealmente con d, y su coeficiente de proporcionalidad a temperatura am-
biente es de N0 = 8.5: L0 ≈ 8,5 d. Si seguimos el mismo procedimiento para
calcular las longitudes de localizacio´n a otras temperaturas, encontraremos que,
para cada una de ellas, L0 var´ıa linealmente con d con distintos coeficientes de
proporcional, que decrecen con la temperatura; en realidad, encontramos que,
para T > 16–65 K, L0 esta´ ya muy pro´ximo a su valor a temperatura ambiente.
La cancelacio´n de las fluctuaciones: Estudio de la temperatura cr´ıtica
Ya hemos visto que una de las consecuencias ma´s espectaculares del efecto
de introducir una T finita es la cancelacio´n de las fuertes fluctuaciones que se
observan en la conductancia para T = 0, y que se puede apreciar claramente en
las figuras 4.10, 4.11 y 4.12. Hemos querido analizar con ma´s detalle a que´ tem-
peratura concreta podemos considerar que las fluctuaciones han sido canceladas
pra´cticamente en su totalidad, para cada densidad de defectos.
Para ello hemos procedido de la siguiente manera: Dado que, a temperatura
ambiente, podemos considerar que las fluctuaciones han desaparecido por com-
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pleto, hemos tomado como referencia la resistencia R(L) a T = 300 K, y hemos
reescalado los valores de R(L) a otras temperaturas con respecto a ese valor. En
la figura 4.14a mostramos la resistencia reescalada para d = 75.5 nm para una
configuracio´n particular de defectos (la que analizamos en la figura 4.10), des-
pue´s de haber sustra´ıdo a cada curva el valor en L. Hemos realizado este ca´lculo
para todas las distribuciones aleatorias de defectos y hemos calculado para cada
una de ellas la desviacio´n cuadra´tica media (σ) con respecto a la media de R(L)
a T ambiente. El promedio final de σ sobre todas las configuraciones se muestra
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Figura 4.14: a) Resistencias –a distintas temperaturas– escaladas con respecto a la re-
sistencia a temperatura ambiente, para una distribucio´n aleatoria de defectos con d =
75.5 nm. b) Desviacio´n cuadra´tica media (σ como funcio´n de la temperatura para tres
densidades diferentes de divacantes.
en la figura 4.14b. Las curvas siguen una tendencia general: Cuanto ma´s alta es
la temperatura a la que se calcula la conductancia, ma´s ra´pidamente se produce
la cancelacio´n de las fluctuaciones. Asimismo, estas fluctuaciones decrecen tanto
ma´s ra´pidamente cuanto menor es la densidad de defectos (esto es, para mayor
d). En la figura 4.10 podemos ver a partir de que´ nu´mero de defectos desapa-
recen las fluctuaciones para cada d : para d = 75.5 nm, las fluctuaciones son
pequen˜as para T mayor que una temperatura cr´ıtica TC ≈ 15 K; para d = 37.6
nm, TC ≈ 32 K, y, para d = 16.3 nm, TC ≈ 65 K. Por tanto, la temperatura a
la cual las fluctuaciones desaparecen escala de forma inversamente proporcional
a la distancia media entre defectos d. Para entender este comportamiento, tene-
mos que tener en cuenta que, a la temperatura cr´ıtica TC , la longitud te´rmica
LT deber´ıa ser del orden de la longitud de localizacio´n L0 (que, como es vis-
to, es proporcional a d, con una constante de proporcionalidad que var´ıa con la
temperatura). Desde un punto de vista f´ısico, cuanto menor sea la densidad de
defectos menor sera´ tambie´n el potencial medio de scattering, y, por tanto, la TC
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necesaria para cancelar las fluctuaciones sera´ tambie´n ma´s pequen˜a.
4.2.5. La supresio´n de un canal
Si analizamos las las curvas de la resistencia de la figura 4.13a, podemos
comprobar que, para un nu´mero de defectos superior a 3–5, se ajustan mejor a
la funcio´n
R(L) = R0 e
L/L0 (4.9)
que a la expresio´n 4.6, R(L) = 12 R0 e
L/L0 . Esto nos indica que uno de los dos
canales de la conductancia que existen al nivel de Fermi en el nanotubo ideal se
cancela debido a la presencia de los defectos [111, 120]. Esta cancelacio´n de uno
de los dos canales se observa tambie´n claramente en las figuras 4.5, 4.9, 4.10 y
4.12: En la figura 4.9, tanto en la curva correspondiente a 15 defectos como en la
de 25, la conductancia diferencial nunca es mayor que el cuanto de conductancia
G0; y, en las figuras 4.10 y 4.12, la resistencia es, en todos los casos, siempre
menor que R0 para N > 5 defectos, al igual que se ve en las figuras 4.5a y 4.5b.
Hemos analizado el origen de la reduccio´n del nu´mero de canales diagona-
lizando la matriz de transmisio´n [31] usada en nuestros ca´lculos, y podemos
confirmar que, efectivamente, para un nu´mero de defectos N > 5–9, so´lo uno
de los dos canales contribuye a la conductancia total, mientras que la contri-
bucio´n del otro disminuye progresivamente con cada defecto introducido hasta
acabar anula´ndose por completo. Esto sugiere, adema´s, que el nanotubo entra
en el re´gimen localizado para un nu´mero muy pequen˜o de defectos, del orden
de 5–9 divacantes (siempre, por supuesto, que la L0 calculada para esa densidad
de defectos dada sea mayor que LΦ y se mantenga, por tanto, la coherencia de
fase de los electrones). Este efecto aparece tambie´n a temperatura cero, donde
la contribucio´n de uno de los canales disminuye progresivamente hasta anularse
por completo despue´s de la introduccio´n de un nu´mero suficiente de defectos.
4.2.6. La perturbacio´n por las monovacantes
Ya hemos dicho que todos los ca´lculos aqu´ı mostrados han sido realizados
introduciendo u´nicamente divacantes en los nanotubos. Despreciar el efecto pro-
ducido por las monovacantes estaba ampliamente justificado, como ya se vio en
el cap´ıtulo anterior y en la seccio´n 4.2.2. Sin embargo, para analizar ma´s de-
talladamente el efecto que las monovacantes causan en la conductancia de los
nanotubos hemos realizado ca´lculos ide´nticos a los que hemos explicado en este
cap´ıtulo para las divacantes pero introduciendo so´lo monovacantes. Como ejem-
plo, en la figura 4.15 mostramos la resistencia promedio a T = 0 para ≈ 100
nanotubos con distintas distribuciones aleatorias so´lo de monovacantes pero en
una concentracio´n muy elevada (d ≈ 2.5 nm). Debido a la pequen˜a ca´ıda en la
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conductancia debida a la monovacante en el nanotubo (10, 10) (que, recordemos,
era de 1.96 G0), es necesario introducir una gran cantidad de defectos (≥ 300)
para lograr una disminucio´n apreciable en la conductancia.













Figura 4.15: Resistencia promedio sobre ≈ 100 configuraciones aleatorias de monovacan-
tes en nanotubos (10, 10) con d ≈ 2.5 nm.
De nuestros ca´lculos podemos extraer las siguientes conclusiones:
El re´gimen localizado muestra una resistencia como funcio´n de la longitud
del tubo que puede tambie´n ajustarse a una funcio´n de la forma R(L) =
R0 e
L/L0 , con L0 ≈ 90 d para T = 0; esto implica que, en el re´gimen
localizado, la conductancia esta´ tambie´n controlada por un u´nico canal.
Si comparamos la ca´ıda en la conductancia debida a la monovacante (1.96
G0) con la asociada a la divacante (1.40 G0), vemos que la relacio´n entre
ellas se verifica tambie´n para sus respectivos coeficientes N0 (≈ 90 y ≈ 4.1).
Por lo tanto, las monovacantes causan un efecto en la conductancia de los na-
notubos mucho menor que el generado por las divacantes, de tal modo que,
grosso modo, podr´ıamos considerar que una monovacante es, en te´rminos de la
resistencia, equivalente a ≈ 20 divacantes.
Podemos utilizar de nuevo la regla de Matthiessen para calcular la contri-
bucio´n de cada tipo de defecto a la longitud total de localizacio´n. En efecto,
podemos escribir:
1/(L0)tot = 1/(L0)divac + 1/(L0)monovac (4.10)
donde ahora hemos separado la contribucio´n debida a las monovacantes ((L0)monovac)
de la de las divacantes ((L0)divac). Pero mientras que (L0)divac ≈ 4,1 × d, pa-
ra las monovacantes hemos encontrado (L0)monovac ≈ 90 × d. Por lo tanto, la
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contribucio´n del segundo te´rmino resulta claramente despreciable frente a la del
primero, lo que justifica su exclusio´n de los ca´lculos.
4.3. La dependencia con el dia´metro:
Los nanotubos (5, 5) y (7, 7)
Adema´s de los ca´lculos que acabamos de presentar para el (10, 10), hemos se-
guido el mismo procedimiento para estudiar el transporte en los nanotubos (5, 5)
y (7, 7). Esto nos permitira´ generalizar nuestras conclusiones para nanotubos con
distinto dia´metro, y cuantificar el modo en el que el taman˜o de los nanotubos
influye en sus propiedades de transporte.
En la figura 4.16 mostramos, al igual que hac´ıamos en la figura 4.13 para
el nanotubo (10, 10), los valores de la resistencia promedio para tres distancias
medias entre defectos representativas para nanotubos del tipo (5, 5) y (7, 7),
as´ı como las longitudes de correlacio´n (inset) calculadas para cada distancia,
para ambos nanotubos. Como vemos, se mantiene tambie´n para estos nanotubos
el comportamiento exponencial de la resistencia para todas las densidades de
defectos estudiadas, y, de nuevo, se puede establecer una relacio´n lineal entre el
valor de la longitud de correlacio´n de un nanotubo y la distancia media entre sus
defectos.
La tabla 4.1 recoge, adema´s de los dia´metros de los tubos, los valores para la
conductancia de los mismos con una u´nica divacante, encontrados en el cap´ıtulo
anterior, y su relacio´n respecto a la conductancia del nanotubo ideal. La u´ltima
columna recoge los valores del coeficiente N0 calculados para cada tubo para
las distancias d = 16,3, d = 37,6 y d = 75,5 nm. El coeficiente de proporcio-
nalidad N0 para los nanotubos (5, 5) y (7, 7) ha disminuido con respecto al que
encontra´bamos para el (10, 10), lo que equivale a decir que la localizacio´n de
Nanotubo Dia´metro (nm) G/G0 Gdefecto/Gideal N0 (T = 300 K)
(5, 5) 0.71 1.09 0.545 5.2
(7, 7) 0.99 1.24 0.62 6.4
(10, 10) 1.4 1.40 0.7 8.4
Tabla 4.1: Nanotubos (5, 5), (7, 7) y (10, 10): dia´metro, conductancia (en unidades de
2e2/h) para un nanotubo infinito con una u´nica divacante, relacio´n Gdefecto/Gideal y
coeficiente de proporcionalidad N0 entre la longitud de localizacio´n L0 y la distancia
media entre defectos d.
los estados es mayor en nanotubos con dia´metro ma´s pequen˜o, como pod´ıamos
esperar. De hecho, la relacio´n entre el dia´metro de los tubos y sus respectivos
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Figura 4.16: Promedios de ln(2R/R0) para distintas d a temperatura ambiente para
(a) el nanotubo (5, 5) y (c) el nanotubo (7, 7), y valores de L0, calculados mediante la
expresio´n 4.6, en funcio´n de d, para (b) el nanotubo (5, 5) y (d) el nanotubo (7, 7).
coeficientes N0 es pra´cticamente lineal, como se puede ver en la figura 4.17. En
dicha figura presentamos para cada tipo de nanotubo el valor de N0 como funcio´n
del dia´metro de cada tubo, as´ı como el ajuste, que es claramente lineal. Esto se
debe a la dependencia, tambie´n lineal, entre el valor de la conductancia para un
u´nico defecto y el dia´metro del tubo, que presentamos en el inset de la misma
figura.
4.4. Comparacio´n con el experimento
Hemos demostrado en este cap´ıtulo que el comportamiento exponencial de la
resistencia como funcio´n de la longitud de los nanotubos encontrado en el labora-
torio se corresponde, efectivamente, con la presencia del re´gimen de localizacio´n
de Anderson; los ca´lculos realizados para distintas concentraciones de defectos
as´ı lo corroboran. Hemos comprobado, adema´s, que la ausencia de fluctuaciones
en las medidas de la resistencia se debe a que los experimentos se han realizado
a temperatura ambiente, aunque, como hemos visto, la temperatura no destruye
la localizacio´n en los nanotubos.
Utilizando nuestros resultados y los datos experimentales, podemos estimar el
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Figura 4.17: Relacio´n entre el dia´metro de los nanotubos estudiados y el coeficiente N0,
y entre el dia´metro y la conductancia para una u´nica divacante (inset).
impacto de la irradiacio´n con iones de Ar+ sobre los nanotubos, cuantificando el
nu´mero de defectos creados durante cada bombardeo; so´lo tenemos que comparar
las longitudes de localizacio´n que hemos calculado con las que han sido obtenidas
a partir de los experimentos. La tabla 4.2 refleja, para un nanotubo (10, 10),
los datos principales referentes a cada irradiacio´n con iones de Ar+ (tiempo de
irradiacio´n, estimacio´n del nu´mero de iones que impactan contra la superficie del
nanotubo, distancia media estimada entre los iones), as´ı como las longitudes de
localizacio´n obtenidas a partir de la aplicacio´n de la fo´rmula de Matthiessen y de
la comparacio´n con nuestros ca´lculos teo´ricos. Los datos que contienen las cinco
# Tiempo de Iones de Ar+ por Distancia media Distancia media
irradiacio´n a´tomo de carbono entre iones (L0)total (L0)def entre divacantes
(s) ( %) dion (nm) (nm) (nm) d (nm)
0 0 0 – 295 – –
1 10 0.043 14.4 153.2 318.7 38
2 15 0.064 9.6 115.3 189.3 22
3 20 0.086 7.2 99.6 150.4 18
4 25 0.107 5.8 69.1 90.2 11
5 30 0.127 4.8 49.4 59.3 7
Tabla 4.2: Tabla resumen de los datos obtenidos en el laboratorio y de las longitudes de
localizacio´n encontradas en los ca´lculos teo´ricos. Comparando (L0)def con la L0 obtenida
teo´ricamente podemos estimar el nu´mero de divacantes creadas por los iones de Ar+ al
impactar contra el nanotubo.
primeras columnas se han obtenido directamente del experimento: la primera
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columna indica el nu´mero de irradiacio´n con iones de Ar+ a la que las otras
columnas se refieren; en la segunda aparece reflejado el tiempo durante el cual
se ha irradiado la muestra que contiene el nanotubo; la tercera columna es una
estimacio´n, de acuerdo con la energ´ıa del haz de iones incidente y la geometr´ıa del
dispositivo que contiene la muestra irradiada, del nu´mero de iones que impacta
sobre el nanotubo por a´tomo de carbono del mismo; en la cuarta mostramos la
distancia media estimada entre los iones que colisionan; y la quinta columna es
la longitud de correlacio´n total obtenida directamente aplicando la expresio´n 4.3,
pero considerando un u´nico canal.
La sexta columna, que refleja la longitud de correlacio´n debida u´nicamente a
los defectos inducidos por la irradiacio´n con Ar+, se ha obtenido, como ya hemos
explicado, aplicando la regla de Matthiessen 4.4. Y, por ultimo, en la se´ptima
columna mostramos la distancia media entre divacantes creada por los iones,
y que ha sido estimada a partir de la relacio´n lineal entre L0 y d que hemos
encontrado en nuestros ca´lculos: Es decir, si identificamos nuestro L0, que se
relaciona con d mediante L0 ≈ 8,5 d, con el (L0)def calculado a partir de los
datos experimentales aplicando la regla de Matthiessen, podremos obtener la
distancia d como (L0)def/8.5 .
Si ahora comparamos estas distancias entre defectos creados con la distancia
entre los iones que impactan en el nanotubo, llegamos a obtener la eficiencia del
bombardeo, que es de ≈ 2–3 divacantes por cada ion que llega al nanotubo. Este
resultado coincide con los obtenidos en simulaciones de dina´mica molecular por
Krasheninnikov et al [88, 121], que encontraron que, para un dispositivo experi-
mental similar al utilizado por nuestros colaboradores, las divacantes aparecen
en ≈ 30–40 % de los impactos. Adema´s, si comparamos con las medidas tomadas
para la resistencia, podemos comprobar que ≈ 0,04% de divacantes es suficiente
para aumentar la resistencia del tubo en tres o´rdenes de magnitud. Este dato
cuantitativo sobre la eficiencia del bombardeo y la ca´ıda que provoca en la con-
ductancia puede ser de utilidad para, por ejemplo, ajustar la resistencia de un
nanotubo en un circuito sin ma´s que variar el nu´mero y la naturaleza de los
defectos inducidos en e´l mediante el impacto con los iones de Ar+.
Dado que en las muestras de nanotubos utilizadas en el laboratorio los nano-
tubos que se encuentran en una concentracio´n mayor son los del tipo (10, 10), la
mayor parte de los datos obtenidos corresponde a este nanotubo. Sin embargo,
tambie´n se han podido realizar medidas de la resistencia para nanotubos (5, 5) en
funcio´n de la concentracio´n de defectos, que muestras el mismo comportamiento
lineal de R con la longitud de los tubos. Hemos comparado nuestros resulta-
dos con estas medidas para obtener, de la misma manera que para el nanotubo
(10, 10), una estimacio´n de la proporcio´n de divacantes con respecto a otros tipos
de defectos creados durante la irradiacio´n. En este caso, la relacio´n es tambie´n
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de una de cada 2–3 divacantes creadas por cada ion de Ar+ que impacta sobre
el nanotubo.
4.5. Conclusiones
Hemos realizado un detallado estudio del transporte electro´nico en nanotubos
con defectos (mono- y divacantes) como funcio´n de la densidad de los mismos
y de la temperatura. Las conclusiones que hemos obtenido de nuestros ca´lculos
pueden resumirse en los siguientes puntos:
Tanto a temperatura cero como a temperatura finita hemos encontrado,
para un amplio rango de densidades de defectos, el comportamiento expo-
nencial de la resistencia con la longitud de los tubos caracter´ıstico de la
localizacio´n fuerte de Anderson.
A temperatura cero, la conductancia presenta una alta sensibilidad a la
distribucio´n de defectos en cada nanotubo, que se traduce en fuertes fluc-
tuaciones a lo largo de la longitud del tubo.
El hecho de que la localizacio´n siga presente incluso a temperatura am-
biente corrobora nuestra hipo´tesis inicial de que el scattering inela´stico en
los nanotubos de carbono de capa u´nica es, efectivamente, muy de´bil, es
decir, que la longitud de coherencia de fase de los electrones, LΦ, es mucho
mayor que la longitud de localizacio´n L0.
El efecto neto de una T finita es cancelar las fuertes fluctuaciones presentes
a T = 0. La cancelacio´n de las fluctuaciones se debe al ensanchamiento que
la temperatura finita introduce en al ventana de energ´ıas con al que se
inyectan los electrones en el nanotubo, y al promedio sobre estas energ´ıas
que se debe realizar para el calculo de la conductancia.
Las fluctuaciones de la conductancia como funcio´n de la longitud de los
tubos se pueden observar, en el caso de que las divacantes sean el u´nico
defecto presente en los mismos, para temperaturas por debajo de 15–65 K
(siempre que la distancia media entre defectos sea menor que ≈ 70 nm y
el nu´mero de divacantes inferior a 5–9)
La transicio´n entre el re´gimen bal´ıstico y el localizado aparece para un
nu´mero pequen˜o –entre 3 y 5– de divacantes.
Para un nu´mero de defectos ma´s alto, los nanotubos se encuentran en un
re´gimen de localizacio´n, y el nu´mero de canales de conduccio´n efectivos se
reduce de dos (re´gimen bal´ıstico) a uno.
CAPI´TULO 5
Conclusiones generales
En la presente tesis doctoral hemos abordado el estudio de dos sistemas
diferentes: la superficie semiconductora GaAs(100) y los nanotubos de carbono
de tipo armchair (5, 5), (7, 7) y (10, 10).
Para el ana´lisis de las geometr´ıas ma´s estables en ambos casos hemos utilizado
el co´digo de primeros principios Fireball’96, que utiliza una base de orbitales
localizados combinada con te´cnicas basadas en el funcional de la densidad, y que
permite explorar un nu´mero elevado de geometr´ıas diferentes con precisio´n y sin
un gran coste computacional. Para el ana´lisis de las propiedades de transporte
de los nanotubos hemos recurrido al formalismo de funciones de Green de no
equilibrio, ya que su uso resulta muy conveniente cuando se trabaja con bases
de orbitales localizados.
A continuacio´n presentamos las conclusiones ma´s relevantes a las que hemos
llegado tras el ana´lisis de cada sistema. Al final de cada cap´ıtulo presentamos
unas conclusiones ma´s detalladas.
5.1. La superficie Se-GaAs(100)-2×1: metalizacio´n y
reactividad
En una primera fase, se analizo´, utilizando un co´digo de primeros principios,
cua´les eran las geometr´ıas ma´s favorables para los a´tomos de metal depositados;
para ello, se calcularon las energ´ıas de quimisorcio´n para un nu´mero representa-
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tivo de estructuras iniciales, en las que el a´tomo de metal se situaba al comienzo
de la simulacio´n en posiciones distintas. Para determinar la altura final de la
barrera se deposito´, sobre las superficies ma´s estables, se un segundo a´tomo de
metal por celda unidad de la superficie. En la fase siguiente, se analizaron las
estructuras a asociadas a las geometr´ıas de mı´nima energ´ıa, calculando las den-
sidad de estados del a intercara, y determinando la posicio´n del nivel de Fermi
para estimar la altura de la barrera.
En los casos en los que se mantiene la capa pasivante (como sucede con
Sb), el nivel de Fermi se desplaza hacia la banda de conduccio´n del sistema,
y se produce un contacto o´hmico entre el semiconductor y el metal.
En los casos en los que la capa pasivante reacciona con el metal, como
sucede para Ga e In, el nivel de Fermi se situ´a en una posicio´n similar
a la que ocupar´ıa en la metalizacio´n de superficies limpias (sin pasivar).
La geometr´ıa ma´s estable es siempre, para estos metales, la ma´s reactiva
(aunque en distinto grado, segu´n el metal).
Nuestros resultados se ven corroborados por datos experimentales, que con-
firman la nula reactividad de Sb y la destruccio´n de la superficie pasivante
inicial cuando la metalizacio´n se realiza con Ga o In.
En resumen, en el caso de la superficie Se-GaAs(100)-2×1 y de su metalizacio´n
con distintos metales hemos demostrado la importancia de la capa pasivante
para fijar la altura de la barrera Schottky. Cuando no se produce la reaccio´n de
los metales con esta capa (como sucede con Sb), se produce un contacto o´hmico
entre la superficie y el metal, mientras que, en el caso de los metales reactivos Ga
e In, la barrera alcanza valores similares a los que se producen en la metalizacio´n
de superficies limpias.
5.2. El transporte electro´nico en nanotubos de car-
bono
En una primera etapa, utilizando de nuevo el co´digo de dina´mica molecular
Fireball’96, se determinaron las geometr´ıas ma´s estables para distintos tipos de
defectos –mono- y di-vacantes– en cada uno de los nanotubos estudiados. Una vez
analizados el cambio en la densidad de estados y en la conductancia provocado
por estas imperfecciones aisladas a temperatura cero, se realizo´ un exhaustivo
estudio del transporte en los nanotubos, incluyendo estos defectos, de manera
aleatoria, en densidades muy variadas; se estudio´ tanto el caso de temperatura
cero, en el que se presentan feno´menos directamente relacionados con la f´ısica
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de sistemas de baja dimensionalidad, como el efecto de la introduccio´n de una
temperatura finita en nuestros ca´lculos.
La perturbacio´n causada por las divacantes en las propiedades electro´nicas
de los nanotubos es mucho mayor que la debida a las monovacantes. De
hecho, una pequen˜a concentracio´n de las mismas es suficiente para cambiar
el re´gimen de transporte de los nanotubos del bal´ıstico –en ausencia de
defectos– al de localizacio´n fuerte de Anderson.
El efecto ma´s llamativo de la temperatura es eliminar las fuertes fluctua-
ciones de la conductancia que se presentan a temperatura cero. La tempe-
ratura, sin embargo, no elimina la localizacio´n, que sigue estando presente
a temperatura ambiente.
Por lo tanto, nuestro estudio de los nanotubos de carbono ha demostrado que de-
fectos como la presencia de divacantes determinan sus propiedades de transporte:
basta una concentracio´n muy pequen˜a de las mismas para que los nanotubos en-
tren en el re´gimen de localizacio´n fuerte de Anderson, que se caracteriza por el
crecimiento exponencial de la resistencia con la longitud de los tubos. A tempe-
ratura cero hemos encontrado que la conductancia presenta una alta sensibilidad
con respecto a la configuracion concreta de los defectos, que se traduce en fuer-
tes fluctuaciones. Estas fluctuaciones desaparecen, sin embargo, a temperatura
ambiente, aunque se sigue manteniendo el re´gimen localizado.




Funciones de Green: Definicio´n
y propiedades ba´sicas
En este ape´ndice presentaremos la definicio´n y las propiedades de las funcio-
nes de Green que utilizaremos en los ape´ndices siguientes, B y C, para explicar
el formalismo Keldysh y derivar la expresio´n para la corriente. Aunque la ver-
dadera utilidad de las funciones de Green se manifiesta, en materia condensada,
en el tratamiento de problemas de muchos cuerpos, empezaremos explicando
en esta seccio´n algunas ideas, ma´s intuitivas, sobre las funciones de Green mo-
noelectro´nicas, y generalizaremos en las secciones siguientes al caso de muchos
cuerpos (many-body) 1
A.1. Las funciones de Green monoelectro´nicas
Las funciones de Green se definen como las soluciones de una ecuacio´n dife-
rencial del tipo
[E − Hˆ(~r)] Gˆ(~r, ~r′; E) = δ(~r − ~r′) (A.1)
donde E es un nu´mero complejo y Hˆ es un operador lineal hermı´tico con una
base completa de autoestados {φn(~r)} tales que se verifique:
Hˆ|φn〉 = n|φn〉
1Para redactar este ape´ndice hemos utilizado como referencias los libros [50]
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〈φn|φm〉 = δnm ,
∑
n
|φn〉〈φn| = 1 (A.2)
A.1.1. Funciones de Green avanzada y retardada
Estas funciones Gˆ presentan polos para los autovalores –reales– del hamil-
toniano Hˆ. Para resolver este problema se introduce en la energ´ıa una parte




[(E − iη) Iˆ − Hˆ]−1
GˆR(E) = l´ım
η→0
[(E + iη) Iˆ − Hˆ]−1 (A.3)
Para no hacer ma´s farragosa la notacio´n, de ahora en adelante consideraremos
que en todo momento estamos trabajando en el l´ımite η → 0.
Las funciones de Green avanzada y retardada son la adjunta una de la otra
GˆA(E) = (GˆR(E))† (A.4)
por lo que sus partes real e imaginaria esta´n relacionadas:
Re[GˆA(~r, ~r′;E)] = Re[GˆR(~r, ~r′;E)]
Im[GˆA(~r, ~r′;E)] = −Im[GˆR(~r, ~r′;E)] (A.5)
A.1.2. La densidad de estados
La llamada representacio´n espectral de la funcio´n de Green. se construye





E − n ± iη
(A.6)
A partir de la representacio´n espectral de las funciones de Green que acabamos
de escribir se define una magnitud importante del sistema: la densidad de estados




δ(E − n) ; (A.7)





2δ(E − n) . (A.8)
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E − n ± iη
; (A.10)
podemos relacionar la densidad de estados local con la parte imaginaria de las
funciones de Green avanzada o retardada; si comparamos ahora las ecuaciones
A.10 y A.9, encontramos la siguiente relacio´n para la densidad de estados ρ(~r,E)





A.2. Las funciones de Green de muchos cuerpos: El
formalismo de segunda cuantizacio´n
Hasta ahora so´lo hemos introducido las funciones de Green monoelectro´nicas;
estas funciones pueden considerarse como transformadas de Fourier de las fun-
ciones de Green dependientes del tiempo, que constituyen el caso ma´s general, y
entre las que se incluyen las funciones de Green para electrones interactuantes.
En el formalismo de segunda cuantizacio´n, el papel de la funcio´n de Green como
propagador de informacio´n resulta muy evidente. La definicio´n anterior
Gˆ = [(E ± iη) Iˆ − Hˆ]−1 (A.12)
es equivalente a la definicio´n de la funcio´n de Green en este formalismo y en
una representacio´n arbitraria cualquiera, en la que las funciones de onda monoe-
lectro´nicas se denotan mediante un conjunto de nu´meros cua´nticos {i}:
Gˆcij(t, t




donde |ΨH〉 es la funcio´n de onda estacionaria del estado fundamental en la
representacio´n de Heisenberg 2, cˆi(t) y cˆ
+
j (t
′) son los operadores de creacio´n
2Recordemos que la representacio´n de Heisenberg es aquella en la que son los operadores
los u´nicos que pueden evolucionar con el tiempo, ya que las funciones de onda se definen para
un tiempo dado; en la representacio´n de Schro¨dinger, en cambio, son las funciones de onda las
que evolucionan con t. Recordemos que, f´ısicamente, un observable A (que representara´ una
magnitud medida en el laboratorio), que dependera´, de forma general, del tiempo, se define como
el valor esperado de algu´n operador Oˆ: A(t) = 〈Ψ|Oˆ|Ψ〉, de modo que es posible adjudicar la
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y destruccio´n de un electron, y T es el operador de ordenacio´n temporal, que
ordena los operadores cronolo´gicamente (de izquierda a derecha). La funcio´n de
Green que acabamos de definir se conoce como funcio´n de Green causal. Para
sistemas estacionarios (en los que el hamiltoniano no depende del tiempo), en
los que las funciones de Green so´lo dependen de la diferencia relativa de tiempos




−i 〈ΨH | cˆi(t) cˆ
+
j (t
′) |ΨH 〉, t > t
′
i 〈ΨH | cˆ
+
j (t
′) cˆi(t) |ΨH 〉, t < t
′
Esta funcio´n describe la propagacio´n de un electro´n del estado i al j, para t > t ′,
o la propagacio´n de un hueco del estado j al i, para t′ > t. Esto es lo que permite
interpretar las funciones de Green como propagadores de informacio´n del sistema.
A partir de la funcio´n de Green causal, las funciones de Green avanzada y
retardada dependientes del tiempo se definira´n como:
GˆR,Aij (t, t




de tal forma que la funcio´n de Green retardada proporciona informacio´n causal,
y la avanzada anti-causal.
A partir de la funcio´n de Green causal podemos calcular el valor medio de













evolucio´n con el tiempo bien al operador Oˆ (representacio´n de Heisenberg), bien a la funcio´n
de onda |Ψ〉 (representacio´n de Schro¨dinger), bien a ambos (representacio´n de interaccio´n).
APE´NDICE B
Sistemas fuera del equilibrio:
El formalismo Keldysh
La corriente que se establece entre los dos electrodos de nuestro sistema
lo situ´a fuera del equilibrio. Para tratar este tipo de problemas resulta muy
conveniente utilizar las te´cnicas de funciones de Green de no equilibrio (tam-
bie´n conocidas como formalismo Keldysh), ya que simplifica en gran medida el
ca´lculo de la conductancia. En nuestro caso nos encontramos ante un problema
estacionario, por lo que el uso del formalismo Keldysh no resulta estrictamente
necesario, ya que podr´ıamos utilizar otras te´cnicas para resolverlo (como, por
ejemplo, el formalismo de la matriz de scattering). Sin embargo, el formalismo
de funciones de Green de no equilibrio nos permite introducir de manera natural
los hamiltonianos de tipo tight-binding que obtenemos a partir de nuestro co´digo
de primeros principios Fireball’96, as´ı que e´ste ha sido el formalismo elegido para
tratar el problema del transporte en nuestro sistema.
En este ape´ndice presentamos un pequen˜o resumen de las te´cnicas de fun-
ciones de Green de no equilibrio. El formalismo de Keldysh se basa en una
te´cnica diagrama´tica desarrollada a partir de la teor´ıa de perturbaciones para
sistemas fuera del equilibrio. Comenzaremos recordando las ideas principales de
esta teor´ıa, para sistemas en equilibrio y fuera de e´l, antes de explicar algunos
detalles sobre el formalismo Keldysh y el uso de las funciones de Green en este
formalismo.
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B.1. Sistemas en equilibrio
Supongamos un sistema cuyo hamiltoniano se puede escribir como
Hˆ = Hˆ0 + Vˆ ; Hˆ0 es un hamiltoniano monoelectro´nico no perturbado, que supo-
nemos conocido, y Vˆ es la perturbacio´n que sufre el sistema inicial, que podra´ ser
un potencial externo o bien un potencial de interaccio´n entre los electrones del
sistema. Para resolver el problema elegimos trabajar en la representacio´n de in-
teraccio´n. En esta representacio´n, un operador Oˆ evoluciona con el hamiltoniano




OˆI = [OˆI , Hˆ0] (B.1)
(donde OˆI se define como el operador en la representacio´n de Heisenberg del
sistema no perturbado, es decir, OˆI(t) = Oˆ
0
H(t)), mientras que las funciones de




φI = VˆI(t)φI(t) . (B.2)
De modo que, en la representacio´n de interaccio´n, es la funcio´n de onda la que
contiene la informacio´n que desconocemos del sistema, y no los operadores.
En esta representacio´n podemos definir el operador evolucio´n temporal Sˆ(t, t0)
como







φI(t) = Sˆ(t, t0)φI(t0) , (B.4)
El operador evolucio´n nos permite pasar de la representacio´n de Heisenberg (en
la que recordemos que son los operadores los u´nicos que llevan la evolucio´n con
el tiempo) a la de interaccio´n, sin ma´s que hacerlo actuar sobre las funciones de
onda y los operadores:
φH = Sˆ(0, t)φI(t)
OˆH(t) = Sˆ(0, t)OˆI (t) Sˆ(t, 0) (B.5)
La teor´ıa de perturbaciones se basa, precisamente, en el desarrollo perturba-
tivo en Vˆ de este operador:










dtn T [VˆI(t1) ... VˆI(tn)] (B.6)
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A partir de las propiedades del operador evolucio´n que acabamos de mencionar
se desarrolla la teor´ıa de perturbaciones, como recordaremos a continuacio´n.
B.2. Teor´ıa de perturbaciones fuera del equilibrio
Los procesos de transporte que hemos estudiado son esencialmente procesos
fuera del equilibrio, en los que no es va´lida la hipo´tesis adiaba´tica, y que por lo
tanto han de tratarse de forma espec´ıfica. Keldysh [122,123] desarrollo´ un nuevo
formalismo, partiendo de la teor´ıa de perturbaciones en equilibrio. y de la defi-
nicio´n de un operador de evolucio´n temporal diferente al del caso de equilibrio,
que hab´ıa sido propuesto anteriormente por Schwinger [124].
En la teor´ıa de perturbaciones para sistemas en equilibrio, se hace uso de la
hipo´tesis adiaba´tica1 enunciada por Gell-Mann y Low para relacionar el estado




|φH〉 = Sˆ(0, t) |φI (t)〉
t→−∞
⇒ |φH〉 = Sˆ(0,−∞) |φ
0
H 〉 (B.7)
Pero cuando el sistema se encuentra fuera del equilibrio, la hipo´tesis adiaba´ti-
ca deja de ser va´lida, ya que el sistema puede cambiar de forma irreversible y ya
no podemos asumir que la diferencia entre el estado fundamental en t = ±∞
sera´ so´lo de una fase arbitraria, es decir, fuera del equilibrio no existe simetr´ıa
temporal. La idea de Schwinger, desarrollada despue´s por Keldysh, fue hacer
evolucionar el operador hasta t = −∞, de tal modo que podamos escribir:
〈Oˆ〉 = 〈φ0H |Sˆ(−∞, t) OˆI(t) Sˆ(t,−∞) |φ
0
H 〉 (B.8)
Utilizando la propiedad c´ıclica del operador evolucio´n
Sˆ(−∞, t) = Sˆ(−∞,+∞) Sˆ(+∞, t) (B.9)
la expresio´n para el valor medio de Oˆ nos queda:
〈Oˆ〉 = 〈φ0H |Sˆ(−∞,+∞) Sˆ(+∞, t)OˆI(t) Sˆ(t,−∞) |φ
0
H 〉 =
= 〈φ0H |Sˆ(−∞,+∞)T [OˆI(t)S(+∞,−∞)] |φ
0
H 〉 (B.10)
1La idea de esta hipo´tesis es sustituir la perturbacio´n Vˆ por una nueva perturbacio´n de la
forma Vˆ e−η|t|, con η → 0. De este modo, la perturbacio´n se anula para t = ±∞ y podemos
identificar, en el l´ımite t → ±∞, el estado fundamental del sistema total con el estado no
perturbado: |φI(t = −∞)〉 = |φ
0
H〉 y |φI(t = +∞)〉 = e
iα|φ0H〉 .
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t = −
t = +
t = − rama +
rama −
Figura B.1: Contorno temporal de Keldysh.
La figura B.1 nos muestra co´mo debemos interpretar la expresio´n anterior. El
contorno se recorre en el sentido que indica la figura, comenzando por t = −∞+
(rama positiva) y terminando en t = −∞− (rama negativa), por lo que los
tiempos de la rama positiva son anteriores a los de la rama negativa. Podemos
definir un nuevo operador ordenacio´n temporal Tc, que ordenara´ los tiempos a
lo largo del contorno, y un operador evolucio´n que especifique el sentido en el
que se recorre el contorno:
Sˆc(−∞−,−∞+) = Sˆ(−∞,+∞) Sˆ(+∞,−∞) . (B.11)
Utilizando estos nuevos operadores, la ecuacio´n B.10 queda:
〈Oˆ〉 = 〈φ0H |Tc[OˆI(t)Sc(−∞−,−∞+)] |φ
0
H〉 (B.12)
que es la generalizacio´n de la expresio´n para el valor medio de un operador en
teor´ıa de perturbaciones en equilibrio.
De igual manera que se procede para sistemas en equilibrio, podemos desa-
rrollar en serie de potencias el operador Sˆc, con lo que el ca´lculo del valor medio
de un operador cualquiera (por ejemplo, la funcio´n de Green del sistema) en el
estado fundamental se reduce al ca´lculo de valores medios en el estado no per-
turbado. Si trabajamos en una base localizada, el operador Oˆ se expresara´ como
combinacio´n de operadores de creacio´n y destruccio´n cˆ+ij y cˆij , por lo que el valor
medio que queremos calcular es en realidad el de muchos productos de opera-
dores de creacio´n y destruccio´n, lo que da lugar a que el nu´mero de te´rminos
que debamos calcular sea muy grande, y sea imposible en la pra´ctica calcular
este valor medio, a pesar de que la mayor´ıa de las contribuciones suelen acabar
anula´ndose. El teorema de Wick permite la factorizacio´n de estos promedios en
productos de dos operadores (que representan procesos de un solo electro´n), y


























La idea f´ısica del teorema es que, como en el estado fundamental del sistema
no perturbado los electrones no esta´n correlacionados, los u´nicos te´rminos que
sobreviven son aquellos en los que so´lo intervienen procesos monoelectro´nicos.
Si en la teor´ıa de perturbaciones en equilibrio estas factorizaciones eran di-
rectamente –salvo por un factor ±i– la funcio´n de Green causal, ahora tenemos
que distinguir mediante ı´ndices temporales + y − sobre que´ rama del contorno
esta´n evaluados los operadores. Esto nos lleva a la definicio´n de cuatro funciones,
llamadas de Green-Keldysh, que identifiquen cada una de las cuatro posibilida-
des.
B.3. Las funciones de Green-Keldysh
Las funciones de Green-Keldysh de no-equilibrio se introducen, como acaba-
mos de ver, para distinguir de forma clara a que´ rama del contorno de Keldysh
pertenecen los tiempos en los que se evalu´an los operadores. As´ı:
Gˆ++ij (t, t



































donde T¯ es el operador de ordenacio´n anti-cronolo´gica.
La ecuacio´n de Dyson para funciones de Green sigue siendo va´lida; so´lo te-
nemos que definir las funciones y la autoenerg´ıas de forma matricial y distinguir




















La ecuacio´n de Dyson adoptara´ entonces la forma:
Gˆ = gˆ + gˆ Σˆ Gˆ (B.18)
B.4. Relaciones u´tiles
A partir de la definicio´n de las funciones de Green-Keldysh B.14 se puede
comprobar que estas cuatro funciones no son linealmente independientes entre
s´ı, sino que esta´n relacionadas mediante la expresio´n:
Gˆ++ + Gˆ−− = Gˆ+− + Gˆ−+ . (B.19)
Sin embargo, podemos desacoplar las funciones mediante una transformacio´n
lineal, y relacionarlas con las funciones de Green avanzada y retardada para
el caso de no equilibrio (que tambie´n verifican –por separado– la ecuacio´n de
Dyson):
GˆR = Gˆ−− − Gˆ+− = Gˆ−+ Gˆ++
GˆA = Gˆ−− − Gˆ−+ = Gˆ+− Gˆ++
Gˆ+− = (Iˆ + GˆR ΣˆR) gˆ+− (Iˆ + GˆA ΣˆA) + GˆR Σ+− GˆA
Gˆ−+ = (Iˆ + GˆR ΣˆR) gˆ−+ (Iˆ + GˆA ΣˆA) + GˆR Σ−+ GˆA
(B.20)
Estas relaciones nos permitira´n expresar la ecuacio´n central de la corriente de-
rivada por Caroli [125], y que, como veremos en el ape´ndice siguiente C, nos
proporciona la corriente en funcio´n de Gˆ+−.
Ana´logamente se verifican las siguientes relaciones:
Σˆ++ + Σˆ−− = −(Σˆ+− + Σˆ−+) . (B.21)
y
ΣˆR = Σˆ++ + Σˆ+−
ΣˆA = Σˆ++ + Σˆ−+ (B.22)
APE´NDICE C
La expresio´n para la corriente:
Derivacio´n y aproximaciones
En este ape´ndice vamos a tratar, de forma ma´s detallada de lo que se ha
hecho en la seccio´n 1.2, algunos aspectos te´cnicos referidos al ca´lculo de la co-
rriente en sistemas mesosco´picos. En particular, explicaremos de do´nde procede
la expresio´n 1.39, que hemos utilizado para el ca´lculo de la conductancia.
C.1. La corriente en la ecuacio´n central
Ya hemos mencionado que una manera sencilla y elegante de tratar el pro-
blema de transporte entre dos sistemas 1 y 2 consiste en dividir el hamiltoniano
total del sistema en tres partes:
Hˆ = Hˆ1 + Hˆ2 + Tˆ12 , (C.1)
donde el te´rmino Tˆ12 es la perturbacio´n entre ambos sistemas, que inicialmente se
encuentran aislados. En el formalismo de segunda cuantizacio´n, que resulta muy
adecuado para el tratamiento de sistemas de muchos cuerpos, esta perturbacio´n
puede expresarse de la forma:
Tˆ12 =
∑
i∈ 1, j ∈ 2
tij (cˆ
+
iσ cˆjσ + cˆ
+
jσ cˆiσ) . (C.2)
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tij es el elemento de matriz entre el orbital i del sistema 1 y el orbital j del
sistema 2 (lo que comu´nmente conocemos como hopping). Los hamiltonianos de
los sistemas 1 y 2 se definen de la forma:
Hˆ1 =
∑
i, j ∈ 1





i, j ∈ 2
(i nˆi + tij cˆ
+
i cˆj ) (C.3)
donde hemos eliminado el ı´ndice σ, que da cuenta del esp´ın, porque sera´ incluido
en la expresio´n final sin ma´s que an˜adir un factor 2.
La corriente medida en funcio´n del tiempo, I(t), que se define como la diferen-
cia de flujos que circulan en sentidos opuestos entre los dos sistemas, se obtiene




i∈ 1, j ∈ 2









i (t + τ) cˆj(t) − tji cˆ
+
j (t + τ) cˆi(t) ) . (C.5)
Escribiendo la corriente en te´rminos de las funciones de Green de no-equilibrio








12 (t+ τ, t) − Gˆ
+−
21 tˆ12 (t+ τ, t) ] (C.6)
(la traza de la matriz producto proviene de la suma en orbitales). En el re´gimen
estacionario, Jˆij es independiente del tiempo, por lo que, calculando la transfor-
mada de Fourier de la funcio´n Gˆ+−, podemos trabajar utilizando la energ´ıa como
variable, en lugar del tiempo, y se llega as´ı a la ecuacio´n central de la corriente








12 (E) − Gˆ
+−
21 tˆ12 (E)] (C.7)
En la seccio´n que sigue a continuacio´n veremos co´mo escribir la corriente en
funcio´n de las variables de equilibrio, utilizando las relaciones definidas en la
seccio´n B.4.
C.2 LA FO´RMULA DE LA CORRIENTE EN FUNCIO´N DE LAS VARIABLES NO PERTURBADAS 171
C.2. La fo´rmula de la corriente en funcio´n de las va-
riables no perturbadas
La ecuacio´n central C.7 para la corriente Keldysh [125], que hemos encontrado
en el apartado C.1, relaciona la corriente que circula entre dos sistemas con la
funciones de Green-Keldysh de no-equilibrio Gˆ+−ij , i, j = 1, 2 del sistema total,
que, en principio, nos son desconocidas. Por lo tanto, nos interesa poder escribir
estas funciones en te´rminos de las de los sistemas desacoplados 1 y 2.
Para ello haremos uso de nuevo de la ecuacio´n de Dyson, en su forma
Gˆ = gˆ + gˆ Σˆ Gˆ que nos aparec´ıa en la seccio´n B.3. En el ape´ndice anterior B
vimos que
Gˆ+− = (Iˆ + GˆRΣˆR)gˆ+−(Iˆ + ΣˆAGˆA) + GˆRΣˆ+−GˆA , (C.8)
y sabemos que las funciones de Green avanzada y retardada de no equilibrio
verifican la ecuacio´n de Dyson:
GˆR,A = gˆR,A + gˆR,A ΣˆR,A GˆR,A . (C.9)






ΣˆR,A12 = Tˆ12 (C.10)
por lo que al desarrollarla para el elemento 12 obtenemos
Gˆ+−12 = [(Iˆ + Gˆ
R ΣˆR) gˆ+−(Iˆ + ΣˆA GˆA)]12 =











































Au´n tenemos funciones de Green del sistema con la perturbacio´n. Por lo tanto,
utilizaremos una vez ma´s la ecuacio´n de Dyson para escribirla en te´rminos de las
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donde i, j = 1, 2, y i 6= j, de modo que, si introducimos la expresio´n para GˆR,Aji
en la que tenemos para GˆR,Aii encontramos






con lo que ahora s´ı estamos trabajando exclusivamente con las funciones de Green
de los sistemas antes de conectar la perturbacio´n. So´lo nos queda, por u´ltimo,
calcular las funciones de no-equilibrio gˆ+−ii . Dado que en el formalismo de Keldysh
el sistema no perturbado es, adema´s, no interactuante, estas funciones verifican









ii ] [1 − f(E)] (C.15)
Si definimos unas densidades de estado ρ11 y ρ22 y unas funciones de distribucio´n
de Fermi f1 y f2 para cada uno de los sistemas 1 y 2 antes de la perturbacio´n,
que incluyan el desplazamiento en energ´ıas entre los niveles de uno y otro siste-
ma causado por el potencial externo V , las funciones de no-equilibrio quedara´n
expresadas en te´rminos de las variables de cada sistema aislado de la forma:
gˆ+−11 (E) = 2pii ρˆ1 f1(E)
gˆ−+11 (E) = −2pii ρˆ1 [1 − f1(E)]
gˆ+−22 (E) = 2pii ρˆ2 f2(E)
gˆ−+22 (E) = −2pii ρˆ2 [1 − f2(E)] (C.16)
Si sustituimos ahora las ecuaciones C.14 y C.16 en C.11, y e´sta u´ltima a su vez en
la ecuacio´n central de la corriente C.7, y si hacemos uso de la propiedad c´ıclica
de la traza, llegamos a una expresio´n final para la corriente como funcio´n de
magnitudes de los sistemas antes de la perturbacio´n (adema´s, por supuesto, del






dE Tr[ ρˆ22(E) Dˆ
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Las funciones DˆR22 y Dˆ
A
11 se definen como
DˆA11(E) = [I − tˆ12 Gˆ
(0) A




DˆR22(E) = [I − tˆ21 Gˆ
(0) R




y son, como ya explicamos en el cap´ıtulo 1 de fundamentos teo´ricos, los responsa-
bles del multiple scattering que satura la corriente a cortas distancias. Podemos
incluir estos efectos dentro de la perturbacio´n definiendo un hopping efectivo
como tˆeff,R12 = Dˆ
R
11 tˆ12. Las variables referidas a cada uno de los sistemas esta´n
evaluadas en energ´ıas diferentes, ya que la ecuacio´n que hemos escrito corres-
ponde a un caso general en el que el voltaje es distinto de cero; la manera ma´s
sencilla de trabajar en este caso es incluir la diferencia de potencial entre ambos
sistemas, de modo que el efecto del potencial externo V es simplemente desplazar
los niveles de energ´ıa de un sistema respecto del otro.
C.3. Aproximaciones a la expresio´n de la corriente en
ciertos l´ımites
La expresio´n para la corriente que acabamos de obtener puede simplificarse
notablemente en los l´ımites de temperatura y voltaje bajos, en los que es posible
recurrir a algunas aproximaciones.
C.3.1. El l´ımite de temperatura cero
La expresio´n C.17 para la corriente que hemos obtenido en la seccio´n anterior
presenta una dependencia de la temperatura a trave´s de las distribuciones de
Fermi-Dirac de cada uno de los subsistemas iniciales. En el caso particular en el
que estemos interesados u´nicamente en el estudio del transporte a temperatura
cero, estas funciones de distribucio´n se aproximan por funciones escalo´n, de modo
que el rango de la integral se reduce a una ventana definida por el intervalo
(0, eV ), donde eV es el desplazamiento en energ´ıas entre los niveles de los dos
subsistemas provocado por el potencial externo V . De este modo la expresio´n






dE Tr[ ρˆ22(E) Dˆ
R
22(E) tˆ21 ρˆ11(E − eV ) Dˆ
A
11(E − eV ) tˆ12] .
(C.19)
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C.3.2. La aproximacio´n para bajos voltajes
En el l´ımite de V pequen˜o, podemos aproximar la expresio´n para la corriente




(eV )Tr[ ρˆ22(0) Dˆ
R
22(0) tˆ21 ρˆ11(−eV ) Dˆ
A
11(−eV ) tˆ12] ,
(C.20)
en donde simplemente hemos supuesto constantes las densidades de estado en
la ventana de integracio´n, con lo que basta con evaluarlas para la energ´ıa de
referencia E = 0. As´ı, al definir la conductancia como g = dI1→2dV , obtendremos
la expresio´n 1.43 del cap´ıtulo de fundamentos teo´ricos que hemos utilizado para
el estudio de las propiedades de transporte de los nanotubos:










21 ]E=0, V =0 . (C.21)
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