This article describes the estimation of quality-adjusted price indexes from 'big data' such as scanner and online data when there is no available information on product characteristics for explicit quality adjustment using hedonic regression. The longitudinal information can be exploited to implicitly quality-adjust the price indexes. The fixed-effects (or 'time-product dummy') index is shown to be equivalent to a fully interacted time-dummy hedonic index based on all price-determining characteristics of the products, despite those characteristics not being observed. In production, this can be combined with a modified approach to splicing that incorporates the price movement across the full estimation window to reflect new products with one period's lag without requiring revision. Empirical results for this fixed-effects window-splice (FEWS) index are presented for different data sources: three years of New Zealand consumer electronics scanner data from market-research company GfK; six years of United States supermarket scanner data from market-research company IRI; and 15 months of New Zealand consumer electronics daily online data from MIT's Billion Prices Project.
Introduction
Ensuring that consumer price indexes reflect only price change is important, and is traditionally achieved by pricing a fixed basket of goods over time. However, products such as consumer electronics are rapidly evolving, and have correspondingly shorter life cycles in the market. This makes the traditional approach of pricing a representative fixed basket challenging.
The potential for using so-called 'big data' such as scanner data or online data to measure price change with higher accuracy and frequency makes the challenge of rapid product change for price measurement increasingly pertinent. Price indexes in the context of official statistics need to use the data that are available, and ideally their estimation should be automatable.
Price measurement using scanner data has been an active area of research for Statistics New Zealand over the last five years. Collaborative research with Statistics Netherlands (de Haan and Krsinich 2014) on a new method called the imputation Törnqvist RYGEKS (ITRYGEKS) has established it as benchmark index which appropriately quality adjusts, both for the changing quality mix of products being bought and for the implicit price movements of new products entering, and old products disappearing, from the market.
Supermarket scanner data and online data, however, do not contain sufficient information on characteristics to use methods such as the ITRYGEKS or the multilateral time-dummy (TD) hedonic index. This has led to a revisiting of the fixed-effects index (also known as the time-product dummy (TPD) index) that was used to benchmark the New Zealand housing rentals index (Krsinich 2011b) . 'Fixed effects' refers to the fitting of product-specific identifiers. This can be seen as the model controlling for the bundles of characteristics corresponding to each product, rather than controlling directly for the characteristics.
This article demonstrates, theoretically and empirically, that the fixed-effects index is equivalent to a fully interacted time-dummy hedonic index based on all characteristics that are constant across time at the barcode, or detailed product-specification, level. Note that this does not advocate the explicit use of fully interacted hedonic models in practice, rather it demonstrates what is implicitly achieved by the fixed-effects model.
It is also shown empirically that this fully interacted time-dummy hedonic index is virtually the same as the more common main-effects time-dummy hedonic index when a comprehensive set of price-determining characteristics are available for inclusion in the main-effects hedonic model.
Because the fixed-effects index requires at least two price observations before a new product is nontrivially incorporated into the estimation, a modified approach to the 'splicing' or updating of the price indexes in production is required. This window-splice approach uses the movement across the entire estimation window, rather than just the movement of the most recent period, thereby incorporating a catch-up revision factor reflecting the implicit price movements associated with the introduction of new products in the period after their introduction along with an updating of the predicted fixed effects for all products observed. The combination of a fixed-effects index estimation with the window splicing is referred to as the 'fixed-effects window-splice' (FEWS) index.
So, if there is longitudinal price and quantity information at a detailed productspecification level, the FEWS approach can be used to produce nonrevisable qualityadjusted price indexes.
The article is structured as follows: Section 2 gives the background to the development of the FEWS index -from benchmarking the New Zealand housing rentals index to evaluating this approach in the context of both supermarket scanner data and online data, and then incorporating fixedeffects indexes for mobile phones and televisions in the New Zealand import price index from the December 2013 quarter.
In Section 3, a result from de Haan and Hendriks (2013) for the time-dummy hedonic index is restated in terms of categorical characteristics. This is then extended to include interaction terms, showing that the fixed-effects index is algebraically equivalent to a fully interacted time-dummy hedonic index that explicitly incorporates all characteristics of the products.
In Section 4, a simulation is used to give some intuition for the equivalence of the fully interacted time-dummy hedonic index and the fixed-effects indexes by basing the product identifiers used in the fixed-effects index on the same cut-down set of characteristics included in the time-dummy hedonic index.
Section 5 describes how the window-splice incorporates a catch-up revision factor along with the most recent period's movement to maintain the integrity of the long-term index, in particular by revising for the implicit price movements of new products entering the market in the period after their introduction.
In Section 6, empirical results for the FEWS index are compared to other indexes for a range of data sources:
. New Zealand monthly aggregated consumer electronics scanner data from marketresearch company GfK, with quantities and comprehensive sets of characteristic information for each product category. . United States weekly aggregated supermarket scanner data from IRI marketing, with quantities sold but no characteristic information. For manageability, the data is aggregated to a monthly level for the analysis. . New Zealand daily consumer electronics web-scraped online data from the Billion Prices Project, with no characteristics or quantities (Billion Prices Project, 2016) .
Section 7 concludes the article.
Background
A fixed-effects approach was used by Statistics New Zealand to retrospectively benchmark the performance of the current matched-sample approach to measuring the price movement of housing rentals. Due to the lack of sufficient characteristics in the housing rental survey data, the longitudinal nature of the data was exploited by fitting a fixed-effects model -that is, the fitting of dwelling-specific intercepts -to implicitly control for all time-invariant characteristics of the surveyed rental dwellings. As pointed out by de Haan (2015a), this is conceptually very similar to the quality-adjustment approach of 'overlap pricing', though it is based on the price movements of all matched products, rather than just one product being replaced. This approach was controversial at the time, and so Krsinich (2011b) extended a result from Aizcorbe et al. (2003) to show that the implicit price movement being estimated for new rental dwellings by the retrospective fixed-effects index was appropriate.
De Haan and Krsinich (2014) presented and empirically tested the imputation Törnqvist rolling year GEKS (ITRYGEKS) index. This is an extension of the rolling year GEKS (RYGEKS) of Ivancic et al. (2011) .
The GEKS index takes the geometric average of all bilateral superlative indexes (e.g., Törnqvist or Fisher indexes) within an estimation window. A rolling window is used with the GEKS index to make it nonrevisable for production, with the latest month's movement spliced onto the previous index number each month. This results in the rolling year GEKS (RYGEKS) index. The window length is usually just over one year, that is, 13 months for a monthly index.
In contrast to the RYGEKS, the ITRYGEKS is based on bilateral time-dummy hedonic indexes rather than superlative indexes. This enables the ITRYGEKS index to reflect the implicit price movements of new and disappearing products on entry and exit, which the RYGEKS does not do.
It was noted as an interesting result in de Haan and Krsinich (2014) that the rolling year time-product dummy (RYTPD) index -that is, the fixed-effects index -tended to sit closer to the benchmark ITRYGEKS than did the RYGEKS, despite utilising only product identifiers rather than explicitly incorporating information on characteristics. Krsinich (2013) modified the fixed-effects index by splicing on the movement across the entire window rather than just the movement of the most recent period. This further improved the performance of the fixed-effects index, as measured against the benchmark ITRYGEKS.
Also in Krsinich (2013) , it was first noted that the time-product dummy index appeared to be equivalent to a fully interacted time-dummy hedonic model and, therefore, might in a way be more comprehensively quality-adjusting than the ITRYGEKS, which is based on main-effects time-dummy hedonic bilateral indexes.
De Haan and Hendriks (2013) explored the use of fixed-effects indexes for producing high-frequency price indexes from online data, deriving expressions for both the timedummy hedonic and fixed-effects indexes. However, implausible empirical results for women's t-shirts, along with their observation that "measuring quality-adjusted price indexes without information on item characteristics is just not possible", led the authors to conclude that the fixed-effects index is not appropriate for products "where quality change is important".
One hypothesis about this apparent bias in the women's t-shirts index is that, because fashion is highly seasonal, there was probably an almost complete replacement of old products with new products between seasons. The only matched products on which to base the fixed-effects estimation would be products undergoing heavy discounting. See Appendix 2 for the intuition behind this. This suggests that a condition for using the fixedeffects index might be that there is at least some minimum percentage of products that are matched, and not undergoing seasonal discounting, between any two successive periods. Alternatively, the regression assumption of constant coefficients within the estimation window may be violated for these very seasonal products.
In the December 2013 quarter, Statistics NZ introduced fixed-effects indexes into the production of the New Zealand import price index for both mobile phones and televisions. For the major brands of these two products, comprehensive data on import prices and quantities is available longitudinally at a detailed product level. Because the previous quarter of the New Zealand import price index is revisable, the window-splicing aspect of the FEWS index is not required for the incorporation of new products' price movements into the index, though it may be incorporated into production in the future to improve the estimation.
Theory
In this section, results from de Haan and Hendriks (2013) are extended to show that the fixed-effects index is equivalent to a fully interacted time-dummy hedonic index where all characteristics that define products are treated as categorical. "Fully interacted" means that the regression equation includes the interaction terms for all possible combinations of main effects.
In the case of scanner data, where barcodes change with any change in a pricedetermining characteristic, this means the fixed-effects index (with barcodes, or their equivalent, as the product identifiers) is equivalent to a fully interacted time-dummy hedonic index where all price-determining characteristics are explicitly included in the hedonic model.
The Main-Effects Time-Dummy Hedonic Index
The estimating equation for the (unweighted) time-dummy hedonic index can be stated as:
where p t i is the price of product i in period t; D t i is a dummy variable with the value 1 for period t and 0 otherwise; z ik is the quantity of characteristic k and 1 t i is the error term. The time-dummy hedonic index is then derived from the estimated parameters on time as follows:
Since Equation (1) includes only main effects for the z characteristics, we make this explicit by referring to its corresponding index as the 'main-effects time-dummy' hedonic index P TD(ME) .
From Equation (3) in de Haan and Hendriks (2013) we obtain:
where S 0 and S t are the set of products available in times 0 and t respectively and N t is the number of items in time t. They also extend the formulation to the weighted case. For simplicity, this theory section is restricted to the unweighted case, but the simulation in Section 4 shows the equivalence of the two indexes in the weighted case.
The exponential factor is the quality-adjustment factor, which adjusts the ratio of geometric mean prices for any changes in the average characteristics of products between period t and the base period 0.
Any change in a characteristic in scanner data will correspond to a change in barcode. In online data, a change in characteristic will correspond to a changed product identifier, or model name. So the set of values that characteristics can take is discrete, as a consequence of the set of barcodes or product identifiers being discrete.
This means that when estimating price indexes from scanner or online data, all characteristics can be treated as categorical. Characteristics correspond to a discrete set of product specifications. That is, even numeric characteristics such as 'screen size' for computers or 'number of pixels' for cameras will take a discrete set of values across the set of product specifications.
A convenient feature of treating all characteristics as categorical is that no parametric form is imposed on the hedonic models.
Note also that, rather than building predictive models, these models are conditioning price-determining characteristics out of the parameters estimated for time, from which the price index is derived. The parameters estimated on the characteristics other than time are of no interest in themselves. Nevertheless the parameter estimates may be useful as regression diagnostics.
With all the characteristics being modelled as categorical, (3) can be restated as follows.
where L is the total number of categories across the k characteristics (minus a base category for each of the k characteristics) and D t l is the proportion of i [ S t with the characteristic D l .
The Fully Interacted Time-Dummy Hedonic Index
Following the same reasoning as in de Haan and Hendriks (2013), an equivalent expression to (4) can be derived for the fully interacted time-dummy hedonic index, that is, the index derived from a hedonic model that includes the main effects and all the interactions between characteristics. For n characteristics this would be the main effects, the two-way interactions, the three-way interactions, and so on up to the n-way interactions.
For simplicity, and without loss of generality, products with just two characteristics are considered here. For example, characteristics A and B, each of which has three categories 1, 2, and 3. The four main effects correspond to the dummy variables for each of A1, A2, A3, B1, B2, and B3 (less the two base categories for each of characteristics A and B). The eight second-order interactions are the dummy variables for each of A1B1, A1B2, : : : , A3B3 (less one base category).
The estimating equation for the full hedonic model can be written: (2013) to give the full derivation from (5) of the fully interacted time-dummy hedonic index shown in Equation (6).
This is the time-dummy hedonic index with quality adjustment for the change in characteristics in terms of not only the main effects, but all the interactions of characteristics. So the quality adjustment is more comprehensive than that of the maineffects time-dummy index of equation (4).
The Fixed-Effects Index
Similarly to the case of the time-dummy hedonic index, de Haan and Hendriks (2013) show that, with an estimating equation for the (unweighted) fixed-effects index of
where D i is a dummy variable that has the value of 1 if the observation relates to item i and 0 otherwise, the fixed-effects index can be formulated as follows:
t are the sample means of the estimated fixed effects.
The exponential terms in (6) and (8) are the same, because the fixed effect for any item i is, by definition, the net effect of the parameters corresponding to the 'bundle' of characteristics belonging to i, where the characteristics are constant across time at the item, or product, level. That is, the fixed effect is the sum of the parameters on the main effects and all the interactions for the characteristics of the product.
To illustrate using the example given in Subsection 3.2, consider an item i with the characteristics A3 and B1 in time t.
In the fully interacted time-dummy hedonic index formulation of Equation (6), this item will contribute b A3 þ b B1 þ b A3B1 to the expression in the brackets which, when exponentiated, is the quality-adjustment factor.
In the fixed-effects index formulation of Equation (8), the item contributes a fixed effect of gˆi to the corresponding bracketed term.
Since, by definition, the fixed effect is the net effect of the characteristics of the item,
, and it follows that Equation (6) ¼ Equation (8).
So, the fixed-effects index is equivalent to the fully interacted time-dummy hedonic index where all price-determining, and therefore product-identifying, characteristics are included in the time-dummy hedonic index.
Price indexes should appropriately reflect the relative expenditures on different products. The following section demonstrates the equivalence of the fixed-effects and fully interacted time-dummy hedonic indexes empirically for the weighted case (using expenditure shares as weights) by using a subset of three characteristics to both include in the fully interacted time-dummy hedonic index and define the product identifiers used in the fixed-effects index.
Simulation
Scanner data from market-research company GfK is used for digital cameras for the three years from July 2008 to June 2011.
To run a fully interacted time-dummy hedonic model, just three of the approximately 40 available characteristics for digital cameras are incorporated into the model. These characteristics are brand (with 22 categories), depth of device in millimetres (295 categories), and photos per second (78 categories).
To estimate the corresponding fixed-effects index, product identifiers are defined based on these three characteristics.
For example, a product of brand A, with a depth of device in millimetres of twelve, and photos per second of 100, could be assigned an identifier of 'A_12_100'. A product of brand B, depth of device in millimetres of 25, and photos per second of 200, could be called 'B_25_200'. Note that these product identifiers are text strings, and therefore convey no information about the corresponding characteristics to the estimation process. Figure 1 shows the resulting indexes. The fully interacted time-dummy hedonic index (TD fully interacted) and the fixed-effects index (FE) are precisely the same, despite no characteristics being explicitly incorporated into the fixed-effects estimation.
We also show the standard time-dummy hedonic index, which includes only the main effects for the three included characteristics. The difference between this main-effects time-dummy hedonic index and the fully interacted time-dummy hedonic index shows there is extra price-determining information in the interactions between these three characteristics that is not reflected in the parameters on the main effects. It is likely that particular combinations of characteristics correspond to particular models of camera, and therefore the interactions are indirectly reflecting the price-effects of other characteristics related to those models.
Note that these indexes are estimated on the full set of data -that is, they are not the rolling-window versions which would be used in production to produce nonrevisable indexes, as discussed below in Section 5.
As the set of characteristics included in the main-effects time-dummy hedonic index increases, the difference between the main-effects and fully interacted time-dummy hedonic indexes decreases. This is shown in Subsection 6.1 by the very close correspondence between the time-dummy movement-splice (TDMS) index and the fixedeffects movement-splice (FEMS) indexes for eight consumer electronics products. 
The Window Splice
Consumer price indexes need to be nonrevisable. This is usually achieved by incorporating a 'rolling window' for the set of data used to estimate the index, and splicing on the most recent period's movement to the previously published index number. Krsinich (2013) proposed a modified approach to the splicing that uses the movement across the entire estimation window rather than just the most recent period's movement. This 'window splice' is a simplified version of a suggestion for improving the splicing of the RYGEKS made by Melser (2011) .
Appendix 2 gives the intuition for why the fixed-effects model needs at least two price observations to include a new product nontrivially in the estimation. It also shows how the fixed-effects estimates are improved with more price observations for each product.
The window splice enables a form of implicit revision, which maintains the integrity of the index over the longer term, not only incorporating the implicit price movements of new products being introduced, but also enabling the updating of the fixed-effects estimates as more prices are observed for each product.
Consider a situation where the index over a seven-quarter period is based on three successive five-quarter estimation windows. We use a quarterly, rather than monthly, index to simplify the example.
In practice, when estimating time-dummy hedonic indexes, the index will generally change only slightly for previous periods with each subsequent window's estimations. For the illustration purpose, we here show an extreme situation of quite significant change to the index with each subsequent estimation window.
In the example shown in Figure 2 , the index estimated from the first-quarter window of data has a constant increase of ten percent per quarter, the index estimated on window two is steeper, with a 15 percent per quarter increase, and the third window's index reflects a 20 percent increase in each quarter.
The standard approach of splicing on just the most recent periods -the 'movement splice' -would result in the index showing a ten percent increase in each of the first five quarters from Y1Q1 to Y2Q1, then 15 percent from Y2Q1 to Y2Q2, and then 20 percent from Y2Q2 to Y2Q3. This is shown in Figure 3 . Extending the notation introduced by de Haan (2015b), we can express the movementspliced index for period T þ t (where the estimation window is of length T þ 1 and t . 0) as follows: 
where P a;b ½c:d is the index from period a to period b, estimated using data from period c to period d.
So, for the seven-quarter example shown above in Figure 3 , the index for the last period Y2Q3 will be: The problem with this approach is that the revised movement for previous periods is not incorporated into the longer-term index movement. This could result in a bias, likely to accumulate over time, which we can refer to as 'splice drift'.
Another approach to the splicing would be to incorporate the movement across the entire estimation window, so that the longer-term index always reflects the most up-to-date estimation of not only the most recent period's movement, but the entire estimation window.
If we were able to revise the index, then this splicing of the most recent window's index each time would be as shown in Figure 4 . The revised index shows a ten percent increase from Y1Q1 to Y1Q2, a 15 percent increase from Y1Q2 to Y1Q3, and 20 percent quarterly increases between Y1Q3 and Y2Q3. So, at all points the index is based on the most recent estimation window available.
We can formulate this 'revisable-index splicing' as follows: However, consumer price indexes are generally unrevisable. Instead, a 'catch-up' factor can be incorporated into the most recent period's movement, to maintain the index at the level it would be if revision had been possible. This is the approach taken with the 'window-splice' of the FEWS index, illustrated in Figure 5 . That is, the direct forms of the revisable-spliced and window-spliced indexes are the same.
There is a trade-off with the window-splice approach -between the quality of the most recent period's estimated movement and that of the longer-term index. However, in the case of fixed effects where at least two price observations are required before a new product contributes nontrivially to the estimation, the window splice ensures there is no systematic bias due to the continual omission of the implicit price movements of new products entering the index. It does this by incorporating a revision for them in the period after their introduction. In addition, this window splicing also incorporates implicit revisions for the improvement of the fixed-effects estimates with more price observations. So the published, and unrevisable, quarter's movement incorporates a revision factor that adjusts the index to the level it would be if revision were possible. Obviously, with such an artificial example as this, where the estimated index changes significantly with each successive window's estimation, the effect on the most recent period's movement is quite substantial. But in practice the change to previous period's movements with the addition of one period of data is usually very small, so there would not be such a sacrifice in the quality of the most recent period's movement to maintain an unbiased longer-term index.
The FEWS index combines this window splice with the fixed-effects index to produce price indexes that are both quality-adjusted and nonrevisable.
To reiterate -the implicit price movement from t 2 1 to t of a new product at time t will not be reflected at time t until the window splice is incorporated for the index estimated at time t þ 1. That is, the implicit price movements will be reflected in the appropriate period, but with one period's lag.
De Haan (2015b) compares movement splicing with window splicing. From his Equation (12) we can state the FEWS index for period T þ 1 as:
where P
0;Tþ1
FEMS is the fixed-effects movement-splice index for period T þ 1. The ratio of P 1;T FE½1;Tþ1 and P 1;T FE½0;T is the implicit revision factor and de Haan's Equation (13) shows it can be expressed as g i½t;Tþt is the predicted fixed effect for product i estimated on the window from t to T þ t, s t i is the expenditure share of product i in period t, and S t is the set of products observed in period t.
Empirical Results
Empirical results for the FEWS index are shown, on a range of data sources with different features:
. Scanner data from market-research company GfK. Three years of monthly average prices with a full set of characteristics, and their associated quantities, for eight consumer electronics products in New Zealand. . Scanner data from market-research company IRI. Six years of weekly average prices for 30 supermarket products in the United States. Information on quantities sold is available in the data, but there is little information on the characteristics of products. . Online data from the Billion Prices Project at MIT. Fifteen months of daily webscraped online data for four consumer electronics products in New Zealand. This data has little information on characteristics of products, and no quantity information.
Descriptive statistics on the three data sources are shown in Appendix 3, showing the average number of distinct products per month (for GfK and IRI scanner data) and per week (for the BPP online data), along with the match rates after the first year for each product category, to indicate the levels of product turnover. Table 1 shows the variables available in each of the three data sources, and the price indexes that could be compared for each data source, given these varying data limitations.
Scanner Data with both Quantities and Characteristics: Eight New Zealand Consumer Electronics Products
The FEWS index is estimated on three years of monthly average prices from New Zealand scanner data for eight consumer electronics products, from market-research company GfK. This data has extensive information on characteristics (around 40 different characteristics for each product) with corresponding total prices and quantities. From Because there is a full set of characteristics and expenditure information in the data, the FEWS index can be compared with the time-dummy movement-splice (TDMS) hedonic index, which explicitly incorporates the characteristics into a multilateral hedonic model. The TDMS is more commonly known as a 'rolling-year time-dummy' (RYTD) index, but we are renaming it in this article to make the splicing method explicit, for the comparison with the other indexes.
The fixed-effects movement-splice (FEMS) index is shown, in order to see the impact of the window splicing and the (implicit) addition of interaction terms separately.
The more traditional chained-Törnqvist index is also included in the comparison: where M is the set of products existing in both periods and s i is the arithmetic average of the share of expenditure on product i in periods t-1 and t:
Note that while earlier versions of this article included the RYGEKS index in the comparison, recent work by Lamboray and Krsinich (2015) has demonstrated that the GEKS index is biased by product turnover, and has suggested a modification called the 'intersection GEKS' (intGEKS). The issue of whether the RYGEKS, as the nonrevisable counterpart of the standard GEKS, is appropriate in situations of high product turnover, such as consumer electronics, is therefore currently an open question, and so it is excluded from these results.
Figures 6 to 8 show the four indexes for desktop computers, digital cameras and televisions, respectively. Table 2 shows the value of the indexes at the end of the threeyear study period for all eight consumer electronics product categories analysed.
For all three product categories graphed, the TDMS and FEMS indexes are virtually identical, suggesting that the implicit inclusion of interaction terms in the FEWS index adds little extra price-determining information for these product categories. Interestingly, the incorporation of the window splice for desktop computers results in a more rapidly declining index from late 2009, which could correspond to the implicit price movements associated with the introduction of new desktop computers being lower than those of existing desktop computers starting around then.
For both digital cameras and televisions, the FEWS index declines slightly less rapidly than the FEMS and TDMS, while the chained Törnqvist declines more rapidly. Table 2 shows the very close correspondence of the TDMS and the FEMS indexes for most of the products.
Scanner Data with Quantities but no Characteristics: 30 United States Supermarket Products
Six years of weekly aggregated supermarket scanner data from IRI marketing (see Bronnenberg et al. 2008 ) is used to compare the FEWS index with the FEMS and the chained-Törnqvist indexes. The data is aggregated to a monthly level for the sake of manageability.
Unlike the consumer electronics scanner data from GfK, supermarket scanner data tends to contain few, if any, characteristics with which to run either the ITRYGEKS or the timedummy hedonic (TD) methods, which both rely on hedonic models that explicitly incorporate a full set of price-determining characteristics. However, outlet identifiers are available, and these are incorporated into the product identifiers to reflect and control for the different levels of service that can be experienced across outlets, and which can therefore be considered as part of the overall 'product'.
We compare the FEWS index with the FEMS index and the (monthly) chainedTörnqvist index. For most of the product categories, the three indexes track each other relatively closely. In general, there does not appear to be significant chain drift in the chained-Törnqvist index, in contrast to the findings in earlier research such as de Haan and van der Grient (2011) and Ivancic et al. (2011) .
For brevity, then, graphs for just four of the 30 supermarket product categories analysed are shown in figures 9 to 12 -deodorant, milk, razors, and facial tissues. These are product categories for which the indexes do diverge, unlike most of the other product categories. Table 3 gives the index values for the chained-Törnqvist, FEMS and FEWS indexes at the end of the six-year period analysed for all 30 products. Figures 13 and 14 present the same results graphically.
For many of the product categories, the three indexes track each other relatively closely. In general, there does not appear to be significant chain drift in the chained-Törnqvist index, in contrast to the findings in earlier research such as de Haan and van der Grient (2011) and Ivancic et al. (2011) .
In Figure 9 , for deodorant, the chained-Törnqvist and the FEWS index match closely, while the FEMS index tracks higher. An explanation for this could be that the valuing of characteristics by consumers is changing relatively quickly for this product category, and so the implicit revision for the updating of the fixed-effects parameters of the FEWS is making a difference. The chained Törnqvist is based only on current and previous period data, so is 'up-to-date' in this sense. Any difference between the FEWS and the chained Törnqvist would be due to either
. chain drift in the chained-Törnqvist index, or . the implicit price movements of new products entering and old products disappearing from the market differing from the price movements of matched products.
So, either these two factors are cancelling each other out for this product, or there is no chain drift in the Törnqvist and the implicit price movements from unmatched products are similar to those of matched products. Razors, shown in Figure 11 , have the most unusual divergence in the three indexes of the 30 product categories analysed. From 2004 onwards the FEWS index trends downwards while the FEMS and chained-Törnqvist indexes continue to rise. This suggests that, during this period, there are downwards implicit price movements associated with the introduction of new products.
The three indexes for facial tissues, in Figure 12 , all gradually drift apart. This is likely to suggest a combination of factors:
. downwards chain drift in the chained Törnqvist . implicit price movements of new products differing from those of matched products and disappearing products (which the FEMS does reflect) and/or . updating of fixed-effects parameters reflected by the FEWS but not the FEMS index.
Probably the main conclusion we can draw from the results for all 30 product categories, shown in Table 3 and Figures 13 and 14 , is that there is no consistent pattern in the comparison of different index methods across all the products. This echoes the findings of previous research by Krsinich (2011a , 2013 , 2014 ) and de Haan and Krsinich (2014 . Further research is required to tease out the underlying factors driving different patterns of results, but this is not the focus of the present article.
Online Data with no Quantities or Characteristics: Four New Zealand Consumer Electronics Products
Statistics NZ was given access to 15 months of daily web-scraped online data from the Billion Prices Project at MIT for New Zealand consumer electronics products from one major New Zealand retailer. There are very few characteristics available in the online data but, as with scanner data, the products are identified by model name, and therefore any change in characteristics will generally correspond to a different product identifier. This means that the fixed-effects index can be used to implicitly quality adjust for all price-determining characteristics.
Another, less surmountable, limitation of online data is that quantities are not available. The unweighted index method used to estimate elementary-level price indexes by the Billion Prices Project and their commercial counterpart PriceStats is a daily-chained Jevons:
where m is the number of matched products between periods t 2 1 and t. An advantage of the chained-Jevons index is that it is transitive and therefore does not suffer from chain drift. However, unlike the FEWS index, the Jevons does not reflect the implicit price movements of new and disappearing products at the time of their introduction and disappearance. Krsinich (2015) shows that the noninclusion of quantities may not have as much of an impact as might be expected. The effect of having no quantities in online data is simulated by estimating FEWS indexes with and without expenditure share weights on GfK scanner data for consumer electronics.
For the analyses shown here, day-per-week (Saturday) samples of the daily data were used.
Figures 15 to 17 compare the (unweighted) FEWS index to the (unweighted) FEMS and the weekly chained-Jevons indexes. Note that the analysis period is only 15 months long, and the FEMS and the FEWS indexes will be equivalent for most of this period -that is, the first 53 of the full 72 weeks -as this is the length of the initial estimation window.
Note that there was a lapse in data collection between January and March 2013, which results in a flat index for each of the product categories over this period. Table 4 gives the value of the indexes at the end of the 15 months. Over the 15-month period, the three indexes are relatively similar. The difference between the chained-Jevons and the FEWS index for digital cameras and televisions reflects the impact of the implicit price movements of new and disappearing productswhich are reflected in the FEWS index, but not in the chained-Jevons index.
The high volatility of the indexes probably reflects the lack of smoothing by aggregation to monthly average prices, and the fact that the lack of quantities means that unusual price movements of low-selling products can have more of an impact on the index than they would in a weighted index. The coverage of the online data is also lower than that in the GfK scanner data, as it relates to just one, albeit large, New Zealand retailer.
Conclusion
This article has shown that the fixed-effects window-splice (FEWS) index produces nonrevisable quality-adjusted price indexes in the case of 'big data', such as scanner data or online data, where there is longitudinal price information at a detailed productspecification level.
There are two key factors behind this:
1. The fixed-effects index leverages off the longitudinal information in the data to implicitly quality adjust in a way that is shown to be equivalent to a fully interacted time-dummy hedonic index. 2. The use of a window splice implicitly revises so that the effects of new products are not systematically omitted as they would be with the more standard 'movement splice'. This is a form of implicit revision that also enables the estimation of fixed effects for all products to be updated. The FEWS index may be less appropriate for product areas where product characteristics or consumer preferences change rapidly, for example with seasonal variation or technological development. More research is required to understand and formulate the limits of the method's applicability in this context. Because the residual terms sum to zero in each period, (21) can be rewritten.
And this is Equation (6) in the main text.
Appendix 2

Intuition
It is difficult to understand how it is possible for quality adjustment to happen without any explicit information on characteristics. The key point is that, in scanner and online data, products are defined at the detailed specification level -that is, at a level at which any change in price-determining characteristics would prompt a new identifier. Rather than estimating each characteristic's effect separately, the fixed-effects model is estimating the effect of each 'bundle' of characteristics corresponding to a particular product.
To get an intuition for how this works, first consider four products, all with the same set of characteristics, which are fixed across time. The standard approach to hedonic modelling fits the log of price against characteristics and time, so the graphs of logged price for each product can be visualised as shown below in Figure 18 . P'0 is the predicted logged price for the base product P0, and actual logged prices for each of the four products P0 to P3 differ from this predicted P0 each period by a normally distributed error term. Now consider the situation where the products each have different characteristics from one another -that is, they are now four distinct products -and these characteristics are fixed across time at the product level -as they would be in the case of scanner data or online data, where barcodes or product names change if there is a change in characteristics. Assume that, within the estimation window of the hedonic model, characteristics' parameters are constant. Another, perhaps more useful, way of stating this is that the model will estimate the average value of each characteristic's parameter within the estimation window. The net effect of each product's 'bundle of characteristics' is constant over time, so the logged price graph is moved up or down accordingly. This constant factor is the 'fixed effect' estimated by the fixed-effects model -that is, the product-specific intercept. This is shown below in Figure 19 . So, the fixed effects are estimated such that the sum of squares of the error terms is minimised for each of the products, resulting in the predicted log price for the base product P'0 (i.e., the dashed line).
Consider, now, the situation of a new product P4 entering at time t1. Figure 20 shows the logged price of this new product P4 over the full period from t0 to t4, alongside the logged prices of the other products. In the period of introduction, the best estimate of the fixed effect of the new product P4 -that which minimises the sum of squared error terms -is simply the distance between its log price and the predicted log price of the base item P0. This is shown below in Figure 21 . Clearly, this is a trivial estimate, and the model (and therefore the index derived from it) is unaffected by the inclusion of the new product in this first period. Consequently, the corresponding implicit price movement associated with introducing this new product is simply the underlying price movement of the matched products. This is the reason that, as noted by Diewert (2004) , matched-model and fixed-effects indexes are equivalent when we consider only bilateral (two-period) model estimations.
The second price observation of P4 enables non-trivial estimate of the fixed effect of new product P4 (and consequently of the implicit price movement associated with its introduction), as shown in Figure 22 . This can be visualised as shifting the logged price record of P4 vertically up or down until the sum of squares of the error terms (indicated with bold lines) is minimised.
Note that for the purposes of this example it is assumed that the underlying predicted price movement of the base product P'0 is unaffected by the new product P4. Of course, the predicted price will be slightly affected by the new product and it is the appropriate estimation of the new product's fixed effect, and therefore its influence on the resulting price index, that is the objective. As more prices are observed for the new product P4, the estimate of its fixed effect is updated accordingly. Figures 23 and 24 show how the estimate of the fixed effect gradually reduces each period as a result of fitting the longitudinal logged price record for this new product around the underlying logged price movement predicted from all products.
Because the estimate of the fixed effect is trivial in the first period, at least two price observations are required before a new product can contribute meaningfully to the estimation. And with more price observations, the estimate of the fixed effect for the new product converges to its true value -that is, the estimate is being driven more by the shape of the longitudinal price record than by the error terms. The window splice described in Section 5 enables an implicit revision to be incorporated along with the most recent period's estimated movement to account for this updating of the fixed-effects estimates. 
