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ABSTRACT
CONTRACTIBLE n-MANIFOLDS
AND THE
DOUBLE n-SPACE PROPERTY
by
Pete Sparks
The University of Wisconsin-Milwaukee, 2014
Under the Supervision of Professor Craig Guilbault
We are interested in contractible manifolds Mn which decompose or split as
Mn = A ∪C B where A,B,C ≈ R
n or A,B,C ≈ Bn. We introduce a 4-manifold M
containing a spine which can be written as A∪C B with A,B, and C all collapsible
which in turn implies M splits as B4 ∪B4 B
4. From M we obtain a countably infinite
collection of distinct 4-manifolds all of which split as B4 ∪B4 B
4. Connected sums at
infinity of interiors of manifolds from sequences contained in this collection constitute
an uncountable set of open 4-manifolds each of which splits as R4 ∪R4 R
4.
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1Chapter 1
Introduction To Manifold Splitting
1.1 Definitions, Motivation, and Summary of Re-
sults
Our results will generally be in the topological category but because of the niceness
of the spaces involved we are able to work in both the piecewise linear and smooth
categories in our effort to obtain them. We will primarily be working in the PL
category. We may choose to construct manifolds (and other objects) to be piecewise-
linear or smooth. Unless stated otherwise the reader should view such constructions
as PL. By a PL manifold we mean a simplicial complex in which the link of every
vertex is a sphere.
Definition 1.1.1. We will write A ∪C B to indicate a union A ∪ B with intersec-
tion C = A ∩ B. We say a manifold Mn splits if Mn = A ∪C B with A,B, and
C = A ∩ B ≈ Bn or A,B, and C = A ∩ B ≈ Rn. In the former case we say M
“splits into closed balls” or M is a “closed splitter” and write Mn = Bn ∪Bn B
n. In
the latter case we say M “splits into open balls” or M is an “open splitter” and
write Mn = Rn ∪Rn R
n.
We are interested in contractible manifoldsMn which are open or closed splitters.
We introduce a 4-manifold M containing a spine, which we call a Jester’s Hat, that
can be written as A ∪C B with A,B, and C all collapsible. We’ll show that this
implies M is a closed splitter. From M we obtain a countably infinite collection
2of distinct 4-manifolds all of which are closed splitters. Connected sums at infinity
of interiors of manifolds from sequences contained in this collection constitute an
uncountable set of open 4-manifolds each of which splits as R4 ∪R4 R
4. These last
two statements constitute our two main theorems.
Our motivation comes from David Gabai’s result that the Whitehead 3-manifold,
Wh3, splits into open 3-balls
Wh3 = R3 ∪R3 R
3 [Gab].
Other terminology in use which is synonomous with open splitting includes double
n-space property and Gabai splitting.
1.2 Elementary Results
It is clear that the unit ball Bn splits into two “subballs” overlapping in a n-ball.
Likewise, Euclidean space itself splits into two Euclidean spaces meeting in a Eu-
clidean space. More generally, we have the following.
Proposition 1.2.1. If a manifold Mn splits as Mn = Bn ∪Bn B
n then intMn splits
as intMn = Rn ∪Rn R
n.
Proof. Suppose Mn = A ∪C B with A,B,C ≈ B
n. We will show that
intM = intA ∪intC intB.
In order to do this we show
(1) intA ∩ intB = intC and
(2) intM = intA ∪ intB.
For (1), suppose x ∈ intC. Then, as C ≈ Bn, there exists N ⊂ C an open
(Euclidean) n-ball neighborhood of x. Then N is an open ball neighborhood of x
in both A and B and thus x ∈ intA ∩ intB.
For the reverse inclusion, let x ∈ intA∩ intB and NA and NB be neighborhoods
of x in A and B each homeomorphic to an open ball of Rn. Then NA ∩ NB is a
neighborhood of x in C and it contains a neighborhood of x homeomorphic to an
3open Rn ball as it is a neighborhood of x in M . Thus, x is an interior point of C
and we have shown intA ∩ intB ⊂ intC.
For (2), it is clear that intA ∪ intB ⊂ intM. To see the reverse inclusion suppose
for contradiction that there exists x ∈ intM∩∂A∩∂B so we can choose UA, VB ≈ R
n
+
neighborhoods of x in A and B, respectively. Then UA = A∩U and VB = B∩V for
some open sets U, V ⊂ Mn. Let W ≈ Rn be a neighborhood of x in Mn contained
in U ∩ V, and let U ′A = A ∩W and V
′
B = B ∩W. Then U
′
A ∪ V
′
B = W, with U
′
A
and V ′B each homeomorphic to an open subset of R
n
+. Notice that ∂U
′
A ⊂ V
′
B and
∂V ′B ⊂ U
′
A, for if y ∈ ∂U
′
A does not lie in V
′
B, then a small half-space neighborhood
of y in U ′A is open in W ; an impossibility since W ≈ R
n. Similarly, we cannot have
y ∈ ∂V ′B that does not lie in U
′
A.
Now notice that U ′A ∩ V
′
B is a neighborhood of x in A ∩ B = C, which by
the previous observation, contains ∂U ′A ∪ ∂V
′
B. Moreover, by (1), every point of
∂U ′A∪∂V
′
B lies in ∂C. Since ∂C ≈ S
n−1 is a closed (n−1)-manifold, small Euclidean
(n− 1)-space neighborhoods must coincide. That is, there exists an (n− 1)-ball D
in ∂C containing x lying in ∂U ′A ∩ ∂V
′
B. We see that D is the intersection of an A
neighborhood of x with a B neighborhood of x so that D ≈ Bn−1 is a neighborhood
of x in A ∩ B = C ≈ Bn. This is our desired contradiction.
1.3 History and Current Work
Some classical knowledge about manifold splitting is contained in the following the-
orem [Gla65], [Gla66].
Theorem 1.3.1. (Glaser) (a) For each n ≥ 4 there exists a compact contractible PL
n-manifold with boundary W n not homeomorphic to Bn such that W n ≈ Bn ∪Bn B
n.
(b) For each n ≥ 3 there exist an open contractible n-manifold On not homeomorphic
to Rn such that On ≈ Rn ∪Rn R
n.
For the compact case, Glaser shows the existence of a contractible (n−2)-complex
piecewise linearly embedded in Sn with non-ball regular neighborhoods which split.
4The n ≥ 5 case was shown in [Gla65] and the n = 4 case was shown in [Gla66].
For the noncompact n ≥ 4 case he takes the interiors of the compact splitters
found in (a). For the noncompact n = 3 case, Glaser shows that the complement of
a certain embedding of a double Fox-Artin arc in S3 splits and is not a (open) ball
[Gla66].
In [Gab], Gabai asks
Question 1.3.2. Is there a reasonable characterization of open contractible 3-
manifolds that are the union of two embedded submanifolds each homeomorphic
to R3 and that intersect in a R3?
Renewed interest in this topic, motivated by Gabai’s splitting of the Whitehead
manifold and the resulting above question, has led to the following recent results
[GRW].
Theorem 1.3.3. (Garity, Repovs, Wright) There exist uncountably many distinct
contractible 3-manifolds that are open splitters.
Theorem 1.3.4. (Garity, Repovs, Wright) There are uncountably many distinct
contractible 3-manifolds that are not open splitters.
Note 1.3.5. In dimension 3, the Poincare´ conjecture gives that every compact
contractible manifold is homeomorphic to B3 so the question of closed splitters in
this case is uninteresting.
Ancel and Guilbault have recently worked out the general compact case for n ≥ 5
as well as for high dimensional Davis manifolds [AG14+] (see [AG95] for the main
ideas).
Theorem 1.3.6. (Ancel and Guilbault) If Cn (n ≥ 5) is a compact, contractible
n-manifold then Cn splits as Bn ∪Bn B
n.
Corollary 1.3.7. (Ancel and Guilbault) For n ≥ 5 :
1. the interior of every compact contractible n-manifold is an open splitter, and
52. there are uncountably many non-homeomorphic n-manfolds which are open
splitters.
Theorem 1.3.8. (Ancel and Guilbault) For n ≥ 5, every Davis n-manifold is an
open splitter.
Note 1.3.9. A result of Ancel and Siebenman states that a Davis manifold gener-
ated by C is homeomorphic to the interior of an alternating boundary connected
sum int(C
∂
♯ −C
∂
♯ C
∂
♯ −C
∂
♯ ...). Here −C is a copy of C with the opposite orien-
tation [Gui]. We will show in Section 5.4 that the interior of an infinite boundary
connecet sum of closed splitters is an open splitter. Thus there also exists (non-R4)
4-dimensional Davis manifold splitters.
6Chapter 2
The Mazur and Jester’s Manifolds
2.1 The Mazur Manifold
Figure 2.1: Γ ⊂ ∂(S1 × B3) ⊂ the Mazur Manifold
In [Maz], Barry Mazur described what are now often called Mazur manifolds.
Starting with a S1 × B3 one adds a 2-handle h(2) ≈ B2 × B2 along the curve Γ is as
in the above figure. That is,
Ma4Φ = S
1 × B3 ∪Φ B
2 × B2
is a Mazur manifold. Here Φ is the framing Φ : S1 × B2 → TΓ, TΓ is a tubular
neighborhood of Γ in ∂(S1 × B3) and the domain S1 × B2 is the first term in the
union
S1 × B2 ∪ B2 × S1 = ∂(B2 × B2)
For each Dehn twist of the S1 × S1 = ∂(S1 × B2) sending S1 × p (p ∈ S1) to
a closed curve (that is, an integer number of full twists), there exists a framing Φ.
7Thus the number of framings is infinite. Mazur chose a specific framing ϕ yielding
a specific manifold, which we’ll denote Ma4, for which he showed ∂Ma4 6≈ S3 so
Ma4 6≈ B4. The chosen framing corresponds to a parallel copy of Γ say Γ′ = ϕ(S1×p)
which lies at the “top” (the up direction is perpendicular to the page, toward the
viewer) of S1 × B2. Thus there are no twists with this framing.
Figure 2.2: Wirtinger diagram of the Mazur link
Here we’ll describe our interpretation of his argument for the nontriviality of
π1(∂Ma
4). Starting with the link Γ ∪ ζ in S3 pictured in Figure 2.2, we obtain
said figure’s Wirtinger presentation (see [Rol, p. 56] for a treatment of Wirtinger
presentations). This gives a presentation with exactly one generator for each arc
in the link diagram. These generators correspond to the loops in S3 which start
at the viewer’s nose (the basepoint), travel under the arc, and then return home
(to the nose). Thus in our picture the generators are the xi as pictured. The
relators in the presentation correspond to the undercrossings of pairs of arcs. As
8there are 9 undercrossings the Wirtinger presentation of this link diagram has 9
generators and 9 relators: 〈x1, ..., x9|r1, ..., r9〉 . We then perform a Dehn drilling on
a tubular neighborhood, N(ζ) ≈ B2 × S1, of ζ. That is, we remove intN(ζ). Next,
we perform a Dehn filling by sewing in N(ζ) backwards (ie sewing in a S1 × B2)
along ∂N(ζ). This Dehn surgery on S3 ≈ (S1 × B2) ∪S1×S1 (B
2 × S1) results in an
(S1 × B2) ∪S1×∂B2 (S
1 × B2) ≈ S1 × S2 with Γ embedded as in Figure 2.1. This
surgery exchanges N(ζ)’s meridian with its longitude. Thus the group element
corresponding to following around ζ is killed and we must add in a relator, say
rζ = x5x
−1
2 x
−1
1 = 1, to our presentation to adjust for this.
Adding a 2-handle along Γ (and throwing out its portion ofMa4’s interior) gives
our ∂Ma4 = (S1×S2−intN(Γ))∪∂N(Γ)(B
2×S1).We describe the gluing of B2×S1 in
two steps. We first glue in a thickened meridional disc, D, which kills off Γ′ the curve
to which it is it is attached (see Figure 2.3). Thus to our Wirtinger presentation
we introduce a relator rΓ = x
−1
7 x
−1
5 x7x
−1
3 x
−1
2 x
−1
7 = 1. We next glue on the rest of
B2×S1. The closed complement of D in B2×S1 is a 3-ball and it is attached along
its entire boundary. Adding such does not change the fundamental group and thus
π1(∂Ma
4) ∼= 〈x1, ..., x9|r1, ..., r9, rζ , rΓ〉 .
D
Figure 2.3: Thickened Meridional Disc
Proceeding as in [Maz], let β = x7, λ = x2, (see fig. 2.2) and α = βλ. Via Tietze
transformations (see [Geo, p. 79] for a treatment on Tietze transformations), it was
9shown in [Maz] that
π1(∂Ma
4) ∼=< α, β|β5 = α7, β4 = α2βα2 > and
G := π1(∂Ma
4)/nc{β5 = 1} ∼=< β, γ|γ7 = β5 = (βγ)2 = 1 >
where γ = α2. We claim G maps nontrivally into the subgroup of the isometries of
the hyperbolic plane generated by reflections in the geodesics containing the edges
of a triangle with angles π/7, π/5, and π/2. That is, there exists a homomorphism
h : G→ Isom(H2)
so that Imh can be generated by rotations with centers at the vertices of a triangle
with angles π/7, π/5, and π/2. See Figure 2.4. Here h(β) = rotation with angle
−2π/5 at C and h(γ) = rotation with angle 2π/7 at A.
We’ll show the relator h((βγ)2) = 1 is satisfied. Let rXY be reflection in the
geodesic containing X and Y. Then h(β) = rBC ◦ rAC and h(γ) = rAC ◦ rAB, so that
h(β)h(γ) = rBC ◦ rAC ◦ rAC ◦ rAB = rBC ◦ rAB. This last isometry is a rotation at B
with angle −π and h(βγ) is shown to have order 2.
This shows Imh is nontrivial. Hence π1(∂Ma
4) is nontrivial and thus ∂Ma4 6≈ S3.
/2
/7
/5
A
B
C
Figure 2.4: Triangle in H2
We now state and prove the following Proposition which we will employ in Section
4.2.
10
Proposition 2.1.1. Let mΓ be the meridian of the torus ∂TΓ. Then mΓ is nontrivial
in S1 × S2 − int(TΓ).
Proof. We choose x5 as our representative of mΓ. By the relator
r9 : x1 = x
−1
7 x2x7 = β
−1λβ = β−1(β−1α)β
we get x1 = β
−2αβ. By rζ : x5 = x1x2 we obtain
x5 = (β
−2αβ)(β−1α) = β−2α2 = β−2γ.
Thus
h(x5) = h(β
−2γ)
= h(β−2)h(γ)
= (rotation of 4π/5 at C)(rotation of 2π/7 at A)
6= 1H2 (since A is not fixed).
Thus x5 is not trivial in ∂Ma
4. Hence x5 is nontrivial in S
1 × S2 − int(TΓ). This
concludes the proof of Proposition 2.1.1.
We believe the following question is open.
Question 2.1.2. Does Ma4 split into closed balls?
Question 2.1.3. Does there exist an infinite number of closed 4-dimensional split-
ters?
We will give an answer to this question in Section 4.2.
2.2 The Jester’s Manifolds
Our definition of the Jester’s manifolds is analogous to our definition of the Mazur
manifolds. We start with a S1 × B3 and within its S1 × S2 boundary we select a
curve C as follows. Let T be a tubular neighborhood of C in our S1× S2. We have
11
Figure 2.5: C ⊂ ∂(S1 × B3) ⊂ a Jester’s Manifold
chosen C so that it is the preimage of the Mazur curve Γ under the standard double
covering map p : S1 × B3 → S1 × B3 which is a degree 2 map in the first coordinate
and the identity in the second.
Then, given a framing Ψ : S1 × B2 → T, define
MΨ = S
1 × B3 ∪Ψ B
2 × B2
where the domain is the S1×B2 factor in the boundary of our 2-handle h(2) ≈ B2×B2.
We call such an MΨ a Jester’s manifold.
(In Chapter 4, we will expand our definition of Jester’s manifold to include
analogous handle attachments but using pseudo-handles.)
Initially, we had hoped that, by altering the framings, we could prove the exis-
tence of an infinite collection of these Jester’s manifolds. We proceeded with the aim
of showing the fundamental groups of the boundaries were distinct and nontrivial.
Unfortunately, due to the significantly more complicated Wirtinger presentations
involved, we did not meet this goal. Fortunately, however, we were able to get
around this problem by employing a technique of David Wright’s (see section 4.2).
The following is still open.
Question 2.2.1. Does there exist a Jester’s manifold that is not homeomorphic to
a ball? Are there an infinite number of Jester’s manifolds (as defined above)?
12
Chapter 3
Spines
3.1 Collapses
We borrow our definitions (and some figures) of collapse from Marshall Cohen’s
[Coh, pp. 3,4,14,15]. We will be denoting the join of two simplicial complexes A and
B by AB.
Definition 3.1.1. If K and L are finite simplicial complexes we say that there is an
elementary simplicial collapse from K to L, and write K ցe L, if L is a subcomplex
of K and K = L ∪ aA where a is a vertex of K, A and aA are simplexes of K, and
aA ∩ L = a(∂A). We call such an A a free face of K.
K
A
a
L
Figure 3.1: Elementary Collapse (simplicial) K ցe L, A is a free face
Observe that a free face completely specifies an elementary simplicial collapse.
Definition 3.1.2. Suppose that (K,L) is a finite CW pair. Then K ցe L–i.e. K
collapses to L by an elementary collapse–iff
13
1. K = L ∪ en−1 ∪ en where en and en−1 are not in L,
2. there exists a ball pair (Qn, Qn−1) ≈ (Bn,Bn−1) and a map ϕ : Qn → K such
that
a) ϕ is a characteristic map for en
b) ϕ|Qn−1 is a characteristic map for en−1
c) ϕ(P n−1) ⊂ Ln−1, where P n−1 ≡ cl(∂Qn −Qn−1).
In both the simplicial and CW cases we define
Definition 3.1.3. K collapses to L, denoted K ց L, if there is a finite sequence
of elementary collapses
K = K0 ց
e K1 ց
e K2 ց
e ...ցe Kl = L.
If K collapses to a point we say K is collapsible and write K ց 0.
Figure 3.2: Elementary Collapse (CW) X ց Y
Definition 3.1.4. Suppose M is a compact PL manifold. If K is a PL manifold
subcomplex of M contained in intM with M ց K we say K is a spine of M.
We will make use of the following regular neighborhood theory due to J. H. C.
Whitehead. The following two propositions, theorem, and corollary can be found in
[RoSa, pp. 40,41].
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Proposition 3.1.5. Suppose M ⊃ M1 are PL n-manifolds with M ց M1. Then
there exists a homeomorhism h : M →M1.
Theorem 3.1.6. Suppose X ⊂ M, where M is a PL manifold, X is compact pol-
hedron, and X ց Y. Then a regular neighborhood of X in M collapses to a regular
neighborhood of Y in M.
Thus if K is a spine of M then for any regular neighborhood N(K) of K in M
we have N(K) ≈M.
Proposition 3.1.7. If X ց 0 then a regular neighborhood of X is a ball.
Corollary 3.1.8. Suppose M is a manifold with a spine K and K ց 0. Then M
is a ball.
Proposition 3.1.9. Suppose W is a PL manifold and A and B are simplicial com-
plexes A,B ⊂ intW. If W ց A ∪B with A,B,A ∩B ց 0 then W splits into closed
balls.
Proof. Let A,B, and C be such that W ց A ∪C B with A,B,C ց 0. Regular
neighborhoods of collapsible subcomplexes are piecewise linear balls. So given a
triangulation of W with A and B as subcomplexes, we construct (with respect to
this triangulation) regular neighborhoods NA of A and NB of B and we have that
NA and NB are balls and NA ∩ NB is a regular neighborhood of C and as such is
also a ball. NA ∪NB is a regular neighborhood of A∪B, a spine of W , so NA ∪NB
is homeomorphic to W.
3.2 The Dunce Hat
The dunce hat, D, is defined as the quotient space obtained by identifying the edges
of a triangular region as pictured in Figure 3.3. It has a triangulation as shown in
Figure 3.4.
D can also be realized by sewing a disc B2 to a circle S1 (along the boundary of
the disc) with an attaching map as follows. Sew, in the counterclockwise direction,
15
D
Figure 3.3: The Dunce Hat
v
w
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w
Figure 3.4: Dunce Hat Triangulated
the first third (say [0, 2π/3)) of the disc’s boundary circle bijectively onto S1. Like-
wise, continuing in the same direction sew the second third onto S1. The last third
we sew bijectively in the reverse direcction. See Figure 3.5.
Figure 3.5: The Dunce Hat Attaching Map
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The dunce hat was one of the first examples of a contractible but not collapsible
simplicial complex. It is contractible since the attaching map described above is
homotopic to the identity and thus D is homotopy equivalent to the the disc which
is contractible [Hat, p. 16]. It is not collapsible as it has no free face. A well know
result by Zeeman is that the Mazur manifold has a dunce hat spine [Zee]. That
observation will become clear in the following section, when we identify a spine of a
slightly more complicated example.
To the best of our knowledge the following question is open.
Question 3.2.1. Can the dunce hat be expressed as D = A∪CB with A,B,C ց 0?
If so, the answer to question 2.1.2 is yes: Ma4 ≈ B4 ∪B4 B
4.
3.3 The Jester’s Hat
We define the Jester’s hat, J , to be the quotient space obtained from gluing the
hexagonal region of the plane as in Figure 3.6. Figure 3.7 shows a triagulation of J.
We can also realize this space by attaching a disc to a circle with the attaching map
in Figure 3.8. We describe said map here. Attach the first third, say [0, 2π/3) of
the disc boundary to the circle bijectively in the counterclockwise direction. Then
map bijectively in the clockwise direction the next sixth of the disc boundary to the
bottom half of the circle. Then map the next third all the way around the circle in
the clockwise direction. Finally, sew the last sixth to the top half of the circle.
J
Figure 3.6: The Jester’s Hat
17
J
v w
v
wv
w
Figure 3.7: J Triangulated
Figure 3.8: Attaching map for J
We observe that since the attaching map is homotopic to the identity, J is
contractible. J is not collapsible as it has no free edge. We note that J is the union
of two collapsibles which intersect in a collapsible. That is,
J = A ∪C B with A,B,C ց 0.
Figures 3.9 and 3.10 illustrate such a decomposition and associated collapses. Ob-
serve A∩B has no identifications and is thus a PL ball. PL balls are collapsible. We
now elaborate on the collapses in 3.10. For A∩B, the first collapse can be obtained
from the sequence of elementary collapses specified by the following sequence of free
faces: wd, de, ef, fv, fg, dg, cg, ag, d, e, f, g. The second corresponds to the
following sequence of free faces: w, c, b, a. For A, we first collapse A ∩ B as we
did in the first collapse of Figure 3.10. We then perform the collapse with free face
sequence cb, ab yielding the “tri-fin” as illustrated.
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Figure 3.9: J “splits” into Collapsibles
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Figure 3.10: Collapses of J ’s “Splittands”
Proposition 3.3.1. Every Jester’s manifold has a Jester’s hat spine.
Proof. The proof is analogous to Zeeman’s proof that the Mazur manifold has a
dunce hat spine [Zee]. Let M = MΨ be a Jester’s manifold for a given framing Ψ.
We divide the S1 of the S1 × S2 in which C resides into four arcs I1, I2, I3, and I4
so that I1 × S
2 and I2 × S
2 each contain a “clasp” of C (see Figure 3.11).
For i = 1, 2, let fi : S
1 → S1 be the map that shrinks Ii to a point, say pi, and is a
homeomorphism on the complement of Ii. Further let π : S
1×S2 → S1 be projection
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Figure 3.11: Intervals of S1 and their clasps
onto the first factor, j be the inclusion C →֒ S1×S2, g = f1 ◦ f2 ◦ π : S
1 × S2 → S1
and h = g◦j. LetM(g) andM(h) be the mapping cylinders of g and h, respectively.
That is,
M(g) = [(S1 × S2 × [0, 1]) ⊔ S1]/ ∼g and M(h) = [(C × [0, 1]) ⊔ S
1]/ ∼h
where ∼g and ∼h are generated by (x, 0) ∼g g(x) and (y, 0) ∼h h(y), respectively.
I2
I1`
p1
S1
Figure 3.12: M(g) the Mapping Cylinder of g
From the illustrations of M(g) we see that the “cylinder lines fill up” S1 × S2
yielding M(g) homeomorphic to S1 × B3. Since h = g|C , M(h) is a subcylinder
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Figure 3.13: M(g) ≈ S1 × B3
of M(g) and by a result of J.H.C. Whitehead M(g) ց M(h) [Whi]. Further, the
2-handle h(2) viewed as B2 × B2 in our construction of M collapses onto its core
union the attaching tube: (B2 × {0}) ∪ (S1 × B2). Follow this with the collapse of
M(g) onto M(h) to obtain the collapse:
M = S1 × B3 ∪Ψ B
2 × B2 ց S1 × B3 ∪Ψ [(B
2 × {0}) ∪ (S1 × B2)]ցM(h) ∪Ψ|C B
2.
But from the illustration of M(h) (Figure 3.14) we can see that M(h) ∪Ψ|C B
2 is
our Jester’s hat J .
C
p1
Figure 3.14: The Mapping Cylinder of h
Corollary 3.3.2. The Jester’s manifolds split into closed 4-balls.
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Remark 3.3.3. While we now know that the MΨ’s split into closed balls, we have
not demonstrated that any MΨ is not just a ball.
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Chapter 4
More Jester’s Manifolds
For this chapter we let M = MΨ be an arbitrary Jester’s manifold. Recall Ψ is
the framing Ψ : S1 × B2 → T and T is a tubular neighborhood of the curve C in
∂(S1 × B3).
4.1 Pseudo 2-handles
Using M as a model, we apply a construction due to Wright to obtain a collection
of manifolds {Wi}, as follows. To construct Wi, we start with the S
1 × B3 of the
Jester’s manifold construction and attach a “pseudo 2-handle”, a B4, along Ki, the
connected sum of i trefoils in the boundary of B4, to the curve C in ∂(S1×B3). (See
Figure 4.1.) That is,
Wi = S
1 × B3 ∪Ψi H.
Here Ψi is a homeomorphism from a tubular neighborhood Ti of Ki in ∂B
4 to T.
We define the core of the pseudo handle to be the cone of Ki with cone point
the center of B4. The core is then a 2-disc whose interior lies in intB4.
Proposition 4.1.1. Each Wi ց J.
Proof. The same proof as for every Jester’s manifold collapses to J (Proposition
3.3.1) goes through with the pseudo 2-handle collapsing to its core, a disc B2. H
collapses to its core union its attaching tube defined as Ψi(Ti). M(g) again collapses
to M(h) with the attaching tube collapsing to the attaching sphere: Ψi(Ki) = C.
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Figure 4.1: S1 × B3 union a degree 2 pseudo 2-handle
Corollary 4.1.2. Each Wi = B
4 ∪B4 B
4.
Remark 4.1.3. At this point we don’t know if any of the Wi’s are not balls. We
will address this in the next section.
4.2 A Theorem of Wright
Applying the following theorem will yield an infinite collection of distinctWi. Before
we state the theorem we’ll need some definitions.
Definition 4.2.1. A 3-manifold is irreducible if every embedded S2 bounds a B3.
Definition 4.2.2. A torus S in a 3-manifold X is said to be incompressible in X if
the homomorphism induced by inclusion π1(S)→ π1(X) is injective.
Definition 4.2.3. A group G is indecomposible if for all subgroups A,B such that
G ≈ A ∗B, either A = 1 or B = 1. (That is, G contains no nontrivial free factors.)
Theorem 4.2.4. [Wri] Suppose X is a compact 4-manifold obtained from the 4-
manifold N by adding a 2-handle H. If cl(∂X − H) is an orientable irreducible
3-manifold with incompressible boundary, then there exists a countably infinite col-
lection of compact 4-manifolds Mi such that
(1) ∂Mi is not homeomorphic to ∂Mj when i 6= j
(2) π1(∂Mi) ≇ Z and is indecomposible
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(3) π1(∂Mi) ≇ π1(∂Mj) for i 6= j and hence, int(Mi) is not homeomorphic to
int(Mj)
(4) Mi × I is homeomorphic to X × I
Note 4.2.5. Conclusion (4) requires a more restrictive choice of attaching map Ψi.
This conclusion is not necessary for the arguments presented in this thesis thus the
omission of these restrictions.
In [Wri], Wright constructs the infinite collection of manifolds {Mi} of the the-
orem as follows. For each i = 1, 2, ... he constructs a manifold by attaching to N
a psuedo 2-handle along Ki. From this sequence he exhibits a subsequence {Mij}
each term of which has a distict boundary.
For the proof of the following theorem we’ll employ the Loop Theorem as stated
in [Rol, p. 101].
Theorem 4.2.6. (Loop Theorem) If X is a 3-manifold with boundary and the
induced inclusion homomorphism π1(∂X)→ π1(X) has nontrivial kernel, then there
exists an embedding of a disc D in X such that ∂D lies in ∂X, and represents a
nontrivial element of π1(∂X).
Theorem 4.2.7. There exists an infinite collection of closed 4-dimensional split-
ters. The fundamental groups of their boundaries are distinct, indecomposible, and
noncyclic.
Proof. We’ll show M meets the hypotheses of Theorem 4.2.4, thus yielding a subse-
quence of {Wi} as our desired collection. Recall T is the tubular neighborhood
of the attaching sphere C in the construction of the Jester’s manifold so that
∂T = ∂cl(∂M − h(2)). It suffices to show
Claim 4.2.8. ∂T is incompressible in cl(∂M − h(2)) = S1 × S2 − int(T ).
We will show ker(π1(∂T )→ π1(S
1 × S2 − int(T ))) = 1. Recall TΓ is the tubular
neighborhood of the Mazur curve Γ in the S1×S2 in the construction of the Mazur
manifold (see Section 2.1). Recall further Proposition 2.1.1: Let mΓ be the meridian
of the torus ∂TΓ. Then mΓ is nontrivial in S
1 × S2 − int(TΓ).
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By construction S1 × S2 − int(T ) is a double cover of S1 × S2 − int(TΓ). Call
the associated covering map p and let m be a lift of mΓ so m is a meridian of ∂T .
Then p∗([m]) = [mΓ] 6= 1 gives [m] 6= 1. Suppose by way of contradiction that there
exists an embedded disc D in S1 × S2 − int(T ) with ∂D being a nontrivial loop in
∂T. Choose a longitude l on ∂T and let µ = [m] and λ = [l] in π1(∂T ) so that for
some k, j ∈ Z, [∂D] = µkλj in π1(∂T ). As C has algebraic index 1 in S
1 × S2 a
nonzero j would imply [∂D] nontrivial in π1(S
1 × S2 − int(T )). Thus [∂D] = µk.
But any loop going around meridinally more than once and longitudinally zero will
not be embedded. See Figure 4.2. Then it must be that [∂D] = [m]±1. Since m
is nontrivial in S1 × S2 − intT such a D cannot exist and by the Loop Theorem
ker(π1(∂T )→ π1(S
1 × S2 − int(T ))) = 1.
Figure 4.2: µ2λ0 ∈ π1(∂T )
Definition 4.2.9. We call any Mi as yielded by the theorem when applied to any
MΨ a Jester’s manifold.
Note that for a given knot Ki, different choices of framing homeomorphism
potentially yield different manifolds. So the variety of distinct Jester’s manifolds
produced by this construction is potentially much greater than we have shown.
We conclude this chapter with a theorem summarizing our accomplishments thus
far.
Theorem 4.2.10. There exists an infinite collection of topologically distinct split-
table compact contractible 4-manifolds. The interiors of these are topologiclly dis-
tinct contractible splittable open 4-manifolds.
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Chapter 5
Sums of Splitters
In this our concluding chapter, we will exhibit an uncountable collection of con-
tractible open 4-dimensional splitters. We will do so by considering the interiors of
infinite boundary connected sums of of our Jester’s manifolds. These open manifolds
can also be constructed as the connected sum at infinity of the interiors of the same
sequence of manifolds. Using the notion of the fundamental group at infinity we
will be able to show that any two such sums where one Jester’s manifold appears
more often as a summand in one than the other are topolgically distinct. We then
demostrate a splitting for such manifolds.
5.1 Some Manifold Sums and the Fundamental
Group at Infinity
We describe what we mean by the induced orientation of the boundary of an oriented
manifold Xn. Given a collar neighborhood of ∂X which we identify as ∂X × [0, 1]
(∂X identified with ∂X × {0}) and a map h : Bn−1 → ∂X we define h¯ as
h¯ : Bn → ∂X × (0, 1], h¯(x1, x2, ..., xn) =
(
h(x1, x2, ..., xn−1),
3 + xn
4
)
.
(To be precise the codomain of h¯ should be intX.) See Fig. 5.1. If h : Bn−1 → ∂X
and h¯ is a representative of the orientation of X then the ambient isotopy class of
h is the induced orientation of ∂X. [RoSa, p. 45].
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∂X
Imh
Imh
Figure 5.1: h and h¯
Definition 5.1.1. LetMn and Nn be connected oriented manifolds with nonempty
boundaries. Orient BdM and BdN with their induced orientations and let BM
and BN be tame (n − 1)-balls in ∂M
n and ∂Nn, respectively. Let φ : BM → BN
be an orientaion reversing homeomorphism. Then Mn ∪φ N
n is called a boundary
connected sum (BCS ) and is denoted Mn
∂
♯ Nn.
Proposition 5.1.2. The boundary connected sum is a connected oriented manifold
which, provided BdM and BdN are connected, does not depend on the choices of Bi
or φi. Furthermore the set of connected oriented n-dimensional manifolds with con-
nectd boundaries is, under the operation of connected sum, a commutative monoid
(that is, associative and contains an identity) the identity being Bn [Kos, p. 97].
Definition 5.1.3. Let {Mni }
m
i=1 (m possibly∞) be oriented manifolds with nonempty
connected boundaries and for each i = 1, 2, ... let Bi,L and Bi,R be disjoint tame
(n − 1)-balls in ∂Mni . For i > 1 let φi : Bi,L → Bi−1,R be an orientaion reversing
homeomorphism. Let φ : ⊔i>1Bi,L → ⊔i≥1Bi,R with φ|Bi,L = φi. Then (⊔Mi) /φ is
called a boundary connected sum (BCS ) and is denoted M1
∂
♯ M2
∂
♯ · · ·
∂
♯ Mm (or
M1
∂
♯ M2
∂
♯ · · · when m =∞).
We next prepare a description of an analogous sum for open manifolds. But first
we need a proposition ensuring the existence of the desired attaching maps.
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Definition 5.1.4. By a proper map p between spaces Y and X we mean a map
p : Y → X such that for any compact C ⊂ X we have p−1(C) is compact. A ray is
a proper embedding [0,∞)→ X.
Note 5.1.5. Unless otherwise stated all rays will piecewise linearly embedded. We
will abuse our notation for rays (as well as for some other maps) by using our symbol
for the map to also mean its image.
Proposition 5.1.6. Suppose N is a regular neighborhood of a ray r in an open
n-manifold M(n ≥ 4). Then (N, ∂N) ≈ (Rn+,R
n−1).
Proof. The following lemma ensures the existence of a n-space neighborhood U ≈ Rn
of r. Let h be such a homeomorphism h : U → Rn. Since all rays in Rn are ambiently
isotopic (see, for example, Lemma 5.2.4), and since Rn+ is a regular neighborhood of
(0, 0, ..., 0)× [1,∞) any regular neighborhood N of h(r) will be a half space and then
h−1(N) will be a half space regular neighborhood of r. As regular neighborhoods of
r are homeomorphic, any regular neighborhood of r will be a half space.
Note 5.1.7. Our argument for Lemma 5.2.4 is dependent on the dimension n being
greater than 4. One must work harder to obtain the above result for n ≤ 3.
Lemma 5.1.8. For a ray r in an open n-manifold M there exists U a neighborhood
of r such that U ≈ Rn.
Proof. Let N0 be a regular neighborhood of r([0, 1.5]) and note N0 ≈ B
n as r([0, 1.5])
is collapsable. Then we can choose Bn0 ≈ B
n such that N0 ⊃ B
n
0 ⊃ r([0, 1]) and
r([1,∞]) ∩ B0 = {r(1)}. See Figure 5.2.
By choosing such a B0 we have that B0 ∪ r([1, 2.5]) is collapsible. Next choose
N1 a regular neighborhood of B0 ∪ r([1, 2.5]) which is a ball and thus there exists
B1 ≈ B
n such that B0 ∪ r([1, 2]) ⊂ intB1, B1 ⊂ N1, and B1 ∩ r([2,∞)) = {r(2)}.
Continuing in this manner we obtain for i = 0, 1, 2, ... n-balls Bni , with the properties
Bi ⊂ intBi+1 and Bi is a neighborhood of r([0, i − 1]). Then U =
⋃
i≥0 intBi is a
neighborhood of r and by the following lemma we see that U ≈ Rn.
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N0
B0
r(1)
Figure 5.2: Construction of a Rn neighborhood of r
Lemma 5.1.9. For i = 0, 1, ... and n-balls Bi in a p.l. manifold with Bi ⊂ intBi+1
the union
⋃
i≥0Bi is homeomorphic to R
n.
We will apply the following theorem in our proof of the previous lemma.
Theorem 5.1.10 (PL Annulus Theorem). [RoSa, p. 36] Given n-balls A and B
with A ⊂ intB then cl(B − A) ≈ Sn−1 × I.
Proof of Lemma 5.1.9. Embed B0 as the unit ball in R
n via a map h : B0 → R
n.We
then extend this embedding to an embedding of B1 onto the radius 2 origin centered
ball of Rn. We do this by identifying (cl(B1 − B0), ∂B0) with (∂B0 × I, ∂B0) ≈
(Sn−1 × I, Sn−1 × 0) and sending p = (x, t) ∈ ∂B0 × I to (h(x), t). Continue to
further extend h to embed
⋃
Bi onto all of R
n.
Definition 5.1.11. For oriented, piecewise linear, open n-manifolds X and Y , and
rays αX ⊂ X and αY ⊂ Y we define the connected sum at infinity (CSI) of (X,αX)
and (Y, αY ) as follows. Choose regular neighborhoods NX and NY of αX and αY ,
respectively. Orient ∂NX with the induced orientation from the given orientation of
X − intNX and orient ∂NY from the given orientaion of Y − intNY . Then the CSI
of (X,αX) and (Y, αY ) is
(X,αX)♮(Y, αY ) = (X − intNX) ∪f (Y − intNY )
where f is an orientation reversing p.l. homeomorphism f : ∂NX → ∂NY .
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NX
αX
Y
NY
αY
Figure 5.3: (X,αX)♮(Y, αY )
Note that we are considering regular neighborhoods of noncompact manifolds and
by the uniqueness theorem for regular neighborhoods (see [Coh]) (X,αX)♮(Y, αY ) is
independent of the choices of neighborhoods NX and NY .
We note that (for our conditions on the summands) our definiton of X♮Y is
equivalent to both Gompf’s definition of end sum [Gom] and Calcut, King, and
Siebenmann’s definition of connected sum at infinity [CKS].
Definition 5.1.12. Let {Xi}
m
i=1 (m possibly∞), be oriented, piecewise linear, open
n-manifolds and for i = 1, 2, ... and x = L,R choose rays αi,x ⊂ Xi. Further choose
regular neighborhoods Ni,x of αi,x so that Ni,L ∩ Ni,R = ∅. Orient ∂Ni,x with the
induced orientation from the given orientation of Xi − int(Ni,L ∪ Ni,R) and choose
orientation reversing homeomorphisms φi : ∂Ni,R → ∂Ni+1,L. Let φ : ⊔i≥1∂Ni,R →
⊔i>1∂Ni,L with φ|Ni,R = φi. Let Xˇ1 = X1 − intN1,R and for i = 2, 3... let Xˇi =
Xi− int(Ni,L ∪Ni,R). Then (⊔(Xˇi))/φ is called the connected sum at infinity (CSI )
of {(Xi, αi,L, αi,R)}. We denote this sum as (X1, α1,L, α1,R)♮...♮(Xm, αm,L, αm,R) (or
(X1, α1,L, α1,R)♮(X2, α2,L, α2,R)♮... when m is ∞.) See Fig. 5.4.
Remark 5.1.13. The connected sum at infinity of the interiors of manifolds with
connected boundary is homeomorphic to the interior of their boundary connected
sum. For a CSI of open manifolds which are not the interiors of compact manifolds
(Whitehead’s exotic open 3-manifold, for example [Gui, p. 6]) we do not have the
luxury of utilizing this result.
We’ll now prepare the definition of the fundamental group at infinity of a 1-ended
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Figure 5.4: ♮∞i=1Mi
topological space. This is an invariant of spaces which are 1-ended and satisfy the
condition that any pair of proper rays can be joined by a proper homotopy. (See
[Gui] for a much more thorough treatment of this topic.) Let {Gj, ϕj} be an inverse
sequence of groups:
G1 <
ϕ2
G2 <
ϕ3
G3 <
ϕ4
· · · .
For an increasing sequence of positive integers {ji}
∞
i=1, let
fi = ϕji+1 ...ϕji+1ϕji : Gji → Gji+1
and call the inverse sequence {Gji , fi} a subsequence of the inverse sequence {Gj, ϕj}.
We say the inverse sequences {Gj, ϕj} and {Hk, ψk} are pro-isomorphic if there
exists subsequences {Gji , fi} and {Hji , gi} that may be fit into a commuting ladder
diagram of the form
Gj1 <
f2
Gj2 <
f3
Gj3 <
f4
· · ·
Hk1 <
g2
d2
<
u1
<
Hk2 <
g3
d3
<
u2
<
Hk3 <
g4
u3
<
· · ·
Pro-isomorphism is an equivalence relation on the set of inverse sequences of groups.
Definition 5.1.14. We say the inverse sequence of groups {Gj, ϕj} is stable if it is
pro-isomorphic to a constant sequence {H, idH}, and we say {Gj, ϕj} is semistable
if it is pro-isomorphic to an {Hk, ψk}, where each ψk is an epimorphism.
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We call A ⊂ X a bounded set (in X) if cl(X − A) is compact. We define
a neighborhood of infinity of a topological space X to be the complement of a
bounded subset of X. A closed (open) neighborhood of infinity in X is one that
is closed (open) as a subset of X. A closed neighborhood of infinity N of a manifold
M with compact boundary is clean if it is a codimension 0 submanifold disjoint
from ∂M and ∂N = BdMN has a bicollared neighborhood in M. Here we are using
the notation BdMN in the following sense. For A a subset of a topological space Z,
BdZA will denote the (topological) boundary (also known as the frontier) of A in
Z (not to be confused with the notion of manifold boundary). We say X is k-ended
if k < ∞ and k is the least upper bound of the set of cardinalities of unbounded
components of neighborhoods of infinity of X. That is,
k = sup{|{unbounded components of N}| : N a neighborhood of infinity of X}.
In the case, the above supremum is infinite we say X is infinite ended.
By a cofinal sequence {Uj} of subsets of X we mean Uj ⊃ Uj+1 and
⋂
Uj = ∅.
Now let X be a 1-ended space and choose a cofinal sequence {Uj} of connected
neighborhoods of infinity of X. Choose a ray (called a base ray) r in X and base
points xj ∈ r ∩ Uj such that r([r
−1(xj),∞)) ⊂ Uj. Let Gj = π1(Uj, xj) and τj :
Gj → Gj−1 be the homomorphism (called a bonding homomorphism) defined as
follows. Let ιj : π1(Uj, xj) → π1(Uj−1, xj) be the homomorphism induced by the
inclusion Uj →֒ Uj−1 and ρj be the cannonical basepoint change isomorphism. This
isomorphism is induced by the map that generates a loop α′ based at xj−1 from a
loop α at xj by starting at xj−1 following r to xj traversing α and returning along
r to xj−1. Then τj is defined as τj = ρj ◦ ιj and {Gj, τj} is a inverse sequence of
groups. We then define the fundamental group of infinity (based at r) of X (denoted
pro-π1(ǫ(X), r)) to be the pro-isomorphism class of {Gj, ϕj}. It can be shown that
this class is independent of the choice of {Uj}.
The following theorem can be found in [Gui, pp. 29-31].
Theorem 5.1.15. Let X be a 1-ended space. If pro-π1(ǫ(X), s) is semistable for
some ray s then any two rays in X are properly homotopic and conversely. Further
in any such space pro-π1(ǫ(X), r) is independent of base ray r.
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We call any 1-ended manifold X that meets either of the equivalent conditions
of Theorem 5.1.15 semistable. A stable one-ended manifold X is one for which
pro-π1(ǫ(X), r)) is stable (hence semistable and thus independent of r).
We now show that if M is a compact manifold with connected boundary (for
example any Jester’s manifold) then the interior of M is 1-ended and stable. For
j = 1, 2, ..., choose compacta Cj in intM such thatM−Cj is a product neighborhood
of ∂M and the corresponding neighborhoods of infinity Nj = intM −Cj are cofinal.
Note each Nj has one unbounded component. Choose a neighborhood of infinity
N ⊂M. Then there exists k so that Nk ⊂ N. The one unbounded component of Nk
must be contained in an unbounded component of N. If N had a second unbounded
component then its nonempty intersection with M −Nj would be unbounded. But
this would contradict M − Nj’s compactness. Thus N must have exactly one un-
bounded component and we have shown M is 1-ended. As for intM being stable,
choose base ray r in intM and base points xj ∈ r ∪Nj. Then as
π1(Nj) ∼= π1(∂M × (0, 1])
∼= π1(∂M)× π1((0, 1])
∼= π1(∂M) (5.1)
we have {π1(Nj), τj} is stable and thus so is intM.
5.2 CSI’s of Semistable Manifolds
We’ll next show that the CSI of a collection of semistable manifolds is independent
of the choice of rays.
Definition 5.2.1. We say N is a half space of a manifoldMn if N is the image of an
embedding h : Rn+ →M. We say such an N is a proper half space if the embedding
h is proper. We say N is a tame half space if h(∂Rn+) is bicollared in M
n.
Proposition 5.2.2. If M is an open, contractible manifold and N is a proper and
tame half space of M , then M −N ≈M.
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Proof. Let C ⊂ N be a collar neighborhood of ∂N, C ≈ ∂N×[0, 1] andN ′ = N − (∂N × [0, 1)).
Then N and N ′ are ambient isotopic in M , so that M − intN ≈ M − intN ′. See
Figure 5.5.
M
N
N'
Figure 5.5: N ′ ⊂ N
Further
(N −N ′, ∂N) ≈ (∂N × [0, 1), ∂N)
= (Rn−1 × [0, 1),Rn−1)
= (Rn+,R
n−1)
so N−N ′ is a half space. Then asM −N ′ = (M − intN) ∪∂N (N −N
′) we see that
M −N ′ is M − intN union a half space. Likewise, M = (M − intN) ∪∂N N is also
a M − intN union a half space. Thus M −N ≈M −N ′ ≈M.
Note 5.2.3. Proposition 5.1.6 along with Proposition 5.2.2 imply when
(X,αX) ≈ (Y, αY ) ≈ (R
n, {0}n−1 × [0,∞))
we have (X,αX)♮(Y, αY ) ≈ R
n.
Lemma 5.2.4. Suppose Mn (n ≥ 4) is a contractible, oriented, piecewise linear,
semistable, open manifold. If r and r′ are PL rays in Mn and N and N ′ are regular
neighborhoods of r and r′, respectively, then there exists an orientation preserving
self homeomorphism of Mn taking N to N ′.
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Proof. By general position we can assume r and r′ are disjoint. By semistability
there exists a proper homotopy H between r and r′
H : [0,∞)× [0, 1]→Mn, H0 = r, H1 = r
′.
We’ll approach the cases n ≥ 5 and n = 4 separately. When n ≥ 5, H can be
embedded via the general position theorem for maps [RoSa, p. 61]. Let N , N ′,
and N ′′ be regular neighborhoods of r, r′, and H, respectively (here we are abusing
notation by using r, r′, and H to denote both the maps and their images). See
Figure 5.6. Observe H ց r, r′ and hence N ′′ is a regular neighborhood of both
r and r′. As N and N ′′ are both regular neighborhoods of r, there exists a self
homeomorphism h1 of M
n sending N to N ′′
h1 : M
n →Mn, h1(N) = N
′′.
Likewise, there exists h2 a self homeomorhism of M
n taking N ′′ to N ′. Letting
k = h2h1 we have k is a self homeomorphism of M
n with k(N) = N ′.
N''
N
N'
r
r'
H
Figure 5.6: Homotopy Between Rays
For n = 4 we can cut H into two embeddings and then apply the regular
neighborhood theorem as we now show. The singularity set of H is defined as
S(H) = {x|H−1H(x) 6= x}. By general position (and the fact that the dimension of
M is twice the dimension of the domain of H) we can arrange so that the singular
set is discrete and that the singularities of H are all double points (x such that
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|H−1H(x)| = 2). We partition S(H) into {xα} and {yα}, where H(xα) = H(yα).
We can then divide the domain of H into two sides, one side containing the xα’s
and the other side containing the yα’s. See Figure 5.7 (which is inspired by Fig. 37
from [RoSa, p. 66]).
Figure 5.7: Dividing H’s Domain
For j = 1, 2, ..., choose a point zj ∈ [j − 1, j)× 1 and arc βj ⊂ [j − 1, j)× [0, 1)
joining zj and every xα in [j−1, j)×(0, 1) but missing all the yα’s with the property
that βj meets [0,∞) × 1 only at zj. Then choose Bj regular neighborhood of βj
missing each of the sets: the yα’s, [0,∞) × 0, and the union of the Bi’s for i < j.
Then Bj is a ball of which Bj ∩ [0,∞) × 0 is a face. As the singular set is discrete
there exists a product neighborhood of [0,∞) × 1 say ([0,∞) × 1) × [a, b] which
misses all the yα’s. Then the strip S1 defined as
S1 = (([0,∞)× 1)× [a, b]) ∪ (∪jBj)
is embedded by H as is its closed complement S2 = cl(([0,∞) × [0, 1]) − S1)). See
Figure 5.8.
Let r′′ be the image of the “lower border of S1”, r
′′ = H(cl(∂S1∩((0,∞)×(0, 1)))).
Note S1 collapses to [0,∞)× 1 and to the lower border of S1. Likewise, S2 collapses
to the lower border of S1 and to [0,∞) × 0. Thus we have, H(S1)ց r, r
′′ and
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z1
x1,1
x1,2
x1,3
y1,3
y2,1
y1,1
[0,)1
[0,)00 1
Figure 5.8: Strip S1
H(S2)ց r
′′, r′. Choose regular neighborhoods N1, N2, N, N
′, and N ′′ of H(S1),
H(S2), r, r
′, and r′′, respectively. Then N1 is a regular neighborhood of both r
and r′′ and N2 is a regular neighborhood of each of r
′′ and r. By the regular neigh-
borhood theorem there exists homeomorphisms (M,N) → (M,N1) → (M,N
′′) →
(M,N2)→ (M,N
′).
Corollary 5.2.5. For n ≥ 4 and 1-ended semistable manifolds Xn, Y n, Xn1 , X
n
2 , ...
(X,αX)♮(Y, αY ), (X1, α1,L, α1,R)♮...♮(Xm, αm,L, αm,R) and
(X1, α1,L, α1,R)♮(X2, α2,L, α2,R)♮... are independent of choices of rays
αX , αY , α1,L, α1,R, α2,L, α2,R, ....
As a result of the corollary, when considering 1-ended semistable n-manifolds
(n ≥ 4) X and Y we will use the notations X♮Y, X1♮...♮Xm, and X1♮X2♮... for the
unique CSI’s of X and Y, X1, X2, ..., Xm, and X1, X2, ....
The following propostion can be justified by an application of Van Kampen’s
Theorem.
Proposition 5.2.6. Let X and Y be 1-ended semistable open n-manifolds (n ≥ 4).
Then π1(X♮Y ) ∼= π1(X) ∗ π1(Y ).
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5.3 Some Combinatorial Group Theory and Un-
countable Jester’s Manifold Sums
The primary goal of this section is the following.
Theorem 5.3.1. The set of homeomorphism classes of all possible CSI’s of interiors
of Jester’s manifolds is uncountable.
This Theorem can be obtained from Theorem 4.2.7 by an application of theorem
(4.1) of Curtis and Kwun [CuKw]. Since the approach used there is a bit outdated,
we will supply an alternate version of their theorem. The essence of our proof is
the same as theirs, but ours will take advantage of the rigorous development of the
fundamental group at infinity that has taken place in the intervening years. The new
approach is also more direct in that it compares open manifolds directly, without
reference to some discarded boundaries. We will demostrate shortly the following
more general result, for which Theorem 5.3.1 will be a corollary.
Theorem 5.3.2. Let G be a collection of distinct indecomposible groups, none of
which are infinite cyclic and let {Xni }and
{
Y nj
}
be countably infinite collections
of simply connected, 1-ended open n-manifolds with each pro-π1 (ε (Xi)) and pro-
π1 (ε (Yj)) being stable and pro-isomorphic to an element of G. Then X1♮X2♮... and
Y1♮Y2♮... are 1-ended and semistable and if any element of G appears more times
in one of the sequences, {pro -π1 (ε (Xi))} and {pro -π1 (ε (Yj))}, than it does in the
other, then pro-π1
(
ε
(
X1♮X2♮X3♮ · · ·
))
is not pro-isomorphic to
pro-π1
(
ε
(
Y1♮Y2♮Y3♮ · · ·
))
.
First we’ll state and prove a theorem about certain types of inverse sequences of
groups that will help us determine when two infinite CSI’s of our Jester’s manifolds
are distinct. This theorem (or its discovery) and its proof are motivated by Theorem
(4.1) (and its proof) in [CuKw].
Theorem 5.3.3. Let A1, A2, ... and B1, B2, ... be indecomposible groups none of
which are infinite cyclic, and for all positive integers j and k let Gj and Hk be the
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free products
Gj = A1 ∗ A2 ∗ ... ∗ Aj
Hk = B1 ∗B2 ∗ ... ∗Bk.
Further let ϕj : Gj → Gj−1 and ψk : Hk → Hk−1 be the obvious projections such
that
ϕj|Gj−1 = idGj−1, ϕj(Aj) = 1,
ψk|Hk−1 = idHk−1 and, ψk(Bk) = 1.
Suppose the inverse sequences {Gj, ϕj} and {Hk, ψk} are pro-isomorphic. That is,
there exists a commutative ladder diagram as below.
Gj1 <
f2
Gj2 <
f3
Gj3 <
f4
· · ·
Hk1 <
g2
d2
<
u1
<
Hk2 <
g3
d3
<
u2
<
Hk3 <
g4
u3
<
· · ·
Here the bonding homomorphisms are the compositions
fi = ϕji+1 ...ϕji+1ϕji and gi = ψki+1 ...ψki+1ψki .
Then there exists a self bijection Φ of Z+ such that Aj ∼= BΦ(j).
Proof. It suffices to show the following two claims.
Claim 1: For each positive integer pair (l, s) with l ≤ js and s > 1 there exists
at least as many isomorphic copies of Al among B1, ..., Bks as there are among
A1, ..., Ajs .
Claim 2: For each positive integer pair (r,m) with r ≤ km there exists at least
as many isomorphic copies of Br among A1, ..., Alm as there are among B1, ..., Bkr .
We prove claim 1 and by a similar argument one can prove claim 2. We will use
the following facts: in a group C = C1 ∗C2 ∗ ... ∗Cn (1) no nontrivial free factor Ci
is a subgroup of a conjugate of some other free factor Cj and (2) every conjugate
of Ci meets every other factor Cj, j 6= i trivially. These facts can be verified using
normal forms [LySc, p. 175]. Consider the following commutative ladder diagram.
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Gjs <
fs+1
Gjs+1 <
fs+2
Gjs+2 <
fs+3
· · ·
Hks <
gs+1
ds+1
<
us
<
Hks+1 <
gs+2
ds+2
<
us+1
<
Hks+2 <
gs+3
us+2
<
· · ·
We observe that for i > 1, di|Gji−1 := di ◦ (Gji−1 →֒ Gji) and ui|Hki−1 are
monomorphisms since fi|Gji−1 and gi|Hki−1 are. Thus Ai
∼= ds+1(Ai) and Bk ∼=
us+1(Bk) for i ≤ js and k ≤ ks.
Choose l ≤ js. We’ll show there exists t ≤ ks such that us+1(Bt) is a conjugate
of Al thus exhibiting Bt as an isomorphic copy of Al. Since ds+2(Al) ∼= Al is inde-
composible and not infinite cyclic the Kurosh Subgroup Theorem [Mas, p. 219]
gives ds+2(Al) ≤ βBtβ
−1 for some t ≤ ks+1 and β ∈ Hks+1 . Moreover, since Al sur-
vives into Gjs we have t ≤ ks. Then the restriction us+1|Bt is injective and thus so
is us+1|βBtβ−1 and we know us+1(βBtβ
−1) is indecomposible and not infinite cyclic.
We again apply Kurosh yielding us+1(βBtβ
−1) is a subgroup of a conjugate of some
Ar.Thus in Gjs+1 we have Al = fs+2(Al) = us+1ds+2(Al) ≤ us+1(βBtβ
−1) ≤ congu-
gate of Ar. By our facts l = r and we have Al = βBtβ
−1 ∼= Bt. More specifically, t
is the unique integer less than or equal to for which us+1(Bt) is conjugate to Al.
Thus we have shown the map
Ψ : {1, 2, ..., js} → {1, 2, ..., ks}; l 7→ t
is injective and BΨ(i) ∼= Ai. This completes the proof of claim 1 and the proof of
the proposition.
We now apply Theorem 5.3.3 to prove Theorem 5.3.2.
Proof of Theorem 5.3.2. LetAi andBj be groups such that pro-π1(ε(Xi)) and pro-π1(ε(Yj))
are pro-isomorphic to the constant sequences {Ai, idAi} and {Bj, idBj}. Then the hy-
pothesis “an element of G appears more times in one of the sequences, {pro -π1 (ε (Xi))}
and {pro -π1 (ε (Yj))}, than it does in the other,” translates as there does not exist the
bijection Φ as in the conclusion of Theorem 5.3.3. Thus if we can show thatX1♮X2♮...
41
and Y1♮Y2♮... are 1-ended and semistable and also that pro-π1(ε(X1♮X2♮...)) and
pro-π1(ε(Y1♮Y2♮...)) are of the forms {Gj, ϕj} and {Hk, ψk} in the statement of The-
orem 5.3.3 we will have the desired result.
For i = 1, 2, ... let Ui,1 ⊃ Ui,2 ⊃ ... be a cofinal sequence of clean neighborhoods
of infinity in Xi so that {π1(Ui,j), τi,j} ∈ pro-π1(ε(Xi)) can be fit into a commuting
ladder diagram with {Ai, idAi}
π1(Ui,1) <
τi,2
π1(Ui,2) <
τi,3
π1(Ui,3) <
τi,4
· · ·
Ai <
id
di,2
<
ui,1
<
Ai <
id
di,3
<
ui,2
<
Ai <
id
ui,3
<
· · ·
(5.2)
Here τi,j is the bonding homomorphism discussed in the definition of the fundamental
group at infinity.
As in the definition of X1♮X2♮..., for i = 1, 2, ... choose disjoint rays ri,L, ri,R ⊂ Xi
and disjoint regular neighborhoods Ni,L, Ni,R ⊂ Xi of said rays with the additional
property that for each j, ri,x meets BdXiUi,j transversely in a single point.
For i = 2, 3, ... and for j = 1, 2, ... let
Uˆ1,j = U1,j − intN1,R and Uˆi,j = Ui,j − int(Ni,L ∪Ni,R).
.   .   .
U1,1
N1,R,1
U2,1
N2,R,1N2,L,1
X2
X3
U3,1
X1
Figure 5.9: Neighborhoods of ∞
We claim π1(Uˆi,j) ∼= π1(Ui,j). For i, j = 1, 2, ... and x = L,R let Ni,x,j = Ui,j∩Ni,x
which is homeomorphic to ri,x((a,∞))×B
n−1 for some a > 0 since ri,x meets BdXiUi,j
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transversely in a single point. We see that
Uˆi,j ∩Ni,x,j ≈ ri,x((a,∞))× S
n−2 which is simply connected as n ≥ 4. Thus
π1(Ui,j) = π1(Uˆi,j ∪Ni,L,j ∪Ni,R,j) ≈ π1(Uˆi,j).
For i = 1, 2, .., let Xˆi = Xi −Ni,L ≈ Xi and
Wi = Uˆ1,i ∪φ Uˆ2,i ∪φ ... ∪φ Uˆi,i ∪φ Xˆi+1♮Xi+2♮Xi+3...
X1
W3
W2
W1
∂N1,R=∂N2,L
.   .   .
X2 X3
Figure 5.10: W1 ⊃ W2 ⊃ W3 in X1♮X2♮...
Observe that W1,W2, ... form a cofinal sequence of connected neighborhoods of
infinity in X1♮X2♮... and thus if U is a neighborhood of infinity in X1♮X2♮... then
U ⊃ Wi for some i. This shows X1♮X2♮... is 1-ended. Then as
Uˆi,j ∩ Uˆi+1,j = ∂Ni,L,j = ∂Ni+1,R,j ≈ (a,∞)× S
n−2,
Uˆi,i ∩ϕ Xˆi+1 = ∂Ni,R,j ,
and the Xi are all simply connected we have
π1(Wj) ∼= π1(U1,j) ∗ π1(U2,j) ∗ ... ∗ π1(Uj,j).
We will show {π1(Wj), τ1,j} is pro-isomorphic to {Gj, ϕj}. For our base ray we
choose r1 the choosen base ray for X1. Let
1i,j : π1(Ui,j)→ 1,
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d′j = d1,j ∗ d2,j ∗ ... ∗ dj,j−1 ∗ 1j,j,
d′j : π1(U1,j) ∗ π1(U2,j) ∗ ... ∗ π1(Uj,j)→ A1 ∗ A2 ∗ ... ∗ Aj−1,
u′j = u1,j ∗ u2,j ∗ ... ∗ uj,j−1 ∗ uj,j,
u′j : π1(U1,j) ∗ π1(U2,j) ∗ ... ∗ π1(Uj,j)→ A1 ∗ A2 ∗ ... ∗ Aj, and
τ ′j = τ1,j ∗ τ2,j ∗ ... ∗ τj−1,j ∗ 1j,j
τ ′j : π1(U1,j) ∗ π1(U2,j) ∗ ... ∗ π1(Uj,j)→ π1(U1,j) ∗ π1(U2,j) ∗ ... ∗ π1(Uj−1,j)
where di,j , ui,j , and τi,j are the “up”,“down”, and bonding homomorphisms of the
previous ladder diagram (5.2). We then have the following commutative diagram:
π1(U1,1) <
τ ′2 π1(U1,2) ∗ π1(U2,2) <
τ ′3 π1(U1,2) ∗ π1(U2,2) ∗ π1(U3,3) <
τi,4
· · ·
A1 <
ϕ2
d′2
<
u′1
<
A1 ∗ A2 <
ϕ3
d′3
<
u′2
<
A1 ∗ A2 ∗ A3 <
ϕ4
u′3
<
· · ·
Thus X1♮X2♮... is semistable and {π1(Wj), τ
′
j} is pro-isomorphic to {Gj, ϕj}.
Similarly, one can show pro-π1(ε(Y )) is of the form {Hk, ψk}.
Theorem 5.3.4. Let G be a collection of distinct indecomposible groups none of
which are infinite cyclic and let {Cni }and
{
Dnj
}
be countably infinite collections of
compact simply connected n-manifolds with connected boundaries that have funda-
mental groups lying in G. If any element of G appears more times in one of the
sequences, {π1 (∂C
n
i )} and
{
π1
(
∂Dnj
)}
, than it does in the other, then
int
(
C1
∂
#C2
∂
#C3
∂
# · · ·
)
6≈ int
(
D1
∂
#D2
∂
#D3
∂
# · · ·
)
.
Proof. Since Ci and Di are compact with connected boundaries Xi = intCi and
Yi = intDi are 1-ended and stable and thus meet the hypotheses of Theorem 5.3.2.
Since the CSI’s of the interiors are homeomorphic to the interiors of the BCS’s we
have the desired result.
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Theorem 5.3.1, which we repeat below, can now be seen to be a corollary to
Theorem 5.3.4.
Theorem 5.3.1. The set of homeomorphism classes of all possible infinite CSI’s of
interiors of Jester’s manifolds is uncountable.
In the next section we will show that these manifolds split.
5.4 Sums of Splitters Split
In this section we demonstrate our main result:
Theorem 5.4.1. There exists an uncountable collection of contractible open 4-
manifolds which split as R4 ∪R4 R
4.
We’ll demonstrate the above result by showing that the infinite CSI X1♮X2♮... of
certain types of splitters Xi ≈ R
n∪Rn R
n (n ≥ 4) also splits. Our argument consists
of choosing our ray, regular neighborhood pairs in the definition of the CSI to lie in
the intersections (the Ci’s) of the splittings Ai ∪Ci Bi ≈ R
n ∪Rn R
n. This will yield
the CSI to be of the form
(A1♮A2♮...) ∪C1♮C2♮... (B1♮B2♮...) (5.3)
which is itself an open splitting. We apply this result to our infinite sums of Jester’s
manifolds, an uncounatble collection. The work comes in showing the existence of
the desired ray, regular neighborhood pair mentioned above. We desire, for all i,
that our ray not only lies in Ci but also that it is proper in both Ai and Bi thus
ensuring we obtain a splitting of the form (5.3).
Proposition 5.4.2. If Σ is a smooth properly embedded line in Rn and Mn−1 is
a closed smooth submanifold of Rn intersecting Σ transversely then |Σ ∩Mn−1| is
even.
Proof. As Mn−1 is a codimension 1, closed submanifold of Euclidean space, the
Jordan-Brouwer separation theorem gives it has an inside and an outside [Ale].
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Mn-1
Σ
Figure 5.11: |Σ ∩Mn−1| is even
Since at each intersection point of Σ with M, Σ meets M transversely, Σ passes
from M ’s inside to M ’s outside or vice versa.
Lemma 5.4.3. Suppose M is a contractible n-manifold which splits as M = A∪CB,
A,B,C ≈ Rn. Then there exists a ray r in C which is also proper in both A and B.
Proof. We will describe a proof that uses differential topology. Analogous proofs
are possible in the PL or topological categories. Let S = A ∩ BdMn(C) and T =
B ∩BdMn(C) so that BdMn(C) = S ⊔ T. Let C = clMn(C) so C = C ∪ S ∪ T. Note
S and T are closed in C. Let α = [−1, 1] be an arc in C so that α ∩ S = {−1} and
α ∩ T = {1}. Choose N ≈ intα × Bn−1 a tapered product neighborhood of intα in
C. That is, BdMn(N)−N = ∂α.
α
S
T
N
Figure 5.12: Tapered Product Neighborhood of α
Let f : S ∪ N ∪ T → α be a retraction so that f−1(−1) = S, f−1(1) = T
and for x ∈ intα, f(x × Bn−1) = {x}. That is, f collapses N along product lines.
Note that for x ∈ intα, f−1(x) intersects α transversly precisely at x. We then
46
apply the Tietze extension theorem to get a retraction f : C → α. We choose such
an f that is smooth. We will now adjust f with the aim that C maps to intα. Let
W = f−1([−1, 0])∪N∪T and b ∈ C−W. Via Urysohn’s Lemma choose η : C → [0, 1]
such that η−1(0) = W and η−1(1) = {b}. Let g = f − η so g|W = fW . If x /∈ W then
η(x) > 0 and g(x) = f(x) − η(x) < f(x) − 0 ≤ 1. Thus g−1(1) = T. Similarly we
can adjust g to get, say h, so h−1(1) = T, h−1(−1) = S, and h|S∪N∪T = f |S∪N∪T .
Via Sard’s Theorem we can choose a regular value v of h in intα and let V be
the component of h−1(v) containing v [Kos, p. 227]. We observe that V is a smooth
(n − 1)-submanifold of C without boundary which is closed in C and intersects α
(transversely) precisely at v. If V were compact, the previous propositon would
yield that the number of intersections of the C properly embedded line intα with V
would be even. Thus V is noncompact and hence is C unbounded. We claim V is
embedded properly in C. For suppose K is a compactum in C and let ι : V →֒ C
be the inclusion map. Then V ∩K = ι−1(K) is a closed subset of K and is hence
compact thus showing ι is proper. There then exists a ray r in V which is proper
in C.
r
Figure 5.13: N ′ ⊃ S ⊔ T
We now show r is proper in both A and B. Let K be a compact subset of
A. We claim the end of r lies outside of K. Again by Sard, there exists ǫ1 and
ǫ2 sufficiently small so that −1 + ǫ1 < v < 1 − ǫ2 are regular values of h. Let
T ′ = h−1([−1 + ǫ1, 1 − ǫ2]), a closed subset of C. Then K
′ = K ∩ T ′ is a compact
subset of C. Therefore, r eventually stays outside of K ′. But since r lives in T ′,
when it leaves K ′ it also leaves K. Thus r is proper in A and a similar argument
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can be made to show r is proper in B.
Recall Proposition 1.2.1 which says that the interior of a closed splitter is an
open splitter.
Corollary 5.4.4. Suppose Mn is a compact contractible n-manifold such that
M = A ∪C B, with A,B,C ≈ B
n. Then there exists a ray r in intC which is also
proper in both intA and intB.
Proposition 5.4.5. LetM1 andM2 be contractible, piecewise linear, open n-manifolds
(n ≥ 4) which split as Mi = Ai ∪Ci Bi, Ai, Bi, Ci ≈ R
n. Further let ri ⊂ Ci be a ray
in Ci which is also proper in both Ai and Bi. Then the connected sum at infinity of
(M1, r1) and (M2, r2) also splits: (M1, r1)♮(M2, r2) = A ∪C B with A,B,C ≈ R
n.
An immediate corollary is:
Corollary 5.4.6. Let M1 and M2 be contractible, piecewise linear, semistable, open
n-manifolds (n ≥ 4) which split as Mi = Ai ∪Ci Bi, Ai, Bi, Ci ≈ R
n. Then the
connected sum at infinity of M1 andM2 also splits: M1♮M2 = A∪CB with A,B,C ≈
Rn.
M1
N1
M2
N2
B
A
C
Figure 5.14: M1♮M2 Splits
Proof of Proposition 5.4.5. For i = 1, 2, let Ni be a (Ai, Bi, and Ci) regular neigh-
borhood of ri. For Xi = Mi, Ai, Bi, Ci, let Xˆi = Xi − int(Ni). Given an orien-
tation reversing homeomorphism f : ∂N1 → ∂N2 we have (M1, r1)♮(M2, r2) =
Mˆ1 ∪f Mˆ2. Let A = Aˆ1 ∪f Aˆ2 and observe that A = (A1, r1)♮(A2, r2). Likewise
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we let B = Bˆ1 ∪f Bˆ2 = (B1, r1)♮(B2, r2) and C = Cˆ1 ∪f Cˆ2 = (C1, r1)♮(C2, r2) and
we see that (M1, r1)♮(M2, r2) = A∪CB. From Note 5.2.3 we know each of A,B, and
C are Rn’s as they are each the connected sum at infinity of two Rn’s. See Figure
5.14.
Proposition 5.4.7. For i = 1, 2, ..., let Mi be a contractible, open
n-manifold (n ≥ 4) such that Mi = Ai ∪Ci Bi with Ai, Bi, Ci ≈ R
n for all i. Further
let ri,L and ri,R be disjoint rays in Ci that are also proper in both Ai and Bi. Then
M := ♮∞i=1(Mi, ri,L, ri,R) ≈ A ∪C B
with A,B,C ≈ Rn.
Corollary 5.4.8. For i = 1, 2, ..., let Mi be a contractible, semistable, open n-
manifold (n ≥ 4). If Mi = Ai ∪Ci Bi with Ai, Bi, Ci ≈ R
n for all i then
M := ♮∞i=1Mi ≈ A ∪C B
with A,B,C ≈ Rn.
Proof of Proposition 5.4.7. For i = 1, 2, ..., choose disjoint Ai, Bi, and Ci regular
neighborhoods Ni,L, Ni,R of ri,L and r1,R, respectively. For j = 1, 2, ..., let
Cˇj = (C1−N1R)∪(C2−[intN2L∪N2R])∪(C3−[intN3L∪N3R])∪...∪(Cj−[intNj,L∪Nj,R])
M1
M2

M3
C1
C2 C3
C3
Figure 5.15: Cˇ3
Then Cˇj = (♮
j
i=1(Ci, ri))−Nj,R ≈ R
n − Rn+ ≈ R
n and Cˇj ⊂ Cˇj+1. Let C = ∪Cˇj,
so that C is an ascending union of Rn’s and thus is itself an Rn [Bro]. Let
Aˇj = (A1−intN1R)∪(A2−[intN2L∪N2R])∪(A3−[intN3L∪N3R])∪...∪(Aj−[intNj,L∪Nj,R]),
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Bˇj = (B1−intN1R)∪(B2−[intN2L∪N2R])∪(B3−[intN3L∪N3R])∪...∪(Bj−[intNj,L∪Nj,R]),
A = ∪Aˇj, and B = ∪Bˇj so that A,B ≈ R
n and M = A ∪C B.
We have demonstrated that any CSI of interiors of Jester’s manifolds splits and
thus have demonstrated
Theorem 5.4.1. There exists an uncountable collection of contractible open
4-manifolds which split as R4 ∪R4 R
4.
Recall Note 1.3.9 in which we reported the result of Ancel and Siebenman which
states that a Davis manifold generated by C is homeomorphic to the interior of an
alternating boundary connected sum int(C
∂
♯ −C
∂
♯ C
∂
♯ −C
∂
♯ ...) where −C is a
copy of C with the opposite orientation. We have now proved
Corollary 5.4.9. There exists (non-R4) 4-dimensional Davis manifold splitters.
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