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1. INTRODUCTION
The problem of propagation, interaction and cancellation of oscillations
in solutions to nonlinear conservation laws is closely related to the questions
of the long-time behaviour, homogenization and strong convergence of exact
and approximate solutions where no uniform bounds on the derivative are
available.
Since the pioneering work of Tartar [17], the method of compensated
compactness has become an important tool to describe the constraints
imposed on oscillations of some functions because of the differential equa-
tions they satisfy. The obvious success of this approach has been illustrated
by the existence results for special classes of nonlinear systems in one
spatial dimension endowed with Riemann invariants and a rich family of
entropies identified by DiPerna [4] and Serre [16]. This is more or less
related to the fact that the so-called genuine nonlinearities give rise to a
multitude of dissipative mechanisms. Some related results concerning the
asymptotic profile of solutions for systems of two conservation laws were
obtained by Dafermos [3].
On the other hand, much less is known in higher dimensions. For one
thing, a straightforward generalization of the Lax’s concept of genuine
nonlinearity to more space dimensions would be too restrictive and would
practically exclude all the physically interesting cases. One of the first attempts
to find the minimum nonlinearity conditions required for two-dimensional
scalar conservation laws to exhibit typical features of one-dimensional
genuinely nonlinear systems, including formation of shocks, time decay of
solutions and cancellation of oscillations was made by Engquist and E [8].
Using a different approach based on the so-called kinetic formulation of
the problem Lions, Perthame and Tadmor [12] obtained similar results
for scalar conservation laws in arbitrary space dimension. In particular, a
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nondegeneracy (LPT) condition was found which corresponds to a multi-
dimensional extension of the nonlinearity type condition introduced by
Tartar [17].
In this paper, we consider a nonlinear equation of the form

t
(K V u)+ :
N
i=1
ai (u)
u
xi
=0, u=u(t, x), t # (0, T ), x # RN (1.1)
where
K V u(t, x)#|
t
&
K(t&s) u(s, x) ds. (1.2)
As for the kernel K, we shall assume:
K # L1(R+), K nonnegative, nonincreasing and convex on R+, (1.3)
0<k1lim inf
t  0+
t:K(t)lim sup
t  0+
t:K(t)k2< (1.4)
where : # (0, 1) and k1 , k2 are suitable constants.
Our main goal is to show that the (LPT) condition of [12] may be
considerably weakened as soon as the additional dissipative mechanisms
induced by the presence of the memory term come into play. Specifically,
we suppose
ai # C2(R1), i=1, ..., N,
= (1.5)meas {v # [&Y, Y] } :Ni=1 ai (v) !i=0==0 for all |!|{0.
The main result of the present paper reads as follows:
Theorem 1.1. Let the hypotheses (1.3), (1.4) and (1.5) hold.
Then the set of all entropy solutions u of the equation (1.1) satisfying
&Yu(t, x)Y for a.e. t # (&, T ), x # RN (1.6)
is compact in L1loc([0, T]_R
N ).
The regularizing effect of singular kernels on solutions of integro-differential
equations has been observed e.g. in Engler [6, 7]. Gripenberg and Londen
[11] considered the Riemann problem for a scalar ‘‘fractional derivative’’
conservation law in one spatial dimension. Assuming monotonicity of the
flux function they show that the problem possesses a continuous solution
for any positive time. Thus in this particular case, the effect of the
singularity of the kernel is similar to that of viscosity in scalar conservation
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laws. Further examples as well as the corresponding physical background
may be found in the monographs Renardy, Hrusa and Nohel [15] or Pru ss
[14].
The condition (1.5) generalizes the (LPT) condition of [12] for scalar
conservation laws. For example, if N=2, then bounded solutions of the
problem
(K V u)t+aux+b(u) uy=0
are locally compact in L1 provided K is as above, a{0 and b$(u) vanishes
on at most countable set while such a condition obviously does not
guarantee compactness for the ‘‘standard’’ conservation law
ut+aux+b(u) uy=0.
On the other hand, the original (LPT) condition ensures compactness
for a much larger class of kernels K. In particular, the case K=$(0)+k is
included where $ stands for the Dirac distribution and k belongs to a
bounded set in L1(R+). Moreover, the corresponding compact set in which
bounded solutions are contained depends solely on their L-norm and the
L1-norm of the kernel k, which is important when studying the long-time
behaviour (see [9, 10]).
Similarly as in [10], we derive a kinetic formulation of the problem
adopting the concept of entropy solutions introduced by Cockburn,
Gripenberg and Londen [2] (see Section 2).
Such a formulation provides a very efficient tool for attacking the problem
as the resulting equation is linear and the Fourier transform technique may
be applied. Since the equation (1.1) contains a ‘‘fractional’’ derivative with
respect to t, the suitable function spaces framework is provided by the
Sobolev potential spaces of fractional order (see e.g. Adams [1, Chapter VII]):
L;, p(RN+1)#[v | v=F&1(1+&({, !)&2)&;2 Fg, g # Lp(RN+1)]
where F denotes the Fourier transform with respect to (t, x), the
corresponding Fourier variable being denoted ({, !).
After this transformation, the solutions are decomposed into two parts
one corresponding to the null space of the related linear operator in the
kinetic equation and its complement. The former part is shown to be small
because of (1.5) while the latter is compact. To prove the compactness
statement, the theory of L p-multipliers is used, in particular, the Lizorkin
theorem, which is very convenient for our purposes as it minimizes the set
of assumptions concerning the kernel K.
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The compactness results obtained here may be considered as a generaliza-
tion of the velocity average lemmata of DiPerna, Lions and Meyer [5] to
anisotropic problems containing fractional derivatives.
2. ENTROPY SOLUTIONS AND THE KINETIC FORMULATION
Motivated by Cockburn, Gripenberg and Londen [2] we introduce the
concept of an entropy solution:
Definition. We shall say that a function u # L((&, T )_RN ) is an
entropy solution of the equation (1.1) on the set (0, T )_RN if

t
(K V S(u))+div ’(u)0 (2.1)
in the sense of distributions for any convex entropy S and the corresponding
flux ’,
’=(’1 , ..., ’N), ’i (v)=|
v
0
S$(z) ai (z) dz.
Remark. The reader will have noticed that the conditions imposed on
u by the above definition are weaker than those in [2]. In particular, the
solutions of the corresponding initial value problem may not be uniquely
determined by the initial data. Nevertheless, these hypotheses are sufficient
for proving compactness of the set of bounded solutions.
Following the ideas of Lions, Perthame and Tadmor [12] (cf. also [10])
we introduce the kinetic formulation of the problem. To a solution u, we
assign a function f :
1 if 0<vu(t, x)
f (t, x, v)={&1 if 0>vu(t, x) (2.2)0 otherwise.
Clearly,
|

&
f (t, x, v) h$(v) dv=h(u(t, x)) for all t, x (2.3)
and for any h # C1, h(0)=0.
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The future analysis leans on the following assertion:
Proposition 2.1. Under the hypotheses of Theorem 1.1, the function f
defined by (2.2) satisfies
supp( f )/(&, T]_RN_[&Y, Y], (2.4)
and

t \|
t
&
K(t&s) f (s, x, v) ds++ :
N
i=1
ai (v)
f (t, x, v)
xi
=
2M
v2
(2.5)
in the sense of distributions on (0, T )_RN_R1, where M=M(v, . , .)
belongs to the space M(t, x)((0, T )_RN ) of Radon measures for all v # R1.
Moreover, for any bounded domain 0, 0 /(0, T )_RN the restriction of
M(v, ., .) to 0 is a nonnegative bounded measure and
&M(v, . , .)&M(0 )C(Y, 0) for all v # R1. (2.6)
Proof. Similarly as in [10], we define a distribution m # D$((0, T )_
RN_R1),
(m, g(t, x, v)) #|
T
0
|
R N
|

&
(K V f ) Gt(t, x, v)
+: ai (v) fGxi (t, x, v) dv dx dt
where
G(t, x, v)=|
v
&Y
g(t, x, z) dz
for any g # D((0, T )_RN_R1). Observe that supp(m)/(0, T )_RN_
[&Y, Y].
Next, modifying appropriately the arguments of [10, Proposition 2.1]
we can show that m is a nonnegative distribution satisfying
m
v
=

t
(K V f )(x, t, v)+ :
N
i=1
ai (v)
f (t, x, v)
xi
. (2.7)
Moreover, for any g # D((0, T )_RN_R1), we have
|(m, g) |C(Y, g) (2.8)
provided u satisfies (1.6).
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Consequently, the distribution m is extendible to the space of compactly
supported continuous functions, i.e. m is a Radon measure by virtue of the
Riesz representation theorem.
Finally, we define M=M(v) : R1  M(RN+1) by the formula
(M(v), g(t, x)) #(m, 1[0, v]g(t, x)) .
It is a matter of routine to verify that (Mv)=m in the distributional
sense and, consequently, the relation (2.5) follows from (2.7) while (2.8)
yields (2.6). K
3. THE PROOF OF THE MAIN RESULT
Our goal is to prove Theorem 1.1. We start with an auxiliary result on
the properties of the kernel K:
Lemma 3.1. Let the kernel K satisfy the hypotheses (1.3), (1.4). Denote
K ({)#|

0
K(t) exp(&i{t) dt
the one-sided Fourier transform of K.
Then we have:
(i)
lim inf
|{|  
&{ Im K ({)
|{|:
>0; (3.1)
(ii) there exists a constant c1>0 such that
&Im K ({)c1 |Re K ({)| (3.2)
for all {>0 large enough;
(iii) there exists c2>0 such that
|K ({)|+|{K {({)|c2 |{| :&1 for all {. (3.3)
Proof. To begin, observe that (i) together with (iii) imply (ii).
Moreover, since K satisfies (1.3), we may use Proposition 3.10 of Pru ss
[14] to obtain
&Im K ({) 35 { |
1{
0
tK(t) dt, {0;
hence (1.4) yields (3.1).
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Finally, [14, Proposition 3.8] gives
| j{K ({)|
2 j+1(2j+1)!
j ! |
1|{|
0
t jK(t) dt, j=0, 1
and, conseqeuntly, we can use (1.4) to deduce (3.3). K
Now, similarly as in [10, Section 3], we can show that the function
F(t, x, v)#f (t, x, v) (t, x),
with  # D((0, T )_RN ), supp /[t1 , t2]_[&r, r]N, satisfies

t
(K V F )+ :
N
i=1
ai (v) Fxi=
2M1
v2
+M2 , (t, x, v) # RN+2 (3.4)
where
M1(v, .) # Mt, x(RN+1 ), supp M1(v)#Q/[t1 , t2]_[&r, r]N,
(3.5)
&M1(v)&M(Q)C(, Y ), (3.6)
and M2 # L(RN+2),
&M2&LC(, Y ), (3.7)
supp M2/[0, )_[&r, r]N_[&Y, Y], (3.8)
|M2(t, x, v)|
C(, Y )
t&T
for all t>T. (3.9)
We write
(t, x) u(t, x)=|

&
f dv=|

&
F(t, x, v) dv
=|

&
F&1(I1+I2+I3) dv (3.10)
where
I1#, \&({, !)&Z + FF,
I2#\1&, \&({, !)&Z ++ , \
|4|
$ + FF,
I3#\1&, \&({, !)&Z ++ \1&, \
|4|
$ ++ FF
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with Z, $>0,
, # D(R1), ,(z) # [0, 1], ,(z)=1 for z # [0, 12 ],
,(z)=0 for z1
and a complex-valued quantity 4 given by the formula
4({, !, v)#
{K ({)+Ni=1 ai (v) !i
1+[{, !]
,
[{, !]#\{2:+ :
N
i=1
!2+
12
.
At this stage, we pause to show the following auxiliary result:
Lemma 3.2. Let the conditions (1.3), (1.4) and (1.5) hold.
Then we have
sup
&({, !)&Z
/($, {, !)  0 for $  0+, Z   (3.11)
where
/($, {, !)#meas[v # [&Y, Y] | |4({, !, v)|$].
Proof. To begin, observe that
lim
$  0+
meas {v # [&Y, Y] } } :
N
i=1
ai (v) !i }$=
=meas ,
$>0 {v # [&Y, Y] } } :
N
i=1
ai (v) !i }$=
=meas {v # [&Y, Y] } :
N
i=1
ai (v) !i=0==0 (3.12)
for any fixed |!|{0 in accordance with (1.5).
Now, arguing by contradiction we obtain a sequence
{n , !n , &({n , !n)&   (3.13)
such that
meas {v # [&Y, Y] } |4({n , !n , v)|1n==>0 for all n. (3.14)
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In particular, we have
Im 4=
{n Im K ({n)
1+[{n , !n]
 0 as n  . (3.15)
Our next goal is to show that (3.13), (3.15) together with the hypothesis
(1.3), (1.4) imply
|{n |:
[{n , !n]
 0. (3.16)
To this end, observe first that (3.16) follows from (3.13) provided the sequence
[{n] is bounded. If this is not the case, (3.15) yields (3.16) since, by virtue
of Lemma 3.1,
lim inf
|{|  
{ Im K ({)
|{|:
>0.
Similiarly, using (3.2) with (3.13), (3.15) we deduce
{n Re K ({n)
1+[{n , !n]
 0 as n  
and, consequently,
{v # [&Y, Y] } |4({n , !n , v)|1n=
/{v # [&Y, Y] } } :
N
i=1
ai (v)
(!n) i
1+[{n , !n] }$(n)=
where $(n)  0 as n  .
Moreover, by virtue of (3.13), (3.16), we have
!n
1+[{n , !n]
 z{0 as n  
therefore
{v # [&Y, Y] } } :
N
i=1
ai (v)
(!n) i
1+[{n , !n] }$(n)=
/{v # [&Y, Y] } } :
N
i=1
ai (v) zi$(n) }+ } :
N
i=1
ai (v) \ (!n) i1+[{n , !n]&zi +}= .
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By virtue of (3.12), the measure of the set on the right-hand side of the
above inclusion goes to zero for n   in contrast with (3.14). K
With (3.10) in mind, the conclusion of Theorem 1.1 will follow from the
next three assertions:
Proposition 3.1. Under the hypotheses of Theorem 1.1, we have
"|

&
F&1I1({, !, v) dv"L j , 2 (R N+1)C(Y, Z, j ), for all j=0, 1, ...
Proof. Using the Plancherel formula we obtain
"|

&
F&1I1({, !, v) dv"L j , 2 (R N+1)
|
Y
&Y _|RN+1 \1+{2+: !2i +
j
,2 \&({, !)&Z + (FF )2 d{ d!&
12
dv
and the desired result follows as the integrand on the right-hand side is
bounded and with compact support independent of j. K
Proposition 3.2. Under the hypotheses of Theorem 1.1,
"|

&
F&1I2({, !, v) dv"L 2t, x (RN+1)  0 as $  0+, Z  
where the rate of convergence depends only on Y.
The proof is based on Lemma 3.2, the arguments being identical to those
of [10, Proposition 3.1].
Proposition 3.3. Under the hypotheses of Theorem 1.1, the terms
|

&
F&1I3({, !, v) dv
belong to a bounded subset of the space L;, p(RN+1) for all 1<p<(N+1)
(N+1&:) and a certain ;=;( p)>0 where the radius of this set depends
only on $, Y, Z.
Proof. Taking the Fourier transform of both sides of (3.4) and using
compactness of the support of F in v we obtain
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|

&
I3({, !, v) dv=|

&
|(v) I3({, !, v) dv
=|

&
|(v) H({, !, v)
1
1+[{, !] \
2FM1
v2
+FM2+ dv
for any
| # D(R1), |#1 on [&Y, Y],
where
H({, !, v)#
\1&, \ |4|$ ++\1&, \
&({, !)&
Z ++
4
.
Since L#, q(RN+1)/C+(RN+1) for 0+#&(N+1)q<1 (see e.g.
Adams [1, Chapter VII]), it follows from (3.5)(3.9) that the quantitities
M1 , M2 are bounded in the dual space
L&#, p(RN+1),
1
p
+
1
q
=1,
i.e. FM1 , FM2 admit a representation of the form
(1+&({, !)&2)#2 Fg
with g # B where B is a bounded subset of Lp(RN+1) independent of v.
Observe that for 1< p<(N+1)(N+1&:) the corresponding # may be
found such that 0<#<:.
Consequently, we have
|

&
I3 dv=|

&
2
v2
(|H )
(1+&({, !)&2)#2
1+[{, !]
Fg1
+(|H )
(1+&({, !)&2)#2
1+[{, !]
Fg2 dv
where g1, g2 # B.
Thus the desired result follows as soon as we prove that the expressions
(1+&({, !)&2)(#+;)2
1+[{, !]
, |H and
2
v2
(|H ) (3.17)
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for a certain ;( p)>0, ;+#: are Lp-Fourier multipliers. To this end, we
use the Lizorkin theorem (see Lizorkin [13]). We shall say that a complex
valued function
8({, !): RN+1  C
has the property (L) iff:
All the derivatives of the type
8
{k0 !k1
1
} } } !knn
are continuous on |{|, |!|>0 and there is 1 such that
} {k0!k11 } } } !knN 8{k0 !k11 } } } !knn }1
for all
kj # [0, 1], k= :
N
j=0
kjN+1.
The Lizorkin theorem then states that any 8 satisfying (L) is an L p-Fourier
multiplier for any 1<p< with norm depending only on p, 1.
After a straightforward computation, we can verify (L) for the first
quantity in (3.17).
On the other hand, it is easy to check, using the chain rule, that a
superposition P(h) where h satsifies (L) and P is smooth has again the
property (L). Consequently, the remaining quantities in (3.17) are multi-
pliers provided we can verify (L) for 4 and its derivatives with respect
to v. This will follow from the next lemma:
Lemma 3.3. Under the hypotheses (1.3), (1.4) the functions
{K ({)
1+[{, !]
,
!i
1+[{, !]
, i=1, ..., N
satisfy the condition (L).
Proof. As for the former quantity, a straightforward computation yields
k0{ 
k1
!1
} } } kN!N
!i
1+[{, !]
=c1
{2(:&(12)) k0 !k1
1
} } } !1&kii } } } !
kN
N
(1+[{, !])1+2(k&ki )
+c2
{2(:&(12)) k0 !k1
1
} } } !1+kii } } } !
kN
N
1+[{, !]1+2k
, k= :
N
j=0
kj
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while the latter may be treated as follows:
k1!1 } } } 
kN
!N
{K ({)
1+[{, !]
=c3
{K ({) !k1
1
} } } !kNN
(1+[{, !])2k+1
, k= :
N
j=1
kj .
Consequently, the desired result follows from the estimate (3.3) proved in
Lemma 3.1. K
Proposition 3.3 and, consequently, Theorem 1.1 have been proved.
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