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Let X be a Banach space, let T ∈ R+. We consider the Banach space C([0, T ];X) of continuous
functions with values in X . We introduce the following operator B:


D(B) := {u ∈ C1(0, T ;X) : u(0) = 0},
Bu(t) = u′(t).
(1) eq1
Then it is easy to see that ρ(B) = C. Moreover, ∀λ ∈ C, ∀f ∈ C([0, T ];X),
(λ −B)−1f(t) = −
∫ t
0
eλ(t−s)f(s)ds. (2) eq2
One has
‖(λ−B)−1‖L(C([0,T ];X) ≤
1− eRe(λ)T
Re(λ)
. (3) eq3
The estimate is extensible to the case λ = 0, as ‖B−1‖L(C([0,T ];X)) ≤ T .
de1 Definition 1. Let B be a linear operator in the Banach space Y (that is, B : D(B) → Y , with D(B)
linear subspace of Y ). We shall say that it is of type ω, with 0 < ω < π, if ρ(B) contains {λ : |Arg(λ)| >
ω} and, if ǫ > 0, there exists M(ǫ) > 0 such that ‖λ(λ−A)−1‖L(Y ) ≤M(ǫ) in case |Arg(λ)| ≥ ω + ǫ.
So B is class π2 . Moreover, 0 ∈ ρ(B). Following [6] (who considers only the case D(B) dense in Y ),
we can define, ∀α ∈ R+, the operator B−α: we fix a > 0, θ ∈ (π2 , π) and the contour
Γ := {λ ∈ C : |Arg(λ − a)| = θ},
oriented from ∞e−iθ to ∞e−iθ and set
B−α := −
1
2πi
∫
Γ
λ−α(λ−B)−1dλ. (4) eq4
It is well known that ∀α, β ∈ R+,
B−αB−β = B−(α+β).
Then, if f ∈ C([0, T ];X), we have
B−αf(t) = 12πi
∫
Γ λ
−α(
∫ t
0 e
λ(t−s)f(s)ds)dλ
= 12πi
∫ t
0
(
∫
Γ
λ−αeλ(t−s)dλ)f(s)ds
(5)
pr2 Proposition 2. If α ∈ R+ and f ∈ C([0, T ];X),
B−αf(t) =
1
Γ(α)
∫ t
0
(t− s)α−1f(s)ds.
1
Proof. The formula is true if α = 1. If α = n ∈ N,
B−nf(t) =
1
(n− 1)!
∫ t
0
(t− s)n−1f(s)ds =
1
Γ(n)
∫ t
0
(t− s)n−1f(s)ds.
We consider the case α ∈ (0, 1): we have
B−αf(t) =
1
2πi
∫ t
0
(
∫
Γ
λ−αeλ(t−s)dλ)f(s)ds
By Cauchy’s theorem, if r ∈ R+,
1
2πi
∫
Γ
λ−αeλrdλ = limθ→0+
1
2πi(
∫∞
0
(ρeiθ)−αerρe
iθ
eiθdρ−
∫∞
0
(ρe−iθ)−αerρe
−iθ
e−iθdρ)
= 12πi(−
∫∞
0
ρ−αe−iαπe−rρdρ+
∫∞
0
ρ−αeiαπe−rρdρ)
= sin(απ)π
∫∞
0
e−rρρ−αdρ = sin(απ)Γ(1−α)π r
α−1 = r
α−1
Γ(α) ,
employing the well known formula
Γ(z)Γ(1− z) =
π
sin(πz)
.
So the case α ∈ (0, 1) is proved.
Finally, let α = n+ β, with n ∈ N, β ∈ (0, 1). We have
B−αf(t) = B−β(B−nf)(t) = 1Γ(n)Γ(β)
∫ t
0
(t− τ)β−1(
∫ τ
0
(τ − s)n−1f(s)ds)dτ
=
∫ t
0
1
Γ(n)Γ(β) (
∫ t
s
(t− τ)β−1(τ − s)n−1dτ)f(s)ds
We have
1
Γ(n)Γ(β)
∫ t
s
(t− τ)β−1(τ − s)n−1dτ =
B(β, n)
Γ(n)Γ(β)
(t− s)n+β−1,
where B indicates Euler’s Beta function. From the classical formula
B(z, w) =
Γ(z)Γ(w)
Γ(z + w)
the conclusion follows.
It can be seen that, ∀α ∈ R+, B−α is injective. So we can define
Bα := (B−α)−1.
By Proposition 2.3.1 in [6], Bα is a closed operator, if 0 < α < β D(Bβ) ⊆ D(Bα) and BαBβ = Bα+β .
Remark 3. Given f ∈ C([0, T ];X), if m ∈ N0 and m < α < m+ 1, the Riemann-Liouville derivative of
order α is usually defined (see, for example, [5], Chapter 2.3) as
g := Dm+1t (
1
Γ(α−m)
∫ t
0
(t− s)m−αf(s)ds) = Dm+1t (B
α−m−1f)(t), (6) eq6
in case Bα−m−1f ∈ Cm+1([0, T ];X). If 0 < α < 1, the operator Bα coincides with the Riemann-Liouville
derivative of order α. In fact, let Bα−1f ∈ C1([0, T ];X). As Bα−1f(0) = 0, Bα−1f ∈ D(B). So
g = BBα−1f,Bα−1f = B−1g, f = B1−αB−1g = B1−αBα−1B−αg = B−αg.
We deduce f ∈ D(Bα) and
Bαf = g.
2
If α, β ∈ R+, we introduce the following function of Mittag-Leffler type, which is an entire (see [5],
Chapter 1.2.1):
Eα,β(z) =
∞∑
k=0
zk
Γ(αk + β)
.
Proposition 4. Let α ∈ R+, Then ρ(Bα) = C. Moreover, ∀λ ∈ C, ∀t ∈ [0, T ],
[(λ−Bα)−1f ](t) = −
∫ t
0
Eα,α(λ(t− s)
α)(t− s)α−1f(s)ds. (7) eq7
Proof. We already know that 0 ∈ ρ(Bα) and (7) is true if λ = 0. Suppose λ 6= 0. Then the equation
(λ−Bα)u = f (f ∈ C([0, T ];X)) is equivalent to
u = λB−αu−B−αf. (8) eq8
The linear operator λB−α has spectral radius 0. In fact,
‖(λB−α)k‖
1/k
L(C([0,T ];X)) = |λ|‖B
−αk‖
1/k
L(C([0,T ];X)) ≤
|λ|Tα
Γ(αk + 1)1/k
→ 0 (k →∞),
because the power series
∑∞
k=0
zk
Γ(αk+1) has convergence radius∞. So equation (8) has the unique solution
u = −
∞∑
k=0
λkB−αk−αf = −
∞∑
k=0
λk
Γ(αk + α)
∫ t
0
(t−s)αk+α−1f(s)ds = −
∫ t
0
Eα,α(λ(t−s)
α))(t−s)α−1f(s)ds.
Let θ ∈ (0, π), r ∈ R+. We indicate with Γ(θ, r) a generic piecewise regular, simple contour describing
{µ ∈ C \ (−∞, 0] : |Arg(µ)| = θ, |µ| ≥ r} ∪ {µ ∈ C \ (−∞, 0] : |Arg(µ)| ≤ θ, |µ| = r}. (9)
pr5 Proposition 5. Let α ∈ (0, 2). Then:
(I) let λ ∈ C. Let Γ(λ) = Γ(θ, r), for some θ ∈ (π2 , π) with αθ < π, r
α > |λ|. If f ∈ C([0, T ];X),
(λ −Bα)−1f(t) = −
1
2πi
∫
Γ(λ)
(λ− µα)−1(µ−B)−1fdµ =
1
2πi
∫ t
0
(
∫
Γ(λ)
eµ(t−s)
λ− µα
dµ)f(s)ds. (10) eq9
(II) Bα is of type απ2 .
Proof. We set
T (λ) := −
1
2πi
∫
Γ(λ)
(λ− µα)−1(µ−B)−1dµ.
It is easily seen (observing that the integral does not depend on the specific choice of Γ(λ) and can be
chosen locally independently of λ) that T , with domain {λ ∈ C \ {0} : |Arg(λ)| > απ2 } is entire with
values in L(C([0, T ];X).
By well known facts of analytic continuation, in order to show that T (λ) = (λ−Bα)−1, it is sufficient
to show that this holds if λ belongs to some ball centred in 0. We set R(λ) := (λ − Bα)−1. We prove
that T (k)(0) = R(k)(0) for every k ∈ N0. In fact, we have
R(k)(0) = −k!B−(k+1)α.
On the other hand, taking Γ(λ) = Γ,
T (k)(λ) =
(−1)k+1k!
2πi
∫
Γ
(λ− µα)−k−1(µ−B)−1dµ,
3
so that
T (k)(0) =
k!
2πi
∫
Γ
µ−α(k+1)(µ−B)−1dµ = −k!B−(k+1)α,
and the conclusion follows.
We show that, if φ ∈ (απ2 , π], there exists C(φ) in R
+ such that, ∀ρ ∈ R+,
‖T (ρeiφ)‖L(C([0,T ];X) ≤
C(φ)
ρ
.
Let Γ = Γ(eiφ). Then we can take Γ(ρeiφ) = ρ1/αΓ. So we have
‖T (ρeiφ)‖L(C([0,T ];X) = ‖
1
2πi
∫
ρ1/αΓ
(ρeiθ − µα)−1(µ− B)−1dµ‖L(C([0,T ];X))
= ‖ 12πiρ
1/α−1
∫
Γ(e
iθ − µα)−1(ρ1/αµ−B)−1dµ‖L(C([0,T ];X))
≤ C1ρ
−1
∫
Γ |e
iθ − µα|−1|µ|−1d|µ| = C(θ)ρ−1.
Remark 6. Comparing (7) with (10), we deduce, for λ ∈ C, t ∈ R+,
1
2πi
∫
Γ(λ)
eµt
µα − λ
dµ = Eα,α(λt
α)tα−1.
The following proposition formally justifies the use of the Laplace transforms with fractional deriva-
tives:
pr7A Proposition 7. Let θ0 ∈ (
π
2 , π), R ∈ R
+, α ∈ [0,∞). Let F : {λ ∈ C : |λ| > R, |Arg(λ)| < θ0} → X be
such that:
(a) F is holomorphic;
(b) there exists M ∈ R+ such that ‖F (λ)‖ ≤M |λ|−1−α, if λ ∈ C, |λ| > R, |Arg(λ)| < θ0;
(c) for some F0 ∈ X, lim
|λ|→∞
λ1+αF (λ) = F0.
Let γ be a piecewise regular contour, describing, for some θ1 ∈ (
π
2 , θ0), R1 > R,
{λ ∈ C : |λ| ≥ R1, |Arg(λ)| = θ1} ∪ {λ ∈ C : |λ| = R1, |Arg(λ)| ≤ θ1},
oriented from ∞e−iθ1 to ∞eiθ1 . We set, for t ∈ (0, T ],
u(t) =
1
2πi
∫
γ
eλtF (λ)dλ.
Then u ∈ D(Bα), for t ∈ (0, T ],
Bαu(t) =
1
2πi
∫
γ
eλtλαF (λ)dλ
and
Bαu(0) = F0.
Proof. We begin by considering the case α = 0. It is clear that u ∈ C((0, T ];X). We show that
lim
t→0
u(t) = F0.
By standard properties of holomorphic functions, we have, for t ∈ (0,min{1, T }],
u(t) = 12πi
∫
t−1γ e
λtF (λ)dλ = 12πi
∫
γ
eλ
λ t
−1λF (t−1λ)dλ
= F0 +
1
2πi
∫
γ
eλ
λ [t
−1λF (t−1λ)− F0]dλ
4
and the second summand vanishes as t→ 0, by the dominated convergence theorem.
Suppose now that α > 0. We set, for t ∈ (0, T ],
f(t) =
1
2πi
∫
γ
eλtλαF (λ)dλ.
Then, employing what we have seen in case α = 0, we deduce f ∈ C([0, T ];X) and f(0) = F0. We check
that
B−αf(t) = u(t).
We fix Γ piecewise regular contour, describing, for some θ2 ∈ (
π
2 , θ1), R2 > R1,
{λ ∈ C : |λ| ≥ R2, |Arg(λ)| = θ2} ∪ {λ ∈ C : |λ| = R2, |Arg(λ)| ≤ θ2},
oriented from ∞e−iθ2 to ∞eiθ2 . If λ ∈ C \ γ, we have
(λ−B)−1f(t) =
1
2πi
∫
γ
eµt(λ− µ)−1µαF (µ)dµ.
So, by (4),
B−αf(t) = − 1(2πi)2
∫
Γ λ
−α(
∫
γ
eµt
λ−µµ
αF (µ)dµ)dλ
= − 1(2πi)2
∫
γ(
∫
Γ λ
−α(λ− µ)−1dλ)eµtµαF (µ)dµ
= 12πi
∫
γ
eλtF (λ)dλ = u(t).
re9 Remark 8. From the inversion formula of the Laplace transform, we have, it δ ∈ R+, t ≥ 0,
tδ =
1
2πi
∫
γ
eλtΓ(δ + 1)λ−δ−1dλ.
We deduce that, if δ ≥ α > 0, u(t) = tδ belongs to D(Bα) and
Bαu(t) =
1
2πi
∫
γ
eλtΓ(δ + 1)λα−δ−1dλ =
Γ(δ + 1)
Γ(δ + 1− α)
tδ−α.
We pass to consider the domain D(Bα) of Bα, with α > 0. We introduce the following function
spaces, for m ∈ N0, β ∈ (0, 1):
B
m+β
∞,1 ([0, T ];X) := {f ∈ C
m([0, T ];X) :
∫ T
0
h−β−1‖f (m)(.+ h)− f (m)‖C([0,T−h];X)dh <∞}, (11)
Cm+β([0, T ];X) := {f ∈ Cm([0, T ];X) : sup0<h<Th
−β‖f (m)(.+ h)− f (m)‖C([0,T−h];X) <∞}. (12)
Cβ([0, T ];X) is the classical space of Ho¨lder continuous functions, Bm+β∞,1 ([0, T ];X) is a particular type
of Besov space. It is known that, if 0 < β < 1 and ǫ > 0,
Cβ+ǫ([0, T ];X) →֒ Bβ∞,1([0, T ];X) →֒ C
β([0, T ];X).
We set also, again for m ∈ N, β ∈ (0, 1):
o
B
m+β
∞,1 ([0, T ];X) := {f ∈ B
m+β
∞,1 ([0, T ];X) : f
(k)(0) = 0, k ∈ N0, k ≤ m},
for m ∈ N, β ∈ (0, 1],
o
C
m+β
([0, T ];X) := {f ∈ Cm+β([0, T ];X) : f (k)(0) = 0, k ∈ N0, k ≤ m}. (13)
Observe that
o
C
m+1
([0, T ];X) = D(Bm+1).
5
pr7 Proposition 9. Let α ∈ R+ \ N. Then
o
B
α
∞,1([0, T ];X) ⊆ D(B
α) ⊆
o
C
α
([0, T ];X).
Proof. If m ∈ N and m < α < m+ 1,
D(Bα) = {u ∈ D(Bm) : Bmu ∈ D(Bα−m)}
= {u ∈ Cm([0, T ];X) : u(k)(0) = 0, k = 0, . . . ,m− 1, u(m) ∈ D(Bα−m)}.
So we are reduced to consider the case α ∈ (0, 1). It is know that
(C([0, T ];X), D(B))α,1 =
o
B
α
∞,1([0, T ];X) = {f ∈ B
α
∞,1([0, T ];X) : f(0) = 0},
(see for this [2]), where we indicate with (., .)α,p (0 < α < 1, p ∈ [1,∞]) the corresponding real interpo-
lation functor. In order to show that
(C([0, T ];X), D(B))α,1 →֒ D(B
α)
we can try to show that there exists C > 0, such that, ∀u ∈ D(B),
‖Bαu‖C([0,T ];X) ≤ C‖u‖
1−α
C([0,T ];X)‖Bu‖
α
C([0,T ];X). (14) eq13A
(see for this [7], Lemma 1.10.1). So let u ∈ D(B) =
o
C
1
([0, T ];X). For every λ ∈ R+ we have
Bαu = λBα(λ+B)−1u+Bα(λ +B)−1Bu. (15) eq13
We estimate ‖Bα(λ +B)−1‖L(C([0,T ];X)). We have
Bα(λ+B)−1 = Bα−1B(λ+B)−1 = Bα−1 − λBα−1(λ+B)−1).
We indicate with Γ a piecewise regular path, connecting ∞e−iθ to ∞eiθ, for some θ ∈ (π2 , π), contained
in C \ (−∞, 0] and with Γ′ the path Γ + 1. Then, by the theorem of Cauchy, we have
(λ+B)−1 = −
1
2πi
∫
Γ′
(λ + ν)−1(ν −B)−1dν,
Bα−1(λ+B)−1 = 1(2πi)2
∫
Γ
(
∫
Γ′
µα−1(λ+ ν)−1(µ−B)−1(ν −B)−1dν)dµ
= 1(2πi)2
∫
Γ
(
∫
Γ′
(λ+ ν)−1(ν − µ)−1dν)µα−1(µ−B)−1dµ
− 1(2πi)2
∫
Γ′
(
∫
Γ
µα−1(ν − µ)−1dµ)(λ + ν)−1(ν −B)−1dν,
by the resolvent identity. We have
∫
Γ′
(λ+ ν)−1(ν − µ)−1dν = 0,
∫
Γ
µα−1(ν − µ)−1dµ = 2πiνα−1.
So
Bα(λ+B)−1 = − 12πi
∫
Γ(µ
α−1 − λµ
α−1
λ+µ )(µ−B)
−1dµ
= − 12πi
∫
Γ
µα
λ+µ (µ−B)
−1dµ = − 12πi
∫
λΓ
µα
λ+µ (µ−B)
−1dµ
= − λ
α
2πi
∫
Γ
µα
1+µ (λµ−B)
−1dµ,
6
implying
‖Bα(λ +B)−1‖L(C([0,T ];X)) ≤ C1λ
α−1
∫
Γ
|µ|α−1
1 + |µ|
|dµ| ≤ C2λ
α−1.
We deduce from (15) that
‖Bαu‖C([0,T ];X) = C3(λ
α‖u‖C([0,T ];X) + λ
α−1‖Bu‖C([0,T ];X)) ∀λ ∈ R
+.
Taking λ = ‖u‖−1C([0,T ];X)‖Bu‖C([0,T ];X), we obtain (14) and so
o
B
α
∞,1([0, T ];X) ⊆ D(B
α).
The inclusion
D(Bα) ⊆
o
C
α
([0, T ];X)
is much simpler: let f := Bαu. Then f ∈ C([0, T ];X) and, if t ∈ [0, T ],
u(t) =
1
Γ(α)
∫ t
0
(t− τ)α−1f(τ)dτ.
Then, clearly, u(0) = 0. Moreover, if 0 ≤ s < t ≤ T ,
‖u(t)− u(s)‖ ≤ 1Γ(α) (
∫ t
s
(t− τ)α−1‖f(τ)‖dτ +
∫ s
0
[(s− τ)α−1 − (t− τ)α−1]‖f(τ)‖dτ)
≤ 1Γ(α+1)‖f‖C([0,T ];X)[(t− s)
α − (tα − sα)] ≤ 1Γ(α+1)‖f‖C([0,T ];X)(t− s)
α.
In order to avoid exceptions we introduce the following spaces:
B1∞,∞([0, T ];X) := {f ∈ C([0, T ];X) :
sup0<h<T/2h
−1‖f(.+ h)− 2f + f(.− h)‖C([h,T−h];X)dh <∞},
(16)
It is known that, ∀ǫ ∈ (0, 1),
C1([0, T ];X) →֒ B1∞,∞([0, T ];X) →֒ C
1−ǫ([0, T ];X).
We set
o
B
1
∞,∞([0, T ];X) := {f ∈ C([0, T ];X) : supt<t+h≤Th
−1‖f˜(t+ h)− 2f˜(t) + f˜(t− h)‖ <∞}, (17) eq16
with
f˜(τ) =


f(τ) if τ ∈ [0, T ],
0 if τ < 0.
o
B
1
∞,∞([0, T ];X) coincides with the set of elements in B
1
∞,∞([0, T ];X) whose trivial extension to (−∞, T ]
belongs to B1∞,∞((−∞, T ];X).
pr8A Proposition 10.
o
B
1
∞,∞([0, T ];X) coincides with
{f ∈ B1∞,∞([0, T ];X) : sup
0<t≤T
t−1‖f(t)‖ <∞}.
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Proof. Let f ∈
o
B
1
∞,∞([0, T ];X) . Let t ∈ (0, T ], h = 2t. Then, for some C ∈ R
+ independent of t,
‖f˜(−t+ h)− 2f˜(−t) + f˜(t− h)‖ ≤ Ch,
that is, ‖f(t)‖ ≤ 2Ct. On the other hand, let f ∈ B1∞,∞([0, T ];X) be such that, for some C ∈ R
+,
∀t ∈ [0, T ], ‖f(t)‖ ≤ Ct. Let h ∈ R+. Suppose that t− h < 0 ≤ t < t+ h ≤ T . Then
‖f˜(t+ h)− 2f˜(t) + f˜(t− h)‖ = ‖f(t+ h)− 2f(t)‖ ≤ C(2t+ h) ≤ 3Ch.
Finally, suppose that t < 0, h ∈ R+, 0 ≤ t+ h ≤ T . Then
‖f˜(t+ h)− 2f˜(t) + f˜(t− h)‖ = ‖f(t+ h)‖ ≤ C(t+ h) ≤ Ch.
More generally, we set, if m ∈ N,
Bm∞,∞([0, T ];X) := {f ∈ C
m−1([0, T ];X) : f (m−1) ∈ B1∞,∞([0, T ];X)}, (18)
o
B
m
∞,∞([0, T ];X) := {f ∈
o
C
m−1
([0, T ];X) : f (m−1) ∈
o
B
1
∞,∞([0, T ];X)}. (19)
It will be convenient to set, ∀γ ∈ R+,
o
Cγ ([0, T ];X) :=


o
Cγ ([0, T ];X) if γ 6∈ N,
o
B
γ
∞,∞ ([0, T ];X) if γ ∈ N.
(20)
It is known that, ∀α, β ∈ R+, with α < β, ∀θ ∈ (0, 1),
(
o
Cα ([0, T ];X),
o
Cβ ([0, T ];X))θ,∞ =
o
C
(1−θ)α+θβ
([0, T ];X)). (21)
See for this [2]. As a consequence, we deduce the following
pr8 Proposition 11. Let α, β ∈ R+. Then Bα is a linear and topological isomorphism between
o
C
α+β
([0, T ];X) and
o
C
β
([0, T ];X).
Proof. Bα is a linear and topological isomorphism (isomorphism of Banach spaces) between D(Bα+β/2)
and D(Bβ/2) and between D(Bα+2β) andD(B2β). So, by the interpolation property, it is an isomorphism
of Banach spaces between (D(Bα+β/2), D(Bα+2β))1/3,∞ and (D(B
β/2), D(B2β))1/3,∞. By Proposition 9
and the reiteration property,
(D(Bβ/2), D(B2β))1/3,∞ = (
o
Cβ/2 ([0, T ];X),
o
C2β ([0, T ];X))1/3,∞ =
o
C
β
([0, T ];X),
(D(Bα+β/2), D(Bα+2β))1/3,∞ = (
o
Cα+β/2 ([0, T ];X),
o
Cα+2β ([0, T ];X))1/3,∞ =
o
C
α+β
([0, T ];X).
pr10 Proposition 12. Let α ∈ R+, β ≥ 0. Then:
(I) if β ∈ N0,
{u ∈ D(Bα) : Bαu ∈ Cβ([0, T ];X)} = D(Bα+β)⊕ {
∑β−1
k=0 t
k+αfk : fk ∈ X}.
(II) If β 6∈ N0,
{u ∈ D(Bα) : Bαu ∈ Cβ([0, T ];X)} =
o
C
α+β
([0, T ];X)⊕ {
∑[β]
k=0 t
k+αfk : fk ∈ X}.
(III) In each case,
fk =
1
Γ(α+ k + 1)
(Bαu)(k)(0). (22) eq22A
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Proof. (I)-(II) We have
Cβ([0, T ];X) = D(Bβ)⊕ {
β−1∑
k=0
tk gk : gk ∈ X},
in case β ∈ N0, and
Cβ([0, T ];X) =
o
C
β
([0, T ];X)⊕ {
[β]∑
k=0
tkgk : gk ∈ X},
otherwise. So (I)-(II) follow from Proposition 11 and Remark 8.
Moreover, by Remark 8,
(Bαu)(t) = (Bαv)(t) +
[β]∑
k=0
Γ(α+ k + 1)
k!
tkfk, (23) eq23A
with v ∈ D(Bβ) in case (I),
o
C
β
([0, T ];X) in case (II). Finally, (III) follows from (23) and Taylor’s formula.
le12 Lemma 13. Let α, β ∈ R+, u ∈ D(Bα), Bαu ∈ Cβ([0, T ];X), with β ∈ R+. Let N be the largest
integer less than β. Let k ∈ N0, k ≤ N . Then there exist real numbers γkj , independent of T and u, and
v ∈ D(Bα+β) if β ∈ N, v ∈
o
C
α+β
([0, T ];X) if β 6∈ N, such that
(Bαu)(k)(0) = t−k−α
N+1∑
j=1
γkj [u(jt)− v(jt)], ∀t ∈ (0,
T
N + 1
].
Proof. We can replace Bαu)(k)(0) with fk as in the statement of Proposition 12. Then we have
N∑
k=0
(jt)k+αfk = u(jt)− v(jt), j = 1, . . . , N + 1, t ∈ (0,
T
N + 1
].
with v again as in the statement of Proposition 12. The matrix ((jt)k+α)1≤j≤N+1,0≤k≤N is invertible
and its inverse has the form (γkjt
−k−α)0≤k≤N,1≤j≤N+1. The conclusion follows.
Remark 14. In case N = 0, we have
(Bαu)(0) = t−αΓ(α+ 1)[u(t)− v(t)], (24) eq24A
in case N = 1, we have


(Bαu)(0) = t−α Γ(α+1)2 {2
α+1[u(t)− v(t)] − [u(2t)− v(2t)]},
(Bαu)′(0) = t−α−1 Γ(α+2)2 {−2
α[u(t)− v(t)] + [u(2t)− v(2t)]}.
(25) eq25
Now we want to study the following abstract equation:
Bαu(t)−Au(t) = f(t), t ∈ [0, T ]. (26) eq20
We assume that f ∈ C([0, T ];X) and that A : D(A)(⊂ X)→ X is a linear (usually unbounded) operator,
α ∈ R+.
Definition 15. A strict solution of (26) is a function u belonging to C([0, T ];X), such that u ∈ D(Bα),
u(t) ∈ D(A) for every t ∈ [0, T ] and (26) holds for every t in [0, T ].
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The main tool for our study will be the Da Prato-Grisvard’s theory developed in [1]. We are going to
describe one of their results, following the presentation in [3].
The introduce the following setting:
(A1) X is a complex Banach space, D and A are linear (usually unbounded) operators in X , with
domains D(D), D(A) respectively;
(A2) for some φ0, φ1 ∈ (0, π), D and −A are operators of type φ0, φ1;
(A3) φ0 + φ1 < π;
(A4) 0 ∈ ρ(D);
(A5) D and A have commuting resolvents in the following sense: if λ ∈ ρ(D) and µ ∈ ρ(D),
(λ −D)−1(µ−A)−1 = (µ−A)−1(λ−D)−1.
We want to study the equation
(D −A)u = f, (27) eq21
with f ∈ X .
A strict solution of (27) is an element u belonging to D(D) ∩D(A) such that (27) holds.
re13 Remark 16. The condition ”−A is an operator of type φ1 for some M > 0” is equivalent to ”{λ ∈
C \ {0} : |Arg(λ)| < π−φ1} ⊆ ρ(A) and ∀ǫ ∈ (0, π−φ1) there exists M(ǫ) ∈ R
+ such that, if λ ∈ C \ {0}
and |Arg(λ)| ≤ π − φ1 − ǫ, ‖λ(λ−A)
−1‖L(X) ≤M(ǫ)”.
We fix a piecewise regular, simple path γ, describing {λ ∈ C \ {0} : |Arg(λ)| = φ2, |λ| ≥ r} ∪ {λ ∈
C \ {0} : |Arg(λ)| ≤ φ2, |λ| = r}, oriented from ∞e
−iφ2 to ∞eiφ2 , with φ0 < φ2 < π − φ1, r ∈ R
+, such
that {λ ∈ C : |λ| ≤ r} ⊆ ρ(D). It is easily seen that γ is contained in ρ(D) ∩ ρ(A). So the following
element S of L(X ) is well defined:
S :=
1
2πi
∫
γ
(D − λ)−1(λ−A)−1dλ. (28) eq22
The following result holds:
th12 Theorem 17. Suppose that the assumptions (A1)-(A5) are fulfilled. Then:
(I) ∀f ∈ X (27) has at most one strict solution u.
(II) If such solution u exists, then u = Sf .
(III) In case, for some θ ∈ (0, 1), f belongs to the real interpolation space (X , D(D))θ,∞((X , D(A))θ,∞)
the strict solution u exists. In this situation even Du and Au belong to (X , D(D))θ,∞((X , D(A))θ,∞).
For future use, we state the following
pr13 Proposition 18. Let A a linear operator of type φ, for some φ ∈ (0, π), in the Banach space X. Let
θ ∈ (0, 1). Then:
(I) the interpolation space (X,D(A))θ,∞ coincides with {f ∈ X : supt>0t
θ‖A(t + A)−1f‖ < ∞}.
Moreover, an equivalent norm in (X,D(A))θ,∞ is
f → max{‖f‖, sup
t>0
tθ‖A(t+A)−1f‖}.
(II) Let A be the operator in C([0, T ];X) defined as follows:

D(A) = C([0, T ];D(A)),
(Au)(t) = Au(t).
(29) eq23
Then ρ(A) ⊆ ρ(A)
[(λ−A)−1f ](t) = (λ−A)−1f(t),
for every λ ∈ ρ(A), f ∈ C([0, T ];X), t ∈ [0, T ]. A a linear operator of type φ and the interpolation space
(C([0, T ];X);C([0, T ];D(A)))θ,∞ coincides with
C([0, T ];X) ∩B([0, T ]; (X,D(A))θ,∞).
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Proof. For (I), see [7], Theorem 1.14.2.
(II) follows quite simply from (I). We prove only the identity between (C([0, T ];X);C([0, T ];D(A)))θ,∞
and C([0, T ];X) ∩B([0, T ]; (X,D(A))θ,∞). If f ∈ (C([0, T ];X);C([0, T ];D(A)))θ,∞, by (I),
supt>0t
θ‖A(t+A)−1f‖C([0,T ];X) <∞
and
supt>0t
θ‖A(t+A)−1f‖C([0,T ];X) = supt>0 sups∈[0,T ] t
θ‖A(t+A)−1f(s)‖
= sups∈[0,T ] supt>0t
θ‖A(t+A)−1f(s)‖.
So
(C([0, T ];X);C([0, T ];D(A)))θ,∞ = (C([0, T ];X);D(A))θ,∞
= {f ∈ C([0, T ];X) : sups∈[0,T ] ‖f(s)‖(X,D(A))θ,∞ <∞}.
A simple application of Theorem 17 is the following:
pr15 Proposition 19. Let α ∈ (0, 2). Consider equation (26),supposing that −A is of type φ, for some
M ∈ R+, φ ∈ (0, (1− α2 )π); then:
(I) (26) has, at most, one strict solution, for every f ∈ C([0, T ];X).
(II) If f ∈
o
Cβ ([0, T ];X), for some β ∈ (0, α), the strict solution u exists and is such that Bαu, Au
belong to
o
Cβ ([0, T ];X).
(III) If f ∈ C([0, T ];X)∩B([0, T ]; (X,D(A))θ,∞) (that is, f is bounded with values in (X,D(A))θ,∞)
for some θ ∈ (0, 1), the strict solution u exists and is such that Bαu, Au are bounded with values in
(X,D(A))θ,∞.
Proof. We set X := C([0, T ];X), D := Bα. A is defined as in (29). Then ρ(A) ⊆ ρ(A) and −A is of type
φ and D and A have commuting resolvents: if λ ∈ C\{0}, |Arg(λ)| > απ2 , µ ∈ ρ(A) and f ∈ C([0, T ];X),
we have, for every t ∈ [0, T ],
[(λ−Bα)−1(µ−A)−1f ](t) = 12πi
∫ t
0 (
∫
Γ(λ)
eν(t−s)
λ−να dν)(µ −A)
−1f(s)ds
= (µ−A)−1[ 12πi
∫ t
0
(
∫
Γ(λ)
eν(t−s)
λ−να dν)f(s)ds]
= [(µ−A)−1(λ−Bα)−1f ](t).
Now, it is known that, in order that (A5) holds, it suffices that there exist λ0 ∈ ρ(D) and µ0 ∈ ρ(A) such
that
(λ0 −D)
−1(µ0 −A)
−1 = (µ0 −A)
−1(λ0 −D)
−1.
See, for this, .... . So Theorem 17 is applicable.
In order to show (II), we observe that, by Proposition 9 and [2], we have
o
Cβ ([0, T ];X) = (C([0, T ];X),
o
B
α
∞,1 ([0, T ];X))β/α,∞
⊆ (C([0, T ];X), D(Bα))β/α,∞
⊆ (C([0, T ];X),
o
C
α
([0, T ];X))β/α,∞ =
o
Cβ ([0, T ];X).
Finally, (III) can be obtained applying Proposition 18 (II).
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Now we try to write explicitly the operator S in (28) in our particular situation: we fix a piecewise
regular, simple path γ describing {λ ∈ C : |λ| ≥ 1, |Arg(λ)| = φ2} ∪ {λ ∈ C : |λ| = 1, |Arg(λ)| ≤ φ2},
oriented from ∞e−iφ2 to ∞eiφ2 , with απ2 < φ2 < π − φ. Then we have, ∀f ∈ C([0, T ];X), t ∈ [0, T ],
Sf(t) =
1
(2πi)2
∫
γ
(
∫ t
0
(
∫
Γ(λ)
eµ(t−s)
µα − λ
dµ)(λ− A)−1f(s)ds)dλ.
We fix θ > π2 , such that αθ < φ2, and take a piecewise regular, simple path Γ describing {µ ∈ C : |µ| ≥
2, |Arg(µ)| = θ} ∪ {µ ∈ C : |λ| = 2, |Arg(µ)| ≤ θ}, oriented from ∞e−iθ to ∞eiθ. Then, by Proposition
5, we can take Γ(λ) = Γ for every λ ∈ γ.
We have ∫
γ(
∫ t
0 (
∫
Γ
eRe(µ)(t−s)
|µα−λ| |dµ|)|‖(λ−A)
−1f(s‖)ds)|dλ|
≤ C1
∫
γ×Γ
|eRe(µ)t−1|
|Re(µ)||λ||µα−λ| |dλ||dµ|
≤ C2(
∫
γ×Γ
min{t, |Re(µ)|−1}|λ|−1(|µ|α + |λ|)−1|dλ||dµ|
≤ C3
∫
[1,∞)2
1
rρ(r+ρα)drdρ ≤ C4.
So, by the theorems of Fubini and Cauchy,
Sf(t) = 1(2πi)2
∫ t
0
(
∫
Γ
(
∫
γ
(µα − λ)−1(λ−A)−1dλ)eµ(t−s)dµ)f(s)ds
= 12πi
∫ t
0
(
∫
Γ
eµ(t−s)(µα −A)−1dµ)f(s)ds.
(30) eq24
Now we look for conditions assuring that (27) has a unique strict solution u such that Bαu and Au
are in Cβ([0, T ];X), for a fixed β ∈ (0, α) \ {1}.
le18 Lemma 20. Let 0 < β < α, β 6∈ N, and let A be a closed linear operator in X. Let u ∈ D(Bα) ∩
Cβ([0, T ];D(A)) be such that Bαu ∈ Cβ([0, T ];X). Let k ∈ N0, j < β. Then, D
k(Bαu)(0) belongs to the
interpolation space (X,D(A))β−k
α ,∞
.
Proof. In order to show the assertion, we shall employ the definition of the space (X,D(A))θ,∞ by the
K-Method (see [7], Chapter 1.3): for every s ∈ R+, we define the functional K(s, .) in X as follows:
K(s, x) := inf{‖x− y‖+ s‖y‖D(A) : y ∈ D(A)}.
Then x ∈ (X,D(A))θ,∞ if and only if, for some C ∈ R
+, ∀s ∈ R+, K(s, x) ≤ Csθ. By Lemma 13, if
k ∈ N0 and k ≤ [β],
(Bαu)(k)(0) = t−k−α
N+1∑
j=1
γkj [u(jt)− v(jt)], ∀t ∈ (0,
T
N + 1
],
for certain constants γkj and some v in
o
C
α+β
([0, T ];X). If t ∈ (0, TN+1 ], we set
wk(t) := t
−k−α
N+1∑
j=1
γkju(jt).
Then
‖(Bαu)(k)(0)− wk(t)‖ = t
−k−α‖
N+1∑
j=1
γkjv(jt)‖ ≤ C1t
β−k,
as v ∈
o
C
α+β
([0, T ];X). This is true even in case α + β ∈ N, by Proposition 10. Moreover, as u ∈
Cβ([0, T ];D(A)) and Au(j)(0) = 0 if j < β, we have
‖wk(t)‖D(A) ≤ C2t
β−α−k, ∀t ∈ [0,
T
N + 1
].
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Let s ∈ R+. We set
zk(s) :=


wk(s
1/α) if 0 < s ≤ ( TN+1 )
α,
0 if s > ( TN+1 )
α.
We deduce, ∀s ∈ R+,
K(s,Bαu(0)) ≤ ‖Bαu(0)− zk(s)‖ + s‖zk(s)‖D(A) ≤ C3s
β−k
α ,
for some C3 ∈ R
+ independent of s.
pr19 Proposition 21. Let α ∈ (0, 2). Consider equation (26),supposing that −A is of type φ, for some
φ ∈ (0, (1− α2 )π). Let β ∈ (0, α), β 6= 1, f ∈ C([0, T ];X). Then the following conditions are necessary and
sufficient, in order that there exist a (unique) strict solution u such that Bαu, Au belong to Cβ([0, T ];X):
(a) f ∈ Cβ([0, T ];X);
(b) if k ∈ N0 and k < β, f
(k)(0) belongs to the interpolation space (X,D(A))β−k
α ,∞
.
Proof. The necessity of (a) is obvious.
Moreover, by Lemma 20, if k ∈ N0 and k < β, (B
αu)(k)(0) ∈ (X,D(A))β−k
α ,∞
. As Au(k)(0) = 0 if
k < β, we deduce
(Bαu)(k)(0) = f (k)(0).
We conclude that even (b) is necessary.
We show that (a)-(b) are sufficient. If a strict solution u exists, then
u = Sf = S(f −
∑
k<β
tkf (k)(0)) +
∑
k<β
S(tkf (k)(0))).
Now, f−
∑
k<β t
kf (k)(0) belongs to the space
o
Cβ ([0, T ];X). So, by Proposition 19, S(f−
∑
k<β t
kf (k)(0))
is a strict solution. Moreover, BαS(f −
∑
k<β t
kf (k)(0)) and AS(f −
∑
k<β t
kf (k)(0)) both belong to
o
Cβ ([0, T ];X).
Now we consider S(f(0)). By Proposition 19 (III), this also is a strict solution. So, from BαS(f(0)) =
AS(f(0)) + f(0), in order to reach the conclusion, we have only to show that AS(f(0)) belongs to
Cβ([0, T ];X). By (30), we have
S(f(0))(t) =
1
2πi
∫ t
0
(
∫
Γ
eµs(µα −A)−1f(0)dµ)ds.
We set, for t ∈ (0, T ],
g(t) =
1
2πi
∫
Γ
eµt(µα −A)−1f(0)dµ. (31) eq31B
We deformate the integration path Γ, replacing it with Γ0, with Γ0 describing µ ∈ C\{0} : |Arg(µ)| = θ},
oriented from ∞e−iθ to ∞e−iθ, for some θ ∈ (π2 ,
π−φ1
α ). We have, employing Proposition 18,
‖Ag(t)‖ = ‖ 12πi
∫
Γ
eµtA(µα −A)−1f(0)dµ‖ ≤ C1
∫
Γ
eRe(µ)t|µ|−β |dµ|
≤ C2
∫
R+
ecos(θ)ρtρ−βdρ = C3t
β−1.
(32) eq31A
We suppose first that β < 1. If 0 < s < t ≤ T ,
‖AS(f(0))(t)−AS(f(0))(s)‖ ≤
∫ t
s
‖Ag(τ)‖dτ ≤ C4(t
β − sβ) ≤ C5(t− s)
β .
So S(f(0)) ∈ Cβ([0, T ];D(A)). Suppose now that 1 < β < α < 2.
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If β > 1, (32) implies that Ag ∈ C([0, T ];X), so that S(f(0)) ∈ C1([0, T ];D(A)). If t ∈ (0, T ], we
have
Ag′(t) =
1
2πi
∫
Γ
eµtµA(µα −A)−1f(0)dµ
and, arguing as before, we get
‖Ag′(t)‖ ≤ C5t
β−2,
or
‖(Au)′′(t)‖ ≤ C5t
β−2.
This implies that (Au)′ ∈ Cβ−1([0, T ];X) andAu ∈ Cβ([0, T ];X). So in any case S(f(0)) ∈ Cβ([0, T ];D(A)).
We examine S(tf ′(0)), of course only in case 1 < β < α < 2, assuming f ′(0) ∈ (X,D(A))β−1
α ,∞
. This
also is a strict solution, again by Proposition 19 (III), and here also it suffices to show that AS(tf ′(0))
belongs to Cβ([0, T ];X). By (30), we have
S(tf ′(0)(t) =
1
2πi
∫ t
0
s(
∫
Γ
eµ(t−s)(µα −A)−1f ′(0)dµ)ds =
∫ t
0
(t− s)(
1
2πi
∫
Γ
eµs(µα −A)−1f ′(0)dµ)ds.
We define g(t) as in (31). Then, arguing as before, we get
‖Ag(t)‖ ≤ C1t
β−2.
or
‖AS(tf ′(0))′′(t)‖ ≤ C1t
β−2.
We deduce that AS(tf ′(0))′ ∈ Cβ−1([0, T ];X), so that AS(tf ′(0)) ∈ Cβ([0, T ];X).
pr20 Proposition 22. The conclusions of Propositions 19 and 21 are still valid if we assume the following:
(H) ”there exist λ0 ≥ 0 and φ ∈ (
απ
2 , π) such that {λ ∈ C\{λ0} : |Arg(λ−λ0)| < φ} ⊆ ρ(A). Moreover,
∀ǫ ∈ (0, φ) there exists M(ǫ) ∈ R+, such that, if |Arg(λ−λ0)| ≤ φ− ǫ, ‖(λ−λ0)(λ−A)
−1‖L(X) ≤M(ǫ)”.
Proof. We write (26) in the equivalent form
(Bα − λ0)u(t)− (A− λ0)u(t) = f(t), t ∈ [0, T ]. (33) eq26
By Proposition 5, Bα − λ0 is of type
απ
2 and −(A− λ0) = λ0 −A is of type π − φ, for some M positive.
The interpolation spaces involved do not change.
re21 Remark 23. Suppose that the assumptions of Proposition 22 are satisfied. Then the solution u to (33)
can be represented in the form
u =
1
2πi
∫
γ
(Bα − λ0 − λ)
−1(λ+ λ0 −A)
−1dλ =
1
2πi
∫
γ+λ0
(Bα − λ)−1(λ−A)−1dλ
with A as in (29) and γ piecewise regular, simple, describing {λ ∈ C \ {0} : |Arg(λ)| = φ2, |λ| ≥
r} ∪ {λ ∈ C \ {0} : |Arg(λ)| ≤ φ2, |λ| = r}, oriented from ∞e
−iφ2 to ∞eiφ2 , with απ2 < φ2 < φ, r ∈ R
+.
Next, we can take (λ − B)−1 in the form (10), with Γ(λ) = Γ, Γ piecewise regular, simple, describing
{µ ∈ C \ {0} : |Arg(µ)| = θ, |µ| ≥ ρ} ∪ {µ ∈ C \ {0} : |Arg(µ)| ≤ θ, |µ| = ρ}, with π2 < θ <
φ2
α , ρ
α > r.
So we have, for t ∈ [0, T ],
u(t) = 1(2πi)2
∫ t
0
(
∫
Γ
(
∫
γ+λ0
(µα − λ)−1(λ−A)−1dλ)eµ(t−s)dµ)f(s)ds
= 12πi
∫ t
0
(
∫
Γ
eµ(t−s)(µα −A)−1dµ)f(s)ds.
Now we consider the case α ∈ (1, 2). In this case, the Riemann-Liouville derivative of order α does
not coincide with Bα. In fact by (6), in this case, the Riemann-Liouville derivative g of f should be
g = D2t (
1
Γ(α− 1)
∫ t
0
(t− s)1−αf(s)ds) = D2t (B
α−2f)(t),
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which should hold for f ∈ C([0, T ];X) such that Bα−2f ∈ C2([0, T ];X). Now, Bα−2f(0) = 0, so that
this implies that Bα−2f ∈ D(B) and we get
g = D2t (B
α−2f) = Dt(B
α−1f). (34)
So, if α ∈ (1, 2), we can define the Riemann-Liouville derivative Lαf of f as follows:


D(Lα) := {f ∈ C([0, T ];X) : Bα−1f ∈ C1([0, T ];X)},
Lαf = Dt(B
α−1f).
(35) eq39
As
C1([0, T ];X) = D(B)⊕ {t→ f0 : f0 ∈ X}
from Remark 8 we deduce
D(Lα) = D(Bα)⊕ {t→ tα−1f0 : f0 ∈ X}. (36) eq40
Now we study the system


Lαu(t)−Au(t) = f(t), t ∈ [0, T ],
Bα−1u(0) = g0,
(37) eq37
with α ∈ (1, 2). The following result holds:
th23 Theorem 24. We consider system (37) with the following assumptions:
(a) α ∈ (1, 2);
(b) there exist λ0 ≥ 0 and φ ∈ (
απ
2 , π) such that {λ ∈ C\{λ0} : |Arg(λ−λ0)| < φ} ⊆ ρ(A). Moreover,
∀ǫ ∈ (0, φ) there exists M(ǫ) ∈ R+, such that, if |Arg(λ−λ0)| ≤ φ− ǫ, ‖(λ−λ0)(λ−A)
−1‖L(X) ≤M(ǫ).
Let β ∈ (0, α) \ {1, α− 1}. Then the following conditions are necessary and sufficient, in order that
(37) have a unique solution u, such that Lαu, Au belong to Cβ([0, T ];X):
(I) if k ∈ N0 and k < β, f
(k)(0) ∈ (X,D(A))β−k
α ,∞
;
(II) if β < α− 1, g0 ∈ (X,D(A))β+1
α ,∞
;
(III) if β > α− 1, g0 = 0.
Proof. By Proposition (12),
{u ∈ D(Lα) : Lαu ∈ Cβ([0, T ];X)} = {u ∈ D(Bα−1) : Bα−1u ∈ C1+β([0, T ];X)}
=
o
C
α+β
([0, T ];X)⊕ {
∑[β]+1
k=0 t
k+α−1fk : fk ∈ X}
So, if u is a solution with the required regularity, we have
u(t) = v(t) +
∑
k<β+1
tk+α−1fk (38) eq38
with v ∈
o
C
α+β
([0, T ];X) and
Bα−1u(t) = Bα−1v(t) +
∑
k<β+1
Γ(α+ k)
k!
skfk,
implying
g0 = B
α−1u(0) = Γ(α)f0.
Observe that, if f0 6= 0, u cannot belong to C
γ([0, T ];X) for every γ > α − 1. So, if β > α − 1, if we
want u ∈ Cβ([0, T ];D(A)) and so u ∈ Cβ([0, T ];X), we need to impose g0 = 0. In this case, u ∈ D(B
α),
Lαu = Bαu and we are reduced to (26). So Proposition 21 is applicable.
We have reached the following conclusion:
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(γ1) The claim of Theorem 24 holds true if g0 = 0 and, in general, if β > α− 1.
From now on, we assume β < α− 1. Observe that this implies β < 1, so that (38) reduces to
u(t) = v(t) + tα−1f0 + t
αf1.
Now we show that
(γ2) If β < α − 1 and a solution with the declared regularity exists, g0 ∈ (X,D(A))β+1
α ,∞
, f(0) ∈
(X,D(A)) β
α ,∞
.
We have already observed that g0 = Γ(α)f0. We have also
(Bα−1u)′(t) = Bαv(t) + Γ(α+ 1)f1,
implying
f(0) = (Bα−1u)′(0)−Au(0) = Γ(α+ 1)f1.
Therefore, in order to show (γ2), we can show that, for k = 0, 1, fk ∈ (X,D(A))β+1−k
α ,∞
. This can be
done employing arguments similar to those in the proof of Lemma 20: we have, for t ∈ (0, T2 ],
f0 = t
1−α[2u(t)− 21−αu(2t)]− t1−α[2v(t)− 21−αv(2t)],
f1 = t
−α[21−αu(2t)− u(t)]− t−α[21−αv(2t)− v(t)].
So we set
w0(t) = t
1−α[2u(t)− 21−αu(2t)],
w1(t) = t
−α[21−αu(2t)− u(t)],
deducing, as v ∈
o
C
α+β
([0, T ];X), for k ∈ {0, 1},
‖fk − wk(t)‖ ≤ Ckt
β+1−k, ‖wk(t)‖D(A) ≤ Ckt
β−α+1−k.
So, setting
zk(s) :=


wk(s
1/α) if 0 < s ≤ (T2 )
α,
0 if s > (T2 )
α,
we deduce
K(s, fk) ≤ 2Cks
β+1−k
α .
(γ3) Let α ∈ (1, 2), β ∈ (0, α − 1). Consider system (37), with f ≡ 0, g0 ∈ (X,D(A))β+1
α ,∞
. Then
there exists a solution u such that Lαu, Au belong to Cβ([0, T ];X).
We can try to draw a formula for a possible solution employing the Laplace transform and Proposition
7: it should be (at least formally, indicating with u˜ la Laplace transform of u)
0 = λ ˜Bα−1u(λ) −Bα−1u(0)−Au˜(λ) = λαu˜(λ) − g0 −Au˜(λ),
hence
u˜(λ) = (λα −A)−1g0.
The inverse formula of the Laplace transform takes to
u(t) =
1
2πi
∫
Γ
eλt(λα −A)−1g0dλ,
with Γ piecewise regular contour describing
{λ ∈ C : |λ| ≥ R, |Arg(λ)| = θ} ∪ {λ ∈ C : |λ| = R, |Arg(λ)| ≤ θ},
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oriented from∞e−iθ to ∞eiθ, with θ ∈ (π2 ,
φ
α ), R ∈ R
+ such that λα ∈ ρ(A) if λ ∈ Γ. Then we can apply
Proposition 7 to u, replacing α with α− 1, and observing that g0 ∈ (X,D(A))β+1
α ,∞
implies g0 ∈ D(A),
so that in {λ ∈ C : |λ| ≥ R, |Arg(λ)| ≤ θ}
lim
|λ|→∞
λα(λα −A)−1g0 = g0.
We deduce that u ∈ D(Bα−1), Bα−1u(0) = g0 and, if t ∈ (0, T ],
Bα−1u(t) =
1
2πi
∫
Γ
eλtλα−1(λα −A)−1g0dλ
(Bα−1u)′(t) =
1
2πi
∫
Γ
eλtλα(λα −A)−1g0dλ =
1
2πi
∫
Γ
eλtA(λα −A)−1g0dλ = Au(t).
We observe that, as g0 ∈ (X,D(A))β+1
α ,∞
,
‖A(λα −A)−1g0‖ ≤ const|λ|
−β−1.
Another application of Proposition 7 guarantees that Bα−1u ∈ C1([0, T ];X) and u ∈ C([0, T ];D(A))
and u is really a solution of (37) if f ≡ 0. It remains only to show that (Bα−1u)′ and Au belong to
Cβ([0, T ];X). We follow an argument already used: if t ∈ (0, T ],
(Au)′(t) =
1
2πi
∫
Γ
eλtλA(λα −A)−1g0dλ.
The estimate
‖λA(λα −A)−1g0‖ ≤ const|λ|
−β
implies
‖(Au)′(t)‖ ≤ const · tβ−1,
implying Au ∈ Cβ([0, T ];X).
(γ4) Proof of the general statement.
The case g0 = 0 or β > α−1 follows from (γ1). Let us consider the case β < α−1. The uniqueness of
a solution with the stated regularity again follows from (γ1). Concerning the existence, the necessity of
conditions (I)-(II) follows from (γ2). Suppose that f(0) ∈ (X,D(A)) β
α ,∞
and g0 ∈ (X,D(A))β+1
α ,∞
. By
(γ3), in case f ≡ 0, a solution u1 with the stated regularity exists. Take as new unknown u2 := u − u1.
This should solve (37) with g0 = 0. Another application of (γ1) shows the existence and proper regularity
of u2.
Now we introduce the Caputo’s derivative of order α Cα, again in case α ∈ R+ \N. Let m = [α],
so that m < α < m+ 1. If u ∈ Cm+1([0, T ];X), Cαu is defined as
Cαu(t) := 1Γ(m+1−α)
∫ t
0
(t− s)m−αu(m+1)(s)ds
= [Bα−(m+1)u(m+1)](t) = Bα−(m+1)(u −
∑m
k=0
tk
k!u
(k)(0))(m+1)
= Bα(u −
∑m
k=0
tk
k!u
(k)(0)),
(39) eq27
as u−
∑m
k=0
tk
k!u
(k)(0) ∈ D(Bm+1). This suggests the following
de22 Definition 25. Let α ∈ R+ \ N, m = [α], u ∈ Cm([0, T ];X). We shall say that u ∈ D(Cα) if u −∑m
k=0
tk
k!u
(k)(0) ∈ D(Bα). In this case, we set
Cαu := Bα(u−
m∑
k=0
tk
k!
u(k)(0)).
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We want to extend the results concerning equation (26) to the system


Cαu(t)−Au(t) = f(t), t ∈ [0, T ],
u(k)(0) = uk, 0 ≤ k ≤ [α].
(40) eq28
Of course, a strict solution to (40) is an element of D(Cα) ∩ C([0, T ];D(A)) satisfying pointwise
all conditions in (40).
The case α ∈ (0, 1) is quite simple:
pr23 Proposition 26. Let α ∈ (0, 1). Consider system (40),supposing that λ0 − A is of type φ, for some
φ ∈ (0, (1− α2 )π), λ0 ≥ 0; then:
(I) (40) has, at most, one strict solution, for every f ∈ C([0, T ];X), u0 ∈ D(A).
(II) Let θ ∈ (0, 1). Then necessary and sufficient conditions implyng that (40) has a strict solution u
such that Cαu and Au are bounded with values in (X,D(A))θ,∞ are : u0 ∈ D(A), Au0 ∈ (X,D(A))θ,∞,
f ∈ C([0, T ];X) ∩B([0, T ]; (X,D(A))θ,∞).
(III) Let β ∈ (0, α). Then the following conditions are necessary and sufficient, in order that (40) has
a strict solution u such that Cαu, Au belong to Cβ([0, T ];X): u0 ∈ D(A), Au0+ f(0) ∈ (X,D(A))β/α,∞,
f ∈ Cβ([0, T ];X).
Proof. (I) Suppose that u0 = 0, f ≡ 0. Then (40) is equivalent to
Bαu(t)−Au(t) = 0, t ∈ [0, T ],
which, by Proposition 19(I), has only the trivial solution.
(II) The necessity of these three conditions is clear. In order to show that they are sufficient, we have
only to observe that v(t) := u(t) − u0 should belong to D(B
α) ∩ C([0, T ];D(A)) and Bαv = Cαu and
Av = Au−Au0 should be bounded with values in (X,D(A))θ,∞. Moreover, v should solve the equation
Bαv(t)−Av(t) = f(t) +Au0, t ∈ [0, T ]. (41) eq29
By Proposition 19 (III), this implies that f ∈ B([0, T ]; (X,D(A))θ,∞). On the other hand, if the three
conditions are satisfied, (41) has a unique solution v belonging to D(Bα)∩C([0, T ];D(A)), with Bαv,Av
bounded with values in (X,D(A))θ,∞. Clearly, if u(t) := v(t)+u0, u is a solution to (40) with the desired
properties.
(III) Suppose a solution u with the declared regularity exists. Clearly, it is necessary that f ∈
Cβ([0, T ];X) and u0 ∈ D(A). Set v(t) := u(t) − u0. Then v belongs to D(B
α) ∩ C([0, T ];D(A)),
Bαv = Cαu and Av = Au−Au0 belong to C
β([0, T ];X), and v solves (41). By Proposition 21, Au0+f(0)
belongs to (X,D(A))β/α,∞. On the other hand, if these three conditions are satisfied, (41) has a unique
solution v with Bαv, Av in Cβ([0, T ];X). It follows that u(t) := v(t) + u0 is a solution to (40) with the
desired properties.
Now we consider the case α ∈ (1, 2). We begin with the following
le27 Lemma 27. Let α ∈ (1, 2), let Y be a Banach space, A a linear operator in Y satisfying (H) in Propo-
sition 22. Let Γ be a piecewise regular contour describing
{λ ∈ C : |λ| ≥ R, |Arg(λ)| = θ} ∪ {λ ∈ C : |λ| = R, |Arg(λ)| ≤ θ},
oriented from ∞e−iθ to ∞eiθ, with θ ∈ (π2 ,
φ
α ), R ∈ R
+ such that λα ∈ ρ(A) if λ ∈ Γ. We set, for
t ∈ (0, T ],
u(t) =
1
2πi
∫
Γ
eλtλα−2(λα −A)−1u1dλ. (42) eq42A
Suppose that u1 belongs to the closure of D(A) in the interpolation space (Y,D(A))1− 1α ,∞.
Then u is a strict solution to (40) if f ≡ 0, u0 = 0.
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Proof. We have
‖λα−2(λα −A)−1u1‖Y ≤ const|λ|
−2
in {λ ∈ C : |λ| ≥ R, |Arg(λ)| ≤ θ}. Moreover, as u1 ∈ (Y,D(A))1− 1α ,∞ ⊆ D(A), we have (in the same
set)
lim
|λ|→∞
λ2(λα−2(λα −A)−1u1) = lim
|λ|→∞
λα(λα −A)−1u1 = u1.
We deduce from Proposition 7 that u ∈ D(B), and so u(0) = 0, u′(0) = Bu(0) = u1. Moreover,
u(t)− tu′(0) = u(t)− tu1 =
1
2πi
∫
Γ
eλtλ−2[λα(λα −A)−1 − 1]u1dλ =
1
2πi
∫
Γ
eλtλ−2A(λα −A)−1u1dλ.
We have
‖λ−2A(λα − A)−1u1‖ ≤ const|λ|
−1−α.
If u1 ∈ D(A),
‖λ1+α(λ−2A(λα −A)−1u1)‖ ≤ const|λ|
−1 → 0 (|λ| → ∞).
We conclude that
lim
|λ|→∞
λ1+α(λ−2A(λα −A)−1u1) = 0.
So, by Proposition 7, u ∈ D(Cα) and, if t ∈ (0, T ],
Cαu(t) =
1
2πi
∫
Γ
eλtλα−2A(λα −A)−1u1dλ = Au(t).
Of course, the previous arguments imply also that Cαu(0) = 0 = Au(0).
re28 Remark 28. With reference to Lemma 27, in case u1 ∈ (Y,D(A))1− 1α ,∞, we can only say that the
function t→ 12πi
∫
Γ
eλtλα−2A(λα−A)−1u1dλ is bounded with values in Y . By the way, it is known that,
if u1 ∈ (Y,D(A))θ,∞ for some θ > 1−
1
α , it belongs to the closure of D(A) in (Y,D(A))1− 1α ,∞.
Theorem 29. Let α ∈ (1, 2), A a linear operator in X satisfying (H) in Proposition 22. Let θ ∈
(0, 1) \ { 1α}. Consider system (40). Then the following conditions are necessary and sufficient, in order
that there exists a unique strict solution u such that Cαu, Au are bounded with values in (X,D(A))θ,∞:
(a) f ∈ C([0, T ];X) ∩B([0, T ]; (X,D(A))θ,∞);
(b) u0 ∈ D(A), Au0 ∈ (X,D(A))θ,∞;
(c) if θ < 1α , u1 belongs to the interpolation space (X,D(A))θ+1− 1α ; if
1
α < θ < 1, u1 ∈ D(A) and
Au1 ∈ (X,D(A))θ− 1α ,∞.
Proof. We begin by showing that the conditions (a)-(c) are necessary. The necessity of (a)-(b) is clear.
We show the necessity of (c). Let u be a strict solution to (40) with the required properties. We have
u1 = u
′(0). Then u ∈ C1([0, T ];X) ∩ C([0, T ];D(A)), v := u − u(0) − tu1 ∈ D(B
α) and Bαv, Au are
bounded with values in (X,D(A))θ,∞. We observe that, in force of (a), u−u(0) enjoys the same properties
and has the same derivative. So it is not restrictive to assume u(0) = 0.
We shall employ the following fact (see .... ), which is a consequence of the Fatou property of the real
interpolation method:
(γ1) Let −∞ ≤ a < b ≤ ∞, f ∈ L
1(a, b;X). Suppose that there exists g ∈ L1(a, b) such that
‖f(t)‖(X,D(A))θ,∞ ≤ g(t) (a.e. in (a, b)).
Then
∫ b
a
f(t)dt ∈ (X,D(A))θ,∞ and
‖
∫ b
a
f(t)dt‖(X,D(A))θ,∞ ≤
∫ b
a
g(t)dt.
Let h(t) := Bαv(t). Then
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v(t) =
1
Γ(α)
∫ t
0
(t− s)α−1h(s)ds.
Let M ∈ R+ be such that
‖h(t)‖(X,D(A))θ,∞ ≤M (a.e. in [a, b]).
Then from (γ1) we deduce that, ∀t ∈ (0, T ], v(t) ∈ (X,D(A))θ,∞ and
‖v(t)‖(X,D(A))θ,∞ ≤ C1t
α.
Moreover, ∀t ∈ (0, T ]
u1 =
u(t)
t
−
v(t)
t
,
implying u1 ∈ (X,D(A))θ,∞. Now, we set, for ξ ∈ (0, 1),
Xξ := (X,D(A))ξ,∞, ‖x‖ξ := ‖x‖(X,D(A))ξ,∞ ,
X1+ξ := {x ∈ D(A) : Ax ∈ Xξ}, ‖x‖1+ξ := max{‖x‖, ‖Ax‖ξ}.
X1+ξ is a Banach space with the norm ‖ · ‖1+ξ. It is known (as a consequence of the reiteration theorem)
that, if ξ ∈ (0, 1) \ {1− θ},
(Xθ, X1+θ)ξ,∞ = Xθ+ξ, (43) eq42
with equivalent norms.
Now we set, for t > 0,
w(t) :=


u(t)
t if t ∈ (0, T ],
0 if t ∈ (T,∞).
We deduce
‖u1 − w(t)‖θ = ‖
v(t)
t
‖θ ≤ C1t
α−1.
Moreover,
‖w(t)‖1+θ ≤ C2t
−1.
If x ∈ Xθ and s ∈ R
+, we set
K ′(s, x) := inf{‖x− y‖θ + s‖y‖1+θ : y ∈ X1+θ}
Setting, for s ∈ R+,
z(s) := w(s1/α),
we deduce
K ′(s, u1) ≤ ‖u1 − z(s)‖Xθ + s‖z(s)‖X1+θ ≤ C2s
1−1/2.
So u1 should belong to (Xθ, X1+θ)1−1/α,∞, which, together with (43), implies the necessity of (c).
Now we prove the uniqueness of a solution. Of course, it suffices to show that the only solution with
all data equal to zero is the trivial one. In fact, if u solves (40) with f ≡ 0, u0 = u1 = 0, then u solves
(26) with F ≡ 0, and so the conclusion follows from Proposition 19.
It remains to show the existence, in case (a)-(c) hold. By linearity, we can show that a solution with
the stated regularity exists in each in the three cases where two of the three data are zero. The case
u0 = u1 = 0 is covered by Proposition 19 (III). The case u1 = 0 can be treated following the same
argument of the case α ∈ (0, 1) (see the proof of Proposition 26, (II)). It remains to consider the case
u0 = 0, f ≡ 0 and u1 as in (c). For this, we can employ Lemma 27. In fact, formula (42) furnishes a
strict solution (recall Remark 28). We have only to show that this strict solution u is such that Au (and
so also Cαu) are bounded with values in Xθ. If t ∈ (0, T ], we have
Au(t) =
1
2πi
∫
Γ
λα−2A(λα −A)−1u1dλ.
The part ofA inXθ, with domainX1+θ, satisfies (H) in Proposition 22. Moreover, u1 ∈ (Xθ, X1+θ)1−1/α,∞.
So we can employ Lemma 27, together with Remark 28, with Y = Xθ, to deduce that Au is bounded
with values in Xθ.
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It remains to extend (III) in Proposition 26 to the case α ∈ (1, 2).
Theorem 30. Let α ∈ (1, 2), A a linear operator in X satisfying (H) in Proposition 22. Let β ∈
(0, α) \ {1}. Consider system (40). Then the following conditions are necessary and sufficient, in order
that there exists a unique strict solution u such that Cαu, Au are bounded with values in Cβ([0, T ];X):
(a) f ∈ Cβ([0, T ];X);
(b) u0 ∈ D(A);
(c) if β ∈ (0, 1), u1 ∈ (X,D(A))1− 1−βα ,∞
; if β ∈ (1, 2), u1 ∈ D(A);
(d) Au0 + f(0) ∈ (X,D(A)) β
α ,∞
;
(e) if β ∈ (1, 2), Au1 + f
′(0) ∈ (X,D(A))β−1
α ,∞
.
Proof. We show the claim in several steps.
(γ1) The fact that (a)-(b) and (c) in case β > 1 are necessary is clear.
(γ2) We show that (c) is necessary in case β ∈ (0, 1).
Let u be a solution with the declared regularity. Then, by Proposition 12,
u(t) = u0 + tu1 + t
αf0 + v(t),
with f0 ∈ X and v ∈
o
C
α+β
([0, T ];X). We deduce, for t ∈ (0, T2 ],
u1 =
2α[u(t)− u0]− [u(2t)− u0]
2α−1t
+
v(2t)− 2αv(t)
2α−1t
.
Setting
w(t) :=
2α[u(t)− u0]− [u(2t)− u0]
2α−1t
, t ∈ (0,
T
2
],
We obtain
‖u1 − w(t)‖ = ‖
v(2t)− 2αv(t)
2α−1t
‖ ≤ C1t
α+β−1
and
‖w(t)‖D(A) ≤ C2t
β−1.
which implies (γ2).
(γ3) Let β ∈ (0, 1), f ≡ 0, u0 = 0, u1 ∈ (X,D(A))1− 1−βα ,∞
; then (40) has a solution u such that Cαu,
Au ∈ Cβ([0, T ];X).
We consider the function u defined in (42). By Lemma 27 and Remark 28, u is a strict solution to
(40). It remains to show that Au (and so also Cαu) belong to Cβ([0, T ];X). The argument is the usual:
if t ∈ (0, T ],
Au′(t) =
1
2πi
∫
Γ
λα−1A(λα −A)−1u1dλ.
so that
‖λα−1A(λα −A)−1u1‖ ≤ C3|λ|
−β ,
and, with the usual arguments,
‖Au′(t)‖ ≤ C4t
β−1
and Au ∈ Cβ([0, T ];X).
(γ4) If β ∈ (0, 1), Condition (d) is necessary.
In fact, let u be a solution to (40) with the desired regularity. Let u1 be the function u defined in
(42). We set u2(t) := u(t)− u1(t). Then, by (γ3), u2 is a solution with data f , u0, 0. We set
v(t) := u2(t)− u0.
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Then, as u0 ∈ D(A), v ∈ D(B
α) ∩ Cβ([0, T ];D(A)), Bαv = Cαu2 ∈ C
β([0, T ];X) and v solves (41). By
Proposition 21, condition (d) holds.
(γ5) The claim holds in case β ∈ (0, 1).
We have already seen that conditions (a)-(d) are necessary. We show that they are also sufficient.
The uniqueness of a strict solution follows from Propositions 21-22. In fact, if all the data are zero, u is
a solution of (26) with f ≡ 0. This implies u(t) ≡ 0. In order to show the existence, we subtract to u the
function
u1(t) =
1
2πi
∫
Γ
eλtλα−2(λα −A)−1u1dλ.
By (γ3) u1 is a solution with the declared regularity to (40) if we replace u0 and f with 0. So, by
difference, u2 := u− u1 is a solution in case u1 = 0. We set
v(t) := u2(t)− u0.
Then Bαv = Cαu2 ∈ C
β([0, T ];X) and
Av(t) = Au2(t)−Au0 ∈ C
β([0, T ];X).
Moreover,
Bαv(t)−Av(t) = f1(t) := f(t) +Au0, t ∈ [0, T ]. (44) eq44
By Proposition 21, necessarily f1(0) = Au0 + f(0) ∈ (X,D(A)) β
α ,∞
. Suppose that β ∈ (0, 1) and (a)-(d)
hold. Subtracting u1, we are reduced to the case u1 = 0. Consider the equation (44). Then (a)-(d)
allow to apply Proposition 21, assuring that (44) has a unique solution v with Bαv, Av in Cβ([0, T ];X).
Setting
u(t) := v(t) + u0,
it is easily seen that u is a solution with the desired regularity.
(γ6) The claim holds in case β ∈ (1, 2).
In this case, both u0, u1 necessarily belong to D(A). Set
v(t) := u(t)− u0 − tu1.
Then v ∈ D(Bα) ∩ Cβ([0, T ];D(A)) and Bαv = Cαu ∈ Cβ([0, T ];D(A)). Moreover, v is a solution to
Bαv(t) −Av(t) = f1(t) = f(t) +Au0 + tAu1. (45) eq45
By Proposition 21, necessarily
f1(0) = Au0 + f(0) ∈ (X,D(A)) β
α ,∞
, f ′1(0) = Au1 + f
′(0) ∈ (X,D(A))β−1
α ,∞
.
So the conditions (a)-(e) are necessary. To show that they are sufficient, we can solve (45): applying
Proposition 21, we deduce that there is a unique solution v each that Bαv, Av belong to Cβ([0, T ];X).
Then
u(t) = v(t) + u0 + tv1
is a solution to (40) with the declared properties.
re24 Remark 31. It may be of interest an explicit formula for the solution (if existing) to (40). We begin by
considering the case α ∈ (0, 1). We have u(t) = v(t) + u0, with v solving (41). From Propositions 18-19,
we get
u(t) = u0 +
1
2πi
∫ t
0
(
∫
Γ
eµ(t−s)(µα −A)−1dµ)Au0ds+ δ(α)
1
2πi
∫
Γ
eµtµα−2(µα −A)−1u1dµ
+ 12πi
∫ t
0 (
∫
Γ e
µ(t−s)(µα −A)−1dµ)f(s)ds,
22
with
δ(α) =


0 if 0 < α < 1,
1 if 1 < α < 2,
Γ joining∞e−iθ to∞eiθ for some θ ∈ (π2 , π), and µ
α ∈ ρ(A) ∀λ ∈ Γ (see Remark 23). We set, for t ∈ R+,
H(t) := 12πi
∫
Γ
eµtµα−1(µα −A)−1dµ,
(46)
S(t) := 12πi
∫
Γ
eµt(µα −A)−1dµ. (47)
From We deduce that S(t) ∈ L(X) and, if t ∈ (0, 1],
‖S(t)‖L(X) ≤ C1
∫
t−1Γ1
etRe(µ)|µ|−α|dµ| = C1t
α−1
∫
Γ1
eRe(µ)|µ|−α|dµ|.
We deduce that
‖S(t)‖L(X) ≤ Ct
α−1, ∀t ∈ (0, T ].
From Proposition 7, we deduce also that
‖H(t)‖L(X) ≤ C,
and, in case f ∈ D(A),
lim
t→0
H(t)f = f.
We have ∫ t
0
S(s)Au0ds
= 12πi
∫
Γ
eµt−1
µ (µ
α −A)−1Au0dµ =
1
2πi
∫
Γ
eµtµ−1A(µα −A)−1u0dµ
= − 12πi
∫
Γ e
µtµ−1u0dµ+H(t)u0
= −u0 +H(t)u0,
as
∫
Γ µ
−1(µα −A)−1Au0dµ = 0. So
u0 +
∫ t
0
S(s)Au0ds = H(t)u0.
Let γ be a piecewise, simple, regular path, joining ∞e−iθ1 to ∞eiθ1 , for some θ1 ∈ (θ, π), contained in
C\(−∞, 0] and in same connected component of C\Γ containing 0. Then, by Proposition 2, for t ∈ (0, T ],
1
Γ(1−α)
∫ .
0(.− s)
−αS(s)u0ds = −
1
2πi
∫
γ λ
α−1(λ−B)−1( 12πi
∫
Γ e
µ.(µα −A)−1u0dµ)dλ
= − 12πi
∫
γ λ
α−1( 12πi
∫
Γ e
µ.(λ− µ)−1(µα −A)−1u0dµ)dλ
= 12πi
∫
Γ
(− 12πi
∫
γ
λα−1(λ− µ)−1dλ)eµ.(µα −A)−1u0dµ
= 12πi
∫
Γ e
µ.µα−1(µα −A)−1u0dµ
Moreover,
1
2πi
∫
Γ
eµtµα−2(µα −A)−1u1dµ =
∫ t
0
H(s)u1ds.
We deduce the following
u(t) = H(t)u0 + δ(α)
∫ t
0
H(s)u1ds+
∫ t
0
S(t− s)f(s)ds. (48) eq31
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Example 32. Let Ω be an open, bounded subset of Rn, lying on one side of its boundary ∂Ω, which is
an submanifold of Rn of dimension n− 1 and class C3. We introduce in Ω the following operator A˜:


D(A) = {u ∈ ∩1≤p<∞W
2,p(Ω) : ∆u ∈ C(Ω), Dνu|∂Ω = 0},
Au = ∆u.
(49) eq32
We think of A as an unbounded operator in
X := C(Ω). (50)
The spectrum σ(A) of A is contained in (−∞, 0]. Moreover, ∀ǫ ∈ (0, π), ∀λ0 ∈ R
+ there exists C(ǫ) such
that if λ ∈ C and |λ| ≥ ǫ and |Arg(λ)| ≤ π − ǫ,
‖(λ−A)−1‖L(X) ≤ C(ǫ)|λ|
−1
Now we set
A := eiφA, (51)
with φ ∈ (−π, π]. Then we can say that, ∀λ0 ∈ R
+, A + λ0 is an operator of type
π
2 . Moreover, it is
known (see [2]) that, ∀θ ∈ (0, 1) \ {0},
(C(Ω), D(A))θ,∞ =


C2θ(Ω) if 0 < θ < 12 ,
{u ∈ C2θ(Ω) : Dνu|∂Ω = 0} if
1
2 < θ < 1.
(52) eq36
We fix α in (0, 2) \ {1}, φ ∈ (−π, π] and consider the mixed problem


Cαu(t, x)− eiφ∆xu(t, x) = f(t, x), (t, x) ∈ [0, T ]× Ω,
Dνu(t, x
′) = 0, (t, x′) ∈ [0, T ]× ∂Ω,
Dkt u(0, x) = uk(x), k ∈ N0, k < α, x ∈ Ω.
(53) eq35
Let β, γ ∈ [0,∞), f : [0, T ] × Ω → C. We shall write f ∈ Cβ,γ([0, T ] × Ω) if f ∈ Cβ([0, T ];C(Ω)) ∩
B([0, T ];Cγ(Ω)). Then the following result holds:
th26 Theorem 33. Consider system (53). Let α ∈ (0, 2) \ {1}, |φ| < (2−α)π2 . Then:
(I) if γ ∈ (0, 1), γ − 2α 6∈ Z, the following conditions are necessary and sufficient, in order that there
exist a unique strict solution u belonging to D(Cα) ∩ C([0, T ];D(A)), with Cαu and Au bounded with
values in Cγ(Ω):
(a) u0 ∈ C
2+γ(Ω), Dνu0 = 0;
(b) f ∈ C([0, T ]× Ω) ∩B([0, T ];Cγ(Ω);
(c) if α ∈ (1, 2), u1 ∈ C
γ+2− 2α (Ω) and, if γ + 2− 2α > 1, Dνu1 = 0.
Let β ∈ (0, α) \ {1} 2βα 6∈ Z. Then the following conditions are necessary and sufficient, in order that
there exist a unique strict solution u such that Cαu and Au = ∆u belong to Cβ([0, T ];C(Ω)):
(d) u0 ∈ D(A), e
iφ∆u0 + f(0, ·) ∈ C
2β
α (Ω) and, if 2βα > 1, Dν(e
iφ∆u0 + f(0, ·)) = 0;
(e) f ∈ Cβ([0, T ];C(Ω));
(f) if α ∈ (1, 2), β ∈ (0, 1), u1 ∈ C
2−
2(1−β)
α (Ω) and, if 2 − 2(1−β)α > 1, Dνu1 = 0; if 1 < β < α < 2,
u1 ∈ D(A);
(g) if 1 < β < α < 1, eiφ∆u1 +Dtf(0, ·) ∈ C
2(β−1)
α (Ω).
Proof. We employ Proposition (26). We observe that απ2 +
π
2 < π ∀α ∈ (0, 1). So the proposition is
applicable. The conclusion easily follows from (52), taking θ = γ2 and recalling that u0 ∈ D(A) and
∆u0 ∈ C
γ(Ω) imply u0 ∈ C
2+γ(Ω).
The ”natural” relationship between α, β, γ is 2βα = γ (recall the case α = 1 for parabolic problems,
see [4]).
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