We investigate the assessment of uncertainty in the inference of aerosol size distributions from backscatter and extinction measurements that can be obtained from a modern elastic/Raman lidar system with a Nd:YAG laser transmitter. To calculate the uncertainty, an analytic formula for the correlated probability density function (PDF) describing the error for an optical coefficient ratio is derived based on a normally distributed fractional error in the optical coefficients. Assuming a monomodal lognormal particle size distribution of spherical, homogeneous particles with a known index of refraction, we compare the assessment of uncertainty using a more conventional forward Monte Carlo method with that obtained from a Bayesian posterior PDF assuming a uniform prior PDF and show that substantial differences between the two methods exist. In addition, we use the posterior PDF formalism, which was extended to include an unknown refractive index, to find credible sets for a variety of optical measurement scenarios. We find the uncertainty is greatly reduced with the addition of suitable extinction measurements in contrast to the inclusion of extra backscatter coefficients, which we show to have a minimal effect and strengthens similar observations based on numerical regularization methods.
Introduction
Aerosol microphysical parameters including particle size distribution parameters and refractive index are crucial for an understanding of climate effects [1, 2] . While most efforts have been oriented toward passive sensors utilizing multispectral scattering and/ or extinction [3] [4] [5] [6] [7] [8] , the recent deployment of multiwavelength elastic and Raman lidars [9, 10] , which can be processed to obtain multiwavelength measurements of extinction and backscatter coefficients offer the possibility of retrieving the vertical structure of microphysical properties. Unfortunately, even if continuous backscatter and extinction spectra can be obtained, the inversion of the optical coefficient spectra to obtain microphysical parameters is mathematically ill-posed. This problem is magnified further by the limited number of wavelength channels. For example, even the most sophisticated of systems can measure only six backscatter and two extinction coefficients [11] .
To further complicate the problem, aerosol optical coefficients retrieved with lidar can have substantial errors due to the deviation between assumed and true molecular atmospheric components, an imperfect knowledge of the range dependent geometric form factor, an incorrect assumption of the aerosol extinction-backscatter ratio and its range dependence in elastic-only lidar systems, multiple scattering, etc. For these reasons, a meaningful estimation of aerosol properties from lidar measurements requires a robust assessment of uncertainty, which does not depend on the manner of performing the assessment.
In connecting the optical coefficients to the microphysical aerosol parameters, the basic equations that relate backscatter and extinction coefficients to an aerosol size distribution have the general form
with y i representing either the extinction or backscatter coefficients at the ith wavelength, the kernels K i ðrÞ representing the backscatter or extinction cross section of a single particle with radius r, and nðrÞ representing the particle size distribution function. In this paper we assume that the particles are spherical, and therefore the kernels take the form K i ðrÞ ¼ Q ½ext½back ð2πr=λ i ; mÞπr 2 , where m is the complex index of refraction and Q ext and Q back are referred to as the Mie extinction and backscatter efficiencies and may be explicitly calculated from a conventional scattering theory [12] . We also assume that the index of refraction is uniform for all wavelengths and particle sizes. We first work with a single known index of refraction and later include the index of refraction as a parameter to be retrieved.
The problem in question is to estimate the size distribution nðrÞ from numerical values ofŷ i ¼ y i þ ε i as retrieved by the lidar channels, where ε i represents an unknown deviation from the true values, which may be due to either random noise or systemic errors based on model deficiencies or assumptions. To reduce the degrees of freedom to a manageable size, it is necessary to describe the aerosol distribution in terms of a finite set of parameters. Two approaches are commonly employed. The first approach considers aerosol distributions to be comprised of only a few components with each having an analytic shape that only depends on a few parameters [13] [14] [15] in a nonlinear way, whereas the second approach is to express the distribution function as a linear combination of localized basis functions [16] [17] [18] [19] [20] [21] . In the linearized approach, special care must be taken to stabilize the retrieval against instabilities arising from the ill-posed nature of the inversion. For example, Böckmann [16] used a truncated singular value decomposition, where the complex truncation criterion was based on the number of basis functions and the polynomial order of the basis functions. Müller et al. [17, 18] , Pahlow et al. [19] , and Veselovskii et al. [20] approached stabilization using a Tikhonov regularization approach, but in such approaches, the smoothing parameters must be either guessed or obtained directly from the behavior of the retrieved solutions. It must be pointed out that all of these regularization methods tend to be nonrobust in the sense that a universal criterion for the optimization of a particular regularized inversion is unknown.
In this paper, we make use of a parameterized approach based on lognormal size distribution parameters. This has the virtue of being mathematically well posed and allows us to consider in a controlled way the information content of optical scattering coefficients. Notably, many of the qualitative results concerning the viability of different sensor channel configurations based on numerical tests are confirmed in this paper based on a more analytical framework.
To our knowledge, Bayesian statistics are not employed for the assessment of retrievals of aerosol size distributions from lidar measurements and are in fact replaced by an approach, which we describe as a forward Monte Carlo approach [13, 20, 21] . The forward Monte Carlo scheme can be described as follows: starting with a set of values for the optical coefficients, an ensemble of measurement vectors is obtained by adding errors from a random number generator to the original values. An ensemble of solutions is then obtained by performing the inverse method on the ensemble of measurement vectors, and the solution ensemble is examined to find its variances. Although to our knowledge it is not explicitly stated, we suppose that the rationale behind this method is that the ensemble of generated measurement vectors projected onto the range of the kernel is somehow representative of a statistical distribution of possible true measurement vectors. We show in Subsection 4.B that this is not generally correct when one considers the posterior error distribution that is conditional on the measured values.
In fact the forward Monte Carlo analysis answers the approximate question "if the true values of the optical coefficients are y, what will be the statistical distribution of inversion results." This is useful in determining the overall performance of the inverse method but does not answer the question "if the result from a measurement isŷ, what is the statistical distribution of true aerosol distributions that could generate those measurement values." That is the question that should be answered in order to ascribe uncertainty to a solution associated with a particular instance of a measurement. It is a problem that is solved by Bayesian analysis in which the parameters to be determined, which are traditionally denoted by θ, are treated as random variables [22] .
In the Bayesian framework the occurrence of a measurement is modeled as a two step sequence of realizations of random variables, and a posterior probability function that expresses the uncertainty of θ is derived from this model. For the purposes in this paper we assume that the random variables can be modeled with PDFs. First the parameters θ arise from an assumed prior PDF, f pri ðθÞ. The prior PDF gives a statistical description of the probabilities of the parameters to be retrieved in the absence of any measurements and is based on prior assumptions including any constraints due to physical unrealizability. For example, with the requirement that the particle density of an aerosol distribution must be positive, one would choose a prior PDF whose values are zero over the region where the particle density is negative. As another example, a prior PDF that is more heavily weighted at smoother aerosol distributions or distributions with lower total particle densities is implicit in the regularization schemes that are the basic building blocks of the inversion methods [17] [18] [19] [20] . In fact the basic regularized inverse is a solution that is both the mean and maximum of the Bayesian posterior PDF with a prior PDF that has such properties [22] . After the realization of θ, the measurementsŷ then arise from the likelihood PDF, f li ðŷjθÞ depending on the resulting θ. The posterior PDF is derived from the prior and likelihood PDFs by
where f marg ðŷÞ is the marginal PDF for the measurements without any constraint on θ. The marginal PDF is included in the formulation to normalize the posterior PDF, and is given by
The focus of this paper is to simplify the Bayesian inversion process by using a parametric aerosol model so that more sophisticate assessments of uncertainty can be efficiently implemented and compared to the more traditional forward Monte Carlo method. Unfortunately, a parameterized particle size distribution model may not be a physically realistic assumption. However, we feel that this trade-off is acceptable since many of the qualitative issues relating to the information content available for different optical coefficients should not be overly sensitive to the details describing the size distribution.
In Section 2 we describe the parameterization model and show how using a fractional error model can simplify the uncertainty assessment problem. In Section 3 we derive the formulas for calculating posterior PDFs with the fractional error model using only cross section density ratios so that the total particle number density is removed from the problem. In Section 4 we compare the results of the Bayesian and forward Monte Carlo analyses. Furthermore, we compare results of the forward Monte Carlo analyses using two different retrieval methods. In Section 5, we describe a procedure for determining credible sets of solutions from the posterior PDF with the index of refraction as an unknown parameter and will show results of the application of this procedure to diverse configurations of cross-section density measurements of different types (i.e., extinction or backscatter) and at different wavelengths. Our results are summarized in Section 6.
Methodologies
In this paper we restrict ourselves to the problem of retrieving a single mode lognormal distribution. In this case, the Fredholm integral equation becomes
where N 0 represents the particle density. The N lognormal is the normalized aerosol distribution function given by
with p representing the lognormal parameters ð r; σÞ, the median radius, and the geometric standard deviation (GSD). Solving the Fredholm equation then becomes a matter of finding the distribution parameters based on a nonlinear system of algebraic equations. The problem can be further simplified by working with ratios of measurements, eliminating N 0 , and thus reducing the number of parameters by one [13, 15] . However, in performing the Bayesian analysis, if N 0 is to remain eliminated from the problem, the error formulation must not have any dependence on it. This is most easily achieved by formulating the error in optical coefficients as a fractional error in the form
In this paper we use the^symbol to indicate that a coefficient is disturbed by measurement error, whereas true values remain unmarked. Considering a ratio of measured coefficients, which are independent of N 0 , we havê
where R k is the ratio of true optical coefficients y i =y j , thus allowing the ratio error to have the same parameter-independent fractional error formulation as the optical coefficients, where the fractional error of the ratio has the form
where ∂ε=∂R is shorthand for the matrix
The form of εðR; pÞ is easily derived from Eq. (7) as
resulting in a diagonal matrix in Eq. (11) and therefore
To derive the formula for the ratio error PDF, f ε ðεÞ, we begin by establishing the set of ratios of the N optical coefficients as
The relationship between the ratio error and optical coefficient error was already given in Eq. (8), but to derive the ratio error PDF, f ε ðεÞ, from the optical coefficient error PDF, f δ ðδÞ, the dimension of the error vector must be maintained, which we do by using an extended ratio error vector by appending the Nth optical coefficient error to the ratio error vector so that
and by inverting these formulas we obtain
The PDF of the extended ratio error vector ε 0 is given by
and the matrix elements needed for J δ=ε 0 ðε 0 Þ are derived from Eq. (16) as
Therefore, the expression for the differential volume transformation is finally calculated as
The fractional errors of the optical coefficients are assumed to have a Gaussian distribution and to be independent having standard deviations σ i , which leads directly to the following formula for the extended ratio error vector PDF
Once the PDF in the extended space is obtained, we can project the PDF onto the correct subspace by analytically integrating f ε 0 ðε 0 Þ over ε N to get f ε ðεÞ, the PDF of the nonextended error vector. Expressing the argument of the exponential function as À0:5½Aðε N À BÞ 2 þ C and making the substitution u ¼ ε N þ B, results in the following expression:
where A, B, and C are functions of ε given by
Direct integration gives
where
which can be evaluated recursively with
With this formulation, we can now calculate the likelihood function in Eq. (9) . In our calculations, we assume that the prior PDF is uniform over the domain of the distribution parameter values, where we have tabulated the optical coefficients and zero elsewhere so that the posterior PDF is simply calculated by numerically integrating over the distribution parameter domain.
Comparisons

A. Simulations
In a typical multiwavelength Nd:YAG laser lidar system the optical coefficients that are obtained include the volume backscatter at 1064, 532, and 355 nm. However, previous work [18] has shown that backscatter coefficients are not sufficient to obtain microphysical parameters when the refractive index is unknown and extinction measurements are critical. Therefore, extra nitrogen Raman channels at 607 and 387 nm are included in the receiver, which provide independent measurements of the aerosol extinction at 532 and 355 nm. This ð3β þ 2αÞ configuration is taken to be the reference system to which other systems can be compared.
To begin, we first perform calculations based on the forward Monte Carlo assessment. In this scheme, the measurement vector ensembles are numerically generated according to the statistical model governing the noise impressed on the optical data. For each ensemble element, a retrieval of the parameter vector is obtained based on a particular choice of the inversion scheme. Finally, the statistics of the resultant retrieved parameter vector ensembles can be evaluated and compared.
Our retrieval methods are implemented by searching a table derived from optical coefficients computed over a grid of particle median radii and GSDs. For our computational grid, the median radius discretization is divided into two segments with the first segment being 42 points logarithmically spaced from 10 to 50 nm. The second segment ranges from 50 nm to
In performing the inversion of the measurement data, we used two retrieval methods. In the first method, distribution parameters were retrieved by finding the p that minimizes the maximum deviation ΔðpÞ among the measurement ratios R i , i.e.,
We will refer to this first method as the minimized maximum deviation (MMD) method. In the second retrieval method, distribution parameters were retrieved by finding the p that maximizes the posterior PDF as described in Section 3. The computation time for the maximized posterior probability density function (MPPDF) method was substantially greater than in the MMD method, so we reduced the median radius and GSD grids by excluding alternating grid points in both dimensions.
Once the calculations were performed, the metrics we use to quantify the differences between the uncertainty assessments were the marginal cumulative distribution functions (CDFs) in both the median radius and GSD. For the remainder of this paper, when discussing posterior PDFs or CDFs we will omit the "post" subscript and theR in f post ðθjRÞ for the sake of clarity and use subscripts to denote a specific parameter or subset of parameters. For the Bayesian assessment in this two parameter model, the marginal CDF is derived from the posterior PDF as
with X representing the lognormal distribution parameter that is being considered, either r or σ, and Y representing the other parameter. The CDFs for the two forward Monte Carlo assessments were estimated from the ensemble of retrieval outcomes by the formulaF
where NfX ≤ xg represents the number of ensemble members with the distribution parameter under consideration less than or equal to x and N total represents the total number of ensemble members. Synthetic measurements of optical coefficients used as inputs to the forward Monte Carlo assessments for comparison were created over a grid representing true particle size distributions with median radii varying from 0.2 to 0:8 μm in steps of 0:05 μm and the GSD varying from 1.3 to 2.1 in steps of 0.05. The optical coefficient error was modeled as in Eq. (6) with each δ i being zero mean Gaussian distributed with a standard deviation of 0.1. In this analysis we are working with a five-dimensional optical coefficient vector used to retrieve a threeparameter aerosol model, therefore real measurements with errors would not be in the range of optical coefficient vectors that correspond to aerosol parameters. To avoid any possible effects with this issue, a single error vector, δ 0 , was generated with five samples drawn from a Gaussian random number generator with the same statistical properties as in the error model. This error vector was used to disturb the simulated true optical coefficients using Eq. (6) for each grid point. Figure 1 shows some examples of the CDFs derived from the forward Monte Carlo methods compared with the Bayesian analytical CDFs. Examples of two-dimensional scatterplots are shown superimposed on the Bayesian PDF contours in Fig. 2 . We note that there are substantial discrepancies between the forward Monte Carlo estimated CDFs and the Bayesian CDFs and give an explanation of this result in Subsection 4.B after giving a theoretical discussion of error PDFs.
The differences in uncertainty between the forward Monte Carlo and Bayesian assessments were quantified using a deviation parameter ðdev XÞ meth ¼ Z jF X ðxÞ ÀF X;meth ðxÞjdx; ð29Þ
where F X ðxÞ represents the Bayesian CDF and "meth" represents the retrieval method used in the forward Monte Carlo assessment. Figure 3 shows images of the deviation parameter for both the MPPDF and MMD retrieval methods. Clearly, there are significant differences between the forward Monte Carlo assessment with the proper Bayesian assessment in both implementations. They also show that the forward Monte Carlo method using MPPDF retrievals generally gives an uncertainty assessment closer to the Bayesian assessment than when using MMD retrievals. To show that this is a general trend, we performed the deviation parameter calculations for four other δ 0 error vectors as shown in Table 1 . These data show that for each δ 0 , the majority of the computed deviation parameters are larger when using the MMD retrieval method than with the MPPDF retrieval method for both the median radius and GSD. Furthermore, considering all δ 0 's combined, 66.2% of the computations among the different δ 0 's and modeled true parameters show an increase in the median radius CDF deviation by more than a factor of 2. We also note that the variation of results shown in Table 1 clearly shows the need for the use of the δ 0 's.
B. Discussion
We attribute the differences in the Bayesian assessment from the forward Monte Carlo assessments to a subtle consequence of the transformation between joint probability domains, which is that, even if measurement error probabilities are independent from underlying parameters in the forward model, their posterior probabilities conditional to the measurements will have a different PDF than the one in the forward model. To see how this arises, we consider the joint PDF in the error vector and aerosol distribution parameter vector, ðε; θÞ given by
so that measurement errors are statistically independent of θ. From this PDF we obtain the PDF in the domain of coefficient true values and measurement errors, ðε; yÞ. For the given error-free coefficient values, we assume there is a unique inverse, θ ¼ T À1 ðyÞ, giving the corresponding aerosol distribution parameters, so that the PDF in ðε; yÞ is f ε ðεÞf θ ½T À1 ðyÞJ θ=y ðyÞ, where J •=• represents the differential volume transformation as defined in Eqs. (10) and (11) .
We now repeat this process by obtaining the PDF in measurement errors and measured values, ðε;ŷÞ. Using the fact that the measurement true values can be derived from measured values and measurement errors by an analytic function y ¼ M À1 ðŷ; εÞ, then the PDF in this domain is f ε;ŷ ðε;ŷÞ ¼ f ε ðεÞf θ fT À1 ½M À1 ðŷ; εÞg × J θ=y ½M À1 ðŷ; εÞJ y=ŷ ðŷ; εÞ: ð31Þ
[Note that M À1 ðŷ; εÞ would typically be very straightforward; e.g., from Eq. (6) one would have y i 1 y i =ð1 þ ε i Þ.] The conditional error PDF, f εjŷ ðεjŷÞ, is simply f ε;ŷ ðε;ŷÞ multiplied by the normalizing constant for a givenŷ. Hence we can see from Eq. (31) that differences in f εjŷ ðεjŷÞ and f ε ðεÞ arise from any of the following three contributing factors which are: (1) from f θ fT À1 ½M À1 ðŷ; εÞg if the prior aerosol parameter PDF is nonuniform, (2) from J θ=y ½M À1 ðŷ; εÞ if there is a nonlinear relationship between aerosol distribution parameters and measurement true values, and (3) from J y=ŷ ðŷ; εÞ if the error model is nonadditive.
The second condition is present in our analyses due to the nonlinear nature of the lognormal particle size distribution parameterization. Reviewing Fig. 1 , the fact that larger discrepancies between the forward estimated Monte Carlo and the Bayesian CDFs are associated with higher uncertainties is indicative of this condition. It is worthwhile to note that it may be possible to yield smaller uncertainties by including a prior PDF into the Bayesian formulation based on statistical properties of aerosols determined from long term direct measurements. However, in this study we do not use such data and therefore consider the prior PDF to be uniform within the bounds of the lookup table. In current methods based on regularization [17] [18] [19] [20] , a nonuniform prior PDF is implicit by favoring smoother solutions.
The fractional error model that we use makes the third condition present. Alternatively the fractional error model could be viewed as a parameterdependent error distribution, specifically an additive Gaussian distributed error with a standard deviation proportional to the true optical coefficient of the aerosol distribution. In advocating the usefulness of the Bayesian methods, we note that if a nonindependent error formulation were used, Eq. (30) would be f ε;θ ðε; θÞ ¼ f ε ðεjθÞf θ ðθÞ. In that case a forward Monte Carlo computation would not be feasible since one would not have θ available to be able to implement a random error generator. To our knowledge these issues have not been addressed in the context of inferring an aerosol distribution uncertainty from lidar measurements.
Applications to Unknown Index of Refraction
The posterior PDF can be used to assess uncertainty by deriving regions S that have a specific credibility (i.e., a posteriori probability), C 0 . In two dimensions a family of sets can be defined as the regions enclosed by contours of f ðpÞ ¼ L, 
and a credible set can be found as SðL 0 Þ with L 0 such that CðL 0 Þ ¼ C 0 . Sets found this way have the property of being the optimal credible set in the sense that they are sets with the least total area. Although other properties that might be of interest are not necessarily satisfied, such as connectedness or the credible set having the least maximum distance among the points of the set, these issues are beyond the scope of this paper.
With the inclusion of the complex index of refraction, m ¼ ðm Re ; m Im Þ, as unknown parameters, credible sets derived as from Eq. (32) in the full four-dimensional domain are not easily visualized. To arrive at an optimal credibility set in the fourdimensional case, we use the following approach. First, a continuum of sets on each subdomain S p ðL p Þ, and S m ðL m Þ are obtained based on the twodimensional approach, except suitable marginal PDFs are used instead of the full four-dimensional PDF, i.e.,
where Ω p and Ω m represent the entire subdomains of size parameters and indexes of refraction, respec- In implementing this method, the median radius grid was divided into three segments with the first segment being 25 points logarithmically spaced from 2 to 20 nm. The second segment ranged from 20 to 200 nm in increments of 2 nm. The third segment ranged from 200 to 900 nm in increments of 10 nm. The GSD grid was divided into two segments with the first segment being 21 points ranging from 1.074 to 1.200 such that σ-1 was logarithmically spaced and the second segment ranging from 1.2 to 2.4 in increments of 0.01. The method was applied to simulated measurements with true distribution parameters of ð r; σ; m Re ; m Im Þ ¼ ð0:3 μm; 1:4; 1:5; − 0:03Þ with the errors described in Eq. (6) with 10% standard deviation. This was repeated for five possible measurement configurations delineated in Table 2 .
An example of the total set volume minimization procedure can be seen in Fig. 4 , where the total set volume, A p A m , is plotted versus A m with a 90% credibility being specified. The minimum values on the plots represent the optimal trade-off between the uncertainty in size parameters and an index of refraction. As the set in one subdomain decreases, the set in the other subdomain must increase to maintain the same credibility level. The minimal set in one subdomain occurs when the set in the other subdomain is the entire subdomain. We refer to this minimal set as the individual credible set. These are represented in Fig. 4 as the end points of the plots, the leftmost and rightmost points representing the individual credible sets for an index of refraction and size parameters, respectively. The points where the plots have minimum values represent the optimal four-dimensional credible set, and we refer to the sets in the subdomains as the simultaneous sets. The resulting credible set components are shown in Fig. 5 showing the importance of the extinction measurements when not assuming an index of refraction. Comparing Figs. 5(a) and 5(f) with Figs. 5(c) and 5(h) demonstrates that the inclusion of only one extinction measurement with three backscatter measurements results in a decrease in uncertainty that is clearly more substantial than improvements in uncertainty that would result from including five additional backscatter measurements as seen in Figs. 5(b) and 5(g). These results are in qualitative agreement with previous studies carried out with regularization [18] . The band structure seen in the index of refraction credible sets has been demonstrated by several authors [16, 24] based on regularization approaches. However, in our case we are able to connect this structure directly to the posterior probability.
Conclusion
We have presented a Bayesian approach to uncertainty assessment. This method allows us to calculate the probability that a given aerosol size distribution will occur and will result in an optical data vector, which is consistent with the measurements. This approach is quite different from the forward Monte Carlo method, and choosing which method to use depends on the context in which the uncertainty analysis is to be applied. However, when making an inference about an unknown aerosol size distribution, the Bayesian approach is the appropriate choice as previously demonstrated through an intercomparison with a cumbersome reverse Monte Carlo method [25] . The reader should not assume that all Monte Carlo methods should be avoided when taking a Bayesian approach. The forward Monte Carlo method is very simple, and there are more sophisticated ones that are indeed used for Bayesian analysis [26, 27] . We have derived a PDF for the distribution of errors for any number of optical coefficient ratios under the reasonable assumption that the fractional errors in the optical coefficients are constant. This was done to remove the total particle number as a parameter for retrieval and thereby reducing the dimension of aerosol distribution parameters so that a Bayesian treatment of the inverse problem could be implemented more efficiently. Using the analytical formulation of the PDF, we implemented a Bayesian approach to the assessment of uncertainty of unknown aerosol size distributions and showed that significant deviations occur compared to when the forward Monte Carlo method is used. In fact, we show that the measurement error PDF takes a different form when the information present in the measurements is considered and any of a number of common nonideal conditions are met. Two of these conditions, which were present in this study are (a) nonlinear relationships between retrieval parameters and the underlying optical coefficient values, and (b) measurement error PDFs that are dependent on the retrieval parameters.
When the two approaches were compared, we found that the Bayesian analysis resulted in larger uncertainties in comparison with the forward Monte Carlo method. However, we note that it is conceivable that uncertainty could be reduced if a nonuniform prior PDF were to be incorporated into the Bayesian formulation.
The Bayesian technique was then used to retrieve credible sets for the combined set of aerosol distribution parameters including both size distribution and complex refractive index over a variety of optical coefficient scenarios. In particular, with the index of refraction considered to be unknown, we demonstrated the necessity of combining extinction and backscatter measurements. In fact, the addition of only a single extinction measurement to the traditional three backscatter retrievals substantially decreased the uncertainty when compared to an alternate scenario, where only additional backscatter measurement was available. We also note that many of the qualitative results that had been obtained using linear regularization based methods are also seen in the Bayesian framework. Specifically, there were similarities in the results regarding the structure of the sets of complex index of refraction in the retrieval domain and the effects that different channel configurations have on aerosol distribution uncertainty.
Finally, we point out that the Bayesian approach is clearly applicable to bimodal distributions except for the fact that the subsequent increase in the dimensionality of the parameter space would make computation times unreasonable with the basic numeric integration methods employed for this paper. To overcome these difficulties, we are currently considering methods that use the Metropolis-Hastings Markov chain Monte Carlo algorithm for generating samples congruent with multidimensional PDFs that could be computed in the Bayesian framework [26, 27] .
