Abstract -Robot navigation in mapless environment is one of the essential problems and challenges in mobile robots. Deep reinforcement learning is a promising direction to tackle the task of mapless navigation. Since reinforcement learning requires a lot of exploration, it is usually necessary to train the agent in the simulator and then migrate to the real environment. The big reality gap makes RGB image, the most common visual sensor, rarely used. In this paper we present a learning-based mapless motion planner by taking RGB images as visual inputs. Many parameters in end-to-end navigation network taking RGB images as visual input are used to extract visual features. Therefore, we decouple visual features extracted module from the reinforcement learning network to reduce the need of interactions between agent and environment. We use Variational Autoencoder (VAE) to encode the image, and input the obtained latent vector as low-dimensional visual features into the network together with the target and motion information, so that the sampling efficiency of the agent is greatly improved. We built simulation environment as robot navigation environment for algorithm comparison. In the test environment, the proposed method was compared with the end-to-end network, which proved its effectiveness and efficiency. What's more, the proposed motion planner helps to find the optimal path. Finally, experiments were carried out in our built environment.
I. INTRODUCTION
Robot navigation is an essential capability of mobile robot. It can roughly be described as the ability to plan and follow a path or output the real-time policy to the desired target from the current position without colliding with obstacles. Traditional methods have been somewhat fragmented, the navigation part pay more attention to motion planning which seeks a collision-free path in workspace. Motion planning approaches rely on precise geometric model of environment and perfect localization, limiting the use of these methods. There is another related method, simultaneous localization and mapping (SLAM), has undergone rapid development [1] and has been widely used for autonomous driving systems. Manually designed features, like ORB (Oriented FAST and Rotated BRIEF) [2] , are extracted to construct an obstacle map and localize the robot. It focuses on building an obstacle map of the navigation environment and localizing the robot itself within the map. But navigation itself is less considered and representations constructed by SLAM are often not suitable for traditional motion planning methods [3] . Fig. 1 The illustration of our mapless navigation. In the task, the motion planner is trained to navigate a nonholonomic mobile robot to the target.
In contrast, animals including humans can traverse the complex and wide-range environments to the goal location without localization and obstacle map. In this process, animals build up internal representations of the environments. Similarly, how to navigate in a mapless environment, namely mapless navigation, is an important issue. The recent literature has tried to tackle the task of mapless navigation using Deep Reinforcement Learning (DRL) algorithm. Reinforcement learning (RL) is an algorithm to learn how to map situations to actions so as to maximize a numerical reward signal. The decision-making agent interacts with its environment, within which the agent seeks to achieve a goal despite uncertainty about its environment. Initially, the agent does not know which actions to take, but must try to find out which actions yield the most cumulative reward by trying them. Cumulative reward, evaluated by value function in RL, specifies what is good in the long run. Some actions can get high immediate reward, but at the expense of goal, which is allowed. These two characteristics, trial-and-error search and delayed reward, are the two most important distinguishing features of RL [4] . DRL enhances RL by deploying deep neural network as more powerful non-linear value function approximators. DRL can also learn and reason from exploration and corresponding reward signals, and output continuous control policies along with the state changes, which makes it suitable for the task of mapless navigation. Example problems where deep reinforcement learning has proven successful includes video game [5] , Go [6] , robotic manipulation [7] and even object detection [8] , image restoration [9] .
We list the main contributions of this paper: (1) A sampleefficient mapless motion planner was proposed by taking RGB image as visual input and target relative information as references. (2) The simulation environment is built as robot navigation environment for algorithm comparison. The better end-to-end RL network was compared with the proposed approach in the benchmark environment. (3) A method is proposed to find the optimal path by our motion planner with bigger time step penality.
II. RELATED WORK

A. Deep Reinforcement Learning
Deep reinforcement learning has been rapidly developed since Deep Q-Network (DQN) was successfully applied to Atari games. In this work, deep neural network was used to extend Q-learning [35] to evaluate state-action value functions Q(s,a). The network parameters were updated according to the error between the calculated target Q-value and the network output based on the randomly selected samples stored in experience memory. Target network and experience replay were two main technologies proposed in DQN to stabilize learning. Although the agent only received the pixels and the game score as inputs, it performed so well that even reached a level of professional player in some Atari games, which was impossible before [5] . Then various improved algorithms based on DQN were proposed to stabilize training and improve efficiency. Double DQN separated the action chosen and evaluation of the target Q-value to prevent overoptimistic value estimates and avoid upward bias [10] . For Dueling DQN, the network has two streams to separately estimate state-value and the advantages for each action [11] . Prioritized replay improved experience replay by sampling according to surprise [12] . Rainbow combines six extensions to the DQN [13] .
But DQN and these improved algorithms can only deal with discrete and low-dimensional action spaces. Deep deterministic policy gradient (DDPG) [14] combines technologies from DQN with deterministic policy gradient [15] by actor-critic framework [16] to output continuous action. Actor-critic integrates the value-based method (critic, learn value function, such as DQN) and policy-based method (actor, learn policy directly). Normalized advantage function (NAF) is another continuous variant of the Q-learning algorithm [17] . NAF represents the Q-value function in such a way that the best policy can be easily determined. Asynchronous advantage actor-critic (A3C) [18] is an asynchronous DRL algorithms with actor-critic framework. The parallelization collects the samples from different actorlearners which functions as a replay memory but more efficient.
Trust Region Policy Optimization (TRPO) [19] and Proximal Policy Optimization (PPO) [20] are two effective policy-based methods. They took the largest step possible to improve performance while satisfying the constraint on the step size to avoid performance collapse. TRPO reformulated a hard constraint with complex second-order method. PPO instead used first-order method with a few tricks to keep new policies close to old. PPO strikes a balance between performance and generalization. We'll compare the DQNbased algorithm and PPO in our end-to-end mapless navigation experiment.
B. DRL-based Mapless Navigation
DRL-based navigation tries to solve the problem of mapless robot navigation with DRL algorithms. Broadly speaking, tasks includes cognitive exploration [21] , obstacle avoidance and target reaching. Various sensors, including laser sensor [22] , depth camera [23] and monocular camera, were used to perceive the environment information. Various DRL algorithms such as DQN, DDPG, A3C were carried out to get the optimal policy to complete navigation task efficiently [21, 22, 29] . Imitation learning such as inverse reinforcement learning (IRL) [24] and generative adversarial imitation learning (GAIL) [25] were also tried for socially compliant navigation [26, 27] .
Some specific technologies and architectures for navigation task were also proposed and got the good performance. Jaderberg et al. [28] proposed UNREAL architecture to augment the DRL agent with auxiliary control and reward prediction tasks. Mirowski et al. [29] greatly improved the task performance of their variant of A3C agent when learning to navigate in simulated 3D mazes by adding LSTM layers to memorize the learned information and using supervision signals from auxiliary tasks. Mirowski et al. [30] proposed a MultiCityNav agent that can be applied on a city scale. Its network architecture includes three parts: a convolutional network to extract visual features, a locale-specific recurrent neural network to memorize the environment and a localeinvariant recurrent network to produce navigation policy. Zhelo et al. [31] utilized intrinsic curiosity module (ICM) [32] to solve the navigation task with sparse reward. Zhu et al. [33] input observation and target image together into the deep siamese actor-critic model to realize the visual navigation in indoor. It was valid in the small environment where the agent observation incorporates target information.
III. BENCHMARK
A. Problem Definition
In order to implement navigation tasks, the robot receives RGB image as observation and target information, motion information as references. RGB image information is the used to avoid obstacle and memory the environment, the target information tells the agent which direction it should move to close to the target, and the motion information affects the movement speed. Our goal is to output the navigation policy based on these given information to reach the target, that is, to determine the mapping from input to the next action:
Where xt is the observation with 64×48×3 dimension, gt is 2-dimensional target position in polar coordinates (distance and angle) with respect to the mobile robot coordinate frame. The robot moves at a relative low speed, thus we directly took the last action vt-1 as the motion information [22] .
In general, a deep neural network can be trained to fit the mapping function, but in our case, the giant difference in dimensions causes low-dimensional target and motion information easily disappear into the image. It's an important issue to solve.
B. End-to-end Network Structure
Convolutional neural network has been successfully applied to analyzing visual imagery such as image recognition [34] . The convolutional layer is very valid for image to extract features. Thus the features of RGB image can be extracted by convolutional layers firstly and then the low dimensional features merge motion and target information together as input. An end-to-end network is designed as Fig. 2 . In this network three convolutional layers are deployed to extract features of observation and two fully-connected layers are deployed to evaluate Q-value if the action space is discrete, or choose linear and angular velocity if continuous. Each convolutional layer and fully-connected layer is followed by a Rectified Linear Unit (ReLU) activation function to increase the non-linear for better data fitting. In the following chapter, we compared two classic DRL algorithms: DQN for discrete action space and PPO for continuous action space, the corresponding networks are named E2E-DQN network and E2E-PPO network. Fig. 2 is the structure of E2E-PPO network, which is the same as E2E-DQN network except the output layer.
C. E2E-DQN Network
As mentioned in II.A, the agent interacts with environment and collects the experience et={st, at, rt, st+1} at each time-step t in a data set Dt={e1,...,et}. to perform experience replay. During learning, Q-learning [35] update is applied, on minibatches of experience (s, a, r, s')~U(D). The evaluated td-target is: (2) in which γ is the discount factor, θ are the parameters of the Qnetwork. And the td-error is the error of td-target and evaluated Q value:
Then the update step is performed based on the following gradient descent formula with a learning rate of α:
Three technologies are applied to stabilize learning: Target-network: It is used to evaluate td-target, because tdtarget calculated by formula (2) is not stable with the continuous update of Q-network. The parameters of targetnetwork θ -are periodically copied from θ. Double DQN: Use target-network to evaluate td-target, but use Q-network to choose the action:
Gradient clipping: Limit the gradient for each update to prevent gradient explosions.
D. E2E-PPO Network
The structure of E2E-PPO network is shown in Fig. 2 , its output are linear and angular velocity commands of the mobile robot. PPO is a novel scalable variant of policy gradient reinforcement learning algorithm. Like TRPO, it can perform multiple gradient updates per data sample, thus it is more efficient than traditional policy gradient algorithm. PPO can be seen as an approximate version of TRPO that relies only on first order gradient, making it much simpler to implement and more general.
The update step is performed via:
L is given by:
, the ratio of the probability under the new and old polices, A(s,a) is the estimated advantage, ε is a small hyperparameter that limits the new policy close to the old.
In part V, we will list the experiment details and their performances, and choose the better one as benchmark algorithm.
IV. PROPOSED MOTION PLANNER
In the above end-to-end network, the first four layers are applied to extract visual features of the observation. In the learning process, parameters of these layers are updated together with parameters of two fully-connected layers, which largely increase the required experiences to accomplish the navigation task in the environment. Thus we propose a new motion planner which decouples visual extractor from the reinforcement learning network. Firstly the observation is encoded to low-dimensional latent vector z as shown in Fig. 3 . Then the latent vector z can be input the reinforcement learning network as visual features together with motion and target information. Fig. 3 The observation is encoded to latent vector, which can be decoded to the original image.
There are three conditions that the encoder should satisfy: 1. Independent training. It can be trained if there are only visual images of the environment.
2. Information reserving. The encoded latent vector z contains almost all the important environment information in the observation. The original image can be reconstructed with latent vector z.
3. Ability of generalization. It can not only reconstruct the trained images, but also the unseen style-like images.
Auto-encoder encodes an image into a vector which can then be decoded to the original image, it satisfies the condition 1 and 2. But it's not good at generalizing. In our test the performance of a trained auto-encoder for unseen style-like image is not good enough while it has very good performance in the large training set. To increase the ability of generalization, we don't encode the image to a fixed vector directly but encode to the mean and deviation vector, one of which represents the average of the distribution and the other represents the standard deviation. The existence of deviation improves the generalization ability. The latent vector can be sampled based on the mean and deviation vector. This new auto-encoder is Variational Autoencoder (VAE) [36] . VAE is more a generative model that can generate new style-like images.
A suitable network as shown in Fig. 4 is designed to encode the observation. The number of elements in latent vector is 32, which makes the original image compressed 288 times. There is a constraint on the encoding network, that forces it to generate latent vectors that roughly follow a unit gaussian distribution, to make sure the generative attribute.
To train the designed network, there are two parts of losses: reconstruction loss and constraint loss. Reconstruction loss evaluates how close the reconstruction image to the original. It is the mean squared error (MSE) of each pixel value between original image and the reconstruction: (8) And the constraint loss measures how closely the latent vector match a unit gaussian by KL divergence:
x p log x p c loss (9) in which q(x) obeys the unit gaussian distribution.
The training target is to minimize the total loss: c loss r loss loss _ _   There are more than three million parameters in the designed network. Five million RGB images were collected in the navigation environment introduced in part V to train the network. The network was trained from scratch with the Adam optimizer [37] on a single Nvidia GeForce GTX 1080 Ti GPU and the total loss decreased to 0.0019 in the end. Test the trained model using the random unseen images, the result is shown in Fig. 5 . The latent vector and target information (dt, αt), motion information (vt-1, wt-1) are all low-dimensional data, they can be input together and we use a three layers fully connected layers to fit the mapping h as shown in Fig. 6 . Fig. 6 The DRL network
The following is the whole procedure of the proposed motion planner with PPO as DRL algorithm. Randomly set the mobile robot to a start position 4:
while not collision do 5:
Capture the RGB image xt, store xt in D 6:
Move with the random linear and angular velocity 7:
end while 8: end while 9: Initialize the parameters of VAE model as θ0 10: for batch=1, T/B do 11:
Select a batch of images D -randomly from D, and then remove images in D -from D 12:
Update θ0 through a gradient descent procedure on the batch of total loss defined in formula (10). 13: end for Motion planner 14: Initialize the parameters of DRL model as θ1, load the updated parameters θ0 of VAE.
Initialize the trajectories M Set the epochs number K, max episodes number E Start the navigation environment, start the robot in the initial position 15: for k=1,E do 16:
for i=1,N do 17:
Capture the RGB image xt, encode it to latent vector z by VAE. Merge action and target information as state st.
18:
Input st to the DRL network and output at with random noise.
19:
Move with at, get the reward rt.
20:
Collect {st, at, rt} 21:
if Update θ1 by formula (7) with K epochs 27: end for
In the part V, the experiments are implemented to compare the proposed motion planner with the benchmark algorithm introduced in part III.
V. EXPERIMENT
A. Environment
To implement the navigation experiment, we built up a collection of navigation environments 1 , some of them are shown in Fig. 7 . The built environment have the following properties: 1. Diverse complexity. There are both simple and complicated scenes to be chosen.
2. Gym-style Interface. The environment interface similar to OpenAI gym [38] is designed. If the robot arrives at the target position, a positive reward rarrival is arranged, if it collides with obstacle, a negative reward rcollision is arranged. Otherwise it's proportional to the difference in the distance relative to the target position, cp is the time penality for each step to encourage the agent to find the optimal path.
B. Benchmark
The experiment was implemented in maze1 to compare two end-to-end navigation networks introduced in part III. The result is shown in Fig. 9 . It's obvious that E2E_PPO network performs better than E2E_DQN network. What's more, E2E_PPO is much easier to converge than E2E_DQN in the experiment. More strictly, we use the measure SPL (Success weighted by Path Length) proposed in [3] to compare the performance of algorithms. SPL is a rather stringent measure. It is defined as: (12) in which li is the shortest path distance from the agent's starting position to the goal in episode i, pi is the length of the path actually taken by the agent in this episode and Si is a binary indicator of success in episode i.
We take the last 100 episodes to calculate their SPL, the results are 0.167 for E2E_DQN network and 0.448 for E2E_DQN. Thus E2E_PPO network is the benchmark.
C. Proposed
Compare the proposed motion planner with the benchmark. Just use 1/3 samples to train the proposed DRL network, The result is shown in Fig. 10 . and the proposed motion planner performs better. More strictly, the last 100 episodes are took to calculate SPL, the result is listed in Table 1 . More experiments were implemented in other environment and the proposed always have the better performance. It's effective and efficient to use Algorithm 1 when using RGB image as visual input in the mapless navigation. 
VI. CONCLUSION
We proposed a sample-efficient motion planner using RGB image as visual input in mapless navigation. We validated the method in the experiment. The proposed motion planner performed better than the end-to-end network in the built navigation environment. Then the optimal path was also found with the proposed method. Moreover the built environment is released as a benchmark to compare the algorithms.
