Abstract-In this paper, we provide a straightforward proof of an important, but nevertheless little known, result obtained by Lindley in the framework of subjective probability theory. This result, once interpreted in the machine learning/pattern recognition context, puts new light on the probabilistic interpretation of the output of a trained classifier. A learning machine, or more generally a model, is usually trained by minimizing a criterion-the expectation of the cost function-measuring the discrepancy between the model output and the desired output. In this letter, we first show that, for the binary classification case, training the model with any "reasonable cost function" can lead to Bayesian a posteriori probability estimation. Indeed, after having trained the model by minimizing the criterion, there always exists a computable transformation that maps the output of the model to the Bayesian a posteriori probability of the class membership given the input. Then, necessary conditions allowing the computation of the transformation mapping the outputs of the model to the a posteriori probabilities are derived for the multioutput case. Finally, these theoretical results are illustrated through some simulation examples involving various cost functions.
I. INTRODUCTION
A N important problem concerns the probabilistic interpretation to be given to the output of a learning machine, or more generally a model, after training. It appears that this probabilistic interpretation depends on the cost function used for training. Classification models are almost always trained by minimizing a given criterion, the expectation of the cost function. It is therefore of fundamental importance to have a precise idea of what can be achieved with the choice of this criterion.
Consequently, there has been considerable interest in analyzing the properties of the mean square error criterion-the most commonly used criterion. It is well known, for instance, that artificial neural nets (or more generally any model), when trained using the mean square error criterion, produce as output an approximation of the expected value of the desired output M. Saerens is with IRIDIA Laboratory (Artificial Intelligence Laboratory), Université Libre de Bruxelles, B-1050 Brussels, Belgium and is also with SmalS-MvM, Research Section, B-1050 Brussels, Belgium (e-mail: saerens@ulb.ac.be).
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conditional on the explanatory input variables if "perfect training" is achieved (see, for instance, [1] and [5] ). We say that perfect training is achieved if
• a minimum of the criterion is indeed reached after training;
• the learning machine is a "sufficiently powerful model" that is able to approximate the optimal estimator to any degree of accuracy (perfect model matching property). It has also been shown that other cost functions, for instance the cross-entropy between the desired output and the model output in the case of pattern classification, lead to the same property of approximating the conditional expectation of the desired output as well. We may, therefore, wonder what conditions a cost function should satisfy in order that the model output has this property. In 1991, following the results of Hampshire and Pearlmutter [3] , Miller et al. [7] , [8] answered this question by providing conditions on the cost function ensuring that the output of the model approximates the conditional expectation of the desired output given the input, in the case of perfect training. These results were rederived by Saerens by using the calculus of variations [9] , and were then extended to the conditional median [10] . Also, in [10] , a close relationship between the conditions on the cost function ensuring that the output of the model approximates the conditional probability of the desired output given the input, when the performance criterion is minimized, and the quasilikelihood functions used in the context of applied statistics (generalized linear models; see [6] ) was pointed out.
In this work, we focus on classification, in which case the model will be called a classifier. In this framework, we show that, for the binary classification case, training the classifier with any reasonable cost function leads to a posteriori probability estimation. Indeed, after having trained the model by minimizing the criterion, there always exists a computable transformation that maps the output of the model to the a posteriori probability of the class label. This means that we are free to choose any reasonable cost function we want, and train the classifier with it. We can always remap the output of the model afterwards to the a posteriori probability, for Bayesian decision making. We will see that this property generalizes to a certain extend to the multioutput case.
This important result was proved by Lindley in 1982, in the context of subjective probability theory [4] and , the differentials of . In the present paper, we show that Lindley's approach can be applied in the machine learning/pattern recognition context in the case of pattern classification problems, leading to an interesting result concerning the cost functions used to train a classifier. Lindley's derivation was based on geometrical facts and reasoning, while our proof relies on standard differential calculus, and partly extends to the multiple class problem.
In the following sections, we first introduce the binary output problem from an estimation theory perspective (Section II). Then, we derive the transformation that must be applied to the output of the model to obtain the a posteriori probability of the desired output, given the input (Section III). Some results for the multioutput case are provided in Section IV. Finally, examples of cost functions and corresponding mappings to a posteriori probabilities are presented in Section V. We conclude in Section VI.
II. STATEMENT OF THE TWO-CLASS PROBLEM
Let us consider that we are given a sequence of independent -dimensional training patterns , with , as well as corresponding scalar desired outputs providing information about the class label of the pattern. If the observation is assigned to the class label , then ; if it is assigned to the class label , then . The and the are realizations of the random variables and . We hope that the random vector provides some useful information that allows to predict the class label with a certain accuracy. The objective is to train a model, say a neural network, in order to supply outputs (we assume ) that are "accurate" (in some predefined manner; see below) estimations or predictions of the desired outputs with (1) where is the function provided by the model, the input vector (the vector of explanatory variables) supplied to the model, and is the parameter vector of the model. In order to measure how "accurate" is the estimation (1), we define a cost function (or loss function, penalty function, objective function, empirical risk measure, scoring rule) that provides us a measure of the discrepancy between the predicted value and the desired value . The purpose of the training is, of course, to estimate the parameters that minimize this cost.
Since it is generally not possible to minimize the cost function for each because of the presence of noise or disturbances (for a given value of the input , the desired output is distributed with a probability density function ), the best we can do is to minimize this cost "on average." This leads to the definition of the performance criterion
where the integral is defined on the Euclidean space and we assume that there are enough samples so that we can rely on the asymptotic form of the performance criterion. is defined as the standard expectation.
It is convenient to rewrite (3)
If we minimize the inner integral of (4) for every possible value of , then will also be minimized, since is nonnegative. We therefore select in order to minimize the conditional criterion (5) for every , where is a function of both and , and is the conditional expectation, given . This means that the minimization of (5) can be performed independently for every . Moreover, since is chosen in order to minimize (5) for every value of , this will be a function of . The function of that minimizes (5) will be called the best or optimal estimator, and will be denoted by . We assume that this optimal estimator can be approximated to any degree of accuracy by the model, , for some optimal value of the parameters (perfect parameters tuning:
). In other words, we are making a "perfect model matching" assumption. In the terminology of Miller et al. [7] , [8] , such a model is called a sufficiently powerful model that is able to produce the optimal estimator.
Notice that in the case of binary classification , the probability density in (5) reduces to (6) where is the Dirac delta distribution. The conditional criterion (5) can therefore be rewritten as (7) In the next section, we define a class of "reasonable cost functions," and we derive the transformation that maps the output of the trained model to the a posteriori probability .
III. MAPPING THE OUTPUT OF THE TRAINED MODEL TO THE A POSTERIORI PROBABILITY (BINARY OUTPUT CASE)

A. A Class of Reasonable Cost Functions
For training our classifier, we must choose a cost function that measures the discrepancy between the model's output and the observed desired output. For this purpose, we will consider the class of cost functions of the type if and only if if is twice continuously differentiable in terms of all its arguments.
We also make the natural requirement that when the predicted value moves away from the desired value , the cost increases. Symmetrically, the cost should decrease when the predicted value approaches the desired value . This implies that is if if (9) and, together with (8) , that
Finally, we also assume that depends on only through the variable .
Equations (8)- (10) define the class of reasonable cost functions we will be working with. Some examples of such cost functions are provided in Section V.
B. Minimizing the Criterion
Suppose now that we choose to train a sufficiently powerful model with one of these reasonable cost functions. This means that we pick up the model parameters that minimize the performance criterion defined by (3), or equivalently the conditional criterion (7), in the binary classification case. The conditional criterion is therefore minimized for some optimal value . This value is the optimal output with respect to the criterion defined by (7) . This means that the following standard optimality conditions must hold: (11) (12) for every . The model therefore supplies, after training, the output representing some "degree of plausibility" of the event . We can easily show that the minimum of lies in the interval . Indeed, from (7) and (9), we observe that is continuously increasing when and increases above one ( for ). Similarly, is continuously increasing when and decreases below zero ( for ). The minimum of therefore , and the fact that the output of the model ( ; see (1)) is not a restriction at all.
C. The Mapping to A Posteriori Probabilities
Now that we have trained our model by optimizing the criterion , the model provides as output verifying (11).
In the Appendix, we show that there always exists a transformation that maps the model's optimal output to the a posteriori probability . This transformation is (13) where and . Equation (13) can be rewritten in symmetric form (14) This mapping transforms the optimal output of the model to the a posteriori probability (15) Moreover, we also show in the Appendix that if (12) holds for every , the mapping is one to one. More precisely, in Appendix A, we show that if the model has been trained by optimizing the criterion [it supplies optimal values verifying (11)] and if there exists a mapping that transforms the output of the model to the a posteriori probabilities (15), then this mapping is given by (13).
In Appendix B, we show that if the model has been trained by optimizing the criterion (11) and we transform the model's output by (13), then the result of the mapping is , the a posteriori probability of observing conditional on (15). Finally, in Appendix C, we show that a second-order condition (12) holding for every is equivalent to a strictly monotonic increasing on . In this case, the mapping is one to one, and the conditional criterion has only one global minimum (no local minimum). On the contrary, a nonmonotonic increasing mapping (i.e., the function is stationary or decreasing on some interval ) is associated with multiple local minima of the conditional criterion, for some value of . We should, therefore, restrict the class of reasonable cost functions to those that have a strictly monotonic increasing mapping . It is easy to verify that (13) is a function that maps the interval on . Indeed, by examining (13), from (9) and the fact that (1), we easily find that and , so that for . Moreover, from (9), (10) , and the fact that is continuous, we deduce that and that (the equation has only one solution, , on ; similarly, has only one solution, , so that remains in [0,1]). The transformation is therefore a function that maps the interval on (see Section V for examples of mappings).
A remarkable property of (13) is the fact that the mapping only depends on the cost function and, in particular, does not depend on . Moreover, we can easily show that if the cost function verifies the conditions that lead to the estimation of the a posteriori probability (stated in [3] and reproduced in [9] ), the mapping reduces to . A consequence of these results is that we are free to choose any reasonable cost function in order to train the classification model. If we need the a posteriori probabilities, we compute the mapping (13) in order to obtain an approximation of the Bayesian a posteriori probabilities.
Notice, however, that all our results are essentially asymptotic, and that issues regarding estimation from finite data sets are not addressed.
IV. SOME RESULTS FOR THE MULTIOUTPUT CASE
All the previously derived results concern the binary output case. In this section, we will discuss the multioutput case, for which necessary conditions for obtaining a mapping to the a posteriori probabilities will be derived. However, the obtained results will be far less general than for the binary case.
In the multioutput case, we will consider that, for each training pattern , there is a corresponding desired output vector , where each is associated to one of mutually exclusive classes. That is, will indicate the class label of the observation . Each class label will be represented numerically by an indicator vector : if the observation of the training set is assigned to the class label , then . Correspondingly, the neural network provides a predicted value vector as output (16) with . We will assume that the outputs of the neural network sum to one , as it is often the case for classification models (see, for example, the case of a softmax nonlinearity [1] , or a logistic regression model [2] ). This means that the output vector has only degrees of freedom, and can be represented by . Now, notice, as a particular case, that the mapping (13) can be applied to multioutput classifiers, provided that they are trained with a cost function which is a sum of individual scores, each score depending only on one output.
In full generality, for training the model, we will consider the class of cost functions of the type if and only if if is twice continuously differentiable in terms of all its arguments.
(17)
By following the same steps as in Section II, the conditional criterion can be written as
In the classification case, the conditional criterion reduces to
A necessary set of equations for to be an optimum of the criterion is given by for (20)
Notice that there are only equations since we replaced by . In Appendix D, we show that if there exists a mapping of the outputs of the model to the a posteriori probabilities for (21) this mapping is provided by solving the following system of equations in terms of the :
for (22) where , and . However, we were not able to provide sufficient conditions for the multioutput case. Indeed, several conditions should be checked before being able to state that these transformations exist and map the outputs to the a posteriori probabilities.
• After having minimized the criterion, we cannot be sure that the output values .
• We should check that the system of (22) has indeed a solution.
• For to be a minimum of , the matrix of secondorder derivatives should be definite positive. For the rather general cost function definition that we defined, these conditions are quite difficult to assess, and should be verified on a case-by-case basis, for the cost function being used.
V. SOME EXAMPLES
In this section, we provide examples of mappings to a posteriori probabilities. We consider six different cost functions, plot the corresponding mapping (13), and examine the effect of the mapping on the optimal output.
The six cost functions are
These cost functions are displayed in Fig. 1 and the corresponding mappings provided by (13) and (22) are displayed in Fig. 2 . The first four cost functions (23)- (26) illustrate the binary output case; the two last cost functions (27) and (28) illustrate a three-output problem. In the later case (two Fig. 1 . Graph of the six cost functions. The first four functions illustrate the binary case; the two last ones illustrate the multioutput case (three outputs). last graphs of Fig. 2) , we show the mapping with and . By using the Mathematica software [11] , for each of the first four cost functions (23)-(26), we compute the minimum of the criterion (29) for different values of , ranging from zero to one (Fig. 3, plain line) . These are the optimal outputs of the model corresponding to different class distributions that can be encountered in a binary classification problem.
Then, we transform the output by using the mapping (13) and plot the results in terms of (Fig. 3, dash  line) . We clearly observe that the transformed output is mapped on the a posteriori probability . For the multioutput case with two last cost functions (27) and (28), we plot the output before remapping ( -axis,plain line) and after remapping by [see (22)] ( -axis, dash line), in function of the a posteriori probability ( -axis), for values of (see Fig. 3 ).
VI. CONCLUSION
In this paper, we provide a straightforward proof of an important, but nevertheless little known, result that was published Fig. 2 . Graph of the mapping to the a posteriori probabilities, for the six cost functions, as provided by (13) (binary case) and (22) (multioutput case). Fig. 3 . Graphs of the optimal output obtained after minimization of the criterion before remapping (y-axis, plain line) and after remapping the output (y-axis, dash line), plotted in relation with different a posteriori probabilities (x-axis), for the six different cost functions. The applied mappings are shown in the Fig. 2 . The first four graphs are for binary output models; the last two are for three-output models. we clearly observe that the transformation maps the output of the model on the a posteriori probability of the class.
in 1982 by Lindley [4] in the framework of subjective probability theory. Lindley's result, when reformulated in the machine learning/pattern recognition context, puts new lights on the probabilistic interpretation of the outputs of a trained classifier.
Roughly speaking, it says that, when training a classification model by minimizing a cost function, it is always possible to map the output of the model to the Bayesian a posteriori probabilities of the classes.
However, we must keep in mind that the results obtained in this paper are only valid if the following are true.
• A minimum of the criterion is indeed reached after training.
• The neural network is a "sufficiently powerful model" that is able to approximate the optimal estimator to any degree of accuracy (perfect model matching). Notice also that the results presented here are essentially asymptotic, and that issues regarding estimation from finite data sets are not addressed. Proof of the main results is found in the following Appendixes. Notice that the requirements on the cost function (8)- (10) do not guarantee that the criterion has only one global minimum (no local minimum). Let us consider that is already optimized, and therefore (11) In this appendix, we are interested in the second-order properties of the criterion. For to be a minimum, the second-order condition (12) should be verified in addition to (11) . Let us compute the second-order derivative of . From (7), we have (40) where and . Since we are at an optimum of , we can substitute by (39) in (40). We obtain (41) Now, let us also compute the first derivative of the mapping (13)
Since , from (9), . Therefore, by comparing (41) and (42), we observe that is equivalent to (the numerators are the same and the denominators are positive). This means that a monotonic increasing for every is equivalent to the fact that the conditional criterion is a minimum at every . Let us now examine what happens when the conditional criterion has a local minimum. Suppose that has two minima at and (with ), for the same . In this case, since is differentiable, it must pass through a maximum located between the two minima . For this maximum, we have which is equivalent to , and therefore a decreasing on some interval including . This indicates that a decreasing on some interval is associated to local minima of the conditional criterion.
This shows that conditional criterion (4) having only one global minimum (no local minimum) for every possible is equivalent to a strictly monotonic increasing mapping (13 
