THE RANDOM SIEVE by David Hawkins
Cramer (1) discusses a simple stochastic model for the distribution of primes. Let there be a sequence of independent trials of an event sn with
(1) Pr(Sn) = 1/log n The numbers P1, P2, ... P, , ..., of which P. is the mith value of n for which S occurs, will then with probability one have a limiting density 1/log n, like the primes. A number of other consclusions follow from the strong law of large numbers, for example that with probability one
P -P (2)
lim sup a+1
The model is however quite artificial in that it has the prime number theorem built into it ad hoc and in its assumption of independence. Primes are not independent in a statistical sense. The occurrence of an unusually long run of composite numbers leads one to expect a compensating increase in the number of primes later on.
A more natural stochastic model is that of the random sieve. In the sieve of Eratosthenes we sieve out the multiples of every number which is not a multiple of some earlier sieving number. We define the random sieve as follows: Check the number 2, and then with probability 1/2 strike out each subsequent number. If P2 is the first number not stricken out, check it and strike out each number thereafter with probability 1/P2. P3 is the next number not stricken out, and we use 1/P3 as the probability with which to strike out each subsequent number, etc. The set of all possible sequences of numbers checked (sequences of random sieving numbers) contains the sequence of primes as one of its most probable members. Another typical member is the sequence of "lucky numbers" (2). Sn now stands for the proposition that n is a sieving number, and we have the following recurrence relation: 1/log n Thus the random sieve gives asymptotically the result assumed ad hoc by Cramer. The events S are not, moreover, independent. In fact, it is obvious that (,6) ~~~Pr (T n+l Tn r -) = Pr (Tn)r which shows that the interdependence is negative, in conformity with our comment about the primes. The result does not affect the validity of (2), however, unless it strengthens it. For if in-(6) we put r = c(log2n), it is easy to see that the occurrence of a run of that length without sieving number is asymptotically of probability I/nc. From the convergence of E l/nc for c > l it follows that with probability one the number of runs of such length is finite.
Hence log2P is almost certainly an upper bound, from m some P. on, to the interval P,+1 -Pl. Because of interdependence it is more difficult to prove that this is false for any c > 1. It is not difficult to define and solve various random-sieve problems analogous to those of multiplicative number theory, for example the relative frequencyof pairs of sieving numbers separated by a given interval, the expected number of 'divisors" of any number, etc.
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