We investigate one-way communication scenarios where Bob manipulating on his parts can transfer some sub-system to the environment. We define reduced versions of quantum communication rates and further, prove new upper bounds on one-way quantum secret key, distillable entanglement and quantum channel capacity by means of their reduced versions. It is shown that in some cases they drastically improve their estimation.
adversary in the communication is not able to receive any sensible information from further communication between Alice and Bob. In this section we will elaborate on generation of a one-way secret key from a tripartite quantum state shared by the parties with Eve that means Alice and Bob can use only protocols consisting of local operations and one-way public communication. We propose a new reduced measure of the one-way secret key that simplify in many cases analysis of one-way security of quantum states.
To derive new observations about one-way quantum secret key we utilize in this section fundamental information notions engaging entropy [13] and quantum mutual information [14] which play a vital role in quantum information theory. We state a new result about the upper bound on the Holevo function [15] 
Proof. Basing on subadditivity and concavity of quantum entropy we can easily show that: which completes the proof. 2 One can use [5, 6] a general tripartite pure state ρ ABE to generate a secret key between Alice and Bob. Alice engages a particular strategy to perform a quantum measurement (POVM) described by Q = (Q x ) x∈X which leads to: ρ ABE = x |x x| A ⊗ T r A (ρ ABE (Q x ) ⊗ I BE ). Therefore, starting from many copies of ρ ABE we obtain many copies of cqq-states ρ ABE and we restate the theorem defining one-way secret key K → : Theorem 1. [5] For every state ρ ABE , K → (ρ) = lim n→∞
|S(ρ BB
→ (ρ) = max Q,T |X I(X : B|T ) − I(X : E|T ) where the maximization is over all POVMs Q = (Q x ) x∈X and channels R such that T = R(X) and the information quantities refer to the state: 
where U denotes unitary operations on Bob's system with a possible transfer of subsystems from Bob to Eve, i.e. 
where
.Particularly, for identity operation U = id on Bob's side one obtains:
To prove this theorem one can start showing how the formula behaves for one-copy secret key:
Lemma 2. For every cqq-state ρ ABE there holds:
Proof. Since
then:
To prove the thesis of this lemma it suffices to show that:
due to the fact that in case of application of U without discarding subsystem B ′ one obtains equality. We denote by ρ AB(B ′ E) transition of B ′ -subsystem to the environment. For (5) we can omit maximization that is performed on both side of the inequality representing an application of a chosen 1-LOCC protocol distilling a secret key that invokes:
It is easy to note that application of unitary operations on Bob's side do not change the inequality mainly due to property of unitary invariancy of the von Neumann entropy. To simplify the proof one can decompose this inequality into following two inequalities: (6) or equivalently considering the assumption that the initial state is of cqq-type and 'A' represents classical distribution we can rewrite the first inequality into the form:
and similarly for the second inequality which gives in result a more compact structure:
However, the above was proved in Lemma 1 that completes the proof.
Finally, we will extend this result in the asymptotic regime proving Theorem 2.
Proof. To prove Theorem 2 it suffices to notice that (4) holds under 1-LOCC and an arbitrary chosen U for any ρ n = ρ ⊗n . Moreover, existence of the defect parameter ∆ K→ enables regularization of the reduced one-way secret rate since in the asymptotic regime after application of unitary operations on Bob side one can apply subadditivity of entropy to estimate entropy of the transferred B' part which implies
It is interesting that our results reflect E-nonlockability of the secret key rate [16] which means that the rate cannot be locked with information on Eve's side.
Monogamy of entanglement has been used to prove that for some region quantum depolarizing channel has zero capacity even if does not destroy entanglement [17] which is a particular application of symmetric extendibility of states to evaluation of the quantum channel capacity. The following examples will show application of the concept: Example 1. As an example of application of Theorem 2 we present a state which after discarding a small B' part on Bob's side becomes a symmetric extendible state [18] . This example is especially important since the presented state does not possess [19] any symmetric extendible component in its decomposition for symmetric and non-symmetric parts, thus, one cannot use the method [20] to find an upper bound on K → by means of linear optimization. Let us consider a bipartite quantum state shared between Alice and Bob on the Hilbert space
where A is an arbitrary chosen operator so that ρ AB represents a correct quantum state. This matrix is represented in the computational basis |00 , |01 , |10 , |11 held by Alice and Bob and possess a singlet-like structure. Whenever one party (Alice or Bob) measures the state, the state decoheres and off-diagonal elements vanish which leads to a symmetric extendible state [18] :
from which no entanglement nor secret key can be distilled by means of 1-LOCC [18, [20] [21] [22] . Therefore, applying Theorem 2 one derives K → (Υ AB ) = 0 and
Example 2. Let us consider a graph state [23] |G of a 3n + 1-qubit system associated with a mathematical graph G = {V, E}, composed of a set V of 3n + 1 vertices and a set E of edges {i, j} connecting each vertex i with some other j:
where 3n + 1 qubits are initialized in the product state |G 0 = i∈V |ψ i with |ψ i = |0 i + |1 i . Afterwards, one applies a maximally-entangling control-Z (CZ) gate to all pairs {i, j} of qubits joined by an edge:
Alice takes no more than n qubits from the graph system that will use to establish communication with Bob who uses other n qubits in this graph state, then they will be not able by any means to set secure one-way communication. This results from the fact that the state ρ AB 2n (with n qubits on Alice side and n qubits on Bob's side) is symmetric extendible to a state ρ AB 3n which means that
is a state ρ AB 3n = T r B ′ |G G| resulting from tracing out an arbitrary chosen qubit B' from graph G. However, if Alice takes n qubits and Bob takes n + 1 qubits from the graph system, the resulting state ρ AB 2n+1 is not symmetric extendible anymore. Exemplary, for n = 2 this state has spectral representation:
This state is isomorphic to qubit bipartite state and meets the condition [24, 26] for C 2 ⊗ C 2 Bell-diagonal states to be symmetric extendible:
. One can easily show the isomorphism of ρ AB 2n+1 for any n with a qubit bipartite state structure (10) . Thus, for one-way secret key of the state there holds:
An upper bound on quantum channel capacity. The best known definition of the one-way quantum channel capacity Q → (Λ) [3, 27] 
Proof. One can easily observe that for subadditivity of entropy S(BB ′ ) ≤ S(B) + S(B ′ ) and for the Araki-Lieb inequality |S(AB) − S(B ′ )| ≤ S(ABB ′ ), the left hand side can be bounded as follows:
Motivated by the reduced quantity of secret key rate and above observation we derive further the reduced version of quantum channel capacity and show that it is a good bound on quantum channel capacity:
Definition 4. For a one-way quantum channel Λ BB ′ : B(H BB ′ ) → B(H B B ′ ) the reduced one-way quantum channel capacity is defined as:
where U denotes unitary operations on Bob's system with a possible transfer of subsystems from Bob to Eve after action of 
→ ↓ (Λ ⊗n BB ′ )/n denotes the reduced quantum capacity. Particularly, for identity op-eration U = id on Bob's side one obtains:
To prove this inequality for regularized quantum capacity and its reduced version it is sufficient to derive the below lemma for a single copy case in analogy to the lemma for one-way secret key rate above:
Lemma 4. For any one-way quantum channel Λ BB ′ : B(H BB ′ ) → B(H B B ′ ) there holds:
Proof. The proof of this lemma is straightforward with application of Observation 1 that for a state ρ BB ′ maximizing coherent information on the left hand side of the observation the above formula holds also for a possible transfer of B' to the environment. It is worth recalling that action of unitary operator on a state does not change its entropy and in a result coherent information for any partition of the system. 2 Further, one can complete the proof of the theorem in the asymptotic regime:
Proof. To prove the inequality of Theorem 3 asymptotically it suffices to notice that statements of Lemma 4 hold also for arbitrary chosen state ρ n = ρ ⊗n . Now we can prove that: which completes the proof. Finally, as in the aforementioned proof for key subadditivity of entropy can be applied to verify that in case of the regularized reduced secret key its defect parameter cannot be larger than
Example 3. As an example we will use the aforementioned graph state from Example. 2 and we will search for one-way channel capacity of a channel Λ BB ′ , isomorphic due to Choi-Jamiolkowski isomorphism, with a state ρ ABB ′ 2n+1 = (I ⊗ Λ BB ′ )|Ψ Ψ|. As above, after discarding B ′ 1-qubit system the state would become symmetric extendible that implies Q → (Λ B ) = 0. Therefore, we obtain
The power of the above results appears especially in application of Lemma 3 to any channel reducible to antidegradable channel which Choi-Jamiolkowski representation is symmetric extendible [24] or channels reducible to degradable channels which have known capacity [25] .
Dual picture for one-way distillable entanglement and private information. Our results for oneway secret key and quantum channel capacity lead immediately to similar reduced formula for private information and one-way distillation quantities. The private capacity [7, 28 ] P(Λ) of a quantum channel is equal to regularization of private information: P (1) (Λ) = max X,ρ A x (I(X, B) − I(X, E)) with maximization over classical random variables X and input quantum states ρ A x depending on the value of X. Absorbing T into X variable in Theorem 1. leads to definitions for private information and private capacity [28] , thus, following Lemma 3. we can derive an upper bound on private information and private capacity via their reduced counterparts:
Definition 5. For a one-way quantum channel Λ BB ′ : B(H BB ′ ) → B(H B B ′ ) the reduced private information is defined as:
where P ↓ (Λ BB ′ ) = lim n P (1) ↓ (Λ ⊗n BB ′ )/n denotes the reduced private capacity. Particularly, for identity operation U = id on Bob's side one obtains:
The proof can be conducted in analogy to Theorem 2. and Lemma 3, however, for regularization of reduced private information it is crucial to derive the below lemma for a one-copy case:
Lemma 5. For every one-way quantum channel Λ BB ′ : B(H BB ′ ) → B(H B B ′ ) there holds:
Proof. To prove this lemma it suffices to absorb variable T into X in Theorem 1. for definition of private information and conduct the proof in analogy to the proof of Lemma 2 for a channel Λ BB ′ and a chosen state ρ sent through it. 2 We can now propose a new bound on distillation of entanglement by means of one-way LOCC. This result is based on observation [7, 28] that one-way distillable entanglement D → of a state ρ AB can be represented as regularization of one-copy formula: D 
where 
The proof of this theorem can be conducted in analogy to the previous proofs for bounds on one-way secret key and quantum channel capacity. The left inequality is an immediate implication of the following lemma for the one-copy formula:
Lemma 6. For every bipartite state ρ ABB ′ there holds:
Proof. It suffices to use results of Observation 1. to notice that for a chosen set of instruments T on Alice side for calculation of D It is crucial to notice that the 'defect' parameters ∆ for the reduced quantities are subadditive and hence, can be exploited in case of composite systems and regularization:
Corollary.
For the reduced quantities of {K → , P, Q → , D → } for composite systems there holds:
stands for states and Y = {Q → , P} for channels respectively.
To prove the above corollary it suffices to use subadditivity of entropy for composite systems since Bob can act with a unitary operation before he discard some part of his subsystem. This property of the parameters enables regularization in the asymptotic regime of the reduced quantities for large systems ρ ⊗n . Example 4. Activable multi-qubit bound entangled states. As an example illustrating this bound we consider an activated bound entangled state ρ II [29] which is distillable if the parties (Alice and Bob) form two groups containing between 40% and 60% of all parties of the system in the state ρ II . If Alice or Bob posses less than 40% of the system or system is shared between more than two parties, then the state becomes undistillable. This state for large amount of particles can manifest features characteristic for 'macroscopic entanglement' with no 'microscopic entanglement'. For definition of the state, let us consider the family ρ N of N-qubit states:
where |Ψ It can be easily shown that with the same method it is possible to achieve an upper bound on oneway quantum channel capacity Q → .
Conclusions. In this paper we proposed new reduced versions of quantum quantities: reduced one-way quantum key, distillable entanglement and reduced corresponding capacities. We show that in some cases they may provide bounds on the non-reduced versions simplifying drastically their estimations. It is evident especially in case of states of large systems which is supported by examples. The open problem is whether they can be applied to non-additivity problem of quantum channel capacities and quantum secure key [11, 25] . Further, it is not known if they have analogs in general quantum networks and whether the bounds can be improved by better estimation of defect parameters.
