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Resumen
En la actualidad, los procesos biológicos han tomado importancia debido a su
interés en el desarrollo de nuevas tecnologías para la obtención de productos de alto
valor agregado. La industria de alimentos es el áreas con mayor aplicación donde
las fermentaciones son un tipo de proceso muy empleado llevado a cabo en reac-
tores biológicos que se valen de microorganismos capaces de consumir nutrientes
para obtener productos. En el presente trabajo se determina el modelo matemático
que puede predecir el crecimiento celular en procesos de fermentación aeróbico y
anaeróbico a distintas concentraciones de ácido acético consiguiendo disminuir ex-
perimentación innecesaria, por lo que este modelo, es ajustado para representar diez
experimentos distintos, para ello, se aplica un índice de desempeño en el que se in-
cluye análisis de sensitividad paramétrica, haciendo el ajuste con el método simplex
de Nealder-Mead.
Como una meta de la industria biotecnológica es obtener mejores tasas de pro-
ducción, sin la necesidad de invertir en tanta experimentación o en el alto costo de
sensores; se presenta la aplicación de observadores de software como una herramien-
ta para la estimación de las variables de interés. Se aplica el observador de Kalman
con término no lineal para un proceso de fermentación en el que existe competencia
por alimento (substrato) entre dos microorganismos. Este caso puede surgir en la
obtención de etanol, por lo que es necesario controlar el microorganismo que afecta
al proceso de manera no deseada; por lo que se diseñó una ley de control basada en
el modelo dinámico general del sistema.
En las fermentaciones los reactores biológicos pueden operar de tres modos: con-
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tinuo, semicontinuo y lote; el utilizado en el presente trabajo es el último y el más
empleado de los tres; debido a esto, se muestra un estimador de lazo abierto muy
empleado en la industria, aplicado a uno de los procesos experimentales.
El modelo matemático fue validado mediante datos experimentales, su ajuste es
mostrado en el capítulo 3, se puede apreciar como el modelo determinado puede
representar los diez procesos a pesar de su estructura no lineal que complica la
estimación paramétrica. Los resultados del observador de Kalman y el estimador de
lazo abierto son mostrados mediante simulaciones, estos logran predecir las variables
de interés para posteriormente aplicar un algoritmo de control.
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La industria biotecnológica ha crecido en los últimos 10 años, expandiéndose
debido a los avances en el conocimiento e interpretación de procesos biológicos com-
plejos de manufactura de productos, tales como: alimentos, bebidas, farmacéuticos
y especialmente químicos [28]. Una clave importante en estos procesos es la iden-
tiﬁcación de un microorganismo que genere un producto bioquímico deseado [35],
ya que su buena selección contribuirá a obtener un mayor rendimiento. Siendo ésta
la meta, la biotecnología se ha esmerado por mejorar las tasas de rendimiento que
logren alcanzar los mejores perﬁles de producción, al menor costo y en el menor
tiempo posible [17]. En estos procesos, los reactores biológicos juegan un papel im-
portante, ya que son utilizados en todas las actividades encargadas de la conversión
de compuestos bioquímicos conocidos como fermentaciones.
El mejoramiento del desempeño de los reactores biológicos ha promovido la op-
timización sistemática y cuantitativa en estos procesos de conversión a escalas in-
dustriales [36], como una consecuencia básica se tiene la minimización del número
de experimentos a desarrollar, lo cual es importante debido al gran costo y tiempo
empleados en ellos. A menudo esta acción es interpretada como la determinación de
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un conjunto de condiciones iniciales y perﬁles de control que permitan lograr los más
altos rendimientos (la máxima producción total del producto deseado), además de
ajustarse a las restricciones del sistema. Para la formulación del objetivo de control,
es sumamente importante contar con un modelo preciso del proceso [37] al que se
le puedan aplicar técnicas de estimación u observación de estados, ya que los sen-
sores son muy caros o no existen o son especíﬁcos según el proceso (tipo o tipos
de biomasas, de substratos y de productos). Una vez estimadas las variables de in-
terés, es posible determinar alguna ley de control que aplicada al proceso alcance
los rendimientos deseados.
1.2. Planteamiento del problema
Con el establecimiento de plantas piloto de procesos biológicos automatizadas, se
hace necesario contar con un control que tenga como objetivo el maximizar la obten-
ción de un determinado producto, minimizando costos y tiempo para su logro, con
esto surge la necesidad de desarrollar modelos matemáticos que utilicen la informa-
ción obtenida durante la etapa de experimentación, ayudando así a la optimización
en el desempeño de los biorreactores [39].
Dado un sistema de la forma:
x˙ = f(x, µ(x, β)) (1.1)
donde x ∈ [0,+∞) es el vector de estados con dim(x) = n, f son funciones
del vector de estados y de la tasa de crecimiento especíﬁca µ(x, β), la cual depende
de uno o más estados y de parámetros. Se desea determinar la estructura de dicha
tasa tal que considere los efectos tóxicos de ácidos orgánicos (etanol y ácido acético)
productos del mismo proceso y el efecto de inhibición del crecimiento microbiano o
biomasa (x). Dicha tasa debe ser incluida en el modelo matemático del proceso de
fermentación realizado en el reactor biológico operado en modo lote y debe ser capaz
2
de representar satisfactoriamente el comportamiento del proceso. Para la estimación
de parámetros se propone utilizar el método simplex de Nelder-Mead y un estudio
de sensitividad paramétrica.
Una vez que se cuenta con un modelo adecuado, el siguiente desafío es construir
un estimador de estados. Variables de estado como la biomasa y parámetros como la
tasa de crecimiento especíﬁco no se pueden medir directamente del proceso, esto hace
que sean necesarias mediciones indirectas [16] y [9] de los estados y/o parámetros.
En esta tesis se plantean algunas técnicas de estimación de biomasa y de la tasa
de crecimiento especíﬁca, para ello se utilizó un observador de Kalman con término
no lineal aplicado a un tipo de proceso de fermentación donde existe competencia
microbiana por un mismo alimento (sustrato), las variables a estimar fueron las
biomasas. Otro caso es la aplicación de un estimador de lazo abierto para estimar
el sustrato y la velocidad media de crecimiento sin tener que determinar la tasa
de crecimiento. Este estimador se aplicó al experimento mostrado en la ﬁgura 3.6.
Una vez hecha la estimación se implementó una ley de control basada en el modelo
dinámico general (MDG) con la cual se estabilizaron las biomasas (x1, x2) en los
valores deseados manteniendo vivos a ambos microorganismos. Para ambos casos se
presentan las gráﬁcas que validan el desempeño de ambas técnicas.
1.3. Justiﬁcación
La posibilidad de mejorar el rendimiento en la obtención de productos como el
etanol y ácido acético en procesos de fermentación mediante el modelando de la
tasa de crecimiento especíﬁca asociada al crecimiento celular, así mismo la disponi-
bilidad del modelo y la posibilidad de realizar simulaciones da lugar a una posible
disminución en el número de experimentos requeridos para escalar el proceso, min-
imizando el uso de materia prima (substrato) y tiempo de proceso, generando un
considerable ahorro económico. El modelo matemático, al ser capaz de representar
satisfactoriamente el proceso tipo lote, es la base para extenderlo al tipo semicon-
3
tinuo y continuo que buscan producciones industriales. El nuevo modelo puede ser
usado para la aplicación de técnicas de estimación y control para las cuales deberá
cumplir con las condiciones estructurales requeridas.
1.4. Objetivo General
Optimizar el rendimiento de un proceso de fermentación en la obtención de
productos de gran valor agregado.
1.4.1. Objetivos particulares
Analizar los datos que resulten de la experimentación de procesos de fer-
mentación para la obtención de productos de valor agregado
Proponer una estructura de la tasa de crecimiento para dichos procesos
Estimar los parámetros de la tasa propuesta
Validar el modelo
Aplicar un estimador de estados no lineal para un tipo de proceso de fer-
mentación, en el cual las variables a estimar son las biomasas o crecimiento
celular.
Diseñar una ley de control no lineal para un tipo de proceso de fermentación
que logre mantener vivas las biomasas o microorganimos
1.5. Hipótesis
Con la determinación de una tasa de crecimiento para el modelado de un proceso
operado en modo lote, será posible aplicar un estimador de los estados no disponibles
en la medición, para la aplicación de una ley de control que mejore el rendimiento
celular en un reactor biológico.
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1.6. Estado del arte
Se revisaron trabajos cuyo objetivo fuera aplicar técnicas de observabilidad para
la estimación paramétrica de sistemas biológicos. En [4] se diseñó un observador
bajo suposiciones técnicas (funciones Lipschitz); su principal resultado fue la con-
strucción de un observador exponencial, es una clase de observador de Luenberger
extendido, su desarrollo es muy cercano al observador de alta ganancia con un dis-
eño simple. En [31] se propone una ley de control PID no lineal robusta, la ley de
control linealizante es acoplada con un observador proporcional derivativo de orden
reducido que estima los términos cinéticos desconocidos que se relacionan con la
biorreacción. En [3] se diseñó un observador adaptativo que describe el proceso de
crecimiento microbial utilizando la estructura de la tasa de crecimiento de Monod.
La estabilidad y la convergencia se garantizan mediante la teoría de estabilidad de
Lyapunov, además se adiciona una condición de excitación persistente para lograr
la convergencia paramétrica del observador; la estimación de los estados fue rápida,
no así la estimación paramétrica. En [34] se trabajó con estimadores basados en ob-
servadores, su principal objetivo es mostrar un método sistemático de sintonización
para la estimación paramétrica.
En [20] se estudió el diseño de observadores prácticos con propiedades de ob-
servabilidad reducida, es decir, que a partir de la o las entradas y de las lecturas en
linea del sistema, no se pueden estimar todos los demás estados, entonces el sistema
pierde la característica de inyectividad; este problema fue solucionado empleando
un observador de alta ganancia aproximado basado en eventos. En [19] se diseñó un
observador no lineal de alta ganancia que tuvo un buen desempeño, se suponen per-
turbaciones en la medición de oxígeno (medición en línea) para lo cual construyen
un observador integral de alta ganancia, el cual mostró un mejor desempeño que
el observador de alta ganancia convencional. Estas técnicas fueron aplicadas a un
proceso de tratamiento de aguas residuales, en donde se utilizó un control óptimo
que logró minimizar el tiempo de reacción en el biorreactor reduciendo el tiempo en
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cada ciclo del proceso. En [5] se usó un modelo multi-escala para describir el com-
portamiento dinámico del cultivo retroalimentado aeróbico; se diseñó un control de
lazo cerrado que sigue la trayectoria de producción óptima de etanol, mediante una
función objetivo que maximiza la concentración de producto ﬁnal de la etapa lote,
logrado mediante el uso de un algoritmo de control predictivo. En [6] se resaltan las
ventajas y desventajas de dos aproximaciones empleadas en el diseño de un control
adaptativo de un proceso biológico, que busca neutralizar el efecto tóxico de etanol
o producto en el crecimiento celular, ambos métodos mostraron buenos resultados.
En [15] proponen un control óptimo de lazo cerrado que se divide en dos partes,
en la primera se determina un perﬁl de concentración de substrato óptimo, y en la
segunda se diseña un controlador que sigue dicho perﬁl. Esta ley fue probada en un
proceso de lote alimentado con producción de biomasa, se comparó con otra ley de
lazo abierto óptima resultando mejor la de lazo cerrado.
Con lo mencionado anteriormente, se puede concluir que para poder hablar de
control y/o estimación de estados o parámetros es necesario contar primeramente
con un modelo matemático, que pueda representar lo más ﬁel posible la dinámica de
reacción en un reactor biológico, por este motivo el siguiente capítulo se enfoca par-
ticularmente en conceptos generales para el modelado de procesos de fermentación.
1.7. Organización de la tesis
La organización de este trabajo es la siguiente:
El Capítulo 2 trata la metodología considerada y los conceptos en la determi-
nación del modelo matemático de procesos de fermentación de acuerdo al modo de
operación del reactor biológico, se exponen criterios importantes para el establec-
imiento de la estructura ﬁnal de la tasa de crecimiento, y se se explica el método de
estimación paramétrica mediante el método simplex de Nealder-Mead para modelos
no lineales.
En el Capítulo 3 se caracteriza el modelo matemático de la taza de crecimiento
6
de un proceso de fermentación con formación de productos, para ello son aplicados
los conceptos y el método de estimación mostrados en el Capítulo 2. El modelo es
ajustado para diez fermentaciones distintas, cuatro de ellas en condiciones aeróbicas
y seis anaeróbicas.
En el Capítulo 4 se estudia el observador de Kalman con término lineal, se
muestra su aplicación a un proceso de competencia microbiana empleado en la
biodegradación de contaminantes orgánicos, a este le es aplicado un controlador
que busca mantener ambas poblaciones microbianas vivas. También se aplica un
estimador de lazo abierto a una fermentación realizada en un biorreactor operado
en modo lote.
Por último en el capítulo 5 se dan las conclusiones de este trabajo así como la





Son de nuestro interés los procesos que consisten en la fermentación de un sub-
strato mediante microorganismos tales como levaduras o bacterias, y cuyo objetivo
es la obtención de un producto particular al mínimo costo y bajo las limitaciones
de material, condiciones de pureza especíﬁcas y equipo existente. Los procesos de
fermentación pueden clasiﬁcarse de acuerdo al modo de operación del biorreactor en
de tipo: lote, semicontinuos y continuos [38]. El primer paso para la determinación
de su modelo es aplicar criterios cuantitativos y cualitativos basados en las observa-
ciones obtenidas de la experimentación [40]. Esta clase de sistemas se caracterizan
por la no linealidad de sus expresiones matemáticas con que puede ser descrito el
metabolismo celular, por lo que son clasiﬁcados de acuerdo al nivel de detalle usado
para ello [37]. Su grado de complejidad es determinado por factores tales como: la
cantidad de conocimiento que se tiene de ellos, el requerimiento de datos para su
construcción y validación, requerimientos computacionales y la intención de su uso
[7].
Para poder dar un panorama general del alcance e importancia de un modelo
capaz de representar de manera satisfactoria el comportamiento de un proceso se
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puede mencionar que en [26] se desarrolló un modelo nuevo que describe la pro-
ducción de ácido acético; los parámetros fueron estimados mediante un algoritmo
genético. Este nuevo modelo es capaz de explicar el comportamiento del proceso a
escala industrial. En [32] se presenta un modelo matemático adaptativo para proce-
sos de fermentación basado en ecuaciones de balance de masas y de átomo, además
de ecuaciones que describen el sistema de ácido-base. El modelo es llevado a una
forma o estructura adaptativa mediante la inclusión de ecuaciones de transporte
para la transferencia de masas y de expresiones no estructuradas para las cinéticas
de fermentación, resultando ser una herramienta muy útil en el monitoreo y predic-
ción del proceso de fermentación. En [25] se buscó describir matemáticamente la
fermentación tipo lote de etanol. Once modelos diferentes se consideraron tomando
en cuenta la posibilidad de inhibición por substrato o producto en el crecimiento
celular. En [27] se construyó un modelo no estructurado y no segregado para un
proceso de producción de etanol de pequeña escala en un reactor tipo torre con re-
ciclado celular, fue aplicado para describir los datos experimentales obtenidos en un
proceso de gran escala. El escalamiento no afectó el desempeño en el biorreactor con-
siderando el modelo propuesto. En [30] proponen un modelo no estructurado para el
análisis del comportamiento cinético del crecimiento celular en un cultivo tipo lote.
Un método simplex fue usado para la estimación de los parámetros del modelo. En
[29] estimaron los parámetros de varios modelos matemáticos que buscan describir
el crecimiento celular y el consumo de substrato. Esto fue realizado mediante el uso
del método Gauss-Newton modiﬁcado. Por último en [22] se presenta un estudio
ﬁsiológico, cinético, cuantiﬁcado además del modelo del efecto "killer.en la levadura
Saccharomyces cerevisiae, microorganismo muy empleada en la obtención de etanol.
Después de la revisión de los trabajos anteriores se desea enfatizar en la im-
portancia que tiene el modelado de estos procesos, como una herramienta útil para
determinar o predecir dentro de que rangos o límites pueden o deben operar, este
conocimiento puede hacer la diferencia en el logro de mejores rendimientos en el
menor tiempo, lo cual es el objetivo ﬁnal.
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En este capítulo se muestra las estructuras de modelos los modelos matemáti-
cos comúnmente usados en los procesos de fermentación, los principios y criterios
aplicados para la determinación de su estructura, su estimación paramétrica, el es-
tablecimiento del índice de desempeño y su validación; los conceptos dados en este
capítulo fueron obtenidos de [22], [17], [7], [28], [24] y [18]. Finalmente se dan algunas
conclusiones del capítulo.
2.2. Tipos de modelos
Se ha vuelto muy popular y útil el uso de modelos matemáticos que describan a
los procesos de crecimiento microbial que sirvan como plataforma para la generación
de algoritmos de control y/o estimación, tanto de variables como de parámetros. Es
importante considerar y mantener en mente los objetivos del modelo, para incluir
en su estructura la información necesaria e indispensable que asegure su exitoso
empleo. Se pueden distinguir tres tipos de modelos usados para el control de estos
procesos [17], mencionados a continuación.
Modelos ﬁsiológicos: este tipo de modelos se basan en el conocimiento que se
tiene del proceso de crecimiento microbial, el cual es normalmente deﬁnido sin
la necesidad de emplear expresiones matemáticas.
Modelos estructurados: este tipo de modelos generalmente representan a los
sistemas mediante ecuaciones diferenciales parciales que son matemáticamente
muy complejas, por lo que la experimentación necesaria para su validación a
gran escala es muy difícil y cara. Por esto no han sido usados aún para el
control de biorreactores.
Modelos no estructurados: en estos modelos se considera que el proceso se
basa en el crecimiento celular homogéneo de uno o más microorganismos. Su
representación matemática es relativamente más simple y pueden representar
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la dinámica celular con una buena precisión, por lo que son muy usados para
el diseño de controladores basados en el modelo.
Este último tipo de modelo es el de interés en este trabajo.
2.3. Modelo general de crecimiento microbiano en
un reactor biológico
Como ya se mencionó en la introducción de este capítulo, una herramienta de
gran importancia para el control de los bioprocesos es el poder contar con un mod-
elo que pueda deﬁnir con la mejor precisión posible la dinámica del proceso. A este
respecto se ha encontrado que los modelos más estudiados se han basado principal-
mente en leyes de conservación, como balances de masa y de energía para su deter-
minación. Estos deben contener información por lo menos básica del proceso de con-
versión, tener bien deﬁnidos los estados bioquímicos, identiﬁcando los componentes
a cambiar (concentraciones del proceso) y contar con información de rendimientos
a diferentes condiciones de operación, sugeridas muchas veces por referencias bibli-
ográﬁcas previas relacionadas con el proceso en cuestión. Estos balances pueden ser
extendidos haciendo otras consideraciones físicas como grado de reducción, número
de electrones de intercambio, balances termodinámicos. A continuación se analiza el
uso del balance de masa en un biorreactor.
2.3.1. Balance de masas en un biorreactor
El modelo matemático general de los procesos de fermentación es obtenido me-
diante el balance de materia en un biorreactor, una forma general de este concepto
es la ley de conservación de la masa [19].
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 Flujo másicode acumulación
 =
 Flujo másicode ingreso
−
 Flujo másicode salida

+
 Flujo másicode formación
−
 Flujo másicode consumo
 (2.1)
Su representación matemática es la siguiente:
d(V Ci)
dt
= F1C1i − F2C2i + V rfi − V rci (2.2)
V = volumen de cultivo
F1, F2 = ﬂujo de entrada y de salida
C1i, C2i = concentración de entrada y salida del componente i
rfi, rci = velocidad de formación y de consumo del componente i
La concentración de salida se puede considerar idéntica a la que entra en el reactor
biológico si el cultivo está bien mezclado, también el volumen variará según sean el
ﬂujo de entrada y de salida. Ahora bien, dependiendo de como sean F1 y F2 surgen
los tres modos de operación de los biorreactores que son: en lote, semicontinuos y
continuos. Se analiza primero el modo continuo.
Modo continuo: En este caso ambos ﬂujos son iguales (F1 = F2), el volumen V es




= F (C1i − C2i) + V (rfi − rci) (2.3)
Se hace el análisis para cada componente,
1. Biomasa





= F (xin − x) + V (rfx − 0) (2.4)







como F/V es igual a la tasa de dilución, se sustituye por D y rfx es µ(t)x
donde µ(t) es la función de la tasa de crecimiento especíﬁca que puede estar
en función de una o más variables y parámetros (se hablará con más detalle en




= −Dx+ µx (2.6)
2. Substrato (a partir de la ecuación (2.3))
concentración de substrato al inicio considerado como una constante en
la entrada
existe salida





= F (sin − s)− V rcs (2.7)
dividiendo entre V , sustituyendo F/V por D y rcs es µx/Yx/s donde Yx/s es





+D(sin − s) (2.8)
3. Producto
no se introduce producto en el proceso ni hay consumo,
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hay salida y formación.




= −FC2p + V rfp (2.9)
dividiendo la expresión entre V e igualando la velocidad de formación de pro-
ducto a αµx donde α es el coeﬁciente de rendimiento o conversión de biomasa




Algunos modelos incluyen el balance de oxígeno cuando el tipo de fermentación
estudiada es aeróbica y la participación de esta variable es importante. La velocidad
de transferencia del oxígeno o rO2, desde la fase gaseosa (burbujeante) hasta la fase
líquida está dada por la siguiente ecuación [21]:
rO2 = KLa(C
∗





KLa es el coeﬁciente de transferencia volumétrico de oxígeno en h−1 (1/horas).
CL es la concentración de oxígeno disuelto en el líquido en g/l (gramos/litro).
C∗L es la constante de saturación de oxígeno en g/l (gramos/litro).
C∗L es la concentración de oxígeno disuelto que estaría en equilibrio con la presión
parcial de oxígeno de la fase gaseosa. El KLa depende del diseño del biorreactor, de
las condiciones de operación (caudal de aire, agitación) y de la viscosidad del cultivo.
A mayor viscosidad menor KLa. Este parámetro es una medida de la capacidad que
posee un biorreactor para suministrar O2.






donde Yx/o es el coeﬁciente de rendimiento o de conversión de oxígeno a biomasa,
sustituyendo la ecuación (2.12) en (2.11) y despejando la velocidad de concentración









Este balance puede ser más complejo debido al tipo de cultivo, en los casos aquí
presentados el cultivo es tipo continuo por lo que el balance está dado por [21]: Tasa deO2 disuelto
 =
 O2 disueltode entrada
−
 O2 disueltode salida
−
 Respiraciónendógena
+ Transferencia desaturación de O2
−
 Pérdida de O2 disueltopor crecimiento de biomasa

−






















+ F (Cin − CL) +KLa(C∗L − CL) (2.14)
donde Cin es la concentración de oxígeno disuelto de entrada. En este caso se consid-
era la respiración endógena (r) despreciable [19] y sustituyendo la tasa de dilución
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x+D(Cin − CL) +KLa(C∗L − CL) (2.15)
2.3.2. Estructura del modelo de un proceso continuo
Considerando los principios de balance de masas anteriores, la estructura del




















x+D(Cin − CL) +KLa(C∗L − CL) (2.16)
La mayoría de los modelos no estructurados se basan en los criterios aquí pre-
sentados, las diferencias en su establecimiento fueron debido a las consideraciones
que se hicieron como son:
el tipo de tasa de crecimiento microbial
las variables de interés
los valores que podrían ser despreciados
las técnicas aplicadas para el logro de sus objetivos
y los sensores con que cuentan.
2.3.3. Estructura del modelo de un proceso semicontinuo
Estos procesos también conocidos como lote alimentado pueden modelarse a
partir de los mismos principios dados en el análisis de la Sección 2.3.1, la diferencia
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es que se llevan a cabo sin que haya salida de medio de cultivo (es decir biomasa,
substrato y producto), la variación del volumen en el biorreactor no es cero sino una
constante, y el proceso se termina cuando el medio ha alcanzado un cierto volumen
en el biorreactor. Bajo estos últimos aspectos se muestra el modelo general para






















2.3.4. Estructura del modelo de un proceso en lote
Este tipo de operación no admite entradas, por lo que no es posible proponer una
ley de control de lazo cerrado, sin embargo, estos cultivos son muy importantes, ya
que a partir de ellos se determinan los parámetros de importancia y se deﬁne bajo
qué criterios es viable extender el modelo a los tipos continuos y/o semicontinuos,
así como su escalamiento a niveles de producción industriales. De manera sencilla la











2.3.5. Tipos de tasa de crecimiento especíﬁca µ
En [22] se hace referencia al estudio de procesos que presentan un efecto de in-
hibición o "killer". En este trabajo se muestran varias tasas de crecimiento y los
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criterios que se consideran para su establecimiento cuando este efecto se presen-
ta. Esta condición es la que más inﬂuye en un proceso de fermentación y puede
estar en función de una o varias variables y/o parámetros. Debido a esto, es impor-
tante determinar la expresión matemática que al ser sustituida en el modelo general
pueda representar satisfactoriamente el crecimiento microbiano en un biorreactor,
la obtención de producto y el consumo de substrato. La precisión del modelo de-
pende fuertemente de la estructura de esta función que describa adecuadamente el
crecimiento celular en un rango de condiciones del medio.
Analizando la tasa de crecimiento µ, se pueden observar seis fases que describen
su comportamiento en un cultivo tipo lote (las siguientes deﬁniciones fueron tomadas
de [22]):
Fase de latencia: Esta fase se sitúa inmediatamente después de la inoculación
(preadaptación en matraz) del microorganismo o cepa en el medio. Durante es-
ta primera etapa, el microorganismo se adapta a su nuevo medio, se reorganiza
y sintetiza nuevas enzimas.
Este tiempo de adaptación puede variar en función del estado ﬁsiológico del
microorganismo y de factores físico-químicos tales como la temperatura, el
pH, el oxígeno. De igual manera los nutrientes y los substratos presentes en
el medio pueden inducir la represión de actividades metabólicas. Es posible
reducir y aún de suprimir la fase de latencia por la inoculación de una población
"preadaptada"habiendo sido objeto de un precultivo en las mismas condiciones
de crecimiento.
Fase de aceleración: La fase de aceleración comienza desde la adaptación
efectiva de las células a sus nuevas condiciones de cultivo. Durante este periodo,
el valor de µ aumenta hasta alcanzar su valor máximo (µma´x).
Fase de crecimiento exponencial: Esta fase se caracteriza por una mul-
tiplicación exponencial de la población microbiana. Las células se encuentran
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entonces en un estado ﬁsiológico óptimo y la tasa de crecimiento µ se mantiene




Fase de desaceleración: Durante la fase de desaceleración, el valor de µ
disminuye hasta hacerse nulo. Esta reducción de la velocidad de crecimiento
puede deberse a un agotamiento de ciertos elementos nutritivos del medio o
provocada por la acumulación en el curso del cultivo de productos metabólicos
tóxicos para el microorganismo.
Fase estacionaria: Durante toda la duración de la fase estacionaria, la con-
centración de biomasa permanece constante (x = cte). La velocidad especíﬁca
de crecimiento es por lo tanto nula (µ = 0). Este estado global del cultivo
puede ser explicado por una interrupción de la duplicación celular o por un













Fase de decadencia: La decadencia corresponde a una disminución de la
población microbiana, se trata de la última etapa del proceso. Esta pérdida de
biomasa es causada por una carencia energética (agotamiento de las reservas)




El objetivo de un modelo matemático consiste en describir cuantitativamente el
comportamiento representado por los valores obtenidos mediante experimentación
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y que están en función de las concentraciones de interés (biomasa, substrato, pro-
ducto) y parámetros (tasas de rendimiento, parámetro de inhibición). La inﬂuencia
de algunas variables se puede despreciar frente al efecto de otras, esta simpliﬁcación
permite establecer modelos matemáticos generalizados en función de un número
limitado de variables. En las Tablas de 2.1 a 2.5 se muestran distintas tasas de
crecimiento recopiladas de [22].
2.3.6. Tipos de producto obtenidos en un reactor biológico
Las dinámicas de formación de productos microbianos pueden ser de tres tipos,
Asociado al crecimiento: el producto es formado simultáneamente al crec-
imiento de biomasa. En este caso, la velocidad especíﬁca de formación de





= νp = αµ(X, β) (2.66)
Como ejemplo está la producción de ácido glutámico.
No asociada al crecimiento: la secreción del producto se efectúa durante
la fase estacionaria, mientras la velocidad de crecimiento es nula. En este caso





= νp = β (2.67)
Como ejemplo clásico se tiene la producción de antibióticos.
Parcialmente asociada al crecimiento: la producción tiene lugar durante
la fase de crecimiento y durante la fase estacionaria. Entonces, la velocidad
especíﬁca de producción puede ser expresada según el formalismo matemático





= νp = αµ+ β (2.68)
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Un ejemplo es la fermentación láctica y la producción de goma de xanthane.
A continuación se explica un método de modelado de procesos de fermentación.
2.4. Consideraciones para selección y ajuste del mod-
elo
Cuando se tiene la necesidad de determinar un modelo matemático a partir de
una serie de experimentos, es importante manejar apropiadamente los datos para el
establecimiento correcto de las hipótesis a considerar. Una sugerencia del manejo de
los resultados experimentales se da a continuación:
Análisis de datos: una parte muy importante en el modelado de procesos
de fermentación es primeramente contar con una banco de datos conﬁables
del experimento en cuestión. Primeramente se deben ordenar para analizarlos
en detalle, ésto se hace en conjunto con alguien especializado en el área de
fermentaciones que ayude con la interpretación de los datos. Los datos son
obtenidos mediante la toma de muestras cada determinado tiempo del medio
de cultivo en el reactor biológico, estos tiempos pueden variar según sea el
tipo de biomasa, substrato o producto a manejar. Estos datos están dados en
cantidades celulares por lo que deben ser procesados para pasarlos en gramos
por litro que son las unidades con las que se trabaja comúnmente.
Preparación de la información: una vez que los datos han sido analizados se pro-
cede a su graﬁcación, se deben ajustar a curvas suaves mediante herramientas
de software, como ajuste a un polinomio. A partir de estas curvas ya suavizadas
se obtienen las velocidades especíﬁca y de estas se procede a obtener los val-
ores de algunos parámetros mediante ecuaciones [ver apéndice B]. Los valores
calculados son usados en las simulaciones.
Establecimiento de hipótesis: una vez obtenidos los valores paramétricos de
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manera teórica y de haber analizado la información experimental se procede
al establecimiento de hipótesis. Los criterios a considerar son:
• Tipo de crecimiento celular
• Tipo de formación de producto
• Tipo de funcionamiento del reactor biológico
Son de gran importancia en la determinación del modelo.
2.5. Estimación paramétrica
Para lograr una buena estimación paramétrica es necesario proponer una estruc-
tura de la tasa de crecimiento, que con los datos teóricos pueda en una primera
aproximación, representar mediante simulación los datos experimentales, de tal for-
ma que con un ajuste paramétrico sea posible determinar un modelo exacto que
represente satisfactoriamente las dinámicas de biomasa, substrato y producto del
sistema. Para ello es necesario contar también con un modelo de salida, que junto
con los datos experimentales se puedan someter a un método de ajuste paramétrico.
A continuación se muestra el proceso para realizar la estimación paramétrica que se
aplicará en el capítulo tres.
2.5.1. Modelo de salida
Además del modelo del sistema es necesario determinar una función o un modelo
de salida que pueda relacionar o representar el conjunto de datos resultantes de la
experimentación. No existe una guía o método universal para su diseño, en [24] se
sugiere graﬁcar los datos y si una línea recta no se ajustan a estos, se busca su
aproximación a una curva suave; la forma de la curva y la correcta interpretación de
los datos podrían sugerir la estructura del modelo de salida. Un serio problema surge
si existen errores de medición adheridos a las variables de salida, ya que al ajustar
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el modelo estos errores no están incluidos. Algunas veces es considerado este error
constante [30] y en otros casos se hace ajustar el modelo de salida a un polinomio,
tomando como error de medición a la diferencia entre datos y el polinomio [29]. El
modelo de salida que se emplea en la Sección 3.6 está formado por los estados del
sistema, que para el caso de los procesos biológicos aquí referidos son:
y1 = x
y2 = s
y3 = p (2.69)
donde y1, y2 y y3 son las mediciones de las concentraciones de biomasa, substrato
y producto, respectivamente. Si las condiciones iniciales de estas variables no se
conocen con precisión, también se puede incluir su ajuste si el valor inicial tomado
en el desarrollo del método no está muy alejado del real.
2.5.2. Linealización del modelo de salida
Una vez que se cuenta con la estructura del modelo del sistema, el modelo de
salida y el conjunto de datos experimentales, se puede proceder al ajuste paramétri-
co.
Sea el modelo del sistema y el modelo de salida dado por:
dX
dt
= f(X, β, t), . . . x(0) = η (2.70)
y = g(X(t), β, t) (2.71)
Donde X son los estados, η son las condiciones iniciales y β los parámetros. Se
asume que no hay errores en las mediciones del modelo de salida.
Se calculan las soluciones de (2.70) quedando en función de condiciones iniciales
y parámetros representadas simbólicamente por:
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X(t) = F (X(t), β, t) (2.72)
La técnica de nuestro interés consiste en linealizar el modelo de salida para hacer
uso de técnicas lineales. El mínimo deseado de la suma de los cuadrados de los errores
se encuentra de manera iterativa, se requiere de valores iniciales de los parámetros y
de manera cíclica se obtienen nuevos estimados hasta que el criterio de convergencia
es alcanzado. Un problema en este método es que al ser un modelo no lineal, pueden
existir más de un mínimo, por lo que si los valores iniciales de los parámetros están
muy lejos de los valores que minimicen la función objetivo, puede terminar en otro
mínimo diferente al deseado. Linealizando el modelo de salida y(t) y considerando
la solución del modelo se obtiene la siguiente expresión [29]:
























los puntos (η, β) considerados como condiciones iniciales, ∆η es el incremento entre
condiciones iniciales η y las ajustadas, ∆β es el incremento entre los parámetros ini-
ciales β y los ajustados, y F0 son las soluciones del sistema quedando las expresiones
en función de condiciones iniciales y parámetros,
X(t) = F0(t, β, η) (2.74)
considerando la propiedad que nos dan las funciones de sensitividad de estimar el
primer orden del efecto de la variación paramétrica en las soluciones (véase [18]) se










Introduciendo las matrices en (2.73) la expresión puede ser simpliﬁcada de la sigu-
iente manera:

















Por último, la expresión (2.77) se sustituye en una función objetivo o índice de
desempeño, que se verá a continuación y se procederá a la estimación.
Índice de desempeño
La estimación de parámetros del modelo se basa en la minimización de una ex-
presión llamada índice de desempeño. Existen diversas técnicas para este propósito,
el método aplicado en el caso que se expondrá en el siguiente capítulo es el método




W [Yi − gi(Xi, β, t)]2 (2.79)
donde n es el número de muestras, W es una matriz de pesos que puede ser la iden-
tidad, Yi son las mediciones, y gi(Xi, β, t) es la expresión (2.77). Una vez establecida
esta función, el problema de estimación no lineal es un problema de optimización en
el espacio de parámetros, donde Y ′s y X ′s son valores numéricos y β′s las variables.
Este método simplex es empleado por la facilidad que presenta una herramienta
en Matlab para su aplicación. El método requiere que la función a minimizar (2.79)




En este capítulo se estudió la metodología a emplear mostrando la importancia de
los modelos no estructurados que describen a los procesos biológicos, especíﬁcamente
a las fermentaciones. Se aplicó el principio de concervación de masa en la obtención
del modelo general considerando el modo de operación del bioreactor, ya que de
ello depende la selección de ecuaciones a emplear para el modelado. Se mencionaron
los tipos de tasas y las características importantes a considerar para su selección.
También se habló de los tipos de productos que pueden existir según su inﬂuencia en
el crecimiento de biomasa. Se describió la importancia del establecimiento de la es-
tructura del modelo del sistema, del modelo de salida y de la estimación paramétrica
para poder lograr que el modelo propuesto pueda representar satisfactoriamente los
datos experimentales; para ésto fue necesario mostrar herramientas de optimización
como lo es el índice de desempeño empleando el método simplex de Nealder-Mead.










KS − S (2.23)








































































































































Cuadro 2.1: Modelos matemáticos del crecimiento expresados en función de una sola

























1 + P 2
(2.41)













KS + S + SPKP
(2.43)
Ishizaki y col. (1989)
µ = µm
S





















































Cuadro 2.2: Modelos matemáticos del crecimiento expresados en función de las con-

















Han y Levenspiel (1988)
Cuadro 2.3: Modelos matemáticos del crecimiento expresados en función de las con-












Tayeb y col. (1984)
µ = µm exp (−aP + b) (2.55)








µ = µm −K(P −KI) (2.57)
Holzberg y col.
Cuadro 2.4: Modelos matemáticos del crecimiento microbiano expresados en función
de la concentración de producto
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µ = µm[1− Ax] (2.58)
Logística
µ = µm[1− (Ax)α] (2.59)
Muchandani y col. (1988)
X = a0+a1(t−ti)+a2(t−ti)2+· · ·+an(t−ti)n
(2.60)
Spline
x = a exp [−(b− ct)] (2.61)
Gomperz
















Y = a {1− exp [−b exp (c ln t)]}
(2.65)
Weibull




Ajuste del modelo en procesos de
fermentación
3.1. Introducción
En el capítulo anterior se desarrolló la metodología que sirve de base para el
modelado de procesos de fermentación; a tales procesos se les dedica este capítulo.
Este capítulo inicia con la importancia de los productos en la industria biotecnológica
y la caracterización de la estructura de la taza de crecimiento microbiana obtenida
mediante la metodología mostrada en el capítulo anterior. Dicha caracterización debe
ser capaz de representar los datos obtenidos mediante experimentación, es decir un
modelo matemático validado.
3.2. Importancia de productos en la industria biotec-
nológica
De un estudio realizado en [42], se menciona que la producción anual de bagazo de
caña de azucar es de 200 millones de toneladas mundiales, y sólo el 16% está indus-
trializado; actualmente se desea integrarlo a los productos biotecnológicos, la salud
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y la alimentación entre otros. El territorio mexicano producen más de 14, 071, 000
toneladas de bagazo anuales que es frecuentemente utilizado como combustible en
los molinos del centro azucarero o como fertilizante.
Desde ﬁnales del siglo la industria azucarera ha estado sufriendo serios problemas
al verse afectada por la importación de fructuosa (un edulcorante derivado del maíz
que sustituye al azúcar en procesos como la elaboración de refrescos). Esto trajo la
quiebra de 27 ingenios de 60 existentes en el país. Siendo esta situación preocupante,
como una propuesta para su solución, investigadores de la Unidad y Desarrollo de
Alimentos (UNIDA) del Instituto Tecnológico de Veracruz y de la Universidad Ver-
acruzana, propusieron la utilización del bagazo de caña de azúcar para la obtención
de otros productos alternos obtenidos a través de la fermentación alcohólica como
son: etanol, ácido acético y xilitol.
Un mercado biotecnológico creciente es la producción a gran escala de etanol
como combustible líquido renovable, siendo su producción en 1998 de 31.2 billones
de litros; en Brasil está siendo empleado en lugar de la gasolina. El ácido acético
es un producto que es importado por México. El xilitol es un alcohol dulce natural
de alto valor sobre agregado con un costo en el mercado de $6 USD por libra,
tiene características importantes como su poder edulcorante similar a la sacarosa, se
utiliza como sustituto del azúcar principalmente en dulces que no producen caries,
en preparaciones de higiene oral (dentífricos y enjuague bucal), y en comidas para
diabéticos debido a su metabolismo altamente independiente de la insulina, también
se utiliza en preparaciones farmacéuticas (tabletas, pastillas para la garganta, jarabe
para la tos, tabletas multivitamínicas) y como sustituto de glucosa en soluciones para
nutrición parenteral.
Un objetivo obvio e importante es el poder llevar a estos procesos a niveles
industriales, para lo cual se vuelve necesario y fundamental contar con un modelo
matemático que pueda representar con gran ﬁdelidad el proceso. Dicho modelo debe
ser determinado a partir del comportamiento dinámico del proceso con el biorreactor,
operando en modo lote para posteriormente extenderlo a operaciones semicontinua
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y continua. La razón que ha inﬂuido para el estudio de este tipo de procesos es
que aún la comunidad cientíﬁca de biotecnología no ha quedado satisfecha con los
resultados de rendimiento hasta el momento logrados, por lo que se considera un
área con mucho por hacer.
3.3. Descripción del proceso
Numerosos estudios han sido realizados [21] y [28] para explicar el papel que jue-
ga el etanol y la forma de los posibles efectos de los ácidos orgánicos (ácido acético,
ácido octanóico, etc.) así como el efecto entre ellos. No todos los microorganismos
presentan la misma sensitividad a ácidos orgánicos (etanol, ácido acético). La uti-
lización de glucosa como substrato por la levadura o microorganismo Brettanomyces
bruxellensis a diferentes concentraciones de ácido acético bajo condiciones aeróbicas
y anaeróbicas son causa de investigación. La presencia de dicho ácido provoca dis-
turbios en el crecimiento y en la actividad fermentativa del microorganismo cuando
sus concentraciones exceden los 2gl−1. Se desea determinar la tasa de crecimien-
to especíﬁca que considere este efecto tóxico, la cual, al ser incluida en el modelo
matemático general del proceso de fermentación tipo lote, pueda representar dicho
comportamiento satisfactoriamente. La Figura 3.1 muestra el proceso físico estudi-
ado a continuación.
3.4. Modelado de un proceso de fermentación con
dos productos
Los procesos de fermentación además de considerar el modo de operación del
biorreactor, si es un proceso aeróbico o anaeróbico, debe también considerar si cuenta
con una o más biomasas, substratos o productos. En esta sección se modela un
proceso de fermentación en el que se obtienen dos productos etanol y ácido acético.
Análisis y arreglo de datos
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Figura 3.1: Reactor biológico operado en modo lote
Se realizaron varios experimentos en un biorreactor operado en lote bajo condi-
ciones aeróbicas y anaeróbicas, se observó el crecimiento celular así como la ob-
tención de dos productos, etanol y ácido acético. Los datos fueron ajustados a un
polinomio de manera que se tuvieran curvas suaves para compararlas con el modelo
propuesto. Para ello se diseño un programa en Matlab que además de suavizar las
curvas calcula las velocidades especíﬁcas y algunos parámetros. Una vez que se tuvo
esta información se realizaron gráﬁcas de los datos para analizarlos y así proceder
al establecimiento de hipótesis.
3.5. Establecimiento de suposiciones
El modelo se construye de acuerdo a las siguientes hipótesis establecidas según
las observaciones experimentales:
Los experimentos se puede dividir en dos casos
1. Cuando el medio de cultivo es alimentado de oxígeno durante el proceso
Todo el sustrato es consumido
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El sustrato no es totalmente consumido
2. Cuando existe una condición anaeróbica no estricta (el único oxígeno presente
es el que fue disuelto en el medio inicial)
Un fenómeno de inhibición debido a la combinación de biomasa y sub-
strato estuvo presente durante toda la fermentación
















La tasa de crecimiento µ que se propone es a partir de la establecida por Ishizaki






De acuerdo a las suposiciones y a los datos, se observa inhibición debido al








donde x es concentración de biomasa, s es concentración de sustrato, p1 producto
uno o etanol, p2 producto dos o ácido acético, µmax tasa de crecimiento máxima, Yx/s
constante de rendimiento de biomasa a sustrato, Ks es la constante de saturación
de sustrato, Ki el recíproco de la constante de inhibición, α1,2 relación entre la µ y
etanol o ácido acético, q exponente en K1 y x.
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Para el caso anaeróbico las ecuaciones fueron las mismas, pero con sólo un pro-
ducto que fue etanol. Los datos experimentales se ajustaron a un polinomio para
suavizar las curvas, el parámetro µmax se obtiene mediante la ecuación de velocidad







3.6. Modelo de salida
Se consideran los datos experimentales para proponer el modelo de salida, se
determinan las concentraciones de biomasa, substrato y productos a distintas ho-
ras, éstas son tomadas como las soluciones de las ecuaciones de balance durante la
fermentación, por tanto, son los valores a los que se debe ajustar el modelo.







donde y son datos observados, X estados o variables del sistema, β parámetros a
estimar y t el tiempo en que se tomaron las mediciones. En el caso de este proceso,
los estados son biomasa, substrato, producto uno y producto dos.
3.7. Estimación paramétrica
En el modelo (3.1) y la tasa propuesta (4.49) existen varios parámetros, lo que
complica ajustarlos todos, por ello los parámetros q y α2 son obtenidos mediante
una herramienta gráﬁca de prueba y error mediante la solución de las ecuaciones
ordinarias del sistema biológicoen Matlab. Para el caso aeróbico las variables x y















Para el caso anaeróbico los parámetros obtenidos gráﬁcamente son q y α1, las












Con el sistema en función de variables y parámetros se procede a la obtención
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donde XT =[x, s, p1, p2], F (X, β ,η) son las soluciones numéricas del sistema a cada
instante de tiempo, β son los parámetros a estimar y η las condiciones iniciales. La
expresión ﬁnal de acuerdo con (2.73) es,
Ymod = g(X, β, t) = g0 + Λη +M∆β (3.8)
En la sección siguiente se habla del ajuste de parámetros mediante un índice de
desempeño.
37
3.8. Índice de desempeño
Los valores ﬁnales de los parámetros β = [Yx/s α1 Ks Ki] se encuentran mediante
la minimización del índice de desempeño como se muestra en [29] y [30], se linealiza
el modelo con respecto a los parámetros para ambos casos (aeróbico y anaeróbi-
co), se resuelve el modelo numéricamente; las condiciones iniciales son los valores
experimentales en tiempo cero (para la condición aeróbica X0, S0, P10, P20 y para
la condición anaeróbica X0, S0, P10); los valores se muestran en la Tabla 3.1 y 3.2,
respectivamente. El análisis de sensitividad se incluye en la obtención de soluciones




(Ydata,l − Ym,l)T (Ydata,l − Ym,l) (3.9)
en donde
Ydata,l son los valores experimentales obtenidos de cada variable a cada instante l
Ym,l son los valores numéricos obtenidos de la solución del modelo en cada instante
l
La estimación se lleva a cabo mediante el método simplex de Nelder-Mead, se
calculan los intervalos de conﬁanza de los parámetros Yx/s, α1, Ks y Ki mediante
métodos estadísticos [24] y [29]. Los límites de conﬁdencia individuales para cada














nl − λ (3.11)




Donde t(f, 1− αt/2) es el valor de la distribución-t para f grados de libertad y
para (1 − αt/2) probabilidades,
√
Rvii son las raíces cuadradas de los elementos de
la diagonal principal de la matriz de covarianza R [24] y W es la matriz de pesos
que en este caso es la identidad. Los valores se usan en la simulación del modelo
propuesto y son comparados con los datos, las cinéticas están muy bien descritas
como se muestra en las Figuras de 3.2 a la 3.10. Las Tablas 3.3 y 3.4 muestran los
valores ﬁnales de los parámetros y los intervalos de conﬁanza para ambas condiciones
(aeróbica y anaeróbica respectivamente).
Los valores de los parámetros µmax, q y α2 en condiciones aeróbicas se muestran
en la Tabla 3.5, y los de µmax y q para condiciones anaeróbicas se muestran en la
Tabla 3.6.
3.8.1. Validación del modelo
Se realizó el ajuste paramétrico para cuatro fermentaciones aeróbicas y para seis
fermentaciones anaeróbicas en un biorreactor operado en modo lote. Sus valores
ﬁnales se usaron en la simulación del modelo propuesto y se compararon con los
datos experimentales, las cinéticas fueron ajustadas como se muestra en las Figuras
de 3.2 a la 3.10.
3.9. Resultados
A continuación se muestran las ﬁguras donde se aprecia cómo el modelo prop-
uesto con la estimación paramétrica hecha puede representar satisfactoriamente los
datos experimentales.
3.10. Conclusiones
En este capítulo se destacó la importancia de tecnologías nuevas que permiten
solucionar problemas económicos importantes. Se expusieron diversas considera-
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Condiciones iniciales en gl−1
Variable (gl−1 ) 1 2 3 4
xo 0.01 0.019 0.01 0.01
so 48 51.93 46 48
p10 0.01 0.03 0.01 0.01
p20 1.22 2.23 3.5 3.95
Cuadro 3.1: Condiciones iniciales a diferentes concentraciones de ácido acético en
condiciones aeróbicas
Condiciones iniciales en gl−l
Variable (gl−1) 1 2 3 4 5 6
xo 0.04 0.019 0.03 0.05 0.04 0.05
so 50 47.2 48.8 49.2 50.2 49.6
p10 0.06 0.03 0.001 0.052 0.01 0.06
Cuadro 3.2: Condiciones iniciales a diferentes concentraciones de ácido acético en
condiciones anaeróbicas
Concentraciones de ácido acético gl−1
Variable 1 2 3 4
Yx/s(gl
−1) 0.13 ±0.012 0.097 ±0.008 0.082 ±0.01 0.092 ±0.017
Ks 21.51 ±5.60 10 ±3.75 9.36±2.19 10 ±3.2
α1 2.21 ±0.19 3.6 ±0.34 5.81 ±0.75 3.97 ±0.79
Ki(gl
−1) 2.58 ±0.25 1.17 ±0.18 2.21 ±0.27 1.84 ±0.33
Cuadro 3.3: Intervalos de conﬁanza a diferentes concentraciones de ácido acético en
condiciones aeróbicas
Concentración de ácido acético gl−l
Variable 1 2 3 4
Yx/s 0.094 ±0.008 0.095 ±0.006 0.095 ±0.014 0.074 ±0.013
Ks(gl
−1) 5.04 ±8.53 12.68 ±2.56 10 ±10.38 20 ±7.06
α1 5.27 ±0.45 5.52 ±0.35 4.34 ±0.67 6.66 ±1.19
Ki(gl
−1) 7.03±0.63 2.41 ±0.16 9.91 ±1.52 3.35 ±0.56
Cuadro 3.4: Intervalos de conﬁanza a diferentes concentraciones de ácido acético en
condiciones anaeróbicas
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Concentraciones de ácido acético gl−1
Parámetro 1 2 3 4
µmax(h
−1) 0.2624 0.0959 0.052 0.0537
α2 0.55 0.55 0.65 0.3
q 1 1 2 4
Cuadro 3.5: Valores paramétricos obtenidos graﬁcamente a diferentes concentra-
ciones de ácido acético en condiciones aeróbicas
Concentración de ácido acético gl−l
Parámetro 1 2 3 4 5 6
µmax(h
−1) 0.2816 0.1171 0.2079 0.1258 0.0536 0.0397
q 1 1 1 2 3 3
Cuadro 3.6: Valores paramétricos obtenidos graﬁcamente a diferentes concentra-
ciones de ácido acético en condiciones anaeróbicas























Figura 3.2: Cinética en condiciones aeróbicas con concentración de ácido acético
de 1 g−1 con concentración de biomasa (cuadrado), sustrato (diamante), etanol
(triángulo), ácido acético (círculo)
ciones importantes para el establecimiento del modelos que representen apropiada-
mente las dinámicas del proceso de fermentación, los casos expuestos fueron en
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Figura 3.3: Cinética en condiciones aeróbicas con concentración de ácido acético
de 3 g−1 con concentración de biomasa (cuadrado), sustrato (diamante), etanol
(triángulo), ácido acético (círculo)























Figura 3.4: Cinética en condiciones aeróbicas con concentración de ácido acético
de 4 g−1 con concentración de biomasa (cuadrado), sustrato (diamante), etanol
(triángulo), ácido acético (círculo)
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Figura 3.5: Cinética en condiciones anaeróbicas con concentración de ácido acético
de 1 g−1 con concentración de biomasa (cuadrado), sustrato (diamante), etanol
(triángulo), ácido acético (círculo)























Figura 3.6: Cinética en condiciones anaeróbicas con concentración de ácido acético
de 2 g−1 con concentración de biomasa (cuadrado), sustrato (diamante), etanol
(triángulo), ácido acético (círculo)
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Figura 3.7: Cinética en condiciones anaeróbicas con concentración de ácido acético
de 3 g−1 con concentración de biomasa (cuadrado), sustrato (diamante), etanol
(triángulo), ácido acético (círculo)























Figura 3.8: Cinética en condiciones anaeróbicas con concentración de ácido acético
de 4 g−1 con concentración de biomasa (cuadrado), sustrato (diamante), etanol
(triángulo), ácido acético (círculo)
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Figura 3.9: Cinética en condiciones anaeróbicas con concentración de ácido acético
de 5 g−1 con concentración de biomasa (cuadrado), sustrato (diamante), etanol
(triángulo), ácido acético (círculo)























Figura 3.10: Cinética en condiciones anaeróbicas con concentración de ácido acético
de 6 g−1 con concentración de biomasa (cuadrado), sustrato (diamante), etanol
(triángulo), ácido acético (círculo)
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condiciones aeróbicas y anaeróbicas, el primero con la obtención de dos productos
(etanol y ácido acético), en el segundo con un producto (etanol). Para los proce-
sos aquí mostrados, las consideraciones hechas para el diseño del modelo fueron
suﬁcientes para poder representar las dinámicas de los sistemas, en ambos casos se
aplicó el mismo método de estimación paramétrica, la cual es empleada en modelos
no lineales. Es importante mencionar que es complicado estimar varios parámetros
al mismo tiempo, por lo que se recurre a herramientas gráﬁcas para la determinación
de los parámetros. Para decidir cuales parámetros pueden ser determinados con esta
herramienta, se analizan las curvas de velocidades especíﬁcas. La tasa de crecimiento
es propuesta considerando la inﬂuencia del ácido acético como inhibidor. En ambas
condiciones el modelo representa satisfactoriamente las dinámicas del proceso al
ajustarse a los valores obtenidos experimentalmente. Este modelo es una aportación
que permitirá a la comunidad cientíﬁca la aplicación de controladores, observadores
y estimadores de estado, facilitando la extensión del modelo a otros modos de op-
eración en los reactores biológicos.
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Capítulo 4
Estimación de procesos de
fermentación
4.1. Introducción
La necesidad de conocer el comportamiento de las variables durante el proceso así
como el limitado desarrollo de sensores o el alto costo de los existentes [17], ha hecho
que el diseño de observadores o estimadores de software para procesos biológicos sea
de importancia, además de dar la oportunidad de desarrollar e implementar en línea
algoritmos de control que permitan minimizar tiempos y/o costos y maximizar la
producción en dichos sistemas. Existen diferentes técnicas de estimación de estados
que se distinguen por la cualidad y cantidad de conocimiento que se tenga del proceso
de acuerdo con [7]:
1. Mediciones indirectas que usan las mediciones de algunas variables para esti-
mar las que no se pueden medir
2. Observadores que pueden hacer uso del modelo dinámico del proceso para cal-
cular los valores de variables no medibles, éstos son usados donde las dinámicas
del proceso están cambiando durante el curso del mismo.
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3. Filtros de Kalman extendidos que pueden incluir información de las incer-
tidumbres en el modelo así como de los errores de medición.
4. Estado secuencial/estimadores de parámetros que adapten los parámetros del
modelo a los datos observados de manera continua.
En este capítulo se estudia el observador de Kalman extendido y su aplicación
para un tipo de sistema no lineal, a esté le es aplicada una ley de control basada
en el modelo dinámico general. También se aplica un estimador de lazo abierto que
permite determinar la taza de crecimiento al proceso presentado en la ﬁgura 3.6.
4.2. Observador
Para el sistema no lineal de la forma:
x˙ = f(x) + g(x)u
y = h(x) (4.1)
se dan las siguientes deﬁniciones
Deﬁnición 1: Considerar el sistema descrito por (4.1). Dados dos estados x1 y
x2 se dicen ser distinguibles si existe una función de entrada u tal que
y(t0, x1, u) 6= y(t0, x2, u) (4.2)
donde y(t0, xi, u) con i = 1, 2 es la función de salida correspondiente a la función de
entrada u y a la condición inicial xi(0).
Deﬁnición 2: Considerar el sistema no lineal (4.1). El espacio de observación
ϑ del sistema es el espacio lineal (sobre R) de funciones h1, h2, .., hp y todas sus
respectivas derivadas de Lie:
Lx1Lx2 ...Lxkhj, j ∈ p, k = 1, 2... (4.3)
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en el conjunto {f, g1, ..., gm}.












dim(dϑ(x0)) = n (4.5)
Entonces el sistema es localmente observable en x0. Esta condición es conocida
como condición de rango de observabilidad.
La ecuación (4.1) puede presentar varias estructuras o ser transformadas (cuando
exista dicha transformación) a formas convenientes para las cuales ya existe alguna
forma de observador determinada [8]. Una de estas estructuras son los llamados
sistemas aﬁnes en el estado o de inyección de entrada:
x˙ = A(u, y)x+ ϕ(u, y)
y = Cx (4.6)
donde x(t) ∈ Rn son las variables de estado, y(t) ∈ Rp es la salida, u(t) ∈ Rm
es la entrada, A(u, y) es una matriz que depende de u y de y, C es una matriz
constante y ϕ(u, y) es un vector que depende también de u y de y. Para esta forma
de estructura se aplica el observador de Kalman que se basa en la minimización del
criterio presentado en [1] y [2], dicho observador tiene la forma:
z˙ = A(u, y)z + ϕ(u, y) + P−1CT (y − yˆ), yˆ = Cz
P˙ = −θP − AT (u, y)P − PA(u, y) + CTC (4.7)
donde P es una matriz que pertenece a la variedad de matices deﬁnida positiva
simétrica de GL(n,R) y sus soluciones conservan dicha característica y θ es una
49
constante mayor que cero que ayuda al observador a converger. Si deﬁnimos el error
e = x− z de las expresiones (4.6) y (4.7) se nota que ϕ(u, y) no afecta
e˙ = (A(u, y)− P−1CTC)e (4.8)
de manera que se puede tener ϕ(u, y), pudiéndose aplicar el mismo observador[1]. A
continuación se presentan otras deﬁniciones importantes que fueron tomadas de [2].
Si se consideran las entradas admisibles pertenecientes a L∞loc[0,+∞), es decir, al
espacio Boreliano de funciones localmente acotadas en el intervalo [0,+∞), el cual
toma sus valores en Rm.
Deﬁnición 3: u es universal para el sistema (4.6) en el intervalo [0, T ] si existe
α > 0 tal que, ∫ T
0
φTu (s, 0)C
TCφu(s, 0)ds ≥ αI (4.9)
el lado izquierdo de la desigualdad es llamado índice de universalidad denotado por
I[o,T ](u).
Deﬁnición 4: Decimos que u ∈ L∞[0,+∞) es una entrada de excitación persis-
tente si:
∃T > 0;∃to > 0;∃α > 0; ∀t ≥ t0; I[o,T ](u) ≥ αI (4.10)
Teorema 2: Si u ∈ L∞|oc[0,+∞) es una entrada regularmente persistente entonces
(4.7) es un observador exponencial para (4.6), donde θ > 0; z(t) ∈ RnyP (t) ∈ PS(n),
donde PS(n) es la variedad de matrices deﬁnidas positivas simétricas de GL(n,R),
AT (u, y) y CT son las matrices transpuestas de A(u, y) y C. Es decir:
∃ unionsq t0 > 0;∀ unionsq t ≥ t0;unionsq‖z(t)− x(t)‖ ≤ Ke−θt (4.11)
donde K es una constante dependiente solamente del estado inicial de (4.6) y (4.7).
Ésto se puede probar de la siguiente manera:
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De la ecuación de error se tiene:
e(t) = x(t)− z(t)
e˙ = x˙− z˙
e˙ = A(u, y)x+ ϕ(u, y)− (A(u, y)z + ϕ(u, y) + P−1CT (Cx− Cz))
e˙ = (A(u, y)− P−1CTC)e (4.12)
Sea V (t) = eTPe una función de Lyapunov, al derivarla se tiene:
˙V (t) = eT [P e˙+ eP˙ ] + Pee˙T
˙V (t) = eTP (A(u, y)− P−1CTC)e+ eT (−θP − AT (u, y)P − PA(u, y) + CTC)e
+Pe[(A(u, y)− P−1CTC)e]T
˙V (t) = −eTPθe+ Pe[−(P−1CTC)e]T
˙V (t) = −θeTPe− eTCTCe
˙V (t) = −θV (t)− eTCTCe (4.13)
Se puede notar que eTCTCe ≥ 0 lo que implica que 0 ≤ V (t) ≤ V (0)e−θt∀t ≥ 0.
Debido a que u es regularmente persistente, se tiene que ∃t0 > 0;∀t ≥ t0;P (t) ≥ αI
por lo que el observador descrito en (4.7) puede ser aplicado.
Partiendo de los conceptos anteriores se tiene,
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Si el determinante de ϑ es diferente de cero entonces 4.6 es observable y el
observador 4.7 puede aplicársele directamente.
4.3. Procesos biológicos con interacción microbiana
En los procesos biológicos existen casos de interacción entre distintas poblaciones
microbianas llamados cultivos mixtos, siendo éstos de importancia por sus aplica-
ciones en la preparación de alimentos fermentados. Las condiciones básicas por las
cuales se mantienen a dos microorganismos en un biorreactor son [43]:
1. Cuando el substrato limitante es el mismo
Cuando las tasas de crecimiento especíﬁco coinciden
Cuando la especie con crecimiento más rápido es inhibida por su propio
producto
Cuando el producto de la especie con crecimiento más rápido activa el
crecimiento de la otra especie
Cuando su correcta combinación incrementa la conversión al producto
deseado
2. Cuando los substratos limitantes son diferentes
Cuando diferentes substratos limitantes son alimentados en el cultivo
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Cuando el producto de una de las especies es el substrato limitante del
crecimiento de la otra
Cuando existe una relación predador-depredador
Términos como comensalismo, predación, mutualismo, amensalismo, neutralis-
mo y competencia son referidos a este tipo de cultivos, de los cuales se estudia el
último; el tipo de competencia aquí referido es por una misma fuente de alimentación
ó por el tamaño de la población ﬁnal (espacio). El modelo que se emplea en esta
investigación consiste de dos microorganismos, uno de ellos dominante y por lo tanto
capaz de eliminar al microorganismo más débil. El objetivo principal es lograr que el
microorganismo más débil sobreviva y alcance una cierta diferencia de crecimiento
con respecto al microorganismo dominante, para lo cual es necesario primero esti-
mar su crecimiento (biomasas), debido a la estructura que presenta el modelo, se
muestra la aplicación de un observador de Kalman con término no lineal deﬁnido
para sistemas aﬁnes en el estado. Este modelo puede ser aplicado en la obtención de
alcoholes, vinos, cerveza. La operación del biorreactor se realiza de modo continuo
y con mezcla homogénea.
4.4. Observador para un proceso de competencia
microbiana
Existen diversos causas que provocan la competencia microbiana, depende prin-
cipalmente de sus tasas de crecimiento especíﬁcas; para cuando se tiene un mismo
substrato limitante se mencionaron cuatro casos, hay una quinta causa, cuando por
la misma naturaleza del proceso se presentan condiciones donde se activa un mi-
croorganismo no deseado y la competencia microbiana sucede sin provocarla desde
el principio, este es el caso en la obtención de etanol, donde el microorganismo
dominante y no deseado elimina al microorganismo de interés.
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4.4.1. Modelo de competencia microbiana
De acuerdo con lo visto en la Sección 2.3, se hace a continuación el análisis del
balance de masas para un proceso de competencia microbiana en un reactor biológico
operado en modo continuo. Considerando mezcla homogénea y ﬂujos de entrada y




= F (C1i − C2i) + V (rfi − rci)




= F (xin − x) + V (rfx − 0)
No hay entrada de biomasa (xin) pero si salida (x), existe también formación
(rfx) pero no hay consumo, con esto se puede hablar de una acumulación en el
biorreactor. Si xin = 0, y la concentración de microorganismos, x, inﬂuye en la




= −Fx+ V µx (4.16)
Dividiendo entre V , posteriormente sustituyendo F/V por la tasa de dilución D




Si se tienen dos microorganisos, el volumen en el biorreactor y los ﬂujos de
entrada y salida son los mismos para ambas poblaciones, las tasas de crecimeinto
dependerán de cada uno. Las expresiones ﬁnales para las biomasas son:
dx1
dt
= −Dx1 + µ1x1
dx2
dt
= −Dx2 + µ2x2 (4.17)
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Substrato: En el caso del substrato, asumiendo mezcla homogenea, volumen con-
stante en el biorreactor, ﬂujos de entrada y salida iguales así como un solo substrato
para ambas poblaciones microbianas. Partiendo de la expresión (2.3), se tiene sub-
strato de entrada o alimentación (Sf ), substrato de salida (s), dentro del biorreactor
no hay formación, por lo tanto rfi = 0 donde i = s, existe consumo de substrato
(rcs). Es necesario considerar el rendimiento o relación entre biomasa formada con





donde rfx es la velocidad de formación de biomasa y rcs es la velocidad de consumo











Ésta es la expresión para una sola biomasa, para el caso de dos microorganismos
se consideran tasas de crecimiento especíﬁco para cada una, así como los rendimien-














dividiendo la expresión entre V , y sustituyendo F/V por la tasa de dilución D, a
rfx1, rfx2, Yx1/s y Yx2/s por µ1x1, µ2x2, Y1 y Y2 respectivamente
ds
dt





Se tiene un modelo SISO que representa a dos microorganismos compitiendo por







x2 +D(Sf − s)
x˙1 = µ1(s)x1 −Dx1
x˙2 = µ2(s)x1 −Dx2
y = s (4.22)
Donde s, x1 y x2 son las variables de estado del sistema y representan al sub-
strato, al microorganismo uno y dos respectivamente, D es la tasa de dilución o
entrada del sistema, se toma a s como la variable de salida y se considera una mez-
cla homogénea en el biorreactor. µ1 y µ2 son las tasas de crecimiento especíﬁco de
los microorganismos x1 y x2 y tienen la estructura de Monod [ver Tabla 2.1]. Para
el análisis se considera que
La competencia sólo es por un nutriente esencial (substrato) en un cultivo
mixto que contiene sólo dos microorganismos.
No existe otra clase de interacción entre las poblaciones.
Ambas poblaciones muestran una respuesta similar (µ1 y µ2 tienen la forma
de Monod) a las condiciones de crecimiento predominantes.
Este modelo se presenta en procesos donde hay una contaminación o inhibición
por uno de los microorganismos, o también se puede dar el caso de simbiosis. Existen
distintas condiciones de competencia, la aquí considerada es cuando una de las tasas
de crecimiento es mayor que otra, es decir µmax1 > µmax2 y Ks1 > Ks2. Este modelo
es aplicable para la obtención de alcoholes (etanol, vinos, cerveza) y aguas residuales.
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4.4.2. Aplicación del observador Kalman con término no lin-
eal










































el determinante de ϑ es diferente de cero con s > 0.














































donde las funciones Πi con i = 1, . . . , 3 son las derivadas de L2fh(x) con respecto a












podemos concluir que la condición para que se mantenga la observabilidad es que
s 6= 0, y se sabe que por condición física del sistema s > 0.
det(dϑ) 6= 0,∀s > 0 (4.29)









(y − yˆ) (4.30)
z˙2 = µ1z2 −Dz2 + (P3P5 − P2P6)
Γ
(y − yˆ) (4.31)
z˙3 = µ2z3 −Dz3 + (P2P5 − P3P4)
Γ
(y − yˆ) (4.32)
P˙ = −θP − AT (u, y)P − PA(u, y) + CTC (4.33)
Γ = P1P4P6 + 2P2P3P5 − P 23P4 − P1P 25 − P6P 22 (4.34)
donde Γ es el determinante de la matriz P .
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4.4.3. Simulaciones
En la Figura 4.1 se muestra el comportamiento de la biomasa para una tasa de
dilución que varía de 0.15 a 0.25 en intervalos de 12.5 horas.
































Figura 4.1: Sistema de competencia microbiana, x1 biomasa dominante y x2 domi-
nada
Las estimaciones de x1 y x2 obtenidas a partir de (4.30) considerando la lectura
en línea de sustrato se muestran en las ﬁguras (4.2) y (4.3), el parámetro θ del
observador (4.7) en lazo abierto es de 0.6 obtenido empíricamente, los demás valores
son los mismos que en lazo cerrado.
4.5. Ley de control para competencia
Para la optimización del desempeño de biorreactores han surgido dos aproxima-
ciones, la primera llamada trayectorias óptimas o de regulación y la segunda aproxi-
mación es la de minimización de un criterio de costo que no viole el comportamiento
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Figura 4.2: Microorganismo dominante (-) y su estimado (- -)
dinámico del modelo matemático que describe el proceso (seguimiento).
4.5.1. Importancia del control de procesos
Los procesos semicontinuos y continuos tienen la necesidad de contar con el con-
trol que busque maximizar la obtención de estos productos, minimizando costos
y tiempo para su logro. Es entonces cuando se convierte en un problema de con-
trol que presenta los inconvenientes de ser procesos representados mediante modelos
matemáticos no lineales, además de no contar con todos los sensores que moni-
torén el proceso. Debido a esto algunas mediciones se realizan fuera de línea, es
decir, tomando muestras a intervalos de tiempo y analizándolas en laboratorios, lo
cual hace imposible corregir en tiempo real al proceso en caso de presentarse un
comportamiento no satisfactorio. Es pues necesario implementar dichos sensores o
estimadores que ayuden a la obtención de valores suﬁcientes y conﬁables de las dis-
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Figura 4.3: Microorganismo dominado (-) y su estimado (- -)
tintas variables que intervienen en el proceso, haciendo posible la implementación
de leyes de control especíﬁcas y eﬁcaces para los ﬁnes deseados. En este capítulo se
muestra la aplicación de un observador deﬁnido para sistemas aﬁnes en el estado,
y de una ley de control basada en el modelo dinámico general (MDG), aplicado a
un proceso de competencia microbiana por un mismo substrato. Se busca que am-
bos microorganismos sobrevivan y sólo exista una diferencia mínima entre ambas
poblaciones microbianas.
4.5.2. Condiciones de control de procesos de fermentación
En los sistemas de bioprocesos donde el objetivo es la obtención de algún produc-
to especíﬁco, se ha buscado, mediante el diseño de algoritmos de control, el optimizar
la producción reduciendo costos y tiempo. Se pueden encontrar diseños óptimos [11],
[14] y [10], adaptativos [6], basados en retroalimentación de salida [8] controles ro-
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bustos o simples leyes linealizantes. En conclusión, el propósito es regular alguna
de las variables, ya sea el substrato (s) que es la fuente de alimento o carbono, la
biomasa (x) que es el microorganismo empleado o el producto deseado (p), hacién-
dolos alcanzar y/o seguir un punto de referencia o un perﬁl de comportamiento.
Este punto o perﬁl puede ser determinado al ﬁjar ciertas condiciones de operación,
resultado del análisis teórico hecho por el especialista en control [8] y [13], o como
una condición dada por el especialista en bioprocesos. Si una de las variables tiene
que seguir una referencia, una ley de control no lineal donde x∗ ∈ Ω(x) (siendo Ω el
dominio de x) puede ser implementada. En [6] se propone una ley de control lineal-
izante basada en el Modelo Dinámico General (MDG) que se aplica en este caso y
que consiste de tres pasos. Primero se toma la variable a estabilizar en un punto y







= f(x) + g(x)u = 0 (4.36)
Después es seleccionado el modelo de referencia para la regulación
γ(x∗ − x) = dx
dt
(4.37)
El tercer paso consiste en igualar las ecuaciones y despejar la variable de control.
u =
γ(x∗ − x)− f(x)
g(x)
(4.38)
4.5.3. Ley de control con µ iguales
En el caso de competencia microbiana aquí considerado, se busca mantener vivos
a ambos microorganismos (x1 y x2) y que el valor de x1 sea mayor que x2 por lo
menos en 0.5. Para poder cumplir con ambos requerimientos es necesario observar el
comportamiento de ambos microorganismos, determinar el total de biomasa que se
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puede obtener y repartirla de tal manera que se cumpla con la segunda condición. Se
aplica el control entrada/salida mostrado anteriormente ﬁjando a x2, consecuente-
mente x1 también se estabiliza cumpliendo con lo requerido. Para el diseño del
control se considera la variable estimada z3, e igualando la expresión al valor en el
que se desea establecerla (con z3 → zref3 ), del que se sabe que su derivada es cero
por ser una constante:
dz3
dt
= Ψ(zref3 − z3) (4.39)
Donde Ψ > 0 es un parámetro de sintonización. Por último se despeja D quedan-
do de la forma:
D =
−Ψ(zref3 − z3) + µ2(z1)z3 + P2P5−P3P4Γ (y − yˆ)
z3
(4.40)
De la Figura 4.4 se observa que la biomasa total es de 6.4 para casi las 30 horas,
se logra estabilizar a x2 en un valor de 3g/l antes de las 50 horas cumpliendo con
las condiciones de control. En la Figura 4.4 se muestran las dinámicas de z1 y z2
aplicando la ley de control mostrada en la expresión anterior.
En la ﬁgura 4.5 se muestra la tasa de dilución o entrada aplicada al sistema y
en la Figura 4.6 se muestra la ley de control determinada en (4.40). Los valores
de simulación fueron s(0)=0.4, x1 = 1, x2=1.3, z1=1, z2 = 1, z3 = 1, µmax1=0.4,
µmax2=0.34, Ks1=0.4, Ks2=0.3, Y1=1/.3636, Y2=1/.5, y Sf=3. θ =0.4 y Ψ=0.13.
La ﬁgura 4.6 muestra el comportamiento de la ley de control u propuesta.
4.5.4. Ley de control para µ diferentes
De la expresión (4.22) donde s, x1 y x2 son las variables de estado del sistema
y representan al substrato, al microorganismo uno y dos respectivamente, D es
la tasa de dilución o entrada del sistema, se toma a s como la variable de salida
y se considera una mezcla homogéneo en el biorreactor. µ1 y µ2 son las tasas de
crecimiento especíﬁco de los microorganismos x1 y x2 y tienen la estructura de
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Figura 4.4: Estabilización de la biomasa z1 (-), z2 (- -)



















Figura 4.5: Tasa de dilusión
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Figura 4.6: Ley de control










Existen distintas condiciones de competencia, la aquí considerada es cuando una
de las tasas de crecimiento es mayor que otra, es decir µmax1 > µmax2 y Ks1 > Ks2.
Se busca primero mantener vivos a ambos microorganismos (x1 y x2) y segundo
que el valor de x2 (microorganismo débil) sea mayor que x1 (microorganismo domi-
nante) por lo menos 0.5 grs/l. Una forma de estabilizar ambos microorganismos es
mediante una gráﬁca de ambas tasas de crecimiento con respecto al substrato, en la
intersección de ambas tasas se tiene el valor de s con el cual las tasas son iguales.
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Haciendo D = µx se logran estabilizar ambas biomasas, sólo que no en puntos
deseados o predeterminados. Para poder cumplir con ambos objetivos de control
es necesario observar el comportamiento de ambos microorganismos, se vuelve a
determinar el total de biomasa que se puede obtener, al ser aplicado el control
mostrado anteriormente a la variable de interés, se debe repartir la biomasa buscando
ﬁjar el valor de x2, de tal manera que se cumpla con la segunda condición del control,
consecuentemente x1 también se estabiliza. Para el diseño del control se considera la
variable estimada z3, e igualando la expresión al valor en el que se desea establecer
z3 (con z3 → zref3 ), del que se sabe que su derivada es cero por ser una constante:
dz3
dt
= Ψ(zref3 − z3) (4.44)
Donde Ψ > 0 es un parámetro de sintonización. Por último despejamos la tasa
de dilución quedando la expresión siguiente:
D = −Ψ(z
ref
3 − z3) + µ2(z1)z3
z3
con z3 > 0 (4.45)
4.5.5. Simulaciones
Para un sistema de competencia microbiana, donde uno de los microorganismos
es dominante y que cuenta con tasas de crecimiento diferentes, se le aplica un ob-
servador teniendo como entrada la lectura de substrato; en la Figura 4.7 y 4.8 se
muestra la respuesta del observador en la estimación de los estados x1 y x2 conforme
a (4.30); el parámetro de sintonización θ de acuerdo a (4.7) fue de 0.424 para lazo
abierto.
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Figura 4.7: Biomasa dominante (-) y su estimado (- -)
En la Figura 4.8 se puede ver como el microorganismo x2 tiende a morir. Aún
cuando el microorganismo dos tiene tasa de crecimiento de Haldane, el parámetro
que más inﬂuye en su comportamiento es su tasa de crecimiento máxima. Se puede
ver que antes de las 20 horas el observador ha logrado estimar ambas variables.
En la Figura 4.9 se puede ver al observador con la ley de control, se determina
la biomasa total siendo de 6.2 g−1 y se distribuyó de tal manera que x2 sea mayor
que x1 con una diferencia de por lo menos 0.5.
La ley de control u = D obtenida por (4.45) se muestra en la Figura 4.10 y se
observa que se logran las condiciones de control deseadas.
El valor de la ley de control se estabiliza en el valor obtenido al igualar las tasas
de crecimiento de 0.1712 como se ve el la Figura 4.11
La ley de control mostrada en la Figura 4.5 se estabiliza en 0.1712, de acuerdo
con la Figura 4.6. Los valores de simulación fueron s(0) = 0.4, x1(0) = 0.8, x2(0) =
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Figura 4.8: Biomasa dominada (-) y su estimado (- -)























Figura 4.9: Biomasa establecida en valores deseados
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Figura 4.10: Valor de la tasa de dilución estabilizada
1.1, z1(0) = 1, z2(0) =1, z3(0) = 1, µmax1 = 0.36, µmax2 = 0.34, Ks1 = 0.4, Ks2 =
0.3, KI = 5, Y1 = 1/.3636, Y2 = 1/.5, y Sf = 3. El valor de θ = .4 de acuerdo con
(4.7) de lazo cerrado fue de 0.0496 y de Ψ de acuerdo a (4.45) fue de 0.06.
4.5.6. Conclusiones parciales
Como se pudo apreciar en la gráﬁca, el observador de lazo cerrado logra estimar
antes de las 30 horas los estados x1 y x2 mediante (4.7) teniendo como lectura en línea
a s. El parámetro de sintonización para su convergencia en lazo abierto es mayor
que cuando se aplicó la ley control. La implementación del observador es necesaria
debido al requerimiento de conocer las dinámicas de las demás variables y así poder
diseñar una ley de control que permitiera llevar a valores de población deseados a los
dos microorganismos en el biorreactor. El observador empleado es de tipo Kalman
con término no lineal, para el cual el sistema ya contaba con la estructura apropiada
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Figura 4.11: Tasas de crecimiento de a) Monod (negra) b) Haldane (azul)
afín en el estado. La ley de control por retroalimentación parcial (parcial; porque
sólo dos de los estados fueron necesarios considerar en la ley de control) se desarrolla
en tres pasos a partir de las estimaciones. El valor en el cual se estabiliza u puede
calcularse mediante una gráﬁca de µ1 y µ2 contra s, en su intersección se considera el
valor que la tasa de dilución debe tomar para mantener vivas a ambas biomasas, sin
embargo, esta condición no logra establecer los perﬁles de crecimiento deseados, por
lo que es necesario aplicar un control que lleve a nuestro sistema a comportamientos
deseados, una vez logrado el objetivo, la ley de control toma el valor estabilizante
µx. La ley de control logra mantener vivos a ambos microorganismos y los establece
en niveles de crecimiento deseados.
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4.6. Estimador de lazo abierto




















Se desea estimar la velocidad media del crecimiento de biomasa sin conocer la
estructura de la tasa de crecimiento. Deﬁniendo al sistema:
x˙ = η1(x)θ + η2(x) (4.50)
s˙ = −Kθ (4.51)
donde θ es el parámetro desconocido, x y s son las variables de estado, θ = µx y
K = 1/Yx/s.
Utilizando las hipótesis mostradas en [34]:
θ es un parámetro desconocido posiblemente variante en le tiempo.
Las variables de interés para la aplicación de este estimador son x y s.
La medición disponible en linea es el estado x.
la estructura del estimador queda:
dsˆ
dt






En este estimador θ es tomado como otra variable pero sin dinámica.
4.6.1. Diseño de parámetros
Los dos parámetros ω y Υ son muy importantes para establecer la regla de ajuste,
la forma de lograrlo se presenta a continuación:
Al considerar el error entre las ecuaciones (4.52) y (4.50) se obtiene
des
dt











La ecuación característica de esta matriz es:
det(λI − A) = λ2 + λω +KΥ (4.57)
ahora se deben elegir polos reales





Este análisis, además de no ser complicado, sólo necesita diseñar un parámetro.
Valores óptimos de ω se sugieren en [34].
4.6.2. Simulación
Las siguientes ﬁguras muestran como el estimador puede representar la velocidad
media del sistema dado. Los valores paramétricos de simulación fueron µmax =
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0.1171, Ys = 0.095, α = 5.52, Ks = 12.68, Ki = 2.41, q = 1, ω = 10, Υ =25Ys y con
condiciones iniciales x(0) = 0.019 y s(0) = 47.2.




























Figura 4.12: Lectura de sustrato (-) y su estimación (- -)
Se logra estimar antes de las dos horas, este estimador ha sido ampliamente
aplicado en bioprocesos.
4.7. Sumario
En este capítulo se mostraron herramientas de estimación, se citaron conceptos
útiles en el diseño de observadores; se vio la aplicación del observador de Kalman
para sistemas afín en el estado para un sistema de competencia microbiana al cual
se le aplicó un control basado en el modelo dinámico general, que pudo cumplir
con las condiciones de control. También se mostró la aplicación de un estimador
de lazo abierto aplicado en la obtención de la velocidad media de crecimiento, esta
estimación es importante para el cálculo de parámetros iniciales en un proceso de
73

































Figura 4.13: Velocidad media de crecimiento (-) y su estimación (- -)
ajuste paramétrico. La importancia de contar con este tipo de herramientas se ha
vuelto de mucha ayuda en la actualidad para el modelado de procesos biológicos que




En la Industria de Bioprocesos el objetivo principal es obtener productos al menor
costo y tiempo posibles, lográndolo bajo dos líneas de acción, una es minimizando
las restricciones mediante la construcción o mejora del equipo y/o del microorgan-
ismo, la segunda acción es encontrando un control o procedimiento operacional que
use óptimamente las dinámicas del proceso. La estrategia a seguir depende de las
consideraciones que pueden ser las siguientes:
1. Elección del cultivo: se buscan las cepas adecuadas para la producción del
producto que se quiera desarrollar
2. Cultivo en masa: se realiza el proceso de multiplicación de los microorganismos
3. Reacciones celulares: los productos por los cuales se están cultivando las célu-
las, solamente se producirán bajo condiciones bastante especíﬁcas y probable-
mente no serán las mismas para la producción de biomasa
4. Operación del proceso: se controlan las variables del proceso que buscan la
reproducción de los microorganismos. Cada proceso tiene sus propias carac-
terísticas especíﬁcas
5. Recuperación del producto: en etapa ﬁnal se busca la recuperación del pro-
ducto creado (separación del producto)
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En este trabajo se mostró la importancia de contar con el modelado matemático
como una herramienta muy importante para la caracterización y diseño óptimo de
procesos de fermentación.
5.1. Aportaciones
La interpretación de los datos fue my importante para alcanzar los objetivos del
presente trabajo, se logró:
Determinar la inﬂuencia de la concentración de ácido acético y de la condición
anaeróbica en el crecimiento del microorganismo.
Mediante el modelo determinado se realizó la interpretación de los datos ex-
perimentales ayudando a la formulación de nuevas hipótesis y evitando la
experimentación innecesaria que aumenta los costos.
Mantener con vida al microorganismo en un proceso de interacción micro-
biana, en donde por la misma naturaleza del proceso se activa un segundo
microorganismo capaz de eliminar al primero.
Estimar la cinética del crecimiento celular mediante el observador de Kalman
que sirvió para el diseño de la ley de control del siguiente punto.
Estabilizar el crecimiento de ambos microorganismos en valores deseados me-
diante una ley de control basada en el Modelo Dinámico General.
Obtener la velocidad media de la tasa de crecimiento sin saber la estructura de




El modelo determinado en este trabajo fue hecho a nivel experimental que cor-
responde a la primera etapa para llegar a producciones industriales. Los pasos sigu-
ientes deben considerar otras variables en el modelado como:
El tipo de agitador que afecta a la concentración de substrato y la densidad
celular que puede provocar baja productividad del biorreactor
La velocidad de agitación que logre una mezcla homogénea.
El control del ﬂujo de entrada y salida en el reactor biológico de manera que
el volumen se mantenga constante.
Estas consideraciones son para procesos semicontinuos y continuos, por lo que se
debe extender el modelo a estos modos de operación. Además de existir otros pro-
cesos que también necesitan ser analizados como son el de centrifugación y cristal-
ización para la obtención del producto ﬁnal.
En la aplicación del observador de Kalman con término no lineal a procesos de
fermentación de competencia microbiana, se debe estudiar el desempeño para casos





Proceso: (Procedimiento) Conjunto de pasos o etapas bien organizadas para
la obtención o logro de algún objetivo especíﬁco
Sensor: Mecanismo que mide y convierte información física de un cierto medio
en una forma legible como voltaje análogo, corriente, carga o frecuencia
Actuador: Son dispositivos capaces de generar una fuerza a partir de líquidos,
de energía eléctrica y/o gaseosa. Recibe la orden de un controlador y da una
salida necesaria para activar a un elemento ﬁnal de control como lo son las
válvulas, motores, etc.
Control: Planear, organizar, dirigir
Proceso Biológico: Conjunto de etapas bien organizadas para la obtención o
logro de algún producto especíﬁco mediante organismos vivos
Biotecnología: es la aplicación de los principios cientíﬁcos y de la ingeniería
al procesamiento de materiales por agentes biológicos para proveer bienes y
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serviciosdos
Fermentación: Degradación controlada de un producto alimenticio. Proceso
biológico que ocurre en la oscuridad y que no involucra cadenas respiratorias
con oxígeno o nitrato como aceptor de electrones
Biomasa: es el peso total de todos los organismos de un hábitat particular.
Cuatro tipos de microorganismos son usados para producir biomasa bacterias,
levadura, hongos y algas
Sustrato: es la fuente de carbono de la biomasa, ejemplo glucosa, xilosa, etc.
Producto(s): son los metabolitos resultantes del proceso de fermentación. Ejem-





(so − sf ) (A.1)
Yx/o2 =
(xf − xo)
(Oi −Of ) (A.2)
Yp/s =
(pf − po)
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Abstract Glucose utilization by Brettanomyces bruxell-
ensis at different acetic acid concentrations under aerobic
and anaerobic conditions was investigated. The presence of
the organic acid disturbs the growth and fermentative
activity of the yeast when its concentration exceeds 2 g l–1.
A mathematical model is proposed for the kinetic behavior
analysis of yeast growing in batch culture. A Matlab
algorithm was used for estimation of model parameters,
whose confidence intervals were also calculated at a 0.95
probability level using a t-Student distribution for f degrees
of freedom. The model successfully simulated the batch
kinetics observed at different concentrations of acetic acid
under both oxygen conditions.
Keywords Brettanomyces bruxellensis  Acetic acid 
Glucose  Mathematical model
Abbreviations
kLa Oxygen transfer rate (h
–1)
l Specific growth rate (h–1)
lmax Maximum specific growth rate (h
–1)
Ks Substrate saturation constant (g l
–1)
Ki Reciprocal of the inhibitor constant (l g
–1)
a1 Ethanol/biomass yield coefficient (gp1/gx)
a2 Acetic acid/biomass yield coefficient
(gp2/gx)
at Probability level for the t-Student
distribution
x Biomass concentration in the reactor (g l–1)
s Substrate concentration in the reactor (g l–1)
p1,p2 Ethanol, acetic acid concentration in the
reactor (g l–1)
x0,s0,p10, p10 Biomass, substrate and products
concentration when t = 0 (g l–1)
Yx/s Biomass on glucose yield coefficient
(gx/gs)
b Confidence interval
qi Estimated i-parameter value
q = [Yx/s, a1, Ks, Ki]
f Degree of freedom for the estimation
R Covariance matrix of the estimate
Rvii1/2 Square roots of the diagonal elements of the
covariance matrix
N Number of time points
n Number of model states (variables) n = 3
for anaerobic and n = 4 for aerobic
conditions.
g Number of parameter estimated
Sr Variance of the residual error estimation
(g l–1)
H Jacobian matrix of ym with respect to q
evaluated at the l time point
Ym, l Numerical model values for each variable
(x, s, p1, p2) calculated at instant l (g l
–1)
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Ydata, l Experimental values for each variable (x, s,
p1, p2) at instant l (g l
–1)
q Exponent for Ki and x
Introduction
The genus Brettanomyces has been recognized as a wine
spoilage yeast, imparting undesirable odors and flavors
along with a high production of acetic acid [1–4] and as a
polluting yeast in alcoholic fermentations [5–7]. This yeast
has low nutritional requirements [8], and is well known to
be sensitive to oxygen availability [9, 10]. Custer (1940)
(cited in [4]) found that resting cells of Brettanomyces
claussenii under aerobic conditions fermented glucose at a
higher rate than in the absence of oxygen. The term
‘‘Custer effect’’ was introduced in [6] (negative Pasteur
effect). This effect is attributed to the inhibition of the
alcoholic fermentation under anaerobic conditions, and to
the strong tendency of Brettanomyces to produce acetic
acid from glucose with a parallel reduction of NAD+ [11].
In particular, yeasts of the genera Brettanomyces and
Dekkera show a strong Custer effect [4]. The effect of
acetic acid upon the growth of Saccharomyces cerevisiae
and also of Brettanomyces bruxellensis was evaluated in
[13, 14], and complete inhibition of growth and glucose
consumption were reported in a medium containing 6 g l–1
acetic acid under anaerobic conditions and 4 g l–1 with an
air flow rate of 60 l h–1 for Brettanomyces bruxellensis,
and 7.5 g l–1 for S. cerevisiae. In [12] the effect of oxygen
was tested by keeping the dissolved oxygen concentration
between 40 and 80 % saturation. Under these conditions,
they found that Brettanomyces sp. produced 12 g l–1 acetic
acid at a final pH of 1.91, and residual glucose was 40%.
[15, 16] reported a similar fermentation with Dekkera and
Brettanomyces intermedius. They observed that for a high
aeration rate and 120 g l–1 initial glucose, the sugar was
never totally consumed (quantity used: 55 g l–1) and acetic
acid production was 30 g l–1. These results are also con-
sistent with previous papers [7, 16]. In [17] it was also
found that Dekkera intermedia NRRL YB-4553 produced
42.8 and 14.9 g l–1 acetic acid from glucose and ethanol,
respectively after 64.5 h. One factor that characterizes
oxygen transfer in an aerobic fermentation process is kLa,
so the effect of acetic acid at anaerobic and aerobic con-
ditions was evaluated by changing the initial concentration
of acetic acid. The objectives of the present investigation
were to study the effect of initial acetic acid concentration
on biomass, ethanol and acetic acid production and glucose
consumption, and to develop a mathematical model using
the batch kinetic data, which would enable the analysis and




The yeast strain used was isolated from an alcoholic fer-
mentation during the contamination of an industrial plant
(distillery). It was identified as Brettanomyces bruxellensis
by the Institute of Hygiene and Epidemology Mycology of
Brussels (IHEM), and registered under the number 6037.
Culture media
B. bruxellensis was preserved at 4C on a medium com-
posed of agar-agar, glucose and yeast extract (2, 2, and 1 %
w/v). A minimum culture medium was used, which con-
sisted of 5% glucose, 0.2% (NH4)2 SO4, 0.5% KH2PO4,
0.04% MgSO4.7H2O and 0.1% yeast extract. The pH was
adjusted to 4.0 using 10% (v/v) orthophosphoric acid. After
sterilization 1, 2, 3, 4, 5, and 6 g l–1 acetic acid concen-
trations were added in the case of anaerobic conditions, and
1, 2, 3, and 4 g l–1 under aerobic condition.
Culture conditions
The experiments were carried out in a 2 l bioreactor (Setric
type ‘‘SET 2’’), with a 1.4 l working volume. Temperature
was regulated at 30C, pH was not controlled and the
stirrer speed was set at 250 rpm. The medium culture was
sterilized for 30 min at 120C, and the aeration rate was
0.10 vvm (kLa = 6.4 h
–1; oxygen transfer rate = 43 mg O2
l–1 h–1 ). The dissolved oxygen transfer rates were calcu-
lated using the equation OTR = kLa (C*-C). Inoculum was
added to attain 3 · 106 viable cells per ml.
Analytical techniques
Growth was followed by measuring the optical density of
yeast cell suspensions at 620 nm. This measurement was
previously correlated to dry cell weight.
Glucose, ethanol, glycerol and acetic acid concentra-
tions were determined by HPLC with a TPS Spectra Sys-
tem apparatus using a Biorad Aminex HPX-87H column
heated to 40 C and a refraction index detector (TPS Re-
fractoMonitor V). The mobile phase was sulfuric acid
(0.005 M) flowing at 0.4 ml min–1. Specialized software
(BORWIN V 1.2) allowed the surface of detected peaks to
be calculated. A calibration curve was produced for a
concentration range of 0–20 g l–1 for each component. The
experimental error was estimated at less than 3%.
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Kinetic modeling for growth and production
A modified version of the mathematic growth rate model
presented in [22] was used:
l ¼ lmax
s
Ks þ s þ Kisp ð1Þ
The model for the kinetic analysis of glucose con-
sumption and ethanol, biomass and acetic acid production
was built upon the following assumptions, which have been
postulated coherently with the experimental observations
[23]
• The experiments can be divided into two cases:
(1) When oxygen is fed in the medium during the whole
fermentation (0.1 vvm).
• All the substrate is consumed
• Substrate concentration is not totally consumed
(2) When a non-strict anaerobic condition exists (the only
oxygen present is dissolved in the initial medium).
• An inhibition phenomenon caused for the combination
of biomass and substrate was present during the whole
fermentation
Considering these hypotheses, the model is composed of




















where x is the biomass concentration (g l–1), s is the
glucose concentration (g l–1), and p1 and p2 are the
products, ethanol and acetic acid concentrations,
respectively (g l–1), lmax (the maximum specific growth
rate (h–1)), Yx/s (biomass to substrate yield (gg
–1)), a1,2
(relation between specific growth rate and ethanol or
acetic acid production, respectively), Ks (substrate
saturation constant), Ki (reciprocal of the inhibitor
constant) and q (exponent in inhibition constant Ki and
biomass x). For anaerobic condition the model is
composed from Eqs (2)–(3) considering just ethanol as
the product. Concentration curves were estimated by
smoothing experimental data and fitting them to a
polynomial expression. Parameter lmax was obtained






Parameters q and a2 were estimated independently by a
graphic tool in Matlab. The final parameter values
q = [Yx/s a1 Ks Ki] were obtained by linearization of the
proposed model with respect to the parameters to be
estimated and minimizing the performance index by the





(Ydata;l  Ym;l)T(Ydata;l  Ym;l) ð8Þ
The estimation was done iteratively with a Nelder-Mead
simplex algorithm. A initial values were supposed to start
the algorithm. Ym,l values were obtained by solving the
model numerically with a fourth order Runge-Kutta
method, the initial condition were the experimental values
at zero time (for aerobic condition X0, S0, P10 P20 and for
anaerobic condition X0, S0, P10 ). The initial conditions
used in the model are showed in Tables 1, 2.
The confidence interval [24, 25] for the parameters Yx/s
a1 Ks and Ki were obtained by a statistical method [26, 27],
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The individual confidence limits of each parameter
estimate at probability level (1 – at) were obtained with the
expressions below:
Table 1 Initial condition for aerobic conditions at different acetic
acid concentrations
Acetic acid concentration (g l–1) 1 2 3 4
Variables
X0 (g l
–1) 0.01 0.019 0.01 0.01
S0 (g l
–1) 48 51.93 46 48
P10 (g l
–1) 0.01 0.03 0.01 0.01
P20 (g l













nl  g ð11Þ
bi ¼ qi  t f ; 1  at=2
   ﬃﬃﬃﬃﬃﬃﬃRvii
p ð12Þ
where t (f, 1 – at/2) is the value of the t-distribution for f
degrees of freedom and for (1 – at/2) probabilities, Rvii
1/2
are the square roots of the diagonal elements of the
covariance matrix R [26] and W is the identity weighting
matrix. The final values were used in the simulation of the
proposed model; these values were compared with data,
and the kinetics was described very well, as shown in the
figures. Tables 3, 4 show the final parameter values and the
confidence interval for both conditions (aerobic and
anaerobic, respectively):
The lmax, q and a2 values for aerobic condition are
showed in Table 5, lmax and q values for anaerobic con-
dition are showed in Table 6.
Results and discussion
The influence of oxygen on the kinetics at 1, 2, 3 and 4 g l–1
acetic acid concentrations can be appreciated in Fig. 1. It
can be seen that for the last two, the substrate was not
totally consumed, and ethanol and acetic acid production
decreased. In the first two cultures, ethanol and acetic acid
production increased, as did the kinetics under anaerobic
conditions. In Fig. 2, the same behavior was noted; for 1
and 2 g l–1 acetic acid concentrations, all the substrate was
consumed and ethanol production increased; for 3, 4, 5 and




1 2 3 4 5 6
Variable
X0 (g l
–1) 0.04 0.019 0.03 0.05 0.04 0.05
S0 (g l
–1) 50 47.2 48.8 49.2 50.2 49.6
P10 (g l
–1) 0.06 0.03 0.001 0.052 0.01 0.06
Table 3 Confidence intervals
under aerobic conditions at
different acetic acid
concentrations
Acetic acid concentration (g l–1) 1 2 3 4
Parameter values
Yx 0.13 ± 0.012 0.097 ± 0.008 0.082 ± 0.01 0.092 ± 0.017
Ks (g l
–1) 21.51 ± 5.60 10 ± 3.75 9.36 ± 2.19 10 ± 3.2
a1 ( ) 2.21 ± 0.19 3.6 ± 0.34 5.81 ± 0.75 3.97 ± 0.79
Ki (g l
–1) 2.58 ± 0.25 1.77 ± 0.18 2.21 ± 0.27 1.84 ± 0.33
Table 4 Confidence intervals under anaerobic conditions at different acetic acid concentrations
Acetic acid concentration (g l–1) 1 2 3 4 5 6
Parameter values
Yx 0.094 ± 0.008 0.095 ± 0.006 0.095 ± 0.014 0.074 ± 0.013 0.061 ± 0.01 0.063 ± 0.018
Ks (g l
–1) 5.04 ± 8.53 12.68 ± 2.56 10 ± 10.38 20 ± 7.06 20.68 ± 4.66 27.73 ± 12.43
a1 ( ) 5.27 ± 0.45 5.52 ± 0.35 4.34 ± 0.67 6.66 ± 1.19 6.77 ± 1.18 7.11 ± 2.54
Ki (g l
–1) 7.03 ± 0.63 2.41 ± 0.16 9.91 ± 1.52 3.35 ± 0.56 1.96 ± 0.31 2.81 ± 0.87
Table 5 Parameter values estimated by a graphic tool for aerobic
condition at different acetic acid concentrations
Acetic acid concentration (g l–1) 1 2 3 4
Parameter values
lmax (1/h) 0.2624 0.0959 0.052 0.0537
a2 (g l
–1) 0.55 0.55 0.65 0.3
q 1 1 2 3
Table 6 Parameter values estimated by a graphic tool for anaerobic




1 2 3 4 5 6
Parameter values
lmax (1/h) 0.2816 0,1171 0.2079 0.1258 0.0536 0.0397
q 1 1 1 2 3 3
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Fig. 1 Kinetics in aerobic
condition at different acetic acid
concentrations. a 1 g l–1, b
2 g l–1, c 3 g l–1, and d 4 g l–1.
The symbols represent




(triangle), acetic acid (circle )


































































































































aFig. 2 Kinetics under
anaerobic condition with
different acetic acid
concentrations. a 1 g l–1, b
2 g l–1, c 3 g l–1, and d 4 g l–1,
e 5 g l–1, f 6 g l–1. The symbols
represent experimental data.






6 g l–1 acetic acid, the substrate was not totally consumed,
production decreased and acetic acid production was nil for
all kinetics. It can be noted that ethanol production was
greater under anaerobic conditions, but acetic acid con-
centration remained constant. Under aerobic conditions,
the acetic acid concentration increased, the greatest value
being in the first kinetic. The different behavior in this
yeast suggests that the observed inhibitory effect on glu-
cose metabolism is due to the presence of acetic acid
produced during fermentation. Different investigations
carried out on the inhibitory effect of acetic acid [18–20]
show its toxicity acts at the cytoplasm level, where the
enzymes involved in glycolysis are present. They also
mention that the toxicity of this acid is dependent on the
external pH, because the undissociated form is the active
form, which penetrates the cellular membrane more easily;
once inside, it dissociates, causing modification of the
internal pH of the cell. In [13], complete inhibition of
growth and glucose consumption by Brettanomyces brux-
ellensis were reported in a medium containing 6 g l–1
acetic acid, under anaerobic conditions, and 4 g l–1 with an
air flow rate of 60 l h–1. Recently, the influence of tem-
perature and agitation on acetic acid production by B.
bruxellensis in a glucose solution with an air flow rate of
0.6 vvm (288 l h–1) were investigated [21]. The results
showed that agitation had an important influence on
metabolism, and that optimal temperature for acetic acid
productivity was 30C. The results obtained in this work
indicate the strong influence of aerobic conditions and
acetic acid concentration on this Brettanomyces strain.
Conclusions
As can be observed in the figures, the proposed model
could represent the dynamic behavior of the fermentation
process very well. For 1 and 2 g l–1 acetic acid concen-
tration, total substrate consumption for aerobic and aerobic
conditions can be seen; under aerobic conditions, there was
high ethanol production and biomass growth, and in the
anaerobic case, their values increased considerably. For the
kinetics with acetic acid concentrations over 2 g l–1, sub-
strate consumption was not total. Ethanol production and
biomass growth decreased, but acetic acid remained con-
stant when there was no oxygen, and increased under
aerobic conditions. The growth rate model proposed here
was used to express the behavior of the experiment, and as
the graphics show, it could fit the kinetics for all the cul-
tures. Parameter estimation with the method posed in this
paper did not allow an estimation of all parameters together
because the linearization of the model with respect to some
parameters became boundless. For this reason, a Matlab
graphic tool was used for the estimation of lmax and a2.
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Introduction
The genus Brettanomyces has been recognized as a wine
spoilage yeast, imparting undesirable odours and flavours
along with a high levels of acetic acid (Chatonnet et al.
1995; Ciani and Ferraro 1997; Couto et al. 2005; Woolfit
et al. 2007) and as a contaminating yeast in alcoholic fer-
mentations (De Miniac 1989; De´lia-Dupuy et al. 1995;
Gilis 1999). While the genus is often viewed as a contami-
nant, recently, researchers have begun to assess its value
for the production of both ethanol and acetic acid (Freer
et al. 2003; Blomqvist et al. 2010; Galafassi et al. 2010).
The yeast may be useful, as it has demonstrated higher
levels of tolerance to both end products when compared
with Saccharomyces cerevisiae (Phowchinda et al. 1997).
However, few works have been carried out to determine
effective substrate levels or product inhibition levels for
Brettanomyces in the production of either ethanol or
acetic acid.
The inhibition of yeast growth is generally because of
the presence of a chemical compound in the culture med-
ium (substrate and nutrient concentrations) or of the
accumulation of fermentation end products such as etha-
nol, carbon dioxide or acetic acid. The inhibitory effects
of substrates can be demonstrated by the inhibitory effect
of glucose concentrations over 150 g l)1 on the synthesis
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Aim: To study the effect of glucose concentrations on the growth by Brettano-
myces bruxellensis yeast strain in batch experiments and develop a mathematical
model for kinetic behaviour analysis of yeast growing in batch culture.
Methods and Results: A Matlab algorithm was developed for the estimation of
model parameters. Glucose fermentation by B. bruxellensis was studied by vary-
ing its concentration (5, 9Æ3, 13Æ8, 16Æ5, 17Æ6 and 21Æ4%). The increase in sub-
strate concentration up to a certain limit was accompanied by an increase in
ethanol and biomass production; at a substrate concentration of 50–138 g l)1,
the ethanol and biomass production were 24, 59 and 6Æ3, 11Æ4 g l)1, respec-
tively. However, an increase in glucose concentration to 165 g l)1 led to a dras-
tic decrease in product formation and substrate utilization.
Conclusions: The model successfully simulated the batch kinetic observed in all
cases. The confidence intervals were also estimated at each phase at a 0Æ95
probability level in a t-Student distribution for f degrees of freedom. The maxi-
mum ethanol and biomass yields were obtained with an initial glucose concen-
tration of 138 g l)1.
Significance and Impact of the Study: These experiments illustrate the impor-
tance of using a mathematical model applied to kinetic behaviour on glucose
concentration by B. bruxellensis.
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of numerous glycolytic enzymes (Holzer 1968). Strehai-
ano and Goma (1983) proposed that the inhibitory effect
of glucose is because of the accumulation of ethanol
inside the cell. Therefore, the tolerance of the yeast to
high concentrations of glucose will depend on their
capacity to expel ethanol. This effect of inhibition can be
translated into a more marked effect on microbial growth
than on fermentation (Strehaiano 1984). The effects of
osmotic pressure and of water activity are bound to this
phenomenon, as are the exchanges between the cell and
the culture medium. Blondin et al. (1982) reported that
neither Dekkera nor Brettanomyces intermedius with a
high aeration rate and 120 g l)1 initial glucose, ever
totally consumed the sugar (quantity used: 55 g l)1). In
addition, acetic acid production was 30 g l)1.
Numerous studies have been conducted to explain the
inhibitory role of ethanol and the synergistic effect of
organic acids (acetic acid, octanoic acid, etc.), in this
growth inhibition. Not all yeasts present the same sensi-
tivity to ethanol, the most resistant yeast being S. cerevisi-
ae. However, typically between 10 and 15% ethanol in
the culture medium will still inhibit S. cerevisiae
(D’Amore et al. 1990). While ethanol tolerance in S. cere-
visiae has been well studied, its mechanisms are still
poorly understood (Ma and Liu 2010). Exposure to etha-
nol increases the fluidity of the cell membrane, causes
changes in the cell wall, and amino acid metabolism,
induces the production of heat shock proteins as well as
lowering the rate of RNA and protein accumulation
(Mishra and Prasad 1989; Hallsworth et al. 1998; Sales
et al. 2000; Chandler et al. 2004; Hu et al. 2007). A num-
ber of transcriptional studies have found similar gene
categories to be upregulated by ethanol these include cell
energetics, transport, cell surface interactions, lipid
metabolism, general stress response, trehalose metabo-
lism, protein destination, ionic homoeostasis and meta-
bolic pathways including glycolysis and the TCA cycle
(Alexandre et al. 2001, Chandler et al. 2004 Fujita et al.
2004). A number of gene categories are also downregulat-
ed including those involved in protein synthesis, RNA
synthesis and amino acid metabolism (Alexandre et al.
2001; Chandler et al. 2004 Fujita et al. 2004). A recent
study by Nardi et al. (2010) is the only study to date to
examine the response of Brettanomyces to ethanol.
Because there is currently only a partial genome available,
they examined the expression of 9 genes known to be
expressed in wine by S. cerevasiae. Of these 11 genes,
three were involved in ethanol tolerance (ATP1, VPS34
and ERG6). The expression pattern in wine was found to
be very different in comparison with that of S. cerevasiae.
Most changes were insignificant; however, ATP1 was
expressed at a higher level initially and ERG6 was not
repressed in stationary phase. However, much more work
remains to be carried out on Brettanomyces stress
responses.
The effects of ethanol on S. cerevasiae are primarily
observed at the level of the plasma membrane (perme-
ability) (D’Amore et al. 1990). However, various studies
propose that the toxic effect of ethanol is because of
the presence of other fermentation products, such as
organic acids, fatty acids, aldehydes and other alcohols,
which can accumulate during fermentation (Nagodawi-
thana and Steinkraus 1976; Novak et al. 1981; Dombek
and Ingram 1986). Ramos and Medeira-Lopez (1990)
demonstrate that acetic acid decreases the tolerance of
yeasts to ethanol (from 11% without acetic acid to 0%
with 1% acetic acid) and that it reduces the range of
temperatures for growth of S. cerevisiae (from 3 to 42C
without acetic acid to 19-26C with 1% acetic acid).
Similarly, a study carried out by Rodriguez-Alvarez et al.
(1992) using Candida shehate on xylose demonstrated
that supplementation with 0Æ4% acetic acid both
decreased the tolerance of C. shehate to ethanol (5–2%)
and narrowed its range of acceptable growth tempera-
tures from 5–34C to 21–27C. Brettanomyces bruxellen-
sis, however, is more resistant to acetic acid than
S. cerevisiae while exhibiting a similar tolerance to etha-
nol (Phowchinda et al. 1997).
In this research, a detailed set of batch kinetic data
for the fermentation of glucose by B. bruxellensis has
been collected so as to acquire a better understanding
of the environmental effects (the substrate availability,
in particular) on final ethanol and biomass accumula-
tion during the fermentation process. An important
aspect of this study was the development of a mathe-
matical model using the batch kinetic data that could




The yeast strain used was isolated from an alcoholic fer-
mentation of an industrial plant (distillery). It was identi-
fied as B. bruxellensis by the Institute of Hygiene and
Epidemology Mycology of Brussels (IHEM) and registered
under the number 6037.
Culture media
Brettanomyces bruxellensis was preserved at 4C on a med-
ium composed of agar; glucose and yeast extract (2, 2,
1%). A culture medium was used, which consisted of 5,
9Æ3, 13Æ8, 16Æ5, 17Æ6 or 21Æ4% glucose, with 0Æ2% (NH4)2
SO4, 0Æ5% KH2PO4, 0Æ04% MgSO4.7H2O and 0Æ1% yeast
Modelling the growth of B. bruxellensis M.G. Aguilar-Uscanga et al.
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extract added. The pH was adjusted to 4Æ0 using 10%
(v ⁄ v) orthophosphoric acid.
Culture conditions
The experiments were carried out in a 2-l bioreactor
(Setric SET 2, Setric Genie Industriel, Toulouse, France),
with a 1Æ4-l working volume. Temperature was regulated
at 30C, the pH was not controlled, and the stirrer speed
was set at 250 rev min)1. The culture medium was steril-
ized for 30 min at 120C, and the aeration rate was 0Æ10
vvm (kLa = 6Æ4 h
)1; oxygen transfer rate = 43 mg
O2 l
)1 h)1). The dissolved oxygen transfer rates were cal-
culated using the equation OTR = kLa (C* – C). Inocu-
lum was added to attain 3 · 106 viable cells per ml, and
the rate of ethanol and biomass production and of sugar
consumption were obtained during the exponential phase
of growth.
Analytical techniques
Growth was followed by measuring the optical density of
yeast cell suspensions at 620 nm. This measurement was
previously correlated with dry cell weight.
Glucose, ethanol, glycerol and acetic acid concentra-
tions were determined by HPLC with a TPS Spectra Sys-
tem apparatus (Hewlett-Packard, Waldbronn, Germany),
using a Bio-Rad Aminex HPX-87H column (Bio-Rad,
Hercules, CA, USA) heated to 40C and a refraction
index detector (TPS RefractoMonitor V). The mobile
phase was sulfuric acid (0Æ005 mol l)1) flowing at
0Æ4 ml min)1. Specialized software (BORWIN V 1.2)
allowed the surface of detected peaks to be calculated. A
calibration curve was produced for a concentration range
of 0–20 g l)1 for each component. The experimental error
was estimated at <3%.
Results
Effect of the initial glucose concentration on the growth,
ethanol production and substrate consumption: Fig. 1
shows the effect of initial contents of the sugar on the max-
imal specific growth rate (lmax) and the consumption of
substrate. The variation in maximal specific growth rate is
very weak for an active interval of 50–138 g l)1 initial glu-
cose, as the value of lmax maintains around 0Æ32–0Æ34 h.
The maximal value of the specific rate of growth decreases
as the initial content of sugar increases. The lmax does not
exceed 0Æ09 h)1 when the glucose content reaches
214 g l)1. If we compare the different final concentrations
of glucose for all fermentation, we observe great differ-
ences. Between 50 and 138 g l)1 initial glucose, the yeast
exhausts all the substrate; however, for glucose content up
to 165 g l)1, the final glucose concentration increases and
the inhibition phenomenon appears. From Fig. 2, we can
see the influence that initial glucose concentration exercises
on the average rate of ethanol production, of biomass pro-
duction and of sugar consumption. The higher the initial
glucose concentration, the average of ethanol production
rate is diminished. This rate fluctuates around
0Æ34 g l)1 h)1 for initial glucose concentrations of 50–
138 g l)1 and merely reaches 0Æ12 g l)1 h)1 for 214 g l)1
initial glucose. This same phenomenon is observed for the
average biomass production rate that ranges from
0Æ10 g l)1h)1 (50 g l)1 initial glucose) to 0Æ012 g l)1 h)1
(214 g l)1 initial glucose). In the same way, we can observe
that the inhibitory effect on the average glucose consump-
tion rate begins with an initial concentration of 165 g l)1;
its maximal value of 0Æ80 g l)1 h)1 was reached between 93
and 138 g l)1 but this begins to decrease very quickly
beyond 165 g l)1. To better appreciate the size of inhibi-
tion, we calculated the relative inhibition percentage for
average ethanol and biomass production rates (Fig. 3). It
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Figure 1 Effect of glucose concentration on specific rate growth.


































Concentration de glucose initial (g l–1)
Figure 2 Effect of initial glucose concentration on the average pro-
duction rate of ethanol, biomass and sugar consumption. Ethanol pro-
duction in the culture medium ( ) Glucose consumption in the
culture medium ( ) Biomass production in the culture medium (d).
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activity is stronger than on ethanol production activity,
since up to 93 g l)1 initial glucose content, there is no
effect on ethanol production, but the inhibition on the
average biomass production rate, on the other hand, is
already present (16%) and increases in a linear fashion with
the increase in the initial glucose concentration.
As inhibition becomes distinctly more pronounced
from 165 g l)1 initial glucose, we wanted to verify that
the observed effect was not because of nutrient limitation
for media components other than glucose for example of
yeast extract. Therefore, a test was performed with
165 g l)1 initial glucose (a case where inhibition is well
marked), with the addition of 2 g l)1 yeast extract
(instead of 1Æ0 g l)1). The other conditions of fermenta-
tions were not modified. In spite of the increase in yeast
extract concentration, the inhibitory effect remained, as
we observed both a blockage of glucose consumption and
fermentative activity (Fig. 4) and the kinetics parameters
were affected with addition of 2 g l)1 yeast extract (see
Table 1). As the difficulty that Brettanomyces, under these
conditions, exhibits in the consumption of high levels of
glucose is not likely to be attributed to nutrient limita-
tion, it is most likely due to an inhibition by fermenta-
tion products. This inhibition could be explained by the
ethanol and acetic acid contents (54Æ5 and 4Æ5 g l)1,
respectively) produced during fermentation (Ciani and
Ferraro 1997; Aguilar-Uscanga et al. 2000).
The mathematical model
We determined a model which could represent the
dynamics of the initial glucose concentration effect on
biomass and ethanol production. The mathematical
model used here was the nonstructured Monod type,
modified and proposed in Han and Levenspiel (1988).
The model was built upon the following assumptions,
which have been postulated coherently with the experi-
mental observations.
i Considering oxygen as the limited substrate and ethanol
as an inhibiting product, the culture can be divided into
three phases:
a) Phase I: when oxygen is present in the medium
(CL > 0). This was in the first 42 h.
b) Phase II: when oxygen was completely consumed
(CL ” 0). From 42 h until the fermentation is finished.
c) Phase III: when product concentration (ethanol)
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Figure 3 Inhibition % of biomass growth ( ) and ethanol production
























Figure 4 Effect of yeast extract (YE) concentration on the glucose
consumption and ethanol production at 165 g l)1 of glucose initial,
ethanol at 1 g l)1 YE (d), Ethanol at 2 g l)1 YE (s), Glucose con-
sumption at 1 g l)1 YE (h), Glucose consumption at 2 g l)1 YE ( ).
Table 1 Kinetic parameters obtained
with 165 g l)1 of initial glucose at two





















1Æ0 202 13Æ29 54Æ48 20Æ0 0Æ09 0Æ06 0Æ27 0Æ72
2Æ0 207 9Æ77 52Æ70 44Æ0 0Æ08 0Æ05 0Æ25 0Æ61
Xmax, final concentration of biomass; Pmax, final concentration of ethanol; Sf, final concentration
of substrate; Yx ⁄ s, biomass on glucose yield coefficient (gx gs
)1); rx, average biomass production
rate (g l)1 h)1); rp, average ethanol production rate (g l
)1 h)1); rs, average substrate consump-
tion rate (g l)1 h)1).
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ii The presence of inhibition phenomenon by the sub-
strate at the first phase of the fermentation.
iii It is supposed that m = 0, considering that the Kmo
constant value corresponding to the limited substrate
(oxygen) is independent of glucose content and n > 0.
This behaviour is of the ‘inhibition noncompetitive’ type.
So, considering these hypotheses, the model is com-
posed of the equations described below:
The modified Monod equation for phase I when









For phase II, when (CL ” 0), the specific growth rate













For phase III, when P = Pc (critical production concen-
tration)





Kinetic parameter estimation. The dynamic mass balance
equations for the batch process are expressed below:
dx
dt





; Glucose uptake ð6Þ
dp
dt
¼ alx; Ethanol production ð7Þ
dCL
dt




Oxygen concentration in the liquid phase ð8Þ
Where l is the specific growth rate (h)1), lmax is the
maximal specific growth rate (h)1), CL is the liquid-phase
oxygen concentration (mg O2 l
)1), Kmo is the Monod sat-
uration constant for oxygen as limiting substrate
(mg O2 l
)1), S is the glucose concentration (g l)1), S* is
the substrate inhibitory concentration in the reactor
(g l)1), n is the number of parameter Estimated, dCL ⁄dt
is the oxygen production in the culture medium
(mg O2 l
)1 h)1), kLa is the oxygen transfer reactor coeffi-
cient (h)1), C* is the gas–liquid equilibrium oxygen
concentration (mg O2 l
)1), X is the biomass concentra-
tion (g l)1), Y0 is the biomass on oxygen yield coefficient
(gx ⁄ g O2), P is the ethanol concentration in the reactor
(g l)1), Pc is the ethanol concentration critic in the reac-
tor (g l)1), and a is the ethanol on biomass yield coeffi-
cient (gp ⁄ gx). rx = dx ⁄dt is the biomass production in the
culture medium (gx l
)1 h)1), rs = ds ⁄dt is the glucose
consumption in the culture medium (gs l
)1 h)1),
rp = dp ⁄dt is the ethanol production in the culture med-
ium (gp l
)1 h)1), Yx ⁄ s is the biomass on glucose yield
coefficient (gx ⁄ gs). X0, S0, P10,CL0 are biomass, substrate
and products concentration (g l)1) when t = 0. The
kinetic parameters lmax, YO, Yx ⁄ s and a were estimated
Table 2 Initial kinetic parameter values for different glucose concen-
trations
Parameter
Initial parameter values (g l)1)
50 93 138 165 176 214
lmax 0Æ1406 0Æ0755 0Æ141 0Æ129 0Æ0677 0Æ0714
YX ⁄ S 0Æ141 0Æ114 0Æ0826 0Æ0913 0Æ102 0Æ0392
Y0 0Æ0025 0Æ0025 0Æ00250 0Æ0025 0Æ0025 0Æ0520
a 4Æ3 4Æ4 4Æ3 3Æ4 3Æ7 4Æ3
Km,o 0Æ0001 0Æ001 0Æ0001 0Æ0001 0Æ0001 0Æ0001
S* 244 244 244 244 244 244
kLa 6 6 6 6 6 6
C* 6Æ7 6Æ7 6Æ7 6Æ7 6Æ7 6Æ7
N 1Æ86 0Æ001 0Æ001 0Æ001 0Æ001 0Æ001
Pc ** ** ** 53Æ8 44 33Æ7
lmax, maximal specific growth rate (h
)1); Yx ⁄ s, biomass on glucose
yield coefficient (gx gs
)1); Y0, biomass on oxygen yield coefficient
(gx g O2
)1); a, ethanol on biomass yield coefficient (gp ⁄ gx); Km,o,
Monod saturation constant for oxygen as limiting substrate
(mg O2 l
)1); S*, substrate inhibitory concentration in the reactor
(g l)1); kLa, oxygen transfer reactor coefficient (h
)1); C*, gas–liquid
equilibrium oxygen concentration (mg O2 l
)1); n, number of parame-
ter estimated; Pc, ethanol concentration critic in the reactor (g l
)1).
**This phenomenon was not present.
Table 3 Initial conditions to different glucose concentrations
Variable
Initial conditions in g l)1
50 93 138 165 176 214
X0 0Æ017 0Æ02 0Æ03 0Æ02 0Æ02 0Æ01
S0 49Æ34 92Æ8 138 165 175Æ4 214
P0 0 0Æ02 0Æ01 0 0 0Æ02
CL0 6Æ7 6Æ7 6Æ7 6Æ7 6Æ7 6Æ7
X0, S0, P10, biomass, substrate and products concentration (g l
)1)
when t = 0; CL0, liquid-phase oxygen concentration (mg O2 l
)1) when
t = 0.
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from the experimental data (Table 2) and used as the ini-
tial estimate in an iterative approach which consisted of a
performance index minimization until the final value of
the parameter vector was reached, as shown in the study
by Nihtila¨ and Virkkunen (1977). The performance index




ðYexp  YmodÞTðYexp  YmodÞ ð9Þ
Where N is the observation number, Yexp are the experi-
mental data, and Ymod the model values. The model was
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Figure 5 Kinetic with 50, 93, 138, 165, 176 and 214 g l)1 glucose concentration. Biomass (d), substrate ( ) and product ( ). Model Data (–).
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experimental values at zero time (X0, S0, P0 and CL0) (see
Table 3). The influence of oxygen on six kinetic factors
with different glucose concentrations was observed; nei-
ther biomass nor substrate reached high concentration
values in the first phase. Also, at high substrate concen-
tration, a critical product inhibition effect was noted
which did not allow biomass growth, substrate consump-
tion and ethanol production. Figure 5 shows the substrate
(glucose), product (ethanol) and biomass concentrations
for cultures run at different initial glucose conditions. It
can be seen that ethanol production is the product associ-
ated with growth in all cases, and the glucose concentra-
tion inhibition effect was greater for ethanol production
than for biomass production. No product inhibition phe-
nomena on yeast growth and ethanol production have
appeared at the final ethanol concentration (max.
58 g l)1) in the case of initial glucose concentration (50–
138 g l)1). The individual confidence limits of the esti-
mates at probability level (1 – a) were also obtained with
the expression:




Wheret(f,1-a ⁄ 2) is the value of the t distribution for f
degrees of freedom and for probabilities (1- a ⁄ 2) and
(Rvii)
1 ⁄ 2 are the square roots of the diagonal elements of
the covariance matrix as presented in Nihtila¨ and Virkk-
unen (1977). The final values were used in the simulation
of the proposed model which was compared with data,
and the kinetics could be described very well as shown in
the figures. The only adjusted kinetic parameters were
maximum growth rate, yields and alpha; the other param-
eters remained fixed. The final results and their confi-
dence intervals are shown in Tables 4 and 5.
Discussion and conclusions
The observed effect of the initial glucose concentration
on biomass production, as opposed to ethanol produc-
tion in Brettanomyces, agrees with results obtained by
De´lia-Dupuy et al. (1995) using three strains of Saccha-
romyces. They describe a similar phenomenon for the
three tested yeasts and indicate that the kinetic parame-
ters are bound strongly to the level of initial substrate
and that this dependence is more marked for biomass
synthesis than for ethanol production. For Brettanomy-
ces, this effect is distinctly pronounced over 165 g l)1 of
initial glucose.
As the difficulty that Brettanomyces, under these condi-
tions, exhibits in the consumption of high levels of
glucose is not likely to be attributed to nutrient limita-
tion, it is most likely due to an inhibition by fermenta-
tion products. This inhibition could be explained by the
ethanol and acetic acid contents produced during fermen-
tation (Ciani and Ferraro 1997; Aguilar-Uscanga et al.
Table 4 Final parameter values
Parameter
Final parameter values
50 g l)1 93 g l)1 138 g l)1 165 g l)1 176 g l)1 214 g l)1
lmax 0Æ2089 0Æ1025 0Æ0945 0Æ0891 0Æ00753 0Æ0781
YX ⁄ S 0Æ1252 0Æ1211 0Æ0353 0Æ1019 0Æ11 0Æ0353
Y0 0Æ0026 0Æ0032 0Æ0026 0Æ0029 0Æ0015 0Æ0003
a 3Æ6 3Æ9637 4Æ2524 3Æ6382 3Æ841 12Æ7869
lmax, maximal specific growth rate (h
)1); Yx ⁄ s, biomass on glucose
yield coefficient (gx gs
)1); Y0, biomass on oxygen yield coefficient
(gx g O2
)1); a, ethanol on biomass yield coefficient (gp gx
)1).
Table 5 Confidence intervals
Phase
Confidence interval
50 93 138 165 176 214
I lmax ±0Æ0382 ±0Æ012 ±0Æ0139 ±0Æ0248 ±0Æ0633 ±0Æ144
Yx ±0Æ0846 ±0Æ0571 ±0Æ0506 ±0Æ0112 ±0Æ321 ±0Æ178
A ±2Æ51 ±1Æ93 ±2Æ27 ±4Æ31 ±12Æ28 ±65Æ3
Yo ±0Æ00179 ±0Æ00154 ±0Æ00136 ±0Æ00387 ±0Æ00559 ±0Æ00133
II Yx ±0Æ0511 ±0Æ0234 ±0Æ022 ±0Æ0281 ±0Æ0243 ±0Æ314
A ±1Æ51 ±0Æ787 ±0Æ9 ±1Æ03 ±0Æ874 ±11Æ43
Yo ±0Æ00105 ±0Æ000616 ±0Æ000583 ±0Æ000793 ±0Æ000341 ±0Æ000242
III lmax * * * ±0Æ317 ±1Æ28 ±2Æ56
Yx ±0Æ182 ±0Æ812 ±0Æ973
A ±6Æ72 ±29Æ11 ±3Æ532
Yo ±0Æ00512 ±0Æ0116 ±0Æ00751
lmax, maximal specific growth rate (h
)1); Yx ⁄ s, biomass on glucose yield coefficient (gx gs
)1); Yo,
biomass on oxygen yield coefficient (gx g O2
)1); a, ethanol on biomass yield coefficient
(gp gx
)1).
*This phase was not present.
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2000). With regard to accounting for the substrate inhibi-
tion effect in the model, the final parameter values were
obtained for the proposed model by the application of an
iterative method which can find a minimum error
between data and model values as expressed in equation
(eqn 9).
As has been shown in the Fig. 5, the proposed model
could represent the dynamic behaviour of the fermenta-
tion process very well. For 50, 93 and 138 g l)1 glucose
concentrations, total substrate consumption can be seen,
even when in the first phase (with oxygen present), there
was neither high ethanol production nor biomass growth;
in the second phase, their values increased considerably.
For this kinetics, only two stages were considered. For the
last three conditions with 163, 176 and 214 g l)1 glucose
concentrations, a third phase was included which models
the presence of a critical product that shows inhibition
effect stopping substrate consumption, biomass growth
and ethanol production. For kinetic parameters estima-
tion, a Simplex method was used, and final values were
reached in just one or two interactions (Schellenberg
et al. 2005). The individual confidence limits with a 0Æ95
probability that the interval contains the ensemble param-
eter value were also estimated showing for each phase in
all kinetics that parameter a had a greater range than the
others and that parameter Yo had the smallest. In all the
dynamics, the second phase had the largest error and the
last three phases presented the smallest; this was princi-
pally because of the data number in each phase. For more
details of the optimization method and confidence limit
estimation, see Himmelblau (1970). As can be observed
in the figures, the proposed model could represent the
dynamic behaviour of the fermentation process very well.
The maximum ethanol and biomass yields were obtained
with an initial glucose concentration of 138 g l)1. The
experimental results showed that this model could predict
the growth, ethanol production and glucose consumption
pattern very well in batch culture.
Nomenclature
kLa Oxygen transfer reactor coefficient (h
)1)
OTR Oxygen transfer rate (mg O2 l
)1h)1)
l Specific growth rate (h)1)
lmax Maximal specific growth rate (h
)1)
rp = dp ⁄dt Ethanol production in the culture medium
(gp l
)1 h)1)
rs = ds ⁄dt Glucose consumption in the culture medium
(gs l
)1 h)1)
rx = dx ⁄dt Biomass production in the culture medium
(gx l
)1 h)1)
dCL ⁄dt Oxygen production in the culture medium
(mg O2 l
)1 h)1)
CL Liquid-phase oxygen concentration (mg O2 l
)1)
C* Gas–liquid equilibrium oxygen concentration
(mg O2 l
)1)
Kmo Monod saturation constant for oxygen as limiting
substrate (mg O2 l
)1)
M Number of model states (variables) m = 4
n Number of parameter estimated
S Substrate concentration in the reactor (g l)1)
S* Substrate inhibitory concentration in the reactor (g l)1)
X Biomass concentration (g l)1)
Y0 Biomass on oxygen yield coefficient (gx ⁄ g O2)
P Ethanol concentration in the reactor (g l)1)
Pc Ethanol concentration critic in the reactor (g l
)1)
Yx ⁄ s Biomass on glucose yield coefficient (gx ⁄ gs)
X0, S0, P10, CL0 Biomass, substrate and products concen-
tration when t = 0 (g l)1)




J Performance index used in parameter estimation (g2 l)2)
b Confidence interval
qi Estimated i-parameter value q = [Yx ⁄ s, a1, Ks, Ki]
f Degree of freedom of the estimation
Rvii
1 ⁄ 2 Square roots of the diagonal elements of the
covariance matrix.
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