The Simpson's formula is obtained by approximating the integral of a function on some interval by the integral of the quadratic polynomial determined by the function.
Introduction
Let y = f (x) be a continuous function defined on the interval [a, b] . We want to calculate the integral b a f (x)dx. However, it is not easy to calculate the integral explicitly, so to make some approximation is a realistic way. We recall the Simpson's formula 1 , see for example x 0 x 2n
Now we study the integral on small interval [x 2k−2 , x 2k ] in the following. and the result is p = y 2k − 2y 2k−1 + y 2k−2 2∆ 2 , q = y 2k − y 2k−2 2∆ − 2 y 2k − 2y 2k−1 + y 2k−2 2∆ 2 x 2k−1 , r = y 2k−1 − y 2k − y 2k−2 2∆
Therefore the function y = f (x) on the interval [x 2k−2 , x 2k ] is approximated by y = px 2 + qx + r like
Then an important formula is obtained
From this we have the famous Simpson's formula
.
Generalized Simpson's Formula
Let D be an n-dimensional cuboid
and f be a continuous function on D. What we do is to calculate the multidimensional
However, it is almost difficult, so we must satisfy only by approximating it as shown in the introduction. For that purpose we rewrite D as follows.
where α j = (b j + a j )/2 and ∆ j = (b j − a j )/2. See the following figure (n = 2).
Next we approximate f by a quadratic polynomial
which is a natural extension in case of n = 1.
For j 1 , j 2 , · · · , j n ∈ {−1, 0, 1} we set
It is of course ♯{w j 1 j 2 ···jn } = 3 n = ♯{a i 1 i 2 ···in }, see the figure above. Then we have
where ♯{j 1 , j 2 , · · · , j n } 0 is the number of 0 in {j 1 , j 2 , · · · , j n }.
For the case of n = 2 and n = 3 the formula is proved in the following. However, the proof of the general case is left to readers.
From the formula we obtain a good approximation
if D is small enough.
Proof for n = 2
Let us prove (5) for n = 2. From (3) we set for simplicity
From (4) we have 9(= 3 2 )-data
for k, l ∈ {−1, 0, 1}, so we want to express the integral above in terms of these data {w kl }.
Since
is clear we must treat the remaining ones
It is not difficult to show
so we have
Similarly,
Therefore, substituting (10), (11) and (12) into (8) we obtain
This formula is interesting enough.
Proof for
a
Then
By (8) some calculation gives By rearranging terms we have 
From (4) we have 27(= 3 3 )-data
for l, m, n ∈ {−1, 0, 1}, so we must express the integral above in terms of these data {w l,m,n }. 
we treat the remaining ones. Here we list formulas necessary to prove the main formula. 
The proofs are long but straightforward, so they are left to readers.
Therefore, substituting (17) ∼ (20) into (15) we obtain 
The proof is a bit complicated.
General Case
Let us consider the general case. Unfortunately, we have no method to calculate the general case at the present time. However, from the results (13) and (21) we can conjecture the general formula as follows. From the forms it is easy to conjecture the general form.
If we set w = F (x 1 , x 2 , · · · , x n ) = 
where ♯{j 1 , j 2 , · · · , j n } 0 is the number of 0 in {j 1 , j 2 , · · · , j n } and w j 1 j 2 ···jn = F (α 1 + j 1 ∆ 1 , α 2 + j 2 ∆ 2 , · · · , α n + j n ∆ n ) = f (α 1 + j 1 ∆ 1 , α 2 + j 2 ∆ 2 , · · · , α n + j n ∆ n ).
The formula is beautiful enough.
