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a b s t r a c t
Social networks are an interesting class of graphs likely to become of increasing importance
in the future, not only theoretically, but also for its probable applications to ad hoc and
mobile networking. Rumor spreading is one of the basic mechanisms for information
dissemination in networks; its relevance stemming from its simplicity of implementation
and effectiveness. In this paper, we study the performance of rumor spreading in the
classic preferential attachmentmodel of Bollobás et al. which is considered to be a valuable
model for social networks.We prove that, in these networks: (a) The standard PUSH–PULL
strategy delivers themessage to all nodeswithinO(log2 n) roundswith highprobability; (b)
by themselves,PUSH andPULL require polynomiallymany rounds. (These results are under
the assumption that m, the number of new links added with each new node is at least 2.
If m = 1 the graph is disconnected with high probability, so no rumor spreading strategy
can work.) Our analysis is based on a careful study of some new properties of preferential
attachment graphs which could be of independent interest.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Rumor spreading is one of the basic mechanisms for information dissemination in networks. In this paper we analyse the
performance of rumor spreading in the Preferential Attachment model [7]. We show that, while neither PUSH nor PULL by
themselves guarantee fast information dissemination, with PUSH--PULL the information reaches all nodes in the network
within O(log2 n) rounds with high probability, n being the number of nodes in the network.
The study of information dissemination in social networks is an important endeavour, encompassing a variety of
questions ranging from the purely technological to the spread of viruses and the diffusion of ideas in human communities.
In order to gain insight into these and other related questions, a lot of activity has been devoted to studying stochastic
generativemodels for social networks. Thewell-knownpreferential attachmentmodel, defined precisely in the next section,
is considered to be able to capture many of their salient features. Thus, it seems worthwhile to study how fundamental
primitives of information dissemination behave in such a model. Rumor spreading is one of the very basic such primitives.
Its simple, basic character makes it useful as a protocol and interesting theoretically, for one can hope to gain insight into
more complex phenomena by studying it. Perhaps surprisingly there seems to be no precise analysis in the literature of
the speed with which rumor spreading terminates in the preferential attachment model (to the best of our knowledge)
and thus this is the aim of this paper. Before discussing the relevant state-of-the-art, let us first describe our results
precisely.
✩ This researchwas partially supported by the ENEA project Cresco, and unsupported by the ItalianMinistry of University and Research under Cofin 2006
grant Web Ram and by the Italian-Israeli FIRB project (RBIN047MH9-000). The Ministry has not paid its dues and it is not known if it will ever do.∗ Corresponding author.
E-mail address: flavio@cs.cornell.edu (F. Chierichetti).
0304-3975/$ – see front matter© 2010 Elsevier B.V. All rights reserved.
doi:10.1016/j.tcs.2010.11.001
F. Chierichetti et al. / Theoretical Computer Science 412 (2011) 2602–2610 2603
There is a danger of terminological confusion surrounding the term gossip that we shall now try to avoid. In this paper
we study the randomized gossip protocol, also referred to in the literature with the terms rumor spreading or randomized
broadcast (see for instance [14,12]). It should not be confused with the gossip problem, in which each node is to broadcast
a piece of information and one seeks the most effective protocols to do it (see for instance [19]). The randomized gossip
protocol [11] is a widely used protocols in ad hoc networks to implement a broadcast service, and is defined as follows.
Its aim is to broadcast a message, i.e. to deliver to every node in the network a message originating from one source node.
The randomized gossip protocol proceeds in a sequence of synchronous rounds. At round t ≥ 0, every node that knows
the message, selects a random neighbour and sends the message. This is the so-called PUSH strategy. The PULL variant is
specular. At round t ≥ 0 every node that does not yet have the message selects a neighbour uniformly at random and asks
for the information, which is transferred provided that it is in possession of the queried neighbour. Finally, the PUSH--PULL
strategy is a combination of both. At round t ≥ 0, each node selects a random neighbour to perform a PUSH if it has the
information or a PULL in the opposite case. One of the most studied questions concerning rumor spreading is the following:
how many rounds will it take for one of the above strategies to disseminate the information to all nodes in the graph,
assuming a worst-case source?
We study this question for the preferential attachment model and show the following:
– regardless of the starting node, the PUSH strategy requires, withΩ(1) probability, polynomially many rounds;
– there are starting nodes such that the PULL strategy requires, withΩ(1) probability, polynomially many rounds;
– regardless of the starting node, the PUSH--PULL strategy requires, with probability 1− o(1), O(log2 n)many rounds.
From the technical point of view, Preferential Attachment networks (henceforth PA network) are quite interesting because
in them coexist subgraphs that are very hard for rumor spreading, such as many high degree stars, the so-called hubs,
with subgraphs that are very good, such as small-degree expanders. These two act as opposing forces and only a careful
analysis can ascertain which one will prevail. To this aim, we establish several strong structural properties of PA graphs
that we believe will be useful for further study. In particular we show that a linear size portion of the graph behaves like
a low degree expander. This expander is not a subgraph made of nodes and edges. Rather it is a sort of cluster graph
obtained by collapsing connected components into macronodes that are connected by short paths (as opposed to single
edges). This core acts as a sort of fast information exchanger—it can be reached by every node and it can itself reach every
node.
We now turn to a discussion of the relevant literature.
2. Related work
The literature on the gossip protocol and social networks is huge and we confine ourselves to what appears to be more
relevant to the present work.
Clearly, at least diameter-many rounds are needed for the gossip protocol to reach all nodes. It has been shown that
O(n log n) rounds are always sufficient for a connected graph of n nodes [14]. The problem has been studied on a number of
graph classes, such as hypercubes, bounded-degree graphs, cliques and Erdös–Rényi random graphs (see [18,14,23]).
It is a common assumption that graphs generated by the model intuitively introduced by Barabási and Albert are a good
representation of social networks [1]. In this model nodes arrive one after the other. Roughly speaking, when a new node
arrives,m nodes are chosen randomly as neighbours, with probability proportional to their degree. Bollobás et al. formalize
this model in [7]. We will use the terms ‘‘preferential attachment’’ and refer to it as the PA model. Analogously, we will
speak of PA graphs and PA networks. The PA model has been the object of a great deal of rigorous study by a number of
authors [2,4–8,17]. For instance, it is known that (a) its degree distribution follows a power-law [7], (b) its maximumdegree
is≥ n 12−ϵ [16], (c) its diameter isΘ(log n/ log log n) (form ≥ 2), and (d) its cover time isΘ(n log n) (again form ≥ 2).
An interesting property of the PA graphs is their robustness with respect to node deletion. In [4,17] the authors study
the size of the largest component of the PA graphs after random and adversarial node deletions. In [2] the authors study
the virus-spreading problem on graphs very similar to PA graphs, relating it to spreading of computer viruses over the
internet.
It is natural to ask whether a high edge expansion or conductance1 imply that rumor spreading is fast. The graph
in Fig. 1 has high edge expansion but rumor spreading takes linearly many rounds. The graph consists of
√
n many
independent sets, each of size
√
n. These independent sets are arranged in a cycle. Two neighbouring independent
sets form a complete bipartite graph. The central node is connected to one vertex in each independent set. The graph
also has a high edge expansion but PUSH--PULL requires polynomially many rounds in spite of the diameter being
constant.
1 The edge expansion of a graph is defined as theminimum, over all subsets of at most n/2 nodes, of the ratio of the number of edges in the cut (S, V −S)
over |S|. The conductance is defined to be the minimum, over all subsets of nodes S ⊆ V of total degree (or volume) less than or equal to the number of
edges, of the ratio between the number of edges in the cut (S, V − S) over the total degree of S.
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Fig. 1. Slow rumor spreading in spite of a high edge expansion.
Mihail et al. [21] study the edge expansion and the conductance of graphs that are very similar to PA graphs. We shall
refer to these as ‘‘almost’’ PA graphs [2]. They show that the edge expansion and conductance are constant in these graphs,
whenm ≥ 2.
Subsequent to our work in this paper it was shown in [9,10] that if a graph has high conductance then rumor spreading is
fast. In particular, if a graph has a conductance ϕ then PUSH--PULL reaches every node within O

log nϕ−1 log2 ϕ−1

many
rounds with high probability, regardless of the source node. Note that while almost-PA graphs are known to have constant
conductance, the same is not known for PA graphs.
Previous to [9,10], it was known that the high conductance implies that non-uniform rumor spreading succeeds. By non-
uniform we mean that, for every ordered pair of neighbours i and j, node i will select j with probability pij for the rumor
spreading step (in general, pij ≠ pji). Boyd et al. [3] consider the ‘‘averaging’’ problem on general graphs, which is closely
related to the convergence ofPUSH--PULL. A corollary of theirmain results is that, if the pij are suitably chosen, non-uniform
PUSH--PULL rumor spreading succeeds within O(log n) rounds in almost-PA graphs. They also show that this distribution
can be found efficiently using local computations in these graphs, but their method requires Ω(log n) steps. While the
contribution of [3] is noteworthy, this corollary is in our context somewhat trivial. That such a probability distribution exists
is straightforward. Because of their high conductance, almost-PA graphs have diameter O(log n). Thus, in a synchronous
network, it is possible to elect a leader in O(log n) many rounds and set up a BFS tree originating from it. By assigning
probability 1 to the edge between a node and its parent one has the desired non-uniform probability distribution. Thus,
from the point of view of this paper the existence of a non-uniform problem is rather uninteresting. Boyd et al. [3] also
show that these distributions can be found efficiently using local computations, but their method requires Ω(log n)many
steps. The local computations of each node, at every step, include a broadcasting of some values to all neighbours. Local
broadcasting, used for diameter (that is, O(log n)) many rounds, is a trivial information dissemination strategy.
Also, Mosk-Aoyama and Shah [22] consider the problem of computing separable functions. In particular, they consider
the uniform rumor spreading problem on graphs weighted by a high-conductance doubly stochastic matrix ‘‘that assigns
equal probability to each of the neighbours of any node’’ (that is, if pij is the probability that node i initiates a connection to
node j in the generic round t , then ∀ij ∈ E(G) pij = pji = ∆−1, where ∆ is the maximum degree in the graph). Their work
implies that if the conductance (or the edge expansion) of a graph is Ω(1) then rumor spreading ends in O(∆ log n)many
rounds—this, while being a good bound for constant-degree graphs, is polynomially large for PA graphs (where the bound
would be larger thanΩ(n
1
2−ϵ)).
3. Preliminaries
Preferential attachment graphs were intuitively introduced in [1] and formally defined in [7], from which the following
definition is taken.
Definition 1 (PA Model). Let Gmn ,m being a constant parameter, be defined inductively as follows:
– Gm1 consists of a single vertex withm self-loops.
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– Gmn is built from G
m
n−1 by adding a new node u together with m edges e1u = (u, v1), . . . , emu = (u, vm) inserted one after
the other in this order. Let Mi be the sum of the degree of all the nodes right before the edge eiu is added. The endpoint
vi is selected with probability
deg(vi)
Mi+1 =
deg(vi)
(i−1)+(n−1)m , with the exception of node u that is selected with probability
deg(u)+1
Mi+1 =
deg(u)+1
(i−1)+(n−1)m .
In other words, if a vertex v ≠ u has degree dwhen eiu is inserted, it will be chosen with probability proportional to d, while
u will be chosen with probability proportional to its current degree plus one. Note that the definition allows for self-loops.
The rich-get-richer effect is clear, since the higher the degree of a node, the higher the probability that it will be chosen as
the endpoint of a new edge.
Polya urn (see, for instance, [20]) is another random evolutionary process that we will consider in this paper. In the basic
Polya urn process, one has a urn with r red balls and b blue balls. Repeatedly, one takes a ball from the urn uniformly at
random, checks its color, and reintroduce the ball in the urn with another one of the same color. We will use a modified urn
process to bound the degrees of some nodes in the PA graph.
In what follows we will say that an event holds with high probability if it occurs with probability 1 − o(1), where o(1)
will be a quantity going to zero as n, the number of vertices of the graph under consideration, grows.
Definition 2. Consider a rumor spreading strategy (PUSH, PULL or PUSH--PULL). Given a (random) graph of n nodes, we
say that the strategy succeeds if the message is delivered within poly-logarithmically, in n, many rounds, regardless of the
starting node,with probability 1−o(1). It fails if, with non-vanishing probability, there exists a node fromwhich themessage
requires polynomially many rounds to be delivered to all nodes (i.e. it requiresΩ(nα)many rounds for some α > 0).
We observe that, in principle, a strategy might neither succeed nor fail; for instance, it might require, say, Θ

2
√
log n

many rounds to spread the information from some nodes. In our case, though, we will show that the three strategies we
consider fall either in one category or in the other—that is, either they are very fast (poly-logarithmic spreading time), or
very slow (polynomial spreading time).
4. Rumor spreading in social networks
We begin by showing some lower bounds for the performance of PUSH and PULL acting alone, and that the condition
m ≥ 2 is necessary. This discussion will provide the motivation to analyse the PUSH--PULL strategy.
The requirement m ≥ 2 is due to the fact that G1n is disconnected with a high probability. The next lemma is implicit
in [6].
Lemma 1. G1n is connected with probability√
π
2
· Γ (n)
Γ (n+ 1/2) = Θ

1√
n

,
where Γ denotes the gamma function (Γ (x) = ∞0 tx−1e−tdt).
Proof. The graph is connected iff no node, except the first, has a self-loop. The probability of this event is
∏n
i=2
2i−2
2i−1 , which
is equivalent to the expression in the claim. 
Next we characterize the performance of PUSH and PULL. Fix ϵ > 0. We say that a node is of high degree if its degree is
> nϵ . The next lemma says that, with high probability, the sum of the degrees of high degree nodes is Ω(n1−ϵ). To prove
the lemma we need a sharp estimate of E[Xnk ], where Xnk is the number of nodes of degree k in G1n. [7] gives the bound
E[X ti ] = (1±o(1)) 4ti(i+1)(i+2) but this is not sufficient for our purposes.We require a bound of the form E[X ti ] ≤ 4ti(i+1)(i+2)+c ,
for some absolute constant c (say, c = 2).
Lemma 2. Fix ϵ > 0 sufficiently small constant. Then, with high probability, the sum of the degrees of nodes that in G1n have
degree> nϵ , isΩ(n1−ϵ).
Proof. For t = 1, we have E[X12 ] = 1 and E[X1≠2] = 0. Thus, the following recursion for t ≥ 2 obtains,
E[X ti ] =

E[X t−11 ]

1− 12t−1
+ 1− 12t−1  if i = 1
E[X t−12 ]

1− 22t−1
+ E[X t−11 ] 12t−1 + 12t−1 if i = 2
E[X t−1i ]

1− i2t−1
+ E[X t−1i−1 ] i−12t−1 otherwise.
Thus, by induction we have that E[X ti ] ≤ 4ti(i+1)(i+2) + c , for some absolute constant c (say, c = 2).
As shown in [7], the Xni ’s are concentrated around their expectation within an error of
√
n log n, for i ≤ n1/15.
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Thus, we have that, with high probability, the sum of the degrees of small-degree nodes is
nϵ−
i=1
i · Xni ≤
nϵ−
i=1

i · E[Xni ] + O(√n log n)
=
nϵ−
i=1

i ·

4n
i(i+ 1)(i+ 2) + c + O(
√
n log n)

=
nϵ−
i=1

i · 4n
i(i+ 1)(i+ 2)

+ O(√n log n) ·
nϵ−
i=1
i
≤ 4n
nϵ−
i=1
1
(i+ 1)(i+ 2) + O(n
1/2+2ϵ log n)
= 2n−Ω(n1−ϵ)+ O(n1/2+2ϵ log n)
= 2n−Ω(n1−ϵ)
where the second to the last equality follows from the identity
∑t
i=1
1
(i+1)(i+2) = 12− 1t+2 , which can be verified by induction.
The sum of all degrees in G1n after n steps is 2n. Thus, the total degree of high degree nodes is at least Ω(n
1−ϵ), proving
the claim. 
Theorem 1. Let m be a constant positive integer, m ≥ 1. Both PUSH and PULL fail on {Gmn }.
Proof. Ifm = 1 the claim is implied by Lemma 1. We assumem ≥ 2. Recall that a node has high degree if its degree is> nϵ .
Let us consider Gm2n. We show that, if we consider the nodes inserted after time n, at leastΩ(n
ϵ) of them are connected only
to high degree nodes, for some constant ϵ = ϵ(m) > 0, to be fixed later.
We will think of every edge uv as a pair of ‘‘half-edges’’, going out of u and v respectively. A half-edge is good if it goes
out of a node that had high degree at time n (and thus still has it). Consider now a node u arrived at time t > n. Choosing a
neighbour for u is equivalent to choosing a half-edge uniformly at random in Gmt−1. We say that u is good if the half-edges it
chooses are all good. Note that the events of being good for each of the nodes from n+ 1 to 2n are independent.
As in [7],we can think ofGmn in the following, equivalentway. GenerateG
1
nm and then collapse into onenode each sequence
ofm consecutive nodes. Clearly, the degree of a node in Gmn is at least as large as the degree of the nodes G
1
nm it comes from.
The sum of degrees of high degree nodes in Gmn is no less than the analogous sum in G
1
nm.
By Lemma 2, the probability of a node being good is at least
Ω

n1−ϵ
n
m
≥ Ω(n−mϵ).
We choose ϵ in such a way that (m+ 1)ϵ < 1. Say, 0 < ϵ ≤ 1/(m+ 2).
Recall that the events ‘‘node vt is good’’ are mutually independent for t ≥ n+ 1. We let X be the number of good nodes
within the lastΘ(n(m+1)ϵ) nodes. By Chernoff bound,
P
[
X ≥ 1
2
E[X]
]
= 1− P
[
X <
1
2
E[X]
]
≥ 1− e− 18 E[X].
Since E[X] ≥ Θ(n(m+1)ϵ) ·Ω(n−mϵ) = Ω(nϵ), we obtain that the probability that the number of good nodes X is X ≥ Ω(nϵ)
is 1− o(1).
Let vt be one of those good nodes and suppose that it was inserted at time t ≥ 2n−Θ(n(m+1)ϵ).
The probability that vt is not chosen as a neighbour by nodes inserted at later times is at least
2mn∏
i=mt+1

1− m
2i− 1

>
2mn∏
i=mt+1

1− m
2mt

≥

1− 1
2n
mΘ(n(m+1)ϵ )
= 1− o(1).
In other words, with high probability, vt is only connected tom nodes of high degree.
So, suppose the PULL algorithm is being used. If the source of the message is vt , then the message will not be passed to
any other node in time< o(nϵ)with high probability because itsm neighbours all have high degree—PULL does not work.
Analogously, if we place the message in u ≠ vt , since the only way to reach vt is viam high degree nodes, PUSHwill not
be able to route the message to vt in o(nϵ) time. 
The previous theorem provides strong motivation to analyse the PUSH--PULL strategy.
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5. Push and Pull acting together
In view of Lemma 1 we assumem ≥ 2 from now on. Our aim is to show the following.
Theorem 2. Let m ≥ 2 be a constant integer. Then, PUSH--PULL succeeds for {Gmn } within O(log2 n)many rounds.
Wenote bypassing that a lower boundofΩ

log n
log log n

holds for the number of rounds thatPUSH--PULLneeds to succeed:
in [6] it is shown that the diameter of the PA graph is Θ

log n
log log n

, and no information dissemination strategy can succeed
in time smaller than the diameter.
The proof of Theorem 2 will be based on several structural facts concerning PA graphs. Some are taken from the existing
literature, while new ones will have to be established. We will use the following from [6].
Theorem 3. Let m ≥ 2 be a constant integer. The diameter of Gmn is O(log n/ log log n) with high probability.
Consider a connected graphwithnnodes inwhich every nodehas degreeO(log n) and that hasO(log n)diameter. In [14] it
is shown (Theorem 2.2) how the PUSH strategy alone, and therefore the PUSH--PULL strategy also, spreads the information
within O(log2 n) rounds in such a graph. The next two lemmas say that a PA graph contains a linear size subgraph of this
kind. Their proofs are postponed to the next section. Here they are used to prove Theorem 2.
Lemma 3. Let m ≥ 2 be a constant integer, and let ϵ > 0 be sufficiently small constant. Then, there exists a set of vertices
W ⊆ V (Gmn ), such that (a) W only contains nodes added after time ϵn and before time n/2, (b) |W | ≥ ϵn, and (c) every pair of
vertices x, y ∈ W are connected by a path of length O(log n) consisting solely of edges inserted between time ϵn and 3n/4.
The next lemma roughly says that if a vertex is not a hub by time ϵn it will never be (this includes the case of nodes inserted
after that time).
Lemma 4. Let m ≥ 2 be a constant integer, and let ϵ > 0 be sufficiently small constant. Then, with high probability the following
hold: (a) Every node added after time ϵn has degree O(log n) in Gmn , and (b) For every c
′ > 0 there exists c > c ′ such that, if a
node has degree≤ c ′ log n in the subgraph of Gmn induced by the nodes added up until time ϵn, then its degree in the full in Gmn is
< c log n.
The following lemma follows from Lemmas 3 and 4. It says that hubs are at a distance at most 2 fromW .
Lemma 5. Let W and m be as in Lemma 3. Then, there exists a constant c such that, with high probability, for every node
v ∈ V (Gmn ) with degree≥ c log n there exists a path of length 2 connecting v to W, whose central node has degree≤ c log n.
Proof. Choose some sufficiently small ϵ > 0. By Lemma 4, there will exist some c = c(ϵ) such that the vertices of degree
≥ c log nwere all inserted before time ϵn. Let H be the set of vertices with degree≥ c log n. Also, let R be the set of vertices
inserted after time 34n. Recall thatW is a subset of the vertices inserted after time ϵn and before
3
4n. A vertex v
′ ∈ R is good
if it is connected to W with its first edge. Our aim is to show that R contains Θ(n) good vertices. Now, given any vertex in
W we will consider only the m half-edges going out of it when this vertex joined the graph. Even with this limitation, the
first edge choice of v′ ∈ R hitsW with probability at least
|W |m
2mn
.
By Lemma 3(b) this is at least some constant 1 > p > 0. By our previous choice concerning the half-edges of vertices inW ,
being good is an independent Bernoulli trial. It follows from the Chernoff–Hoeffding bounds (and stochastic domination)
that the number of good nodes isΘ(n)with high probability.
So far we have exposed only the random choice of the first edge of every good node. Thus, there remain Θ(n) other
edges going out of good nodes that are to be fixed. We will use those edges to prove that every vertex in H whose degree
is connected to a good node with probability at least 1 − O n−2. Once this is done the claim will follow from the union
bound, since |H| ≤ n.
Let v be of degree≥ c log n (the value of c will be fixed later). Recall that by Lemma 4 this vertex must have been added
before time ϵn and must have had degree ≥ c ′ log n at that time. Let z be a good node inserted at time t > 34n. Because of
the preferential attachment mechanism, the second edge choice of z selects v with probability p greater than or equal to the
degree of node v at the end of time step t − 1, degt−1(v), over the total degree in the graph at the end of time step t , 2mt;
since t ≤ n and degt−1(v) ≥ degϵn(v) ≥ c ′ log n,
p ≥ degt−1(v)
2mt
≥ c
′ log n
2mn
≥ c
′′ log n
n
.
These choices are Bernoulli trialswith total expectation≥ c ′′′ log n (that is, the number of goodnodes times c ′′ log nn ). It follows
from the Chernoff–Hoeffding bounds that c (and consequently c ′, c ′′, c ′′′) can be chosen in such a way that the probability
that v has no neighbour among the good vertices is atmostO

1
n2

. Therefore therewill exist one good node thatwill connect
to vwith probability 1−O n−2. The claim follows by union bound, observing that each good node has degree≤ c log n. 
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Given the previous lemmas, we can prove Theorem 2 in the following way.
Proof of Theorem 2. Let us partition V (Gmn ) into three classes. Let H ⊆ V be defined as in Lemma 5—that is, H contains
all nodes of degree at least c log n; let W ⊆ V be as in Lemma 3 (note that by fixing the right value for the constant c by
Lemma 4, w.h.p.W ∩ H = ∅) and let R = V − H −W .
Suppose that the information starts in some vertex h ∈ H . We show via a coupon-collector-like argument that by the
PULL strategy the information will be taken by at least one node in W in time O(log2 n). By Lemma 5, there will exist a
node v ∈ V and a node w ∈ W such that hwill be connected to v, and v to w. Furthermore, both v and w will have degree
≤ c log n. We thus upper bound the probability that v will never perform a PULL from h in (c log n)(2 ln n) = Θ(log2 n)
steps with
1− 1
c log n
(c log n)(2 ln n)
=

1− 1
c log n
c log n2 ln n
≤ e−2 ln n = n−2.
The same reasoning can be applied to show that, once v has performed its PULL from h, the probability that w will not
perform a PULL from v in anotherΘ(log2 n) steps is O(n−2). Therefore, inΘ(log2 n) steps the information moves from H to
W .
Suppose instead that the information starts in some node of R. The distance between one node of R and one node in V −R
is at most O(log n) by the diameter bound of Theorem 3. Also, each of the nodes in R has degree O(log n) by definition. Thus,
in time O(log2 n) (= (diameter + log n) × maximum degree; see [14]) the information will reach W (either directly or by
passing through H) by the PUSH and PULL strategies.
So, we can assume that after O(log2 n) steps the information is inW . Each node added after time ϵn has degree O(log n)
and the diameter ofW , even after projecting onW ∪ R, is O(log n). Thus if at some point a node inW has the information,
after O(log2 n) steps the information will have reached all nodes inW by the PUSH strategy.
By Lemma 5, if each node inW has the information, after O(log2 n) steps the information will have been passed to each
of the nodes in H by the PUSH strategy, using the previous coupon-collector argument.
After each node inW ∪H has the information, the PULL strategy employedwill give the information to each of the nodes
in R in time O(log2 n). 
6. Proofs
In this section we prove the two main lemmas from the previous section, Lemmas 3 and 4.
We start by proving Lemma 3. In order to do that, we introduce Lemma 6, that roughly says that given any positive integer
k, any tree can be partitioned into subsets of nodes, each of size k (with the exception of one component) and diameter at
most 2k. We will use this to partition a linear size subgraph of Gmn , so to prove Lemma 3.
Lemma 6. Fix some integer k ≥ 1. The nodes of any tree can be partitioned into subsets of nodes called macronodes in such a way
that (a) each macronode, except at most one, contains k nodes, and (b) the diameter (in the tree) of each macronode is at most 2k.
Proof. Fix a root, and label each nodewith the number of nodes of the subtree rooted there. Pick a node v having the smallest
label ℓ greater than or equal to k. If ℓ = k, then the subtree rooted at v will form a macronode. If ℓ > k then, consider the
levels of the subtree rooted at v. We will put into the macronode the nodes of the levels, in ascending order, in such a way
that the number of nodes in the macronode will be k. If the number of nodes in the current level, plus the already inserted
nodes, exceeds k, take any subset of the nodes of the current level in order to reach k. What is the diameter of a macronode?
First of all note that the height of the tree rooted at v is at most k (otherwise, the subtree rooted in a child of v would have a
number of nodes no less than k but smaller than the subtree rooted at v). Thus, the maximum distance between two nodes
in the subtree is bounded by 2k. 
We now come to the proof of Lemma 3. The main thrust of the proof is to show that Gmn contains a linear size, low
degree expander of type G(N,M). Note that the existence of a graph of linear size that is ‘‘almost’’ of type G(N,M) was
already proven in [5], where ‘‘almost’’ means that a linear, albeit small, number of edges may be added and/or deleted from
G(N,M). These edges introduce complications, but what makes Lemma 3 is that the proof in [5] holds only if m is a very
large constant, while we assumem ≥ 2.
Proof of Lemma 3. By Theorem 3.2 of [4], w.h.p. there exists a subset W ′ of the nodes of V (Gmn ) such that (a) W ′ contains
nodes added after time ϵn and before time n/2, (b) |W ′| ∈ Θ(n), and (c) the subgraph of Gmn induced byW ′ is connected.
Let us fix such aW ′. Take any spanning tree ofW ′ and partition it in macronodes of size s = ⌈((4mn)/|W ′|)2⌉ ∈ O(1) as
shown in Lemma 6. (Recall that the last macronode may not have the required size. In that case, we remove its nodes from
W ′.) By the lemma, the diameter of each of the macronodes in V (Gmn ) is at most O(1).
We will show that the macronodes will be connected thanks to an Erdös–Rényi-like random graph G(N,M) (a graph
havingN nodes andM edges chosenUAR between thosewith these properties) and some other edges. Also,M ≥ (1/2+ϵ)N:
by a theorem of [15] this implies that, this G(N,M) will contain a giant component (i.e., a component of size Ω(n)) of
diameter O(log n). As the diameter of a macronode is O(1), this will imply the main statement.
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Consider nodes added between ⌈n/2⌉ and 3n/4 − 1. Each of those nodes will choose the first 2 of its m neighbours by
selecting the outgoing edges of the nodes in W ′ with probability at least (|W ′|/(2mn))2. If such an event occurs we say
that a ‘‘pseudo-edge’’ is added between the macronodes containing the two selected vertices. The macronodes, and the
pseudo-edges, will compose the Erdös–Rényi-like random graph G(N,M).
Consider the auxiliary graph in which macronodes are vertices and two of them are connected by an edge if there is a
pseudo-edge connecting them. The number t of such macronodes inW ′ is t ≤ |W ′|/s. The number of pseudo-edges added
between macronodes is, with high probability, at least (|W ′|/(2mn))2 · (n/4 − 2) = 1− O n−1 · |W ′|2/(16m2n). As
the latter is greater than (1/2 + ϵ)|W ′|/s, it follows from the results of [15] that in the auxiliary graph there exists a giant
component having diameter O(log n) and sizeΩ(n). The claim follows by choosingW as the set of nodes that makes up the
macronodes. 
We now turn our attention to Lemma 4. Recall that Lemma 4 was a statement about degrees in Gmn —the next lemma is
the key technical ingredient for its proof.
Lemma 7. Consider a Polya urn process lasting for n steps. Suppose that this Polya urn startswith R0 ≥ αn red balls and B0 ≤ g(n)
blue balls, for α > 0 and some function g(n) ∈ o(n). Then, with probability 1 − o(1/n), the number of blue balls after the nth
extraction, Bn, will be Bn ≤ cmax{g(n), log n}, for some constant c > 0.
Proof. The probability that, overall, k blue balls will be added to the urn is
P[Bn+B0+R0 = k] =

n
k

· B0 · · · (B0 + k− 1) · R0 · · · (R0 + n− k− 1)
(B0 + R0) · · · (B0 + R0 + n− 1)
= (B0 + k− 1)!
k! (B0 − 1)! ·
(R0 + n− k− 1)!
(R0 − 1)! (n− k)! ·
n! (B0 + R0 − 1)!
(B0 + R0 + n− 1)!
=
B0+k−1
k
 · R0+n−k−1n−k B0+R0+n−1
n

= f (k; B0 + R0 + n− 2, B0 + k− 1, n) B0 + R0 − 1B0 + R0 + n− 1
where f (k; s, t, u) is the probability of getting exactly k good elements froma samplewithout the replacement of u elements,
from a set of s elements, t of which are good.
Consider the numerator of the second to the last expression, is h(k) = B0+k−1k  · R0+n−k−1n−k . Thus we obtain that for
integer k ≥ c ′ · g(n), for some c ′ > 0, it holds that h(k) > h(k + 1). Therefore, the whole expression is decreasing for k in
that range.
Now, let us bound the ‘‘bad’’ event using r for r = c ′ · (g(n)+ log n), for some sufficiently large constant c ′ > 0,
P[Bn+B0+R0 ≥ r] =
n+B0−
i=r
P[Bn+B0+R0 = i]
≤ (n+ B0)P[Bn+B0+R0 = r]
= (n+ B0)f (r; B0 + R0 + n− 2, B0 + r − 1, n) B0 + R0 − 1B0 + R0 + n− 1
≤ (n+ B0)
∞−
i=r
f (i; B0 + R0 + n− 2, B0 + r − 1, n) B0 + R0 − 1B0 + R0 + n− 1
where the last step allows us to use thewell-known tail bound for the hypergeometric sum [13]. Let P denote the probability
that at least k good elements are in a sample (without the replacement) of u elements, from a set of s elements, t of which
are good. Then
P ≤ 2 exp

− (k− 1− ut/s)
2
k− 1

.
Note that, in our case,
ut/s ≤ n (B0 + r − 1)
B0 + R0 + n− 2 ≤ (1± on(1))
c ′ + 1
1+ α (g(n)+ log n) .
So, we get that k−1−ut/s ≥ (1± on(1)) c′α−11+α (g(n)+ log n). Thus it is possible to make this lower bound arbitrarily large,
by choosing c ′ bounded away from 1
α
. The statement follows. 
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We finally show how Lemma 7 implies Lemma 4. Take any node v having degree less than c log n at time ϵn. The graph
process can be seen as the following urn process. The urn will contain two balls for each edge in the graph. More precisely,
at time ϵn, the urn contains a number of blue balls equal to dv , the degree of v, and m · ϵn − dv red balls. The urn process
works as follows. At each time step, a red ball is added to the urn. Then a random ball is extracted. The time step ends after
this ball, and a new one of the same color, are added to the urn. One can easily observe that adding a new node to the graph,
with itsm new edges, corresponds to running the urn process form steps, and that the number of blue balls corresponds to
the degree of node v at any step.
The number of blue balls of the Polya urn process (with the same starting conditions, and the same running time)
dominates the number of blue balls of the urn process just described.
This proves the second part of Lemma 4. The first part follows by noting that, just after having added the generic node j,
the degree of j is upper bounded by 2m. Suppose that v was added after time ϵn. Then, the final number of blue balls in the
urn of the process of Lemma 7, with an initial urn of log n blue balls and ϵn red ones, dominates the degree of v.
7. Conclusion
We have shown how fast the PUSH--PULL strategy disseminates some information throughout the nodes of a PA graph,
and how slow the PUSH, PULL strategies obtain the same result. In doing so, we have proved some lemmas that strengthen
the connection between the PA random graphs and classical Erdös–Rényi random graphs.
We believe that our results might offer some insights into real rumor spreading among humans. Namely, it seems
plausible that in a social network there exists a ‘‘core’’ of people that might not be VIPs, and yet collectively are able to
reach a majority of their community in a few steps. Also, our proofs indicate how VIPs are only important for relaying the
information andnot as originators of rumors (that is, even if theynever started a communication themselves, the information
would still spread through the network—just by people asking and telling them what they know).
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