ABSTRACT The cloud radio access network (C-RAN) has been considered as a promising network architecture to improve both spectrum efficiency and energy efficiency of current wireless networks. In this paper, we aim to address the channel uncertainty issue in the multi-input single-output C-RAN by studying the robust beamforming. We formulate the robust beamforming design problem with an aim to minimize the overall network power and backhaul cost while satisfying the each radio remote head power constraint and guaranteeing individual signal-to-interference-plus-noise ratio (SINR) requirements. The channel state information is assumed to be imperfect, and the additive channel state information error is modeled as Gaussian distributed variables. Formulated problem is hard to solve due to the non-convex 0 -norm functions and channel uncertainty in the constraints. Two statistical approaches, named average approach and probability approach, are proposed to deal with SINR requirements when including the channel uncertainty. 0 -norm approximation and a majorization-minimization algorithm are utilized to transform 0 -norm problem into a series of semidefinite programing (SDP) problems. After that, we propose an alternating direction method of multipliers (ADMM)-based algorithm to solve each SDP problem. We introduce two auxiliary variables to reformulate the SDP problems in an ADMM form, which further ensure that solving the SDP problem can be decomposed to solve three convex subproblems. A subgradient algorithm, KarushKuhn-Tucker conditions, and a projected gradient method are applied to solve them, respectively. Simulation results verify that the proposed robust algorithm can significantly enhance the performance compared the non-robust case.
efficiency of C-RAN systems [6] . Fifth, the caching technique can be introduced into the C-RAN to construct a cacheenabled C-RAN to reduce power consumption [7] , [8] . This cache-enabled system can fundamentally reduce the backhaul power consumption by equipping a cache at each RRH since most of the popular files are cached at RRH and the CP do not have to transmit these cached files through backhaul links anymore.
The studies mentioned above contribute a lot in the energy efficiency of C-RAN system. However, most of the researches simply assume perfect channel state information (CSI). In fact, we can not get the perfect CSI because of the random noise and the time-varying nature of wireless [9] , [10] . Therefore, it is important to consider the CSI errors in the study of energy efficiency for C-RAN system. We note that imperfect CSI have been taken into account for a C-RAN system in [11] [12] [13] [14] . In general, there are two basic ways to deal with the CSI errors with estimated CSI. Dhifallah et al. [11] , Wang et al. [12] , and Yan et al. [13] use the worst-case approach for the joint robust power control and beamforming design of C-RAN systems. However, as we know from [15] , channel estimation errors are not necessarily bounded. In [16] , the estimation errors are modeled as Gaussian distribution since CSI is estimated using minimum mean squared error (MMSE) method. The solutions in [11] and [12] cannot be applied in such scenarios. Apart from that, the worst-case approach intends to guarantee all the users' SINR requirements even for the worst channel realizations of the bounded channel error region. In some abominable communication environments, the error region can be fairly big and it is very hard to or even can't provide a appropriate robust beamforming design for C-RAN system. The second approach is the stochastic approach, which was employed in [14] for the robust precoder design for a wireless fronthaul C-RAN system. However, the authors do not take the successful transmission probability into account. In this case, the reliability of C-RAN system can not be guaranteed.
In this paper, we aim to put more efforts to address the issue of joint beamforming design for a C-RAN system with channel uncertainties. Our main contributions are summarized below:
• We analyze the power consumption and channel uncertainty of a fundamental C-RAN architecture. Using 0 / 2 -norm function, we formulate our design problem with an aim to minimize the total power consumption subject to per-RRH power constraint, individual SINR requirements, and the imperfect CSI constraints. The channel errors are considered as an additive error following Gaussian distribution, the effect of which is included in the constraints.
• We employ two statistical approaches named average approach and probability approach to deal with the channel uncertainty in the SINR requirement conditions. Specifically, the first approach aims to guarantee from the average perspective while the second one intends to meet from the probability point of view. We also prove that the two approaches share the same form and can be solved by the same algorithm.
• To make the non-convex optimization problem tractable, the semidefinite programing (SDP) technique and 0 -norm approximation are used to transform the objective function to the form of a difference of two convex functions. Then majorization-minimization (MM) algorithm is utilized to transform the convex-concave objective function into a series of SDP problems.
• We propose to use alternating direction method of multipliers (ADMM) algorithm to solve the complex SDP problems instead of using the existing solvers.
To implement the ADMM procedure, we propose to decompose the transformed SDP problem into three subproblems. Subgradient algorithm, Karush-KuhnTucker (KKT) conditions and projected gradient (PG) algorithm are adopted to solve these three subproblems respectively.
• Simulation results verify that the proposed robust algorithm can significantly reduce the total power consumption and guarantee the success transmit probability. Note that this work differs from our previous work [13] in that this work considers the probability constraints instead of worst-case constraints. Moreover, this paper proposes an ADMM based algorithm to solve our formulation problems instead of using solvers.
Notations: Boldface uppercase letters denote matrices and boldface lowercase letters denote column vectors. The sets of complex numbers and binary numbers are denoted as C and B respectively. The statistical expectation, transpose and Hermitian transpose are denoted as E(·), (·) T and (·) H respectively. The Frobenius norm and the 2 -norm and 0 -norm are denoted as · 2 and · 0 respectively. For a square matrix S M ×M , S 0 means that S is positive semidefinite and Tr(S) denotes trace of S. I is the identity matrix and diag(·) means diagonal matrix.
II. SYSTEM MODEL
In this section, we describe the C-RAN system model. In particular, we introduce the power consumption model and the channel uncertainty model.
A. POWER CONSUMPTION
Consider a downlink transmission of C-RAN system with K users and L RRHs as is shown in Fig. 1 , where each RRH has been equipped with N t transmit antennas while each user has only one single receive antenna. All the RRHs are connected to the CP via backhaul links. Users are served by multiple RRHs and each user's message is shared among all the serving RRHs. Note that the CP needs to transmit the user's message to all it's serving RRHs in our model which falls in the category of data-sharing strategy as introduced in [17] . Define K = {1, ..., K } as the set of users and L = {1, ..., L} as the set of RRHs. Similarly to the existing works [6] [7] [8] , we define that the total power consumption of a C-RAN system comes from two parts: the RRH power consumption FIGURE 1. Downlink transmission of C-RAN system. In this example, the CP transmits user 1's message to RRHs 1 and 2. The RRH cluster (1, 2) then cooperatively serves user 1 through joint beamforming. and the backhaul links power consumption. The RRH power consumption is relevant to the transmit beamforming used at each RRH while the backhaul power consumption is only bound up with the data traffic in the backhaul links connecting the CP and RRHs. In this work, each RRH is assumed to be put into sleep mode by the CP for energy saving when it is idle. Hence the power consumption at RRH l can be written as:
where l ∈ L, η l > 0 is a constant reflecting the weight of transmit power consumption, P l,a is a constant denoting the power to support a RRH to work normally and P l,s is the sleep mode power consumption. Here we have P l,a > P l,s since the power cost by a RRH to monitor the commands from the CP once it is put to sleep mode is much less than that of normal work state. P l,tx denotes the transmit power consumption and it is relevant to the transmit beamforming design. Let w l,k ∈ C Nt denote the RRH l's beamforming vector to user k. We denote the data symbol requested by user k by s k ∈ C and assume that the expectation of the symbol is E[|s k | 2 ] = 1. Therefore the transmit power of RRH l can be written as follows:
For the C-RAN system considered in our work, the backhaul power consumption is related to the backhaul data traffic, i.e., total transmission rate in backhaul links [6] . The total transmission rate is determined by the user's target rate and the serving conditions of C-RAN system. If user k is served by RRH l, the CP needs to send user k's message s k to RRH l through the backhaul link and it increases the backhaul data traffic. We can use 0 -norm function of the beamforming vectors w l,k to describe the serving conditions of C-RAN system. If the 0 -norm function w l,k = 0, RRH l is serving user k. Thus, the number of the RRH serving for user k can be expressed as a 0 -norm function of the beamforming vector. The total backhaul transmit power consumption for RRH l can be written as
where r k denotes the user k's target transmission rate. Based on the above RRH power model (1), transmit power model (2) and backhaul power model (3), we can obtain the total power consumption P for C-RAN given by
where ρ l > 0 is a constant reflecting the weight of backhaul power consumption. We define P = P l,a − P l,s to describe the saving power of RRH sleep mode and P should be positive.
B. CHANNEL MODEL
In this work, we apply the stochastic error model stated in [15] to deal with the channel uncertainty. The true channel vector h k is not perfectly estimated and the CSI estimation errors is modeled as an additive noise vector following Gaussian distribution. This model is accurate since the estimated CSI are often obtained by MMSE criterion which leads to channel errors be Gaussian distributed [16] . The true channel vector can be expressed as:
where h k represents the estimated channel seen by the CP, and h k denotes the CSI uncertainty between RRHs and users following CN (0, σ 2 h I), h k is independent on h k .
C. PROBLEM FORMULATION
In this paper, we aim to minimize the total power consumption modeled in (1). However, for a practical communication system, the transmission power at each RRH is limited. We also know that the transmission rate is limited by the received SINR γ k as r k = log 2 (1 + γ k ), which implies γ k = 2 r k − 1. It means that to successfully receive the signal of a C-RAN system with a transmission rate at r k , the system should guarantee that the received SINR is larger than γ k . Hence we can formulate our optimization problem as follows:
where P l is the peak transmission power available at RRH l and SINR k represents the actual received SINR at user k. With a C-RAN system described above, for user k ∈ K, its received downlink signal y k can be written as
where h k is the actual channel vector modeled in (5),
T denotes the user k's beamforming vector from all RRHs and η k ∼ CN (0, σ 2 ) denotes the additive white Gaussian noise. w k s k is user k's target messages, w j s j denotes the signal intended to the user j and it's an interference for user k with k = j.
According to the error model (5) and the received signal of user k in (7), user k's SINR can be written as a function of the estimated channel h k and the random errors h k as follows,
It is noted that the formulated problem (6) is difficult to solve due to the following reasons: The first one is that objective function is a non-convex function with a 0 / 2 -norm combinatorial form; moreover, the SINR constraint involves CSI uncertainty, which implies that the SINR requirement should be satisfied with each channel error realizations. In the following section, to deal with the above two challenges, we apply some approximation and relaxation methods to transform (6) into a more tractable form.
III. PROBLEM TRANSFORMATION AND RELAXATION
In this section, to solve the non-convex optimization problem (6), we utilize semidefinite programming, stochastic approach, 0 -norm approximation, and majorizationminimization(MM) algorithm to reduce (6) to a series of tractable SDP problems.
A. SEMIDEFINITE PROGRAMMING RELAXATION
The quadratic terms in the objective function is hard to handle, we apply semidefinite programming (SDP) relaxation [7] to transform them into an affine form so that we can easily handle them in the following subsection. Define one set of matrices
Nt to specify the beamforming at different antennas at the same BS. Then, we have
Substituting (9) and (4) into (6), the terms with 2 -norm are all removed and the optimization problem can be reexpressed as
Note that problem (10) is not strictly equivalent to the original optimization problem formulated in (6) in that the obtained W opt k after SDP may be not rank-one. In this sense, the value of objective function obtained in (10) generally serves as a lower bound compared to the value of objective function obtained from original problem (6) . After solving the SDP in (10) is not rank-one, an approximation solution to the original problem can be obtained by using randomization method proposed in [18] .
B. STATISTICAL APPROACH
Due to the channel uncertainties, the beamforming design based on the estimated CSI h k may degrade the performance of our considered C-RAN system. Hence, we need to introduce a robust beamforming design which accounts for the imperfect channels and provides robustness against channel uncertainties. To tackle performance degradation caused by the imperfect CSI, the statistical approaches are applied. It aims at achieving high SINR performance and improving successful transmission probability in a practical C-RAN system. In general, it is difficult to guarantee the users' SINR requirements directly because of the random variable in constrain (6b). In what follows, we takes an alternative approach by keeping the average SINR higher than the target SINR requirement. In this work, we adopt the similar SINR approximation approach used in [14] as:
where
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Similarly, E j =k |( h k + h k )w j | 2 is equivalent to j =k tr H k W j and we can transform the random constraints (11) to a convex form as follows,
Now, we have obtained the average version of SINR constraint. Once the constraint (14) is met, the average received SINR is higher than γ k . However, in some extreme cases, the average SINR constraint can not guarantee that most users in the C-RAN system reach the SINR requirements. Du and Chung [19] introduced a probabilistic approach for keeping the leakage probability low. In this work, we apply a similar method for keeping a high successful transmission probability. It transforms SINR constraint in (10b) into what follows:
where Pr(A) represents the probability of the event A and p k is the target probability of successful transmission. By introducing the statistical approach, for a certain channel uncertainty h k ∼ CN (0, σ 2 h I), the constraint (14) is applied to keep the probability for successful transmission probability at user k higher than p k . However, the constraint is still hard to deal with in that the probability Pr SINR k ≥ γ k is hard to obtain. To deal with the hard-soving constraint, we transform (14) into a convex form in Proposition 1.
Proposition 1: The stochastic constraint (14) is guaranteed if the following convex constraint
is satisfied. Proof: For an active user k, SINR k is always positive. Hence, we can rewrite the constraint (14) as:
By Markovąŕs inequality [20] , we know that for a nonnegative random variable X , we always have Pr X ≥ x ≤ E(X )
x . Hence, we can get the relation of:
From (17), we know that if γ k E(
we have Pr (14) will be satisfied. Hence we can get that if
is met, our constraint (14) will be satisfied. Similar to (11) , (12) and (13), (18) can be rewritten as (15) . Note that the transformed constraints (15) is sticker than (14) due to the transitive property of inequality.
We see that the convex constraints (13) and (15) for the two statistical approaches share the same form and they differ by a constant multiple only. Therefore, the algorithm we propose in the following can be used to solve two problems.
Based on the transformation above, the constraints in (10) are all convex. However, it is still hard to solve (10) due to the 0 -norm terms in the objective function. As we know, 0 -norm functions are not continuous functions. To solve the problem, we have to turn it to a tractable form. In this paper, we utilize the logarithmic 0 -norm function to approximate the noncontinuous objective function as [7] .
As we know that
, (x > 0) and we can define the approximation function as x 0 ≈ c ln(
and θ is a very small positive constant. By the approximation function, we can obtain the following approximation functions
Substituting (19) into (10a), the objective of (10) can be rewritten as
We can see that (20) is a sum of a convex function and a concave function. Though it can not be solved directly, we can reduce it to a series of simpler problems as presented in the following subsections.
D. MAJORIZATION-MINIMIZATION ALGORITHM
MM algorithm consists of iteratively minimizing a majorizing surrogate of an objective function [21] . It iteratively minimizes a surrogate that upper-bounds the objective, thus monotonically driving the objective function value downhill. The key for MM algorithm is to find a tractable and suitable upper-bounded function for the objective function.
As the left hand function of (20) is a convex function while logarithmic function is a concave one, we can see that (20) is upper bounded by its first-order Taylor expansion. In MM algorithm, an optimal solution of problem (20) can be obtained by minimizing the upper-bounded founction of objective in an iterative manner. Hence the upper-bounded function in MM algorithm for the problem (10) can be expressed as the first-order Taylor expansion of (20) as
k is a given beamforming matrix obtained from the last iteration in MM Algorithm. C(W (i) k ) is a constant that depend on the i-th iteration beamforming matrix W
We define the update coefficient as:
After that, we can reformulate the iterative problem P i+1 as
: min
where we ignore the constant C(W (21) . The pseudo-codes of MM algorithm are given in Algorithm 1. This algorithm terminates when the sequence of W k converges to some stationary point, and the objective value P (i+1) converges, that is, |P (i+1) − P (i) | < δ, where δ is a small constant.
Algorithm 1 Majorization-Minimization Algorithm
Input :
The iterative problem P (i+1) ; Output:
The designed beamforming W k , ∀k ∈ K; 1 Initialize the model parameter W
k with 0; 2 Set the SINR requirements γ k and RRH peak transmission power P l ; 3 Set the convergence threshold δ; 4 repeat 5 Update the update coefficient υ
By reducing the non-convex problem, the original problem turns out to be a series of convex problems P (i+1) which can be solved effectively by the convex optimization toolbox like CVX. However, these solvers seem like black boxes and we can not control the processing procedures inside. Moreover, the solver may not be available in some scenarios. To address this issue, in the next section, we propose an ADMM based beamforming design algorithm to solve the complex SDP problems (23) instead of using the solvers.
IV. ADMM BASED ALGORITHM
ADMM is an algorithm that is intended to blend the decomposability of dual ascent with the superior convergence properties of the method of multipliers [22] . Similar to [23] , our intention is to reformulate (23) in an ADMM available form and thus it can be decomposed into some tractable subproblems. We first introduce the following two auxiliary variables:
We define 
Define the feasible region of constraints (25d), (25e) and We can reformulate (23) in an ADMM form as:
Then the augmented Lagrangian of problem (26) is given by
where ρ > 0 is the penalty parameter, λ k,j and µ l,k are the scaled dual variables for constraints (25b) and (25c), respectively. We can see from (26) that the variables in the constraints and objective function are all split into three blocks,
, and W. Thus, by adopting ADMM, we can minimize 
2 Set the penalty parameter ρ; 3 repeat 4 Update the first block of variables { }:
Update the second block of variables { }:
Update the second block of variables {W k }:
Update the dual variables {λ, µ}:
Set n = n + 1; 9 until convergence criterion is met;
A. UPDATE
As is known from Algorithm 2, we have to solve an unconstrained optimization problem (28) for updating . From (25) and (27), we can see that the update of is equivalent to solving K subproblems for
The k-th subproblem is formulated as:
Although the problem above is a convex optimization problem, it is not easy to obtain a closed-form solution since the K variables are bounded by only one linear constrain. We apply subgradient-based method to solve the problem [24] .
The Lagrange function of (32) can be written as:
where ς k ≥ 0 is the dual variable for the constraint in (33).
Hence the KKT conditions of this problem can be obtained as :
Apparently, it's hard to get the optimal solutions by KKT conditions. However, the dual subgradient method can be utilized to solve problem (32).
The dual subgradient method aims to get the optimal solution of (32) by approaching the solutions of (34) 
As we known from (34c) and ς k ≥ 0, we can then obtain the ς k (m)'s updating rules as:
where m > 0 is a constant denoting the stepsize of dual subgradient method.
In summary, the overall algorithm to optimally solve (32) is outlined as follows:
Update the dual variable ς k (m): 
It is observed that the above problem can be decomposed into L subproblems, one for each l ∈ L can be rewritten as:
The KKT conditions of (38) can be written as :
thus we can get the optimal solution of (38) by comparing the following two points which is derived by (39): Case I: ξ = 0, we can obtain
Case II:
C. UPDATE W Similar to the steps in upating and , we can decompose (30) into K subproblems which is formulated as
where 
For solving (42), a projected gradient method is introduced in what follows. Different from conventional gradient method, the general way of updating {W} is given by
where Proj{·} denotes the projection onto the feasible region (42b) and s is a positive constant. g W
k , which is given by
Note that to project a symmetric matrix onto the positive semidefinite cone, we form its eigenvalue expansion and drop terms associated with negative eigenvalues as in [25] .
Another point needing to be mentioned is that the complexity of our ADMM based SDP solver is dependent on the complexity of subgradient algorithm and projected gradient method. If the subgradient algorithm and projected gradient method converge in M and N iterations, the complexity of our ADMM algorithm is O(KM + L + KN ).
V. SIMULATION RESULTS
In this section, we evaluate the performance of the robust design for a C-RAN scenario with L = 4 RRHs by MAT-LAB R2016a. The radius of the cell is 0.8 Km. Consider a distance-dependent path loss with Rayleigh fading channel to generate the estimated channel vectors which is modeled as PL = 128.1 + 37.6 lg 10(d k,l ) with 8dB log-normal shadowing, where d k,l denotes the distance between user k and RRH l in kilometers. Unless otherwise stated, the other simulation parameters are given in TABLE 1. 
A. CONVERGENCE BEHAVIOR OF PROPOSED ITERATIVE ALGORITHMS
In this subsection, simulation results will be presented to illustrate the convergence behavior of MM algorithm, ADMM algorithm and subgradient algorithm. The average constraint described in (13) is applied here as the SINR requirements since (13) and (15) share the same form which do not affect the convergence performances.
We first evaluate the convergence behavior of the MM algorithm in Fig. 2 where different target rates are tested and the user numbers of each cell is set to be 2. As we can see, the total power consumption which is formulated in (21) decreases monotonically and converge iteratively within 40 iterations. We also observe that the object values have fallen further with the decrease of target rate in Fig. 2 . This is possibly due to the fact that the users' target rate has a linear effect on the total power consumption as is shown in (21) . However, it causes an exponential influence on the user's target SINR requirements which directly bound the feasible domain (10b).
We then study the convergence behavior of ADMM algorithm in Fig. 3. Fig. 3 depicts the convergence of ADMM for one channel realization. We found that the converged value of ADMM algorithm is almost equivalent to what obtained by CVX. The simulation result corroborates the fact that the ADMM algorithm always converges to its optimal value as was discussed in [22] . This result reveals the accuracy of our proposed ADMM algorithm.
In Fig. 4 , the convergence behavior of subgradient algorithm has been evaluated. The first four utilizations of subgradient algorithm in ADMM for the same user in our simulated C-RAN system are presented in Fig. 4 . We can observe that the subgradient algorithms increase monotonically converge iteratively within 200 iterations. Note that in (32), our problem is a minimization optimization problem while the subgradient algorithm presents a rising line. This is because the initial is not in the feasible domain to which the results of each iteration are constantly getting close. Another phenomenon needing to be mentioned is that the optimal value is getting smaller with the increase of ADMM iteration numbers n in this figure and the ADMM simulation result corroborates this phenomenon.
B. ROBUSTNESS ANALYSIS
In this subsection, we intend to analyse the robustness of average constraint (13) and probability constraint (15) .
We first study the robustness of probability constraint with different target rates. The successful transmit probability in Fig. 5 is defined as the proportion that all the users' received SINRs satisfy their SINR requirements respectively of the 10000 random CSI errors, e.g. for a certain estimated CSI, we generate 10000 channel error vectors. If all the users in this C-RAN system satisfy their SINR requirements for 9000 times, the successful transmit probability is 0.9. As is shown in Fig. 5 , successful transmit probability increases significantly with the increase of target probability p k . Note that the probability constraint (15) is equivalent to the average constraint (13) mathematically when p k = 0. We can see that the successful transmit probability of average constraint is around 0.25 and the successful transmit probability increase sharply by taking the probability constraint into account instead of average channel constraint. We also observe that the object value have increased further with the increase of target rate in Fig. 5 . This is possibly due to the fact that the larger r k means the larger 1 1−p k − 1 γ k which is equivalent to increasing the target SINR gap between the average constraint and probability constraint for a certain p k .
We then evaluate the total power consumption of robust beamforming design and nonrobust design in Fig. 6 . The nonrobust design denotes the beamforming design which assumes the estimated CSI as the real CSI. If the received signals of nonrobust design can not reach the SINR requirements, we multiply the the beamforming matrix by a positive coefficient to force the received signals to meet the SINR requirements. We can see from Fig. 6 that the robust design has a significant advantage compared with nonrobust design and the robust design with probability constraint consumes more power than that of average constraint. That is because the robust design with probability constraint needs an additive power consumption to increase the successful transmit probability. Note that in this simulation, p k is set as 0.1 since the successful transmit probability reaches to 1 when the target rate larger 20Mbps as shown in Fig. 5 . Another point needs to be mentioned is that with the increase of antenna numbers, the power consumption is reduced. This is because the fact that the freedom degree of the beamforming design increases with the increase of antenna numbers.
VI. CONCLUSION
In this paper, we consider a general C-RAN system with imperfect CSI. We introduce the statistical approaches to model the channel uncertainty and two types of SINR constraints named average constraint and probability constraint are taken into account. We have proved the two types of constraints share the same form by Markovs inequality and thus can be solved by the same algorithm. SDP, 0 -norm approximating and MM algorithm are used to transform our problems. We then propose an ADMM-based beamforming algorithm to decompose the transformed problem into three subproblems. Subgradient algorithm, KKT conditions and projected gradient method are utilized to solve them, respectively. Simulation results have proved the convergence behaviour of our proposed ADMM-based algorithm and illustrate the advantages of our robust design compared with nonrobust design. Simulation results also reveal that the robust design with probability constraint costs more power to guarantee successful transmit probability compared with the robust design with average constraint. 
