Free extensions of commutative Artinian algebras (sometimes called "flat extensions") were introduced by T. Harima and J. Watanabe. The Jordan type of a multiplication map m by a nilpotent element of an Artinian algebra is the partition determining the sizes of the blocks in a Jordan matrix for m. We show that a free extension of the Artinian algebra A with fibre B is a deformation of the usual tensor product. This has consequences for the generic Jordan types of A, B and C, showing that the Jordan type of C is at least that of the usual tensor product in the dominance order (Theorem 2.12). Examples illustrate that a non-strong-Lefschetz graded Gorenstein algebra A with non-unimodal Hilbert function may nevertheless have a non-homogeneous element with strong-Lefschetz Jordan type, and may have an A-free extension that is strong Lefschetz.
Introduction
Throughout the paper k will be an arbitrary field unless otherwise specified -except that we will assume k is infinite when we discuss "generic" Jordan type or parametrization. We denote by R = k[x 1 , x 2 , . . . , x r ] the polynomial ring over k, and by R = k{x 1 , x 2 , . . . , x r } the regular local ring over k. We denote by m R or m R , respectively, the maximal ideal (x 1 , . . . , x r ) in R or R, respectively. We denote by D = k DP [X 1 , . . . , X r ] the divided power ring that is the Macaulay dual of R. We will consider an Artinian algebra A = R/I in the graded case or A = R/I in the local case. We denote its maximum ideal by m A , or m A , respectively, or just m when the algebra is understood. We say A has maximal socle degree j or formal dimension j (as in [MS] ) when A j = 0 but A i = 0 for i > j. 1 vskip 0.2cm We fix an Artinian algebra A over k and a finite A-module M of dimension dim k M = n, and consider multiplication maps m ℓ on M by elements ℓ in m A . The Jordan type P ℓ = P ℓ,M (to make M explicit) is the partition of n specifying the lengths of blocks in the Jordan block matrix determined by m ℓ in a suitable k-basis for M (Definition 1.3 ff.). When k is infinite, the generic Jordan type P M is P M = P ℓ,M for a general enough or generic element ℓ in m A . We make the analogous definitions for a module M over a local algebra A, in place of the graded algebra A.
We will recall the definitions of a strong Lefschetz/weak Lefschetz element of a graded Artinian algebra A in Section 1.2 (Definitions 1.9, 1.10) and will interpret them in terms of Jordan type. It is well known that if A is a standard graded AG algebra with Hilbert function H = H(A) then ℓ ∈ A 1 is a strong Lefschetz element for A if and only if P ℓ = H(A) ∨ , the conjugate partition (exchange rows and columns in the Ferrers diagram) of H(A) regarded as a partition (Lemma 1.11, Prop. 3.64] ). The element ℓ is weak Lefschetz for A if the number of parts of P ℓ is the Sperner number of A, the maximum value of the Hilbert function H(A) (Lemma 1.13). The generic Jordan type P A is defined using a generic linear element ℓ; it thus tells whether "ℓ is strong Lefschetz" (SL), or "ℓ is weak Lefschetz" (WL). When A is not strong Lefschetz the generic Jordan type of A may convey rather more information than the absence of SL. We will say that ℓ has "strong Lefschetz Jordan type" (SLJT) if P ℓ = H(A) ∨ . A graded algebra A is "standard graded" if it is generated by A 1 , its elements of degree one. Let A be a non-standard-graded Artinian algebra. Can the Jordan type P ℓ of a nonhomogeneous element ℓ ∈ m A be the same as that expected for a strong Lefschetz element, even though A may have no linear strong Lefshetz elements? We show that Jordan types P ℓ for ℓ ∈ m may be strictly more general in the dominance partial ordering (equation (1.7)) than the Jordan type possible for any homogeneous linear element ℓ ∈ A 1 . This surprising (to us) phenomenon was noted as a result of a discussion joined by Shujian Chen about the following motivating Example 1.2 of relative covariants proposed by Chris McDaniel. It concerns a free extension (Definition 2.1) of relative coinvariants with fibre a coinvariant algebra, and the corresponding product of Hilbert functions. We will later study which hypotheses in this example are needed for the conclusions reached (Section 2). Definition 1.1. [H-W, Section 3.5] Given a nilpotent linear homomorphism m ℓ (multiplication by ℓ ∈ A acting on a finite A-vector space V , there is a (non-unique) direct sum decomposition V = ⊕V i into cyclic m ℓ invariant subspaces. We call these cyclic subspaces "strings" of m ℓ . The lengths of these strings for a single decomposition are the Jordan type partition P ℓ,V of the integer n = dim k V . Example 1.2 (Relative coinvariants). We assume k = C and that K ⊂ W are suitable complex pseudoreflection groups. The graded algebra A = (R K ) W = R K /(R K ∩ I W ) is the algebra of relative coinvariants, that is here (non-modular case) isomorphic to the subalgebra (R W ) K of K-invariants in the coinvariant algebra R W . In standard pseudoreflection group notation we take K ∼ = G(3, 3, 2) = diag(λ, λ −1 , 1) ⋊ (1, 2) ⊂ W ∼ = G(3, 3, 3) = diag(λ, λ −1 , 1) ⋊ S 3 , where λ is a primitive cube root of unity.
2 Let S = k[e 1 , e 2 , e 3 ] with weights w(e 1 , e 2 , e 3 ) = (3, 2, 1), and set R = k[x, y, z] with weights w(x, y, z) = (1, 1, 1). Consider the homomorphism τ : S → R : τ (e 1 ) = x 3 + y 3 , τ (e 2 ) = xy, τ (e 3 ) = z. We let A = S/I, I = (e 1 + e We see from (1.2) that the algebra A has nonunimodal Hilbert function H(A) = (1, 1, 2, 1, 2, 1, 1): so A cannot be strong Lefschetz in either a narrow or more general sense (Section 1.2, Definitions 1.9,1.10). However, the non-homogeneous element ℓ = e 2 + e 3 ∈ m A (so τ (ℓ) = z + xy in τ (A)) has strong Lefschetz Jordan type (SLJT): that is, P ℓ = (7, 2) = H(A) ∨ the conjugate partition to H(A) (Definition 1.14). The strings of m ℓ are (1 → z + xy → z 2 + x 2 y 2 → z 3 + x 3 y 3 → z 4 → z 5 → z 6 → 0) and (xy − z 4 → x 2 y 2 − z 5 → 0), (the last arrow since ℓ · (x 2 y 2 − z 5 ) = x 3 y 3 − z 6 = 0).
Consider now the regular local ring R = k{a, b, c} in three variables. The AG algebra A is isomorphic as k-algebra to a local AG algebra A = ι(A) = R/ι (I) : set ι(e 1 ) = a, ι(e 2 ) = b, ι(e 3 ) = c and regrade with standard weights w(a, b, c) = (1, 1.1), so ι(I) = (a+c 3 , ac 3 +b 3 , bc). Consider the dual generator g = C Since each of A, A are equal length quotients of R, R, respectively, the homomorphism ι determines an algebra isomorphism A → A. Evidently, since Ann(g) contains the order 1 element a + c 3 so a = −c 3 in A we have the isomorphism (we write b for b in the basis for B)
A ∼ = B = k{b, c}/(bc, b 3 − c 6 ) ∼ = k 1, b, c, b 2 , c 3 , c 4 , c 5 , c 6 , 4) where the dual generator to I = (bc, b 3 − c 6 ) in k DP [B, C] is C [6] + B [3] . The Hilbert function H(B) = (1, 2, 2, 1, 1, 1, 1); being of codimension two in char k = 0, the algebra B is strongLefschetz (Lemma 1.17). Here B has the SLJT element ℓ ′ = b + c ∈ m B , corresponding to z + xy = ℓ ∈ A. The strings of m ℓ ′ on the basis of (1.4) for B are
so P ℓ ′ = (7, 2). Note that we here have equality in P ℓ ≤ P (H) = H ∨ (the conjugate partition, Definition 1.5) for H = H(A): the inequality is Equation (1.12) in Lemma 1.6 (see also Example 1.16).
Finally, consider the standard graded algebras
of Hilbert function H(B) = (1, 2, 2, 1) of length 6, and
Letting s be a linear section of the natural projection π : C → B, we have that
is an A-free extension with fibre B (Definition 2.1, [HW2] ): here C is a free A-module, but not a B module. Their Hilbert functions satisfy (Remark 2.3) , 3, 6, 8, 9, 9, 8, 6, 3, 1) , (1.6) which (as a check) is the Hilbert function of the complete intersection τ (I) in R of generator degrees (3, 3, 6) . See Example 2.13 for a discussion of the Jordan types of A, B, C. The equality (1.6) was initially used by the third author to recover H(A) from H(B) and H(C), and thus to show that H(A) is non-unimodal. Further examples of non-unimodality for the Hilbert function of relative coinvariants are studied in [McDCIM] .
Overview
In part 1 we review some basic definitions and examples concerning Jordan type. In Part 2, we apply and develop the concept of "free extension" finite algebras C over A with fibre B, introduced by T. Harima and J. Watanabe ([HW2] ). We occasionally call the extension algebra C an "A-module tensor product"
Requiring C to be A-free with fibre B is more restrictive than that k → A → B → C → k be a "coexact sequence" as in the topology literature -see Lemma 2.2. Here our basic set-up comprises a map τ : S → R of two graded polynomial rings, three Artinian algebras A = S/I, B = R/τ (m A ) and C = R/(τ (I)), the projection π : C → B, and a section s of π. In Theorem 2.6 we give conditions for the left A-module A (A⊗ k B) to be isomorphic to C as A-module, or, equivalently, for C to be a free Amodule; we also show that when S, R have the same dimension and A is a complete intersection (CI) then C is a CI free extension of A with fibre B. A multiplication map m ℓ in an A-free extension C with fibre B may be viewed as a deformation of a multiplication map in the actual tensor product A ⊗ k B (Lemma 2.8). We show that the (generic) Jordan type of the A-module tensor product A ⊗ s k B specializes to that of the tensor product A ⊗ k B (Theorem 2.12); as a consequence we give a new proof of a result of T. Harima and J. Watanabe that A and B both strong-Lefschetz implies that a free extension C is also strong Lefschetz (Theorem 2.14). In Theorem 2.25 we characterize Gorenstein free extensions C of A = k[t]/(t m+1 ) with fibre B = R/ Ann F B , where F = T
[n] F B + G; we use this to give an example of a strong Lefschetz A-free extension of the non-strong-Lefschetz Artinian Gorenstein algebra B determined by a Perrazo cubic surface, where all three algebras are standard-graded (Example 2.26).
The Example 1.2 and Example 2.13 concern the same relative coinvariant algebra A = R K W from different viewpoints, this is an algebra A of nonunimodal Hilbert function but having an element of strong Lefschetz Jordan type; its free extension C = R W is a ring of coinvariants with fibre B = R K , and both C, B are strong Lefschetz. We consider a (possibly non-standard) graded Artinian algebra A over an arbitrary field k, or a local Artinian k algebra A, and a finite A-module (or A-module) M. Recall that we denote by m A = i≥1 A i when A is graded; and by m A the unique maximal ideal of a local algebra A. We will assume throughout the paper that A/m A = k in the local case, and that A 0 = k for a graded algebra A. Definition 1.3 (Jordan type). For a nilpotent element ℓ ∈ A or A we denote by m ℓ,M or ×ℓ the multiplication map of ℓ on M, and by P ℓ,M the Jordan type of m ℓ,M : this is the partition of dim k M giving the sizes of the Jordan blocks of the multiplication map in a suitable basis of M.
Contents
We recall the dominance partial order on partitions of n. Let P = (p 1 , . . . , p s ) and
Thus, (2, 2, 1, 1) < (3, 2, 1) but (3, 3, 3) and (4, 2, 2, 1) are incomparable.
Lemma 1.4. Let V be a k-vector space of dimension n. Let T be a parameter variety (as T = A 1 ). Let ℓ(t) ∈ Mat n (V ), t ∈ T be a family of nilpotent linear maps, and let P be a partition of n. Then the condition on Jordan types, P ℓ(t) ≤ P is a closed condition on T .
Proof. This is straightforward to show from the semicontinuity of the rank of ℓ(t) i (see [CM, Thm. 6.25] .
For a positively graded module M = ⊕ i≥0 M i over a graded ring A, the Hilbert function is the sequence H(M) = (h 0 , h 1 , . . .) where h i = dim k M i . The Hilbert function polynomial or Poincaré polynomial is p(M, t) = h i t i . For a finite-length module M over a local ring A with maximal ideal m A we first define the associated graded module
is also the Hilbert function of the dualizing module A ∨ ⊂ D where D ∼ = Hom(R, k), the dualizing module of R.
3
Let j be the socle degree of A (graded) or A (local). When A is local, we have a stratification
The order of an element x of an A-module M is the smallest i such that x ∈ (m A ) i M. Definition 1.5. Recall that we denote by P (H) = H ∨ , the conjugate partition to the Hilbert function H (exchange rows and columns in the Ferrers diagram of the set {H} of values of H). In the dominance partial order of Definition we have for two partitions P, P ′ of n (see [CM, Lemma 6.31] 
The following is shown in [IMM, Theorem 1.21] . 
(1.12)
ii. Let A be a local Artinian k-algebra, with the standard m A -adic grading, with k = A/m A . Fix a finite-length A module M having Hilbert function H = H(M) with respect to the m A grading. Then for ℓ ∈ m A P ℓ ≤ P (H) in the dominance partial order.
(1.13) 3 In finding H(A ∨ ) we use as initial form the top degree term f j of f = f j + f j−1 + · · · ∈ A ∨ ⊂ D, rather than the lowest degree term we take as initial form of an element h ∈ R. This is implicit in [I, Lemma 4 .8ff]. Definition 1.7 (Jordan degree type). [IMM, Definition 2.23ff ] Let M be an Artinian Amodule (or A-module), let ℓ ∈ m. Denote by P ℓ,i the partition giving the lengths of those strings of m ℓ acting on A that begin in degree i. The set {P ℓ,i , i = 0, 1, . . . , j} stratifies the partition P ℓ by the initial degree i of the strings. We denote by P = P deg,ℓ or by P ℓ,M (to specify the module M) the sequence P deg,ℓ = (P ℓ,0 , . . . , P ℓ,j−1 ) .
(1.14)
The Jordan degree-type P deg (H) associated to a Hilbert function H is ([IMM, Definition 2.25])
(1.15) Lemma 1.8. Let M be a finite-length graded A-module over the Artinian graded algebra A, or let M be an finite length module over the Artinian local ring A. Let ℓ ∈ A 1 in the first case and ℓ ∈ m A in the second. Let P = P deg,ℓ be the sequence of equation (1.14), Then
Let M be a fixed finite-length A-module, then there is a generic linear Jordan degree type
Lefschetz properties and Jordan type.
We recall first the traditional, "narrow sense" of strong Lefschetz for a graded algebra ( ⌋], the multiplication ×ℓ j−2i is an isomorphism from A i to A j−i . We say the graded algebra A (or the pair (A, ℓ)) is strong Lefschetz if there is a linear form ℓ ∈ A 1 that is narrow strong Lefschetz on A.
This requires H(A) to be unimodal and symmetric; that is, ℓ ∈ A 1 is nSL on the graded algebra A implies
( 
For A standard graded we say the element ℓ ∈ A 1 is weak Lefschetz if m ℓ : A i → A i+1 is of maximum rank for each i ∈ [0, j − 1]. We say that A is nSL or gSL if it has an nSL or gSL element ℓ ∈ A 1 .
It is easy to see that A has a gSL element implies that its Hilbert function is unimodal, i.e.
(1.18)
When an element ℓ ∈ A 1 is nSL or gSL, we term ℓ a "strong Lefschetz element" of A.
Recall that H(A) ∨ is the conjugate partition of the sequence H(A): switch rows and columns in the Ferrers graph of H(A), regarded as a partition of n = dim k (A) (Definition 1.5). The following result is straightforward (see, for example, [H-W, Proposition 3.64]). Lemma 1.11. Assume that A is standard graded, and that ℓ ∈ A 1 is strong Lefschetz in the narrow or general sense, Then the Jordan type P ℓ of the multiplication map m ℓ satisfies
We showed in [IMM, Proposition 2.32 ] the more general result.
Lemma 1.12. Let A be a (possibly non-standard) graded Artin algebra and ℓ ∈ A 1 . Then the following statements are equivalent:
i. For each integer b, the multiplication maps ×ℓ b :
ii. The Jordan type of ℓ is equal to the conjugate partition of the Hilbert function, i.e.
iii. For each degree j and each integer i we have the equivalence
(1.19)
Note also that if the Hilbert function H(A) is symmetric, the condition that A is nSL is equivalent to A is gSL. 
Recall that for

Strong Lefschetz Jordan type
We introduced in [IMM, Definition 2.34 ] the concept of strong Lefschetz Jordan type (SLJT). For a graded algebra A we denote by
A i , where j is the socle degree of A.
Definition 1.14 (SLJT). i. Suppose that the graded Artinian algebra A has Hilbert function H = H(A) with respect to the given (possibly non-standard) grading, and that ℓ ∈ A + (possibly non-homogeneous). We say that ℓ has strong Lefschetz Jordan type (SLJT) for A if
If also ℓ ∈ A 1 we say that ℓ has linear SLJT.
ii. Assume that A is a local Artinian algebra with maximal ideal m A , of Hilbert function H = H(A) with respect to the m A -adic grading. We say that ℓ ∈ m A has strong Lefschetz Jordan type [SJLT] 
∨ . Recall from Definition 1.9 that we say that the graded Artinian algebra A is strongLefschetz if it has a linear element that is narrow strong Lefschetz. We say that the local algebra A (or the pair (A, ℓ)) is strong-Lefschetz if it has an element ℓ ∈ m A that has SLJT.
We showed in [IMM, Proposition 2.36] Lemma 1.15. Let A be standard graded with unimodal Hilbert function. Then A has a SLJT element if and only if A is strong Lefschetz (has a linear SLJT element).
In the following example, the non-standard graded algebra A, which does not have a unimodal Hilbert function, has a SLJT element but is not strong Lefschetz.
Hilbert function H(A) = (1, 1, 2, 1, 2, 1, 1) we have that for a generic linear element ℓ ∈ A 1 the Jordan type P ℓ = P(H) = (7, 1, 1), the maximum possible by Lemma 1.6, equation (1.11), while H(A) ∨ = (7, 2). Here P(H) = (7, 1, 1), as ×ℓ 2 : A 2 → A 4 can at most have rank 1, since ×ℓ : A 2 → A 3 has rank 1. Thus, (A, ℓ) is not strong-Lefschetz (nor weak Lefschetz). But, as we have seen the element (z + xy) ∈ m has SLJT, corresponding to equality in Lemma 1.6, equation (1.12).
The following result is well known. Recall that for a graded algebra with Proof. These statements follow readily from a standard basis argument for ideals in C[x, y] [Bri] , that extend to the case char k = p ≥ j. Lemma 1.18. i. Assume that A = R/I is Artinian Gorenstein of socle degree j. Then there is a degree-j element f ∈ D such that I = Ann f. Furthermore f is uniquely determined up to action of a differential unit u ∈ R: that is
Dual generator of an Artinian Gorenstein algebra
(1.20)
ii. Denote by φ : Soc(A) → k a fixed non-trivial isomorphism, and define the pairing ·, · φ on A × A by (a, b) φ = φ(ab). Then the pairing (·, ·) φ is an exact pairing on A, for which
When A = R/I is a local ring then in general f is not homogeneous. When the AG algebra A is (perhaps non-standard) graded, then the dual generator f ∈ D may be taken homogeneous -then it is unique up to non-zero scalar multiple.
2 Free extensions and Jordan type.
Free extensions (A-module tensor products).
Motivated initially by Example 1.2 from invariant theory, we define an A-module tensor product (Definition 2.1).
5 As we shall see below in Lemma 2.2, we realized that this was the same concept as T. Harima and J. Watanabe's "free extension" [HW2] 
Let K ⊂ W ⊂ Gl(V ) be groups acting on the polynomial ring R = Sym(V * ) ∼ = k[x 1 , . . . , x r ]. We define the subring R W of invariants, and the quotient ring C = R W = R/I W of coinvariants: here I W is the ideal in R generated by the positive degree invariants. We let B = R K = R/I K be the coinvariant ring of K and define the relative coinvariant ring
and there is a natural surjective homomorphism π : R W → R K . Suppose that s : R K → R W is a degree-preserving linear map that is a section of π. Then there is a well defined surjective map of (R K ) W modules (not a ring map in general)
which is an isomorphism under suitable conditions (see below and [McDCIM] ). When (2.1) is an isomorphism of left A modules we term C = A A ⊗ k B an "A-module tensor product" (Definition 2.1). Because of Lemma 2.2 we will usually write "C is an A-free extension with fibre B". Next, we extend this map from (2.1) to more general graded Artinian rings. We denote by A (A ⊗ B) or A C, respectively the tensor product, or C, respectively, regarded as a left A-module.
Definition 2.1. Given graded Artinian rings A, B, C, we say that C is an A-module tensor product of A and B if there are grade-preserving maps ι : A → C and π : C → B such that π is surjective and for any k-linear section s :
is an isomorphism of left A modules.
We will sometimes write C = A ⊗ s k B for the A-module tensor product when we specify the section s: here C is a free A module with generators the image under s of a k-basis of B.
In view of Lemma 2.2 identifying A-module tensor products with T. Harima and J. Watanabe's free extensions, we will use "free extension" and "A-module tensor product" interchageably in the rest of the paper.
We are aware of two related notions that exist in the literature already; coexact sequences, and free extensions.
1. Given a sequence of graded Artinian algebras A(n) n ∈ Z, we say that a sequence of maps
, the ideal in A(n) generated by the image under f n−1 of positive degree elements of A(n − 1). The sequence is coexact if it is coexact at every A(i). Coexact sequences show up in the J. C. Moore related topology literature [Bau, MoSm, Sm1] .
2. Given two graded Artinian algebras A and C, we say that a map between them ι : A → C is a free extension if C is a free (equivalently, flat) A module via ι. The following lemma makes precise the relationship between coexact sequences, free extensions, and A-module tensor products. We thank J. Watanabe for pointing out the equivalence of (iii) and (iv) -by Remark 2.3 this is also equivalent to the equality H(C) = H(A) ⊗ H(B) of Hilbert functions.
Lemma 2.2. Let A, B, C be graded Artinian algebras with maps ι : A → C and π : C → B and suppose that π is surjective. Then the following are equivalent.
(i). For every section
C is an A-module tensor product.
(ii). The sequence
is coexact and ι : A → C is a free extension.
(iii). ι : A → C is a free extension and ker(π) = (ι(m A )) · C.
Proof. (i) ⇒ (ii). Assume (i) holds. Then certainly ι : A → C is a free extension. This implies the sequence (2.3) is coexact at A, and surjectivity of π implies that it is coexact at B. Thus it remains to show that the sequence is coexact at C, i.e. that ker(π) = ι(m A ) · C. First we show the containment ι(m A ) · C ⊂ ker(π). Suppose by way of contradiction that
By (i), the associated A-module map Φ s : A ⊗ k B → C is an isomorphism, which implies that the set {x, s(b 2 ), . . . , s(b N )} is an A module basis for C. This in turn implies that the residue classes x, s(b 2 ), . . . , s(b N ) must also form a k basis for the quotient C/(ι(m A ) · C). On the other handx = 0 cannot be part of any basis for C/(ι(m A ) · C), a contradiction. This shows that ι(m A ) · C ⊂ ker(π). Therefore the identity map on C induces a surjection
Again by (i), this surjection must be an isomorphism, and hence the inclusion (ι(m A ) · C) ⊂ ker(π) must be equality, so the sequence (2.3) is also coexact at C, so is coexact.
(ii) ⇒ (iii). Assume (ii) holds. Then ker(π) = (ι(m A )) · C by coexactness of the sequence (2.3) at C, which implies that (iii) holds.
(iii) ⇒ (iv). Assume that (iii) holds. Then C is a free A module and B ∼ = C/ι(m A ) · C. Let {a 1 , . . . , a m } be a k basis for A and let {c 1 , . . . , c n } be an A-module basis for C. Then m = dim k (A) and n = dim k (B), and a k basis for C is given by
Given Lemma 2.2 we will henceforth usually write "C is an A-free extension module with fibre B" for the A-module tensor product C = A ⊗ s k B. Note that, as in the proof of (i)⇒ (ii), the surjectivity of Φ s in Equation (2.2) is equivalent to ker(π) = (ι(A + )) · C, the coexactness at C of the sequence (2.3).
Remark 2.3. The associated Hilbert series of a Hilbert function
The arguments in the proof of Lemma 2.2, (i) ⇒ (ii) and also (iv) ⇒ (i), can be used to show the equivalence, for sequence (2.3),
In this case we have
where the inequality is taken term-wise. Moreover, if the inequality (2.4) is actually equality,
, and hence by Lemma 2.2 (iv) we see that C must be an A-free extension.
D. Meyer and L. Smith have shown that if A, B, C in the coexact sequence k → A → C → B → k are standard graded Gorenstein Artinian algebras whose socle degrees satisfy j(C) = j(A) + j(B), then C is an A-free extension [MS, Lemma VI.4.11] .
in the obvious way. Then the invariant ring for
and its coinvariant ring is
2 with a C basis {1, z, w} and Hilbert function H(B) = (1, 2). The relative coinvariant ring
with Hilbert function H(A) = (1, 0, 3). Since H(A) ⊗ H(B) = (1, 2, 3, 6) > H(C) we already have by Lemma 2.2 that C = R W is not an A-module tensor product. We look at this more carefully. 
But we have H(C
, and has kernel 
with k-basis 1, x, and
with k-basis 1, x, y, x 2 . The relative coinvariant ring
Note that ker(π) = (x + y) · C = ι((m A )) · C. Also we have
. Therefore C is an A-module tensor product by Lemma 2.2.
Here we may take as section s : Inspired by the preceding examples, we prove the following general result which gives a useful construction and criterion for obtaining A-free extensions. We adopt the following notation: For a subset T in a ring R, we let (T ) be the ideal in R generated by the subset T . If I = (f 1 , . . . , f s ) is an ideal in a ring S and τ : S → R is a ring homomorphism, then the ideal (τ (I) ) is the ideal in R given by (τ (f 1 ), . . . , τ (f s )). Note that in general, the image τ (I) is not itself an ideal of R (Remark 2.7). (ii) Furthermore, if R and S have the same Krull dimension, i.e. d = r, and A is a complete intersection, then B and C are also complete intersections, and C is an A-free extension.
Proof. (i). That A and B are Artinian follows from our finiteness assumptions on τ and I.
To see that Equation (2.6) holds, note that ker(π) = (τ (m S ))/(τ (I)), and that m A = m S /I. Since (τ (m A )) = (τ (m S /I)) = (τ (m S ))/(τ (I)), Equation (2.6) follows. Finally to see that C is Artinian recall that Equation (2.6) implies that for any k-linear section s : B → C, the associated A-module map Φ s :
follows that C must also be Artinian. The last statement of (i) follows from the fact that, because of the surjectivity of the map
is a complete intersection follows from the fact that it is Artinian and d = r. That A is a complete intersection means that I is generated by d forms, say f 1 , . . . , f d . Therefore C = R/(τ (I)) = k[x 1 , . . . , x r ]/ (τ (f 1 ), . . . , τ (f r )) is also a complete intersection because it is Artinian and d = r. Finally, regard R as an S module via τ : S → R, so that (τ (I)) = I · R. Then as S modules we have C = R/I · R ∼ = R ⊗ S S/I. Since B is Artinian, we deduce that τ (e 1 ), . . . , τ (e d ) is a homogeneous system of parameters, which means it is also a regular sequence (since R is Cohen-Macaulay). Hence R must be a free module over S via τ . Since the tensor product distributes over direct sums, we have that C ∼ = R ⊗ S S/I is a free module over A = S/I. By (i) above and Lemma 2.2 it follows that C is an A-free extension.
Remark 2.7. It is tempting to think that the hypothesis that R and S have the same Krull dimension in Theorem 2.6 (ii) could be replaced by the requirement that B is a complete intersection. But we have the following counter example: 
is not. Moreover C has A torsion, e.g. 0 = τ (e 3 − e 2 − e 1 ), hence it cannot be an A-free extension. Note that, as is usual, τ (I) is not an ideal of R: here, for example x(x 2 ) is not in τ (I); hence our notation (τ (I)) throughout for the ideal in R generated by τ (I).
Free extension as a deformation, and Jordan type.
We will show that the generic Jordan type of an A-free extension C with fiber B is always greater than or equal to that of the actual tensor product A ⊗ B. To see this we will appeal to the following result which shows that multiplication m ℓ = ×ℓ by a linear form ℓ in a free extension (A-module tensor product) is a deformation of multiplication by a linear form in the actual tensor product.
Lemma 2.8. Let C be an A-module tensor product with mapsτ : A → C and π : C → B. Fix linear forms ℓ A ∈ A and ℓ B ∈ B so that ℓ = ℓ A ⊗ 1 + 1 ⊗ ℓ B is a linear form in the tensor product algebra A ⊗ k B. Then there is a choice of a section s : B → C of π and a 1-parameter family of k linear maps L t , t ∈ A 1 ∼ = k such that 1. for t = 0 the following diagram commutes
2. for t = 0 there are in addition 1-parameter families of linear isomorphisms χ t : C → C and linear forms ℓ t ∈ C, t ∈ k, such that the following diagram commutes
. Proof. First we choose our k linear π-section s : B → C. Fix a set of (homogeneous) generators for a Jordan basis of B with respect to ℓ B , say z 1 , . . . , z r , so that a (homogeneous) vector space basis of B is given by ℓ i B · z j . Fix Λ ∈ π −1 (ℓ B ), and v j ∈ π −1 (z j ). Then define a section
and let Φ s : A⊗ k B → C be the associated A-module isomorphism (since we will be considering the algebra structure on A ⊗ k B we will drop the subscript). Thus, as A modules we identify
For t ∈ k, define the A-module map
Next define the degree-one A-module map
Suppose that the Jordan type of B is P B = (q 1 , . . . , q r ) so that ℓ
Therefore we see that if t = 0 we must have φ 0 (Λ q j · v j ) = 0. This implies that the A-module isomorphism Φ s : A ⊗ k B → C is actually an A[X] module isomorphism where X acts by × (1 ⊗ ℓ B ) on A ⊗ k B and by Ψ 0 on C.
Next define the degree zero A-module maps
Note that we have
Also note that for t = 0, χ t is invertible with χ
With this in mind we compute for t = 0, and for 1 ≤ j ≤ r and 0 ≤ i ≤ q j − 1,
This shows that the composition χ t • Ψ t • χ1 t is equal to the multiplication map ×t · Λ : C → C. Setting L t = π(ℓ A ) + Ψ t , this implies that the diagram in (2) commutes.
Example 2.9 (Deformation of ℓ may be needed). Suppose char k = 2 and
is an A-free extension with fibre B. Then x is SL for A, y is SL for B and ℓ = x + y is SL for A ⊗ B ∼ = k[x, y]/(x 2 , y 2 ), but ℓ = x + y is not SL for C. However the deformation x + ay, a ∈ k is SL for C if a = 0 or 1.
The next example shows that the A-free extension C of A with fiber B may have strictly greater Jordan type than A ⊗ B.
Example 2.10 (Non-Gorenstein algebra R W , C is A-free). Assume that char k = 2, 3, let R = k[x, y] and let W ⊂ Gl 2 (k) be the semi-direct product
and let K be the cyclic subgroup
with k-basis {1, x}, and (x + y, xy) = Ann(X − Y ). The invariant ring of W is R W = k[x 4 + y 4 , (xy) 2 , (xy)(x 2 + y 2 )], and its coinvariant ring is
with Hilbert function H(C) = (1, 2, 3, 4, 2). The relative coinvariant ring
Thus, A has type two (two-dimensional socle), and Hilbert function H((R K ) W ) = (1, 1, 2, 2). We have
hence H(C) = H(A) ⊗ H(B). It follows from Theorem 2.6 (i) that C is an A-module tensor product of A and B. Note that neither A = (R K ) W nor C = R W is a Gorenstein algebra: a quotient of k[x + y, xy] or k[x, y] that is Gorenstein must be a CI, but I W has three generators.
Here
) as an ideal of R, so R/I W indeed also has two-dimensional socle.
To determine the generic Jordan degree type of A ⊗ k B, we may take ℓ = x − y. Then we have P ℓ,A = (4 0 , 2 2 ), P ℓ,B = 2 0 , By the well-known Clebsch Gordan formula when char k = 0 or char k > (4 + 2 − 2) (see Proposition 3.66] or [IMM, Proposition 3.7 3 1 , 3 0 , 1 1 ) . so the usual tensor product has Jordan type (5, 3, 3, 1).
However, C, being standard graded of codimension two, is strong Lefschetz, so has Jordan type H(C) ∨ = (5, 4, 2, 2, 1). In fact P ℓ,C = (5 0 , 4 1 , 2 2 , 1 3 ) = P deg (H(C)) (the graded version of H(C) ∨ , here subscripts indicate initial degrees, see Equation 1.15). This illustrates that the A-free extension C may have strictly greater generic Jordan type in the dominance partial order than the actual tensor product A ⊗ k B (see Theorem 2.12 and also Example 2.13 below).
To prove that P C ≥ P A⊗ k B for an A-free extension, we will show that C is a deformation of A ⊗ k B. We quote first a well known result [IMM, Lemma 2.8].
Lemma 2.11 (Semicontinuity of Jordan type). i. Let M t for t ∈ T be a family of constant length modules over a parameter space T . Then for a neighborhood U 0 ⊂ T of t = 0, we have that the generic Jordan types satisfy t ∈ U 0 ⇒ P Mt ≥ P M 0 .
ii. Let A t , t ∈ T be a constant length family of local or graded Artinian algebras. Then for a neighborhood U 0 ⊂ T of t = t 0 , we have t ∈ U 0 ⇒ P At 0 ≥ P At 0 .
iii. Let ℓ t ∈ M n (k) for t ∈ T be a family of n × n nilpotent matrices, and let P t be their Jordan type. Then there is a neighborhood U ⊂ T of t 0 such that P t ≥ P t 0 for all t ∈ U.
Theorem 2.12. Let A be an Artinian graded algebra, let C ∼ = A (A ⊗ k B) be an A-module tensor product over an infinite field k. Let P A⊗ k B be the generic linear Jordan type of the actual tensor product algebra, and let P C be the generic linear Jordan type of the A-free extension C. Then in the dominance partial order we have
Proof. Let ℓ = ℓ A ⊗ 1 + 1 ⊗ ℓ B ∈ A ⊗ k B be a linear form whose multiplication map has Jordan type partition P A⊗ k B . By Lemma 2.8 there is a 1-parameter family L t : C → C (t ∈ k ∼ = A 1 ) of degree one endomorphisms of C such L 0 has the same Jordan type as the multiplication map ×ℓ : A ⊗ k B → A ⊗ k B, and such that L t , t = 0 has the same Jordan type as the multiplication map × (τ (ℓ A ) + tΛ) : C → C. By Lemma 2.11 iii there is an open set U ∈ A 1 containing t = 0 such that the Jordan type P Lt ≥ P L 0 for all t ∈ U. Since the generic (linear) Jordan type P C is the maximal Jordan type occurring for ℓ ∈ C 1 we have
The Examples 2.10 (non-Gorenstein), 2.13 (CI), and 2.26 (C SL but A not SL) are of A-free extensions C for which P C > P A⊗B .
Example 2.13 (Jordan type of C greater than that of A ⊗ k B, C is A-free). We recall Example 1.2 where K = G(3, 3, 2) ⊂ W = G (3, 3, 3) , the field k = C, S = k[e 1 , e 2 , e 3 ], A = R/I where R = k[x, y, z], and 
with mapsτ : A → C,τ (e 1 ) = x 3 + y 3 ,τ (e 2 ) = xy,τ (e 3 ) = z and π : C → B the natural projection. Since A is a complete intersection and d = 3 = r, Theorem 2.6 implies that C is a free extension, thus their Hilbert functions satisfy Equation (1.6), i.e.
H(C) = H(A) ⊗ H(B)
= (1, 1, 2, 1, 2, 1, 1) ⊗ (1, 2, 2, 1) = (1, 3, 6, 8, 9, 9, 8, 6, 3, 1) 
It is known that C = R W has the strong Lefschetz property for ℓ a general linear form (although x + y + z does not have SLJT, ℓ = x + 2y + 3z does, calculation in Macaulay), hence the generic linear Jordan type is (10, 8, 8, 6, 6, 6, 4, 4, 2) .
On the other hand the generic linear Jordan type of A = (R K ) W satisfies P lin,A = (7, 1, 1)
and that of B = R K is P lin,B = (4, 2) (note that B also has the strong Lefschetz property, and that A, as we saw in Example 1.2 has the non-homogeneous element e 2 + e 3 of SLJT). Since any element ℓ ∈ (A ⊗ B) 1 can be written ℓ = a ⊗ 1 + 1 ⊗ b, with a ∈ A, b ∈ B, we conclude again from the Clebsch-Gordan formula [H-W, Proposition 3.66] that the Jordan type for A ⊗ B satisfies P A⊗B = (10, 8, 8, 6, 6, 4, 4, 4, 2, 2) .
Hence in this example we see again -as in Example 2.10, but here with C a complete intersection -that the inequality in Theorem 2.12 can be strict, i.e. (10, 8, 8, 6, 6, 6, 4, 4, 2) > (10, 8, 8, 6, 6, 4, 4, 4 , 2, 2) = P A⊗ k B .
The dual generators corresponding to A, B, and C, respectively, are
, and (
We can use Theorem 2.12 to give a new proof of the following result of T. Harima and J. Watanabe, which they show using central simple modules. Proof. Under the assumptions on char k, the Clebsch-Gordan formula applies, and shows that if A, B are strong Lefschetz then the tensor product A ⊗ k B is strong Lefschetz. 7 So by Lemma 1.12 the tensor product satisfies P ℓ (A ⊗ B) = (H (A ⊗ B) ) ∨ . By Theorem 2.6(i) this is just H(C) ∨ , as C is a free extension of A with fibre B. The linear Jordan type of C cannot exceed H(C)
∨ by Lemma 1.6 but is at least that of A ⊗ k B by Theorem 2.12, so there is equality.
In [HW2, Example 6 .3] T. Harima and J. Watanabe show that the converse does not hold for B not standard graded, without additional assumptions. We later show that the converse does not hold even when each of A, B, C are standard graded with symmetric Hilbert functions: that is C may be strong Lefschetz while B is not (Example 2.26).
We now give an example showing that a graded Artinian algebra C may have two different free extension decompositions, one from which strong Lefschetz can be deduced from Theorem 2.12 and one from which it cannot. Recall that G(e, 1, n) ={diag(λ 1 . . . , λ n ) ⋊ S n } where each λ i is an e-th complex root of 1. It has e n · n! elements, and invariants 4 . So C is a CI of (ideal) generator degrees 3, 6, 9 and 12, and has Hilbert polynomial P (C) = (1 − t 3 )(1 − t 6 )(1 − t 9 )(1 − t 12 )/(1 − t) 4 and dimension dim C C = 3 · 6 · 9 · 12 = 1944. We will show that C satisfies a strong Lefschetz condition, by applying Theorem 2.14 to C as a free extension of the relative coinvariant ring A = R K 2 W . Let K 1 = S 4 ⊂ W and let K 2 = G(3, 1, 3) ⊂ W , acting trivially on x 4 . Denote by S the ring C[e 1 , e 2 , e 3 , e 4 ] where τ (e i ) ∈ R is the i-th symmetric function s i (x 1 , . . . , x 4 ). The coinvariant algebra B 1 = R/I K 1 = R/(e 1 , e 2 , e 3 , e 4 ) is a CI. The relative covariant ring A = (R K 1 ) W is a complete intersection satisfying Since K 1 is generated by pseudoreflections, and |K 1 | ∈ C * , we have that the coinvariant ring C of W is a free extension of A with fibre B 1 ([Sm3, Proposition 4]):
The Hilbert polynomial H(A)(t) of the relative coinvariant ring is the quotient
whose coefficients are 1, 2, 2, 4, 4, 5, 5, 7, 6, 7, 6, 7, 5, 5, 4, 4, 2, 2, 1, 1 20 ).
Since the Hilbert function H(A) is non-unimodal, it follows that the relative covariant ring A = (R K 1 ) W (which here is also (R W ) K 1 ) cannot have the strong Lefschetz property. Thus for this choice of K 1 we cannot appeal to Theorem 2.14 to deduce the strong Lefschetz property for R W .
On the other hand, let σ 2 , σ 3 , x 4 ). The relative coinvariant ring A ′ for W and
Evidently, the relative coinvariant ring A ′ = (R K 2 ) W has the strong Lefschetz property. Moreover we have again by [Sm3, Proposition 4 ] that the coinvariant ring R W is an A ′ -free extension with fibre B 2 ,
One can show easily that R K 2 ∼ = C[x 1 , x 2 , x 3 ]/(σ 1 , σ 2 , σ 3 ) has the strong Lefschetz property (or see the induction in the Remark 2.16 below), each has symmetric Hilbert function, hence it follows from Theorem 2.14 that R W has the strong Lefschetz property. Each of the algebras C, A, A ′ , B 1 , B 2 in this example are complete intersections.
Remark 2.16. The latter part of Example 2.15 can be generalized to show, using a simple inductive argument on n, together with Theorem 2.14, that the coinvariant ring of G(e, 1, n) has the strong Lefschetz property for any value of e provided char k = 0 or char k > socle degree of G(e, 1, n). Let K = G(e, 1, n−1) and W = G(e, 1, n), let σ 1 , . . . , σ n−1 be fundamental invariants for K and ε 1 , . . . , ε n be fundamental invariants for W , so 
(2.10)
, which, having codimension one, has SLP.
To prove that R W has SLP, we use induction on n. For the base case n = 2,
2 ) is a complete intersection of embedding dimension two so C is SL for char k = 0 or char k > 3e − 3 = socle degree of R W by Lemma 1.17. By the induction hypothesis R K has SLP. Since (R K ) W has SLP (as above) we may conclude by Theorem 2.12 that R W also has SLP. Question 2.17. Assume that C is a free extension of A with fibre B and each of A, B has symmetric Hilbert function and an element of strong Lefschetz Jordan type (note that A might not have unimodal Hilbert function, so as in Example 1.2/2.13 may not be itself strong Lefschetz). Must C have an element of SLJT? If so, when C is also standard graded, and has unimodal Hilbert function, we would conclude by Lemma 1.15 that C is strong Lefschetz. Examples 2.13 and 2.23 are consistent with an answer "Yes" to the question. Theorem 2.14 proves the answer is "Yes" when both A, B are SL.
Relative coinvariants.
As in the Introduction we let V = k n be a finite dimensional vector space over k, and let R = Sym(V * ) be the graded algebra of polynomial functions on V . Let W ⊂ Gl(V ) be a finite group acting linearly of V . We say that W is non-modular if |W | ∈ k * , and it is modular otherwise. In either case W acts on R by algebra automorphisms in the usual way, i.e. w · f (x) = f (w −1 (x)). Let R W ⊂ R be the subalgebra of invariant polynomials. In the non-modular case, there is an averaging operator
which splits the natural inclusion map R W ⊂ R. In either case, we define the coinvariant ring of W to be the quotient C = R W = R/h W where h W = R W + · R, the ideal in R generated by positive degree W -invariants.
Let K ⊆ W be a subgroup. Then we have the inclusions of algebras R W ⊂ R K ⊂ R, and hence also of ideals h W ⊂ h K ⊂ R, and the coninvariant ring of K is B = R/h K . There is a surjective map on quotients π = π
We define the invariant coinvariant ring (R W ) K ⊆ R W for K ⊆ W to be the subring of R W that is invariant under this K action. Let ι : R Conversely, suppose thatf ∈ (R W ) K , and let f ∈ R be any (homogeneous) lift. Sincef is K-invariant in R W , in R we must have
(2.11) Summing Equation (2.11) over all k ∈ K and dividing by |K|, we get that
hencef has a K-invariant representative, which implies it is a relative coinvariant, i.e.f ∈ τ ((R K ) W ).
Lemma 2.19. Let W ⊂ Gl(V ) be any group and k an arbitrary field. The polynomial ring R is a free module over the invariant ring R W if and only if R W is polynomial.
Proof. See [Sm2] [Corollary 6.7.13].
Theorem 2.20. In the modular or non-modular case, if K ⊆ W is a subgroup then we have i. the kernel of π :
is also polynomial, the converse holds as well: ifτ :
Proof. (i). This follows from Theorem 2.6.
(ii). Suppose that R K is polynomial. Then by Lemma 2.19, R is a free module over
Note that Theorem 2.6 applies to A = R K , B = R K , and C = R, hence for any choice of section s :
Note that since R K is not polynomial, Lemma 2.19 implies that K is non-zero. Applying k ⊗ R W − to the exact sequence (2.12), we get another exact sequence
Since R W is polynomial, Lemma 2.19 implies that Tor R W 1 (k, R) = 0. Moreover since K = 0, Nakayama's Lemma implies that k ⊗ R W K ∼ = K/h W ∩ K = 0 as well. This implies that the second mapΦ s in Sequence (2.13) is not an isomorphism, which implies that R W is not a free module over
Remark. L. Smith and R.E. Stong have shown that if A, B, and C are graded Artinian algebras, and C is a free extension with base A with fiber B, then any two of A, B, C are Gorenstein implies that the other is also Gorenstein ( [SmSt] , [Sm3, Theorem 5] A pseudoreflection is a non-identity element s ∈ Gl(V ) of finite order whose fixed space H s ⊆ V is a codimension one subspace of V . It is a reflection if it has order two.
Remark 2.21. In the non-modular invariant theory, i.e. |W | ∈ k * , it is well known that R W is a CI ⇔ R W is a polynomial ring ⇔ W is generated by pseudoreflections. [Sm2, §7.4] .
If the subgroup K ⊂ W is also generated by pseudoreflections, then S. Goto shows that
K is also a CI [Got] . In the modular case R W is polynomial implies that W is generated by pseudoreflections. The Example 2.10 illustrates Theorem 2.20.
So in the non-modular case, if K ⊂ W ⊂ Gl(V ) are two finite pseudoreflection groups, then R W is a free extension with base R K W and fiber R K . Here are some examples.
Example 2.22. Let k = C, and let W = i 0 0 1 ,
, and thus the coinvariants are
. Note that K is also generated by pseudoreflections. The K invariants are R K = C[x 2 , y 2 ], hence the coinvariants are
Let π : C = R W → R K = B be the natural projection map. The relative coinvariants for the pair K ⊂ W are given by
The map ι :
Note that {1, x, y, xy} ⊂ B is a vector space basis for B, and also an A-module basis for C:
Thus C is a free extension with base A and fiber B. The Hilbert functions are H(A) = (1, 0, 1), H(B) = (1, 2, 1) and H(C) = H(A) ⊗ H(B) = (1, 2, 1) + (0, 0, 1, 2, 1) = (1, 2, 2, 2, 1). Since each of A, B, C is a CI of codimension two, by Lemma 1.17 B and C are strong Lefschetz, while A is not, but has an element of SLJT. is not generated by pseudoreflections and this is seen in the invariants: for R K = C[x 4 , x 2 y, y 2 ] is not a polynomial ring. Here we have C = R W as before, but now we have
of Hilbert function H(B) = (1, 2, 2, 1), and the relative coinvariants are given by
, with a = x 2 y.
In this case, a vector space basis for B is given by {1, x, y, x 2 , xy, x 3 }, and these are indeed a minimal A-module generating set for C, but they satisfy a relation, e.g. α · y = 0. Therefore C is not a free extension of A. Since H(A) is not unimodal, A is not strong Lefschetz, but has an element of strong Lefschetz Jordan type. The Artinian algebras B, C, being standard graded of codimension two, are SL.
Free extensions C with dual generator
J. Watanabe asked whether there is a converse to Theorem 2.14 if we assume that each of A, B, C are standard graded.
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Question 2.24. Assume that the A-free extension C with fibre B is SL, and that A, B, C are standard graded. Can we conclude that A, B are SL?
J. Watanabe has shown that the answer is "Yes" to the analogous question for the usual tensor product -without restriction on the grading or on the Hilbert function of A, B. We will show that the answer to the Question 2.24 is "No" in Example 2.26. In order to show this example we prove a result about freeness of extensions C over the ring A = k[t]/(t m+1 ). Let R = k[x 1 , . . . , x r ] be a standard graded polynomial ring, let I B ⊂ R be a homogeneous ideal of finite colength such that the quotient B = R/I B is a graded Artinian Gorenstein algebra with socle degree j B . Let Q R = k[X 1 , . . . , X n ] be the dualizing module of R, and let
Theorem 2.25. Let G ∈ Q R be a homogeneous polynomial of degree deg G = j B + m, and consider the polynomial in F ∈ Q S defined by
Then F is the Macaulay dual generator of a free extension with base A and fiber B if and only
Proof. We first show ⇐, that (I B ) 2 • G = 0 implies C is an A-free extension. Let C = S/I C , where I C = Ann S F and assume I 2 B • G = 0. Consider the projection mapπ : S → R defined by x i → x i and t → 0. Let f ∈ I C , where
(2.14)
We assume k ≥ m, as we do not require f k = 0. Since
This shows thatπ yields a morphism π : C → B, which is surjective, by construction. Also, the natural inclusionι : k[t] →R passes to a map ι : A → C, since t m+1 • F = 0. We now wish to show that ker π = (ι(A) + )C. The inclusion (ι(A) + )C ⊆ ker π is immediate. For the other inclusion, consider f ∈ ker π, with f = f 0 + tf 1 + · · · + t m f m , f i ∈ R (we do not need higher degree in t, since t m+1 ∈ I C ). We have 0 = π(f) = f 0 ∈ B, which implies
Hence, as an element of C, we have f ∈ ker π implies f ∈ (ι(A) + )C, hence the sequence
/ / k is coexact at C; the coexactness at A and B are obvious. To complete the proof of ⇐ we need to show
By Lemma 2.2(iv) this will imply that C is a free A module via the inclusion ι : A → C.
. We have shown above that π is surjective with ker π = tC, and that f = f 0 + tf 1 + · · · + t m f m satisfies f ∈ ker π implies f 0 ∈ I B . Thus we have C/ ker π ∼ = C/tC ∼ = B. Assume by way of induction that for an integer i ∈ [0, m − 1] we have t i C/t i+1 C ∼ = B, and consider the homomorphism m t induced by the multiplication c → t · c
Evidently m t is surjective. We now show m t is injective. Suppose that for an α ∈ t i C/(t i+1 C) we have m t (α) = 0; let α = t i c 0 ∈ t i C be a representative of α.
Hence m t is an isomorphism. This completes the induction step. We have shown equation 2.15 for i = 0, thus, by induction we have dim
. This completes the proof of the claim, and the proof that (I B ) 2 • G = 0 implies that C is a free extension of A with fibre B. We now prove ⇒. Assume that C is an A-free extension. Then ker π = (ι(A) + )C. Here
Since this occurs for all f 0 ∈ I B we have (I B ) 2 • G = 0. This completes the proof of the Theorem.
Example 2.26 (C an A-free extension, C is SL, but B is not SL.). uy − vz, ux − vy, uz, vx) , and it is straightforward to see that the Jordan type of B is J B = (4, 2, 2, 2, 1, 1), so B is not strong Lefschetz.
9 Let C = S/I, I = Ann F where
. It is straightforward to verify that (I B ) 2 • G = 0, so C is an A-free extension with fibre B by Theorem 2.25, and we have H(C) = (1, 6, 10, 6, 1). A calculation in Macaulay2 shows that the (usual) Hessian of F is non-zero, hence for a generic linear form ℓ ∈ S we have the multiplication ℓ 2 : C 1 → C 3 is an isomorphism. Evidently ℓ 4 = 0. This is enough to show that P C = (5, 3 5 , 1 4 ), so C is strong Lefschetz. Note that here the Jordan type of A⊗B is 2⊗(4+2
4 , 2 2 , 1 3 ), thus P C > P A⊗B and P C covers P A⊗B in the dominance partial order.
Further examples and problems.
We next give several Examples 2.27 and 2.28 where C is A-free, then Example 2.29 where C is not A-free and where the ideal (τ (I F )) is not even Gorenstein. Recall that a Gorenstein algebra A = R/ Ann F is a connected sum if its dual generator is a sum F = F 1 + F 2 where F 1 , F 2 are in two distinct set of variables (see [BuBKT, McDS] and references cited there).
Example 2.27 (C is an A-free CI, not from a pseudoreflection group). Take S = k[e 1 , e], R = k[x, y], τ e 1 = x + y, τ (e) = x 2 y 2 , B = k[x, y]/(x + y, x 2 y 2 ). and consider A = S/I F where
1 , a connected sum. Then I F = (e 1 e, e 3 − e 12 1 ) and 16) and (τ (
H(A) = (1, 1, 1, 1, 2, 1, 1, 1, 2, 1, 1, 1, 1), H(B) = (1, 1, 1, 1), and 2, 3, 4, 5, 5, 5, 5, 5, 5, 5, 5, 4, 3, 2, 1) , where H(C) is the Hilbert function of the complete intersection C of generator degrees (5, 12). Thus we have C = A ⊗ s k B. This example generalizes to F being any quasihomogeneous polynomial in E 1 , E. The practiced reader will note that A is not strong-Lefschetz, there being no linear SLJT element, as P e 1 ,A = (13, 1, 1); but P ℓ,A = (13, 2) for ℓ = e 1 + e, which is a non-homogeneous SLJT element. The corresponding element ℓ in the local ring A = k{e 1 , e}/(e 1 e, e 3 − e 12 ) has SLJT, and the local ring A is strong Lefschetz. More examples of relative coinvariants with non-unimodal Hilbert functions appear in [McDCIM] .
In the following example, the dual generators of A, B and C are simply related.
9 The cubic defining B was studied by U. Perazzo in 1900, see [Ru, Example 7.5.1, Theorem 7.6.8] .
, here G C is the product of the dual generator XY Z for B and τ ′ (F ) where F is the dual generator for A, and the homomorphismτ
A similar example is obtained, replacing F by 2 ), and define τ as before. Then C ′ = R/(τ (I ′ )) is Gorenstein, again an A ′ -free extension with fibre B, and with dual generator
, again the product of the dual generator for B and τ ′ (F "). Define τ : S → R by τ (e 1 ) = xy, τ (e 2 ) = xz, τ (e 3 ) = yz, τ (e 4 ) = x 3 − y 3 , τ (e 5 ) = x 3 − z 3 . Then [3] and was Macaulay's first example of a Gorenstein, non-CI ideal in [Mac] . We have H(B) = (1, 3, 3, 1).
We assign grading w(e 1 , . . . , e 5 ) = (2, 2, 2, 3, 3) and the corresponding grading for F. Let
It is straightforward to see, using the properties of connected sums (see [BuBKT, McDS] ) Writing E = (E 1 + E 2 + E 3 ) of degree 2, we have for the dual module The local ring A = k{e 1 , e 2 , e 3 , e 4 , e 5 }/I F has Hilbert function H(A) = (1, 3, 1, 1); and A * has symmetric decomposition (see [I] ) Q(0) = 1, e 3 , e of length 40, is not the Hilbert function of a standard graded Gorenstein algebra, nor does it have the same length as the Hilbert function H(C) for C = R/(τ (I F )), which, from a Macaulay computation is H(C) = (1, 3, 4, 4, 4, 4, 1) . Evidently the coexact sequence containing A → C → B is not a free extension. Since C is standard graded but H(C) is not symmetric, C is not a Gorenstein algebra. Here the ideal (τ (I F )) is the ideal generated in R by τ of the generators of I F , but a Macaulay2 calculation shows (τ (I F )) = (xz − yz, xy − yz, 2yz 5 −z 6 , y 6 −z 6 , 2x 6 −z 6 ), with Macaulay dual generators (X +Y +Z) [6] +Y [6] +Z [6] ; X [5] .
Warning 2.30. i. Recall from Remark 2.7 that τ (I F ) is not itself in general an ideal in R, for instance, x · τ (e 1 ) = x 2 y belongs to the ideal (τ (I F )), but does not belong to τ (I F ) itself. ii. Consider now the smaller polynomial ring S ′ = k[e, e 4 , e 5 ], which we regard as a subring of S via e = e 1 + e 2 + e 3 ; consider the dual generator F ′ = E 5 + E [3] and let A ′ = S ′ /I F ′ where the ideal I F ′ = (e · e 4 , e · e 5 , e 4 · e 5 , e 2 4 − e 3 , e 2 5 − e 3 ). Evidently, the algebra A ′ is isomorphic to A. We restrict τ to a homomorphism τ ′ : S ′ → R. The ideal (τ ′ (I F ′ )) = (τ (I F )) is, however, non-Artinian and C ′ = R/(τ (I F ′ )) has Hilbert function H(C ′ ) = (1, 3, 6, 10, 15, 19, 19, 15, 10, 6, 6, . . .) . The problem here is that the ideal generated by the image of m S ′ by τ ′ is not itself Artinian: this is the ideal (xy + xz + yz, x 3 − y 3 , x 3 − z 3 ), and there are two points in the projective plane that are common zeroes of these forms: if α is a primitive cubic root of 1, the points are Next, we specify the r = 3 variable case of an analogous more general problem concerning A-free extensions. Let R be the ring R = k[x, y, z] S = k[e 1 , e 2 , e 3 ] where e 1 , e 2 , e 3 are formal variables graded w(e 1 , e 2 , e 3 ) = (1, 2, 3), with maximal ideal m S = (e 1 , e 2 , e 3 ). Denote by τ (e 1 ) = (x + y + z), τ (e 2 ) = xy + xz + yz, τ (e 3 ) = xyz the elementary symmetric functions in x, y, z. Set B = R/(τ (m S )) = R/(e 1 , e 2 , e 3 ) and C = R/(τ (I F )). Here F is a homogeneous element of F, the divided power ring k DP [E 1 , E 2 , E 3 ], I F = Ann F ⊂ S and the relative coinvariants A = S/I F are an Artinian Gorenstein quotient of S. Consider the ideal (τ (I F )) generated by the image τ (I F ) ∈ R. and the rings B = R/τ (m S )), C = R/(τ (I F )). Here in the special case of three variables B is the complete intersection defined by the elementary symmetric functions and has Hilbert function H(B) = (1, 2, 2, 1). Then there is a coexact sequence k → A → B → C → k.
Question 2.32 (Coinvariants). i. When is the ideal (τ (I F )) ⊂ R still Gorenstein?
ii. When is C an A-free extension of B? What aspect of the ring of invariants R G , G = S r acting as permutations on R = k[x 1 , . . . , r] is important for showing the product formula dim k C = dim k A · dim k B? Above, the coinvariant ideal I G for G = S r are the elementary symmetric functions, a complete intersection of generator degrees (1, 2, . . . , r): is CI needed? Do adjacent, or distinct generator degrees for the ideal, defining B play a role?
When does the product formula dim k C = dim k A · dim k B hold for A or B Gorenstein but not CI; and when is C an A-free extension of B (this requires the product formula plus coexact sequence, by Lemma 2.2(iv)). Is a connection with complex pseudoreflection groups a key element in showing that C is an A-free extension of B?
iii. If C is an A-free extension of B can we construct the dual generator for C = R/(τ (I F )) from the dual generator F for A and the dual generator for B. This is of interest even in the case of B being defined by the elementary symmetric functions, as B = Ann F B , F B = (X − Y )(X − Z)(Y − Z)?
There are some standard results about the dual generators of coinvariant rings of complex pseudoreflection groups, being related to the reflection hyperplanes. See Examples 2.13,2.28 and [LT, McDCIM] .
iv. How do these examples fit into a larger scheme? We have mostly focused on codimension two and three (with the exception of the counterexample 2.26, which is in codimension six): what is different in higher codimensions r > 3?
v. Does the product decomposition of Lemma 2.2(iv) carry over to some product involving the local ring A? Can we relate H(A) to the graded Hilbert functions of A, B, C, for C a free extension?
vi. Which non-unimodal Hilbert functions occur for the relative coinvariant ring R K G with K ⊂ G a pair of complex pseudoreflection groups? This appears to be open (see [McD1, McDCIM] and references cited there). Alexandra Seceleanu. We thank Oana Veliche, Ivan Martino, Jerzy Weyman, Emre Sen, and Shujian Chen for their comments.
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