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1. INTRODUCTION 
In this paper, the term semifield is used to describe an algebraic system 
which satisfies all properties of a field except for the commutativity and asso- 
ciativity of multiplication. Semifields are of special interest today because 
the projective planes constructed from them have rather remarkable pro- 
perties. This paper gives a unified presentation of the theory of finite semi- 
fields. By incorporating some new approaches in the investigation, it has 
been possible to obtain simple proofs of the known results and an insight 
into their interrelationships, as well as a number of new properties. 
A brief review of the fundamental definitions and properties of semifields 
appears in Section 2, along with illustrations of some interesting semifields 
of order 16. 
In Section 3, we introduce a “homogeneous” notation for representing 
points and lines of an arbitrary projective plane in terms of its ternary ring. 
The concept of isotopy is generalized to apply to arbitrary ternary rings, and a 
simple method for mechanically constructing all ternary rings isotopic to a 
given one is presented. Some known theorems about collineations of planes, 
and of semifield planes in particular, are proved concisely using the homoge- 
neous notation. Finally, the question of whether a nonlinear “isotopy” can 
yield new semifields is considered. 
Cubical arrays of numbers, of arbitrary finite dimension, are the subject 
of Section 4. First, operations of transposition and multiplication are dis- 
cussed. Then the notion of a no&zguZur hypercube is introduced. Semifields 
are shown to be equivalent to a certain type of 3-dimensional cubical array, 
and the projective planes coordinatized by semifields are in 1 - 1 corres- 
pondence with equivalence classes of nonsingular 3-cubes. 
By transposition of a 3-cube, up to five further projective planes can be 
constructed from a single semifield plane. This construction is the topic of 
Section 5. By exhibiting all of the semifield planes of order 32, with their 
interrelations and collineation groups, we give examples of transposed planes. 
The finite semifields which have appeared in the literature are surveyed 
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briefly in Section 6, including a discussion of all semifields of order 16; 
of some commutative semifields due to Dickson; of the twisted fields due to 
Albert; of seminuclear extensions due to Sandler; and of binary semifields 
due to the author. 
A new class of quadratic extensions is considered in Section 7, in which the 
semifield is a vector space of dimension 2 over a so-called weak nucleus F. 
In particular, all quadratic extensions of F, for which F is equal to any two 
of the nuclei, are constructed, thus generalizing a result due to Hughes and 
Kleinfeld. 
The symbol “(” will be used throughout this paper to mean: “This 
completes the proof of the theorem,” or “This is all the proof of the theorem 
which will be given here.” 
The principal theorems of this paper are those numbered 3.3.1, 3.3.2, 
3.3.4, 4.4.2, 45.2, 5.1.1, 5.2.1, 7.2.1, 7.4.1. Several new results about alge- 
braic characterizations and automorphisms of the semifields of orders 16 
and 32 appear as examples in Sections 2, 5, and 6. 
2. SEMIFIELDS AND PRR-SEMIFIELDS 
We are concerned with a certain type of algebraic system, called a semifield. 
Such a system has several names in the literature, where it is called, for 
example, a “nonassociative division ring” or a “distributive quasifield.” 
Since these terms are somewhat lengthy, and since we make frequent refer- 
ence to such systems in this paper, the more convenient name semifield 
will be used. 
2.1 DEFINITION OF SEMIFIELD. A finite semifield S is a finite algebraic 
system containing at least two elements; S possesses two binary operations, 
addition and multiplication, which satisfy the following axioms. 
Al. Addition is a group, with identity element 0. 
A2. If  ab = 0, then either a = 0 or b = 0. 
A3. a(b + c) = ab + UC; (a + b) c = UC + bc. 
A4. There is an element 1 in S such that la = al = a. 
Throughout this paper, the term semifield will always be used to denote a 
finite semifield. The definition given here would actually be insufficient to 
define infinite semifields, for the stronger condition that the equations ax = b 
andyu = b are uniquely solvable for X, y  would necessarily replace axiom A2. 
Notice that a semifield is much like a field, except that multiplication of 
nonzero elements is required to be merely a loop instead of a group. 
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Every field is a semifield; the term proper semi$etd will mean a semifield 
which is not a field; i.e., there exist elements a, b, c such that (ab) c -f a(&) 
in a proper semifield. 
2.2 EXAMPLES. The following remarkable system V is a proper semi- 
field with 16 elements: Let F be the field GF(4), so thatF has the elements 0, 
1, W, and CL? = 1 -- W. The elements of V are of the form u + XV, where 
U, z’ ~17. Addition is defined in an obvious way: 
using the addition of P. ~Iultiplication is also defined in terms of the multi- 
plication and addition of F, using the following rule: 
(u I hv) (x - Ay) = (us : w”y) -- h(wx 4 uzy +- ZPy”). (2.2) 
It is clear that F is embedded in I’, and also that Al, A3, and A4 hold. To 
demonstrate A2, suppose that (U ! hv) (X -+ hv) = 0. Then, in particular, 
ux +- vay = 0, so that, if neither of the original factors is zero, there is a 
nonzero element .a E F, such that 
Then 
x = mf, y  = zu. 
But this is impossible in F, unless u --- u = 0. 
I’ is certainly a proper semifield, since I/ is not commutative. But there is 
still a good deal of associativity present in V; in fact (ab) c = a(&) if any two 
of a, b, c are in F. 
The remarkable property of I’ is that it possesses 6 automorphisms, while 
the field of 16 elements possesses only 4. The automorphisms cij are given by: 
(2~ -+ Xv) @ii = uj -+ ho&J for i-=0,1,2; j-1,2. 
(No other semifietd of order 16 has as many automorphisms.) V is also anti- 
isomorphic to itself, under the mapping (u -I- hv) 7 == u + hv2. 
Other examples of semifields which have properties in common with V 
will be discussed later. We will remark here, however, that if we had defined 
multiplication by the rule 
(u ! Xv) (x + Ay) = (ux -i- wa"y) -t h(vx + u2y) (2.3) 
rather than as in (2.2), we would have obtained another proper semifield 
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containing F; and this system has the stronger associativity property that 
(ab) c = a(h), w h enever any one of a, b, c is in F. Let us call the latter 
system W. 
We will see in Section 6.1 that a proper semifield must contain at least 
16 elements. 
2.3 PRE-SEMIFIELDS. We say the system S is a pre-semifield if it satisfies 
all the axioms for a semifield, except possibly A4; i.e., it need not have a 
multiplicative identity. 
A simple example of a pre-semifield can be derived from a field F which 
has more than one automorphism. In fact, let D be an automorphism, not the 
identity, and define x o y  = (xy)“. Then (F, +, o) is a pre-semifield, and it 
has no identity; for 1 o 1 = 1 implies that 1 must be the identity if any 
exists, yet 1 0 y  = y” # y  for some y. 
We will see in Section 4 that a finite pre-semifield can be thought of as a 
three-dimensional array of integers, and that a semifield can be constructed 
from a pre-semifield in several ways. 
2.4 THE ADDITIVE GROUP. It is easy to show that the additive group of a 
pre-semifield S must be commutative. By the distributive laws, 
(UC + 4 + (bc + bd) = (a + b) (c + d) = (UC + bc) + (ad + bd). 
Therefore, by Al, ad + bc = bc + ad, and any elements which can be written 
as products commute under addition. But by A2 and finiteness, any element 
of S can be written as a product; therefore, the additive group is Abelian. 
Another simple argument shows that the additive group is elementary 
Abelian. In fact, let a # 0, and let p be the additive order of a. Then p must 
be a prime number, since (nu) (mu) = ((nm)u) a for integers n, m. The fact 
that every nonzero element has prime order suffices to show that the group 
is elementary Abelian, and that all nonzero elements have the same prime 
order p. This number p is called the characteristic of the pre-semifield. 
2.5 VECTOR SPACE REPRESENTATION. Let S be a pre-semifield, and let F 
be the field GF(p), where p is the characteristic of S. Then we can consider 
the elements of F to be “scalars,” and S is a vector space over F. In particular, 
S must have pn elements, where n is the dimension of S over F. 
The simple observations just made in the preceding paragraph are sur- 
prisingly useful, since many of the concepts of semifields and pre-semifields 
are fruitfully translated into vector space terminology. This will be exploited 
further in Section 4. We can, for example, rephrase the distributive laws as 
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follows: Let a be a nonzero element of S; we define the functions L,, and R, 
as follows: 
bL,, --: ab; f)K, ba. (2.4) 
Then the distributive laws A3 are equivalent to the statement that I,,, and R,, 
are linear transformations of the vector space into itself. Furthermore, the 
axiom A2 states that these transformations are all nonsingular, if N em 0. 
Therefore, L, and R, can be represented as nonsingular matrices, lvith 
elements in GF(p). 
2.6 NUCLEI. Various special subsystems are defined for a semifield S, 
indicating degrees of associativity. The most important of these are the 
following: 
The left nucleus N,: {x i (XU) b = x(ab), a, b E Sj. 
The middle nucleus iv,,: {x 1 (cm) b = a(xb), a, b E S}. 
The Tight nucleus N,: (x I (ab) x = a(bx), a, b E S}. 
The nucleus N is the intersection of the left, middle, and right nuclei. The 
field GF(p), where p is the characteristic of S, is obviously always part of 
the nucleus. 
In many cases, the nuclei are all trivial, i.e., equal to GF(p). This is the 
case for the system 11’ in Section 2.2. But the system Wdescribed in that same 
section has nucleus F -: GF(4). 
It is easy to verify that each of the nuclei is actually a.field. Furthermore, 
S is a vector space over any of its nuclei; it is a left vector space over :V, , 
N,, , and N; it is a right vector space over N,, , N,. , and N. The operations 
L, and R, defined by equation (2.4) are not necessarily linear transformations 
over the nuclei; but R, is a linear transformation over ATI , and L, is a linear 
transformation over -Y,. , when 5’ is regarded as a left, right vector space, 
respectively. 
3. PROJECTIVE PLANES. ISOTOPY 
Perhaps the major application of semifields today is for the construction 
of combinatorial designs, and of projective planes in particular. Every proper 
semifield determines a non-Desarguesian projective plane. In this section 
we discuss projective planes, and the question whether two semifields coordi- 
natize the same plane. 
3.1 HOMOGENEOUS COORDINATES. Let r be a projective plane, and let T 
be a ternary ring coordinatizing 7~, as in [a]. We write the ternary operation 
a~boc,andwriteasusualu~boO=ub,u~1oc=u+c.Itisconvenient 
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to introduce a new type of coordinate system, for simplicity in notation, as 
follows: 
Homogeneous notation Notation in [8] 
Points: (0, 0, 1) 
(0, 1, a), UET i;’ 
(1, a, b), a,bET (a, b) 
Lines: LO, 0, 11 L(m) 
w, 1, al, aET x+a=o 
[I> a, bl, a,bET y= x-aob 
The principal feature of this notation is that the point (x1 , xa , ~a) is incident 
with the line [yr , ya , ya] if and only if 
YlX3 = x2 . Y2 0 XlY3 . (3.1) 
Since y1 and x1 must equal 0 or 1, the meaning of the “multiplications” 
y1x3 and xIy3 is clear in this relation. The fact that incidence can be expressed 
in a single formula means that many special cases can often be eliminated, 
when carrying out proofs. The symmetry of this definition also makes the 
duality relation clear. 
We let A : B denote the line joining points A and B, and let L n M 
denote the point common to lines L and M. Furthermore, we define the ele- 
ments UN and N a by the equations 
(aN)+a=o, a+(-a)=O. (3.2) 
The following formulas can be easily verified: 
w(uN)=(-u)-=u 
[O, 0, 11 = (0, 0, 1) : (0, 1,O) (0, 0, 1) = [o, 0, 11 n [o, LOI 
[O, 1, -u] = (O,O, 1) : (1, a, 6) (0, 1,~) = 10, 0, 11 n [I, 4 bl 
[I, 4 bl = (0, 1, 4 : (l,O, 4 (La, b) = LO, 1, -a] n [l, 0, b] (3.3) 
3.2 ISOTOPES. Let T and T, be ternary rings. An isotopism from TI onto T 
is a set of three functions (F, G, H), each being l-l correspondences from 
TI to T, such that 
(0) H = 0, 
(u . b o c) H = (uF) . (bG) o (cH), for all a, b, c E T. (3.4) 
THEOREM 3.2.1. Let (F, G, H) be an isotopism from TI to T. Then 
H=F#=Gp, (35) 
where v = L,, , 4 = R,, , and where L and R denote left and right multiplica- 
tion in the ring T. 
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Proof. Set c = 0 in formula (3.4) to obtain 
(ab) H = (aF) (bG). 
In particular, 
aH = (aF) (1G) =: aFRIG == aF$, 
bH = (IF) (bG) == bGL 1F= bGp. 1 
THEOREM 3.2.2. Let T be a ternary ring with n elements. The number of 
nonisomorphic ternary rings zsotopic to T is at most (n I)?. 
Proof: Let T, and T, be ternary rings isotopic to T, under the functions 
(F, , G, , H,) : ?‘i + 7’ and (F, , G, , 1f.J : T, + T. Let the ternary operation 
of R, be denoted by (n, 6, c) and let the ternary operation for R, be denoted 
by [a, b, c]. We will show that if 1 I;; = lFz --my, and if 1 G, = lG, = z, 
then T, and T, are isomorphic. Since there are (a ~ 1) choices for IF, 
and (II ~ 1) independent choices for 1 G, , there will be at most (n ~~ 1)2 
nonisomorphic ternary rings, as claimed. 
By Theorem 3.2.1, we have 
F,+ = G,v = HI , 
F24 = G,v = H, , 
where v  =.-L,, , 4 = R, Hence, 
F,F;l = GIG;’ = H,H,’ = ct. 
Now 01 is the required isomorphism, since 
[am, ba, CCX] = (aolF, . bolG, ‘\- c&J H,l 
= (aF, . bG, :I cH,) H,-‘CY = (a, 6, c) 01. I 
We note that the limit (n ~ l)a is best possible; there is a ternary ring 
with 32 elements which has 312 distinct isotopic ternary rings. (See Section 5.) 
But if T is a field, we have the other extreme where all isotopic rings are 
isomorphic to T. 
THEOREM 3.2.3. Let T be a ternary ring, and let y, z be nonzero elements 
of T.Letg,=L,,$-R,, and F = $-I, G = F-I, and let T, be the system 
consisting of the elements of T with a new ternary operation defined as follows: 
(a, b, c) = aF bG 3 c. (3.6) 
Then T, is also a ternary ring, having the identity element yz. T, is isotopic to T, 
and furthermore all ternary rings isotopic to T can be constructed in this way 
(up to isomorphism) . 
FINITE SEMIFIELDS AND PROJECTIVE PLANES 189 
Proof: Note that F and G are well-defined since y  and z are nonzero. The 
latter part of this theorem follows from the preceding theorem; we must 
show only that (a, b, c) satisfies the requirements for a ternary ring. 
I. (0, b, c) = 0 . bG o c = c = aF .O o c = (a, 0, c). 
II. (yz,b,O)=y.bGoO=y(bG)=bGp,=b. 
(a,yz,O)=uF~zoO=(aF)z=uF~=a. 
III. We can solve (a, b, x) = c uniquely for x, since aF . bG o .x = c is 
uniquely solvable for x. 
IV. We can solve (x, 6, , ci) = (x, b, , ca) uniquely for x, if b, # b, , 
since xF . b,G o c1 = XF . b,G o c2 is uniquely solvable for xF. 
V. Finally, we can solve (a,, w, x) = cr , (aZ , w, x) = cs uniquely 
for (70, x), if a, # us, since we can solve aIF. wG o x = cl, 
a,F . wG o x = ca uniquely for (wG, x). 1 
Theorem 3.2.3 is essentially a converse to Theorem 3.2.1, for it says that 
the relations (0) H = 0 and H = F# = Gy are sufficient to construct a 
new ternary operation; no stronger condition can be derived from general 
isotopy. Theorem 3.2.3 also provides a convenient way to calculate all 
ternary rings isotopic to a given one. An isotopism where His the identity is 
called a “principal isotope.” 
3.3. THE SIGNIFICANCE OF ISOTOPY IN GEOMETRY. An isomorphism 01 
between projective planes is a l-l correspondence between points and 
lines which preserves incidence; i.e., point P is on line L if and only if point 
PCX is on line La. An automorphism of a plane is commonly called a collinea- 
tion . 
THEOREM 3.3.1. Let r and r’ be projective planes and let 01 be un isomor- 
phism from rr’ onto v such that 
(0, 0, 1) a = (0, 0, 1) 
(0, 1,O) a = (0, 190) 
(LO, 0) 01 = (l,O, 0). 
Then the ternary rings of CT and rr‘ are isotopic. 
Proof: [0, 0, l] 01 = (O,O, 1) 01: (0, 1,0) (Y = [0, 0, I]. Therefore, (0, 1, u) CY 
lies on [0, 0, 11, and there must be a l-l correspondence G such that 
(0, 1, a) (Y = (0, 1, uG). (3.7) 
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Similarly we find [0, I, 0] 01 = [0, I, 01, [l, 0, 0] N = [l, 0, 01; hence there 
are l-l correspondences H, F such that 
(l,O, b) n! = (I, 0, bH). 
(I, a, 0) N = (1, aF, 0). (3.8) 
We can now calculate the images of all lines: 
[0,1,~a]cu.=(O,O,l)ol:(l,a,O)cu.=[O,l,~(aF)] 
[l, a, 61 a = (0, 1, a) (Y : (l,O, 6) 01 = [I, aG, bH]. 
Finally, we find the image of every point: 
(1, a, b) cy = [0, 1, N a] N n [I, 0, b] a: = (1, aF, bH). 
Now we can derive the desired law: 
(1 ,~,,~,)~[~,Y2,Y31’-t(l,.~2,~3)~~[~,Y2,Ysl~ 
i.e. 




THEOREM 3.3.2 (Converse of Theorem 3.3.1). Let (F, G, H) be an isotopy 
from a ternary ring T’ to T, and let r’, rr be the corresponding planes. De&e N 
by Eq. (3.7)-(3.10); then 01 is an isomorphism between n’ and r. 
Proof: Since LX is l-1 and onto, and since (3.11) holds directly from the 
law of isotopy, there are only a few cases to consider. 
1. (11 x2 t x3) E PAY2 3Y.31 t+ yt = 1 and Y3 - = x2 
(l,x,,x,)oi~[O,y,,y,]ol w y2=-- 1 and y3wF=x2F. 
II. (0, x2, xa) E [l,y, ,y3] f-f x2 = 1 and x3 =Y2 
(0, x2 , x3) (y. E IJ, y2 , YJ 01 tf x2 = 1 and x,G = y2G. 
III. (0, x2 , x3) E [O,y, ,y3] f-f x2 = 0 or y2 = 0 
(0, x2 > x3)aE[0,y2,y3]01 4-t x,=0 or y2 = 0. I 
We define autotopism in an obvious way, as an isotopism of a ternary ring 
onto itself. I f  (F, G, H) and (F’, G’, H’) are autotopisms, 
(a.boc)HH’=(aF.bG o cH) H’ = aFF’ bGG’ o cHH’, 
so we define the product of two autotopisms as 
(F, G, H) (F’, G’, H’) = (FF’, GG’, HH’). (3.12) 
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An automorphism is the special case (F, F, F) of an autotopism where all 
three permutations are equal. 
COROLLARY 3.3.3. All isotopic ternary rings coordinative the same pro- 
jective plane. The collineations of a projective plane which fix (0, 0, l), (0, 1, 0), 
and (1, 0,O) form a group isomorphic to the group of autotopisms of the ternary 
ring. 1 
THEOREM 3.3.4. Let T be a ternary ring with n elements, and let h be the 
order of the autotopism group of T. Then 
(n - 1)” =&o (3.13) 
where T’ ranges over all nonisomorphic ternary rings isotopic to T, and where 
k(T’) is the number of automorphisms of T’. 
Proof: Let y, z range over the nonzero elements of T, and consider the 
(n - 1)2 ternary rings constructed in Theorem 3.2.3. If  T’ is any of these 
ternary rings, we will show that there are exactly h/k( T’) ternary rings of the 
set which are isomorphic to T’, and this will prove formula (3.13). 
We need only show that h/k(T) of the ternary rings are isomorphic to T, 
because the autotopism group of T’ is conjugate to the autotopism group of T 
and therefore has the same order, and because the (n - 1)2 ternary rings 
formed from T’ are isomorphic in some order to the (n - 1)2 ternary rings 
formed from T (using Theorem 3.2.2, since the rings are determined by 
1F and 1G). 
Let 01 be an isomorphism from T to the ring T’(&l, L;l, 1). There are 
k(T) such isomorphisms. Then 
(a * 6 o c) cu = (am, bol, ca) = a&i1 . bolLi1 o COL, 
i.e., (&$, c&i’, U) is an autotopism. By Theorem 3.2.1, every autotopism is 
of this form, and defines y  and z; therefore, if r of the pairs y, z yield isomor- 
phic rings, there are h = rk(T) autotopisms. 1 
3.4 ISOTOPY OF SEMIFIELDS. A semifield is a particular type of ternary 
ring, where a . b o c = ab + c and axioms Al-A4 hold. We now specialize 
the material of the preceding sections to the case of semifields. 
THEOREM 3.41. Let S be a semifield of characteristic p. All ternary rings 
isotopic to S are semifields. (F, G, H) is an isotopism from S’ to S if and only ifF, 
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(ab) H = (aF) (hG). (3.14) 
Proof: Suppose S’ is isotopic to S, and (CI . b :-; c) H = (UP) (hG) + cH. 
Then (a . 1 :z c) H = (aF) (1 G) + cH :=I aljr -I- chl, so H is an isomorphism 
between the addition of S’ and the addition of S, i.e., H is a nonsingular 
linear transformation over GF($). Kow Fi --.F# t;p? by Theorem 3.2. I, 
where $ and 9, being functions of left and right multiplication, are non- 
singular linear transformations over GIQ) of S into itself; hence F and G 
are also nonsingular Linear transformations. Properties Al through A4 are 
now verified immediately, as is the converse portion of the theorem. 1 
THEOREM 3.42. Ever-y collineation of a plane coordinatized by a proper 
semiJield jixes (0, 0, 1) and [0, 0, 11. 
Proof: This theorem is well known, but its proof requires the develop- 
ment of more geometrical tools than are appropriate here. Proofs may be 
found in [Z] and [3]. i 
The previous theorem holds primarily because any semifield already has a 
great number of coliineations, and if it were permitted to move the point 
(O,O, 1) or the line [0, 0, I] it would have so many more collineations, 
it would become Desarguesian. 
The standard collineations, holding in any semifield plane, are the trans- 
lations +%, k) and the generalized shears cr(r”l, R), defined for all h, k in the 
semifield as foliows: 
(x1 , x2 ) x3) T(h, k) = (x1 ) 52 + .x,h, 6:s + x,k) 
[Yr I Ys > YYI dk A) = CYl r Y2 7 Y3 - hY2 -I- Y&l 
(.x1 ) ,x2 , .X~) o(h, k) := (x1 , x2 , xzl -{- x,h + x,k) 
[YI t Ya 9 Y314k w = Iv1 > Y& -t Ylk Y3 + 34. (3.15) 
The proof that these are collineations is very simple with homogeneous 
coordinates: 
ypv3 = x2y2 -+- x1y3 
if and only if 
Yl(X3 + %k) = 6% -I %h) Y2 + XdY3 - hY2 + YIN 
if and only if 
yh, + x,h + x,k) = 4y, + Y&) + 4~3 +YA 
remembering that x1 and y1 are restricted to be 0 or I. 
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The following relations are easily computed, using the formulas already 
derived; here a(F, G, H) represents a collineation corresponding to an auto- 
topism. 
7(0, k) = u(0, k) 
7(h, k) T(h’, k’) = 7(h + h’, k + k’) 
a(h, k) a(h’, k’) = a(h + h’, k + k’) 
ol(F, G, H) cx(F’, G’, H’) = (u(FF’, GG’, HH’) 
7(h, k)-1 a(& m) T(h, k) = up, m - hl) 
u(h, k)-1 T(Z, 111) u(h, k) = 7(Z, 112 + Zh) 
ol(F, G, H)-l ~(h, k) ol(F, G, H) = 7(hF, kH) 
ol(F, G, H)-l u(h, k) ol(F, G, H) = u(hG, RH). (3.16) 
THEOREM 3.4.3 (Albert). Two semifields coordinative the same plane z. and 
only if they are isotopic. 
Proof: I f  /3 is an isomorphism between two semifield planes, then 
(0, 0, 1) fi = (0, 0, 1) and [0, 0, l] B = [0, 0, l] because this point and line 
are characterized by Theorems 3.4.2 and the standard collineations. Hence 
(0, 1,O) /3 = (0, 1, a), and (1, 0,O) p = (1, b, c). Let 
a = /3u( - a, 0) T( - b, ba - c). 
Then 
(O,O, 1) 01 = (0, 0, 1); (1, O,O) 01 = (LO, 0); (0, 190) 01 = (0, 1,O); 
and Theorem 3.3.1 applies. The converse is part of Corollary 3.3.3. 1 
THEOREM 3.44. Let G be the collineation group of a semifield plane; Zet T 
be the subgroup of translations, S the subgroup of generalized shears, H the 
subgroup corresponding to autotopisms, and A the elementary Abelian additive 
group of the semifield. Then we have the following normal series for G: 
Ic~T~S~T~TVS~TUSUH=G. 
The quotient groups are equal respectively to A, A, A, and H. 
Proof: This follows from formulas (3.16), and the fact that 
TuSuH=G 
as proved in the preceding theorem. 1 
Theorems 3.4.3 and 3.4.4 are well known; they indicate how important 
isotopy is when considering semifield planes. The use of homogeneous 
coordinates simplifies and clarifies previous proofs of these theorems. 
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3.5 NONI.INEAR ISOTOPES. One might pose an interesting problem here, 
concerning whether linearity of F, G, 1Z is really a necessary condition for 
constructing semifields. Suppose we have a semifield ,Y and we have defined 
a new multiplication + on S by the formula 
(a * b) H = (uF) (bG). 
We require that F, G, H be permutations of S, and that 
(a -t b) *c=a*c -~ b * c, 
~*(a-! b)=c*a 1 c*b, 
l*a=a*l -=a. (3.17) 
Question: Does this imply that F, G, H are linear ? 
The following theorem does not settle this question by any means, but it 
does provide some insight into the matter. 1Ve say an element x E S is non- 
central if xy :-= yx implies that 
Y -. T -~ sx, r, s E GF(p). 
THEOREM 3.5.1. If S has characteristic 2, and ifevery element of S ~ GF(2) 
is noncentral, then the functions F, G, H of (3.17) must be linear. 
Proof: The conditions imply that aH-’ =~: aF-’ * lG-r = lF-i * aGel, 
so we can write Erl =~: PF 7 QG w h ere P and 0 are linear. Thus 
(aH) (DH) == (aP t b1_)) I!. (3.18) 
Let x be such that sH = 1. Then since (uW) (xH) (xH) (aH), Eq. (3.18) 
shows us that aP * x,Q = rP * aQ, for all a E S. Adding aP r a0 to each 
side, we obtain aP * (a + x) Q -== (a -1 x) P * aLI; hence 
(4 ((a + x) H) -: ((a m~ x) H) (aH), 
i.e., aH commutes with (a +- x) H. Thi s is the relation which we will use in 
order to show that H is linear. 
Vre can at least prove that (0) H = 0, since 
(OH) (aH) = (OP * uQ) H = (0) H 
for all a. Therefore x f  0. We will now show that 
(a{-x)H=aHT.xH==aH 1 I, for all a. (3.19) 
If  a = 0 or if n = x, this is obviously true (using the fact that s -; x = 0). 
Otherwise aH is noncentral, by hypothesis. By the definition, this implies 
that (a + x) H = 0 or I or aH or aH - 1. The first three possibilities are 
clearly impossible, so (3.19) is established. 
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Since H = Gv, where CJI is linear, we have 
(u + x) G = (a + x) HI+ = aHq+ + xHc/+ = aG + xG. 
Finally, then, let a, b be arbitrary nonzero elements of S; define c, d such 
that a = c * x, b = c * d. Then 
(u + 6) H = (c * (x + d)) H = (cF) ((x + d) G) 
= (cF) (xG + dG) 
= (cF) (xG) + (cF) (dG) = aH + bH. 
Thus H is linear and therefore so are F and G. 1 
REMARK. The above theorem is not trivial, for there exist systems in 
which the hypothesis is satisfied (e.g., I/’ in Section 2.2). Furthermore, some 
hypothesis is necessary for the theorem, because there are examples in which 
F, G, H are not linear. Such an example is the field S = GF(8). Let x be a 
primitive element with minimum polynomial x3 + x2 + 1; then define H by 
(xi (mod x3 + x2 + 1)) H = xi (mod x3 + x + 1). 
I f  we write (a * b) H = (uH) (bH), the equations (3.17) are satisfied, but 
(1 + x2) H = 1 + x # 1 + x2 = 1H + x2H. 
Such nonlinear isotopies do not have geometric significance, however, 
according to Theorem 3.4.1, and they will not be considered further in this 
paper. 
4. NONSINGULARHYPERCUBES 
In this section we turn to another way of looking at semifields and their 
isotopisms, where we think of 3-dimensional matrices. The 3-dimensional 
representation allows us to see several symmetries in the situation which are 
not otherwise apparent; and it also allows us to work with pre-semifields, 
when it is convenient. 
4.1 HYPERCUBES AND THEIR ELEMENTARY OPERATIONS. An m-dimensional 
hypercube A, m > 1, is an array of n” elements belonging to a field; the 
elements are denoted by Ari..., where there are m subscripts, and each 
subscript varies from 1 to n. We consider ?t to be a fixed integer throughout 
the entire discussion. 
It is easy to devise extremely cumbersome notations for such systems, so 
an attempt will be made to keep the notation as simple as possible. 
Let D be a ~er~lutation on the elements 1, 2, ..., WE. Then A0 wiJf represent 
the nl-cube A with subscripts permuted by 0; i.e., the koth subscript of A” 
is the kth subscript of 4. This is a generalization of the concept of transposi- 
tion of matrices; if A is a matrix (nl = 2), il’ .I iz112). In the 3-dimensional 
case, if .4 2.. (cliik), then if B A 1123) :A- (Biik) we have Bi,,,. --- A4j,ci for 
all ;,j, k. \?‘e also have the general law (~9’)~ --- ./P. 
If  m -.a 1, me form (1~ ~ I)-dimensional subcubes of an ~-cube ,“3, 
denoted by Arfl, as follows: 
Nlere 1 << t .< B. Additional s&cubes which hofd other positions fixed can 
be formed by combining the operations &and St1 described here; actually 
all conceivable subcubes can be obtained in this manner. 
4.2 SVYIS ANQ PRODUCTS OF HYPEBCUBES. The sum of two WZ-cubes A 
and B is simply defined as the m-cube consisting of the sums of the compo- 
nents: 
c = A + B = (Cij .... r> i---) .4ii,.., + Bij...r == cij.... . (4.2) 
The products of a p-cube B times an m-cube A, yielding an (m -{- p - 2)- 
cube, can be defined in the same way as the tensor dot product of tensors, 
as follows: 
Actually, n of such products can be defined, and we write in general 
C = B :: A = (Ci...j,c...rr, .,,.s) 
c-f G...ik...nr...s = c Ri:...ntiifi...jtr...5 (4.3) 
t 
where ‘5 1-1 jt’ represents I - 1 subscripts, “Y *** s” represents n - 1. 
Notice that irl[‘l = B & A, where B is the l-cube (&) = (S,,). We also 
see that if A, B, C are matrices, B k il = BA, C $ d = ACT, expres- 
sing the familiar fact that prem~~ltipli~dtion corresponds to operating on 
rows of a matrix, postmultiplication corresponds to operating on columns. 
The associative law for matrix multiplication, (BA) CT = B(ACr), can 
be written in the form 
c i (B A A) = B :: (C 2 i3). 
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This relation is a special case of a general rule for products of hypercubes. 
THEOREM 4.2.1 (Generalized associative law). If u < v, and if the 
dimension of C is f + 2, then 
C : (B ;; A) = B “gf (C ;; A) (4.4) 
Proof: Let the dimensions of A and B be m and p, respectively. The 
general element 4. .jk.. .4r.. .sw.. .3cll.. z of the product C 2 (B g A), where 
i .**j represents u - 1 subscripts, k **a q represents f + 1 subscripts, r *+* s 
represents z, - u - 1 subscripts, w .*. x represents p - 1 subscripts, and 
Y 
. . . a represents m - v  subscripts, is, by definition, 
The same general element of the right-hand product is 
and these are clearly equal. 1 
COROLLARY 4.2.2. Let m be the dimension of A, and let B, , B, , -a*, B, 
be matrices. Then the m multiplications Bi k A can be performed on A in 
any order, i.e., if /3 is a permutation, 
B, >: (B, ; (-* (B, ; A) *a-)) = B,, : (B,, ‘x” (-- (B,, % A) **a)). (4.5) 
Proof: I f  the dimension is 2, then f in Theorem 4.2.1 is always zero, 
so this result follows by repeated application of that theorem. 1 
We will write 
to denote the multiplication operations expressed in Eq. (4.5). 
The following law generalizes the matrix equation (CA)T = ATCT: 
THEOREM 4.2.3. If C is a matrix, and if u is a permutation, 
(C ; A)” = C ? A”. (4.6) 
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Proof: Let the subscripts be ii , i, , ..., i,, The desired result follows 
from the formulas 
Several other associative laws can be formulated to include the cases not 
meeting the hypothesis of Theorem 4.2.1; i.e., when we are given a product 
C 5 (B g A) such that u > z’ and that u -}- 2 ~ dim C < 8. But only 
one of these is of concern to us here: 
THEOREM 4.2.4. 
[Cl,G,..‘, G,] x ([BIT B,, “‘9 B?,,] x A) = [C,B, , C,B, , ..' C,,,&,] x A. 
(4.7) 
Proof: In lieu of Theorems 4.2.1 and 4.2.3, it suffices to show that 
(C k (B k rl)=(CB) k d 
when C, B are matrices. The general element Djj...T of the left hand side is 
on the right hand side it is 
and these are equal. 1 
4.3 NONSINGULAR HYPER~~~~. The concept of a nonsingular matrix 
can be generalized to m-cubes in a significant way. The definition proceeds 
inductively: We say that a vector, or l-cube, d, is singular if and only if 
A = 0. For m > 1, we say that an m-cube A,is singular if and only if there 
exists a nonsingular vector B such that B x A is singular. 
Another way to state this definition is that an m-cube A is nonsingular if 
the following condition is satisfied: 
“x,At1l + +.$4 + . pi. xnAlnl is singular implies that 
x1 zzz x2 = “. z r, =z 0.” 
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In other words, any nonzero linear combination of the subcubes ActI must 
be nonsingular. This definition certainly includes the ordinary definition of a 
nonsingular matrix, for in the special case m = 2 it says that the rows of A are 
linearly independent. 
THEOREM 4.3.1. Let A be an m-cube, and let (T be a permutation of 
(1, 2 ;1., m}. Then A . zs nonsingular if and only if A” is nonsingular. 
Proof: We use induction on m. For m = 1 it is trivial, and for m = 2 
it is a special case of the theorem that “row rank equals column rank of a 
matrix.” We assume, therefore, that m > 2. 
Without loss of generality we may assume that 0 is of the form (12) or 
(23 ... m), since these two permutations generate all of the m! permutations. 
If  (T = (12), we argue as follows, where B and C denote vectors: 
A is nonsingular 
f-$ (C # 0 - C >: A is nonsingular) 
tt (C # 0 + (B # 0 --f B k (C i A) is nonsingular)) since m > 2 
tt (B # 0 -+ (C # 0 + B k (C & A) is nonsingular)) 
H (B # 0 + (C # 0 --f C >: (B (: A) is nonsingular)) by Theorem 4.2.1 
f--) (B # 0 - B $ A is nonsingular) 
1~ (B # 0 --f B >: A” is nonsingular) since B k A(12) = B k A 
H AU is nonsingular. 
On the other hand if (T = (23 ... m), let 7 = (12 ... (m - 1)). Then since 
(B :: A)I = B >: (A”) 
we argue as follows: 
A is nonsingular f-t (B # 0 --f B >t: A is nonsingular) 
1 
t) (B # 0 ---f (B x A)T is nonsingular) by induction 
t+ (B # 0 --f B k (A”) is nonsingular) 
<+ A” is nonsingular. I 
THEOREM 4.3.2. Let A be an m-cube and let C, , C, , .*a, C, be nonsingular 
matrices. Then A is nonsingular if and only if 
[Cl, C, > ..., GJ x A 
is nonsingular. 
Proof: For m -= 1 this is merely the definition of a nonsingular matrjx C, . 
For m > 1, it suflices to show that d is singular if, and only if, C x ;li is 
singular because of Theorem 4.2.3 and Theorem 4.3.1. 
C 2 rl is nonsingular f-t (B f  0 -+ B k (C i J) is nonsingular) 
< + (B If 0 -* C 4 (B i iI) is ~onsingular) by 
‘fheorem 4.2. I 
t-f (B f  0 -+ B & A is nonsingular) by induction 
1---) d is liol~singular. I 
Pinaliy, we define an equivaicuce relation between jn-cubes as follows: 
A -.t R if and only if A = [CT, , c, , .I ‘, CT:,] x 13 (4.X) 
for nonsingular matrices C, , C, , ‘.., C,,, . By Theorem 4.2.4 this is an equi- 
valence relation, and by the preceding theorem this preserves singularity. 
4.4 Pi3E-SEMIFIELDS IIEPRES~~NTEI) AS 3-crrms. \b-e IlOW SpeCidlize t0 the 
case nz = 3. I,et )Y be a pre-semifield of e~laracterist~c~. According to Section 
2.5, S is a vector space over 1; = @J(p). Let (x1 , .vS , ..f, xnl\ be a basis of S 
over F. We can write the mult~plicatioll in terms of the basis elements: 
This gives us a S-cube, A, with entries in F. iit is tailed a cube currcsponding 
to s. 
The multiplication in S is completely determined by the products of the 
basis elements, according to the distributive laws since 
Prooj: Because of our other observations, WC need show only that multi- 
plication defined by Eq. (4.10) satisfies axiom A2 if and only if A is non- 
singular. In the proof of Theorem 4.3.1, we have shown that d is nonsin- 
gular if and only if 
B #0 and C # 0 -+ C A (B A A) f  0 (in the case m = 3). 
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But C A (B i A) is the vector D = (Ok) where 
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therefore, this is precisely the condition that 
a f  0 and b f  0 -+ ab # 0. 1 
We observe that a nonsingular 4-cube would correspond to an algebraic 
system with a ternary multiplication abc satisfying three distributive laws, 
and with no “zero-divisors.” In general, a nonsingular m-cube will lead to 
an (m - 1)-ary operation. 
If  we change to a different basis {yi , ..., yn) of S over F, we have 
where C = (Cii) is a nonsingular matrix. 
This introduces a corresponding change in A; let the new cube be B. Then 
Now Bijk is the coefficient of yk , hence 
B = [C, C, C-‘1 x A, (4.11) 
where - T denotes inverse transpose. Thus B = A. 
Let us now consider what would happen if we were to define a new multi- 
plication on the elements of S: 
(a * b) H = (aF) (bG) (4.12) 
where F, G, H are arbitrary nonsingular linear transformations of S into 
itself. This gives us another pre-semifield S’, which is said to be isotopic 
to s. 
Let B be a cube corresponding to the derived pre-semifield S’. We may 
assume S’ has the same basis {xi , x2 , ... x~} as S, and that A is the cube for S 
with this basis. Consider F, G, H as matrices; i.e., 




xi * xi = ((.qF) (xjG)) H-l = ((zFiTxT) (2 G,,r,)) H-1 
r s 
Therefore 
B = [F, G, H-T] x A. 
(4.14) 
(4.15) 
This proves the following fundamental theorem. 
THEOREM 4.4.2. Let S and S” be pre-semifields, and let A, A’ be any cubes 
corresponding to Y and S’. Thez .S is isotopic to S’ if and oncv if A :_ A’ 
(where equivalence is defined in Eq. (4.8)). 
4.5 SEMIFIELDS AND EQUIVALENT PRE-SEXIFIELDS. The preceding dis- 
cussion applies to semifields as special cases of pre-semifields. If  S is a 
semifield, we can assume the basis is of the form (1, ~a , ..., x,~>. The cor- 
responding cube A then has a special property. 
We write 
AT** z At~l 
A*T* __ (A(132))[~1 
A**’ _ (L4w39[rl (4.16) 
In other words. AT**, A*?*, A**’ are the matrices (ilril), (AjTi), (A,,,) res- 
pectively. A T** is the matrix L, of left multiplication by s, ‘4*?* is the 
transpose of the matrix for right multiplication, R,? . The following formulas 
are readily verified: 
([F, G, H] x A)‘** -= F,,(GA1**HT) + ... f  F,.,,(G,4n”*Hr). 
([F, G, H] x A)*‘* = G,, (HA*l*Fr) + ... ~,- G,,(IIA*“*FT). 
([F, G, H] x A)**r = H,.,(FA**lGT) + ... + H,,(FA**nGT). (4.17) 
We say A is in standard form if Al** = A*l* = 1. 
THEOREM 4.5.1. Let S be a semifield with basis { 1, xa , ..+, x,}; then the 
cube corresponding to S is nonsingular and in standard form; conversely, every 
nonsingular 3-cube in standard form yields a semi$eld, if multiplication is 
defined by (4.10). 
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Proof: Because of Theorem 4.4.1, we must merely observe that standard 
form is equivalent to axiom A4. But this is obvious, since standard form is 
nothing but the statement that L, = R, = I. 1 
THEOREM 4.5.2. Let S, S’ be semifields with corresponding cubes A, A’. 
Then Sand S’ cooydinatize the same projective plane if and only if A = A’. 
Sem$ield planes are in l-l correspondence with equivalence classes of non- 
singular 3-cubes. 
Proof: Apply Theorems 4.4.2 and 3.4.3. 1 
THEOREM 4.5.3. If  A is a cube corresponding to a proper semiJield S, the 
autotopismgroup of S is isomorphic to thegyoup of all triples of matrices (F, G, H) 
such that 
[F,G,H] x A=A. (4.18) 
Proof: This follows from Eq. (4.15). 4 
We note that the same result holds for any 3-cube B, if B = A, even if B 
is not in standard form, since the corresponding groups are conjugate. 
Now we turn to the question of constructing a semifield from a pre- 
semifield. This is merely a question of finding three nonsingular matrices such 
that [F, G, H] x A is in standard form. Such a construction can be done in 
several ways; for example: 
1. Set G = (Al**)-l, set B = G 2 A, set F = (B*l*)-y, H = I. 
2. Set F = (A*l*)-y, set B = F k A, set G = (Bl**)-l, H = I. 
3. Set H = (Al**)-=, F = Al**(A*l*)-r, G = I. 
4. Set H = (A*l*)-l, G = A*l*(Al**)-l, F = I. 
The proofs that these do the job are similar, using Eq. (4.17). We consider 
for example method 3: 
Therefore 
and 
([F, G, H] x A)l** = GA1**HT = I; 
([F, G, H] x A)*l* = HA*l*Fy = I. 
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These methods can all be translated into algebraic terms; e.g., here is 
method 3 in this form: 
THEOREM 4.5.4. Let (S, +, 80) be a pre-semifield, and let u E S. Then if 
we define a new multiplication * by the rule 
(a o u) * (u G b) = a s b (4.19) 
we obtain a semi$eld (S, + , *) with unit u o u. 1 
Notice that if (S, +, .I) is commutative, so is (S, +-, *). 
Formula (4.19) is really an instance of Eq. (3.6) which is actually more 
general. A less symmetric way to write this formula can be read directly from 
method 3, namely 
u \ (a * b) = (u r, a) R;I ,; 6, 
which yields an isomorphic system with unit element u. Method 4 gives 
another isomorphic system, “dual” to this one. 
Thus, we can obtain semifields from pre-semifields in several ways; in each 
method we were able to leave F, G, or H equal to the identity. No matter 
which way we choose, the result is equivalent in the sense that the same 
projective plane will result. 
The extra degree of freedom we seem to have in this standardization pro- 
cess indicates that we should seek a “more standard” standard form, so that it 
might actually be a canonical form. One idea suggests itself immediately: 
we could require that A**i = 1 also. 
If  S is a field with p2 elements, it can always be put into the form 
10 
A’** = 0 1 c ! A2** = 01 i !  la’ 
if a is chosen such that .+ - ax - 1 is irreducible (mod p). 
The field GF(8) can be put into the forms 
100 010 001 100 010 001 
010 101 001 or 010 111 011 
001 011 111 001 011 110 
where we adopt the convention of writing Al**, A2**, ... in this order. It is 
unclear whether this form is possible in general. These examples show that 
it is not a canonical form; but if it is true that all nonsingular cubes can be 
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standardized in this way, it would be useful for eliminating cases when 
constructing the systems. 
A way to utilize the extra freedom which has been very fruitful is to adjust 
Aa**. We can essentially perform any desired similarity transformation on 
Aa**, while the standardization is taking place; therefore, in particular, if 
the characteristic equation of A a** after standardization is irreducible, we 
can transform it into a companion matrix and restandardize; this means 
we are taking the basis of the vector space to be of the form 1, X, x2, x(.9), 
x(x(x2)), etc. Operations of this kind can be exploited when all possible semi- 
fields of a given order are to be constructed (see [4]). 
5. TRANSPOSEOFAPLANE 
This section discusses an interesting relationship between some planes 
coordinatized by semifields. The relationship is somewhat peculiar since it 
has algebraic significance but does not seem to have any readily seen geo- 
metric significance. 
5.1 TRANSPOSE DEFINED. Let r be a projective plane, let S be a semifield 
of coordinates for n, and let A be a cube corresponding to S. Let S, be the 
pre-semifield described by A(23), and let Sa be a semifield constructed from 
S, by isotopy. Then we define 7rT, the transpose of n, to be the plane 
coordinatized by S, . 
THEOREM 5.1.1. rrT is uniquely dejhed. 
Proof: No matter which choice of S is made, the resulting A’s will be 
equivalent, by Theorem 4.5.2. The 3-cube A(23) is nonsingular, by Theo- 
rem 4.3.1. If A I B, then Acz3) = Btz3), because of Theorem 4.2.3. There- 
fore A(23) is uniquely determined up to equivalence, and the plane vT is 
uniquely determined. 1 
COROLLARY 5.1.2. (TT~)~ =rr. 1 
5.2 DUAL DEFINED. The dual ?p of a projective plane coordinatized by a 
semifield is well known to be determined by constructing the anti-isomorphic 
semifield, i.e., replacing ab by ba in the semifield. (This is easy to see by 
considering the homogeneous coordinate notation.) This definition can be 
phrased in the same way as the definition for CT’, by using A(l2) rather than 
than A(23). We may write 7rD = &la), rT = rrtz3). 
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THEOREM 5.2.1. The operations of dual and transpose generate a series of at 
most six planes, according to the following scheme: 
Proof: This theorem is clear from the manner in which dual and transpose 
have been defined. 1 
COROLLARY 5.2.2. If  n = nD f  rT there exists a third plane rTD f  r, 
iPD T  In. 
Proof: I f  nTD = r then rT = rrD = r. I f  rrrD = nr, then 
,TD +J')=D En(13) =+TD)= = J= =-, 1 
5.3 COLLINEATIONS. 
THEOREM 5.3.1. The collineation group of vT has the same order as the 
collineation group of 77. 
Proof: Refer to Theorem 3.4.4. The groups of translations and shears are 
isomorphic. The autotopism groups are also isomorphic, by Theorem 4.2.3, 
since 
[F, G, II] x A = A f--) [F, II, G] x Acz3’ = Acz3’. (5.1) 
Therefore, the orders of the collineation groups are the same. The inter- 
relations of autotopisms, translations, and shears are, however, different as 
Eqs. (3.16) show. i 
5.4 EXAMPLES. The concept of transpose can be generalized to apply 
to Veblen-Wedderburn systems, but that will be reported elsewhere. 
The transpose of a Desarguesian plane is Desarguesian, for all matrices of 
left multiplication are powers of the same matrix, and this property remains 
under transposition. 
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The semifield planes of order 32 have been completely tabulated by 
R. J. Walker [Z5]. Besides the Desarguesian plane, there are five others. These 
calculations were independently checked by the present author and some 
interesting relationships were found. 
Plane P(1) has the 3-cube representation 
10000 01000 00100 00010 00001 
01000 00100 00010 00001 10100 
00100 00010 01001 10100 00101. (5.2) 
00010 00001 11010 11110 10111 
00001 10010 11011 10000 01110 
No way to construct this plane, except by trial and error, is known. The 
solution given in (5.2), of all the representatives of the plane, has in some 
sense a relatively high degree of symmetry. This plane was first discovered 
in December, 1961, by the author with a program written for a Burroughs 
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There are no autotopisms except the identity; hence, the collineation group 
of P(1) consists entirely of translations and shears. This is the only known 
semifield plane (except for its dual) with this property. A further consequence 
is that there are 312 distinct semifields, isotopic but not isomorphic (see 
Eq. (3.13)). 
Plane P(2) is the dual and also the transpose of P(l), and it has the same 
properties. 
Plane P(3) is constructed from the binary semifield of order 32 (see [12]). 
It has the following 3-cube representation: 
1oooo 01000 00100 00010 00001 
01000 00100 00010 00001 11000 
00100 00010 11001 01010 00111. 
00010 00001 01010 11011 11100 
00001 11000 00111 11100 10111 
(5.3) 
This particular representative has five automorphisms and no other 
autotopisms; there are 192 other distinct systems isotopic to this one, and 
none of these have any automorphisms. This agrees with formula (3.13): 
312 = (8) + 192 - (6). 
Plane P(3) is self-dual since its semifield is commutative, but it is not self- 
transpose. Therefore (Corollary 5.2.2), there are two other planes, 
208 KNUTH 
P(4) = P(3)r, and P(5) = P(4)“. These planes also contain one system with 
automorphisms and 192 other systems without. 
It has been shown, by exhaustive enumeration on a computer, that these 
five planes constitute the entire set of proper semifield planes of order 32. 
6. SOME KNOWN SEMIFIELDS 
In this section, we discuss many of the known semifields and consider 
what the possible orders of semifields are. Throughout this section the letter 
p will denote a prime number. 
6.1 ORDERS WHICH ARE EXCLUDED. We have seen that semifields must 
have pn elements. For each p and n there is a unique field with p” elements. 
What can be said about proper semifields ? 
If the order is p, a semifield must be the field GF(p). Furthermore, if the 
order is p2, it is well known that a semifield must be the field G&Q?): Let 
(1, x> be a basis for the semifield; the multiplication is determined by the 
definition of x2 = ax + h. But the polynomial x2 - ax - b has no roots in 
GF(p), else we would have (x - r) (x - S) == x2 - nx - b = 0 contradicting 
axiom A2. Thus, x2 - ax - b is irreducible, and the multiplication is that 
of GF(p”). 
I f  the order is 8, one easily verifies that we have only the field GF(8). 
This must be true since there is a unique projective plane of order 8, but we 
can verify this particular case directly: Let { 1, x, y} be a basis, and let L be 
the matrix A2** for left multiplication by x. I f  the characteristic equation ofL 
is h3 + ah2 + bh + c = 0, L satisfies this equation, so we find that 
x(S) + ax2 + bx $- c = 0. This polynomial must have no linear factors; 
hence, it is irreducible and takes one of the two forms x(x”) + x + 1 = 0 
or x(x”) + x2 + 1 = 0. Replacing x by x + 1, if necessary, we can assume 
x(x”) + x + 1 = 0. In particular, { 1, x, x”} is a basis. 
The remainder of the proof considers various nontrivial possibilities and 
will only be sketched: 
I. I f  .x”x==x2-+ I x%2=r then (x2 1 x)” = 0. 
II. I f  x2x = x2 + 1: ~2x2 = ,; + x, then (x2 + 1) (x2 + x + 1) = 0. 
III. I f  x2x =x + 1, x2x2 = 1, then (x2 + 1)” = 0. 
IV. If  x%=x-{I, x%2=x, then (x2 + x) (x2 + x + 1) = 0. 
V. Ifx2x=xt--1, x2~2=~2+1,then(~2+1)(~2+~)=0. 
VI. I f  x2x = x + 1, x2x2 = x2 + x, then we have the field GF(8). 
We have proved the following theorem: 
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THEOREM 6.1. A proper semifield has order p”, where n 3 3 and pn 3 16.1 
We will show by the constructions in this section that these easily obtained, 
necessary conditions on the order are actually su$kient. 
6.2 SEMIFIELDS OF ORDER 16. The semifields of order 16 have been tabu- 
lated in [II], and these have been independently checked on a computer. 
There are 23 nonisomorphic, proper semifields of order 16. These are all 
isotopic to either system V or to system W of Section 2.2; consequently, 
two projective planes are formed. 
The first plane, consisting of those semifields isotopic to I’, contains 18 
distinct semifields. There is one (namely I’) with 6 automorphisms, another 
with 3 automorphisms, 8 with 2 automorphisms, and 8 with only the identity 
automorphism. Hence, there must be 18 autotopisms in agreement with 
formula (3.13): 
152 = 18 (+ + + + $ + 9). (6.1) 
The second plane has only five distinct semifields. One of these has 4 auto- 
morphisms, one (W) has 3, and the other three have 2 automorphisms. Thus, 
by formula 3.13, there are 108 autotopisms, and 
152 = 108 (t + + + $). (6.2) 
Since the number of autotopisms is different, we can conclude that each 
plane is self-dual and self-transpose. 
6.3 EARLY WORK OF DICKSON. The study of semifields apparently was 
originated by L. E. Dickson in 1905 [5]. In two early papers on the subject, 
he considered the construction of all possible semifields of order p3, and of all 
possible commutative semifields of order p4, where p is odd. 
Perhaps the simplest way to construct proper semifields is analogous to 
our construction of V and Win Section 2; we start with a field GF@“) and 
construct a semifield of order p2m, having elements 
a +Xb; a, b E GF(p”). 
One must merely define 
(a + W (c + 4 = f(a, h c, 4 + Ma, b, c, d) 
where f, g are linear in all four variables, and where 
(6.3) 
f(a, b, c, 4 = &a, b, c, d) = 0 
implies a = b = 0 or c = d = 0. There are many ways to do this, seem- 
ingly unrelated; a quite general class of these constructions is investigated 
in Section 7. 
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Dickson [6] gave a particularly simple construction of a commutative 
semifield of this type, for p odd: 
(a L- Xb) (c I Ad) = (UC + 6”d”f) t h(ad -+ bc) (6.4) 
where o is an automorphism and wheref is a nonsquare of the field GF(pm). 
The condition that f  must be a nonsquare element is clear, for if f  = a2 
choose b such that b” -z u-l. Then (1 t- hh) (1 - Xb) -:= 0. It is easy to verify 
that the condition is also sufficient (see Section 7). 
The complex numbers are a particular case of the system (6.4), althoughf 
being a nonsquare is not always sufficient in the infinite case. The system (6.4) 
is associative if and only if 0 = I. 
6.4 TWISTEDFIELDS. The following construction is due to A. A. Albert [I, 
2, 41. Define a new multiplication on the elements of GF(p”) by 
x > y = xy* - c.kJty, (6.5) 
where q = p”“, 1 < m < n, and where c I; u’~~l for a E GF&P). Then we 
obtain a pre-semifield, since X* L y’f = (X - y)“, and since 
xoy-0 implies s-0 or y  := 0 or c = (y;~)“~‘. 
Now pass to a semifield by using (4.19); the result is called a twisted field. 
The construction can be carried out only if c exists subject to the required 
conditions. This will be the case when (q ~- 1, p” ~ 1) ,J 1, i.e., when q - 1 
and p’” ~ 1 have a common factor, since multiplication is cyclic of order 
pn ~--- 1. But if p is odd, there is always the common factor p 1; if p -- 2 
we have (2” - 1, 2” - 1) = 2(nz,n) ~ 1, so we need (m, 72) ’ 1. I f  n -7 mk, 
where k i 2, it has been shown that the semifield constructed is nonassocia- 
tive 
Twisted fields exist for nearly all orders not excluded by ‘Iheorcm 6.1.1. 
The missing orders are 24, and 2*‘, where p is a prime greater than 3. 
6.5 SANDLER'S CONSTRUCTION. An interesting class of semifields has been 
constructed by R. Sandier [14]. There are /I”“” elements in these semifields, 
where nz is greater than 1. 
For Sandler’s construction, let q = p”; the elements of S are 
a() $- ha, f ... L X’n-1a7,,..l , af E GF(q”‘) (6.6) 
Multiplication is defined as follows: 
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with the convention that hk denotes left powers of A, i.e., Ak+i = AA”. If  6 
is chosen such that it satisfies no polynomial of degree less than m over 
GF(q), this gives a semifield. 
For example, let us construct such a system S of order 2g. The elements are 
a + Xb + PC, a, b, c E GF(8). 
Multiplication is defined by the rule 
(u + hb + PC) (d + he + Pf) = ad + ha2e + X2u4f + Sb!f + Xbd 
+ X2b2e + Sc2e + XS8f + X2cd. w3) 
Note the similarity between this and the definition of the system W in Sec- 
tion 2.2. This can be written in matrix form, since S is a right vector space 
over GF(8); the matrix of left multiplication by (a + hb + A%) is then 
a Sc2 Sb4 
L = b u2 Sc4 . [ 1 (6.9) c b2 u4 
The determinant of L is 
~7 + Sb7 + S2c7 - S(u2b4c + ab2c4 + u4bc2) = r + SS + tS2. 
Since r2 = Y, s2 = s, t2 = t this is a polynomial of degree 2 or less over GF(2)* 
and cannot be zero by hypothesis unless all of the coefficients vanish; but 
this would require a = b = c = 0. 
6.6 BINARY SEMIFIELDS. I f  n is odd and mn > 3, a proper semifield of 
order 2”” can be constructed, thus filling in all orders not excluded by 
Theorem 6.1. Let f : GF(2”“) --f GF(2”) be the unique linear functional 
such thatf(1) = 1 and f(x) = f(x2m). Define 
a o b = ub + (f(u) b + f(b) u)” 
a o b = (1 o u) * (1 o b). (6.10) 
The resulting system (GF(2”n), +, *) is a proper semifield with mn auto- 
morphisms generated by x ---f XX, and with exactly mn(2” - 1) autotopisms. 
Proofs of these statements may be found in [22]. 
7. WEAK NUCLEI AND QUADRATIC EXTENSIONS 
The concept of nucleus (Section 2.6) is generalized here, and this leads 
to an important class of semifields of the form (6.3). 
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7.1 DEFINITION OF WEAK NUCLEUS. Let F be a field contained in a semi- 
field S. We say F is a weak nucleus for S if (ab) c = a(bc) whenever an. two 
of a, b, c are in F. S will be a vector space over F, but left and right multiplica- 
tion will not in general be linear transformations over F. 
An example of such a system is the semifield I’ of Section 2.2. Here F 
is contained in neither the left, middle, or right nucleus of V. There are, on 
the other hand, semifields of order 16 whose left nucleus is not a weak nucleus. 
In other words, the statement, “F is a weak nucleus” does not imply and is 
not implied by the statement “F is a left nucleus.” However, if F is contained 
in any two of the nuclei N, , N, , or AT,, F must necessarily be a weak 
nucleus. 
7.2 QUADRATIC EXTENSIONS. 
THEOREM 7.2.1. Let F be a weak nucleus for S,and let S have dimension 2 
over F. Then the elements of S have the form 
a fhb, a,bEF; (7.1) 
and X E S can be chosen such that 
aX = Aa” (7.2) 
,for all a E F, where o is an automorphism of F. 
Proof: Let x be a primitive element of the field F, and let 
xh = a + hb. (7.3) 
Case I. 6 = x. Then we can prove by induction that 
xnX = naxn--l + Xxn. (7.4) 
for 
xn+9 = (xx”) x = x(x”X) = x(nax~-1 + Xx”) = nax” + x(Xx”) 
= naxn + (xh) x” = naxn + (a + Xx) xn = (n + 1) ax% + hx”+l. 
Notice that the associative law was applied here only when permissible. I f  F 
has pm elements, we can put n = pm, and since pna = 0 and xpm = 2, we 
have by (7.4) 
xx = xx. (7.5) 
Case II. b # X. Then we may replace X by X’ = X + a(b - x)-l, and 
we find xh’ = X’b. We easily prove by induction that xnX = h’b”. Since x is a 
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primitive element, b is a power of X, say x0. This shows that yx’ = h’y” 
for all nonzero y, and in fact 
(yz) A’ = X’(y?q, (7.6) 
for all nonzero y, z since y and z are powers of x. Furthermore, 
(j + z) A’ = X’(y” + zq, (7.7) 
by the distributive laws. These equations hold trivially if y or z is zero; 
therefore, we have shown that (yx)” = y”z”, 0, + x>” = y” + P. This 
means (T is an automorphism, i.e., 0 = pk for some K. 1 
7.3 CONSTRUCTION OF SEMIFIELDS. The rule for multiplication in a 
quadratic extension of a weak nucleus must be 
(u + Xb) (c + Ad) = UC + h(a~d + bc) + (Xb) (Ad), (7-g) 
according to the preceding theorem. But the fact that F is a weak nucleus 
tells us nothing about what the product (hb) (hd) must be; such products 
never occur unless two elements not in F are multiplied together. This 
product can be defined asf(b, d) + hg(b, d) where f and g are bilinear func- 
tions, as long as no zero divisors are introduced. 
Although many choices might be made for f and g, we will make the 
assumption here that they have a certain simple form. Let 
(Xb) (Ad) = b”dsf + h(bvdBg) (7.9) 
where f, g are now elements of F, and where 01,/l, y, 6 are automorphisms of F. 
Under what conditions can we conclude that no zero divisors have been 
introduced ? 
Suppose (u + hb) # 0, (c + M) # 0, but (u + Xb) (c + Xd) = 0. Then, 
in the first place, we have 
ac + b”d@f = 0; 
this implies there is an element x # 0 in F such that 
a = xdf, c = - x-lbaf. 
The other condition is that 
(7.10) 
he., 
a”d + bc + bvdEg = 0, 
x"d@'+l - &+1&f+ bv@g = 0 (7.11) 
Case I. g = 0. If g = 0, we have x”d@+l = &+1x-lf. Here b and d 
must be nonzero, and f = x o+ld@+lb-l-a. Therefore, if p is an odd prime, 
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cr --I I, j3u + 1, and -- 1 --- c\: are even and we could conciude that f is a 
square; so choose f to be a nonsquare. 
Other a~r~o~i choices of (Y, p, and f can he made, in which f is a square, 
as we will see in our discussion of f’ase II. For particular fields, special 
choices may be possible. 
Case 11. g f 0. In this case, we will try to choose a, 19, y, S so that (7.11) 
is a nonzero constant times a polynomial in a single variable. This can be 
done in essentially one way by writing it in the form 
and we require that 
(7.12) 
THEOREM 7.3.1, 
p” +p” =p” 7.- pd (mod pVA - 1) 
ifandonlyifa~c,b~~dorn~~tt,b-c(modm). 
Proof: Since p*” G 1 (mod plrC ---. l), we may assume 0 < a, b, c, d < m. 
Then we have 2 < p” + p” < Zp”‘-” < p”, and 2 < PC -f- pd < 2$~--~ < pm, 
so we may conclude that 
p” p” : pc + pa, 
We may now divide by p if necessary, until ane of n, 6, c, n is zero, say a- 
Then it is clear that either c or d must be zero, and the theorem follows. g 
Now suppose F :~= GF~~), and let T == cr.-l. Then (7.12) can be written 
,% +- 1 6n I- 8 (modpm - 1) 
yu }. y ::-. iy@ ! o (modp” -- I). (7.13) 
By Theorem 7.3.1) these two congruences have four solutions: 
(/3,8) ==(?,r) or (I, 1); (IX, y) = (7, I) or (cr, cr). (7.I4) 
Using any of these four solutions, we can conclude that there arc no zero 
divisors if and only if the poi~~nomial 
has no solutions in F, 
y” 1 -f g-y - f .-.- 0 (7.15) 
There are in general many such l~~~~~~ornia~s, as Iong as F is not a prime 
field. For example, if p is odd, we may take g == 0, u =- p andf any element 
not of the formyp+i. Ifp = 2, we can takeg = I and LT = 2, and f any element 
not of the formya + y. (Such an element must exist, since OS + 0 = I3 + 1.) 
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7.4 THE FOUR TYPES. We obtain many proper semifields, which are 
quadratic over a weak nucleus, by the construction in the previous section. 
Those of Case I have the multiplication rule 
(a + Xb) (c + Ad) = (UC + b*dBf) + h(a”d + bc) (7.16) 
wherep is odd andfis a nonsquare; 01, p, and u are arbitrary automorphisms, 
but not all the identity. Dickson’s construction (see Section 6.3) is a special 
case, indeed the only commutative semifield of this type. 
Other semifields, those of Case II, are constructed by finding an auto- 
morphism a # I and elements f, g E F such that 
Y “+l+gy-f#O, for yEF. 
Then four types of semifields are produced, all for the same u, f,  g and for 
7 = o-1: 
(a + Xb) (c + Ad) = 
I. (UC + b”d@f) + X(bc + a-d + bWg) 
II. (UC + b”d f) + h(bc + a”d + b”dg) 
III. (UC + b7dGf) + h(bc + u”d + b d’g) 
IV. (UC + b’d f) + h(bc + u”d + 6 dg). (7.17) 
For example, the system I’ of Section 2.2 is of type I. The system Wof that 
section is actually of all four types. The systems of type II were discovered 
by Hughes and Kleinfeld [9]. Autotopisms of systems of type II are discussed 
in [3, IO, 141, and the autotopisms of type III systems are obtained by 
duality. The autotopisms of types I and IV are not yet known. 
THEOREM 7.4.1. Let S be u pmper se~~~eld, ~udrut~~ mer a fkite field 
F. Let AT6 , N, , N,. be the nuclei qf S. Then 
(a) F = N, = N, if and only if S is of type II. 
(b) F = NE = N, ij and only if S is of type III. 
(c) F = N, = iv, if and only ;f  S is of type IV. 
Proof: The “if” parts of this theorem can be obtained by direct calcula- 
tion, and will be omitted. The “only if” parts follow since, first, F is a weak 
nucleus if it equals any two of the nuclei, so Theorem 7.2.1 holds. We need 
then merely calculate (Xb) (Ad) under the assumptions (a), (b), (c) given. 
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Let A2 = f + hg. Then 
(a) (hb) (Ad) = ((X6) A) d = (X(M)) d = (X(N)) d = h((hb”) d) 
= X(X(b”d)) = X’(b”d) = b”df + W’dg. 
(b) (Xb) (Ad) = (PA) (&A) = b'(h(d'A)) = bT((M)h) = b'((d+)X) 
= b’(d”p) = (b’d’“) XL = b’d”(f + hg) = bW2f + M&g. 
(c) (hb) (Ad) = (b”h) (Ad) = br(A(Ad)) = b”(h2d) 
= @((f + hg) d) = b”df + hbdg. 
The proof is completed by observing that either of the three types implies 
the existence of the polynomial (7.15) which has no solutions in F. 1 
n-0 characterization of type I is known. 
COROlLARY 7.42. Under the hypotheses of Theorem 7.4.1, 
if and only ;f  S is of all four types, I, II, III, IV where 2 = 1 and g = 0. 
Proof: By the theorem, we must have S of types II, III, IV at least. These 
types are the same if and only if a3 -7 1 and g == 0, since 0 # I. 1 
This corollary and part (2) of Theorem 7.4.1 were proved by Hughes and 
Kleinfeld in their original paper [9]. 
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