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Abstract
As industry standards for average-coverage rates increase, DNA readsets are becoming more repetitive.
The run-length compressed Burrows-Wheeler Transform (RLBWT) is the basis for several powerful
algorithms and data structures designed to handle repetitive genetic datasets, but applying it directly
to readsets is problematic because end-of-string symbols break up runs and, worse, the characters at
the ends of the reads lack context and are thus scattered throughout the BWT. In this paper we first
propose storing the readset as a Wheeler graph consisting of a set of paths, to avoid end-of-string
symbols at the cost of storing nodes’ in- and out-degrees. We then propose rebuilding the Wheeler
graph as if each read were preceded by some imaginary context. This requires us to relax the
constraint that nodes with in-degree 0 in the graph should appear first in the ordering showing that
it is a Wheeler graph, and can lead to false-positive pattern matches. Nevertheless, we first describe
how to support fast locating, which allows us to filter out false matches and return all true matches,
in time bounded in terms of the total number of matches. More importantly, we then also show how
to augment the RLBWT for the relaxed Wheeler graph such that we can tell after what point a
backward search will return only false matches, and quickly return as a witness one true match if a
backward search yields any.
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1 Introduction
Processing readsets is one of the fundamental tasks in computational genomics, since they
are the form in which genetic data is first received. There are already many tools designed
to handle readsets but there is a constant struggle to keep up with the amount of genetic
data coming out of more and faster sequencing machines. As industry standards for average-
coverage rates increase — it is now not uncommon for geneticists to aim for 50x coverage —
the size of a readset even for a single human genome is growing beyond the memory capacity
of a commodity computer. Projects such as the Earth Biogenome Project [16], which calls for
sequencing 1.5 million species, will thus require expensive and cumbersome computational
resources unless new approaches to processing readsets are found.
Fortunately, as coverage rates increase, readsets become more and more repetitive and
there have been significant advances recently in handling repetitive data. Notably, last
year Gagie, Navarro and Prezza [12] showed how to support fast locating queries with the
run-length compressed Burrows-Wheeler Transform (RLBWT) while still using only O(ρ)
space, where ρ is the number of runs (maximal non-empty unary substrings) in the BWT,
and Kuhnle et al. [6, 15] have now shown how to index genomic databases for faster read
mapping and variation calling.
Unfortunately, applying the RLBWT directly to readsets is problematic because end-
of-string symbols break up runs and, worse, the characters at the ends of the reads lack
context and are thus scattered throughout the BWT, also increasing the number of runs.
It is possible to partially address these problems by imposing an order on the end-of-string
characters, as described later in this section, but the number of runs is still significantly
larger than in the BWT of the underlying genome.
In the remainder of this section we review the two main ingredients of this paper, the
Bauer-Cox-Rosone (BCR) representation of a readset [4] and Wheeler graphs [11]. We
then propose storing the readset as a Wheeler graph consisting of a set of paths, to avoid
end-of-string symbols at the cost of storing nodes’ in- and out-degrees. This is another
concrete application of Wheeler graphs, which were proposed recently to simplify proofs
about BWT-based data structures but have already allowed Alanko et al. [1] to strengthen
results about tunnelling [2].
The main idea in this paper, described in Section 3, is rebuilding the Wheeler graph as if
each read were preceded by some imaginary context. This requires us to relax the definition
of Wheeler graphs, removing the constraint that nodes with in-degree 0 in the graph should
appear first in the ordering showing that it is a Wheeler graph. This relaxation can lead to
false-positive pattern matches because, with it, the BWT interval that results from backward
stepping can contain characters that are only there because of their imaginary contexts. The
advantage is that we can significantly reduce the number of runs in the BWT.
In Section 4 we first describe how to modify Gagie, Navarro and Prezza’s scheme to
support fast locating on readsets represented with relaxed Wheeler graphs, which allows us
to filter out false matches and return all true matches, in time bounded in terms of the total
number of matches. We then present our main result about relaxed Wheeler graphs: how to
augment the RLBWT for the relaxed Wheeler graph such that we can tell after what point
a backward search will return only false matches, and quickly return as a witness one true
match if a backward search yields any.
Preliminary experiments indicate that the RLBWTs for our relaxed Wheeler graphs can
be significantly smaller than those for Bauer, Cox and Rosone’s representation, and that
false positives are not a serious problem for reasonable read- and pattern-lengths. We leave
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as future work designing scalable algorithms for constructing relaxed Wheeler graphs and
thoroughly testing our ideas in practice. We conjecture that prefix-free parsing [6, 15] can
easily generate the BWTs for relaxed Wheeler graphs, by extending prefixes and suffixes of
phrases to be full phrases.
2 Related Concepts
2.1 BCR representation
For the sake of brevity, we assume the reader is familiar with the BWT and standard
FM-indexes [10] for single strings. Such FM-indexes can be built also for sets of strings
by appending a special separator character to each, concatenating them and then treating
them as a single string. Mantaci, Restivo, Rosone and Sciortino [17] proposed a different
approach: they introduce the eBWT (extended BWT) which generalizes the BWT to a set
of (primitive) strings without concatenating them or using a special separator character.
They build the BWT matrix by sorting all rotations of the input strings using, instead of the
lexicographic order, the ω order where we compute u ω v by comparing lexicographically
the strings u and v repeated infinitely many times; because of a theorem of Fine and Wilf
the lexicographic comparison will be decided within |u|+ |v| − gcd(|u|, |v|) symbols.
This results in a BWT for which the Last-to-First (LF) mapping is a permutation whose
cycle decomposition has a cycle for each string in the set. Figure 1 shows the matrix to
build the BWT for the strings GATTA, TTAGA, TAGATA, GATAC and ATACAT, together
with a graphical representation of the cycle decomposition of the LF mapping. As far as we
know there is no analysis of how much this can change the number of runs in the BWT and,
more importantly, this representation introduces the possibility of false-positive matches of
patterns consisting of a suffix of a read followed by a prefix of that read. For example, with
the BWT shown in Figure 1, a standard backward search will find the pattern AGATT, even
though it occurs in none of the reads. It is possible to build an array storing the distance
from each character in the BWT to the end of the read containing it, store a compact
range-maximum data structure over this array, and then locate matches in decreasing order
by their distance from the ends of the reads containing them (stopping when the distance
becomes less than the pattern length) [14], but such a data structure (even sampled) is not
guaranteed to take space only proportional to the number of runs in the BWT. Another
drawback of the eBWT is that the fastest known algorithm for computing the eBWT takes
O(n logn) time [13], where n is the total length of the collection, whereas there are linear
time algorithms for computing most of the other BWT variants proposed in the literature.
For the above reasons, Bauer, Cox and Rosone [4] proposed the BCR representation in
which they add a unique terminator symbol at the end of each string, but they maintain
Mantaci et al.’s idea to consider the strings circularly, instead of concatenating them. As a
result, the LF mapping in the resulting BWT is still a permutation with a cyclic structure
as shown in Figure 2. One advantage of their approach is that it allows the easy update of
the FM-index insertion and deletions of strings in the set (see also [5]).
Bauer, Cox and Rosone [8] noted that they are free to choose the alphabetic order of the
terminator symbols associated to each string. Recognizing the importance for compression
of reducing the number of runs in the transformed string — where a run is a maximal
non-empty unary substring — they suggested assigning the terminators order on the basis of
the colexicographic order of the strings (as we have done in Figure 2), since this minimizes
the number of runs between the symbols immediately preceding the terminators. In the
same paper the authors also describe an efficiently computable heuristic, called SAP, that
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1 A C A T A T
2 A C G A T
3 A G A T A T
4 A G A T T
5 A G A T T
6 A T A C A T
7 A T A C G
8 A T A G A T
9 A T A T A C
10 A T A T A G
11 A T T A G
12 A T T A G
13 C A T A T A
14 C G A T A
15 G A T A C
16 G A T A T A
17 G A T T A
18 G A T T A
19 T A C A T A
20 T A C G A
21 T A G A T A
22 T A G A T
23 T A G A T
24 T A T A C A
25 T A T A G A
26 T T A G A
27 T T A G A
1
1
T
A
TA
C
A
11
24
6
13
9
2
20
715
14
2
3
3
4
5
4
5
21
8
25
10
16
22
2611
17
23
2712
18
T
A
G
C
A
T
A
TA
G
A
T
T
A
G
A
T
T
A
G
A
(a) (b)
Figure 1 The matrix (a) for building the eBWT representation of the readset
GATTA, TTAGA, TAGATA, GATAC and ATACAT without separator characters, with the
10-run BWT TTTTTTGTCGGGAACAAAAAATTAAAA (shown in red at the right
of the matrix), and the LF mapping (b) as the graph of the 5-cycle permutation
(1, 19, 6, 24, 9, 13)(2, 20, 7, 15, 14)(3, 21, 8, 25, 10, 16)(4, 22, 26, 11, 17)(5, 23, 27, 12, 18). Notice the
fourth and fifth cycles are isomorphic even though the reads are different, because they are cyclic
shifts of each other.
can reduce the number of runs even more than the colexicographic order.
2.2 Wheeler graphs
Gagie, Manzini and Sirén [11] introduced Wheeler graphs as a general framework for data
structures based on the BWT. A Wheeler graph is a directed, edge-labelled graph whose
nodes can be ordered such that nodes with in-degree 0 come first and the edges’ order by
destination is the same as their order by label with ties broken by origin. More formally, we
have the following definition:
I Definition 1 (Gagie, Manzini and Sirén, 2017). A directed, edge-labelled graph G is a
Wheeler graph if there is an ordering of the nodes such that nodes with in-degree 0 precede
those with positive in-degree and, for any pair of edges e = (u, v) and e′ = (u′, v′) labelled a
and a′ respectively, the following monotonicity properties hold:
a ≺ a′ =⇒ v < v′ ,
(a = a′) ∧ (u < u′) =⇒ v ≤ v′ . (1)
The relationship between Wheeler graphs and the FM-index and its generalizations is
captured by the following property called path coherence in [11].
I Property 2 (Gagie, Manzini and Sirén, 2017). If G is a Wheeler graph then, for any string
α and range of nodes [i, j], the nodes reachable from those in [i, j] in |α| steps by following
edges whose labels for α when concatenated, themselves form a consecutive range.
As Figure 6 (in the appendix) illustrates, directed, edge-labelled cycles are Wheeler
graphs, as are collections of cycles — the LF mappings in Figures 2 and 1 are examples — so
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1 $1 T T A G A
2 $2 T A G A T A
3 $3 G A T T A
4 $4 G A T A C
5 $5 A T A C A T
6 A $1 T T A G
7 A $2 T A G A T
8 A $3 G A T T
9 A C $4 G A T
10 A C A T $5 A T
11 A G A $1 T T
12 A G A T A $2 T
13 A T $5 A T A C
14 A T A $2 T A G
15 A T A C $4 G
16 A T A C A T $5
17 A T T A $3 G
18 C $4 G A T A
19 C A T $5 A T A
20 G A $1 T T A
21 G A T A $2 T A
22 G A T A C $4
24 G A T T A $3
26 T $5 A T A C A
27 T A $2 T A G A
28 T A $3 G A T
29 T A C $4 G A
30 T A C A T $5 A
31 T A G A $1 T
32 T A G A T A $2
33 T T A $3 G A
34 T T A G A $1
1
6
20
11
31
34
2
7
27
1421
12
32
3
8
28
33
17
24
4
18
9
29
15
22
5
26
13
1910
30
16
1
2
3
4
5
A
G
AT
T
$1
A
T
A
G
A
T
$2
A
T
TA
G
$3
C
A
TA
G
$4
T
A
C
A
T
A
$5
(a) (b)
Figure 2 The matrix (a) for building the BCR representation of the read-
set GATTA, TTAGA, TAGATA, GATAC and ATACAT, with the 19-run BWT
AAACTGTTTTTTCGG$5 GAAAA$4 $2 ATAAAT$3 A$1 (shown in red at the
right of the matrix), and the LF mapping (b) as the graph of the 5-cycle permutation
(1, 6, 20, 11, 31, 34)(2, 7, 27, 14, 21, 12, 32)(3, 8, 28, 33, 17, 24)(4, 18, 9, 29, 15, 22)(5, 26, 13, 19, 10, 30, 16).
If we label the edges leaving each node by the character in that position in the BWT, then we
obtain the reverses of the reads in colexicographic order.
Mantaci et al.’s and Bauer et al.’s results fit into this framework. Tries are Wheeler graphs
too, so the XBWT [9] fits in as well, and so are directed, edge-labelled paths and collections
of paths. Finally, as Figure 7 (in the appendix) illustrates, de Bruijn graphs are Wheeler
graphs, so we can explain the BOSS representation [7] in terms of them.
A simple application of Wheeler graphs is to remove the $s from BCR, leaving a set of
paths. Since some nodes now have in- and out-degrees 0, we need auxiliary data structures
such as bitvectors to keep track of them. This can easily be handled in O(r) words of space,
however, where r is the number of reads, and with a little effort in 2r lg(n/r) +O(r) bits of
space [18], where n is the total length of the reads — which is within a factor of 2 of the
cost of storing pointers to the last characters in the reads, the method for eliminating the
$s discussed in Section 2. Figure 3 illustrates this idea with the readset from our previous
example. To simplify the presentation, we label the paths with the reads instead of their
reverses (as the cycles in Figure 2 are labelled). Notice that the BWT representing the
Wheeler graph now consists of only 11 runs instead of 19. Our preliminary experiments
(which we will extend and describe in the full version of this paper) suggest that this is a
worthwhile tradeoff in practice so we formalize it in the following lemma:
I Lemma 3. We can remove the end-of-string symbols from BCR representation, at the cost
of marking which nodes in the Wheeler graph have in- and out-degrees 0.
The proof of Lemma 3 is not quite as general as we might like: although we can essentially
simulate without $s the BCR representation with any order they choose on the $s, because
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16
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22
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27
28
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31
32
A AAAAAAAAAAAG G T T T T T T T T TG C C G
Figure 3 A Wheeler graph consisting of paths whose labels are our example readset, with the
11-run BWT below.
we can give the nodes with in-degree 0 in the paths the same ranks as the nodes after the $s
in the cycles, we cannot really simulate the BCR representation that uses pointers instead
of $s. The paths in Figure 3 are not the cycles in Figure 2 with the edges labelled with $s
removed, but only because Gagie, Manzini and Sirén defined Wheeler graphs so that searches
go forward instead of backward and we have chosen to follow this convention; deleting those
edges in the cycles does create Wheeler graphs (for the reverses of the reads). On the other
hand, we cannot turn the cycles in Figure 1 into paths labelled by the reads without changing
the order on the nodes, because the nodes with in-degree 0 will otherwise not have the
smallest ranks, violating the definition of Wheeler graphs.
3 Relaxed Wheeler graphs
Now that we have reviewed BCR and Wheeler graphs and shown some evidence that viewing
the former in terms of the latter can help us reduce the number of runs the in the BWT for a
readset, it is time to face the main question of this paper: can Wheeler graphs help us reduce
the number of runs caused by the lack of context for some of the characters? To make this
problem more concrete, consider the Wheeler graphs shown in Figures 3 and 4. Although
all the paths from Figure 3 are present in Figure 4, they do not cause as many runs in the
BWT for Figure 4 because the characters near the beginnings of the runs have more context.
We can reduce the number of run in the BWT for Figure 3 to the number in that for
Figure 4, if we assign the nodes the same relative ranks they have in Figure 4 — which is
equivalent to simply deleting the edges and nodes only in the central branch of the trie in
Figure 4, deleting their labels from the BWT, and rank reducing the order on the remaining
nodes — but this means, for example, assigning the node at the start of the path labelled
GATAC rank 14 and not between 1 and 5, contrary to the definition of Wheeler graphs.
Our idea is to relax this part of the definition of Wheeler graphs, allowing the nodes with
in-degree 0 to have any rank; Figure 5 shows an example. Among other things, this allows
us to turn the cycles in Figure 1 into paths that are Wheeler graphs, if we want, without
changing the relative order of the nodes. Not surprisingly, though, we face the same problem
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G
A
T
T
A
G
A
T
A
C
A
T
A
G
T
T
A
T
T
A
G
A
T
A
G
A
T
A
G
A
T
A
C
A
T
A
A
T
C
1
2 3
4 5
6 7 8 9
11 12 13 14
15 16 17 18
19 20
22 23
24 25 26
10
27
28 29
21
30 31 32
33 34 35 36
37 38 39 40
GGTTTTTTTTTC C C GGGGAAAAAAAAATTTTAAAAAAAA
Figure 4 A trie whose branches are labelled with our example readset, with the 7-run BWT
below.
of false-positive pattern matches as when using BCR without $s. More formally, for a relaxed
Wheeler graph Property 2 no longer holds. For example, for the relaxed Wheeler graph in
Fig. 5, the nodes reachable starting from the full range [1, 32] and following the labels GAT
are 24, 27, and 29, but a (forward) search for GAT finds the first and last Gs in the BWT
interval [1, 32], then the first and last As in [18, 22], then the first and last Ts in [3, 8], and
returns the entire interval [24, 29] (including the false positives 25, 26 and 28).
I Definition 4 (Relaxed Wheeler graph). A directed, edge-labelled, graph G is a relaxed
Wheeler graph if there is an ordering of the nodes such that the monotonicity properties (1)
hold.
Looking at Figures 4 and 5, it is not difficult to see that with the right choice of ordering
on the nodes with in-degree 0, the number of runs in the BWT of the relaxed Wheeler graph
for a set of error-free runs drawn from a genome, is at most the number of runs in the BWT
of the reverse of that genome. (We consider the reverse of the genome because, as a single
string, it is normal to take characters’ context to be the suffixes following them, instead of
the prefixes preceding them as for Wheeler graphs.) We will prove this formally in the full
version of this paper, and also prove that forward search on a relaxed Wheeler graph returns
an interval in the BWT that contains at least all the characters that follow true matches of
the given character.
It is encouraging to know that with the right ranks for the nodes with in-degree 0, the
size of the RLBWT does not depend on the number of reads (although it may depend on the
number of errors) so, even for readsets with very high coverage, we can still build manageable
indexes. Of course, when dealing with readsets we often do not have the underlying genome,
and sometimes not even a reference genome, so we must use partial assemblies to make an
educated guess as to the correct ordering. Notice that using partial assemblies could give
better compression than using a reference genome, if the reads have few errors and so are
generally consistent with each other, but contain variations from the reference genome.
For preliminary experiments on relaxed Wheeler graphs, we chose DNA datasets from
the Pizza & Chili corpus, generated enough sufficient reads to achieve reasonable average
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A
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A
T
A
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T
A
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1
2
30 31
A
T
A
C
G G
A
A
T
32
T3
4
5 6
7 8
9 10
11
12 13
14 15
16
17
18
19 20
21 22
23
24 25
26
27 28
29
G T T T T T T C C G G G A A A A A A T T T A A A A A A
1 2 3 4 5 6 7 10 11 13 14 15 16 18 19 20 21 22 24 25 26 27 28 29 30 31 32
2 3 5 10 11 12 13 1518 1716 19 21 2223 24 26 27 28 29 30 31 327 86 9
Figure 5 A relaxed Wheeler graph consisting of paths whose labels are our example readset, with
the 7-run BWT below. Instead of writing the nodes’ degrees or drawing a bipartite graph, this time
we have shown the LF mapping with two rows of numbers: the column 14, G, 21 represents the edge
from node 14 to node 21 labelled G. Notice the nodes with in-degree 0 are not in the image of the
LF mapping so they are missing from the bottom row of numbers, and the nodes with out-degree 0
are not in the preimage so they are missing from the top row.
coverages, and compared the number of runs in the BWT of the readset with BCR to the
number for a relaxed Wheeler graph. Both when we took the context for the reads to be
the actual preceding characters of the DNA dataset, and when we took them from the other
read with the longest suffix-prefix overlap, the BWT for the relaxed Wheeler graph had
significantly fewer runs — about half as many, for reasonable parameter settings — as BCR.
We also found that for reasonable read and pattern lengths, most of the matches were true
positives. We do not report these results in detail due to space constraints and because we
are preparing to conduct experiments on real readsets with several methods of generating
contexts for the reads using partial assemblies. Prezza, Pisanti, Sciortino and Rosone [20]
recently showed how BCR can be extended to SNP discovery, and for the full version of this
paper we plan to repeat their experiment using relaxed Wheeler graphs instead, to see if that
finds more SNPs or reduces time or memory use. In the longer term, using the results from
the next section, we hope to modify Simpson and Durbin’s [21] String Graph Assembler to
work with relaxed Wheeler graphs. In order to do this efficiently, however, we need scalable
algorithms for constructing relaxed Wheeler graphs, so we are now looking at how to use
prefix-free parsing [6, 15] to generate the BWTs for relaxed Wheeler graphs, by extending
prefixes and suffixes of phrases of the parse to be full phrases.
4 Locating and certifying
Policriti and Prezza [19] showed how maintain an RLBWT with suffix array entries stored
only at the beginnings and ends of reads, such that a search returned not only the number
of occurrences of the given pattern, but also one of the positions. This result was used by
Gagie, Navarro and Prezza [12] as a stepping stone to finding all the positions, and then
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refined by Bannai, Gagie and I [3] so that we need only store the suffix array entries at the
beginnings of reads. We now show that this result applies to relaxed Wheeler graphs for
strings; in the full version of this paper we will give the proof for all Wheeler graphs.
I Lemma 5. We can store a relaxed Wheeler graph for a set of texts T in O(ρ) space, where
ρ is the number of runs in the BWT, such that later, given a pattern P [1..m], we can count
the number of total matches (true and false) and return the position in T of the first character
in the BWT interval found by the search in O(m log logn) time, where n is the total length
of the texts in T .
Proof. We store the position in T of the first character in each run in the BWT. Before we
begin a search, the interval we consider is the entire BWT, so we have the position of the
first character stored. Suppose that after t steps of the search we have found that the interval
of the BWT containing characters following matches (true and false) for P [1..t] is [i, j] and
we know the position in T of BWT[i] is x. If BWT[i] = P [t+ 1], then the position in T of
the first character in the interval of the BWT containing characters following matches (true
and false) for P [1..t+ 1], is x+ 1. If BWT[i] 6= P [t+ 1], then the position in T of the first
character in the interval of the BWT containing characters following matches (true and false)
for P [1..t+ 1], is one greater than the position in T of the first character in BWT[i, j] equal
to P [t] — which is the beginning of a run so we have its position in T stored. J J
Gagie, Navarro and Prezza made use of the fact that in the standard BWT for a string,
if BWT[i] = BWT[i+ 1], then LF(i) + 1 = LF(i+ 1), so if we know
the position SA[i]− 1 in T of BWT[i],
the position SA[i]− 1− d in T of the preceding character of T that is the end of a run in
the BWT,
and the position SA[SA−1[SA[i]− 1− d] + 1] in T of the next character in the BWT,
then we can compute the position in T of BWT[i+ 1] as SA[SA−1[SA[i]− 1− d] + 1] + d.
Therefore, if we store a fast predecessor data structure with the positions in T of the characters
that are the ends of runs in the BWT, with the positions in T of the next characters in
the BWT, then given the position in T of one character in the BWT, we can compute the
position in T of the next character in the BWT in O(log logn) time.
Our situation is more slightly complicated because, for a relaxed Wheeler graph for a
readset or other collection of texts, it is not generally true that if BWT[i] = BWT[i+1], then
LF(i)+1 = LF(i+1): first, either i or i+1 might not be in the preimage of the LF mapping,
meaning one of them is a node with out-degree 0, so LF(i) or LF(i+ 1) is undefined; second,
there could be a node with in-degree 0 between the nodes with ranks LF(i) and LF(i+1), in
which case the labels on edges leaving that node come between the characters BWT[LF(i)]
and BWT[LF(i+ 1)]. Figure 8 (in the appendix) illustrates these obstacles. Notice that the
second A in the BWT — the second character in the read GATTA — is neither the beginning
nor end of a run in the BWT, but the arrow from (1, 2) to (3,4) is parallel to neither the
arrow immediate to its left, from (1, 1) to (5, 6), nor the arrow immediately to its right,
from (1, 3) to (2, 1). (We use pairs here to indicate characters by their reads and positions
in those reads, considering the reads in top-to-bottom order in Figures 3 and 5.) The arrows
from (5, 1), (5, 2), (5, 3) and (5, 4) respectively to (4, 2), (4, 3), (4, 4) and (4, 5) are parallel,
however, because if we consider (5, 1) and (4, 2) they are both As, neither of them are the
last character in a read, and after applying the LF mapping to them they are not separated
by the first character in a read, and the same for (5, 2) and (4, 3), and (5, 3) and (4, 4).
Generalizing Gagie, Navarro and Prezza’s result to relaxed Wheeler graphs of collections
of r texts, by considering all adjacent pairs of positions in the BWT which the LF mapping
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does not map to adjacent pairs, we obtain the result below. We will provide a more formal
proof in the full version of this paper, and trust for now that our intuition is clear.
I Theorem 6. We can store a relaxed Wheeler graph for a set of r texts T in O(ρ+ r) space,
where ρ is the number of runs in the BWT, such that later, given a pattern P [1..m], we
can count the number of total matches (true and false) in O(m log logn) time, where n is
the total length of the texts in T , and return the positions in T of their final characters in
O(log logn) time per occurrence.
Applying Theorem 6 iteratively and checking for each occurrence if the distance from the
start of the text to its final character is at least m, we can thus filter out false matches and
return only the true matches, but in time bounded in the total number of matches. Although
our preliminary experiments indicate that this is reasonable in practice, in theory we want
to be able to return at least one true match as a witness to certify that P really occurs in T .
We now finish by considering this problem.
Suppose that at the beginning and ending of each run of a character c in the BWT, we
store pointers to the preceding and succeeding copies of c in the BWT whose true contexts
have the longest common suffix with the context of the c at the beginning or end of the
run (including its read’s false context). We also store the lengths of those longest common
suffixes. Assume that, after some number t of steps in a search, we have a candidate in T
that we know is a true match to P [1..t]. Suppose the character following this candidate in T ,
is the character BWT[i] in the BWT. If BWT[i] = P [t+ 1], then we still have a candidate
after the next step of the search. Otherwise, assuming there is an occurrence of P [t + 1]
in the current BWT interval (otherwise there is no match for P in T , true or false), it has
to be the endpoint BWT[j] of a run. It could be that BWT[j] is the end of a false match
for P [1..t + 1] but, if there is a true match for P [1..t + 1] at all, then one of the pointers
stored at BWT[j] indicates the end of one. Suppose the pointers stored at BWT[j] indicate
BWT[k1] and BWT[k2]. We can check if BWT[k1] and BWT[k2] are the ends of matches to
P [1..t+1] simply by checking if they are in the interval for P [1..t], and we can check whether
they are true matches by comparing against t the lengths of the common suffixes of their
true contexts and the context for BWT[j].
This gives us our main technical result of this paper, which applies to relaxed Wheeler
graphs for sets of texts in general and thus to BCR without $s in particular. We are now
working to extend this result to other kinds of relaxed Wheeler graphs. Of course, we would
also like to be able to list all the true matches in time independent of the number of false
matches, while keeping the space usage bounded in terms of the number of runs in the BWT
and the number of reads.
I Theorem 7. We can store a relaxed Wheeler graph for a set of r texts T in O(ρ+ r) space,
where ρ is the number of runs in the BWT, such that later, given a pattern P [1..m], we can
count the number of total matches (true and false) and return the position of a true match if
one exists all in O(m log logn) time, where n is the total length of the texts in T .
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Figure 6 Consider any directed, edge-labelled cycle with exactly one edge labelled by a special
symbol $ lexicographically less than any other edge label. To see why such a cycle is a Wheeler
graph, consider the matrix (a) used to compute the BWT (shown in red) of the reverse S of the
concatenation of the edge labels, finishing with $. Specifically, consider the LF mapping from
characters’ positions in the last column (BWT, in red) to their positions in the first one (sorted, in
blue), drawn either as a bipartite graph (b) with each node appearing once on the left and once on
the right — making it easier to see why backward-stepping in an FM-index for S works — or as a
graph (c) with each node appearing only once. Notice that, since the LF mapping is a permutation,
we can reconstruct both representations and S from the BWT alone. If we straighten out the latter
representation, we obtain the path (d) we started with, complete with an order on the nodes — the
LF mapping or, equivalently, the reverse of the inverse of the suffix array of S (in black in the first
column of the matrix) — showing it to be a Wheeler graph.
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Figure 7 An example illustrating that de Bruijn graphs are also Wheeler graphs. The basic idea
is that of Bowe et al.: we add dummy nodes prefixed by copies of $ so that every original node is
reachable by a path of length at least the order of the graph; we sort the nodes co-lexicographically;
and we take the edge labels in order by origin (the edge-BWT, in red). Notice that now we need
the nodes’ in- and out-degrees as well as the BWT to reconstruct the graph and that, without the
dummy nodes, there could be an original node with in-degree 0 in the middle of the order (which we
would be unable to find with backward search).
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Figure 8 The character in the BWT for our example and their positions in the reads (top), and
a diagram of the function that maps the position in the reads of each character in the BWT, to the
position in the reads of the next character in the BWT (below). The black lines are not parallel to
the lines immediately to their right, while the grey lines are (and can thus be computed quickly
without being stored explicitly).
