Computation of fuzzy eigenvalues and fuzzy eigenvectors of a fuzzy matrix is a challenging problem. Determining the maximal and minimal symmetric solution can help to find the eigenvalues. So, we try to compute these eigenvalues by determining the maximal and minimal symmetric solution of the fully fuzzy linear system A X = λ X.
Introduction
The problem of finding eigenvalues arises in a wide variety of practical applications. It arises in almost all branches of science and engineering. Many important characteristics of physical and engineering systems, such as stability, can often be determined just by knowing the nature and location of the eigenvalues. The aim of this paper is to determine fuzzy eigenvalues and fuzzy eigenvectors of a fuzzy matrix A.
The system of linear equations A X =b, where the elements,ã ij , of the matrix A and the elements,b i , of the vectorb are fuzzy numbers, is called a fully fuzzy linear system (FFLS).
Although FFLSs have been studied by many authors, a solution method for finding fuzzy eigenvalues and fuzzy eigenvectors of a fuzzy matrix A with fuzzy idempotent has not been given yet. Recently, Allahviranloo et al. [1] proposed a novel method to solve a FFLS based on the 1-cut expansion. In that method, some spreads and, therefore, some new solutions are derived which are placed in TSS or CSS. We use this method to find fuzzy eigenvalues and fuzzy eigenvectors of a fuzzy matrix A by transforming the system A X = λ X.
(1.1)
The outline of the paper is as follows:
In first place, the system A X = λ X is solved in a 1-cut position, obtaining a crisp system. Next, some unknown symmetric spreads are allocated to each row of the 1-cut system. Afterwards, we analyze the structure of the obtained spreads, which are not necessarily linear. We study the eigenvalues and eigenvectors obtained and see what symmetric spreads allow to obtain minimal or maximal pairs of eigenvalues and eigenvectors.
In section 2, the most important notations used are mentioned. Then, in Section 3, we present our new method to obtain eigenvalues and eigenvectors. Besides, we discuss the reasons why the spreads obtained provide maximal-and minimal symmetric solutions. Also, section 4 gives a numerical example. The final section ends this paper with a brief conclusion.
Preliminaries
First, we recall some definitions concerning fuzzy numbers: Definition 2.1. Fuzzy numbers are one way to describe the vagueness and lack of precision of data. The theory of fuzzy numbers is based on the theory of fuzzy sets which Zadeh [2] introduced in 1965. The concept of a fuzzy number was first used by Nahmias in the United States and by Dubois and Prade in France in the late 1970s [3] .
Definition 2.2.[1]
A fuzzy number u in parametric form is a pair (u, u) of functions u(r), u(r), 0 ≤ r ≤ 1, which satisfy the following requirements: The triangular fuzzy number u = (x 0 , σ, β) (fuzzy number with a defuzzifier x 0 , left fuzziness σ > 0 and right fuzziness β > 0) is a fuzzy set where the membership function is as follows
u(r)
otherwise.
It can easily be verified that
where α 1 (r) = (1 − r)σ and α 2 (r) = (1 − r)β. Given a fuzzy number u, the support of u is defined in the following way: supp(u) = {x | u(x) > 0}, where {x | u(x) > 0} represents the closure of the set {x | u(x) > 0}.
Given two arbitrary fuzzy numbersũ(r) = [u(r), u(r)] andṽ(r) = [v(r), v(r)], we define addition, subtraction and multiplication as follows:
for 0 ≤ r ≤ 1.
Definition 2.3.
Let A = (ã ij ) be a fuzzy matrix. A fuzzy number λ and a fuzzy vector 
Definition 2.4.[4]
The united solution set (USS), the tolerable solution set (TSS) and the controllable solution set (CSS) for a fully fuzzy system AX = b are, respectively, the following sets: 
Symmetric eigenvalue and eigenvector through symmetric solution of a FFLS
We start our study by solving the 1-cut of the FFLS in order to obtain a crisp solution to equation (1.1). The crisp system we have to solve is, therefore, the following:
where,ã ij (1) ∈ R, λ and x j are unknown crisp variables which will be calculated by solving system (3.2). Once we have obtained the solution to the crisp system (3.2), and following the method presented in [1] , we build a fuzzification of such a solution by allocating some unknown symmetric spreads to each row of the system (3.2). It is clear that, to solve equation (1.1), we need to solve a system of 2n linear equations, in consequence, we can simply calculate the spreads of the solution. Therefore, the system of crisp equations (3.2) is rewritten as the following system:
where α i > 0, i = 1, 2, . . . , n, are unknown spreads which will be calculated by solving the above-mentioned 2n equations, λ is an eigenvalue and x j , j = 1, . . . , n, are the components of the obtained vector solution to system (3.2). Note that, for each row, we assume the same spreads for the eigenvalue and the corresponding component of the vector solution.
Next, we define the following sets of indexes depending on the sign properties of the elements of the matrix A:
where N n = {1, . . . , n}.
Remark 3.1. In the following, for the sake of simplicity, we assume that x j − α i (r), x j + α i (r) and λ − α i (r), λ + α i (r) are positive, so that the multiplications in equation (3.3) become simpler. Note that the previous restrictions imply that we are considering only some cases where zero does not belong to the support of the elements of the fuzzy matrices, fuzzy eigenvalues and eigenvectors.
In our study, we distinguish three different cases.
Case 1:
In this case, it is assumed thatã ij > 0, for every i, j = 1, . . . , n, so that the fuzzy matrix A is positive. Under this restriction, the i-th row of system (3.3)
can be written, due to the positivity of A, in the compact form:
In the following, we replace α i (r) by α i1 (r) in Eq. (3.4) and, respectively, α i (r) by α i2 (r) in Eq. (3.5).
Therefore, we get for i = 1, . . . , n,
In connection with the study in [1] , we suggest two total procedures to determine the symmetric spreads of the eigenvector and eigenvalue, denoted by:
Hence,λ and X = (x 1 , . . . ,x n ) t are obtained by applying (3.9) or (3.10), respectively, in the following way:
14)
for 0 ≤ r ≤ 1 and i = 1, . . . , n.
In reference [1] , the authors discuss the difficulties which arise in the calculation of the minimum of a set of functions defined on the interval [0, 1], and also the inconvenient which represents the fact that the minimum of several linear functions is not necessarily linear. Concerning the problem studied in [1] , where linear equations had to be solved, this drawback implied that the final spreads obtained A = {α − s (r), α + s (r)} could be nonlinear functions, but perhaps just piecewise linear functions. The authors of [1] overcame this inconvenient by changing the structure of the obtained spreads in order to get linear functions.
With respect to the problem studied in this paper, the spreads obtained by solving Eqs. (3.7)-(3.8) are not necessarily linear and, besides, we have in general two different solutions to each equation, since we have to solve quadratic equations. Thus, we can not expect that functions defined by (3.9)-(3.10) represent linear functions, in general. An interesting problem is to decide if some changes in the structure of the obtained spreads (functions given by (3.9)-(3.10)) can be made in order to achieve linear spreads.
From Eqs. (3.7)-(3.8), the spreads of fuzzy symmetric eigenvalues and eigenvectors are determined through the following procedure:
(3.16) At this point, we set:
(3.20) Our aim is to apply symmetric spreads to solutions of the equation (1.1), that is, symmetric spreads to the eigenvalues and eigenvectors of A, and we introduce the following notation: α
At this point, we find a qualitative difference with respect to the study made in [1] for the solutions of fully fuzzy linear systems. Indeed, for every i = 1, . . . , n and j = 1, 2, we get α l ij (r) ≤ α u ij (r), but we do not know which of the values |α l ij (r)| or |α u ij (r)| is greater, therefore, we just can assure that α
In any case, if we apply the various symmetric spreads obtained, we derive the following corresponding expressions for the eigenvalues and eigenvectors: 
I) If there exists
i ∈ {1, 2, . . . , n} such that ∑ n j=1 a ij (1)−(λ+x i ) ≤ 0, then α −,l s (1) = 0, X −,l (1) = X c ,λ −,l (1) = λ c . II) If there exists i ∈ {1, 2, . . . , n} such that ∑ n j=1 a ij (1)−(λ+x i ) ≥ 0, then α −,u s (1) = 0, X −,u (1) = X c ,λ −,u (1) = λ c . III) If ∑ n j=1 a ij (1)−(λ+x i ) ≤ 0, for every i = 1, 2, . . . , n, then α +,l s (1) = 0, X +,l (1) = X c , λ +,l (1) = λ c . IV) If ∑ n j=1 a ij (1) − (λ + x i ) ≥ 0, for every i = 1, 2, . . . , n, then α +,u s (1) = 0, X +,u (1) = X c ,λ +,u (1) = λ c .
Proof:
If λ c and X c = (x 1 , . . . , x n ) t are solution to the crisp system (3.2), then
Then, in case I), we get
(3.37) in case II), we get
(3.39) and, finally, in case IV), we get Note that the hypotheses in Proposition 3.1 I)-IV) and Proposition 3.2 II) are optimal in the sense that those conditions are necessary for the corresponding spreads to be null. We also remark that condition in Proposition 3.2 II) 
Case 2:
In this case, we assume that the fuzzy matrix A is negative. Therefore, the i-th row of the system (3.3) can be written as:
Hence we get
(3.49) Besides, similarly to Case 1, we consider some modifications of the spreads obtained, parting from the different spreads of the solution of the equation for each row, i = 1, . . . , n, as follows: (x 1 , . . . , x n ) t , and the symmetric spreads to the solutions of the equation (eigenvalues and eigenvectors) given by modifications of (3.50)-(3.53) using (3.21)-(3.24) , in the case |I 2 | = n 2 .
I) If there exists
i ∈ {1, 2, . . . , n} such that ∑ n j=1 a ij (1) + (λ + x i ) ≥ 0 or ∑ n j=1 a ij (1) + (λ + x i ) ≤ 0, then α −,l s (1) = 0, X −,l (1) = X c ,λ −,l (1) = λ c . II) If there exists i ∈ {1, 2, . . . , n} such that ∑ n j=1 a ij (1) + (λ + x i ) ≤ 0 or ∑ n j=1 a ij (1) + (λ + x i ) ≥ 0, then α −,u s (1) = 0, X −,u (1) = X c ,λ −,u (1) = λ c . III) If ∑ n j=1 a ij (1) = −(λ + x i ) = ∑ n j=1 a ij (1), for every i = 1, 2, . . . , n then α +,l s (1) = 0, X +,l (1) = X c ,λ +,l (1) = λ c . IV) If ∑ n j=1 a ij (1) + (λ + x i ) ≤ 0 ≤ ∑ n j=1 a ij (1) + (λ + x i ), for every i = 1, 2, . . . , n, then α +,u s (1) = 0, X +,u (1) = X c ,λ +,u (1) = λ c .
Proof:
in case III), we get
(3.60) and, finally, in case IV), we get
Condition in Proposition 3.3 III) implies that a ij (1) = a ij (1), for every i, j = 1, 2, . . . , n, so that it can be written as
Proposition 3.4. Let us consider a solution to the crisp system (3.2) as λ c = λ and X c = (x 1 , . . . , x n ) t , and the symmetric spreads of the solutions of the equation (eigenvalues and eigenvectors) given by modifications of (3.50)-(3.53) using (3.21)-(3.24) and (3.41)-(3.42), in the case |I 2 | = n 2 . Then:
Proof: From Proposition 3.3 I)-II), it is easy to deduce that, in any case, α
Again, the hypotheses in Proposition 3.3 I)-IV) and Proposition 3.4 II) are optimal in the sense that they are necessary for the corresponding spreads to be null.
Case 3:
In this last case, we consider that some components of the coefficient matrix A are positive and the remaining coefficients are negative, and show how to solve the equation.
To illustrate the procedure followed, we assume that the elements in the i-th row of A are such thatã ij > 0, ∀j ∈ N s andã ij < 0, ∀j ∈ N n \ N s .
Therefore,
The above-mentioned Eqs. (3.62) and (3.63) allow to obtain the following:
We obtain different types of spreads of eigenvalues and eigenvectors subject to modification:
We can modify the spreads of the eigenvalues and eigenvectors by using the expressions in Eqs. (x 1 , . . . , x n ) t , and the symmetric spreads to the solutions of the equation (eigenvalues and eigenvectors) given by modifications of (3.66)-(3.69) using (3.21)-(3.24), in the case
Proof: Consider λ c and X c = (x 1 , . . . , x n ) t a solution to the crisp system (3.2), then we get
Therefore, it is easy to prove that, in case I),
(3.76) and, finally, in case IV), we obtain
(3.77) Proposition 3.6. Let us consider a solution to the crisp system (3.2) as λ c = λ and X c = (x 1 , . . . , x n ) t , and the symmetric spreads of the solutions of the equation (eigenvalues and eigenvectors) given by modifications of (3.66)-(3.69) using (3.21)-(3.24) and (3.41)-(3.42), in the case
Proof: Part I) follows from Proposition 3.5 I)-II), and II) is a consequence of Proposition 3.5 III)-IV).
Conditions in Proposition 3.5 I)-IV) and Proposition 3.6 II) are optimal in the sense that they are also necessary for the corresponding spreads to be null.
Finally, we establish a result concerning maximal and minimal eigenvalue and eigenvectors of A. 
Numerical example
We illustrate the applicability of the previous results by calculating a pair of eigenvalues and eigenvectors to a particular example, choosing a matrix taken from [1, 5, 6] where it was solved a certain fully fuzzy linear system related. ) .
Next, we calculate the (1-cut) crisp matrix The spreads of the eigenvalue and eigenvector are calculated by solving the following four quadratic equations
Conclusion
We show how to apply the method proposed in [1] for solving fully fuzzy linear systems (FFLS) to determine pairs of eigenvalues and eigenvectors of a fuzzy matrix by using the maximal and the minimal symmetric spreads. To the best of our knowledge, this is the first paper in the literature devoted to the study of such kind of problems.
