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Abstract
We use the recent proof of Jacquet’s conjecture due to Harris and Kudla [HK] and
the Burger-Sarnak principle (see [BS]) to give a proof of the relationship between
the existence of trilinear forms on representations of GL2(ku) for a non-Archimedean
local field ku and local epsilon factors which was earlier proved only in the odd residue
characteristic by this author in [P1, Theorem 1.4]. The method used is very flexible
and gives a global proof of a theorem of Saito and Tunnell about characters of GL2
using a theorem of Waldspurger [W, Theorem 2] about period integrals for GL2 and
also an extension of the theorem of Saito and Tunnell by this author in [P3, Theorem
1.2] which was earlier proved only in odd residue characteristic. In the appendix to
this article, H. Saito gives a local proof of Lemma 4 which plays an important role in
the article.
1. Triple products
Let π1, π2, and π3 be three irreducible admissible infinite-dimensional representations
of GL2(ku) for a non-Archimedean local field ku with the product of their central
characters trivial. Let Du denote the unique quaternion division algebra over ku. For
an irreducible admissible discrete series representation π of GL2(ku), let π ′ denote
the representation of D∗u associated to π by the Jacquet-Langlands correspondence,
and let π ′ = 0 if π is not a discrete series representation.
The author in [P1] studied the space of trilinear forms  : π1 ⊗π2 ⊗π3 → C
which are GL2(ku)-invariant. Let m(π1 ⊗π2 ⊗π3) denote the dimension of the
space of such trilinear forms, and let m(π ′1 ⊗π ′2 ⊗π ′3) denote the dimension of the
space of D∗u-invariant linear forms on π ′1 ⊗π ′2 ⊗π ′3 (so m(π ′1 ⊗π ′2 ⊗π ′3) is nonzero
only if all the πi are discrete series representations). We let (π1 ⊗π2 ⊗π3) =
(1/2, π1 ⊗π2 ⊗π3) denote the triple product epsilon factor defined by the
Langlands-Shahidi method (cf. [Sh, Section 4]); under the condition that the product
of the central characters is trivial, (π1 ⊗π2 ⊗π3) = ±1. Usually, the epsilon factor
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depends on an auxiliary additive character of the field, but in our case, it is independent
of it.
The main results proved in [P1] are
(1) multiplicity one theorem: m(π1 ⊗π2 ⊗π3) ≤ 1;
(2) dichotomy principle: m(π1 ⊗π2 ⊗π3) + m(π ′1 ⊗π ′2 ⊗π ′3) = 1;
(3) theorem about epsilon factors: m(π1 ⊗π2 ⊗π3) = 1 if and only if
(π1 ⊗π2 ⊗π3) = 1.
A few words about the proofs. The multiplicity one theorem was proved by the method
of Gelfand pairs, as developed by Gelfand and Kazhdan, and was thus based on general
principles available to prove such theorems.
The dichotomy principle was eventually related to the character identity
π (x) = −π ′(x)
at regular elliptic elements x for discrete series representationsπ andπ ′ of GL2(ku) and
D∗u, respectively, associated to each other by the Jacquet-Langlands correspondence.
This, combined with the theorem on finite groups, according to which
m(π ′1 ⊗π ′2 ⊗π ′3) =
1
vol(D∗u/k∗u)
∫
D∗u/k∗u
π ′1 (g)π ′2 (g)π ′3 (g) dg,
and a suitable variant for GL2(ku)(!), proves the dichotomy principle for supercuspidal
representations, others being much more straightforward by the orbit method of
Mackey.
These two theorems, that is, the multiplicity one theorem and the dichotomy
principle, had reasonably satisfactory proofs. However, the theorem about epsilon
factors was proved case by case, reducing it to simpler epsilon factors studied by
Tunnell [T], and this reduction was possible only for representations of GL2(ku)
arising from characters of quadratic extensions of ku and was thus incomplete in even
residue characteristic. Also, the proof of the theorem on epsilon factors given in [P1,
Theorem 1.4] left much to be desired, being a brute-force calculation that essentially
amounted to calculating the epsilon factor of the triple product on the one hand, relating
it to m(π1 ⊗π2 ⊗π3) through a totally independent calculation, and then observing
that the results are the same. This was done via explicit knowledge of the character of
representations of GL2(ku), which has been known for a long time through the work
of Sally and Shalika, the epsilon factor (associated to Galois representations) being
calculated either directly or through Tunnell’s work, which also was a brute-force
calculation with characters. (Later, there was the elegant article of Saito [S] which
proved Tunnell’s theorem in all residue characteristics.)
The aim of this article is to offer a global method for the result on epsilon factors
using the fact that the global analogue of the results on trilinear form, which is the
period integral, has recently been proved by Harris and Kudla [HK]. (This result was
conjectured by H. Jacquet.) More important, the present proof, unlike the earlier one,
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offers a conceptual reason why the theorem on epsilon factors holds good and suggests
that the natural proof of the general conjectures of Gross and Prasad in [GP1] about
local branching laws from SO(n) to SO(n − 1) in terms of epsilon factors should
be through global means. This approach is especially promising since the global
conjecture in [GP1] about nonvanishing of the period integral in terms of an L-value
at 1/2, it seems, can be proved by refining the work [GJR] (see Section 6 for some
more details on these general conjectures).
We remark that since the global theorems used in this work have been considered
only for number fields so far, we will be able to deduce local theorems only in
characteristic 0; hopefully, this situation will be remedied in the near future.
We now recall the theorem of Harris and Kudla.
THEOREM 1 (see Harris and Kudla [HK])
Let k be a number field, and let 1, 2, and 3 be three cuspidal automorphic
representations of GL2(Ak) with the product of their central characters trivial. For a
quaternion algebra D over k, let Di be the automorphic representations of (D⊗kAk)∗
associated to i by the global Jacquet-Langlands correspondence, if it exists. Then
the central critical L-value L(1/2,1 ⊗2 ⊗3) is nonzero if and only if, for some
D, Di exist as automorphic representations and there are f Di ∈ Di such that∫
D∗A∗k\(D⊗kAk)∗
f D1 (g)f D2 (g)f D3 (g) d×g = 0.
The proof of Theorem 1 does not use the theorem on epsilon factors, so it is legitimate
to use it to prove the following theorem.
THEOREM 2
Let π1, π2, and π3 be three irreducible admissible infinite-dimensional representations
of GL2(ku) for a non-Archimedean local field ku (of characteristic 0) with the product
of their central characters trivial. Then there exists a nonzero  : π1 ⊗π2 ⊗π3 → C
which is GL2(ku)-invariant if and only if (π1 ⊗π2 ⊗π3) = 1.
Proof
If one of the representations πi is either a principal series or a twist of the Steinberg
representation, then the result can be proved by simple calculations as in [P1]. (Es-
sentially because in all these cases, except when one is dealing with the triple product
of the Steinberg, there is an invariant linear form as follows by simple orbit methods;
also, the epsilon factor is easily calculated to be 1 in all these cases.) We therefore
assume in the rest of this proof that all the representations πi are supercuspidal rep-
resentations of GL2(ku) with the product of their central characters trivial. (Of course,
global methods are inadequate to deal with principal series representations, as they
may not appear as a local component of a global representation.)
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We first prove that if there is a nonzero  : π1 ⊗π2 ⊗π3 → C which is GL2(ku)-
invariant, then (π1 ⊗π2 ⊗π3) = 1. Then we use the dichotomy principle to say
that if the space of GL2(ku)-invariant forms on π1 ⊗π2 ⊗π3 is zero, then πi are all
discrete series representations, and for the corresponding representations π ′i of D∗u,
where D∗u is the unique quaternion division algebra over ku, there is a D∗u-invariant
linear form on π ′1 ⊗π ′2 ⊗π ′3. Now, by the same method employed to prove the first
case (when there is a GL2(ku)-invariant linear form), we prove that the local epsilon
factor (π1 ⊗π2 ⊗π3) in this case is −1. It enables us to complete the proof of the
theorem.
We begin with the case when there is a nonzero  : π1 ⊗π2 ⊗π3 → C which
is GL2(ku)-invariant and prove that (π1 ⊗π2 ⊗π3) = 1. Fix a totally real number
field k and a place u of k so that the completion of k at u is the local field ku with
which we started. Let D be a quaternion division algebra over k which is unramified
at all the finite places, and for simplicity, we assume that D is ramified at all the
infinite places. This is done by choosing k appropriately so that it has even degree
over Q.
We let 1 and 2 be automorphic representations of D(Ak)∗ with local compon-
ents π1 and π2, respectively, at u, unramified at all the other finite places outside u.
It is well known that local supercuspidal representations can be obtained as the local
component of an automorphic representation, which is unramified at all the other finite
places, and have some weights at infinity.
We choose 3, which has π3 as its local component at u (and some infinity type).
The representation 3 is constructed so that the period integral∫
D∗A∗k\D∗(Ak)
f1(g)f3(g)f3(g) d×g
is nonzero for some choice of functions fi ∈ i ⊂ L2(D∗\D∗(Ak)). By the general
lemma, Lemma 1, which is part of Burger-Sarnak philosophy, such choices can be
made.
Once we have automorphic representations i with nonvanishing period integral,
the theorem of Harris and Kudla implies that
L
(1
2
,1 ⊗2 ⊗3
)
= 0.
This implies, in particular, that the global sign (1/2,1 ⊗2 ⊗3) in the functional
equation for L(s,1 ⊗2 ⊗3) is 1. However, the global sign in the functional
equation is nothing but the product of the local epsilon factors. From the information
that 1 is a principal series representation at all the finite places of k except u, it is
easy to see that the epsilon factor at all the finite places except u is 1; this follows
from the general fact that (σ )(σ∨) = det(σ )(−1).
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The triple product epsilon factor at all the infinite places is −1 by invoking the
corresponding theorem at infinity (the local representations at infinity are given to have
invariant linear forms); these calculations at infinity are simple consequences of results
about the decomposition of the tensor product of finite-dimensional representations of
D∗(R), the so-called Clebsch-Gordon theorem, and are discussed in [P1, Section 9].
It is clear, then, from the factorisation

(1
2
,1 ⊗2 ⊗3
)
=
∏
µ

(1
2
,1,µ ⊗2,µ ⊗3,µ
)
= 1,
and recalling that there is an even number of places at infinity, we conclude that
(π1 ⊗π2 ⊗π3) = 1, thus proving that if the space of GL2(ku)-invariant linear forms
on π1 ⊗π2 ⊗π3 is nonzero, the triple product epsilon factor (π1 ⊗π2 ⊗π3) is 1.
Assume now that there is no nonzero  : π1 ⊗π2 ⊗π3 → C which is GL2(ku)-
invariant. By the dichotomy theorem, the representations πi are discrete series rep-
resentations of GL2(ku), and there is a nonzero ′ : π ′1 ⊗π ′2 ⊗π ′3 → C which is
D∗u-invariant. By exactly similar analysis, we prove that (π1 ⊗π2 ⊗π3) = −1. For
this, choose a quaternion division algebra over k which is ramified exactly at u and
at all the infinite places of k which are now assumed by choosing the number field k
appropriately to be odd in number. Once again, the sign in the functional equation of
the triple product L-function is 1, and since the theorem at infinity gives the sign −1
at each of the infinite places, we get in this case (π1 ⊗π2 ⊗π3) = −1, completing
the proof of the theorem. 
Let us emphasize that in our proof, the local epsilon factor at a finite place is matched
to one at infinity by global means, reducing us to a much simpler problem.
Remark 1
The epsilon factors used in [P1] were those arising from Galois representations,
whereas the epsilon factors used here are those defined by the Langlands-Shahidi
method. It is a theorem of Ramakrishnan (cf. [R, Theorem 4.4.1]) that these two
epsilon factors are the same.
The following lemma is essentially due to Burger and Sarnak [BS], but not quite. A
result of this kind only for the infinite prime is [HL, Proposition 3.1]. Adding finite
primes causes no extra difficulty. However, for the sake of completeness, we give a
self-contained proof of a result which is adequate for our purposes and which is an
elementary consequence of the weak approximation theorem (which we assume holds
good for our group G, which is certainly the case in all our applications).
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LEMMA 1
Let k be a number field, let S be a finite set of finite places of k, let G be a reductive
algebraic group defined over k, and let H be a reductive subgroup of G. Suppose
that Z is a central subgroup of H which remains central in G with the property
that Z\H has no nontrivial k-rational characters. Let GS =
∏
v∈S G(kv); similarly,
let HS =
∏
v∈S H (kv). Let π =
⊗
v πv be an automorphic representation of G(Ak).
Suppose that µv are supercuspidal representations of H (kv), v ∈ S, which are induced
from representations νv of subgroups Kv which are certain open subgroups of Hv
compact modulo Zv . Assume that µv appears as a quotient of πv restricted to H (kv)
for all v ∈ S. Then there are an automorphic representation µ = ⊗v µv of H (Ak)
with µS =
⊗
v∈S µv and functions f1 ∈ π , f2 ∈ µ such that∫
H (k)Z(Ak)\H (Ak)
f1 ¯f2 dh = 0.
Proof
By the assumption that µv appears as a quotient of πv restricted to H (kv) for all v ∈ S,
the representation νv ofKv is a subrepresentation of πv restricted toKv for all v ∈ S.
This means that there is a function f on G(k)\G(Ak) whose (KS = ∏v∈SKv)-
translates generate a space of functions which is isomorphic to
⊗
νv asKS-modules.
We prove that the restriction of one such function to H (k)\H (Ak) is not identically
zero. Observe that G(AS) = {x ∈ G(A), x = ∏v xv ∣∣ xv = 1, ∀v ∈ S} operates on
such functions (by right translation), and if all the G(AS)-translates of a function f
were zero at the identity element of G(A), the function f would be identically zero
by the weak approximation theorem, according to which G(k) is dense in GS . Thus
we have a function f on G(k)\G(Ak) whose restriction to H (k)\H (Ak), say, ˜f , is
not zero. TheKS-translates of ˜f generate a space of functions now on H (k)\H (Ak)
which is isomorphic to
⊗
νv asKS-modules. Since
µS = indHSKS νS,
the HS-translates of ˜f generate a space of functions on H (k)\H (Ak) which are
isomorphic to µS as HS-modules. We are now done, by Lemma 2. 
LEMMA 2
Suppose that H is a reductive algebraic group over a number field k, and suppose that
Z is a central subgroup in H with the property that Z\H has no nontrivial k-rational
characters. Suppose that S is a finite set of finite places and that HS =
∏
v∈S H (kv).
Suppose that ˜f is a bounded continuous function on H (k)\H (Ak) on which Z(Ak)
operates via a unitary central character χ and whose HS-translates generate an
irreducible HS-submodule, say, µS , of a space of functions on H (k)\H (Ak). Assume
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that µS is a supercuspidal representation of HS . Then there exists a cusp form g on
H (Ak), on which Z operates via the unitary character χ , generating an irreducible
representation with HS-type µS and with∫
H (k)Z(Ak)\H (Ak)
˜f g¯ dh = 0.
Proof
Since µS is a supercuspidal representation of HS , the function ˜f is automatically
a cusp form; that is, it satisfies the condition of the vanishing of the integrals on
unipotent radicals of proper parabolics. (We note that ˜f may not be an automorphic
function, as it may not have the requisite finiteness properties.) This follows because
the constant term along the unipotent radical, say, N , of a parabolic gives rise to an
N(Ak)-invariant linear form on the space obtained by H (A)-translates of ˜f and hence
must be zero as the HS-translates generate a supercuspidal representation that has no
NS-invariant form.
Now, ˜f being a cusp form, it cannot be orthogonal to all irreducible cuspidal
automorphic representations; hence there exists an automorphic function g generating
an irreducible space of functions with the same central character as f such that
∫
H (k)Z(Ak)\H (Ak)
˜f g¯ dh = 0.
The nonvanishing of the integral implies that the HS-type of the space generated
by g is the same as that of the space generated by ˜f , which is µS . 
Remark 2
In the proof of Theorem 2, we apply Lemma 1 to G = GL2 × GL2, H = GL2,
and Z = Gm using the well-known theorem of Kutzko (cf. [K, theorem, page 43]),
according to which a supercuspidal representation of GL2(ku) can be obtained as an
induced representation from a finite-dimensional representation of an open subgroup
which is compact modulo center.
2. Saito-Tunnell
By exactly the same method as employed in Section 1, one can deduce the theorem
of Saito and Tunnell which describes which characters of L∗ for L a quadratic ex-
tension of a local field ku appear in an irreducible admissible infinite-dimensional
representation of GL2(ku) or in an irreducible representation of D∗u, where Du is
the unique quaternion division algebra over ku, in terms of the local epsilon factors.
It is elementary to see that characters of L∗ appear with multiplicity at most 1 in
any irreducible representation of GL2(ku) or of D∗u (see, e.g., [P1, Remark 3.5]).
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The dichotomy principle also holds in this situation; that is, if π is a discrete series
representation of GL2(ku) and π ′ is the corresponding finite-dimensional irreducible
representation of D∗u, then for a character χ of L∗ whose restriction to k∗u is the same
as the central character of π , χ appears in exactly one of the representations π or π ′.
One can give a proof of this using the character identity
π (x) = −π ′(x).
By appealing to a global theorem due to Waldspurger, we give a proof of the
Saito-Tunnell theorem. However, there seems little point in giving details of the proof
except to recall the statement of the theorems.
THEOREM 3 (Waldspurger [W, Theorem 2, page 221])
Let k be a number field, let F be a quadratic extension of k, let D be a quaternion
algebra over k containing F , and let π ′ be an automorphic representation of D(Ak)∗
realised on a space of functions E′ on D∗\D(Ak)∗. Let T be the torus inside D∗
defined by F , and let 	 = ⊗	v be a continuous character of T (k)\T (Ak) whose
restriction to the center of D(Ak)∗ is the same as the central character of π ′. Then
there exists a function e′ in E′ such that the integral
∫
T (k)A∗k\T (Ak)
e′(t)	−1(t) dt
is nonzero if and only if the following two conditions are satisfied:
(1) for all places v of k, the local representation π ′v has 	v-invariant linear form
for the torus (F ⊗ kv)∗;
(2) if  denotes the base change of π to GL2(AF ),
L
(1
2
,⊗	−1
)
= 0.
We now state the theorem of Saito [S, theorem, page 99] and Tunnell [T, theorem, page
1277] which follows from Theorem 3 above due to Waldspurger, just as in the proof of
Theorem 2. In this theorem of Saito and Tunnell, the epsilon factor is sensitive to the
additive character chosen. The theorem is deduced from the theorem of Waldspurger,
which has no reference to the additive character. The reason for this, of course, is that
the corresponding statement at infinity also depends on the choice of such an additive
character. (Note that fixing a character of Ak/k at one place of k fixes it also at any
other place of k because kv is dense in Ak/k for any place v of k.) The theorem of
Saito and Tunnell, although not stated in their articles for Archimedean fields, is valid
for such fields too and has quite an elementary proof.
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THEOREM 4 (Saito [S, theorem, page 99]; Tunnell [T, theorem, page 1277])
Let π be an infinite-dimensional irreducible admissible representation of GL2(ku), let
L be a quadratic extension of ku, and let  be the base change lift of π to GL2(L). Fix
a nontrivial additive character ψ of L which is trivial on ku. Then for a character 	u of
L∗ which has the same restriction to k∗u as the central character of π , (⊗	−1u , ψ)
is independent of ψ (as long as its restriction to ku is trivial) and takes the value ±1.
The character 	u of L∗ appears in π if and only if
(⊗	−1u , ψ) = 1.
Remark 3
Theorem 4 is proved by applying Lemma 1 toG = GL2, whereH is the 2-dimensional
torus defined by F ∗, and Z = Gm.
3. Extending Saito-Tunnell
Let L be a quadratic extension of a local field ku of characteristic = 2. The theorem
of Saito and Tunnell discussed in Section 2 describes the characters of L∗ which
appear in irreducible admissible infinite-dimensional representations of GL2(ku) or in
irreducible representations of D∗u, where Du is the unique quaternion division algebra
over ku in terms of the local epsilon factors. If the representation πθ of GL2(ku) comes
from a character θ of L∗ via the construction of the Weil representation (see [JL,
Theorem 4.6]), the representation πθ decomposes into two irreducible representations
when restricted to GL2(ku)+ = {x ∈ GL2(ku) | det(x) ∈ NL∗}, where NL∗ is the
subgroup of k∗u of index 2 consisting of norms from L∗; denote these representations
of GL2(ku)+ as π− and π+, so that πθ = π+ ⊕ π− on GL2(ku)+. Similarly, one can
define a subgroup of index 2 inside D∗u to be denoted by D∗+u and for which one
has a similar decomposition π ′θ = π ′+ ⊕ π ′− of the corresponding representation of
D∗+u . Clearly, L∗ is contained in both GL2(ku)+ and D∗+u , and one can ask about a
generalisation of the theorem of Saito and Tunnell to describe the decomposition of
π+, π−, π ′+, π
′
− restricted to L∗. The following is such a theorem. Before stating the
theorem, we note that the central character of πθ is θ |k∗u · ωL/ku .
THEOREM 5
Let πθ (resp., π ′θ ) be the irreducible admissible representation of GL2(ku) (resp., D∗u)
associated to a character θ of L∗. Fix embeddings of L∗ in GL2(ku)+ and D∗+u . (In
general, there are two conjugacy classes of such embeddings.) Let ψ be a nontrivial
additive character of L trivial on ku. The restriction of πθ to GL2(ku)+ can be written
as πθ = π+ ⊕ π−, and the restriction of π ′θ to D∗+u can be written as π ′θ = π ′+ ⊕ π ′−
such that a character χ of L∗ with (χ · θ−1)|k∗u = ωL/ku appears in π+ if and only
if (θχ−1, ψ) = ( ¯θχ−1, ψ) = 1 and appears in π− if and only if (θχ−1, ψ) =
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( ¯θχ−1, ψ) = −1. Similarly, a character χ of L∗ with (χ · θ−1)|k∗u = ωL/ku appears
in π ′+ if and only if (θχ−1, ψ) = 1 and ( ¯θχ−1, ψ) = −1, and it appears in π ′− if
and only if (θχ−1, ψ) = −1 and ( ¯θχ−1, ψ) = 1.
This theorem was proved in the odd residue characteristic case by this author in [P3].
We now prove this theorem in general by a global argument similar to the one in
Section 1. The following lemma plays an important role in transferring information
from a finite prime of a number field to an infinite prime.
LEMMA 3
Let k be a complex multiplication (CM) number field, and let u be a finite place of k. Let
λ : k∗u → C∗ be a character. Then there exists a Gro¨ssencharacter  : A∗k/k∗ → C∗
which is unramified at all the finite primes outside u, has λ as the local component at
u, and whose local component at infinity is given by
∞(z1, . . . , zr ) = zn11 · · · znrk for |zi | = 1,
where (n1, . . . , nr ) is an element of Zr with arbitrary values at all but one component.
Proof
Let Uk =
∏
v∈Sf Uv
∏
v∈S∞ S
1 be the maximal compact subgroup of A∗k . Define a
character µ on Uk by declaring its value on Uu to be λ restricted to Uu, trivial on
Uv , v = u, and given on (z1, . . . , zr ) ∈ (S1)r to be zn11 · · · znrr . Since k∗ ∩ Uk = µk ,
the group of roots of unity in k∗, µ|k∗∩Uk , is a character of finite order. Noting that
zi : µk → C∗ are injective, it follows that µ|k∗∩Uk can be assumed to be trivial by
changing any one of the components of the r-tuple of integers (n1, . . . , nr ) ∈ Zr .
Thus we have a character, say, ′, of the group Uk/(k∗ ∩Uk). Since we have Uk/
(k∗ ∩Uk) ↪→ A∗k/k∗ and Uk/(k∗ ∩Uk) is a compact group (in particular, closed), the
character ′ can be extended to a Gro¨ssencharacter, say, ′′, of A∗k/k∗. Observe that,
at the moment, we have constructed a Gro¨ssencharacter ′′ of A∗k/k∗ which on Uu is λ
restricted to Uu. However, we still have the character |·| : A∗k/k∗ → C∗ given by x →
|x| which is trivial on Uk and takes the value q−1u on πu ∈ k∗u ⊂ A∗k/k∗. Therefore, for
an appropriate choice of s0 ∈ C, we can assume that the Gro¨ssencharacter = ′′|·|s0
has λ as its local component at u, is unramified at all the other finite places, and has
the desired behaviour at infinity. 
Proof of Theorem 5
We choose a totally real number field k and a place u of k so that the completion
of k at u is ku. Let F be a quadratic extension of k which is a CM-field for which
F ⊗k ku ∼= L. Assume that F is split at all the places of k of residue characteristic 2
except u (if u is of residue characteristic 2). Let D be a quaternion division algebra
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over k containing F for which D ⊗k ku ∼= Du, which is split at all the finite places of
k except u, and which remains a division algebra at all the infinite places of k. Such a
choice of the triple (k, F,D) is possible, as can be seen; we note that by the conditions
on D, the degree of k over Q is odd.
Let ωF/k =
∏
v ωv be the quadratic character of A∗k/k∗ defining F . Define
D∗+(Ak) =
{
g ∈ D∗(Ak), g =
∏
gv
∣∣∣ωv(νv(gv)) = 1, ∀ places v of k
}
,
where νv denotes the reduced norm on D ⊗k kv .
Let D∗+(k) = D∗ ∩ D∗+(Ak). Clearly, D∗+(Ak) is an open subgroup of D∗(Ak)
containing D∗+(k).
Let π be an automorphic representation of D∗(Ak) obtained from a character
 : A∗F /F
∗ → C∗ which is unramified at all the finite places of F except u and is θ
on F ∗u ; this is possible by Lemma 3. Let π+ =
⊗
π+w be an irreducible representation
of D∗+(Ak) with π+u = π+ contained in the space of functions on D∗+(Ak) obtained
by restricting functions on D∗(Ak) corresponding to elements of π .
Let T be the torus inside D∗ defined by F . By Lemma 1, there exists a continuous
character 	χ =
⊗
	v of T (k)\T (Ak) with 	u = χ whose restriction to the center of
D(Ak)∗ is the same as the central character of π and for which there exists a function
eχ in π+ such that the integral∫
T (k)A∗k\T (Ak)
eχ (t)	−1χ (t) dt
is nonzero. By the theorem of Waldspurger, if  = BC(π) denotes the base change
of π to GL2(AF ),
L
(1
2
,⊗	−1χ
)
= 0.
Notice that
 = BC(π) = Ps(, ¯),
where ¯ denotes the conjugate of  under the nontrivial element of the Galois group
of F over k. It follows that
L(s,⊗	−1χ ) = LF (s, · 	−1χ )LF (s, ¯ · 	−1χ ).
By the condition on the central characters, one sees that IndkF ( · 	−1χ ) is a self-dual
representation, and hence the functional equation for its L-function relates it to itself.
Therefore, since
LF (s, · 	−1χ ) = Lk
(
s, IndkF ( · 	−1χ )
)
,
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the functional equation for LF (s, · 	−1χ ) relates this L-function to itself; similarly,
the functional equation for LF (s, ¯ · 	−1χ ) relates this L-function to itself.
As L(1/2,⊗	−1χ ) = 0, so also are LF (1/2, · 	−1χ ) and LF (1/2, ¯ · 	−1χ ),
and therefore, in particular, the sign in their functional equations is 1:
F
(1
2
, · 	−1χ
)
= 1,
F
(1
2
, ¯ · 	−1χ
)
= 1.
The global epsilon factor is the product of the local ones:
F
(1
2
, · 	−1χ
)
=
∏
w
w
(1
2
,w · 	−1w
)
.
Using the theorem of Saito and Tunnell, we note that to prove Theorem 5, it suffices
to show that for any fixed irreducible component of πθ restricted to GL2(ku)+, and for
characters χ that occur in this fixed component, both (θχ−1, ψ) and ( ¯θχ−1, ψ) are
independent of χ (and similarly for D∗+u ). Observe that as χ varies over characters of
L∗ belonging to the set ! of characters of L∗ which appear in the restriction of π+ to
L∗, so also does the character 	χ with
L
(1
2
,⊗	−1χ
)
= 0.
Hence, as observed above, F (1/2,·	−1χ ) = 1, and F (1/2, ¯·	−1χ ) = 1. We prove
that for any place u′ of k not lying under u,
∏
w|u′ w(1/2, θw	−1w ) is independent of
these variations in 	χ , and therefore since
∏
w = 1, u(1/2, θuχ−1) is independent
of χ . (As long as it appears in the restriction of π+ to L∗.) We analyse the local epsilon
factors at the various primes of F , and thereby prove the theorem, in the following
steps.
Step 1. For places u of k which split into two places in F , say, w1 and w2, we have
w1
(1
2
,w1 · 	−1w1
)
· w2
(1
2
,w2 · 	−1w2
)
= 1.
This follows from the relation

(1
2
, χ, ψ(x)
)
· 
(1
2
, χ−1, ψ(−x)
)
= 1,
which is what we have by the condition on the central character of π (which is
|A∗k · ωF/k) being the same as the character 	 restricted to A∗k . We also need to note
that the additive character of AF , with respect to which we are calculating that the
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epsilon factor is trivial on Ak , is of the form (ψ(x), ψ(−x)) at a prime w of k which
splits in F .
Step 2. For places w of F which are inert over the corresponding place v in k, we
note that since, by the choice of 	χ , the 	χ -period integral is nonzero, we have local
	w-invariant forms on π+w at all places. Since  is unramified at all finite places away
from u and thus is invariant under Gal(F/k) at such places, the representation πw is,
up to a twist, of the form Ps(1, ω), where ω is the quadratic character defining the
extension Fw of kv . Lemma 4 now implies that
w
(1
2
,w · 	−1w
)
= ±1 but independent of 	w
at all finite places w of F inert over k, w = u.
Step 3. The epsilon factor w(1/2,w ·	−1w ) is independent of 	w at any infinite place
w as D remains a division algebra at such places. This once again follows because the
period integral is nonzero, and hence there is an invariant linear form at every infinite
place. Appealing to the Archimedean analogue of our theorem which easily follows
from the information given in Section 5, the proof of the theorem is completed. 
LEMMA 4
Let L be a quadratic extension of a local field ku of odd residue characteristic.
Then the principal series representation π = Ps(1, ωL/ku) splits into two irreducible
representations π = π+⊕π− when restricted to GL2(ku)+ = {x ∈ GL2(ku) | det(x) ∈
NL∗}, where NL∗ is the subgroup of k∗u of index 2 consisting of norms from L∗ such
that a character χ of L∗ with χ |ku∗ = ωL/ku appears in π+ if and only if (χ,ψ) = 1
and appears in π− if and only if (χ,ψ) = −1; here, ψ is a nontrivial additive
character of L trivial on ku.
Proof
We begin by observing that for a character χ of L∗ with χ |ku∗ = ωL/ku , (χ,ψ) =
±1. This follows from the relation (χ,ψ) (χ−1, ψ(−x)) = 1, together with the
observation that χσ = χ−1, ψσ = ψ(−x), and (χ,ψ) = (χσ , ψσ ), where σ is the
nontrivial element in the Galois group of L over ku.
The following was proved in [P3, Lemma 3.1] by direct calculation in the odd
residue characteristic:
(ωL/ku, ψ0)
ωL/ku
(
x−x¯
x0−x¯0
)
∣∣ (x−x¯)2
xx¯
∣∣1/2
ku
=
∑
L (χ,ψ)=1
χ |k∗u =ωL/ku
χ(x).
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Here, ψ0 is a nontrivial character of k, x0 is an element of L∗ whose trace to ku is zero,
and ψ is an additive character on L defined by ψ0(x) = ψ(tr[−xx0/2]); as usual,
the summation (on the right-hand side) is by partial sums over all characters of L∗ of
conductor at most n.
It has been proved by Langlands [L, Lemma 7.19] (the lemma with an “embar-
rassing” proof) that the character π+ of π+ is given by
π+(x) = (ωL/ku, ψ0)
ωL/ku
(
x−x¯
x0−x¯0
)
∣∣ (x−x¯)2
xx¯
∣∣1/2
ku
.
These two results combine to prove Lemma 4. 
Remark 4
We have stated and proved Lemma 4 only in the odd residue characteristic; this
is enough for our purposes to prove Theorem 5 in all residue characteristics. The
statement of Theorem 5 includes Lemma 4 as a particular case, and therefore, after
we have proved Theorem 5 using Lemma 4 in odd residue characteristic, we get a
proof of Lemma 4 in all residue characteristics by a global method. It is natural to
expect that Lemma 4 has more transparent local proof; indeed, this is the case (see the
appendix to this article by H. Saito).
Since [L, Lemma 7.19] is available in all residue characteristics, Lemma 4 implies
that the following lemma proved by this author only in odd residue characteristic in
[P3] is true in all residue characteristics.
LEMMA 5
Let L be a quadratic extension of a local field ku. Fix a nontrivial character ψ0 of ku,
and fix an element x0 in L∗ whose trace to ku is zero. Define an additive character ψ
on L by ψ(x) = ψ0(tr[−xx0/2]). Then
(ωL/ku, ψ0)
ωL/ku
(
x−x¯
x0−x¯0
)
∣∣ (x−x¯)2
xx¯
∣∣1/2
ku
=
∑
(χ,ψ)=1
χ |k∗u =ωL/ku
χ(x),
where, as usual, the summation on the right-hand side is by partial sums over all
characters of L∗ of conductor at most n.
Remark 5
Lemma 5 says that
(ωL/ku, ψ0)
ωL/ku
(
x−x¯
x0−x¯0
)
∣∣ (x−x¯)2
xx¯
∣∣1/2
ku
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has an interpretation via epsilon factors. This function is, of course, the famous transfer
factor that first made its appearance in the work of Labesse and Langlands [LL]. It
is not inconceivable that transfer factors in general are related to epsilon factors in a
similar way.
Remark 6
Given a quadratic extension L of a local field ku, the group L1 of norm 1 elements of L∗
can be embedded in SL2(ku). The twofold metaplectic cover Mp2(ku) of SL2(ku) splits
over L1. (However, the splitting depends on the choice of a character χ0 of L∗ such
thatχ0|k∗u = ωL/ku .) Thus one can speak of the restriction of the Weil representationωψ
ofMp2(ku), associated to a nontrivial additive characterψ of ku, toL1. Charactersµ of
L1 can be identified to characters χ of L∗ with χ |k∗u = ωL/ku by χ(x) = µ(x/x¯)χ0(x).
It is a theorem of Moen [M], in odd residue characteristic, proved by Rogawski [Ro],
in general, that a character χ of L∗ with χ |k∗u = ωL/ku appears in ωψ if and only if
(χ,ψ) = 1. Thus Lemma 4 implies that the Weil representation ωψ restricted to L1
is closely related to a component of a reducible principal series. What lies behind this
phenomenon-relating character of a linear and a nonlinear group is not clear to this
author.
4. Symmetric and exterior squares
The results in [P1] on the trilinear forms were refined in [P4] in the case when
π1 = π2 = π . In this case,
π ⊗π = Sym2(π) ⊕
2∧
(π).
Similarly, for the corresponding Galois representations,
σπ ⊗ σπ = Sym2(σπ ) ⊕
2∧
(σπ ).
Following is the theorem about symmetric squares proved in [P4] in the odd
residue characteristic and now proved in general. It should also be pointed out that the
methods of the Weil representation employed in [P4] could prove results about sym-
metric and exterior squares only for GL2 and not for the representations of invertible
elements of a division algebra.
THEOREM 6
Let Du be a quaternion algebra over ku. Let D be 1 if Du = M2(ku), and let
D = −1 otherwise. For irreducible admissible representations π and π ′ of D∗u
(which are assumed to be infinite-dimensional if D∗u = GL2(ku)) with ω2πωπ ′ = 1,
Sym2(π) ⊗π ′ has a D∗u-invariant linear form if and only if (Sym2(σπ ) ⊗ σπ ′) =
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ωπ (−1), and 
(∧2(σπ ) ⊗ σπ ′) = Dωπ (−1). The representation ∧2(π) ⊗π ′ has a
GL2(ku)-invariant linear form if and only if (Sym2(σπ ) ⊗ σπ ′) = −ωπ (−1), and

(∧2(σπ ) ⊗ σπ ′) = −Dωπ (−1). (The epsilon factors in this theorem are independent
of the additive character of ku, which hence is omitted from the notation.)
Proof
Let k be a totally real number field with a finite place u, where the completion of k is
ku. Let D be a quaternion division algebra over k for which D ⊗k ku ∼= Du, which is
split at all the other finite primes and which remains a division algebra at all the places
at infinity. Such a choice of the pair (k,D) exists.
Let  be an irreducible automorphic representation of D∗(Ak) with π as the local
component at u, unramified at all the other finite places of k, and certain representa-
tions at infinity. By Lemma 1, there exists a representation ′ of D∗(Ak) with local
component π ′ at u, functions f1, f2 ∈ , and f ′ ∈ ′ such that∫
D∗A∗k\D∗(Ak)
f1f2f
′ dg = 0.
By the theorem of Harris and Kudla (see [HK]), L(1/2,××′) = 0. The proof
proceeds, once again, using the factorisation of L-functions,
L(s, ×  × ′) = L(s, Sym2() × ′)L(s,
2∧
() × ′
)
,
all of which are known to be analytic at 1/2. Therefore, if L(1/2,××′) = 0,
then both L(1/2, Sym2()×′) and L(1/2,∧2()×′) are nonzero. Since we are
once again dealing with self-dual representations, this forces global epsilon factors to
be 1:

(1
2
, Sym2() × ′
)
= 1,

(1
2
,
2∧
() × ′
)
= 1.
We have the factorisation of epsilon factors

(1
2
, Sym2() × ′
)
=
∏
v

(1
2
, Sym2(v) × ′v
)
.
Observe that the linear form
f1 ⊗ f2 ⊗ f ′ −→
∫
D∗A∗k\D∗(Ak)
f1f2f
′ dg
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defines a D∗(Ak)-invariant linear form on ⊗⊗′ which is symmetric in the
first two variables. By the local uniqueness of the trilinear form, the invariant form
on w ⊗w ⊗′w is either symmetric or skew-symmetric in the first two variables.
By generalities about group representations, it follows that the set of places w of
k for which the invariant form on w ⊗w ⊗′w is skew-symmetric is even. By
choice, w is a principal series at all finite places w = u. By the following lemma,
the local invariant forms on w ⊗w ⊗′w at finite places w = u are symmetric
or skew in the first two variables, depending on whether (ωπv · π ′v) = ωπv (−1) or
(ωπv · π ′v) = −ωπv (−1).
LEMMA 6
Suppose thatπv is a principal series representation of GL2(kv). Then for an irreducible
admissible representation π ′v of GL2(kv), Sym2(πv) ⊗π ′v has a GL2(kv)-invariant
linear form if and only if (ωπv · π ′v) = ωπv (−1).
From the explicit realisation of the principal series, symmetric square too can be
explicitly realised. The proof of Lemma 6 eventually boils down to the following,
which is easy to see.
LEMMA 7
For an irreducible representation π of GL2(kv) with ωπ = χ2, let  : π → C be the
unique linear form on which the diagonal subgroup T consisting of (x, y) ∈ k∗ × k∗
operates by χ(xy). Then  is left invariant by w =
(0 1
1 0
)
if and only if (π ⊗χ−1) =
χ(−1).
Theorem 6 now follows from the following lemma at infinity; its simple proof is
omitted.
LEMMA 8
Let H be the quaternion division algebra overR. For irreducible representationsπ and
π ′ of H∗ with ω2πωπ ′ = 1, Sym2(π) ⊗π ′ has an H∗-invariant linear form if and only if
(Sym2(σπ )⊗σπ ′) = ωπ (−1) and 
(∧2(σπ ) ⊗ σπ ′) = −ωπ (−1). The representation∧2(π) ⊗π ′ has an H∗-invariant linear form if and only if (Sym2(σπ ) ⊗ σπ ′) =
−ωπ (−1) and 
(∧2(σπ ) ⊗ σπ ′) = ωπ (−1).
This completes the proof of Theorem 6. 
5. Archimedean case
The results in this article have eventually depended on similar but much simpler
questions for the Archimedean field (which can be assumed to be R). For this, we
fix some notation and recall some standard facts without going into the proofs of the
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Archimedean lemmas used in this article. We let H denote the quaternion division
algebra over R.
The Weil group WC/R of R is the normaliser of C∗ in H∗ and sits in the exact
sequence
0 → C∗ → WC/R → Z/2Z → 0.
Let ψ(x) = exp(2πix) be the character of R, and let ψ0(z) = ψ(trC/R{iz}) be a
character of C which is trivial on R. Then for integers n,m and complex number s,
we have
(znz¯m|z|s, ψ0) = (−1)n−m (if n ≥ m)
= 1 (if n < m).
For m ≥ 0, let σm be the 2-dimensional representation IndWC/RC∗ (z/|z|)m of WC/R.
We have
(σm,ψ) = im+1 (form ≥ 0).
It follows that
(σm ⊗ σn, ψ) = (−1)m+1 (form ≥ n)
= (−1)n+1 (for n ≥ m).
Under the Langlands correspondence, the discrete series representation Dm of
GL2(R) for m ≥ 2, which has trivial central character restricted to R∗+, corresponds
to the representation σm−1 of the Weil group WC/R. The corresponding representation
ofH∗/R∗+, denoted byFm−2, is of dimensionm−1 and of highest weight zm−2/|z|m−2.
The proof of the following lemma is standard and is therefore omitted. Using
the information on epsilon factors given in this section, this is then easily seen to be
equivalent to Lemma 8.
LEMMA 9
Let Fn denote the irreducible representation of H∗/R∗+ of highest weight n. Then
Sym2(Fn) = F2n ⊕ F2n−4 ⊕ · · · ,
2Fn = F2n−2 ⊕ F2n−6 ⊕ · · · .
Remark 7
For the purposes of this article, it is curious to note that we can assume that the groups
are compact at infinity, and therefore we can deduce theorems about (discrete series
representations of ) a noncompact real group from that of its compact form via the
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global theorems. In fact, we expect the same to hold for the Archimedean branching
laws from SO(p, q) to SO(p, q − 1) as conjectured in [GP1], which has proved to be
quite difficult to handle by local means.
6. Some remarks on the Gross-Prasad conjecture
LetV be a finite-dimensional vector space over a local field k, say, of dimension n > 1,
together with a nondegenerate quadratic form q. LetW be a nondegenerate subspace of
(V, q) of codimension 1. In this section, we reformulate a weaker version of the Gross-
Prasad conjecture from [GP1, Conjecture 10.7] about restriction of representations of
SO(V ) to SO(W ), as suggested by the arguments in this article, which we elaborate
upon later in the section.
Much of the conjecture in [GP1] is based on having a parametrisation of repres-
entations inside an L-packet for orthogonal groups. For Archimedean fields, such a
parametrisation has been known for a long time, but perhaps this is not going to happen
soon for non-Archimedean fields. However, by the work of Jiang and Soudry [JS1],
[JS2], there is now a concept of Langlands parameter for all (generic) representations
of orthogonal groups (except that their work is at the moment only for split odd
orthogonal groups); we assume that their work about Langlands parametrisation has
been extended for all quasi-split orthogonal groups.
Remark 8
The theorem of Jiang and Soudry is especially pleasant to state for generic discrete
series representations of odd orthogonal groups, where it asserts (cf. [JS2, Theo-
rem 2.2]) that there exists a bijective correspondence between irreducible generic
discrete series representations of SO2m+1(k) and irreducible generic representations
of GL2m(k) with Langlands parameter of the form
σ =
∑
σi,
where σi are irreducible symplectic representations of W ′k which are pairwise distinct
(so σ is a multiplicity-free sum of irreducible representations). In this form, the state-
ment for even orthogonal groups just needs a change from symplectic to orthogonal
with a condition on the determinant of the full representation.
The work of Jiang and Soudry deals only with generic representations. To circumvent
this problem, we need to introduce the concept of near-equivalence for represent-
ations of groups over local fields introduced via global means as a substitute for
the conjectural definition of L-packet, presumably defined locally. The concept of
near-equivalence which we review now is due to Piatetski-Shapiro. Let V and V ′ be
two quadratic spaces of the same dimension and the same discriminant over a local
field k. An irreducible admissible representation π of SO(V ) is said to be nearly
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equivalent to a representation π ′ of SO(V ′) if there exists a number field F together
with quadratic spaces VF and V ′F of the same discriminant such that the completion of
F at some place, say, v0, is k; and VF ⊗ F k = V , V ′F ⊗ F k = V ′ as quadratic spaces;
and such that there exist automorphic representations  = ⊗ v , ′ = ⊗ ′v
of SO(VF ) and SO(V ′F ) such that v = ′v for almost all places v of F (note that
SO(VF ⊗Fv) ∼= SO(V ′F ⊗Fv) for almost all places v of F ) and that v0 = π and
′v0 = π ′. The concept of near-equivalence makes sense, in particular, if V = V ′. It
is reasonable to expect that if V = V ′, then the near-equivalence classes of tempered
representations are nothing but the set of tempered L-packets for SO(V ) and that with
V given, as V ′ varies with disc(V ) = disc(V ′), the set of representations π ′ of SO(V ′)
nearly equivalent to π on SO(V ) is what is called a Vogan L-packet (see [GP1]). In
particular, we declare that nearly equivalent (tempered) representations have the same
Langlands parameter.
Assuming that every tempered representation of SO(V ) is nearly equivalent to
a unique generic representation as conjectured by Shahidi, we get the notion of a
Langlands parameter for any tempered representation from the theorem of Jiang and
Soudry (see [JS1], [JS2]) extended to even orthogonal groups.
The following is a variation on the Gross-Prasad conjecture, [GP1, Conjecture
10.7].
CONJECTURE 1
(1) Let π be an irreducible admissible tempered representation of SO(V ). Let the
Langlands parameter for π be σ = n1σ1 ⊕ n2σ2 ⊕ · · · ⊕ nrσr ⊕ τ , where σi
are the distinct irreducible self-dual representations of the Weil-Deligne group
appearing in σ which are orthogonal if dimV is even and symplectic if dimV
is odd. Suppose that an irreducible admissible representation π ′ of SO(W )
appears in π as a quotient with Langlands parameter σ ′. Then the epsilon
factors (σi ⊗ σ ′) are independent of π ′.
(2) Part (1) gives a character on (Z/2)r . If two representations π1 and π2 of
SO(V1) and SO(V2) are nearly equivalent, then the corresponding characters
are the same if and only if V1 = V2 and π1 = π2.
(3) Given a Langlands parameter σ = n1σ1 ⊕ n2σ2 ⊕ · · · ⊕ nrσr ⊕ τ , every
character of (Z/2)r arises through the construction in (1), that is, for some π
on some SO(V ) with Langlands parameter σ .
(4) One can interchange the roles of π and π ′ and make an independence state-
ment for the epsilon factors (σ ⊗ σ ′i ) in which π is varying with Langlands
parameter σ and π ′ is fixed (with π ′ a quotient of π ) with Langlands parameter
σ ′ = n1σ ′1 ⊕ n2σ ′2 ⊕ · · · ⊕ nrσ ′r ⊕ τ ′, as before.
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Remark 9
In the conjecture of Langlands and Vogan as given in [GP1], one needs to have for
each character of the component group a representation of an inner form of the group.
By parts (2) and (3) of Conjecture 1, one can in fact use the epsilon factors to serve
this purpose; that is, the internal structure of an L-packet is dictated by certain epsilon
factors.
We now recall the following global conjecture from [GP1, Conjecture 14.8]. It
has been suggested by D. Ginzburg in discussions with this author that except for
some minor hitch that should be possible to overcome soon, the method of [GJR] is
general, and it should prove Conjecture 1 and its generalisation in [GP2].
CONJECTURE 2
Let W be a nondegenerate codimension 1 subspace of a finite-dimensional quadratic
space (V, q) over a number field F . Assume that SO(V ) and SO(W ) are quasi-split,
that V is an automorphic form on SO(V ), and that W is an automorphic form
on SO(W ), with both assumed to be generic and tempered. Then there exist a pair
(V ′,W ′) of a quadratic space V ′ over F , a subspace W ′ of V ′ of codimension 1 with
the same dimension and discriminant as that of (V,W ), automorphic forms ′V , ′W
on SO(V ′), SO(W ′) nearly equivalent to V , W (i.e., equal at almost all places of
F ), and functions f ∈ ′V , g ∈ ′W such that the period integral∫
SO(W ′)\SO(W ′)(A)
fg dµ = 0
if and only if L(1/2, × ′) = 0.
The suggested proof of Conjecture 1 for discrete series representations depends on
globalising a local representation without introducing any ramification at other finite
primes, keeping the global orthogonal group in fact compact at infinite places. Further,
one assumes that the global parameter, or the corresponding global representation, say,
, of GL2n is an isobaric sum of r self-dual cuspidal representations
 = 1 ⊕ · · · ⊕ r,
reflecting the local decomposition σ = σ1 ⊕ · · · ⊕ σr . Using Lemma 1 (the Burger-
Sarnak principle), one can create ′ with local component π ′ and with nonvan-
ishing global L-value L(1/2,⊗′). The nonvanishing of the global L-value
L(1/2,⊗′) once again implies nonvanishing of L(1/2,i ⊗′) and hence
forces the global sign in the functional equation (1/2,i ⊗′) = 1. Now, in-
formation at unramified primes and at infinity, where the group is compact, can be
used to deduce Conjecture 1.
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Thus what seems to be necessary to complete this line of argument is used to
prove Conjecture 1(1) for unramified tempered representations of SO(V ), that is, to
prove that v(1/2,i,v ⊗′v) is independent of the representation ′v as long as it
appears as a quotient of v . We have not managed to prove this. Especially for a
unitary principal series that is not irreducible, we have to consider an analogue of
Lemma 4, which seems unclear at the moment.
Remark 10
The global methods used in this article, such as in the proof of Theorem 2, have
the flavor of results that say that if π ′ appears in π as a quotient, then something
happens. Thus global methods say nothing if π ′ does not appear as a quotient in π .
In the earlier parts of the work dealing with GL2, dichotomy was used to force π ′
to appear as a quotient in π (either on GL2 or else on D∗). As we mentioned in the
introduction, dichotomy is a reflection of certain character identities generalising the
character identity of Jacquet and Langlands between inner forms and should hold here
too, giving a proof of a generalised form of the dichotomy principle that is [GP1,
Conjecture 8.6] as, for instance, in [P2, Proposition 4.3.1], which essentially uses only
the character identity of Jacquet and Langlands.
Remark 11
We note that the multiplicity one property of restriction of an irreducible representation
of SO(V ) to SO(W ) (which although announced by Bernstein and Rallis has not been
published) can easily be seen to imply the multiplicity one property for restriction of an
irreducible representation of O(V ) to O(W ), where O(W ) sits inside O(V ) by acting
as 1 on W⊥, a line in V . The Gross-Prasad conjecture can in fact be formulated for
the pair (O(V ),O(W )) and thus give finer information than the original conjecture,
such as the information on symmetric and exterior squares of representations of GL2
studied in Section 4, rather than just the information about tensor products which is
what the original conjectures of [GP1] amount to in this case.
7. Epilogue
Results in this article were proved using the Burger-Sarnak principle after applying
either the theorem of Harris and Kudla or of Waldspurger, relating the period integrals
to central critical L-values. These results enabled us to prove nonvanishing of central
critical value of certain L-functions which played a crucial role in our applications.
There is a very large literature on the nonvanishing results of this kind, but we do
not detail them here. However, we take the opportunity to state the following general
questions aboutL-functions which we have answered in this article in some of the cases
we studied here and which may be amenable by similar methods (if the nonvanishing
INVARIANT LINEAR FORMS 255
is related to some period integral as conjectured in [GP1] and [GP2] covering the case
of two self-dual representations with symplectic parameter for tensor product).
Question 1
Given a cuspidal automorphic representation  of GLn(Ak) and an integer m ≤ n, is
there a cuspidal automorphic representation ′ on GLm(Ak) with prescribed discrete
series behaviour at finitely many places of k and with trivial central character for
 × ′ such that
L
(1
2
, × ′
)
= 0?
Question 2
Given a cuspidal automorphic representation  of GLn(Ak) which is self-dual up to
a twist and an integer m ≤ n, is there a cuspidal automorphic representation ′ on
GLm(Ak) which is self-dual up to a twist and has prescribed discrete series behaviour
at finitely many places of k such that  × ′ is self-dual and such that
L
(1
2
, × ′
)
= 0?
Appendix. A local proof of Lemma 4
HIROSHI SAITO
In this appendix, we give a local proof of Lemma 4. (The proof given by Dipendra
Prasad is local in odd residue characteristic using explicit calculations with the epsilon
factors and a lemma of Langlands [L, Lemma 7.19] but then uses global methods to
complete the proof in all residue characteristics.) The proof here follows that of
[HKS, Corollary 8.3] and is based on the intertwining operators of principal series
representations and the local functional equations of characters of local fields.
Let F be a non-Archimedean local field of characteristic not equal to 2, and let
L be a quadratic extension of F . Let O = OF be the ring of integers of F , let PF be
its maximal ideal, and let q = |O/PF |. We fix a prime element  of F . Let ωL/F be
the character of F× corresponding to L/F . We fix x0 ∈ L×, whose trace to F is zero,
and set t0 = x20 . We consider L× as a subgroup of GL2(F ) by
a + bx0 −→
(
a bt0
b a
)
.
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Let B be the subgroup of GL2(F ) consisting of upper triangular matrices. Then it is
easy to check that GL2(F ) = BL× or, explicitly,
(
a b
c d
)
= 1
d2 − t0c2
(
ad − bc −act0 + bd
0 d2 − t0c2
)(
d ct0
c d
)
.
We note that B ∩ L× = Z is the center of GL2(F ).
For two quasicharacters ω1, ω2 of F× with ω1 = ω2, let Ps(ω1, ω2) be the norm-
alised principal series representation associated with (ω1, ω2). For a quasicharacter χ
of L× satisfying χ |F× = ω1ω2, we define a function fχ,ω1,ω2 on GL2(F ) as follows.
Let
g =
(
a b
0 d
)
x, x ∈ L×,
and set
fχ,ω1,ω2 (g) =
∣∣∣a
d
∣∣∣1/2ω1(a)ω2(d)χ(x).
Then by the condition on χ , fχ is well defined, and it is easy to see that fχ,ω1,ω2 is
contained in the space Ps(ω1, ω2). Let ρω1,ω2 be the action of GL2(F ) on Ps(ω1, ω2).
Then fχ,ω1,ω2 satisfies
ρω1,ω2 (x)fχ,ω1,ω2 = χ(x)fχ,ω1,ω2, x ∈ L×.
The χ -eigensubspace for L× of Ps(ω1, ω2) is spanned by fχ,ω1,ω2 (e.g., see [H]).
We define an operator T : Ps(1, ωL/F ) −→ Ps(1, ωL/F ) of order 2. Let TωL/F be
the normalised intertwining operator
TωL/F : Ps(1, ωL/F ) −→ Ps(ωL/F , 1)
given by
(TωL/F f )(g) = γ (1, ωL/F , ψ0)−1
∫
F
f
((
0 −1
1 0
)(
1 a
0 1
)
g
)
da.
Here, ψ0 is a nontrivial additive character of F , and da is the self-dual measure of F
for ψ0. The function γ (s, ωL/F , ψ0) is the local gamma factor of the local functional
equation of ωL/F . The integral is defined by the analytic continuation of the same
integral defining the intertwining operator from Ps(| |s, ωL/F ) to Ps(ωL/F , | |s) for
(s) > 0 (see [B, Propositions 3.1.5, 4.5.7, 4.5.10]). For a function f on GL2(F ), we
define
(IωL/F f )(g) = ωL/F (det g)f (g).
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Then IωL/F induces a map from Ps(1, ωL/F ) to Ps(ωL/F , 1) and also one from
Ps(ωL/F , 1) to Ps(1, ωL/F ). We define T = IωL/F TωL/F . Then T induces a map
from Ps(1, ωL/F ) to itself satisfying
Tρ1,ωL/F (g) = ωL/F (det g)ρ1,ωL/F (g)T .
Let T ′ωL/F be the normalised intertwining operator from Ps(ωL/F , 1) to Ps(1, ωL/F ).
Then TωL/F IωL/F = IωL/F T ′ωL/F . We see that T 2 is the identity since T ′ωL/F TωL/F is the
identity.
Let
Ps(1, ωL/F )±1 =
{
f ∈ Ps(1, ωL/F )
∣∣ Tf = ±f }.
Then the two subspaces Ps(1, ωL/F )± of Ps(1, ωL/F ) are stable under GL2(F )+ =
{ g ∈ GL2(F ) | ωL/F (det g) = 1 }, and
Ps(1, ωL/F ) = Ps(1, ωL/F )+ ⊕ Ps(1, ωL/F )−
as GL2(F )+-modules. By the multiplicity one property of the action of L× on
Ps(1, ωL/F ), we have Tfχ = cχfχ for fχ = fχ,1,ωL/F with cχ = ±1. Obviously, the
following result on cχ implies Lemma 4.
THEOREM
Let ψ(x) = ψ0(tr[−xx0/2]) for x ∈ L. For a character χ of L× with χ |F× = ωL/F ,
one has
cχ = (χ,ψ).
Proof
We note that |d2−t0c2| takes a finite number of values on GL2(O). By dividing GL2(O)
into a finite number of open sets according to the value of |d2 − t0c2|, we easily see
that fχ,s(g) = fχ,| |s ,ωL/F is a finite linear combination of flat sections of the family
of the representations Ps(| |s, ωL/F ) with coefficients in holomorphic functions in s.
Therefore, cχ = (Tfχ )(1) is the value at s = 0 of the function γ (1, ωL/F , ψ0)−1I (s)
with
I (s) =
∫
F
|a2 − t0|−1/2−sχ(a + x0) da.
The integral I (s) converges absolutely for (s) > 0 and can be continued to the whole
plane as a holomorphic function.
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We recall [HKS, Proposition 8.2] in our notation. It says that
I (s) = χ(2x0)|42t0|−s γ (s + 1/2, χ
−1, ψL)
γ (2s, ω−1L/F , ψ)
.
Here, ψL(x) = ψ(tr(x)),
γ (s, χ−1, ψL) = (s, χ−1, ψL)L(1 − s, χ)
L(s, χ−1) ,
andγ (s, ωL/F , ψ) is given by a similar formula. We note thatχ( ) = ωL/F ( ) = −1
if L/F is unramified, and χ−1(x) = χ(x¯) for x ∈ L× since χ |F× = ωL/F . Hence we
have
χ(2x0)γ
(1
2
, χ−1, ψL
)
= χ(2x0)(χ−1, ψL)
= χ(2x0)(χ,ψL)
= χ(2x0)χ
(−x0
2
)−1
(χ,ψ0)
= χ(−1)(χ,ψ0).
On the other hand, we have
γ (1, ωL/F , ψ)γ (0, ωL/F , ψ) = (1, ωL/F )(0, ωL/F , ψ)
= (ωL/F , ψ)2
= ωL/F (−1).
Thus we obtain
γ (1, ωL/F , ψ)−1I (0) = ωL/F (−1)χ(−1)(χ,ψ0) = (χ,ψ0).
This completes the proof. 
Remark. When the characteristic of F is equal to 2, we can prove a similar result for a
separable quadratic extension L of F . We take as x0 any element of L which generates
L over F and denote by X2 − rX + n the irreducible polynomial of x0 over F . Then
we can consider L× as a subgroup of GL2(F ) by
a + bx0 −→
(
a −bn
b a + br
)
.
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Then GL2(F ) = BL×; more explicitly,
(
a b
c c
)
= 1
d2 − rcd + nc2
(
ad − bc bd − rbc + nac
0 d2 − rcd + nc2
)(
d − cr −cn
c d
)
.
The last matrix is the image of d − cr + cx0. Since B ∩ L× = Z, for a character
χ of L× with χ |F× = ωL/F we can define fχ ∈ Ps(1, ωL/F ) in the same way as
above. Let T be the operator of Ps(1, ωL/F ) to itself of order 2 defined above, and let
Tfχ = cχfχ . Then we can prove
cχ = ωL/F (s)(χ,ψ).
Here, ψ(x) = ψ0(tr(x)) for x ∈ L. The proof proceeds in a similar way. We see that
cχ is the value at s = 0 of
γ (1, ωL/F , ψ0)−1
∫
F
|a2 − ra + n|−1/2−sχ(a − r + x0) da
= γ (1, ωL/F , ψ0)−1
∫
F
|a2 − ra + n|−1/2−sχ(a + x0) da
and can modify the integral to obtain our result.
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