We present a novel architecture, the "stacked what-where auto-encoders" (SWWAE), which integrates discriminative and generative pathways and provides an unified approach to supervised, semi-supervised and unsupervised learning without requiring sampling. An instantiation of SWWAE is essentially a convolutional net (Convnet) [14] coupled with a deconvolutional net (Deconvnet) [30] . The objective function includes reconstruction terms that penalize the hidden states in the Deconvnet for being different from the hidden state of the Convnet. Each pooling layer is seen producing two sets of variables: the "what" which are fed to the next layer, and the "where" (the max-pooling switch positions) that are fed to the corresponding layer in the generative decoder.
Introduction
A desirable property of learning models is the ability to be trained in supervised, unsupervised, or semi-supervised mode with a single architecture and a single learning procedure. Another desirable property is the ability to exploit the advantageous discriminative and generative models. A popular approach is to pre-train auto-encoders in a layer-wise fashion, and subsequently fine-tune the stack of encoders (the feed-forward pathway) in a supervised discriminative manner [3, 4, 5, 8, 9, 10, 21, 22] . This approach fails to provide a unified mechanism to unsupervised and supervised learning. Another approach, which has all the right properties, is the deep boltzmann machine (DBM) model [6, 13] . Each layer in a DBM is an restricted boltzmann machine (RBM), which can be seen as a kind of auto-encoder. Deep RBMs have all the desirable properties, but the learning procedure misuses sampling, which tends to be inefficient. The main issue with stacked auto-encoders is asymmetry. The mapping implemented by the feed-forward pathway is often manyto-one, for example mapping images to invariant features or to class labels. Conversely, the mapping implemented by the feed-back (generative) pathway is one-to-many, e.g. mapping class labels to image reconstructions. The common way to deal with this is to view the reconstruction mapping as probabilistic. This is the approach of RBMs and DBMs: the missing information that allows to reconstruct an image from a category label is dreamed up by sampling. This tends to be complicated and inefficient.
If the mapping from input to output of the feed-forward pathway were one-to-one, the mappings in both directions would be well-defined functions and there would be no need for sampling while reconstructing. But if the internal representations are to possess good invariance properties, it is desirable that the mapping from one layer to the next be many-to-one. For example, in a Convnet, invariance is achieved through layers of max-pooling and subsampling.
The main idea of the approach we propose here is very simple: whenever a layer implements a many-to-one mapping, we compute a set of complementary variables that enable reconstruction. In the max-pooling layers of Convnets, we view the position of the max-pooling "switches" as the complementary information necessary for reconstruction. The model we proposed consists of a feed-forward Convnet, coupled with a feed-back Deconvnet. Each stage in this architecture is what we call a "what-where auto-encoder". The encoder is a convolutional layer with ReLU followed by a max-pooling layer. The output of the max-pooling is the "what" variable, which is fed to the next layer. The complementary variables are the max-pooling "switch" positions, which can be seen as the "where" variables. The "what" variables inform the next layer about the content with incomplete information about position, while the "where" variables inform the corresponding feedback decoder about where interesting (dominant) features are located. The feed-back (generative) decoder reconstructs the input by "unpooling" the "what" using the "where", and running the result through a reconstructing convolutional layer. Such what-where convolutional auto-encoders can be stacked and trained jointly. The reconstruction penalty at each layer constrains the hidden states of the feed-back pathway to be close to the hidden states of the feed-forward pathway. The system can be trained in purely supervised manner: the bottom input of the feed-forward pathway is given the input, the top layer of the feed-back pathway is given the desired output, and the weights are updated to minimize the sum of the reconstruction costs. If only to top-level cost is used, the model reverts to purely supervised backprop. If the hidden layer reconstruction costs are used, the model can be seen as supervised with a reconstruction regularization. In unsupervised mode, the top-layer label output is left unconstrained, and simply copied from the output of the feed-forward pathway. The model becomes a stacked what-where auto-encoder. As with boltzmann machines (BM), the underlying learning algorithm doesn't change between the supervised and unsupervised modes. As with BMs the only thing that changes is what is clamped or left unclamped. The model is particularly suitable when one is faced with a large amount of unlabeled data and a relatively small amount of labeled data. The fact that no sampling (or contrastive divergence method) is required gives the model good scaling properties. It's essentially just backprop in a particular architecture.
Related work
The idea of "what" and "where" has been mentioned and defined in different ways. One related method has been proposed known as "transforming auto-encoders" (TAE) [7] , which explicitly fits the shifting information as another input variable into the hidden layer. This essentially fixes "where" and forces "what" adapt to pre-fixed "where". In contrast, both "what" and "where" in SWWAE are obtained on-the-fly; they learn to adjust each other. This "what"/"where" concept also links to invariant feature hierarchies learning schemes [4, 5, 8, 9, 10, 21, 22] . Among them, an architecture consists of a stack of encoder-decoder pairs [21, 22] is the most relevant approach to our SWWAE, with the main difference being that in SWWAE we train the stack of encoder-decoder pairs jointly with multiple losses as a whole, as opposed to their disjoint mechanism of building feature hierarchies and separately trained classifier.
Another very recent work [24] has been proposed to adopt deep auto-encoders to support supervised learning. However, completely different strategy is employed in their architecture to deal with the connection between intermediate encoder-decoder pairs; decoders receive entire information from encoder. In SWWAE, decoders only require "where" from encoders.
Convolutional auto-encoder variants also relate to our work [10, 18, 19] . However, most of them only focus on unsupervised feature learning. A few threads from semi-supervised learning literature have been proposed to incorporate different losses as well. For instance, a joint embedding learning approach is proposed [29] . The architecture adds an extra embedding loss to each hidden layer in a deep neural network framework. A shallow and fully-connected encoder-decoder alike model is shown effective to extract compact document representation [23] . In these works, despite the fact they train the network with multiple losses jointly, the architectures proposed are less efficient due to their fully-connected nature. Also, none of them has addressed the role of "what" and "where" separately.
Model Architecture
We consider the loss function of SWWAE depicted in Figure 1 (b) is composed of three parts:
where L N LL is the discriminative loss, L L2rec is the reconstruction loss at the input level and L L2M is the summation of all the intermediate L2 constraints. λ's weight the losses against each other.
In general, SWWAE is constructed from a Convnet pairing with a Deconvnet, which can be also seen as two jointly trained phases -encoding and decoding. Thus in this paper, when we describe the model architecture, terms like "Convnet part", encoders and feed-forward pathway point to same notion. "Deconvnet part", decoders, generative pathway and feed-back pathway point to the opposite part.
During encoding pass, SWWAE alternates between convolution, ReLU and pooling. As feature maps are subsampled in pooling layers, the complementary information is preserved by adding a second channel, the "where" from the argmax of the max-pooling within pooling regions. Only the max, which we call "what", goes to the next layer. The decoder pathway uses convolutions and "unpooling" operation in reverse order of the feed-forward pathway. The unpooling layers use the "where" variables to upsample the feature maps. It basically places the maximum values (the "what") into the right position in pooling region using the "where" obtained during the encoding pass. This pooling-unpooling pair is depicted on Figure 1 (a).
One of the integrated losses is a negative log-likelihood (NLL) loss. We define it by:
where 1 represents indicator function. x i , y i are the i-th sample and its label respectively.
is a vector carrying probabilities of each class to be predicted for sample x i . Similarly, we define L L2rec and L L2M as the following,
where x denotes input andx denotes the reconstructed input. Likewise, x m andx m are the encoding feature maps and their reconstructed counterparts in decoding pass respectively. The model architecture is depicted in Figure 1 (b). Notice in the following, we may use L L2 * to represent the union of L L2rec and L L2M . 
Geometric motivation
By definition, "what" tends to encourage the invariant mapping to final feature space. Additionally, current successful supervised architectures [12, 14] , stack feature extraction layers by only using information from "what" while discarding "where". In this study, we attempt to preserve "where" in order to find out the information that can be useful other than the commonly used "what". One widely accepted hypothesis about manifold [25] for classification states that samples from same class are likely to locate on the same sub-manifold whereas the ones from different classes lie across different sub-manifolds. To this end, "what" essentially delineates these sub-manifolds; "where", which is demonstrated as "local parametrization", carries local information on each sub-manifold. Hence, by preserving "where", one can exhibit the difference between samples on the same submanifold, i.e. identical "what". The geometric perspective for "what" and "where" will be further elaborated in Section 4.1 based on the experimental observations.
Joint training of classification and reconstruction
For supervised learning, when setting λ L2 * to 0 which amounts to discarding decoding pathway, SWWAE falls back to vanilla Convnet. On the other hand, setting λ N LL to 0 goes to purely unsupervised setting, in the form of a deep convolutional auto-encoder. On the halfway, our SWWAE architecture is able to deal with semi-supervised learning, by activating both L N LL and L L2 * when labels are available, and concurrently using only L L2 * when labels are missing. Thus, joint loss training enables the flexibility and ease of switching among different tasks.
Moreover, training jointly with classification loss helps avoid collapsed and trivial results. Indeed, a common issue with auto-encoders is that they learn little more than the identity function. Another concern is that adding sparsity penalty on the hidden layers may cause higher level encoders to be scaled down while decoders scale up, leading to unstable behavior. By joint training, such cases are avoided since the code must be useful to classification.
Joint reconstruction loss is a better regularizer
Training jointly with reconstruction loss is a more effective approach to introduce regularization in comparison with unsupervised pre-training. Supervised schemes tend to overfit specifically for semi-supervised learning tasks due to the lack of labeled data. While supervised approaches only manage to model P (Y | X), the point of unsupervised pre-training is to take P (X) into account. This has been recognized to generalize better since less freedom is given [3] . It is argued that unsupervised pre-training bounds the parameters into a local basin of attraction and potential region of parameters learnt are henceforth restricted [3] . Therefore, unsupervised pre-training can be regarded as a regularizer. One drawback, however, is that it complicates the relationship between supervised and unsupervised learning due to this disjoint dynamism. Supervised learning, when facilitated with improper learning rate at the beginning epochs, is likely to push parameters out of the zone bounded by unsupervised pre-training, in which case the latter becomes useless. In contrast, SWWAE forces the dynamism to capture P (X) on-the-fly. This offers easily controlled regularization and better interpretability of the role unsupervised learning plays.
Joint with intermediate L2 constraints
The reasons for adding intermediate L2 constraints are listed as following. Firstly, it prevents the feature planes from being shuffled, and therefore the "where" maps conveyed from encoder i can be guaranteed to match the "what" from decoder i. 
Experiments

Digit Generation
The decoding phase of a trained SWWAE can conduct generating works. We experiment with decoding phase of a trained SWWAE by exploiting it as a generator. We tweak either "what" or "where" and present the reconstructed digits at the input level. The first series of experiments are designed for exploring the role of "what". We design the procedure of the experiment as following. (1). Feed a "9" into a trained SWWAE and let it forward through; (2). Freeze the "what" of "9" at the top encoder; (3) Feed a "7" and forward it through, using "what" of "9" and "where" of "7" to reconstruct the input "7". Of course, we can exchange "9" and "7" in the above procedure, in which using "what" of "7" and "where" of "9", to generate digits. We display both kinds of reconstructions. The motivation of this experiment is to alter the "what" of one digit with the "where" of another. As aforementioned, from the manifold perspective, we expect SWWAE, as a generator taking swapped "what" as input, to produce digit changing but still resembled shapes in this case. Figure 2 displays resulted reconstructions.
"where": alter the shape
In this section, we aim to explore the role of "where". Suppose now the information stored by "where" is local on the sub-manifold. We logically perform principal component analysis (PCA) on the "where" maps (switches) outputted by the top encoder and tweak the "where"s by letting them move along the major component direction. In the unpooling operations, since tweaked "where" maps are no longer integers and they could also go out of each pooling region because of PCA, we use interpolation and bound them inside considered regions. In what follows, we plot the reconstructions in which we expect same digits of deformed shapes should be exhibited. We show them in Figure 3 . This sheds some light on our earlier statements of "what" and "where" from geometric perspective. Concluded from generated digits, swapping "what" from "7" and "9" causes digit changing, which is equivalent to roaming onto another nearby sub-manifold. Meanwhile, tweaking "where" along its major component direction, yields shape changing, which corresponds to walking on a submanifold along high density direction. Put it another way, "what", as it introduces invariance, is robust to shape or shifting but only sensitive to "what it is". It basically outlines a sub-manifold and regards every sample on it the same. By contrast, "where" is only locally functional that highlights the difference between the samples on each sub-manifold. For instance, "what" explains the class of digit and "where" exhibits the rotation, shifting and deformation which is discarded by "what". 
Classification performance
MNIST
This series of experiments uses MNIST as benchmark to evaluate SWWAE model within both supervised and semi-supervised learning settings. For semi-supervised learning experiments, we split the training set from MNIST into two subsets, labeled and unlabeled. The sizes of labeled data are 100, 600, 1000 and 3000 respectively. We make sure that the labels are uniformly distributed in 10 classes; each class has same number of labeled samples selected randomly. We run each experiment several rounds in which each round has new datasets formed. We report the mean of the performance along with the confidence interval. For hyper-parameters choosing, we fix the λ N LL to 1 and swipe through a range of numbers for λ L2rec and λ L2M . Note we bind λ L2rec and λ L2M to be identical. We select the best hyper-parameters based on performance obtained on validation set. Final classification error is then computed on testing set, with the model configured by chosen hyper-parameters. Note this final model is always trained by using the union of training and validation sets.
The configuration for digit recognition is:(64)5c-2p-(64)3c-2p-(64)3c-2p, where '(64)5c' denotes convolution with 64 feature maps and kernel size 5. Likewise, 2p denotes pooling layer of pooling region 2 × 2. We report the plot of validation-error v.s. λ L2 * in figure 4(a). As we can see from it, the validation error is effectively reduced when incorporating reconstruction loss in the training mechanism jointly. Further, we compare SWWAE, which uses the reconstruction loss as regularizer, against using other well-known regularization approaches on the same architecture. The approaches under comparison include dropout on the convolution layers (denoted by "dp"), dropout on extra fully-connected layers on top ("dp-fc') and sparsity penalty on hidden layers (denoted as "L1"). Note these models regularized by other approaches are trained without Deconvnet part; they are basically standard classification Convnets with different regularization techniques. For hyper-parameter tuning, we search the dropout-probability for both dropout models and report the best validation-error in table 1. Aside from it, we also train a SWWAE in pure unsupervised learning manner (setting λ N LL to 0 in equation (1)), followed by a softmax classifier trained separately afterwards, using the features from the encoder as input. This disjointly trained SWWAE is denoted by "unsup-sfx". We also show the result of using SWWAE as an unsupervised pre-training tool, followed by supervised learning with fine-tuning for the entire encoder, which is denoted by "unsup-pretr". Note the difference between "unsup-pretr" and "unsup-sfx" lies in whether or not the encoding part is frozen when training the top softmax classifier. In addition, "noL2M" is written for models trained without those intermediate constraints. Final performances obtained on testing set is presented in table 2, together with a few best published results. Our architecture ranks second best among them.
Besides semi-supervised setting, we also train a SWWAE on the full training dataset with all available labels. We show the results for two SWWAE models: the first one uses λ L2 * = 0, basically making it a standard Convnet, while the other uses the reconstruction as a regularizer. Results show that using reconstruction reduces the testing error from 0.76% to 0.71%. Although the gap is small, we see that reconstruction effectively regularizes the classifier and improves the testing error. 
STL-10
Finally, we address the semi-supervised dataset STL-10 and evaluate SWWAE model on it. Note the standard protocol of training on STL-10 separates unsupervised and supervised learning into two separate steps whereas we merge them into one step by our joint training technique. For validation, we use two different architecture configurations; one has 5 layers but thinner at the beginning, (256)7c-3p-(256)5c-2p-(512)3c-(512)3c-2p-(512)3c-2p; while the other one has 4 layers but wider relatively, (512)7c-3p-(512)5c-2p-(512)3c-2p-(512)3c-2p. Likewise, we tune for best λ L2 * by using validation-error, shown in figure 4(c). Over-regularization, which induced by excessive λ L2 * , can hurt the performance. However, properly introducing reconstruction still effectively helps generalization. The comparison against other regularizations is displayed in table 4(a). In turn, final classification error rate computed on testing set is shown in table 4(b). It can be seen that SWWAE achieves state-of-the-art performance on STL-10.
Conclusion
The overall system, which can be seen as pairing and coupling a Convnet with a Deconvnet, yields good accuracy on a variety of semi-supervised and supervised tasks. Large-scale experiments on large image datasets with few labeled samples remain to be done. We envision that such combination [28] 66.55 NA M1+KNN [11] 65.63 NA M1+TSVM [11] 70.93% dp-4layer 70.54% dp-fc-4layer 71.43%
model accuracy
Convolutional Kernel Networks [17] 62.32% HMP [1] 64.5% NOMP [16] 67.9% Multi-task Bayesian Optimization [27] 70.1% Zero-bias Convnets + ADCU [20] 70.2% Exemplar Convnets [2] 72.8% SWWAE-4layer 1 74.80%
of unsupervised and supervised learning may be useful in tasks where unlabeled samples abound, such as video understanding.
