We show a new algorithm and its implementation for multiplying bitpolynomials of large degrees. The algorithm is based on evaluating polynomials at a specific set comprising a natural set for evaluation with additive FFT and a high order element under Frobenius map of F2. With the high order element, we can derive more values of the polynomials under Frobenius map. Besides, we also adapt the additive FFT to efficiently evaluate polynomials at the set with an encoding process.
Introduction
Multiplication for long bit-polynomials in the ring F 2 [x], where F 2 is the finite field(or Galois field, GF) of two elements, is a fundamental problem in computer science. The operation is so basic that even modern CPUs dedicates a hardware instruction for carryless multiplication of polynomials for a fixed size in modern CPUs.
To the best of our knowledge, all currently fast algorithms for multiplication of long bit-polynomials are based on a fast Fourier transform (FFT) algorithm. The FFT efficiently evaluates polynomials at subgroups in the underlying field, and the multiplication of polynomials are performed by evaluating polynomials at particular points, multiplying the evaluated values from two inputs, and interpolating the values back to a polynomial with inverse FFT algorithm.
The FFTs Applied to Multiply Bit-polynomials
Two categories of FFTs had been applied to multiply bit-polynomials.
The first category is "multiplicative" FFTs, evaluating polynomials at multiplicative subgroups formed by roots of unity. For evaluating at n points over fields of characteristic of 2(or binary fields), unfortunately, a multiplicative subgroup of arbitrary size n does not exist. The construction of the desired subgroups becomes primary task and might induce an extra burden for the kind of FFTs. For example, the Schönhage [Sch77] FFT evaluates polynomials at points formed by a "virtual" root of unity with the order n = 3 m . Harvey, van der Hoeven, and Lecerf [HvdHL16] presented another DFT(Cooley-Tuckey FFT) working on the specific field of F 2 60 , allowing abundant multiplicative subgroups since 2 60 − 1 has many small factors (smooth).
The other category is the additive FFTs which works on points forming an additive subgroup. For binary fields, the size of additive subgroups are 2 i for i ∈ N and exactly fits for divide-and-conquer FFTs. The kind of FFTs had been developed by Cantor [Can89] , Gao and Mateer [GM10] , and Lin, Chung, and Han [LCH14] with the best known bit complexity O(n log n log(log n)). We will detail the additive FFT in sec. 2.3.
Previous Approaches for the Multiplication

The practical multiplications for bit-polynomials
On implementing the multiplication of bit-polynomials on modern computers, since the computer works with instructions on machine words instead on a single bit, the software usually works on a structure of multiple bits(e.g., a binary field of m-bits, denoted as F 2 m ) for higher efficiency. Hence, while analyzing the complexity of algorithms, the algebraic complexity model is more suitable than the bit complexity model. In this model, from Harvey et al. [HvdHL17] , the best complexity for multiplying polynomials with degree n is O(n log n) field multiplications and O(n log n log(log n)) field additions by Cantor and Kaltofen [CK91] .
In this paper, we discuss algorithms with the best known complexity and supporting only the practical length of polynomials, namely n < 2 64 bits. The restriction is caused from working on a dedicated field instead of arbitrary fields.
Kronecker Substitution of Coefficients of Polynomials
Most previous works for multiplying bit-polynomials based on the Kronecker substitution(KS) [GG13] . We denote the bit-polynomials of degree < n as F 2 [x] <n . For computing A · B → C ∈ F 2 [x] <n with KS, we partition the A and B into 2n/m blocks of size (m/2)-bits, i.e., let A = (2·n/m)−1 i=0â i x i·(m/2) whereâ i ∈ F 2 [x] <m/2 . We then translate theâ i as a field element in F 2 m andÂ ∈ F 2 m [y] such that A =Â(x m/2 ). We can then perform a standard polynomial multiplication with FFTs over F 2 m [y]. Note here we have to split the polynomials to blocks of size (m/2) for preventing "overflow".
For multiplicative FFT implementations with KS, Brent et al. [BGTZ08] implemented mainly the Schönhage [Sch77] algorithm in the library gf2x. Harvey, van der Hoeven, and Lecerf [HvdHL16] presented multiplication using the DFT over the field F 2 60 , which size of elements closes to a machine word and size of the field allows abundant multiplicative subgroups. For additive FFT implementations, Chen et al. [CCK + 17] presented a multiplication based on the additive FFT over the fields of Cantor basis [Can89] [GM10] . They utilized the subfield structure of the multipliers in the FFT and further reduced the time taken for field multiplications.
Frobenius Partitions of the Evaluated Points
In 2017, van der Hoeven et al. [vdHLL17] presented a new multiplier of two times improvement over their KS implementation [HvdHL16] . Instead of partitioning the polynomials in F 2 [x] <n into blocks, they directly translate the binary coefficients into field elements of F 2 m (specifically, F 2 60 for m = 60) and performed the FFT at a special set Σ ω of size n/m in F 2 m instead of a larger set Ω n of size n points. They showed the Σ ω can construct Ω n as well as the corresponding evaluated values under the Frobenius map of F 2 , i.e., the square in binary fields. By evaluating at only |Σ ω | = n/m points in the DFT over F 2 60 [x], they can thus accelerate the multiplication. For multiplying polynomials in F 2 [x] <n and based field F 2 m , the new method works on the FFT of size n/m instead of 2n/m with KS method.
In this paper, We use the term "Frobenius partition" for the set Σ ω which partitions the larger set Ω n under the Frobenius map.
Our Contributions
A consequent problem arises upon [vdHLL17] : Under a particular FFT, how to design a Frobenius partition resulting an efficient multiplier for bit-polynomials ? For additive FFT, Li et al. [LCK + 18] showed two applicable Frobenius partitions for different applications. One of the partition is for multiplying bit-polynomials of large degree in modern computer. However, they did not mention a concrete process for evaluating polynomials at the particular partition.
In this paper, we reformulate the Frobenius partition for additive FFT over a simpler field and apply the partition to multiply bit-polynomials. We first present the proof of correctness by counting the number of deducible values and showing the enough number for evaluation and interpolation. More importantly, we show how to fit the proposed partition into additive FFT and the implementation techniques for a practical fast polynomial multiplier.
Preliminaries
Multiplication of bit-Polynomials
In this section, we discuss the method for multiplying bit-polynomials of large degree. It is well known that the multiplication can be done with FFT for evaluating polynomials [CLRS09] [GG13] .
Given two polynomials
represented in bit sequence of length d + 1 = n 2 and n is a power of 2 1 , we can calculate the product C(x) = A(x)·B(x) by evaluation and interpolation as follows:
It is actually nothing to do in this step. However, we have conceptually A, B ∈ F 2 m [x] < n 2 with all 1-bit coefficients in F 2 m , and there are enough points in F 2 m for evaluations.
1. Evaluate the A and B at n points in F 2 m with FFTs.
2. Perform pointwise multiplications for the n evaluated values.
3.
Interpolate the values back to C ∈ F 2 m [x] <n , and then change the ring of
The complexity of the polynomial multiplication is the same as the FFT in use.
Frobenius partitions of evaluated points
In 2017, Van der Hoeven and Larrieu [vdHL17] showed, while evaluating polynomials over extending fields, Forebenius map can derive more values of polynomials from less evaluated points. Let C ∈ F 2 [x] <n and φ 2 be the Frobenius map(square) over F 2 . We can also apply φ 2 to elements in extending fields, i.e., φ 2 : a ∈ F 2 m → a 2 . We note
which means the value of C at point φ 2 (a) can be derived from the value C(a) by computing φ 2 (C(a)).
We can then evaluate C at a set Σ and derive other values of C from the values at Σ. Let φ 2 (Σ) be the set generated by applying φ 2 to all elements in Σ and φ •j 2 be the function applying φ 2 for j times. Definition 2.1. While applying φ 2 to Σ continuously, let the order of the operation φ 2 for a set Σ be the minimal number obtaining the identical Σ, i.e., Ord φ2 (Σ) = j for j is the minimal number in N such that Σ = φ •j 2 (Σ). Definition 2.2. (Frobenius partition) Given Ord φ2 (Σ) = j, we call Σ a partition of Ω under Frobenius map if
and all Σ, φ 2 (Σ), . . . , and φ
By (1) , all the values of C at Ω can be derived from the values at Σ.
Cantor Basis Representation of Binary Fields
In this paper, we use row vectors over F 2 to represent the elements of binary fields(extension fields of F 2 ). The vectors in the space F m 2 are represented as m-bits binary strings or alternatively the binary form of numbers < 2 m . We use a line over a symbol to represent its vector form. Under this convention, we define v i := 2 i and the vectors v 0 , v 1 , . . . , v m−1 form a basis for F m 2 .
Cantor Basis for Finite Field as Linear Space
While representing an elements in the binary field F 2 m as a vector in the linear space F m 2 , Cantor [Can89] showed a basis constructing the field of F 2 m for m is a power of 2, i.e., m = 2 lm for l m ∈ N. Gao and Mateer later used a simple construction of the Cantor basis in [GM10] . In the construction, the Cantor basis 
Recall that V k is a field with basis (v j ) k−1 j=0 for k = 2 m is power of 2. We note that V 0 ⊂ V 1 ⊂ V 2 ⊂ · · · and the basis for smaller spaces is the same as a part of the basis for larger spaces. Hence, w.r.t. Cantor basis, we can arbitrarily transform the elements in a smaller space to a larger space by padding zero to extra dimensions without any cost. We thus treat elements in smaller fields as elements in larger fields arbitrarily.
Subspace Polynomials over Cantor Basis
We introduce subspace polynomials in this section. In contrast to the monomial basis (1, x, x 2 , . . .), we can also form a basis for polynomials with subspace polynomials in the next section. 
showed the following useful properties for s i :
• (two terms for fields) s i (x) = x 2 i + x iff i is a power of 2, i.e., V i is a field.
). With s 0 (x) = x and s i+1 = s 2 i + s i , by induction, we know s i contains only terms with coefficients 1 and monomials
Therefore, every s i is a composition of functions which only has two terms.
Hence, the value of s i (α) is α shifted right by i bits, or
The Additive FFT
In this section, we show how to efficiently evaluate a polynomial f ∈ F[x] <n at n points in Cantor basis. Again, assume n = 2 ln is a power of 2. The additive FFT of the form by Lin, Chung, and Han (or addFFT) [LCH14] requires that f is represented in a particular basis, called novelpoly basis.
Definition 2.6. Given the Cantor basis (v i ) for the base field and its subspace polynomials (s i ), define the novelpoly basis w.r.t.
Basis Conversion for Polynomials
We have to write the polynomial f
In [BC14] , Bernstein and Chou convert f (x) to g(X) by finding the largest
. Recursively divide f 0 and f 1 by lower s i−1 and eventually express f as a sum of non-repetitive products of the (s i ), which is the desired form for g(X). Since the coefficients of s i (x) are always 1 in Cantor basis, the division comprises only XOR operations. Therefore the complexity of division by one s i depends on the number of terms of s i and the complexity of the conversion is O(n log n (log n ) 2 ) field additions.
With Eq.(3), Lin et al. [LANH16] presented a basis conversion in Cantor basis by dividing f by s i where i = 2 k is power of 2 and s i contains only 2 terms. The resulted complexity for the conversion is O(n log n log(log n )) XOR operations for f ∈ F 2 [x] <n . We detail the conversion in Alg. 1.
Algorithm 1: Basis conversion: monomial to novelpoly w.r.t Cantor.
The Butterflies
For a polynomial f = g(X) ∈ F 2 m [x] <n in the novelpoly basis, we can efficiently evaluate f at the set α + V ln , where α ∈ F 2 m , n = 2 ln , and α + V ln := {α + u : u ∈ V ln }, with a "Butterfly" process, denoted as Butterfly. 2 Algorithm 2: Butterfly w.r.t. novelpoly basis.
We detail the Butterfly in the Algo. 2. It is a typical divide-and-conquer process that the polynomial f = g(X) can be expressed as two half-sized polynomials p 0 (X) and
In the Algo. 2, line 5 and 6 perform the actual computation -the so-called butterfly.
One butterfly comprises two field additions and only one field multiplication since s i (v i ) = 1 in Cantor basis. Although line 7 indicates the recursion, we actually program the recursions into many layers of butterflies. There are n/2 butterflies, corresponding to the length of divided polynomials, in each layer and l n layers, corresponding to the depth of recursion, in total. Through the iterative style of program, we can optimize the Butterfly among several layers(recursions), and it is also applied to the BasisCvt.
We remark at last that the Algo. 2 expects that length of polynomials and size of evaluated points are the same. We will evaluate polynomials of larger degrees at a smaller size of set in Sec. 3.2.
The addFFT Algorithm
The complete addFFT is show in Algo. 3. The algorithm performs BasisCvt to convert the basis of polynomials and then use the Butterfly to evaluate polynomials in the novelpoly basis. Inverse additive FFT, or iaddFFT, simply performs the Butterfly and BasisCvt reversely.
The values for evaluating f at α + V ln .
The multiplication with Froebenius partitions and additive FFT
In this section, we apply the technique of Frobenius partitions to the addFFT and show an efficient multiplier for bit-polynomials with the modified addFFT.
The partition of evaluated points
Given a polynomial A ∈ F 2 [x] for deg(A) = n − 1 and n = 2 ln , we aim to design a set Σ ⊂ F 2 m for m = 2 lm in Cantor basis such that we can derive n values of A(x) from the values at Σ. Before we define the Σ, we first discuss the order of φ 2 for the basis elements. Given φ 2 is the square operation over 
We design a set with maximum order of φ 2 :
and size of the set is n p := |Σ| = |V l | = 2 l = n/m. For the order, we know first that φ 2 maps V l to the same V l , i.e., φ 2 (V l ) = V l . This can be seen by induction.
Hence, v l+m/2 decides the order for Σ and naively, Ord φ2 (v l+m/2 ) = m from Eq. 5. However, since Σ = v l+m/2 + V l , we have to deal with the effect from V l . While applying φ 2 to v l+m/2 for j times, let the vector φ •j
where a ∈ V l is equal to least l dimensions of φ •j 2 (v l+m/2 ) and b is the remainder. Then V l + a = V l since a ∈ V l . And, by omitting the least l dimensions of b, the order for the higher parts of φ
Hence, Ord φ2 (Σ) = m. By continuously applying φ 2 to Σ, we define a superset of Σ
Proposition 1. Σ is a Frobenius partition of Ω and |Ω| = n.
While continuously applying φ 2 to Σ, from the discussion of the order for Σ, the V l absorbs a parts of φ •j 2 (v l+m/2 ), and only the b parts of φ •j 2 (v l+m/2 ) changes. Hence, φ •j 2 (Σ) are disjoint sets for j < m, and Σ is a Frobenius partition of Ω. And the size |Ω| = Ord φ2 (Σ) · |Σ| = m · n m = n. Now we define a linear map E Σ :
Clearly, E Σ evaluates A(x) at n p = n/m points which are fewer than number of coefficients n. However, since the points are in F 2 m , the size of input and output space are the same n = m · n/m bits.
E Ω is clearly a bijection between F 2 [x] <n and F n 2 m since its the evaluation at n points. Σ can derive full Ω with the linear operator φ 2 and vice versa. By Eq.(1), E Ω can be derived from E Σ with linear operator φ 2 .
Given the field F 2 m , the size of Ω bounds the possible length of polynomials n. From Prop. 1, |Ω| = Ord φ2 (Σ)·|Σ| = m·|Σ|. Since the maximum |Σ| = |V m 2 −1 | = 2 m 2 −1 for l < m/2 in Eq. 6, the maximum |Ω| = m·2 m 2 −1 = m 2 ·2 m/2 . Therefore, given F 2 m , n < m 2 · 2 m/2 is the maximum supported length of polynomials.
Truncated Additive FFT
To perform E Σ , we have to evaluate a polynomial A of length n at a n/m points with the addFFT. Since the BasisCvt only depends on the polynomial, we only have to adjust the Butterfly. Recalling that Algo. 2 outputs the values of A at points {α, α + 1, . . . , α + (n − 1)}, we can simply truncate the computation of unnecessary outputs for more efficiency -the so-called truncated FFT. Fig. 1 shows an example of truncated FFT for evaluating a degree-3 polynomial f (x) = g 0 + g 1 X 1 + g 2 X 2 + g 3 X 3 at two points {α, α + 1}. There are 2 layers(recursions) of butterflies in the computation of Butterfly. We can truncate the half contents after the first layer since only 2 values are required.
To perform E Σ , we therefore pretend to evaluate A at a larger set v l+m/2 +V ln with the Butterfly. Although v l+m/2 + V ln = Ω, the size of two sets are the same. However, after l m layers of butterflies, the computations for the values at Σ aggregates to the first n/m parts of the layer, and we can thus truncate the rest. 
Encoding: the First l m Layers of the Truncated FFT
While performing the first l m layers of the Butterfly in E Σ , the temporary results expand by m times since the inputs are 1-bit data and the multipliers in butterflies are m-bits elements of F 2 m . However, since we will truncate the temporary results to the factor of 1/m after l m layers of butterflies, the space requirement balances after the data truncation. Hence, we design a process, the Encode 3 , to prevent the expansion from the first l m layers of butterflies. 
We show the computations of the first temporary result f 0 = a 0 +s l+1 (v l+m/2 )·a np +s l+2 (v l+m/2 )·a 2·np +s l+1 (v l+m/2 )·s l+2 (v l+m/2 )·a 3·np for 2 layers of the Butterfly in Fig. 2 . The Butterfly evaluates a polynomial A(X) = a 0 + a 1 X 1 + · · · + a n−1 X n−1 ∈ F 2 [x] <n at the set v l+m/2 + V ln where 2 l = n p = n/m. If m = 4, for example, the storage space for f 0 ∈ F 2 4 equals its 4 contributors (a 0 , a np , a 2·np , a 3·np ).
For the first l m layers, the multipliers in the butterflies are the evaluation of (s l+lm , . . . , s l+1 ) at the same point v l+m/2 . With Eq. (4), we can calculate the multipliers in reverse order of layers
We note that the multipliers are independent of l, i.e., the multipliers are always (v m/2−1 , . . . , v m/2−lm ) for a given m.
We can further analyze the multipliers for distinct inputs. The multiplier for j-th input is
Hence, we can show Encode :
<np in the form of vector-matrix production for all results:
The algorithm of the Encode is listed in Algo. 4.
Algorithm 4:
The Encode
<np where n p = n/m.
Collect (a i+0·np , a i+1·np , . . . , a i+(m−1)·np ). 4 Compute
For collecting the m bits inputs (a j·np+i ) m−1 j=0 efficiently in computer, we actually fetch m machine words of length w-bits instead of m separated bits. The component a j·np+i , for example, locates in the i-th bit of the j-th word. With an m × w matrix transpose, we can collect the inputs(Line 3) for w continuous indexes of the loop. The Line 4 in Algo. 4 can also be parallelized with a bit-matrix multiplication.
The Algorithm of Multiplication
We show the algorithm for multiplying bit-polynomials in algo. 5. It is basically the general multiplication in Sec. 2.1 with a modifier addFFT comprising BasisCvt, Encode, and Butterfly.
Here we sum up the modified addFFT process: To evaluate a polynomial A(x) ∈ F 2 [x] <n at n p points Σ in F 2 m , we first perform the BasisCvt on A(x) for A(X) in novelpoly. Then we treat each coefficient of A(X) as an element in F 2 m and pretend to perform the Butterfly at points v l+m/2 + V ln . The Encode process actually perform the virtual Butterfly for the first l m layers of butterflies and truncate the temporary results to the first 1/m fraction. We then start a real Butterfly on the results of the Encode. The Butterfly evaluates a polynomial in F 2 m [x] <np at Σ.
Implementation
In this section, we discuss the implementations for previous algorithms in modern computers. We choose the parameters m = 64 and 128 for the efficiency and supporting larger length of polynomials respectively. The corresponding implementations, over F 2 64 and F 2 128 , apply to multiply bit-polynomials of F 2 [x] <32·2 32 and F 2 [x] <64·2 64 respectively.
Memory Access Model
We first discuss about our memory access model for the BasisCvt and Butterfly.
Basis conversion:
We focus on reducing the number of memory access for optimizing the BasisCvt. For process of only simple XOR operations, Albrecht et al. [ABH10] reported that the number of memory access is the critical concern while multiplying matrices over F 2 . The BasisCvt face the same situation.
For reducing the number of memory access, we combine several layers of operations together in algo. 1. It is possible since the alog. 1 always XOR coefficients of higher degree to coefficients of lower degree. While same coefficients of lower degree gather coefficients from higher degree among several layers, we can combine the accumulations among layers. This optimization effectively reduces the number of memory write.
The Butterfly: The memory access model in Butterfly focuses on hiding the time for memory access behind the computations. Instead of memory bound in BasisCvt, the Butterfly multiplies elements over finite fields and thus is occupied with heavy computations. For hiding the memory access, first, we change the order of butterflies performed to keep as more data in CPU cache as possible. We divide the butterflies in one layer into batches which fits for the size of cache and perform butterflies throughout all layers in the same batch to keep a higher hit rate. Second, we pre-fetch the data for next computation before acting multiplications. The pre-fetch hints the CPU to move the data to fastest cache covertly behind the ongoing task, and we can thus reduce the latency for next reading.
The Vector Instruction Set
Besides the optimization in memory access, we also target on the hardware instructions that increase the efficiency for the algebraic objects.
We implement our software in the typical SIMD(single-instruction-multipledata) instruction set. The most popular SIMD instruction set nowadays is AVX2(Advanced Vector Extensions) [Int15] , providing 256-bit ymm registers on x86 platforms. We especially rely on the table-lookup(PSHUFB) and carryless multiplication(PCLMULQDQ) instructions.
SIMD Table- lookup Instruction PSHUFB takes two 16-byte sources which one is a lookup table of 16 bytes x = (x 0 , x 1 , . . . , x 15 ) and the other is 16 indices y = (y 0 , y 1 , . . . , y 15 ). The 16-byte result of "PSHUFB x, y" at position i is x yi mod 16 if y i ≥ 0 and 0 if y i < 0. VPSHUFB of AVX-2 simply performs two copies of PSHUFB in one instruction.
Carryless Multiplication PCLMULQDQ performs the carryless multiplication of 2 64-bits polynomials, i.e., PCLMULQDQ :
. This is unfortunately not a SIMD instruction despite the high efficiency in multiplication.
Finite Field Arithmetic
In this section, we discuss the representations of fields in polynomial form as well as its corresponding multiplications for m = 64 and m = 128. Although we design the algorithm in vector representations of Canto basis, we actually use the polynomial representation while multiplying elements in fields for the dedicated HW instructions PCLMULQDQ. Hence, we have to change the representations of fields from Cantor basis to the polynomial form before acting multiplications, and some tables are prepared for changing the representations. However, since the inputs are in {0, 1} that can be presumed in polynomial form, we actually perform the change representations only for the constants in Butterfly.
For the multiplication over F 2 64 , Lemire and Kaser [LK16] presented an efficient multiplication under the representation
To multiply elements in F 2 64 , one PCLMULQDQ multiplying 2 degree-63 bit-polynomials to a degree-126 polynomial and then one PCLMULQDQ reduces the parts of degree-64 to 126 back to a remainder of degree-66. One PSHUFB finishes the reduction for the degree-64 to 66.
For F 2 128 , we choose the same representation as AES-GCM:
In our implementation, the multiplication over F 2 128 costs 5 PCLMULQDQ (3 for multiplying 128-bit polynomials with Karatsuba's method and 2 for reducing the 256-bit result back to 128 bits with linear folding). More details about multiplications over F 2 128 can be found in [GK14] .
Matrix Transpose with Vector Instruction Set
We perform the matrix transpose with the techniques from [War12] . For implementing it in the SIMD manner, Van der Hoeven et al. [vdHLL17] and Chen et al.
[CCK + 17] had showed similar techniques for bit-and byte-matrix in AVX-2 instruction set. We depict the methods in this section for the completeness.
The method for matrix transpose in [War12] is a divide-and-conquer method.
For transposing M = A B C D , we first rearrange the contents of M to A C B D and then perform the same process to all 4 sub-matrices.
The interpretation of data plays an important role for transpose in a SIMD instruction set. Given A = a 0 a 1 a 2 a 3 is an 2 × 2 byte-matrix, we can finished the 4 × 4 transpose of M in one PSHUFB if the data A, B, C and D locates in the same 16-byte register.
(a 0 , a 1 , a 2 , a 3 ), (b 0 , b 1 , . . . , d 3 ) ⇒ (a 0 , a 2 , a 1 , a 3 ), (c 0 , c 2 , . . . , d 3 ) .
Here the data in the same register is represented in a row box. While the contents of matrices locate across registers, we can perform many transposes in parallel by swapping data between registers. We show an example for a 4 × 4 transpose among 4 registers. Note that there are 2 swaps performed in each step(⇒).
(a 0 , a 1 , b 0 , b 1 ), . . .
(a 0 , a 1 , c 0 , c 1 ), . . . (a 0 , a 2 , c 0 , c 2 ), . . .
Bit-matrix Multiplications with Vector Instruction Set
We also implement the matrix multiplications under AVX2 instruction set. The matrix multiplications are performed in the Encode(Line 4 in Algo. 4) comprising n p batches of m × m bit-matrix multiplied by m-bits vectors. Algorithmically, we multiply bit-matrices with the method of the four Russians(M4R) [AH74] [ABH10] . Suppose we multiply a pre-defined m × m bitmatrix E by a m bits vector α ∈ V m . With M4R of 4-bit, we first prepare m/4 tables for products of E and all vectors in V 4 = span(v 0 , . . . , v 3 ), . . . , and span(v m−4 , . . . , v m−1 ). By splitting α to 4-bit chunks, i.e., α = Σ
In the AVX2, PSHUFB does exactly the look-ups for a 4-bits indexed table. Moreover, the PSHUFB performs 16 or 32(VPSHUFB) look-ups simultaneously. We can detail what PSHUFB works in a example of m = 64, i.e., multiplying 64 × 64 bit-matrix by a 64-bits vector. Since each PSHUFB provides a 8-bits result, we perform 8 PSHUFB at the same 4-bits input for the 64-bits result, corresponding to one E · α i . One product of E · α comprises m/4 = 16 α i and costs 8 · 16 = 128 PSHUFB in total. Dividing by the parallelism(32) of VPSHUFB, one product costs 128/32 = 4 VPSHUFB in average. However, we have to rearrange the format the input data to work with SIMD instructions. Given 16 or 32 continuing 64-bits inputs, we collect all first bytes to first register, all second bytes to second register, . . . etc. In other words, the rearrange of data is a 8 × 8 byte-matrix transpose, which is also performed in the SIMD way with the method in Sec. 4.4.
Evaluation the effect from the point-view of data access. We can compare the SIMD M4R to a naive(pure memory-accessed) M4R from the model of data access in the example of m = 64. The naive M4R uses 16 memory read of 64 bits for one product, and costs 128 bytes in total which is equal to SIMD M4R consuming 4 × 32 bytes in average. However, the naive M4R accesses memories randomly while the SIMD M4R reads sequentially. Our results show the SIMD M4R outperforms naive M4R.
In general, once the data of tables are read, more parallelism in SIMD increases the performance. However, the number of registers in CPUs restricts the parallelism to prevent register spilling, resulting more memory access. In our implementation, targeting the haswell architecture in x86, we use a 64 parallelism SIMD M4R for best performance.
Benchmark and Discussion
Benchmarks
We benchmark our software 4 with experiments on multiplying random bitpolynomials for various lengths. Although the software is actually a constanttime implementation, i.e., the running time is independent of input data, we report the average time of 100 executions. The experiments are performed on the Intel Haswell architecture, which is our targeting platform. Our hardware is Intel Xeon E3-1245 v3 @3.40GHz with turbo boost disabled and 32 GB DDR3@1600MHz memory. The OS is ubuntu version 1604, Linux ver- Figure 3 shows the results of our experiments and the comparisons with previous implementations. The figure shows the running time verse degree of polynomials both in logarithm scales. The "FP" and "KS" stands for Frobenius partition and Kronecker substitution respectively. More details about the results can be found in Tab. 1.
The result shows that our implementations clearly outperform all previous implementations. Among our implementations, the version of F 2 64 is faster than F 2 128 for more efficient multiplications over underlying fields. However, the version of F 2 128 supports polynomials of larger degree. From the figure, we can see the same tendency among all data. This suggests that these algorithms work roughly in the same complexity level while our implementation, however, works with lowest hidden constant. We can also see the straight lines for additive FFT based algorithms, but the line turns slightly for the multiplicative algorithms. It is caused from that polynomials with terms of 2 powers are not optimal for particular sizes of multiplicative groups. Lastly, from the values in the table, we can see the FP implementations lead KS implementations about the factor of two, which is consistent with the conclusion of [vdHLL17].
Profiles
We show the profiles of algo. 5 for Encode, BasisCvt, and Butterfly in Tab. 2 and Fig. 4 since the 3 components actually work in different levels of complexities. The complexities, ordered by levels, are O(n log n log log n), O(n log n), and O(n) for BasisCvt, Butterfly, and Encode respectively. In the practical range of polynomial lengths, however, the Butterfly costs the most computation time although it is not the dominant term of the complexities. We can also see the running time of BasisCvt does increase faster than Encode from the Fig. 4 . 
Summary
We have shown the new algorithm for multiplying bit-polynomials of large degrees as well as its implementation with SIMD instructions. The new algorithm is based on evaluating polynomials at the Frobenius partition Σ = v l+m/2 + V l with the additive FFT. This form of partition particularly fits the additive FFT. A new process Encode accelerates the Butterfly by performing the l m layers of butterflies as matrix multiplications and truncating the unnecessary results for further Butterfly. 
Encode BasisCvt Butterfly
For implementing the algorithm, we show the efficient memory access models and the SIMD implementation of the key components(e.g., bit-matrix transpose and bit-matrix multiplication). The multiplications over underlying fields are also designed to utilize the PCLMULQDQ instruction. At last, the experiments show our software outperforms all previous implementations to the best of our knowledge.
