I. INTRODUCTION
T HE formulation of the hidden Markov model (HMM) has been successfully used in automatic speech recognition for about two decades [16] . In the standard formulation, the individual states in the HMM are each associated with a stationary stochastic process [1] , [12] . This makes the standard HMM inadequate for representing the nonstationary (or smoothly time-varying) property of the many types of vocalic segments of speech, including vowels in consonantal contexts as well as diphthongs, glides, and liquids, that are intended to be described by the HMM-state statistics. A generalized or nonstationary-state HMM has been developed recently to overcome this inadequacy by introducing state-dependent polynomial regression functions over time (trend functions) that serve as a parametric-form expression of the time-varying means in the HMM's Gaussian output distributions [2] , [3] .
The trended HMM as described in [2] and [3] has been limited to only a single-trend function associated with each HMM state. Just as extension of the unimodal Gaussian HMM [12] to the mixture HMM [9] is a significant step toward superior modeling of speech acoustics, 1 we expect that the same superiority can be achieved in our nonstationary-state HMM framework by extending the single-trend HMM to the mixture-trended HMM. The rationale behind this expectation is straightforward: Both contextual and speaker variations necessarily induce changes in the trajectories of the (preprocessed) speech data for a fixed underlying phonemic-like linguistic unit, the vocalic unit in particular. Such changes are not merely a vertical shift in the trajectory, 2 but can more likely be an alteration on the overall shape of the trajectory. Given this physical reality, if only single-trend function is forced in the model formulation, a wide range of the acoustic trajectory variations would be artificially averaged out, giving rise to an "averaged" trend function (i.e., a trajectory) in the model that would be of little resemblance to real speech data (after preprocessing in the spectral domain). The same problem would occur when the speech signals to be modeled are coming from separate recording conditions. In the absence of parametric techniques capable of capturing systematic variations of the acoustic trajectories of speech, one must find an expedient way to accommodate the trajectory variations caused by environment, contextual, and speaker factors. We have adopted the mixture (nonparametric) technique for such purpose. In this paper, we explore the use of the mixturetrended HMM as a new stochastic generative model of speech acoustics aiming at speech recognition.
II. THE MIXTURE-TRENDED HMM
The mixture-trended HMM developed in this study has the same underlying left-to-right Markov chain as the conventional HMM [16] and single-trend HMM [2] . Simply put, the parameters that characterize a mixture trended HMM are: i)
, the state-transition matrix of the Markov chain (a total of states); and ii) state-dependent parameters in a set (i.e., mixture) of multivariate Gaussian processes for the output vector-valued sequences with timevarying means and time-invariant covariance matrices. To be specific, in the current implemented model, the timevarying means are expressed explicitly as polynomials of the state-occupation time. Viewing each state-dependent output Gaussian process as a data-generation device, we can write 1 Experimental evidence for such superiority has been reported in all major speech recognition laboratories, e.g. [5] , [11] , [14] , [15] . 2 This type of trajectory variation can be trivially represented by a single trend function containing one free shift parameter within the framework of [2] . 
where the first term is the state( )-dependent polynomial regression function (order ) indexed by mixture component , with registering the time when state in the HMM is just entered before regression on time takes place. 3 The second term in (1) is the residual noise assumed to be the output of an independent, identically distributed (i.i.d.) zero-mean Gaussian source with state-dependent, time-invariant covariance matrix 4 . Note that in (1) only the polynomial coefficients (for state and mixture component ) are considered as true model parameters; is merely an auxiliary parameter for the purpose of obtaining maximal accuracy in estimating (over all possible values). The single-trend HMM described in [3] is a special case of the above mixture-trended model when the size of the mixture is set to one. In that case, (1) becomes
The mixture-trended model described in this paper is a somewhat simplified version of the general mixture-trended HMM in that each of the regression functions, , or , in (1) is assumed to be equally likely a priori; i.e., mixture weights are assumed equal. This simplification is reasonable because the likelihood associated with matching the entire speech data sequence with the trajectory model from each mixture component has a much greater dynamic range than that of the mixture weight. (In all the experiments we have conducted, we found little difference in the experimental results between use of this assumption and use of general, nonequal mixture weights.)
We note that a degenerated case of the model described above becomes a stationary-state HMM. However, this is somewhat different from the conventional stationarystate mixture HMM of [5] and [9] because of the constraint imposed on the data trajectory that it has to remain within the same mixture throughout its occupancy of an HMM state. No such constraint is imposed on the conventional mixture HMM. Since existence of speech data trajectories is well known, use of this constraint in our model, even in the degenerated case , can be easily justified.
III. ESTIMATION OF POLYNOMIAL COEFFICIENTS IN THE MIXTURE MODEL

A. Algorithmic Equivalence Between Mixture and Single-Trend HMM's
One major contribution of this study is that it takes a novel view on the mixture-trended HMM, making it become algorithmically equivalent to the already well-established singletrend HMM. 5 By algorithmic equivalence, we mean that the two models have identical generative properties for the model output sequences and that the same algorithms can be used for scoring an arbitrary observation sequence and for estimating optimal state sequences and model parameters. One practical advantage of this new view is that in implementing training and recognition modules in the speech recognizer using the mixture trended HMM, only minor modifications are needed from the already available software implementing the same modules associated with the single-trend HMM. Fig. 1 serves to illustrate the algorithmic equivalence between single-trend HMM and mixture-trended HMM. This is a two-state five-mixture trended HMM; each state is identified by a dashed circle and is called a super state (to distinguish it from the state of the conventional single-trend HMM). The algorithmically equivalent single-trend HMM has ten states (as denoted by the ten solid circles), with no allowance for state transitions within each super-state. This restricted HMM topology is essential to achieve the equivalence as it ensures temporal continuity of each "single" trend function associated with the corresponding one of the ten states.
Once the algorithmic equivalence between the mixture and single-trend HMM's is established, the likelihood-based estimation method for the mixture-trended HMM parameters becomes essentially the same as that for the conventional single-trend HMM, with only relatively minor technical differences that we describe below.
B. Parameter Estimation-Segmentation Step
The segmentation step of the parameter estimation algorithm developed in this study is an application of the dynamic programming principle to two optimization variables: indices for states in the HMM and the state-occupation time for each HMM state. 6 To describe the segmentation step, we first denote as a state sequence and as a sequence of -frame training data. Note that here each item in the sequence is the state associated with one single trend function; i.e. is not a superstate associated with a mixture of trend functions. Also, denote (5) (6) as a duration sequence where is the stateoccupation time within state . Further, define the following probability density function where is the dimensionality of the input data vector, superscript denotes matrix transpose, and subscript indicates that state index in the algorithmically equivalent single-trend HMM is uniquely determined by the super-state index of the mixture-trended HMM and of the mixturecomponent index . Finally, define P as the likelihood for the optimal state sequence evaluated at time , with state-occupation time within state ( denotes the parameter set of the mixture trended HMM).
Given the above notations and definitions, the following four operations are a complete description of the segmentation step, where is efficiently computed via recursion, and is used to store the most likely state information (state identity and state duration) at time , given that and .
1) Initialization:
with being the initial probability distribution of Markov states. 2) Recursion: See (5) and (6) , shown at the top of the page, for and . 3) Termination:
We point out one technical difference between the above segmentation step for the mixture-trended HMM and that for the conventional single-trend HMM here: In (5), the maximization over the state index for the single-trend HMM, which is algorithmically equivalent to the mixture-trended HMM of concern, is constrained to be outside the superstate where state resides; this has been indicated by the maximization range in (5) (the set denotes the complementary of the super-state encompassing state ).
C. Parameter Estimation-Maximization Step
After the above segmentation step, estimation of the model parameters becomes the problem of polynomial regression. For the mixture-trended HMM, this in general would be a complex multilevel regression problem. However, taking our view of the mixture-trended HMM as its algorithmically equivalent version of the single-trend HMM, we effectively reduce the problem to the standard (single-level) regression problem. The solution of a set of standard regression equations, which can be found in any rudimentary statistics textbook, gives estimates of the polynomial coefficients for each HMM state and for each mixture component.
IV. EXPERIMENTAL EVALUATION
The speech data employed to evaluate the mixture trended HMM in our experiments are ten vowels/diphthongs (/aa/, /ae/, /ah/, /ao/, /eh/, /ey/, /ih/, /iy/, /ay/, /aw/) extracted from the speaker-independent TIMIT corpus. Although the model described in this paper is directly applicable to continuous speech recognition, the scope of this study is limited to context-independent vowel classification, a simple task yet involving speech data that contain prominent variations in the observed trajectories for each speech class. As we mentioned in the introduction section the vocalic segments (including diphthongs) are smoothly time varying and, hence, call for the strongest need for use of the trajectory model to describe them. 7 All tokens of the eight vowels from 120 speakers (a total of 5110 vowel/diphthong tokens) in our data base were used for training and those from disjoint 40 speakers (a total of 1767 vowel/diphthong tokens) for classifier evaluation. A conventional speech preprocessor was used to produce melfrequency cepstral coefficients. Briefly, a Hamming window of duration 25.6 ms was applied every 10 ms (the frame length) to the raw speech data in the form of digitally sampled signal. Within each window, mel-frequency cepstral coefficients (MFCC's) up to the 12th order were computed (using the Tables  I and II. In Table I are the results with use of only static MFCC's ( plus normalized ), and in Table II are those with adjoint MFCC's and delta MFCC's. Fixed left-toright three-state HMM's are used. 8 Note that the results for two rather orthogonal benchmark HMM classifiers are included as special cases in Tables I and II: The rows  associated with polynomial order are the same (except for the additional trajectory-path constraint) as the stationarystate mixture HMM [5] , [9] , and the columns associated with mixture number correspond to the single-trend HMM [2] , [3] .
The results of Tables I and II demonstrate superiority of the mixture-trended HMM over both of the benchmark HMM's. In particular, as the number of mixtures and the polynomial order increase (the latter increases to two) 9 , the classification rate continues to improve, except the rates become comparable for linear and quadratic trends after the mixture number reaches ten. In general, we observe that moving from order zero to order one in the HMM trend function gives greater overall performance improvements than moving from order one to order two. The better performance of single-trend HMM's over the unimodal Gaussian stationary-state HMM 8 Like the conventional stationary-state HMM, the choice of the number of states in the HMM is made empirically also for the current model. Use of three states in our experiments gives satisfactory performance which is either comparable or superior to the use of other state numbers. 9 Our experiences showed that the trended functions higher than the second order do not result in superior performance. The preprocessed speech data are reasonably smooth and hence use of low-order trended functions appears to suffice. Some occasional fast jumps in the preprocessed speech data are naturally handled by Markov chain's state transitions. Tables I and II) to a much greater degree than the trended HMM's (rows two and three, column one in Tables I and II) . Quantitatively, for the unimodal stationary-state HMM, the improvement from 54.3% to 60.4% corresponds to an error rate reduction of 15.4%; while, for the single-trend HMM's, improvements from 58.3% to 61.7% (linear trend) and from 59.0% to 61.8% (quadratic trend) correspond to significantly smaller error rate reductions of 8.9% and 7.3%, respectively. This observation, together with the general observation that trended HMM's perform better than stationary-state HMM's with and without use of delta parameters, suggests that the trajectory modeling captures at least some dynamic properties of speech data, which the delta parameters themselves are unable to capture.
In interpreting the classification results shown in Tables I  and II , we also note a complication arising from the varying total number of model parameters associated with different polynomial order and different mixture size . Nevertheless, the case with and can be compared with the case with and , and the case with and can be compared with the case with and , etc., since these model pairs do contain identical number of model parameters.
In analyzing the classification results, we have also observed rather nonuniform distributions of the classification errors over different vowel/diphthong categories. To illustrate, we show in Table III the confusion matrix of the classification result associated with the entry of rate 68.8% in Table II . We observe in general that the tense or long vowels/diphthongs have significantly greater classification accuracy than short ones. /iy/, /ey/, /ae/, /ao/ and /ay/ are the long vowels/diphthongs, whose classification accuracy goes all over 70%. In contrast, the remaining five relatively short vowel classes, including diphthong /aw/, achieve the classification accuracy only on the order of 60% and below. Such clear disparity in classification accuracy may be attributed to two factors. First, the polynomial trend functions used in the HMM is more suited to describe smooth data trajectories that are exhibited in the long vowel/diphthong sounds. Second, long vowels/diphthongs are less subject to the context-dependent reduction effects in the fluent TIMIT utterances than the short vowels, and hence tend to cause fewer confusions in our context-independent classifier.
V. SUMMARY AND DISCUSSION
We propose, implement, and evaluate a new version of the nonstationary-state HMM with each state characterized by a mixture of trend functions (time-varying Gaussian means) embedded in stationary white noise. This new version of the model can be viewed as a generalization from either the single-trend nonstationary-state HMM [2] , or from the stationary-state HMM with mixture characterization of the states [5] , [9] (with the exception that in our model there is an additional constraint that each constant-line trajectory does not jump across different mixture components within each state). The generalization from the the single-trend model can be viewed as providing discrete-mode distributions on the segment-bound polynomial parameters. 10 Development of this new model is motivated mainly by the observation that contextual and speaker variations bring about widely varying trajectory shapes of the acoustic data in fluent, speakerindependent speech examined in the TIMIT data base. The speech recognition evaluation results we have obtained so far show consistent performance improvement in the recognizer based on the new model. Although the experiments reported in this paper are limited to only the vowel classification task, the model is, in theory, well suited for use in continuous speech recognition tasks. The main difficulty in extending the experiments to continuous speech recognition lies in the computation complexity.
We discuss here several aspects of the computation complexity associated with the implementation of the mixturetrended HMM developed in this study. The major computation for the model training lies in the segmentation algorithm described in Section III-B, with the maximization step occupying only a very small fraction of the total computation. (In fact, the decoding process requires the computation, which is exactly the same as that of the segmentation algorithm.) First, the computation complexity grows linearly with the size of mixture , much like the conventional stationary-state mixture HMM. Second, increases in the polynomial order from one to more than one (all nonstationary-state HMM's) has very little effect on the total computation. Only a small overhead is incurred on computing more terms of the polynomial as Gaussian means and on regression (the maximization step in the EM algorithm). Finally, the segmentation algorithm has the computation complexity quadratically related to the observation length for nonstationary-state models (polynomial order one or greater), significantly greater than that for the stationary-state HMM (polynomial order equals zero) which grows only linearly with . In practice, as we have implemented in our vowel classification experiments, state duration constraints can be effectively utilized to reduce the computation with only minimal effects on the segmentation accuracy. The state duration constraints would be significantly more difficult to provide for continuous speech recognition, which has limited our current evaluation of the trended HMM only to discrete utterance classification.
In the mixture-trended HMM, the duration distribution for any HMM state is still exponential; that is, no changes from the conventional HMM in the durational aspect have been made. However, due to the use of frame-dependent output distributions, the segmentation algorithm has a similar complexity to that of the semi-HMM described in [13] . We emphasize that the similarly high computation complexity in model parameter estimation in both the current trended HMM and in the semi-HMM of [13] results from completely different reasons. For the former, the computation overhead is due to use of the frame-dependent output distributions within each HMM state; in the latter, the overhead is due to use of the nonexponential state durational distribution.
One major focus of our recent work on speech recognition has been to develop a parsimonious phonological representation for fluent speech based on the concepts borrowed from articulatory phonology [4] . Central to the phonological representation of this type is the process of temporal overlap of multidimensional articulatory features (or gestures). The transitional Markov states constructed via overlapping one or more of primary articulatory features (lips, tongue blade, or tongue body) are the ideal site where the mixtures of nonstationary trend functions should be in use. Since the contextual factors have been largely removed within this new gesture-based phonological framework, the mixtures in the trended HMM can be used more effectively to capture the acoustic trajectory variations due to speaker-related factors only.
Finally, we note that the mixture model described in this paper can be effectively used to characterize the speech signals mixed in a fixed number of distinct generating sources. This situation arises if a speech recognizer is used when training data are collected from different telephone channels. The reason that the mixture-trended HMM is particularly suited to characterize such heterogeneous speech data sources is the inherent constraint [see (5) ] that ensures each separate data sequence follows a distinct model trajectory (rather than jumping across a set of trajectories within an HMM state). Therefore, our new model is effective not only for handling speaker and phonetic variabilities in speech, but also for environmental (microphone or telephone channel) variability.
