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, Tomas Albrecht 48, 49 First, the Authors graphically show non-linear, spatio-temporal variation in predation rates (their Fig. 2AB and 3) , and suggest that in recent years, predation has strongly increased in North temperate and especially Arctic regions, but less so in other areas. However, they only statistically test for linear changes in predation rates over time for all regions combined, and for each geographical region (their Table S2 ) or period (before-and after-2000; their Table S6 ) separately. To substantiate their conclusions, the Authors should have presented statistical evidence for an interaction between region/latitude and year/period on predation rate. Moreover, their analyses control for spatial auto-correlation, but failed to model nonindependence of data from the same site (pseudo-replication).
Using the Authors' data, we ran a set of mixed-effect models, structurally reflecting their results depicted in their Fig. 2AB and 3, but including location as a random factor (Table 1, (7)). These analyses show (a) that much of the variation in nest predation rate is explained by study site (>60%, compared to species: <5%), implying a reduced effective sample size, (b) that all regions -except the South temperate -show similar predation rates, and (c) that nest predation rates increase over time similarly across all geographical areas (Fig. 1A-F ). Linear models without interaction terms are much better supported than non-linear models with interactions ( Table 1 ), indicating that predation rates in the Arctic are not increasing any faster than elsewhere (Fig. 1BCEF) . Thus, these results provide no evidence that the rate at which nest predation increased over time varies geographically.
Second, for the period under study, not only the climate has changed, but also the research methods. Hence, it remains unclear whether nest predation rates have indeed increased over time and if so, why. The Authors used the Mayfield method (8, 9) to calculate daily nest predation rates, as the number of depredated nests divided by "exposure" (the total time all nests were observed in days). However, 59% of the 237 populations used by the Authors lacked information on exposure. The Authors circumvented this problem by estimating exposure based on the description of nest search intensity in the respective studies (10) . The key question is when nests were found. The Authors decided that in 114 populations, nests were found such that 60% of the nesting period (egg laying and incubation combined) was "observed" (B=0.6; nests searched once or twice a week). For 14 populations they used B=0.9 (nests searched daily or found just after laying) and for 11 populations B=0.5 (assuming nest found mid-way during the nesting period). However, the choice of B-value remains subjective (7) and for 38% of the 128 populations where the Authors used B>0.5, we found no information in the reference to suggest this was appropriate. This issue is not trivial, because using higher B-values, i.e., assuming that nests were found earlier than they actually were, overestimates exposure and hence underestimates nest predation rates. Importantly, the proportion of populations with estimated exposure declines over time (7) , particularly after 2000 and especially in the Arctic (Fig. 1G) . The timing of the decline coincides with the Authors' definition of historic and recent data and with the suggested exponential rise of predation in the Arctic (their Fig. 2AB and 3AB) . Indeed, the results are sensitive to variation in estimated exposure during the "historic period" (Fig. 1H) . Although the Authors correctly state that the estimated and true predation rates are highly correlated (using studies with quantitative information on exposure; see supplementary material in (5)), the true rate is typically underestimated for the higher B-values used by the Authors (Fig. 1I ). Given these issues, the main result -i.e. the apparent increase in daily nest predation rate over time, especially in the Arctic -may simply be an artifact. To further assess the robustness of the change in predation rate over time, we used only populations where nest predation rates were calculated based on known exposure (N=98). These analyses reduced the effect of year by ~50% (7) and resulted in weak, non-significant linear trends (Fig. 1CF) , suggesting that there is little evidence for changing predation rates.
Figure 1 | Spatio-temporal variation in daily nest predation rates of shorebirds.
(A-C) Predation rate in relation to year for different geographical regions; with interaction and using all populations (A), without interaction and using all populations (B), with interaction and using only the 88 populations with known exposure from the Arctic and North temperate region (C). The model behind (A) is ~18 times less supported by the data than the model behind (B) ( Table 1) . (D-F) Predation rate in relation to latitude for different periods: with interaction (period as two-level factor) and using all populations (D), without interaction (year as continuous variable) and using all populations (E), with interaction and using only the 98 populations with known exposure (F). The model behind (D) is ~70 times less supported than the model behind (E) ( Table 1) Table 1 for model description and comparison and (7) for details. (G) Temporal change in the percentage of populations in which exposure was estimated (following (10)) to calculate predation rate. Note the sharp decline in the Arctic compared to the other regions (for overall and region-specific changes, see (7)). (H) Modeled changes in predation rate over time assuming different values of B (proportion of nesting period observed; higher values indicate nests found sooner after egg laying) for populations with unknown exposure and year <2000 (leaving the original estimates for all remaining populations). This exercise explores the sensitivity of the results to using older studies where the stage at which nests were found is less certain. (I) Relationship between true and estimated predation rate for different values of B (N = 65 populations, as in (5)). The dashed line indicates a slope of one, i.e. estimated values equaling true values. (G, I) Lines and shaded areas represent locally estimated scatterplot smoothing with 95% confidence intervals. Circles in (G) represent data for 5-year intervals.
Finally, we note that nest searching effort and frequency of nest visits likely increased in recent years as researchers learned how best to obtain accurate estimates of nest survival (11) (12) (13) . Researchers also intensified their activities, e.g. capturing adults to band, tag and collect samples, and placing monitoring equipment near nests, which may increase predation rate (14) (15) . Thus, an increase in the quality of data reporting as well as increased research activity around nests may have further induced a time-dependent bias in estimates with an underestimation of true predation rates in the historic data (see above), and perhaps an overestimation in the contemporary data.
In summary, re-analysis of the Authors' data, evaluation of the quality and interpretation of the published data used, and considerations about changes in research methods over the past 70 years lead us to conclude that there is no robust evidence for a global disruption of nest predation rates due to climate change. We argue that the Authors' claim that the Arctic has become an ecological trap for breeding shorebirds is untenable. Each model is fitted with maximum likelihood and controlled for number of nests in a given population (ln-transformed) and for multiple populations at a given site or for a given species using site and species as random intercepts. Daily predation rate (dependent variable) was ln-transformed after adding 0.01, following (5 . Models including the interaction between time and geographical region/latitude do not improve the model fit or are much less supported by the data than models without the interaction. For model output and analyses of total predation rates see (7) . Note that we used quadratic or third-order polynomial terms to mimic the relationships depicted in the Authors' figures (5) . c Number of model parameters without the random effects. The difference in Akaike information criterion between the first-ranked model (AIC = 349.8) and the given model. e Akaike weight (wi): the weight of evidence (probability) that a given model is the best approximating model. f Evidence ratio: model weight of the first-ranked model relative to that of the given model, i.e., how many times the first-ranked model is more likely than the given model.
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In all model comparisons we assessed the model fit by Akaike's Information Criterion using maximum likelihood and the 'AIC' function in R 7 .
Testing global patterns
Geographical zones -Using Kubelka et al.'s data and model (see their Table S2A ), we first tested for the difference in patterns of predation rates between the geographical zones by testing for the interaction between 'mean year' of the study and five 'geographical zones' (Table S1A). We also specified a similar model, but with widely used 'lmer' function from 'lme4' package 4, 8 including species as a single random factor (intercept; Table S1B ). The results of the two models resulted in virtually identical estimates for the fixed effects, so in the subsequent analyses we specified all models only within the 'lmer' framework, while also fitting study site as random intercept to control for non-independence of data points (to avoid problems of pseudo-replication arising from using multiple data points collected from the same study site).
We then attempted to replicate Kubelka et al.'s tests (their Figure 2AB and Table S2 ), while explicitly testing the evidence for differences in predation rates across geographic zones (i.e. using interactions). We thus fitted 'mean year' (quadratic) in interaction with 'geographical zone' (five-level factor). We then compared this model with three simpler models (Table S2,S4,  Table 1 ): first, identical to the previous model but without the interaction; second model with the linear term 'mean year' in interaction with 'geographical zone', and a third model without this interaction (i.e. models we expected to find, but did not find, in Kubelka et al.'s Table S2 ). As the presumed increase in the Arctic predation rates ( Figure 2AB 3 ) occurred only after the year 2000, we also used the best fitting of the two interaction models ( Table 1, Table S4 ) on data limited to after the year 1999 (Table S5A , N = 94 populations).
We found that predation rates were similar across geographical zones, except for the Southern Temperate zone, which had lower predation rates than the other zones ( Figure 1AB , Table S2 ). Overall, the temporal change in predation rates was also similar across geographical zones ( Figure 1AB , Table S2 ), even if we limit the data to the period after year 1999 when the change -according to Kubelka et al. -should have occurred (Table S5A) . Importantly, the models without interaction were about 18 to 34 times more likely to be supported by the data than models with the interaction (Table 1 and S4). Table S6A ), we first tested how patterns of predation rates changed over latitude by including a three-way interaction between 'hemisphere' (Northern or Southern), 'mean year' and 'absolute latitude' (Table S1C ). We then also specified a similar model but using 'lmer' and species as a single random factor (intercept; Table S1D ). The results of the two models were also identical, so in the subsequent analyses we specify all models only within 'lmer' framework, while fitting also study site as random intercept to to account for non-independence of data collected in the same study site.
Latitude -Using Kubelka et al.'s model (see their
We then attempted to replicate the Kubelka et al.'s tests (from their Figure 3AB and Table S6 ), while explicitly testing whether temporal trends in predation rates varied with latitude (i.e. using interactions). We thus fitted (Table S3 ) one model with 'latitude' (third-order polynomial) in interaction with 'mean year' of the study; second model with three-way interaction of 'hemisphere' (Southern or Northern), 'absolute latitude' and 'mean year'; third model with 'latitude' (third-order polynomial) in interaction with 'period' (before or after year 2000); and fourth model with three-way interaction of 'hemisphere' (Southern or Northern), 'absolute latitude' and 'period' (before or after year 2000). We then compared these models to their simpler alternatives without any interactions (Table 2 and S4). Note that we have used a third-order polynomial of latitude to mimic the relationship Kubelka et al. depicted in their Fig.3 .
In accordance with the results on geographical zones (Table S2) , we found that predation rates were lower in the Southern hemisphere and increased globally over time, but without changing the latitudinal pattern (Table S3, S4 and 2) . Importantly, the models without interactions were better supported by the data than models with interactions and models with 'period' (i.e. testing for the relationship presented by Kubelka et al.'s Figure 3) performed the worst of all models, receiving 60 to 130 times less empirical support than the best-supported models (Table 2 and S4).
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Overall -Comparing the model for 'Geographical zones' together with the models for 'Latitude', we found that simple models without interactions fit the data better than models with interactions (Table 2 and S4). Shown are model estimates and 95% confidence intervals (CI) and random variances calculated from 'lmekin' model output 2 (A, C) and the posterior estimates (medians) of the effect sizes with the 95% credible intervals (CI) from a posterior distribution of 5,000 simulated values generated by the 'sim' function in R 6 (B, D). Variance components were estimated by the 'lmer' function in R 4 . Mean year and absolute latitude were z-transformed (by subtracting the mean and dividing by standard deviation). N = 237 populations representing 111 species. Shown are the posterior estimates (medians) of the effect sizes with the 95% credible intervals from a posterior distribution of 5,000 simulated values generated by the 'sim' function in R 6 . Variance components were estimated by the 'lmer' function in R 4 . Unless quadratics, mean year was z-transformed (by subtracting the mean and dividing by standard deviation). N = 237 populations representing 111 species. Shown are the posterior estimates (medians) of the effect sizes with the 95% credible intervals from a posterior distribution of 5,000 simulated values generated by the 'sim' function in R 6 . Variance components were estimated by the 'lmer' function in R 4 . Mean year and absolute latitude were ztransformed (by subtracting the mean and dividing by standard deviation). Mean year and absolute latitude were z-transformed (by subtracting the mean and dividing by standard deviation). N = 237 populations representing 111 species. For description see Table S3year .
s6 of s14 Akaike weight -the weight of evidence that a given model is the best approximating model (i.e., probability of the model). e Cumulative Akaike weight, f Evidence ratio -model weight of the first-ranked model relative to that of the given model (i.e., how many times is the firstranked model more likely than the given model). Shown are the posterior estimates (medians) of the effect sizes with the 95% credible intervals from a posterior distribution of 5,000 simulated values generated by the 'sim' function in R 6 . Variance components were estimated by the 'lmer' function in R 4 . Mean year was z-transformed (by subtracting the mean and dividing by standard deviation).
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Exploring the temporal change in predation rates
The general increase in predation rates found by Kubelka et al. -and confirmed in our analyses -can arise if field protocols and/or statistical methods change over time. In Kubelka et al.'s dataset, 59% (total N = 237) of populations lack the number of exposure days (i.e. the total number of days that nests were followed from finding until the nest finished (hatched, depredated, failed to other causes) that are needed to calculate daily predation rates according to Mayfield 9 , the method used by the Kubelka et al. 3 . Kubelka et al. derive such exposure days using nesting period (egg-laying + incubation period) of the species and a conversion coefficient introduced by Beintema 10 , which indicates how much of the incubation period (in case of Kubelka et al. of the nesting period) was observed, i.e. indicating when the nests were generally found. Kubelka et al. assumed that 0.9 of nesting period was observed if nests were found close to laying or nests searched daily, 0.6 if nests were found early in the nesting period or nests searched once-twice a week, or 0.5 if nests were found in the middle of the nesting period (N 0.5 = 11, N 0.6 = 114, N 0.9 = 14 populations). In other words, Kubelka et al. assumed that the vast majority of nests were found earlier than in the middle of the nesting period. However, such an assumption might be too optimistic for many populations. Even in a recent, intensive research scheme with multiple nest surveys per week by ~2-6-person teams at various Arctic sites, nests are rarely found at laying (mean across sites = 0.35 of nesting period, range: 0.22 -0.49; N = 10,716 nests from 16 sites monitored after 2000; Figure S1 ; using open-access data from the Arctic Shorebird Demographics Network 11 ). Importantly, the need to use 'Beintema conversions' might have changed over time. We have thus explored five ways how such 'Beintema conversions' affect the temporal change in predation rates. Note that one Arctic population was indicated as transformed in the Kubelka et al.'s dataset but lacked the actual transformation value. Nevertheless, its exposure was indicated in the Kubelka et al.'s dataset and present also in the original reference, i.e. this population should have been indicated as not transformed and we use it in the subsequent analyses as such.
First, we visualized how the number of populations that required a 'Beintema conversion' changed over time (Figure 1G and S2; using locally estimated scatterplot smoothing). We reveal a steady decline in the number of studies lacking exposure data, i.e. studies where Kubelka et al. used the Beintema conversion. The decline is particularly dramatic after 2000, which corresponds with Kubelka et al.'s distinction between before and after 2000 period, and especially in Arctic which corresponds with reported exponential increase in the predation rates in Arctic.
Second, we used the Kubelka et al.'s populations with known (i.e., termed "true" below) number of exposure days, known nesting period length, and known fates (N = 65) and estimated daily predation rates with varying conversion coefficients (0.5 × observed proportion of nesting period × nesting period × (number of nests depredated or failed to other causes) + (observed proportion of nesting period × nesting period × (number of hatched and infertile clutches). We then visualized the new daily predation rates against the original values to investigate how this method over-or under-estimates the daily predation rates. Despite the strong correlation between true daily predation rates (i.e. those extracted from the literature) and the newly derived ones 3 , we found severe over-and under-estimation depending on the 'proportion of nesting period' assumed for the calculations (Figure 1I and S3) . If we assume that only 0.1-0.4 of the nesting period is observed, the predation rates are severely over-estimated for all (in case of 0.4 for most) original values ( Figure 1I and SB). Assuming that nests are observed for half of the nesting period, overestimates the low true values and underestimates the larger ones. Assuming that nests are observed for longer than half of nesting period (>0.5), further overestimates the predation rates, including the lower true values.
Third, we explored how the increase in predation rates over time ( Figure 1A -F) changes if we vary proportion of observed nesting period (i.e. Beintema's coefficient) from 0.1 to 0.9 for populations with mean year <2000 and lacking exposure days (i.e. populations where Kubelka at al. used Beintema coefficient to calculate exposure). In other words, we assumed that intensive nest searching used by Kubelka (i.e. nests found before or during mid-nesting period) is always valid for data >2000, but uncertain for data <2000. To each dataset we fitted a model with 'mean year' of the study as a fixed effect, controlling for number of nest (ln-transformed) and site and species as random intercepts. We then plotted the model predictions ( Figure 1H ). This exercise revealed sensitivity of the data to the 'Beintema conversion' ( Figure 1H ) with conversion factors <0.5 (which were never used by Kubelka) generating statistically non-significant year effects, sometimes even in the opposite direction than reported by Kubelka et al.
Fourth, we tested for the effect of mean year on predation rates by using only data with known exposure days or predation rates (N = 98 populations; Table S6 ). First, we fitted two models: first with latitude (3 rd polynomial) in interaction with year, and second with three-way interaction of hemisphere, latitude (absolute) and year. Then, we fitted an additional two models using only Arctic (N = 46 populations) and North Temperate zone (N = 42) data (the other zones contained only 0-5 populations): first model with mean year (quadratic) in interaction with geographical zone, the second model with linear mean year in interaction with geographical zones. We then also fitted the same four models but without interactions (Table  S6) . We found no support for interactions, the geographical effect or the year effect (Table S6, Figure 1CF ).
Fifth, we explored how the mean year effect changes when we exclude 10 sparsely distributed data points < 1970 (as all above mentioned models underestimate the effect of these populations). Using model with mean year as a predictor (same as Kubelka et al. in Table S2a ) and site and species as random intercepts reduced the original Kubelka et al.'s year effect by 59% (Table S5B) , revealing the influence of the 10 early data points. Shown are the posterior estimates (medians) of the effect sizes with the 95% credible intervals from a posterior distribution of 5,000 simulated values generated by the 'sim' function in R 6 . Variance components were estimated by the 'lmer' function in R Shown are the posterior estimates (medians) of the effect sizes with the 95% credible intervals from a posterior distribution of 5,000 simulated values generated by the 'sim' function in R 6 . Variance components were estimated by the 'lmer' function in R 4 . Mean year and absolute latitude were ztransformed (by subtracting the mean and dividing by standard deviation). N = 98 populations representing 49 species.
Estimating repeatability of extracting information from the sources about 'Beintema conversion'
For 38% of 128 populations (where Kubelka et al. assumed that more than 50% of nesting period was observed) we were unable to find information in the reference to suggest such assumpiton was appropriate. For sources where we found some relevant information about nest searching intensity and about when within nesting period most nests were found, a different person extracted the information a new for 73 sources. The conclusions differed in 30% of the sources.
Exploring within-population changes in predation rates over time Kubelka et al. tested for within-population change between periods (before and after 2000) in 9 populations at 7 sites and found a significant effect of period on the daily predation rates, where daily predation rates increased after 2000. We reviewed the references used by Kubelka et al. using their criteria for including populations (≥2 years and ≥12 nests with known fate for each period). We found information for a total of 23 populations. The 23 included 7 of the 9 included by Kubelka et al; for the remaining two, we were unable to obtain the necessary information for one (Vanellus vanellus in Czech Republic; Kubelka in litt.) and we found that the other population included only 13 nests after 2000 and the observation period was not known for most of those, so we excluded that population from further consideration Calidris melanotos at Kuparuk, Alaska 11 ). One population not included by Kubelka et al. was from a low latitude (28° N); we excluded this population because, Kubelka et al. report the increased predation rates only for higher latitudes. For the remaining 22 populations (Table S7) , we calculated daily predation rates based on the information we found in the literature or unpublished datasets, using the Beintema transformation when necessary (using 0.5 when we found no information to indicate that most nests were found prior to the midpoint of incubation, or 0.6 if nest-searching was conducted at least weekly or nest age at discovery was less than half of the nesting period). Our predation rate values occasionally differed from Kubelka et al.'s when we found additional data (years or nests) that were excluded by the Kubelka et al. or when we applied a different value for the Beintema transformation (Table S7) With the 22 populations, we then explored the consequences of the Beintema transformation for the apparent withinpopulation change. We applied the above model separately to two groups: first, the populations for which the Beintema transformation was consistently needed (applied to both periods, or never applied; N = 13 populations at 5 sites; Figure S4a) ; and second, the populations that required the transformation in only one period, which was before 2000 in all cases (N = 9 populations at 3 sites; Figure S4b ). For population with the consistent transformation, the effect of period dropped by 50% from our initial effect (β period = 0.29) and became statistically non-significant (β period = 0.14, 95% CI = -0.11 to 0.39, p = 0.28). For populations where the transformation was necessary only for the period before year 2000, the effect increased by 34% from our initial effect and remained significant (β period = 0.49, SE = 0.20, p = 0.02). This suggests that using the Beintema transformation during only one of the two periods could explain the apparent effect of period on daily predation rates in the larger dataset.
Finally, for the 9 populations that required the transformation only before 2000, we conducted a sensitivity analysis for the value of the Beintema coefficient (B). Originally, we used B = 0.5 for all 9 populations because nest-searching was conducted less than weekly or no information was provided. However, as discussed above, at least in Arctic populations values higher than B = 0.6 (when nests are on average found just before the midpoint of the nesting period) are unlikely to be valid even in modern studies (see above), and B = 0.5 is sometimes more appropriate even with extensive nest-searching effort ( Figure  S1 ). Values lower than B = 0.5 were not considered by Kubelka et al., but would be appropriate if nests were found late in incubation or near hatching , which is likely for studies with less than weekly nest searching effort or for cryptic species. We thus varied Beintema coefficient from 0.1 to 0.4 to evaluate the sensitivity of the change in predation rate between periods to the assumptions made for the Beintema transformation. We then fitted the same model as above, using each value of B in turn. For this sensitivity analysis, we excluded one population for which the pre-2000 values were calculated from two different references, only one of which required the transformation (Whimbrel Numenius phaeopus at Churchill, Manitoba). We found that all values <0.5 resulted in a nonsignificant effect of period (p ≥ 0.14), and in the most extreme case (B = 0.1), the direction of the effect was opposite to the one found by Kubelka et al. and of the same magnitude ( Figure S5 , Table S8 ). In other words, smaller B values often produced higher daily predation estimates for before 2000 data than for after 2000 data ( Figure S5 ), which often resulted in a conclusion that predation rate was not higher after 2000 than before 2000.
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With no information provided in the sources for nest-searching frequency or age at which nests were found, it is impossible to tell which B value is most appropriate for many published studies. However, it seems likely that values of B < 0.5 would sometimes be appropriate for the studies from the 1960s and 1970s, especially if nests were found opportunistically or with low nest-searching effort. Given the sensitivity of the apparent change in daily predation rates to the value of B that was selected, and the lack of any change in daily predation rates in populations for which predation rates were known or B was applied consistently, the apparent increase in predation rates after 2000 detected by Kubelka et al. might have been a methodological artefact. Table  S7. s13 of s14 Table S7| Shorebird populations used in re-analysis of within-population changes in daily predation rate from historic (<2000) to recent (≥2000) periods. 
