In other models, migration has been more explicitly controlled [Alley, 1986; Datta and Peralta, 1986b; Solaimanian, 1989; Lefkoff and Gorelick, 1990; Dougherty and Marryott, 1991] . A representative goal has been to impose constraints on the concentrations that will exist at control locations at prespecified points in time. Cited approaches to constrain future concentrations differ and apply to differing conditions. One of the most complicated nonlinear two-dimensional transport problems is the one addressed herein, optimizing unsteady extraction of contaminated water from many wells to achieve target concentrations all around the pumping wells, when concentrations are functions of initially unknown flow fields resulting from the pumping rates being optimized. This paper differs from previous works in the degree or manner in which this is achieved. Willis [1979] used the embedding technique to develop a model to manage groundwater quality. He used the Galerkin finite element method to approximate both flow and transport equations. The model was then decomposed into two independent subproblems and solved using linear programming.
Gorelick et al. [1984] presented a methodology to address the nonlinearity in the flow and transport equations when the response matrix is used. They used a simulation saturated unsaturated transport (SUTRA) model [Voss, 1984] to compute the Jacobian of the nonlinear constraints (transport equation) with respect to each decision variable (pumping or injection) after each iteration. This Jacobian and other constraints are used as linear constraints for a subsequent optimization model. Ahlfeld et al. [1986] tested the same procedure on a hypothetical system of 100 nodes. They concluded that computational costs are dominated by the repeated simulations required to compute the JacobJan and that this characteristic limits the use of this methodology to problems with few decision variables. To avoid the repeated computation of the Jacobian matrices after each iteration, Ahlfeld [1990] used sensitivity theory to derive a general relationship for computing each element of the Jacobian. Wanakule et al. [1986] followed the same general approach as Gorelick et al. [1984] but used an analytical method to develop the Jacobian for purely volumetric optimization. Dougherty and Marryott [1991] applied the simulated annealing methodology to groundwater management. They concluded that further testing and improvements can be expected. Culver and Shoemaker [1992] used the successive approximation linear quadratic regulator (SALQR) method for groundwater remediation. They used different time steps for both the optimization model and the numerical ground. water model. These recent papers did not attempt to improve applica. tion of the embedding approach to solute transport management. The lack of interest in this goal is probably the result of two factors. First, the embedding method is appropriate for only a small subset of management problems [Peralta and Killian, 1987; Peralta and Datta, 1990; Datta and Peralta, 1986a] . Second, some previous researchers anticipated or reported difficulties in applying the embedding approach, especially for transient flow conditions [Gorelick, 1983; Tung and Kolterman, 1985; Yazdanian and Peralta, 1986 ]. Utilized optimization algorithms sometimes had difficulties with lower-upper basis factorization when banded matrices were involved (such matrices always exist in embedding models). The result was numerical instability. This paper shows a way of considering solute transport in addressing problems for which the embedding method is desirable. It presents a procedure that overcomes difficulties previously associated with using the embedding method. It shows an integrated way of implementing the embedding method for optimizing pumping and groundwater quality management in complex aquifer systems having unsteady pumping and transient nonlinear flow and transport. To aid implementation, the method is contained within an interactive program. Included contributions are both linear and nonlinear version of the flow and transport optimization model and, as is described later, partitioned and combined forms of the flow equation for both linear and nonlinear models. The presented linear cyclical differencing approach permits optimizing unsteady pumping, while extracting contaminated water from cells at which pumping, concentration, and head are simultaneous unknowns.
The presented method is useful for large-scale, long-term reconnaissance level planning. It is also suitable for situations in which the embedding method is commonly preferred, systems in which a large proportion of the cells have pumping decision variables and require head constraints . It is also appropriate for reconnaissance planning if a large proportion of the cells have piecewise variable-head dependent functions to describe fl0w processes. This is a common feature of areas having wetlands and drained and irrigated agriculture. There, evap0-transpiration (Et) and flow from drains vie with pumping from wells as significant groundwater discharges.
2.
Term Definitions
Accessed Algorithms
Modular in-core nonlinear optimization system (MINOS) [Murtagh and Saunders, 1987 ] is a large-scale optimization system for solving sparse linear and nonlinear problems. it solves linear problems using a modified primal simplex approach. When nonlinearities are only in the objective function, MINOS uses a reduced-gradient algorithm with a quasi-Newton algorithm. It addresses nonlinear constraints using a projected augmented Lagrangian algorithm. It attacks lower-upper (LU) factorization of the basis matrix using a Markowitz ordering scheme and Bartels-Golub updates. This feature especially helps with addressing the sparse, highly ordered matrices typical of embedding models.
The Generalized algebraic modeling system (GAMS) [Brooke et al., 1988 ] simplifies use of several optimization algorithms, including MINOS. GAMS is a high-level language which integrates use of relational databases and mathematical programming. It includes the discrete nonlinear programming (DNLP) option. DNLP addresses problems containing nonsmooth functions. As will be seen later, it permits use of maximum, minimum, or absolute value declarations within equations.
Iteration and Cycle
The term iteration refers to processing within the MINOS solver. All equations composing the optimization model are solved during a particular iteration. Many iterations are usually required before MINOS halts computation and declares that an optimal solution is found. However, when addressing a nonlinear problem using a linear surrogate, that optimal solution might not be the best stopping point. Thus, after reinitialization, another optimization (cycle) might be performed. Many cycles might be needed before a satisfactory optimal solution is found. The general procedure is as follows: (1 Dispersivities are computed using known velocities from the previous cycle. Using (4) while cycling and using known velocities for dispersion greatly speed the process of converging to optimal solutions. Because of the linearization and partitioning of the advection-dispersion, this process could be termed cyclical linear differencing. Heads used to compute velocities and flow rates are from the finite difference approximation shown in (2). Pumping, heads, velocities, and concentrations are all computed simultaneously. where Ea is the potential evapotranspiration in cell 6; hs a is the potentiometric surface elevation below which the evap0-transpiration rate begins to decrease; ds a is the extinction depth in cell 6 (depth below hso at which there is no evapotranspiration); and min (r, s) is a function which equals the lesser value of the expressions r and s. where g3 s is an initially unknown steady groundwater pumping beyond the planning period. It is determined by the model during optimization using a set of steady state flow constraints, which are solved simultaneously with the transient flow constraints of (2). Knapp and Fienerman [1985] give a good rationale for the importance of sustained yield groundwater planning.
Other and on river-aquifer interflow occurring within specified groups of fiver cells.
Integrated Approach Solution Technique: Switching Between Linear Versus Nonlinear and Partitioned Versus Combined Options
The USUEM user can formulate the management problem utilizing either combined or partitioned versions of linear or nonlinear constraint equations. Reasons for having these options are explained below. Also, the user can apply either the linear or the nonlinear model in any cycle. The ability to switch from one to the other can be useful and necessary if one of the options is experiencing numerical difficulties. The switching ability is an important feature of the integrated embedding modeling approach.
Linear Versus Nonlinear Options
Good reasons for using the linear model to solve groundwater management problems include solution speed and global optimality of solutions. A linear model is easier to solve and generally solves more rapidly than a nonlinear model. We obtained essentially the same results from both models. Our comparisons involved several test cases and a range of initial guesses of optimal solutions for both models. The DNLP formulation can help because therein Et, fiver and drain-aquifer interflow, and flow reduction are described by equations which are more realistic for the heads and pumping values being optimized. These fluxes are varied and adjusted within the model to get an optimal solution. In this study some scenarios were run using both formulations. When infeasibilities were obtained using the LP formulation, the DNLP model was successful. Developing good initial guesses of the solution is important. Once a feasible solution is obtained, the linear formulation usually converges more rapidly than the nonlinear model. In addition, it is easier to solve slightly modified versions of the original problem. Solution time is dependent on the initial guess.
The LP model is useful for its ability to compute globally optimal solutions. The optimal solution to a linear problem is always globally optimal. However, it is difficult to prove that the optimal solution to a linear surrogate of a nonlinear problem is globally optimal. Similarly, it is not theoretically easy to prove that the solutions computed by the DNLP model are g!obally optimal, especially in the presence of different processes that can be described by concave and convex functions according to parameters that might change from one cycle to another. However, it is possible to get a feeling of proximity to global optimality of a nonlinearly optimal solution by running the LP model using results from the nonlinear formulation. Our experience has been that both LP and DNLP models developed by USUEM ultimately compute almost the same optimal strategies. This has involved several test cases and a wide range of different initial guesses (of the optimal strategy) for both models.
Partitioned Versus Combined Options
Another desirable feature is having both partitioned and combined forms of the flow equation. In the partitioned form, each flux that can be described by piecewise function is represented by a separate variable and equation (or set of equations). In the combined approach there is only one flow equation per cell and only heads and pumping are variables. The partitioned form is more useful in the initial stages of optimization for identifying processes and data that cause constraint violations. The combined form is more useful later because it requires less memory and solves more rapidly. There is also concern about water quality, especially in the southwestern part of the valley [Waddell et al., 1987b] . A large plume of dissolved solids and sulfates is moving toward wells and the Jordan River. To date, the plume underlies primarily commercial/industrial or agricultural activities and has not impacted significant residential areas [Baskin, 1990] . There are also isolated industrial plumes in the upper layer that can be hazardous if water migrates downward to the lower aquifer.
Application Background
Elwell and -feet (164,122,000 m 3) or 183  feet 3 s -1 (5.18 m 3 s -1) [Allen, 1990] To prevent these problems, planners need a reliable tool for developing desirable management strategies. The model described earlier is used here to compute optimal sustainable groundwater pumping strategies, subject to specified physical and managerial constraints. 
Drawdown contours in layer 2 after 20 years of the unoptimized scenario, in feet (1 foot =
The main concern is the movement of sulfate toward pumping wells and the Jordan River. Figure 4b shows the 500-ppm sulfate contour moving to the east where most of the pumping is occurring. The sulfate will move about 2 miles (3.2 kin) in the next 20 years in the eastern part of the subsystem. If current pumping is continued, sulfate concentrations will be a problem in most subsystem pumping nodes.
Only the southeastern portion of the study area is expected to continue satisfying the 500-ppm standard.
Upper and Lower Bounds Used in the Management Scenarios
Upper and lower bounds used in scenarios A-D (described in section 7.3) and the sensitivity analysis are summarized as follows. The lower bound on pumping is 80% of current pumping. The upper bound on pumping equals current pumping for cells where there is a current moratorium preventing increased pumping and 4 times current pumping for other pumping cells. 
Scenarios Considered
The model is used for different scenarios to demonstrate the interaction between quality and quantity management. To most economically solve the subsystem contamination problem, other measures beyond the scope of this study might be taken. Tested scenarios involve maximizing sustainable pumping, and in some cases, avoiding the groundwater quality deterioration resulting from management strategy implementation. An implicit goal is that any increase in pumping should not unacceptably affect the Jordan River or cause poor quality water to flow from layer 1 (the upper layer) to layer 2 (the principal aquifer) in selected sites. To attain these goals and variations thereof, the following scenarios A-F are tested:
1. Scenario A is to maximize steady state pumping. 2. Scenario B is to maximize unsteady state pumping for a planning period of 20 years, subject to a constraint that the pumping not decrease with time and that pumping at the end of that era be sustainable. Total pumping is less than in previous scenarios. Two percent of pumping is given up to achieve the quality enhancement described below. Otherwise, drawdowns and fluxes are generally similar to those computed by scenario B. Regionally, pumping increased (above current pumping) in fewer cells than in scenario B.
In the subsystem where quality is modeled, pumping 
Scenario D: Quantity and Quality Management Using the Standard (500 ppm) as Target Concentrations
Time-averaged optimal pumping exceeds current pumping (Table 1) In regard to the above constraints the following observations can be made. Assuming that the average level will remain constant for the next 20 years, constraint 2 should not be relaxed to enhance water quality goal achievement. The large number of pumping cells at their upper and lower bounds (constraint 3) suggests that total pumping can be increased by increasing upper bounds and decreasing lower bounds. These upper and lower bounds reflect management decisions and should be chosen carefully to realistically describe the practical future. Reducing the lower bound on pumping below 80% of current pumping can be politically infeasible. Although constraint 4 is tight, reported marginals suggest that it is not as limiting as previous constraints. Also, it is important to limit drawdown within an acceptable range to avoid dewatering partially penetrating wells. In previous scenarios, constraint 5 is only tight in two or three of eight reaches. This and the value of the marginal suggest that this constraint is not very limiting. In fact, in some reaches the recharge is higher than the current recharge. To achieve this scenario's goal, nq in the objective function (equation (1) Average computed pumping is greater than that of scenarios D and E and current pumping. Drawdowns are most similar to those of scenario E. Although the water quality goal was not achieved, concentrations in the five target nodes of column 15 are lower than in any other scenario. Table 2 illustrates how average concentrations in the final column decrease as efforts to reduce concentrations increase (i.e., scenarios C-F).
Sensitivity Analysis
The effect of changes in aquifer parameters, bounds, and constraints on total regional pumping was evaluated (Table  3) . Total pumping is somewhat sensitive to most changes but is quite sensitive to vertical river-aquifer conductantes. Since most increase in pumping comes from reducing base flow and these parameters directly affect stream/aquifer interflow, one would expect these conductances to affect pumping significantly. Total pumping is also quite affected by the upper bound on pumping in individual cells. Total sustainable pumping is relatively unaffected by storage coefficient and specific yield.
The sensitivity of scenario D to assumed dispersivities was also evaluated. In four sensitivity analysis runs, values used initially in scenarios C-F were multiplied by 0.0, 0.5, 2, and 10, respectively. Resulting computed pumping is relatively unaffected. The number of pumping nodes having tested above reflect what can be reasonably done to maximize sustainable pumping and control pumped concentrations. Computed optimal sustainable groundwater pumping can be 127% of current pumping. However, this assumes no special consideration is given to controlling migration of a large contaminant plume. To avoid degrading groundwater quality at pumped wells below that currently projected, the maximum sustainable pumping can be 125% of current pumping. Thus there is a minor 2%, 3 feet 3 s -1 (0.08 m 3 s -1) trade-off between a purely volumetric goal and achieving both volumetric and quality goals.
Water quality goal achievement can be enhanced by increasing the value of its weight in the objective function. However, the natural hydraulic gradient near that plume is very steep. Without placing wells in currently nonpumping cells, using injection, or denying some existing water permits, it is not practical to prevent some well concentrations from exceeding health standards. However, plume movement toward the Jordan River can be slowed.
An interesting observation is that two-flow optimization models (neither of which considered transport) both computed the same optimal strategy, although one was much simpler than the other. A steady state model gave the same answer as a model that included (1) transient flow constraints, (2) terminal (steady state) constraints, and (3) monotonicity constraints which prevented pumping from decreasing with time. This result supports use of steady state optimization models for regional sustained groundwater yield planning. 
