Formulation of the Problem
Remark 1: If Ts, Fw and T^. denote the class of strongly-, weakly-, and mean-feasible solutions respectively, while J( a ) stands for the class of feasible solutions with reliability coefficient a, it is easy to see that
The concepts of mean and median feasibility coincide (i.e., T^ = .T^o.s)) in many cases, including when B has a symmetric distribution.
Remark 2: A sufficient (and almost necessary) condition for a solution x to be weakly feasible is F(Cx) > 0.
Remark 3: All the above-mentioned notions of feasibility in the stochastic knapsack problem reduce to the notion of feasibility in the deterministic problem when B is degenerate. This justifies our subsequent search for a suitably defined optimal solution to be restricted to one of the above defined class of solutions.
Remark 4: A binary vector x is a strongly feasible solution to S-KNAP(P, C, B(F)) if and only if it is a feasible solution of KNAP(P,C,BL). Thus, the requirement of strong feasibility reduces the problem to its deterministic counterpart. Hence, we will be mostly restricting ourselves to weakly feasible solutions. However, the methodologies described here should be valid if one confines oneself to the classes T^) or T^ with minor modifications.
Redefining Optimality:
The definition of weak feasibility necessitates appropriate methods for dealing with the profits accrued from a solution when the random budget value falls below its cost. We use two approaches to deal with such situations. In the first approach, we discard any profit accrued from a solution if it is infeasible in a given scenario (i.e., for a given value b of B). In order to distinguish it from the profit in the non-stochastic problem, we will refer this profit n T (x,b) =Pxx Icx<b as the truncated profit of the solution. (I is the usual indicator function.) In the second approach, we accept profits accrued from solutions whose costs exceed the budget, (but not Bu), but also include a penalty for the portion of the cost of the solution exceeding the budget. The profit value, thus obtained, n P (x,b) = Px -«(Cx -b) x Icx>b is called the penalized profit of the solution, d(-) is called a penalty (or recourse) function. In this work we restrict ourselves to linear penalty functions (i.e. -ft(t) = 0t), although some situations may warrant more steep (viz. exponential) penalties. Note that both the truncated and penalized profits of a solution, being functions of B, are themselves random variables.
The most direct way of defining optimality for static stochastic 0-1 knapsack problems is to maximize the expected value of the truncated or penalized profits. The two profit criteria will, in general, lead to different optimal solutions. Another common approach to optimization in stochastic problems is in terms of the regret associated with a solution. Let us define the loss L(x|B = b) associated with a solution x as L(TTf(x^,b) -FTj(x,b)), where x£ is the maximum profit solution when the budget B equals to b, J = T or P, and L() is a non-decreasing function on (0,oo). An optimal solution may be defined as the one having minimum expected loss or regret, the expectation being taken over b. A third approach could be to find a solution with the minimum maxb L value. This corresponds to the minmax regret solution studied in Averbakh [2] .
We confine ourselves in this paper to the first two approaches to optimization. The following lemma shows that the two are equivalent when L(-) is linear (i.e. L(t) = at, which is the most common form of loss and adopted here). •
We now obtain the general expressions for E [FTj(x, b)]. It is easy to see that the expected value of the truncated profit is
JB L which implies that if we adopt the policy of discarding the profit accrued from solutions when they are infeasible in a scenario, then S-KNAP can be formulated as 
T-KNAP(P,C,B(F)) =argmax{Z T (x) =Px-F(
Remark 5: In the T-KNAP(P,C,B(F)), there is no loss of generality in restricting the solution space to Tw, because for Zy(x) = 0 for any x with Cx > Bu-That is not the case for P-KNAP(P, C, B(F)), where for some problem instances with a low enough value of 9, there may exist a xo with CXQ > Bu such that Z P (x 0 )<max{Zp(x): Cx < B u , x€{0,1} n }.
The justification of excluding such solutions in our consideration lies with the fact that the optimal (in any formulation) of a stochastic knapsack problem should reduce to that of a maximum profit solution of deterministic knapsack problem when the budget B has a degenerate (single-point) distribution.
Remark 6: Literature on general stochastic integer programming problems suggests mainly two approaches to deal with randomness in constraint coefficients. The first is through recourse functions, a special case of which is essentially our P-KNAP formulation. The second practice is to limit to the feasible solution belonging to ^(a)? however without any alterations in the objective function (unlike our P-KNAP or T-KNAP formulation).
We conclude this section with deriving the functional forms of ZT(X) and Zp(x) for some common probability distributions. Since Zy(x) = Zp(x) = Px for all strongly feasible solutions, the expressions given below are valid for other weakly feasible solutions only. 
Solution Techniques
We devise exact algorithms for solving T-KNAP(P,C,B(F)) and P-KNAP(P,C,B(F)) in the Subsection 2.1. While the general version of the latter problems are well-studied in the literature, and consequently several efficient exact algorithms exist, we also present an exact algorithm not only for the sake of completeness, but also because a presented variation of this algorithm can be useful when one has only limited knowledge of the probability distribution. We also experience the worth of knowing the exact form of the distribution in terms of computational speed. We present a heuristic of these problems in the Subsection 2.2.
The Exact Algorithm
The exact algorithm that we consider for solving both T-KNAP(P, C, B(F)) and R-KNAP(P, C, B(F)) is a depth first branch and bound algorithm (DFBB). The pseudocode for the general DFBB procedure is provided in Figure 1 . There are two problem-specific functions in the procedure, CalculateObjective(-) and CalculateBound(-). The CalculateObjective(-) function is easily implemented using expression (2) for T-KNAP(P, C, B(F)) and expression (5) for P-KNAP(P, C, B(F)) respectively. Therefore the remainder of this subsection is dedicated to the definition of the CalculateBound(-) function for both the problems.
We will use the following notation in this subsection. A vector x = (xi ,X2,... ,x a ), a < n, x € {0, l} a is referred to as a partial solution. Any vector x = (xi ,X2,... ,x n ) € {0,1} n such that Xi = xt for i = 1,... , a is called a realization of x. We denote by pj the ratio £f for j = 1,... , n, assume that pi > p 2 > • • • > Pn> and define p n +i = 0. We also denote n a = ££=1 V)% b a = 2ZjLi Pj*j> Therefore an upper bound for the maximum value of Zp(x), for all realizations x of x is given by
where 
using F(-) and fi(-) as defined in Example 3.
The Heuristic
The heuristic developed for both T-KNAP(P,C, B(F)) and P-KNAP(P,C, B(F)) is based on local search using a 2-swap neighborhood structure. The initial solution for local search was obtained following a greedy procedure.
The greedy procedure considers the elements of E one by one in a non-increasing order of profit to cost ratios and adds them to the knapsack if such an addition improved the objective function value (i.e. Z T (0 in the case of T-KNAP(P,C, B(F)) and Z P («) in the case of P-KNAP(P,C, B(F))). It stops when all the elements in E have been considered.
Once the greedy solution is obtained, the local search procedure is started using the greedy solution as the current solution. The local search procedure performs iterations until a stopping condition is reached, after which it outputs the current solution at that stage and terminates. In each iterations, all 2-swap neighbors of the current solution, i.e. solutions obtained by either throwing out one of the elements in the current solution, or adding one element into the current solution, or both, are examined to see if any of them have a better objective function value than the current solution (i.e. are better neighbors). If a better neighbor is found, then the neighbor with the best objective function value is denoted the current solution and the iteration is over. If no neighbor is better than the current solution, then the stopping condition is said to have been reached. A pseudocode of our local search heuristic is presented in Figure 6 .
In the next section, we report the results of computations using the algorithms developed in this section.
Computational Experience
We performed some computational experiments to evaluate the performance of the algorithms developed in the previous section. We report our observations here. It should be noted that these observations are preliminary in nature, and need to be validated by more extensive computational experiments.
We generated ten problems , two each of sizes 15, 20, 25, 40, and 60. The cost values (CJ 's) for each of the problems were chosen from a discrete uniform distribution supported on {1,2,... , 100}. In one set of problems, consisting of one problem of each size, the profit values (pj's) were generated independently from a discrete uniform distribution supported on {1,2,... ,100}. The problems in this set were called the uncorrelated problems. The £f ratios in these problems were observed to vary between 0.02 and 50.0. In the remaining problems, referred to as strongly correlated problems, the profit values were chosen so that the £f ratios were from a uniform distribution supported on [0.9,1.1]. We label each of the problems using the nomenclature "xy" where x was V or "s" depending on whether the problem was uncorrelated or strongly correlated, and y denoted the problem size. For example, the problem "u25" refers to the uncorrelated problem with 25 elements.
In our computation, we considered two probability distributions to model the randomness of the budget B, namely the Uniform and the Normal distribution. The computations were conducted on a Pentium 200 MHz computer running the Linux operating system. The maximum time allowed to solve a problem was set to 500 CPU seconds. If a run did not complete in the time allotted, then the corresponding entry is marked with a '-' in our tables. The CalculateBound(-) function for T-KNAP problems was implemented using expression (17) when . Preliminary experimentation with the CalculateBound(-) function for P-KNAP problems showed that expression (21) did lead to upper bounds of extremely poor quality. Therefore when B was uniformly distributed, expression (22) was used. When B was normally distributed, the bound was obtained by using a search algorithm to find the position of the maximum value of the relaxation of Zp(-) in the various intervals.
Characteristics of the Optimal Solution:
The profit sums, costs, and the respective objective function values of an optimal solution x* for T-KNAP problems and P-KNAP problems are presented in Tables 1 and 2 . Note that the optimal solution, in either approach, need not be unique, and there may exist other optimal solutions with different profit and cost sums. In this part the optimal solution that we refer to was generated by our algorithms described in the Subsection 2.1.
The costs of the optimal solutions were observed to be closer to B L in all cases than to By. This closeness (to BL) was measured by computing the expression ^*~^ where C* was the cost of our optimal solution. For P-KNAP problems, increasing the 9 value amounts to increasing the penalty for infeasibility, and hence the costs of the optimal solutions were closer to BL at higher 9 values than at lower 9 values as seen in Table 2 . Disregarding profit accrued from an infeasible solution is a way of (severely) penalizing infeasibility; hence the costs of the optimal solutions to T-KNAP problems were even closer to BL. The closeness was also more pronounced for uniformly distributed B than for normally distributed B, since the heavier left tail of the uniform distribution imposed a stronger penalty for exceeding the budget. Similar behaviour is expected for all distributions with a equal or heavier left tail. Not surprisingly, in a few of these problems, especially when the range of the Uniform distribution was taken to be relatively small, the optimal solution was observed to be even strongly feasible. Another interesting observation regarding the measure of closeness of optimal solutions to BL values for P-KNAP problems was that it was not affected by the size of the problems. ' The objective values of the optimal solutions were seen to increase with a decrease in the length of the interval [bi, b u ]-This is actually a direct effect of an increase in bi, which by our choice is associated with the reduction in length of the [bi, b u ] intervals.
Note that for all the problems that we considered, the optimal solutions output, for T-KNAP as well as P-KNAP problems, were mean feasible (and consequently median feasible, since both the uniform and the normal distributions are symmetric). Hence, we could have restricted ourselves to solutions in T^ or T^o.s) for T-KNAP problems, as well as for P-KNAP problems with at least moderately large 9 values. Such a restriction would have made the calculation of bounds faster. We believe that this observation would be valid for many common distributions encountered in real-life problems. Table 3 presents the number of nodes expanded by the DFBB algorithm and its execution time in CPU seconds for the case in which the budget B was uniformly distributed. Table 4 presents the same observations for the case in which the budget B followed a normal distribution.
Performance of the Exact Algorithm:
In both tables we observe that the time taken to solve strongly correlated problems was much higher than the time taken to solve an uncorrelated problem of the same size. This observation is in line with similar observations for deterministic 0-1 knapsack problems (refer Martello and Toth [10] ).
For P-KNAP problems, in general, the number of nodes expanded and the execution time of the DFBB algorithm increased with increasing 9 value. We also saw that the execution time and the number of nodes expanded in the DFBB tree increased with increasing length of the [bi, b u ] interval in case of T-KNAP problems but decreased in case of P-KNAP problems. Exceptions to this trend were noticed in strongly correlated T-KNAP problems in which B was uniformly distributed and in P-KNAP problems with 8 = 10 and normally distributed B.
The time needed to expand a node was much higher for P-KNAP problems in which B was normally distributed. This was because, in these problems, the calculation of upper bounds involved a search procedure, which took more time. The bounds found in this manner are however seen to be very effective, since the number of nodes expanded in these problems were much lower than the number of nodes expanded in similar size problems in which B followed a uniform distribution supported on the same interval.
Performance of the Heuristic:
The local search heuristic developed in the previous section performed very well, both in terms of solution quality as well as execution times. Our computational experience with this heuristic is summarized in Tables 5 and 6. Notice that it took less than 0.05 CPU seconds on each of the T-KNAP problems, and less than 0.15 CPU seconds on each of the P-KNAP problems. The average suboptimality was less than 0.07% for T-KNAP problems and 0.048% for R-KNAP problems. Local search performed better when B was normally distributed than when it was uniformly distributed.
Summary and Directions of Future Research
In this paper we consider a static stochastic 0-1 knapsack problem in which the budget is random. The relevant literature is very briefly surveyed in the introductory section. In Section 1, we formally define the knapsack problems that we study here. We extend the concept of feasibility of a solution for deterministic knapsack problems, to define strongly feasible solutions that are feasible for all possible values that the budget may assume, and weakly feasible solutions that are feasible only for a range of the possible values of the budget. We also define alternative concepts of solution feasibility like mean feasibility and feasible with a reliability coefficient. We revise the expression of the objective function value of the deterministic knapsack problem to incorporate two different methods of penalizing infeasibilities. We show that maximizing the expected value of the objective function is equivalent to minimizing the expected value of the regret associated with a solution to the static stochastic knapsack problem under very reasonable assumptions. We conclude the section by defining two problems, T-KNAP and P-KNAP, based on two different ways of handling infeasibilities.
In Section 2 we devise an exact algorithm and a heuristic to solve T-KNAP and P-KNAP problems. The exact algorithm is based on depth first branch and bound (DFBB), and the heuristic is based on local search, starting with a greedy solution. Most of this section is devoted to methods for computing upper bounds for the DFBB algorithm. We do not need to use the functional form of the survival function to derive these bounds; consequently the bounds are useful even when the exact functional form of the survival function is unknown. While the computed bounds (consequently the algorithm) are meant explicitly for weakly feasible solutions, they can be improved (in terms of computational speed) for smaller classes of feasible solutions (like T n or J*( a )), by adjusting the value of r in (14) and (21) appropriately.
Section 3 contains the results of preliminary computations with T-KNAP and P-KNAP problems. We see that the costs of the optimal solutions to both T-KNAP and P-KNAP problems are almost always very close to the lowest possible value of the budget. This shows that considering mean or median feasible solutions instead of weakly feasible solutions does not affect the quality of the output. We also see that the time taken by the exact algorithm almost always increases when the extent of penalization of infeasibilities in P-KNAP problems increases. The execution times increase for T-KNAP problems when the length of the support for the distribution of the budget increases, but decrease in case of P-KNAP problems-The local search heuristic is seen to output solutions with objectives within 2% of that of the optimal solution within 0.15 CPU seconds.
We believe that there is need for much more elaborate computational experiments with T-KNAP and P-KNAP problems. The results that we report in Section 3 are based on ten problems. These results need to be verified for a much larger data set -containing problems in which the profit and cost values come from distributions other than uniform, and ones in which the budget follows distributions other than uniform and normal. These results can be used, for example, to examine whether our observation regarding the exceptional hardness of strongly correlated problems in which the budget follows a uniform distribution with b u = 0.3 and b\ = 0.7, and the easy solvability of P-KNAP problems in which the budget follows a normal distribution with b u = 0.3 and bi = 0.7 is really valid, or whether it appears so due to our small sample size of observations. Note that both T-KNAP and P-KNAP problems penalize infeasibilities. An interesting question is whether there exists a 6 value for P-KNAP problems, for which an optimal solution to the T-KNAP problem is also an optimal solution to the P-KNAP problem? Intuitively, it seems that such a 6 value should exist, since for very low valus of 0, the costs of optimal solutions to P-KNAP problems should be very close to x| u , the maximum profit solution to KNAP(P,C,Bu), while for very high valus of G, the optimal solutions to P-KNAP problems are strongly feasible. Assuming that such a 8 value exists, questions regarding how it depends on the size of the problem, the distribution of the profit and cost variables, and the randomness of the budget arise. We could not answer these questions with our limited experimentation, but we think that more elaborate computational experiments would help.
Another possible direction of future research in these problems is in the area of algorithm development. In this paper, we have used a DFBB algorithm with rather simplistic bounds. More complex, and possibly distribution specific bounds can markedly reduce the execution times for exact algorithms. Development of such bounds promises to be interesting. Apart from development of new bounds for DFBB, one can also look for ways to adapt other specialized algorithms for deterministic knapsack problems to solve the stochastic version of the problem. Another possible avenue of research in algorithm development could be to develop algorithms to solve dynamic stochastic knapsack problems with random budgets. 
