Let S be a sequence of points in D n . Suppose that S is H p interpolating. Then we prove that the sequence S is Carleson, provided that p > 2. We also give a sufficient condition, in terms of dual boundedness and square Carleson measure, for S to be an H p interpolating sequence.
Introduction and definitions.
Recall the definition of Hardy spaces in the polydisc.
Definition 1.1. The Hardy space H p (D n ) is the set of holomorphic functions f in D n such that, with e iθ := e iθ 1 × · · · ×e iθn and dθ := dθ 1 · · · dθ n the Lebesgue measure on T n : f p H p := sup r<1 T n f (re iθ ) p dθ < ∞.
The Hardy space H ∞ (D n ) is the space of holomorphic and bounded functions in D n equipped with the sup norm. The space H p (D n ) possesses a reproducing kernel for any a ∈ D n , k a (z): 1 (1 −ā 1 z 1 ) × · · · × 1 (1 −ā n z n ) .
And we have ∀f ∈ H p (D n ), f (a) := f, k a , where ·, · is the scalar product of the Hilbert space H 2 (D n ).
For a ∈ D n , set ((1 − |a| 2 )) := (1 − |a 1 | 2 ) · · · (1 − |a n | 2 ). The H p norm of k a is k a p = ((1 − |a| 2 )) −1/p ′ hence the normalized reproducing kernel in H p (D n ) is k a,p (z) = (1 − |a 1 | 2 ) 1/p ′ (1 −ā 1 z 1 ) × · · · × (1 − |a n | 2 ) 1/p ′ (1 −ā n z n ) .
Let S be a sequence of points in D n . Define the restriction operator R p : H p (D n ) → ℓ 0 (S) by:
∀f ∈ H p (D n ), R p f := {((1 − |a| 2 )) 1/p f (a)} a∈S .
Definition 1.2. We say that S is H p (D n ) interpolating if R p (H p (D n )) ⊇ ℓ p (S).
We can state, for 1 ≤ p < ∞:
Definition 1.3. We say that S is a Carleson sequence if the operator R p is bounded from H p (D n ) to ℓ p (S), i.e. ∀f ∈ H p (D n ), R p f ℓ p (S) ≤ C f H p (D n ) .
Definition 1.4. Let µ be a Borel measure in D n . We shall say that µ is a Carleson measure if ∃p, 1 ≤ p < ∞, such that:
For z ∈ D n define the rectangle R z := {ζ ∈ T n :: |ζ j − z j / |z j || ≤ 1 − |z j | , j = 1, ..., n}. Define the square t > 0, ∀ϕ ∈ T n , Q ϕ (t) := {ζ ∈ T n :: |ζ j − ϕ j | < t, j = 1, ..., n}. Now, for any open set Ω in T n , the (generalised) Carleson region is Γ Ω := {z ∈ D n :: R z ⊂ Ω}.
Definition 1.5. The measure µ is a rectangular Carleson measure in D n if:
The "natural" generalisation of the Carleson embedding Theorem from the disc to the polydisc would be that: µ is a Carleson measure iff it is a rectangular Carleson measure. But Carleson [Carleson, 1974] gave a counter example to this and A. Chang [Chang, 1979] gave the following characterisation.
Theorem 1.6. The measure µ is a Carleson measure in D n iff, for any open set Ω:
Because this characterisation does not depend on p, if µ is p-Carleson for a 1 ≤ p < ∞ then it is q-Carleson for any q. This justifies the absence of p in the definition of Carleson measure.
For S a sequence of points in D n , define the measure:
Then we can see easily that the sequence S is Carleson iff the measure χ S is a Carleson measure.
In one variable the interpolating sequences were characterized by L. Carleson [Carleson, 1958] for H ∞ (D) and by H. Shapiro and A. Shieds [Shapiro and Shields, 1961] for H p (D) by the same condition:
1−āb is the Gleason distance. In several variables for the unit ball Ω = B or for the unit polydisc Ω = D n , this characterisation is still an open question, even for H 2 (Ω).
Nevertheless we have already some necessary conditions. Theorem 1.7. ( [Varopoulos, 1972] ) If the sequence S is H ∞ (D n ) interpolating then the measure χ S is rectangular Carleson.
We shall need Definition 1.8. We say that the H p (Ω) interpolating sequence S has the linear extension property, LEP, if there is a bounded linear operator E : ℓ p (S) → H p (Ω n ) such that E < ∞ and for any λ ∈ ℓ p (S), E(λ)(z) interpolates the sequence λ in H p (Ω) on S.
Theorem 1.9. ( [Amar, 1980] ) If the sequence S is H ∞ (D n ) interpolating then the measure χ S is Carleson and for any p ≥ 1 the sequence S is H p (D n ) interpolating with the LEP.
For the ball we have a better result by P. Thomas [Thomas, 1987] . See also [Amar, 2008a] .
Theorem 1.10. If the sequence S is H 1 (B) interpolating then the measure χ S is Carleson.
The first main result of this work is an analogous result for the polydisc:
Theorem 1.11. Let p > 2 and suppose that the sequence S of points in D n is H p (D n ) interpolating. Then the sequence S is Carleson.
We also have some sufficient conditions.
Let Ω be the ball or the polydisc.
Theorem 1.12. ( [Berndtsson, 1985] for the ball; [Berndtsson et al., 1987] for the polydisc) Let S be a sequence of points in Ω. Let (a), (b) and (c) denote the following statements:
The sequence S is separated and is a Carleson sequence. Then (a) implies (b), (b) implies (c). However, the converse for each direction is false for n ≥ 2. Now we shall need the following important definition.
Definition 1.13. Let S be a sequence of points in Ω. We say that S is a dual bounded sequence
Using this definition we have, with Ω the ball B or the polydisc D n : Theorem 1.14. ( [Amar, 2008b] ) Let S be a sequence of points in Ω. Suppose S is H p (Ω) dual bounded with either p = ∞ or p ≤ 2. Moreover suppose that S is Carleson. Then S is H q (Ω) interpolating with the LEP for any 1 ≤ q < p.
For the ball we have a better result.
Theorem 1.15. ( [Amar, 2009] 
The second main new result here is the extension of Theorem 1.15 to the polydisc.
The definition of square Carleson measures clearly implies that a Carleson measure is always a square Carleson one.
2 First main result.
We have the easy lemma.
Proof. To see this, just take ρ a := γ a k a,r where γ a is the dual sequence in H p (D n ). Then,
and k a,r ∈ H r (D n ) and 1 q = 1 r + 1 p we get ρ a q ≤ γ a p k a,r r ≤ C using that ∀a ∈ S, γ a p ≤ C, k a,r r ≤ C ′ . This finishes the proof of the lemma. Now we are in position to prove our first main result.
Theorem 2.2. Let p > 2 and suppose that the sequence S of points in D n is H p (D n ) interpolating. Then the sequence S is Carleson.
Because p ≥ 2 we have that S is dual bounded in H 2 (D n ) by Lemma 2.1. Call {ρ a } a∈S the dual sequence to the normalised reproducing kernels k a,2 . We have ∃C > 0 :: ∀a ∈ S, ρ a 2 ≤ C. Now we set S N the truncation of S to its N first terms and set E S := Span{k a , a ∈ S} and E N S := Span{k a , a ∈ S N }. Let also P N be the orthogonal projector from H 2 (D n ) onto E N S . We have P N ρ a 2 ≤ ρ a 2 . Moreover the sequence {P N ρ a } is still a dual sequence to {k a,2 } a∈S N because ∀a, b ∈ S, P N ρ a , k b,2 = ρ a , P N k b,2 = ρ a , k b,2 = δ a,b . Abusing the notation, we still denote by ρ a the dual sequence to {k a,2 } a∈S N in E N S , i.e. noting ρ a instead of P N ρ a .
Let
Let {ǫ a } a∈S be a random Bernouilli i.i.d.. Consider the finite sum a∈S N ǫ a µ a ρ a . We have, just comparing the variances:
We notice that the constants here are independent of N.
Hence we can find a sequence {ǫ a } a∈S N such that
which means, see [Amar, 1977, p. 18] for another way to get it,
Now take λ ∈ ℓ p (S) and for {ǫ a } a∈S a random Bernouilli i.i.d., we can choose a f ∈ H p (D n ) such that f, k a,p = χ
µ a := f (a)χ 1/p a g(a)χ 1/r a = ǫ a λ a g(a)χ 1/r a , and using (2.1), So, setting ν a := g(a)χ 1/r a , and ν := {ν a } a∈S N , we get by Hölder inequalities, using 1 2 = 1 p + 1 r ,
So we choose f :: f, k a,p = χ 1/p a f (a) = ǫ a λ a with λ making (2.3) and {ǫ a } a∈S N making (2.2) (recall that S N is finite). We get for this choice, with f p ≤ C, because λ ℓ p ≤ 1,
Hence
Because none of the constants depends on N, we get:
which means that S is a Carleson sequence.
3 Second main result.
3.1 BMO functions on the torus T n .
Definition 3.1. A function f in L 1 (T n ) is in the classical BMO, f ∈ BMO cl (T n ), if for any square Q := Q(ϕ 0 , s 0 ) in T n , i.e. with the notation e iϕ := e iϕ 1 · · · e iϕn , Q(ϕ 0 , s 0 ) := {e iϕ ∈ T n :: ϕ = (ϕ 1 , ..., ϕ n ), ∀j = 1, ..., n, ϕ j − ϕ 0 j < s 0 }, there is a constant c depending on f and another one a Q depending also on Q such that:
where dµ := dϕ 1 · · · dϕ n on T n .
We shall deal with the kernel:
We are interested by the points such that θ is near ϕ and s j is near 1. So we have, with t j = 1 − s j ,
As in [Amar and Bonami, 1979 ] take a square Q := Q(ϕ 0 , s 0 ) in T n , i.e. with the notation e iϕ := e iϕ 1 · · · e iϕn , Q(ϕ 0 , s 0 ) := {e iϕ ∈ T n :: ϕ = (ϕ 1 , ..., ϕ n ), ∀j = 1, ..., n, ϕ j − ϕ 0 j < s 0 }. We have to show that there is a constant c depending on ω and another one a Q depending also on Q such that
Let, still as in [Amar and Bonami, 1979] , T (Q) be the tent overQ := Q(ϕ 0 , Ks 0 ), i.e. T (Q) := {(r 1 e ϕ 1 , ..., r n e ϕn ) ∈ D n :: e iϕ ∈Q, ∀j = 1, ..., n, 1 − r j < Ks 0 }. Set χ T (Q) be the indicatrix of the set T (Q) in D n . Now let ω be a square Carleson measure in D n and set:
So we proved:
Lemma 3.2. With the notation above, we have:
Now we aim to prove Theorem 3.3. Let P t be the kernels above and let ω be a square Carleson measure. Then the balayage of ω by P t is a classical BMO function on T n .
To prove it we shall need the following lemmas.
Lemma 3.4. Let C := Q(ϕ 0 , τ ). We have if η > 1:
Proof. Let C k := Q(ϕ 0 , 2 k τ ). We have:
Now ω(T (C k )) ≤ c2 kn τ n because ω is square Carleson, i.e. ω(T (C k )) ≤ cµ(C k ) = c2 nk τ n . We also have, on T
This finishes the proof of the lemma.
Lemma 3.5. We have, provided that
By Taylor formula applied to f (x) = x −p we get x −p − y −p = −p(x − y)z −p−1 with z ∈ (x, y). So we get, forgetting the subscript j,
Remark 3.6. This gives that P t j verifies the hypothesis (H3) in [Amar and Bonami, 1979] with δ = 1, β = 1. Clearly too, this kernel verifies also the (H2) hypothesis with γ = p − 1 and again β = 1. The case p = 2, i.e. the Poisson kernel, was already settled in [Amar and Bonami, 1979] .
Lemma 3.7. We have:
Proof. Let us prove it for n = 2, the general case being the same. P t 1 (ϕ 1 , θ 1 )P t 2 (ϕ 2 , θ 2 ) − P t 1 (ϕ 0 1 , θ 1 )P t 2 (ϕ 0 2 , θ 2 ) = = P t 1 (ϕ 1 , θ 1 )P t 2 (ϕ 2 , θ 2 ) − P t 1 (ϕ 1 , θ 1 )P t 2 (ϕ 0 2 , θ 2 )+ +P t 1 (ϕ 1 , θ 1 )P t 2 (ϕ 0 2 , θ 2 ) − P t 1 (ϕ 0 1 , θ 1 )P t 2 (ϕ 0 2 , θ 2 ).
We set
A := P t 1 (ϕ 1 , θ 1 )[P t 2 (ϕ 2 , θ 2 ) − P t 2 (ϕ 0 2 , θ 2 )] so using Lemma 3.5, provided that t 2 + |θ 2 − ϕ 0 2 | ≥ K |ϕ 0 2 − ϕ 2 | , we get:
. Adding |A + B| ≤ |A| + |B| we finishe the proof of the lemma.
Proof of the Theorem 3.3. By Definition 3.1, we have to show that there is a constant c and another one a Q depending on Q such that, with dµ := dϕ 1 · · · dϕ n on T n :
ω 0 := χ T (Q) ω, ω 1 := ω − ω 0 . If we set a Q := P * ω 0 then Lemma 3.2 gives |a Q | ≤ cµ(Q).
So it remains to show
On T (Q) c the assumptions ∀j = 1, ..., n, t j + θ j − ϕ 0 j ≥ K ϕ 0 j − ϕ j are fulfilled so we have:
Using Lemma 3.4, we have with η = 2 > 1 :
1 | · · · |ϕ n − ϕ 0 n | ≤ 2π n on the torus T n and τ ≤ K. The proof of the Theorem 3.3 is complete.
Interpolation of L p spaces.
We shall use the following Corollary 1, p. 58 of [Janson and Jones., 1982] with X 0 = L 1 (T n ) and X 1 = BMO cl (T n ) with our notation, i.e. with T n instead of R n .
Corollary 3.8. We have (L 1 (T n ), BMO cl (T n )) θ = L p (T n ), 0 < θ < 1, 1 p = 1 − θ.
Now we are in position to prove our second main theorem.
Theorem 3.9. Let S be a dual bounded sequence in H p (D n ), which is also square Carleson. Then S is H s (D n ) interpolating with the LEP, for any s ∈ [1, p[.
Proof
. Suppose that S is a dual bounded sequence in H p (D n ), i.e. there is a sequence {ρ a } a∈S ⊂ H p (D n ) such that:
∃C > 0, ∀a, b ∈ S, ρ a p ≤ C, ρ a , k b,p ′ = δ a,b . Now fix s < p and let ν ∈ ℓ s (S). We have to show that we can interpolate the sequence ν in H s (D n ).
Let q be such that 1 s = 1 p + 1 q and write for a ∈ S, ν a = λ a µ a with λ a := νa |νa| |ν a | s/p and µ a := |ν a | s/q ; then λ ∈ ℓ p , µ ∈ ℓ q and ν s = λ p µ q .
Let h := a∈S ν a ρ a k a,q = a∈S λ a ρ a µ a k a,q .
Then we get ∀b ∈ S, h(b) =
We make the hypothesis that the measure dω(z) := a∈S (1 − |a 1 | 2 ) · · · (1 − |a n | 2 )δ a is a square Carleson measure in D n . Then we shall apply the Theorem 3.3 to get that the balayage of dω(z) by P (a, z) :
Now if α is a bounded measure in D n then its balayage by P (a, z) is in L 1 (T n ) because P (a, z) is of norm 1 in L 1 (T n ) for any a fixed in D n .
Hence if γ(z) ∈ L t (dω) by interpolation using the Corollary 3.8 we get that P * (γdω)(ζ) ∈ L t (T n ). So it remains to see that ∀a ∈ S, γ(a) := |µ a | p ′ (1 − |a 1 | 2 ) −p ′ /q · · · (1 − |a n | 2 ) −p ′ /q ∈ L q/p ′ (dω). But D n γ q/p ′ dω = a∈S |µ a | q (1 − |a 1 | 2 ) −1 · · · (1 − |a n | n ) −1 ×(1 − |a 1 | 2 ) · · · (1 − |a n | n ),
So we proved that F ∈ L q/p ′ (T n ), hence f := a∈S |µ a | p ′ |k a,q | p ′ 1/p ′ ∈ L q (T n ) and we are done.
