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"To explain all nature is too difficult a task for any one man or even for any one age.
Tis much better to do a little with certainty & leave the rest for others that come after
than to explain all things by conjecture without making sure of any thing."
- Isaac Newton
Abstract
The photocatalytic water splitting reaction showed to be a promising process to obtain
renewable and clean energy, but the efficiency reached in this process is still low and
must be improved to be viable. Considering this, the research on improving the efficiency
of photocatalysts has attracted a strong interest in the past last years. Cerium oxide
(CeO2−𝑥, 0 < x < 0.5) is a material recently investigated as a possible photocatalyst to
obtain H2 from H2O. In this work, cerium oxide nanoparticles with high surface area (104
< S𝐵𝐸𝑇 < 201 m2/g), high pore volume (32 < V < 132 mm3/g) values, wide range of
diameter (2 < d < 90 nm) and O vacancies population (0.05 < x < 0.46) were applied to
the H2 production photocatalytic reaction. The nanoparticles presented activity of up to
10 times higher than the commercial cerium oxide standard. UV-Vis, X-ray Diffraction,
X-ray Absorption Spectroscopy, X-ray Photoelectron Spectroscopy, Ultraviolet Photoelec-
tron Spectroscopy and Fourier Transform Infrared measurements were performed aiming
to elucidate these results and to determine the main structural and electronic properties
that can improve the H2 production photocatalytic reaction. It was obtained that the
band gap energy depends on the nanoparticle synthesized and can be as low as 2.73 eV.
The Ce 4f orbital occupation and the structural disorder presented by the nanoparticles is
directly related with the band gap energies obtained. Density Functional Theory (DFT)
calculations were performed to obtain the relation between the band structure (DOS)
and the O vacancy population in order to explain the dependence of the band gap energy
with the Ce 4f orbital occupation. Moreover, the O vacancies population at the surface
have a very different effect depending on the presence or absence of mesopores, where a
lower O vacancy population at the surface is better (worse) to the photocatalytic activ-
ity in the presence (absence) of mesopores. Furthermore O vacancies population at the
surface plays a more fundamental role on the photocatalytic activity than the band gap
energies for the samples presenting mesopores. The results allowed shedding light on the
improvement of the properties of cerium oxide nanoparticles applied to optimize the H2
production photocatalytic activity.
Key-words: H2 production, cerium oxide, DFT, XAS, XPS, UPS, UV-Vis, Rietveld.
Resumo
A reação fotocatalítica de separação da água mostrou-se um processo promissor para
obter energia limpa e renovável, porém a eficiência alcançada nesse processo ainda é
baixa e precisa ser melhorada para se tornar viável. Considerando isso, estudos sobre a
melhoria da eficiência dos fotocatalisadores tem atraído forte interesse dos pesquisadores
nos últimos anos. O óxido de cério (CeO2−𝑥, 0 < x < 0,5) é um material recentemente
investigado como possível fotocatalisador para obter H2 a partir da H2O. Neste trabalho,
nanopartículas de óxido de cério com alta área superficial (104 < S𝐵𝐸𝑇 < 201 m2/g),
altos valores de volume de poro (32 < V < 132 mm3/g) e amplo intervalo de diâmetro
(2 < d < 90 nm) e população de vacâncias de O (0,05 < x < 0,46) foram aplicadas
na reação fotocatalítica de produção de H2. As nanopartículas apresentaram atividades
até 10 vezes maiores do que o padrão comercial de óxido de cério. Medidas de UV-Vis,
difração de raios x (XDR), espectroscopia de absorção de raios x (XAS), espectroscopia
de fotoelétrons excitados por raios x (XPS), espectroscopia de fotoelétrons excitados por
ultravioleta (UPS) e infravermelho com transformada de Fourier (FTIR) foram realizadas
com o objetivo de elucidar esses resultados e determinar as principais propriedades estru-
turais e eletrônicas que melhoram a reação fotocatalítica de produção de H2. É observado
que o valor de energia de gap depende da nanopartícula sintetizada e chega a valores pe-
quenos, onde o menor valor encontrado é de 2,73 eV. A ocupação do orbital 4f do Ce e a
desordem estrutural apresentadas pelas nanopartículas são diretamente relacionadas com
os valores de energia de gap obtidos. Cálculos da teoria do funcional da densidade (DFT)
foram realizados para obter a relação entre a estrutura de bandas eletrônicas (DOS) e a
população de vacâncias de O com o objetivo de explicar a dependência do valor de energia
de gap com a ocupação do orbital 4f do Ce. Além disso, a população de vacâncias de O na
superfície tem um efeito na atividade fotocatalítica dependente da presença ou ausência
de mesoporos, onde uma baixa população de vacâncias de O na superfície é melhor (pior)
para a atividade fotocatalítica na presença (ausência) de mesoporos. Adicionalmente, a
população de vacâncias de O na superfície desempenha um papel mais importante na
atividade fotocatalítica do que os valores de energia de gap para as amostras com a pre-
sença de mesoporos. Os resultados permitiram elucidar as propriedades necessárias para
otimizar a atividade fotocatalítica de produção de H2 pelas nanopartículas de óxido de
cério sintetizadas.
Palavras-chaves: produção de H2, óxido de cério, DFT, XAS, XPS, UPS, UV-Vis, Ri-
etveld.
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𝜎2 Debye-Waller factor
1 Introduction
The world is preparing to face a major energy crisis in the next decades [1,2]. Since the
world population is growing and the fossil fuels, which is the main energy source nowa-
days, inevitably is running out, new renewable and sustainable energy sources must be
developed in order to supply the world’s energy consumption in the near future. Moreover,
the scientific community alerts that the use of the fossil fuels and other energy sources
that liberate CO2 to the atmosphere contributes to the increase of the greenhouse effect
and, therefore, to the global warming [3]. In order to maintain the earth as a place where
society can live in the future, replacement of the energy sources as fossil fuels for renewable
and sustainable energy sources is mandatory and needs to be done immediately.
The energy that reaches the Earth’s surface from the Sun in one hour is higher than
the world’s energy consumption in one year [3]. For that reason, the Sun can be seen
as a great energy source. The effective conversion of this energy for society is a good
alternative that can overcome the imminent energy crisis. There are many ways to utilize
the solar energy. The H2 production from the photocatalytic water splitting reaction is
being studied in the last decades as a promising form to utilize the solar energy aiming
to produce a renewable and sustainable fuel [4–9]. Several works can be found in the
literature that investigate more efficient and economic ways to store and transport H2 in
order to become practicable in the use of this compound as a fuel [10–13]. However, the
efficiency of the H2 production from the photocatalytic water splitting reaction is still low
and needs improving to be viable.
In the literature, several works can be found which investigate the structural, electronic
and morphological properties of different phocatalysts, aiming to improve the efficiency of
the photocatalytic water splitting reaction. The main properties which can interfere in the
efficiency of this photocatalytic reaction are the electronic band gap energy, surface area,
particle size, control of the structural defects and oxygen vacancy population. Among the
photocatalysts studied are TiO2 [14], SrTiO3 [15], NiTa2O6 [16] and CeO2 [17].
The cerium oxide is widely used currently in several fields of knowledge such as catal-
ysis, fuel cells, and optics [18–21]. The main characteristic which makes it of great interest
is the facility in creating and eliminating oxygen vacancies at the surface in a reversible
way. Moreover, cerium oxide has attracted great attention in the last years for energy
applications, like H2 production. In a previous work [22], the possibility to tune the parti-
cle size, surface area, oxygen vacancy population and surface morphology of cerium oxide
nanoparticles by changing the synthesis parameters was demonstrated. The possibility to
tune these properties makes these cerium oxide nanoparticles a promising system to be
applied for the H2 production reaction. The main goal of this work is to investigate the
cerium oxide nanoparticles obtained in the previous work applied to the H2 production
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photocatalytic reaction in order to determine the structural and electronic properties that
improve the efficiency of this reaction.
The second chapter of this Master thesis is dedicated to present the main motivations
of this work, an overview of the basis and current studies about the H2 production from a
photocatalytic reaction. The third chapter covers the physical phenomena and theoretical
bases of the main methods of analysis used in this work. The fourth chapter describes
the experimental and theoretical procedures and the data analysis used in each step of
the work. The fifth chapter is dedicated to present and discuss the results obtained from
the data analysis and theoretical calculations performed. The sixth and last chapter is
dedicated to present the conclusions of the work and perspectives.
2 World Energy Demand Issue and the H2
Production as a Promising Solution
2.1 The Importance of the Energy Renewable Sources and the
Global Warming Issue
The world energy demand has rapidly increased in the last decades. From 1973 to
2015 the world total energy consumption doubled, from about 1.95 × 1020 J to about 3.9
× 1020 J [1]. The projection for the world total energy consumption in 2050, based on the
current energy consumption, is alarming. Nocera [2] explains that even with extreme con-
servation procedures of energy consumption, the world total energy consumption in 2050
will double in comparison with the world total energy consumption of 2015. Moreover,
even by considering the total amounts of possible energy sources like biomass, nuclear,
wind and hydroelectrics, sustaining this quantity of energy consumption is impracticable.
Currently, the energy sources most used in the world are the fossil fuels [1,3]. The major
problem of this source is that it is finite and the current patterns of energy consumption
and growth are not long term sustainable. It is hard to predict when the fossil fuels will
be exhausted. If the lifetime of a fuel reserve, defined as the known accessible amount
divided by the rate of present use decreases, the fuel price increases, then the demand
falls and previously more expensive alternating energy sources enter into the market. This
economic behaviour tends to make the original energy source last longer than the indi-
cation obtained by calculation considering only the accessible amount. [3]. However, the
exhaustion of the fossil fuels is inevitable and, for that reason, this kind of energy source
must be replaced by sustainable and renewable energy sources.
Moreover, the emissions caused by the combustion of fossil fuels worsen the negative
consequences of the greenhouse effect. The greenhouse effect [3] is responsible to maintain
the Earth’s average surface temperature higher than the temperature of the outer atmo-
sphere and enables the several needed conditions for the emergence and maintenance of
life. This effect can be easily explained in six steps as shown in Figure 2.1.1. Some amount
of the Sun’s radiation reaching the Earth is reflected back into space or absorbed by the
atmosphere. Another amount of Sun’s radiation passes through the atmosphere reaching
the Earth’s surface that warms up by absorption of this radiation. Therefore, the Earth’s
surface heated by the Sun’s radiation emits infrared radiation approximately as a black
body at 250 K. Some amount of this infrared radiation is absorbed in the atmosphere
by the greenhouse gases, like CH4 and CO2. The infrared radiation is absorbed when
the electromagnetic radiation resonates with the natural mechanical vibrations of these
12
molecules. The absorption of the infrared radiation by the greenhouse gases present in
the atmosphere, that occurs with the incoming solar radiation and with the outgoing heat
radiation, increases the Earth’s surface temperature. This increase in the Earth’s surface
temperature is called the greenhouse effect, as the comparison with a glass of an horti-
cultural glasshouse. It works in a similar way by absorbing infrared radiation, including
that is emitted from objects inside the glasshouse during the full day, and allows the
rest of incoming solar radiation to be transmitted during daytime. This effect, because of
the glass, maintains the temperature inside the greenhouse above the ambient tempera-
ture outside, which is the main purpose of horticultural glasshouse in middle and higher
latitude countries.
Figure 2.1.1 – Schematic representation of the greenhouse effect in six steps. Figure ob-
tained from [23].
Measurements of the amount of gas trapped in polar ice show that the concentration
of greenhouse gases in the atmosphere, mainly CO2, has increased significantly since the
Industrial Revolution in the 18𝑡ℎ century. Figure 2.1.2(a) shows the CO2 concentration
in parts per million (ppm) since the beginning of Industrial Revolution. The more recent
information about this concentration shown in Figure 2.1.2(a) is obtained from direct mea-
surements at stations such as Mauna Loa in Hawaii and Cape Grim in Tasmania [3]. It is
possible to observe that the global average atmospheric concentration of CO2 increased
from 280 ppm in 1800 to 380 ppm in 2005 and is still increasing. This increase in the
atmospheric concentration of CO2 makes the greenhouse effect more intense, absorbing
more infrared radiation, therefore, causing an increase in the temperature on the Earth’s
surface, that is known as global warming. Figure 2.1.2(b) presents the global average tem-
perature anomaly as a function of the year since 1850. The temperature anomaly is the
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difference between the average temperature in a determined year and the average temper-
ature recorded in the period from 1961 to 1990. It is possible to observe that in the last
decades the global average temperature has increased showing that the global warming is
indeed occurring. The global warming is undesirable as it induces a climate change, which
affects, for example, the El Niño phenomenon in an unpredictable way [24], threatens life
in the Arctic lakes [25] and changes the precipitation frequency and intensity [26] that can
affect agriculture. Figure 2.1.2(c) presents the rapidly decrease on the extension of Arctic
sea ice in the last decades due to the climate change caused by the increase of the global
average temperature. Moreover, the increase of the CO2 concentration in the atmosphere
also causes the acidification of the oceans. The oceans have absorbed part of the emitted
CO2 molecules since the 18𝑡ℎ century. This natural process reduced the greenhouse gas
levels in the atmosphere and decreased some of the negative impacts of global warming
since the Industrial Revolution. However, the absorption of CO2 molecules by the oceans
has a significant impact in the chemistry of the seawater causing the oceans to become 26
% more acid. If this acidification process continues, it could affect fundamental biological
and chemical processes of the oceans in the next decades [27]. In other words, a climate
change can bring dangerous consequences for ecosystems, food and health of the world’s
population.
Presently, the scientific community agrees that the recent increases in the CO2 and
CH4 concentrations in the atmosphere and in the temperature are due to human activity.
One way to conclude that the increase in the CO2 concentration is due to human activity
is by monitoring the C13/C12 concentration ratio, where C13 and C12 are the two stable
carbon isotopes. Since the beginning of the Earth, atmospheric CO2 has been formed
from the combustion of plant material in biomass, fossil fuels, from volcanic and other
emissions from the subterranean. Plants preferentially absorb C12, so the C13/C12 ratio
is reduced in plants and therefore in fossil fuels, if compared with the C13/C12 ratio in
the atmosphere. In volcanic and other emissions from subterranean Earth there is no
preferential increase in the proportion of the C12 and therefore no change in the C13/C12
ratio in the atmosphere is expected. However, measurements show that the C13/C12 ratio
in the atmosphere has been decreasing, showing that the additional C12 comes from the
fossil fuels combustion and forest burning [3]. A similar analysis of carbon isotopes is used
to study CH4 emissions into the atmosphere from biological and fossil sources. Therefore,
aiming to stabilize the greenhouse gases concentration in the atmosphere at a level that
would prevent and mitigate dangerous anthropogenic climate changes, scientists have been
concerned in the last decades to develop sustainable and renewable energy sources that
do not emit greenhouse gases [28].
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Figure 2.1.2 – (a) CO2 concentration as a function of the year from the 18𝑡ℎ century
to 2005. (b) Global average temperature anomaly as a function of the
year from 1850 to 2012. (c) Extension of Arctic sea ice from 1979 to 2012
(measurement performed in semptember every year). Figure obtained from
[3].
2.2 The Sun as a Promising Energy Source and the Photocatalytic
Water Splitting Reaction
The previous section showed that the fossil fuels have their days counted as energy
sources and the best options to replace them are sustainable and renewable energy sources.
Figure 2.2.1 presents the natural energy flux that occurs on Earth. It is possible to ob-
serve that the available renewable sources are the solar radiation, geothermal activity and
gravitation (orbital motion). Furthermore, one can notice that the energy magnitude of
the solar radiation is 4000 times higher than the magnitude from geothermal activity and
40000 times higher than that associated to the orbital motion. Moreover, as presented in
the previous section, the world total energy consumption in 2015 was about 3.9 × 1020
J [1]. For comparison purpose, the solar energy that reaches the Earth’s surface in 1 hour
is around 4.3 × 1020 J (120000 TWh), as presented in Figure 2.2.1. Around 80000 TWh of
this solar energy is destined to the process of sensible heating, like solar water heaters and
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solar dryers, over 40000 TWh is destined to the latent heat of water evaporation process,
about 300 TWh is destined to the kinetic energy of the wind and wave turbines and 100
TWh is destined to the photon absorption processes in photovoltaic panels, for example.
Therefore, an efficient use of the solar radiation energy can be the solution for the world
energy supply in the next decades, which makes the Sun the most promising sustainable
and renewable energy source.
Figure 2.2.1 – Renewable energy systems on Earth. The numbers represent the energy in
terawatts.hour (1012 Wh) corresponding to each process. Figure obtained
from [3].
There are many different ways to utilize the solar energy. One of the most studied ways
is to use the solar energy to produce electricity by using photovoltaic conversion systems,
[29]. However, the world’s societies cannot operate effectively with energy provided only
for electricity, it requires some kind of fuel as well [4]. A good candidate for fuel source,
that is sustainable and renewable, obtained from solar energy and that the scientific
community dedicated great attention in the most recent years, is the H2 [4–9]. Moreover,
there are several works discussing and investigating different forms to store hydrogen in
a safe and viable way [10–13]. For general use in small quantity, it is possible to store
hydrogen in compressed gas or liquid form. The compressed hydrogen gas is reliable,
has an indefinite storage time, easy to use and has accessible cost, but it has a low
storage density which depends on its pressure. The liquid hydrogen has a higher density
than the compressed hydrogen gas, which allows light, compact vehicular storage and
16
efficient delivery. The main disadvantage of the liquid hydrogen storage is the high cost to
maintain it at cryogenic temperatures. Another way to store hydrogen is using a storage
material. An optimum hydrogen storage material must have high volumetric hydrogen
storage capacity, fast absorption kinetics, near room temperature and ambient pressure
operation, low weight and low cost. The promising kind of material for this application
are the metal hydrides. It is able to reversibly bind and store large quantities of hydrogen
and, when necessary, individual molecules can be released.
A very promising method to obtain hydrogen utilizing the solar energy is the pho-
tocatalytic water splitting reaction. Fujishima and Honda observed the water splitting
reaction for the first time in 1972 with photoelectrolysis using TiO2 as photoelectrode
and Pt as counter electrode [30]. Figure 2.2.2 presents the electrochemical cell used by
Fujishima and Honda aiming to obtain H2 and O2 from water [30]. This cell consists in a
TiO2 photoelectrode connected with a Pt counter electrode through an external circuit,
where both TiO2 and Pt electrodes are in contact with water. When the surface of TiO2
photoelectrode was irradiated with UV light, electron-hole pairs were generated. At the
Pt counter electrode, the photogenerated electrons reduced water to form H2 while holes
oxidized water on the TiO2 electrode to form O2. From this discovery, numerous scientists
have extensively studied photocatalytic water splitting reaction utilizing semiconductor
photocatalysts aiming to improve the efficiency of the reaction. However, the efficiency is
still low and should be optimized.
Figure 2.2.2 – Schematic representation of the electrochemical cell used by Fujishima and
Honda. Figure adapted from [30].
The photocatalytic water splitting reaction is illustrated by Figure 2.2.3 and can be
described as [31]:
2𝛾 −→ 2𝑒−𝐶𝐵 + 2ℎ+𝑉 𝐵 (Photon induced the 𝑒−/ℎ+ pairs generation)
H2O + 2ℎ+ −→ 2H+ + 12O2 (Water oxidation half reaction)
2H+ + 2𝑒− −→ H2 (Proton reduction half reaction)
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H2O + 2𝛾 −→ H2 + 12O2 (Net overall water splitting)
𝑉 ∘𝑟𝑒𝑣 = 1.23 𝑉 (Standard reversible potential)
where 𝛾 represents a photon, 𝑒− an electron, ℎ+ a hole and 𝑉 ∘𝑟𝑒𝑣 the standard reversible
potential. A solution containing water and the photocatalyst is irradiated with solar en-
ergy. The photons that have energy higher or equal to the photocatalyst band gap energy
can be absorbed by the photocatalyst. In this case, electrons in the valence band are pro-
moted to the conduction band and holes are left in the valence band of the semiconductor.
In other words, electron-hole pairs are created in the photocatalyst. The holes (ℎ+) are
responsible to perform the water oxidation half reaction, producing oxygen gas (O2). The
electrons (𝑒−) are responsible to perform the proton (𝐻+) reduction half reaction, pro-
ducing hydrogen gas (H2). Therefore, photocatalytic water splitting reaction consists in
utilizing the solar radiation to split the water molecule aiming to obtain hydrogen and
oxygen gases by using a semiconductor photocatalyst.
Figure 2.2.3 – Schematic representation of the photocatalytic water splitting reaction us-
ing a semiconductor photocatalyst.
In order to improve the efficiency of the photocatalytic water splitting reaction there
are three main properties of the photocatalyst that should be optimized [31, 32]. Firstly,
the energy position of the valence and conduction bands of the semiconductor and its
band gap energy play a very important role for an efficient absorption of photons and,
consequently, to perform the water splitting reaction. In order for the reaction to be
thermodynamically possible, a condition must be met: the energy position of the bottom
of the conduction band of the semiconductor has to be lower (more negative) than the
redox potential of H+/H2 (0 V vs. NHE), while the energy position of the top of the valence
band of the semiconductor has to be higher (more positive) than the redox potential of
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O2/H2O (1.23 V vs. NHE). Figure 2.2.4 presents the energy position of the top of the
valence band and bottom of the conduction band of several semiconductor materials.
Moreover, as the water splitting reaction presents a standard reversible potential of 1.23
V, the semiconductor must have a minimum band gap energy of 1.23 eV for the occurrence
of the reaction. However, the higher the band gap energy of the semiconductor the higher
the energy of the photons needed to generate the electron-hole pairs that are used in
the proton reduction and water oxidation reactions. The solar spectrum comprises the
electromagnetic spectrum from the more energetic X-rays to long-wavelength radio waves.
The shape of the solar spectrum is quite similar to a blackbody spectrum for an effective
temperature near 5800 K, which presents a maximum intensity near to 480 nm [29]. Figure
2.2.5 presents the solar spectrum from around 200 nm to 2300 nm wavelength, which can
be divided in infrared, visible and ultraviolet regions, measured outside the atmosphere
and at Earth’s surface. For the solar spectrum measured outside the atmosphere, the
infrared region (radiation wavelength higher than 700 nm) constitutes 52 % of the solar
spectrum and corresponds to photons with an energy lower than 1.8 eV. The visible region
(radiation wavelength between 400 nm and 700 nm) constitutes 43 % of the solar spectrum
and corresponds to photons with an energy between 1.8 eV and 3.1 eV. The ultraviolet
region (radiation wavelength lower than 400 nm) constitutes 5 % of the spectrum and
corresponds to photons with an energy higher than 3.1 eV [3]. For the solar spectrum
measured at Earth’s surface, the visible region is more intense than the infrared region
due to the absorption of infrared radiation by the molecules present in the atmosphere.
Therefore, in order to improve the photon absorption of the photocatalyst used in the
photocatalytic water splitting reaction and utilize the solar energy in an efficient way,
it is important to use a semiconductor photocatalyst that presents a band gap energy
lower than 3.1 eV. In Figure 2.2.4 it is possible to observe a wide range of band gap
energies of the materials. Some of the presented materials have a band gap energy higher
than 1.23 eV, but do not present the valence or conduction band at the energy position
that met the thermodynamic condition that enabled the water splitting reaction (CdSe,
MoS2, WO3, Fe2O3). However, oxide materials allow shifting the energy position of the
conduction and valence bands by changing the pH of the medium and, therefore, enables
the reaction occurrence [33, 34]. Gratzel [33] studied a colloidal semiconductor of TiO2
that is excited by a short laser pulse in order to generate electron-hole pairs and to reduce
the methylviologen (MV2+). It demonstrated a possibility of changing the position of the
TiO2 conduction band by altering the pH of the colloidal semiconductor, which improved
the MV2+ reduction.
The second main property needed for the photocatalysts consists in an efficient sep-
aration of the electron-hole pair created [32]. The 𝑒− (ℎ+) should migrate to the active
reaction sites without being recombined with another ℎ+ (𝑒−). The crystalline quality of
the photocatalyst plays a major role in the photocatalytic activity because its defects,
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Figure 2.2.4 – Comparison between the energy position of the top of the valence band and
bottom of the conduction band of several semiconductor materials and the
redox potentials of water splitting. The band gap energy of each material
is presented as well. Figure obtained from [32].
Figure 2.2.5 – Spectral solar irradiance as a function of the radiation wavelength measured
outside the atmosphere and at Earth’s surface. For the spectrum measured
at Earth’s surface, the absorption bands caused by water vapor (H2O),
carbon dioxide (CO2), oxygen gas (O2) and ozone (O3) molecules present
in the atmosphere are identified. Figure adapted from [35].
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such as atomic vacancies, represent traps and recombination centers for electrons and
holes, which avoids migration of the electron-hole pair to the active reaction sites. More-
over, the photocatalyst particle size also can play an important role in the photocatalytic
activity. The smaller the particle the shorter the distance that photogenerated electrons
and holes need to diffuse to migrate to reaction sites at the material’s surface. It decreases
the recombination process, increasing the photocatalytic activity.
The third main property needed for the photocatalysts is the presence of active reaction
sites on the material’s surface. Even if the properties presented above would be optimized,
the water splitting reaction will not occur if the photocatalyst does not present active sites
for redox reactions, like oxygen vacancies for oxide materials. However, since the oxygen
vacancies also decrease the crystalline quality and increase the recombination process,
there is an optimum oxygen vacancy population which maximizes the photocatalytic
activity. Moreover, the higher the amount of active sites for redox reactions the higher
the photocatalytic activity and the amount of active sites are proportional to the surface
area of the photocatalyst. Therefore, high surface area materials with tunable oxygen
vacancy population is the main candidate to optimize the photocatalytic activity.
Several materials applied to the photocatalytic water splitting reaction can be found
in the literature. Photocatalysts based on Ti (TiO2 [14], SrTiO3 [15], La2TiO7 [36]), Nb
(Sr2Nb2O7 [37], K4Nb6O17 [38], Ba5Nb4O15 [39]), Ta (Ta2O5 [40], NiTa2O6 [16], NaTaO3
[41]), In (CaIn2O4, SrIn2O4 [42]), Ga (ZnGa2O4 [43], Ga2O3 [44]), and Ce [45] (CeO2 [17])
are only few examples of photocatalysts that can be found. One of the most investigated
photocatalysts is the TiO2 [46]. Kong et al. studied the influence of defects on the pho-
tocatalytic activity by synthesizing TiO2 nanocrystals with tunable bulk/surface ratio
of O vacancies and by using Transmission Electron Microscopy (TEM), X-ray Diffrac-
tion (XRD), N2 adsorption-desorption isotherms, positron annihilation, and photocurrent
measurements in order to characterize the samples. The authors found that decreasing
the relative concentration ratio of bulk defects to surface defects, in TiO2 nanocrystals,
improves the electron-hole pair separation efficiency, decreasing the recombination proba-
bility and improving the photocatalytic efficiency. However, the band gap energy of TiO2
is usually higher than 3.0 eV, which does not allow an efficient use of the solar energy in
the main part of the solar spectrum. This issue can be resolved by doping the photocata-
lyst with some element or by using a material (co-catalyst), usually a metal, supported on
the photocatalyst. The disadvantage of doping the photocatalyst is that the crystallinity
of the photocatalyst decreases, which adds electron-hole recombination centers and the
photocatalytic activity decreases. The co-catalyst is able to improve the charge separa-
tion to extend the solar radiation absorption into the visible region [47, 48], because the
position of the conduction and valence bands of the combined system (photocatalyst +
co-catalyst) can provide an effective charge separation and a band gap energy compatible
with the visible light irradiation. Figure 2.2.6 shows a schematic representation of a pos-
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sible utilization of a co-catalyst in order to improve the electron-hole pair separation and,
therefore, to decrease the electron-hole recombination probability. The electron-hole pair
production occurs in both photocatalyst and co-catalyst. The photogenerated electrons in
the higher conduction band are transferred to the lower conduction band while the holes
in the lower valence band are transferred to the higher valence band. It provides a spatial
separation of the electron-hole pairs that results in a lower recombination probability and
higher photocatalytic activity. Therefore, the use of a co-catalyst not only improves the
photon absorption but can also separate the electron-hole pair more efficiently. This solu-
tion can be employed not only for the TiO2 photocatalyst. Actually, it is possible to find in
the literature different metals being widely used as co-catalyst or worn as dopping of the
photocatalysts in photocatalytic reactions for many different kinds of semiconductors [32].
Figure 2.2.6 – Schematic representation of the utilization of a co-catalyst. Figure adapted
from [49].
The semiconductors that present only the conduction (valence) band in the corrected
energy position, required by the water splitting reaction, still can be used as photocat-
alysts to obtain H2 (O2) if a reducing agent (oxidizing agent) is used to capture the
holes (electrons) that do not present the right potential to oxidize (reduce) the water
molecule. Examples of reducing agents are methanol, ethanol and molecules that con-
tain sulfide ions. These agents act as electron donors being, irreversibly, oxidized by the
photogenerated holes. It enriches the photocatalyst with electrons that reduce the water
molecule obtaining H2. The H2 production using this process can be very interesting if
abundant compounds in nature and industries are used as reducing agents, like biomass
and glycerol [50–52]. On the other hand, examples of oxidizing agents are silver (Ag+)
or iron (Fe3+) cations. Analogously, these agents act as trapping of electrons irreversibly
reducing the photocatalyst, capturing the photogenerated electrons. It enriches the pho-
tocatalyst with holes that oxidizes the water molecule and obtains the O2 molecule. Also,
in addition to allowing the H2 or O2 production for some photocatalysts, the sacrificial
(reducing or oxidizing) agents improves the photocatalytic reaction, because they decrease
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the recombination of the electron-hole pairs [32]. Figure 2.2.7 presents how the reaction
occurs using sacrificial agents for two types of photocatalysts, one that uses a reducing
agent to capture the holes to obtain H2 (Figure 2.2.7)(a) and other that uses an oxidizing
agent to capture the electrons to obtain O2 (Figure 2.2.7)(b). Finally, it is important to
stress out that the H2 or O2 obtained from the water molecule using a sacrificial agent is
not considered water splitting. Water splitting is defined as obtaining both H2 and O2 in
a stoichiometric amount in the absence of sacrificial agents [32].
Figure 2.2.7 – Sacrificial agents used as (a) electron donors, improving the H2 evolution,
and (b) electron scavengers, improving the O2 evolution. Figure obtained
from [32].
2.3 Cerium Oxide as Photocatalyst Employed to H2 Production
The cerium oxide (CeO2−𝑥, 0 < x < 0.5) or ceria (CeO2) is widely used currently
in several fields of knowledge such as catalysis, fuel cells, and optics [18–21]. The main
characteristic that makes it of great interest is the facility in creating and eliminating
oxygen vacancies on the surface in a reversible way. This property is responsible for the
high capacity of oxygen storage of ceria. Moreover, this property is important for catalytic
applications because defects such as oxygen vacancies are one of the most reactive sites
existing in metal oxides [53]. It makes catalysts containing ceria much more effective,
for example, for the control of pollutant gas emission in the automotive industry when
compared to catalysts without ceria [53,54]. The use of ceria as support and catalyst has
been widely investigated by the Physics of Nanostructures Laboratory in the Instituto de
Física at UFRGS recently [21,22,55,56]. Moreover, ceria has attracted great attention in
the last years for energy applications, like H2 production [57–59]. The reason is that ceria
presents optimum positions of the conduction and valence bands. Issarapanacheewin et
al. [60] characterized CeO2/Bi2WO6 composite photocatalysts by means of XRD, Scan-
ning Electron Microscopy (SEM), UV-Visible Spectroscopy (UV-Vis) and obtained the
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positions of the CeO2 conduction and valence bands of -0.23 V vs. NHE and 2.35 V vs.
NHE, respectively. This result agrees with the result obtained by Magesh et al. [61], which
characterized mixed oxides of CeO2-TiO2 applied to the decomposition of methylene blue
by means of XRD, Thermogravimetric Analysis (TGA), TEM, SEM, UV-Vis and ob-
tained the conduction and valence bands positions for pure CeO2 of -0.32 V vs. NHE and
2.44 V vs. NHE, respectively. A slightly different value for the positions of the conduction
and valence bands of the CeO2 is obtained by Abdullah et al. [62]. They studied the
CeO2-TiO2 photocatalyst applied to the photocatalytic reduction of CO2 into methanol
using XRD, Field Emission Scanning Electron Microscopy (FESEM), X-ray Photoelec-
tron Spectroscopy (XPS), Nitrogen Physisorption Analysis, UV-Vis, Photoluminescence
Spectroscopy (PL) and obtained the conduction and valence bands positions for CeO2 of
-0.07 V vs. NHE and 2.19 V vs. NHE, respectively. The cerium oxide itself can be used to
convert only a small portion of the solar energy that reaches Earth due to its relatively
high direct band gap energy, which vary typically from 2.92 eV to 3.70 eV [63,64]. In the
literature, this drawback is usually overcomed using a co-catalyst. Li et al. [65] synthe-
sized heterostructured CdS/CeO𝑥 nanowires by an electrochemical process and applying
these nanowires to a photocatalytic reaction in order to produce H2 from water. The CdS
acts as a visible light co-catalyst, because it presents a band gap energy around 2.4 eV.
Figure 2.3.1 shows that the photogenerated electrons in the conduction band of CdS are
transferred to the Ce 4f orbital of CeO2 and the photogenerated holes in the valence band
of CeO2 are transferred to the valence band of CdS. This process facilitates the separation
of the electron-hole pairs and reduces their recombination, improving the photocatalytic
efficiency. Similarly, Primo et al. [17] studied the photocatalytic activity of CeO2 nanopar-
ticles synthesized by alginate precipitation supported with small amounts (1.0 wt % and
3.0 wt %) of Au nanoparticles to produce O2 from water. The 1.0 wt % Au/CeO2 system
presented an increase in the photocatalytic activity under visible light exposition in com-
parison to the 3.0 wt % Au/CeO2 system and the CeO2 sample without Au nanoparticles
supported. Moreover, the Au/CeO2 system presented a better photocatalytic activity un-
der exposition to the visible light than the WO3 photocatalyst, which presented a high
photocatalytic activity to produce O2 under exposition to UV light. Some other examples
of co-catalysts, like Cs and zeolites, used with the CeO2 photocatalyst can be found in
the literature [45,66,67].
The comparison between the H2 evolution photocatalytic activity of the TiO2 with the
CeO2 photocatalyst shows that the CeO2 material is a very promising photocatalyst to
produce H2 from water. Kato et al. [68] measured the H2 production of TiO2 (rutile) and
various tantalate photocatalysts using a 450 W high pressure Hg lamp as light source and
obtained a H2 production of 0.04 𝜇𝑚𝑜𝑙ℎ𝑔 for TiO2 (rutile). Sayama et al. [69] measured the
H2 production of TiO2 using a 400 W high pressure Hg lamp as light source, utilizing Pt as
co-catalyst and adding carbonate salts aiming to increase the concentration of carbonate
24
Figure 2.3.1 – Schematic representation of the electron-hole pair separation mechanism
observed in the CdS/CeO𝑥 nanowires [65].
ions in the photocatalytic solution. They obtained a H2 production of 3.33 𝜇𝑚𝑜𝑙ℎ𝑔 for Pt-
TiO2 without carbonate salts. The change of the carbonate ions concentration in the
photocatalytic solution by adding Na2CO3 gives a dramatic increase of the H2 production
to 1893.33 𝜇𝑚𝑜𝑙
ℎ𝑔
. Reddy et al. [45] measured the H2 production of pure CeO2 using a 400
W high pressure Hg lamp as light source and obtained a H2 production of 12.50 𝜇𝑚𝑜𝑙ℎ𝑔 . This
result obtained for pure CeO2 is quite higher than the result obtained for pure TiO2 or
Pt-TiO2 without carbonate salts. Moreover, Chung et al. [66] measured the H2 production
of CeO2 using a 450 W high pressure Hg lamp as light source and utilizing 1 % wt of
Pt, Li or Cs as co-catalyst. The results of H2 production obtained for CeO2, Pt/CeO2,








is possible to observe that the Cs/CeO2 system presents a H2 evolution photocatalytic
activity more than ten times that obtained for pure CeO2. Since the CeO2 used in the
works cited above was the CeO2 standard commercial, there are many parameters that
can be optimized aiming to improve the photocatalytic activity of the CeO2 material
in comparison with those works. It can give an even higher H2 evolution photocatalytic
activity than that obtained for TiO2.
The increase of the photocatalytic activity of the CeO2 photocatalyst employed to pro-
duce H2 from water can be performed by using a reducing agent [70]. Lu et al. [70] grow
CeO2 hexagonal nanorods with {110} orientation onto Ti substrates by using an elec-
trochemical method and apply these nanorods to a photocatalytic reaction to produce
H2 from water using Na2S-Na2SO3 and methanol as reducing agents. The synthesized
CeO2 nanorods presented a higher photocatalytic activity in comparison with the com-
mercial CeO2, CdS and TiO2 for both reducing agents. Furthermore, the Na2S-Na2SO3
reducing agents provided a higher photocatalytic activity for the CeO2 nanorods. Aiming
to explain these results, the authors proposed that the agent reduced some Ce atoms
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in the nanorods from Ce(IV) to Ce(III) and then the photogenerated holes oxidized the
Ce atoms from Ce(III) to Ce(IV). This process improved the photocatalytic activity and
since the reductive ability of S2− and SO2−3 ions are higher than the methanol, it makes
sense that the Na2S-Na2SO3 reducing agents provided a higher photocatalytic activity
for the CeO2 nanorods. Another characteristic that can increase the photocatalytic ac-
tivity of the CeO2 photocatalyst employed to produce H2 from water is the presence of
mesopores on the cerium oxide surface. The mesopores increase the surface area, which
provides more adsorption sites for water molecules and more reaction active sites for the
reaction. Moreover, mesoporous semiconductors usually present a high degree of crys-
tallinity that provides a more effective separation and diffusion of the electron-hole pairs
photogenerated, which improves the photocatalytic activity [49].
In a previous work [22], the possibility to tune the particle size, surface area and
oxygen vacancy population of cerium oxide nanoparticles by changing the synthesis pa-
rameters was demonstrated. These nanoparticles were synthesized with a wide range of
surface area (96 < 𝑆𝐵𝐸𝑇 < 201𝑚2/𝑔), pore volume (32 < 𝑉 < 132𝑚𝑚3/𝑔), diameter
(2 < 𝑑 < 90𝑛𝑚) and Ce(III) fraction values, which are directly related to the oxygen va-
cancy population. Moreover, the synthesized nanoparticles present pore distribution in the
microporous range and some of them in the mesopores range as well. After synthesis, the
cerium oxide nanoparticles were exposed to a CO atmosphere and heated from room tem-
perature to 500 ∘C and characterized by in situ techniques like Near Ambient Pressure
XPS (NAP-XPS) and time-resolved X-ray Absorption Near Edge Structure (XANES).
The results showed a very high reducibility at very low temperatures of the cerium oxide
nanoparticles in comparison to the literature values typically found. Therefore, it is a
promising system to be applied for the H2 production since the photocatalytic activity
can be optimized by tuning the structural and electronic properties of the cerium oxide
nanoparticles synthesized. In the present work, an experimental and theoretical investi-
gation was performed using the cerium oxide nanoparticles synthesized in the previous
work [22] aiming to elucidate the main properties of the cerium oxide that are impor-
tant to improve the photocatalytic activity of this photocatalyst when applied to the H2
production reaction.
3 Physical Phenomena and Theoretical
Background of the Methods of Analysis
In this chapter the physical phenomena and theoretical bases of the main methods of
analysis used in this work will be presented: X-ray Diffraction (XRD), X-ray Photoelectron
Spectroscopy (XPS), Ultraviolet Photoelectron Spectroscopy (UPS), X-ray Absorption
Spectroscopy (XAS) and Density Functional Theory (DFT).
3.1 X-ray Diffraction (XRD) Technique
The XRD technique [71, 72] allows to identify the crystalline phases, to determine
lattice parameters and to estimate crystallite sizes of crystalline materials. This technique
consists on focusing a monochromatic X-ray beam to the sample at different angles with
respect to the sample surface. A detector scans the intensity of the diffracted X-ray
beam as a function of the angle 2𝜃 between the incident and the diffracted beams, then
constructing a diffraction pattern. Usually, the radiation used in XRD measurement is
the Cu 𝐾𝛼 characteristic X-ray, which has an energy of 8.04 keV and a wavelength of
0.154 nm. The diffraction occurs because its X-ray wavelength is smaller and has the same
order of magnitude than the distance between the atomic planes in a crystalline material.
The construction of a diffraction pattern can be understood with the Bragg’s Law.
Figure 3.1.1 presents the atomic planes of a crystalline material, with the atoms repre-
sented by the black circles, forming the A, B and C generic planes with the interplanar
distance 𝑑. The numbered straight line segments represent the incident X-ray beams that
are scattered by the crystal atoms. The scattered beam is detected with the maximum
intensity when occurs a constructive interference, i.e., if the optical path difference be-
tween beam 2 and beam 1, for example, is an integer multiple of the X-ray wavelength 𝜆.
In this case
𝑀𝐿+ 𝐿𝑁 = 𝑑 sin(𝜃) + 𝑑 sin(𝜃) = 𝑛𝜆 (3.1)
where 𝑛 is a positive integer number. Then,
2𝑑 sin(𝜃) = 𝑛𝜆 (3.2)
The equation 3.2 is known as Bragg’s Law and presents the condition to obtain a con-
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structive interference in a XRD measurement, relating the distance between crystalline
planes (𝑑) and the angle (𝜃) of the incident beam. However, when angles slightly different
from the angle that presents the complete constructive interference (𝜃𝐵) are considered,
it is found that the destructive interference is not complete. It gives a broadening of
the Bragg reflection in comparison to the case where only the constructive interference
is considered. Moreover, the broadening of the Bragg reflection occurs also due to the
experimental uncertainty of the measurement equipment, defects in the crystalline struc-
ture and size of the particles that constitute the material. The higher amount of defects
(higher strain) and the smaller size of the particles the more wide is the Bragg reflection.
Figure 3.1.1 – Schematic of the X-ray diffraction in a crystalline material. Figure adapted
from [72].
Figure 3.1.2 presents an example of the XRD pattern of the CeO2 powder sample. The
Miller indices (ℎ𝑘𝑙) were used to identify the crystalline planes. Each crystalline structure
corresponds to a set of Bragg reflections, which present specific relative intensities and
positions, in the diffraction pattern. Therefore, the crystalline structure is determined
comparing the position and relative intensities of the peaks in the diffractogram with a
data base. After detemining the crystalline structure, the lattice parameter can be deter-
mined by the Bragg reflections position. The interplanar distance 𝑑 can be obtained for
a given reflection plane by equation 3.2 and, as the lattice parameter is related with 𝑑
for a given reflection plane for a specific crystalline structure, the lattice parameter can
be determined. Moreover, the size and strain of the particles that constitute the material
can be obtained analysing the width of the peaks presented in the diffractogram. As men-
tioned previously, the defects in the crystalline structure and the size of the particles that
constitute the material affect the width of the Bragg reflections. These two contributions
are different and can be deconvoluted. One way to do that is using the Rietveld method,
which will be presented in the Chapter ??.
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Figure 3.1.2 – Diffraction pattern of the CeO2 standard sample. The peaks are identified
with the Miller indices.
In general, there are three methods to perform the diffraction measurements: Laue
method, rotating-crystal method and powder method. The Laue method was the first
method used, based on the von Laue’s original experiment. This method consists in keep-
ing a single crystal fixed when irradiated by a polychromatic beam. A given Bragg reflec-
tion (given interplanar distance 𝑑) corresponds to a particular wavelength that satisfies
the Bragg’s Law a given 𝜃 value. There are two geometries of the Laue method that
are characterized by the positions of the source, crystal and detector: transmission and
back-reflection Laue methods. For both, the detector is placed perpendicular to the inci-
dent beam. Figure 3.1.3 presents these two geometries with a flat film as detector. The
transmission Laue method (Figure 3.1.3(a)) consists in placing the crystal between the
source and the film. Therefore, part of the beam is transmitted through the crystal to
form a diffraction pattern in the film. The back-reflection Laue method (Figure 3.1.3(b))
consists in placing the film between the source and the crystal. In this configuration,
there is a hole in the film where the beam passes through and irradiates the crystal. The
back-reflected beam forms a pattern on the film. The position of the diffraction points
on the film, for both geometries, depends on the orientation of the crystal relative to the
incident beam. Moreover, the diffraction points become distorted if the crystal is bent or
twisted. Therefore the Laue method is useful for two main goals: the determination of
crystal orientation and the assessment of crystal quality.
The rotating-crystal method consists in to place a single crystal with one of its crystal-
lographic axis normal to a monochromatic X-ray beam. A cylindrical film is placed around
the crystal. Then, the crystal is rotated about a given direction, with the axis of the film
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Figure 3.1.3 – Schematic of the (a) transmission and (b) back-reflection Laue methods.
Figure obtained from [72].
coinciding with the axis of rotation of the crystal. So, a particular set of crystallographic
planes will satisfy, for instance, the Bragg condition, while the crystal is rotating. The re-
flected beam forms diffraction points on the film. Figure 3.1.4 presents a schematic of this
method. As the crystal is rotated about only one direction, it is not possible to obtain all
Bragg reflections between 0∘ and 90∘ for every sets of planes. Even so, the rotating-crystal
method corresponds to the most powerful tool in the determination of unknown crystal
structures.
Figure 3.1.4 – Schematic of the rotating-crystal method. Figure obtained from [72].
The powder method consists in to irradiate a monochromatic X-ray beam to a crystal
that was reduced to a very fine powder. The grain can be interpreted as a tiny crystal
orientated randomly with respect to the incident beam. The result obtained is that every
set of crystalline planes satisfy the Bragg condition. This result is equivalent to a single
crystal rotated, not around one axis, but around all possible axes. Therefore, the diffracted
beam forms a radiation cone for each set of crystalline planes present in the crystal. The
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intensity of each radiation cone can be measured and, then, the diffraction pattern can
be constructed. Figure 3.1.5 presents a schematic of the power method, showing three
different radiation cones corresponding to three different sets of crystalline planes ℎ𝑘𝑙. The
powder method is the method used for policrystals and is especially useful to determine
lattice parameters with high precision and to identify crystalline phases.
Figure 3.1.5 – Schematic of the power method. Three different radiation cones correspond-
ing to three different sets of crystalline planes ℎ𝑘𝑙 are shown. Figure ob-
tained from [73].
The most common configuration used for the XRD pattern measurements using the
powder method is the Bragg-Brentano configuration. Figure 3.1.6 presents a schematic of
this configuration. The divergent incident monochromatic beam is reflected in the sample
surface and converges at the detector position (fixed radius). Slits placed after the source
are responsible to control the divergence of the beam. Usually, the source is fixed and the
sample holder and the detector are rotated in order to measure the diffraction pattern.
Figure 3.1.6 – Schematic of the Bragg-Brentano configuration. Figure obtained from [73].
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3.2 X-ray Photoelectron Spectroscopy (XPS) and Ultraviolet Pho-
toelectron Spectroscopy (UPS) Techniques
The electromagnetic radiation interacts with matter through several effects. Figure
3.2.1 presents the cross section as a function of the incident photon energy for a given
physical phenomenon in the case of CeO2. In the energy range corresponding to the
ultraviolet light and X-rays, 3 eV to 500 keV, the photoelectric effect is the dominant one.
In this effect, an electron in a bound state of the atom may absorb a X-ray photon. For
an electron in a given electronic level, the incident photon with energy smaller than the
electron binding energy is not absorbed. If the photon has an energy equal to the electron
binding energy there is a non-zero probability of the photon to be absorbed and, in this
case, the electron does not have kinetic energy to leave the atom and goes to an atomic
excited state. Lastly, if the photon has an energy greater than the electron binding energy,
there is also a probability of the photon to be absorbed and, in this case, the electron is
ejected from the atom. The electron ejected from the atom due to a photon absorption is
called photoelectron.
Figure 3.2.1 – Cross section of the several effects that occur when radiation interacts
with matter as a function of the incident photon energy for CeO2. Figure
obtained from [74].
The XPS technique [71, 75] is widely used in catalysis because allows to obtain in-
formations about the chemical composition, the oxidation state of the elements and the
amount of each compound in the sample. The UPS technique [71, 75] allows to obtain
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the molecular orbital energies of the valence band and to determine the material’s work
function. These techniques are based in the photoelectron effect and consist on focusing a
light beam in a material and to measure the kinetic energy of the ejected photoelectrons
from the material’s surface. As presented in Figure 3.2.2, the kinetic energy (𝐸𝑘) of the
ejected photoelectron can be obtained by:
𝐸𝑘 = ℎ𝜈 − 𝐸𝑏 − 𝜑𝑠 (3.3)
where ℎ𝜈 is the energy of the incident radiation, 𝐸𝑏 is the electron binding energy in the
atom and 𝜑𝑠 is the work function of the sample. In order to measure the kinetic energy of
the ejected photoelectrons, it is used an electron analyzer which has itself a work function
𝜑𝑎 that must be taken into account. Once the sample’s work function usually is not known,
it is possible to obtain the kinetic energy of the ejected photoelectrons without the 𝜑𝑠
value. In order to do that, the sample and the electron analyzer are grounded, aligning
their Fermi levels. This alignment set a potential difference equals to 𝜑𝑠 −𝜑𝑎. In this way,
the kinetic energy of the ejected photoelectrons can be written as
𝐸𝑘 = ℎ𝜈 − 𝐸𝑏 − 𝜑𝑠 + (𝜑𝑠 − 𝜑𝑎) = ℎ𝜈 − 𝐸𝑏 − 𝜑𝑎 (3.4)
Figure 3.2.2 – Schematic representation presenting the energy levels involved in the pho-
toemission process for the sample and for the electron analyzer.
The main difference between the XPS and UPS techniques lies in the incident radia-
tion. The XPS technique usually works with Mg 𝐾𝛼 (1253.6 eV) or Al 𝐾𝛼 (1486.3 eV)
X-ray sources while the most frequently used sources for the UPS technique are helium
discharge lamps (UV source). These lamps produce fluorescence lines when the gas is
excited in the discharge and then decays back to its ground state. By using a helium dis-
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charge lamp it is possible to generate He I light (light emitted from neutral atoms), which
has a photon energy of 21.2 eV, or He II light (light emitted by singly ionized atoms),
which has a photon energy of 40.8 eV. Because of the different photon energy, while the
XPS technique probes the electronic core levels of the atoms, the UPS technique probes
the valence band.
The XPS and UPS spectra are usually a plot of the photoelectrons counts (or inten-
sity) as a function of the electron binding energy in the atom [76]. The photoelectrons
that suffer elastic scattering before being ejected of the material contribute to its char-
acteristic atomic level peak. On the other hand, the photoelectrons that suffer inelastic
scattering, losing energy before being ejected of the material, contribute to the spectrum
background. Electrons in atomic states with non-zero orbital angular momentum give rise
to a doublet in the spectrum due to the spin-orbit coupling. Therefore, each contribution
of the doublet corresponds to a different total angular momentum (𝑗 = 𝑙 ± 𝑠). Photo-
electron contributions are labelled according to the quantum numbers of the atomic level
from which the electron originates.
Both XPS and UPS are surface sensitive techniques but the maximum depth of the
sample that can be accessed by these techniques depends on the inelastic mean free path
(𝜆𝐼𝑀𝐹 𝑃 ) of the ejected photoelectrons and the ejected photoelectron take-off angle (𝜃),
measured with respect to the surface normal. The 𝜆𝐼𝑀𝐹 𝑃 is the mean distance travelled by
the photoelectron before suffering an inelastic scattering in the sample. Its value depends
on the kinetic energy of the photoelectron under consideration and can be described by an
universal curve (Figure 3.2.3), because it is very similar to different materials. Tanuma et
al. [77] developed the TPP-2M formula that can be used to calculate the inelastic mean free
path of the photoelectrons in good agreement with the experimental results. The authors
accomplished that by parametrizing the universal curve and adjusting the parameters
in order to obtain a better agreement with the experimental results for each kind of
material. The signal of the characteristic peaks in the XPS spectra is due to photoelectrons
generated in the sample region from the surface until a depth of 3𝜆𝐼𝑀𝐹 𝑃 cos 𝜃, where
around 60 % of the signal comes from the surface region until a depth of around 𝜆𝐼𝑀𝐹 𝑃 .
The 𝜆𝐼𝑀𝐹 𝑃 for photoelectrons ejected by typical X-ray and UV sources in XPS and UPS
techniques is different and typically smaller in the UPS technique.
Besides the photoelectrons, other electrons can be ejected from the material and con-
tribute to the spectrum. When the hole leaved by the ejected photoelectron is filled by an
outer shell electron there is a non-zero probability that other electron is ejected from the
atom in order to satisfy the energy conservation of the atomic relaxation process. This
second electron, which is called Auger electron, has a fixed kinetic energy, independent of
the incident X-ray energy. For that reason, the way to recognize the Auger contribution
in the spectrum is to change the incident photon energy. The Auger contribution will
appear in the same kinetic energy position for all the incident X-ray energies and the
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Figure 3.2.3 – Universal curve of the electron inelastic mean-free path as a function of the
electron kinetic energy (solid line). The points represent measurements for
different elements. Figure adapted from [71].
kinetic energy position of the peaks produced by the photoelectrons will change.
Auger contributions are labelled with the atomic shells involving in the emission pro-
cess using the X-ray level nomenclature. For example, an 𝐾𝐿1𝐿2 Auger electron corre-
sponds to a transition in which the hole leaved by the ejected photoelectron in the 𝐾 shell
is filled by an electron initially in the 𝐿1 shell and the Auger electron is emitted from the
𝐿2 shell.
Figure 3.2.4 presents examples of the XPS and UPS spectra of a CeO2 sample. Figure
3.2.4(a) shows an UPS spectrum of a CeO2 sample measured using a He II lamp (40.8 eV).
The known incident photon energy and the electron binding energy in the atom, shown
in Figure 3.2.4(a), allows to estimate the kinetic energy of the ejected photoelectrons
and, by using the TPP-2M formula [77], one can conclude that this spectrum corresponds
to 𝜆𝐼𝑀𝐹 𝑃 = 3 Å. The same can be performed with the spectra of Figures 3.2.4(b) and
3.2.4(c), which present XPS spectra of Ce 3d and Ce 4d regions measured with a Mg 𝐾𝛼
X-ray source. These two regions correspond to electrons of different binding energies and,
therefore, contain informations of different depths of the sample. Performing the same
procedure used to the UPS spectrum, one can conclude that the Ce 3d and Ce 4d regions
correspond to 𝜆𝐼𝑀𝐹 𝑃 = 8 Å and 𝜆𝐼𝑀𝐹 𝑃 = 18 Å, respectively. In this way, using these
three spectra is possible to obtain depth-resolved informations of the analysed material.
Another possibility to probe different depths of the material is by changing the incident
photon energy, easily achieved by using a Synchrotron Light Source, as performed in
previous work of the group [55].
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Figure 3.2.4 – (a) UPS spectrum of a CeO2 sample measured using a He II light (40.8
eV). XPS spectra of a CeO2 sample for the (b) Ce 3d and (c) Ce 4d regions
measured using a Mg 𝐾𝛼 X-ray source.
The conventional XPS and UPS measurements is performed in ultra-high vacuum
(around 10−8 to 10−10 mbar) for three main reasons. The ultra-high vacuum is impor-
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tant because the low kinetic energy ejected photoelectrons can be easily scattered by gas
molecules and, then, the noise present in the spectrum increases. Moreover, gas molecules
can be adsorbed in the material’s surface and change the properties of the sample during
the spectrum acquisition. Furthermore, the electron analyser that detects the eject pho-
toelectrons from the material only operates in ultra-high vacuum. Nowadays is already
possible to perform APXPS (Ambient Pressure XPS) and NAP-XPS (Near Ambient Pres-
sure XPS) measurements, that is, XPS measurements with the sample exposed to high
temperatures and high pressure of the reactant gases or even XPS measurements with
the sample in the liquid state. Previous work of the group [22, 56] used NAP-XPS and
AP-XPS techniques and a detailed description of the techniques is given in [56].
A common electron analyser used is the hemispherical sector analyser (HSA) (Figure
3.2.5). This analyser consists of a pair of concentric hemispherical electrodes with a gap
for the photoelectrons to pass through. An electric potential difference is applied between
the inner and outer hemispheres to force the photoelectrons to describe a circular path.
Only photoelectrons that present a given kinetic energy value are able to reach the multi-
channel detector, which consists on the detectors arranged radially across the output
plane. The HSA typically can operate in two modes: constant analyser energy (CAE) and
constant retarded ratio (CRR). In the CAE mode, the photoelectrons are accelerated or
retarded to fit an user-defined kinetic energy which is the energy that the photoelectrons
must have when passing through the electron analyser in order to reach the multi-channel
detector. This kinetic energy of the photoelectrons is called pass energy. The pass energy
affects both the electron counts and the resolution of the analyser. The smaller the pass
energy the higher the resolution and lower the transmission of electrons. On the other
hand, the higher the pass energy the higher the transmission of electrons but the poorer
the resolution. The pass energy remains constant throughout the energy range, threfore
the resolution is constant across the entire width of the spectrum. In the CRR mode,
similarly, electrons are retarded to fit a user-defined fraction of their original kinetic
energy, called retard ratio, as they pass through the electron analyser. Therefore, the pass
energy is proportional to the electron kinetic energy and the resolution becomes worse
when the electron kinetic energy is increasing. However, the relative resolution is constant
throughout the energy range.
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Figure 3.2.5 – Schematic of the hemispherical sector analyser (HSA). Figure obtained
from [78].
3.3 X-ray Absorption Spectroscopy (XAS) Technique
The XAS technique [71,79] allows to obtain information about the electronic structure
and to investigate the local atomic order around a specific atom. Therefore, by using this
technique it is possible to obtain the oxidation state, the coordination number and struc-
tural disorder (Debye-Waller factor) of the atomic shells around the absorbing atom. The
XAS technique consists in the measurement of the sample’s X-ray absorption coefficient
through the incidence of a monochromatic X-ray beam in the sample. The absorption
spectrum shows the dependence of the absorption coefficient 𝜇 with the X-ray energy.
This spectrum is described by the Beer-Lambert Law:
𝐼 = 𝐼0 𝑒−𝜇𝑡 (3.5)
where 𝐼 is the intensity of the radiation transmitted through the sample, 𝐼0 is the intensity
of the incident radiation in the sample and 𝑡 is the thickness of the sample.
In a hypothetical case, if X-ray photons are incident on a single isolated atom, this
atom can absorb a photon and then emit a photoelectron. The absorption spectrum in
this case is presented in Figure 3.3.1(a). In this Figure it is possible to observe that when
the incident photon energy (ℎ𝜈) is smaller than the electron binding energy (𝐸𝑏) there is
no absorption in this particular electronic level (𝜇 = 0). When the incident photon energy
is equal to the electron binding energy there is an abrupt increase on the absorption
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coefficient, giving the energy region named absorption edge. When the incident photon
energy is greater than the electron binding energy the absorption continues with a given
probability.
In a real case, there are neighbouring atoms around the absorbing atom. If the atom
absorbs a photon and then emits a photoelectron, this photoelectron can be backscattered
by the neighbouring atoms, as presented in Figure 3.3.1(b). Considering the photoelectron
as a wave, it is emitted by the absorbing atom and is backscattered by the neighbouring
atoms, then interfering with the incident wave. This interference can be constructive or
destructive depending on the photoelectron wavelength, the distance from the absorb-
ing atom to the scattering atom and the phase shift caused by the scattering event. If
the interference is constructive (destructive) one can show that the absorption coefficient
increases (decreases). This interference phenomenon gives rise to oscillations in the ab-
sorption spectrum after the absorption edge which contain structural information of the
sample at the atomic level (Figure 3.3.1(b)).
The absorption spectrum comprehends two energy regions, the X-ray Absorption Near
Edge Structure (XANES) region, which starts around 30 eV before the absorption edge
and finishing around 50 eV after the absorption edge, and the Extended X-ray Absorption
Fine Structure (EXAFS) region, which corresponds to the range of 50-1000 eV after the
absorption edge (Figure 3.3.1(b)). The XANES region contains information about the
atomic spatial geometry and the oxidation state of the absorbing atom while the EXAFS
region contains information about the local atomic structure of the sample. Each region
needs a different approach to be analysed.
In order to analyse each region of the absorption spectrum, first the spectrum is
normalised. Two polynomials are used to perform this normalization. The first one is
named pre-edge line and coincide with the spectrum region before the absorption edge.
The second one is names post-edge line and is a polynomial that passes through the
oscillations present at the region after the absorption edge (Figure 3.3.2(a)). By using
these polynomials the edge height Δ𝜇0(𝐸) is estimated and the absorption spectrum is
normalised by this value. Then, the normalised absorption spectrum, shown in Figure
3.3.2(b), is obtained.
The amplitude of the EXAFS oscillations is much smaller than the absorption intensity
at the absorption edge. In order to obtain a data with a high signal to noise ratio in this
region, a X-ray source of high brilliance must be used to perform the measurement of the
absorption spectrum. Because of that, this measurement is typically performed using a
synchrotron light source [80–82]. The synchrotron radiation is generated when a charged
particle with relativistic speed is deflected by a magnetic field, which is perpendicular
to its direction of motion. This radiation presents advantageous characteristics like high
brilliance, wide spectral range (from infrared to hard X-ray region), short time pulse (for
time-resolved measurements), tunable polarization and small emittance. These character-
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Figure 3.3.1 – Absorption spectrum as a function of the energy of the incident photon
(ℎ𝜈) for (a) a single isolated atom (hypothetical case) and (b) an atom
surrounded by neighbouring atoms (real case). Figure adapted from [71].
istics make the synchrotron light source an indispensable tool for material characterization
in several studies nowadays.
There are three experimental modes to perform the measurement of the X-ray ab-
sorption spectrum: transmission, fluorescence and electrons detection. The transmission
mode consists in focusing a X-ray beam in the sample and to measure the transmitted
beam through the sample. The use of 3.5 allows to obtain the absorption coefficient of the
sample. In general, the intensities 𝐼0 and 𝐼 are measured utilizing ionization chambers.
The ionization chamber measures the intensity of the X-ray beam before it interacts with
the sample (𝐼0) and another ionization chamber measures the intensity of the X-ray beam
transmitted through the sample (𝐼). The transmission mode is the preferred measurement
mode, because it gives a better signal to noise ratio. However, for diluted or very thin
samples, the signal to noise ratio obtained from transmission mode is not good enough
and the preferred mode, in this case, is the fluorescence one. The fluorescence mode mea-
surement consists on focusing the X-ray beam on the sample and to measure the emitted
fluorescence lines. Usually, in order to perform this measurement, a solid-state Si or Ge
detector is used, which allows to completely suppress the X-ray scatter contributions and
other fluorescence lines, and to consider only the intensity of the fluorescence lines of
interest. Since the material attenuates the X-rays emitted, the fluorescence intensity, and
therefore the XAS signal, can be damped due to the self-absorption effect. Assuming that
the sample is at 45∘ to both the incident beam and the fluorescence detector, the measured
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Figure 3.3.2 – (a) Absorption spectra at the Ce L𝐼𝐼𝐼 edge (5723 eV) of a CeO2 sample
(𝜇(𝐸)) and of a single isolated Ce atom (𝜇0(𝐸)). The pre-edge, post-edge
lines and edge height Δ𝜇0(𝐸) are shown as well. (b) Result of the absorption
spectrum normalization of CeO2. The XANES and EXAFS energy regions
are shown.





𝜇𝑡𝑜𝑡(𝐸) + 𝜇𝑡𝑜𝑡(𝐸𝑓 )
[1 − 𝑒−(𝜇𝑡𝑜𝑡(𝐸)+𝜇𝑡𝑜𝑡(𝐸𝑓 ))𝑡] (3.6)
where 𝜖 is the fluorescence efficiency, ΔΩ is the detector solid angle, 𝜇𝜒(𝐸) is the ab-
sorption coefficient from the interest element, 𝜇𝑡𝑜𝑡(𝐸) is the total absorption coefficient in
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the sample, and 𝐸𝑓 is the fluorescent X-ray energy. For diluted or very thin samples, the





On the other hand, for concentrated or thick samples, that approximation can not be
performed and the XAS signal will be severally damped by the self-absorption effect.
The electrons detection mode consists on focusing the X-ray beam on the sample and
to detect the photoelectrons, Auger electrons and secondary electrons emitted from the
sample. As presented for the fluorescence mode, it is possible to show that the absorption
coefficient of the sample is proportional to the intensity of the photoelectrons, Auger
electrons and secondary electrons emitted, where the major part of the signal is due to
the secondary electrons generated. Since the escape depth for photoelectrons and Auger
electrons is of the nanometer order, it makes this mode much more surface sensitive than
the other modes.
3.3.1 X-ray Absoption Near Edge Structure (XANES)
The XANES energy region is close to the absorption edge, typically extending up to
around 50 eV after the edge. This region contains structural and electronic informations
of the sample, like the atomic spatial geometry and the oxidation state of the absorbing
atom. The XANES signal after the absorption edge corresponds to electrons that were
excited from atomic core levels to the continuum and to unoccupied electronic states. The
allowed final electronic states are determined by the selection rules of the electric dipole
Δ𝑙 = ±1 (3.8)
Δ𝑗 = ±1 (3.9)
Δ𝑠 = 0 (3.10)
where 𝑙 stands for the orbital angular momentum, 𝑗 for the total angular momentum and
𝑠 for the spin angular momentum [71]. The energy position of the absorption edge, which
is defined as the energy position of the inflection point in this region, depends on the
oxidation state of the sample. Moreover, the shape of the absorption edge depends on the
chemical bounds present in the sample and can be used as a fingerprint of the chemical
species. In some cases, a pre-edge can be observed in the spectrum. It receives this name
because it appears before the absorption edge. The pre-edge is described by the electric
dipole transitions and mainly by electric quadrupole transitions. It is an indicator of local
site symmetry and orbital occupancy, and it contains information about hybridized states.
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The description of the XANES region is more complex than the description of the
EXAFS oscillations, because the kinetic energy of the photoelectrons corresponding to
the XANES region is smaller. It gives the need of using a more complex potential than
that used for the EXAFS region. In addition, the multiple scattering, that is more complex
to be described than the single scattering, is much more common in the XANES region.
Actually, there are some other methods to obtain information from this region. The most
common method consists in adjusting the XANES region of the normalized absorption
spectrum using a linear combination of normalized spectra of reference compounds. This
method allows to obtain the oxidation state of the absorbing atom and even the amount
of each compound present in the sample. The shape of the edge oscillations can be used
as a fingerprint of chemical species because it depends on the chemical environment and
kind of chemical bonding [71].
Since the XANES region is formed by electronic transitions to unoccupied electronic
states or to the continuum, one can perform an adjust in the XANES region by us-
ing lorentzian and arctangent functions. The lorentzian functions describe the electronic
transitions to unoccupied electronic states close to the Fermi level while the arctangent
function describes the electronic transitions to continuum. Using this method it is possible
to obtain information about the oxidation state and about the occupancy of a particular
electronic state of the absorbing atom.
3.3.2 Extended X-ray Absorption Fine Struture (EXAFS)
The EXAFS region is the energy region in the range of 50-1000 eV after the absorption
edge. This region contains structural information about the sample, like the coordination
number around the absorbing atom, the distance from the absorbing atom to the scat-
tering atoms and information about the thermal and structural atomic disorder. In order
to obtain the structural information from the EXAFS region it is necessary to analyse
the EXAFS oscillations. Aiming to do that, the single atom contribution (𝜇0(𝐸)) (Figure
3.3.2) is removed from the absorption spectrum and the EXAFS oscillations, 𝜒(𝐸), are
obtained.
Since the EXAFS oscillations are formed by an interference effect, which depends on
the wave behaviour of the photoelectron, it is convenient to treat these oscillations as a
function of the wavenumber of the photoelectrons, 𝑘, rather than the photon energy of






where 𝐸𝑏 and 𝑚 are the electron binding energy and the electron rest mass, respectively.
Using this transformation, the EXAFS oscillations, 𝜒(𝑘), are obtained. Aiming to evidence
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the oscillations in the region of high wavenumber, the oscillations 𝜒(𝑘) can be weighted
by 𝑘, 𝑘2 or 𝑘3, depending on the case. Figure 3.3.3(a) presents the 𝑘2𝜒(𝑘) oscillations of
the absorption spectrum at the Ce L𝐼𝐼𝐼 edge of a CeO2 sample.











sin[2𝑘𝑅𝑗 + 𝛿𝑗(𝑘)] (3.12)
where 𝑗 represents the number of the atomic shell around the absorbing atom, 𝑁𝑗 is the
coordination number of the 𝑗𝑡ℎ shell, 𝑆20 is the correction for relaxation effects in the
absorbing atom, 𝜎2𝑗 is the Debye-Waller factor, 𝜆𝐼𝑀𝐹 𝑃 (𝑘) is the photoelectron inelastic
mean-free path, 𝑓𝑗(𝑘) is the scattering amplitude with the atoms at the 𝑗𝑡ℎ shell, 𝛿𝑗(𝑘) is
the scattering phase shift with an atom at the 𝑗𝑡ℎ shell and 𝑅𝑗 is given by 𝑅𝑗 = 𝑅0 + Δ𝑅,
where 𝑅0 is the theoretical distance from the absorbing atom to the scattering atom and
Δ𝑅 is the change on the 𝑅0 distance.
The term 𝑒
−2𝑅𝑗
𝜆𝐼𝑀𝐹 𝑃 (𝑘) represents the intensity attenuation when the electron travels
through the solid, which depends on the photoelectron inelastic mean-free path 𝜆𝐼𝑀𝐹 𝑃 (𝑘).
The term 𝑒−2𝑘2𝜎2𝑗 represents the thermal and structural disorder of the measured material.
The dependence of the 𝜒(𝑘) on 1
𝑅2𝑗
reflects that the outgoing electron is a spherical wave
and its intensity decreases with the square of the distance.
The 𝑓𝑗(𝑘) and 𝛿𝑗(𝑘) parameters of the equation 3.12 are determined by ab initio
calculations. The 𝑅0 parameter is known by the crystallographic data. The 𝜆𝐼𝑀𝐹 𝑃 (𝑘) is
obtained from the TPP-2M formula [77]. The other parameters (𝑆20 , 𝑁𝑗, 𝜎2𝑗 and Δ𝑅) can
be obtained from the fitting procedure. The potential used to perform the calculations is
based on the muffin-tin approximation, where the potential is assumed to be spherically
symmetric in the region close to the atomic nucleus and constant in the region between
the atoms (interstitial region) [83]. The real potential in the interstitial region is more
complex than that considered by the muffin-tin approximation, due to metallic, ionic
or covalent bondings. However, the kinetic energy of the photoelectrons at the EXAFS
region is sufficiently high for considering the photoelectrons moving almost free in the
interstitial region. Therefore, the muffin-tin approximation suffices for the analysis at the
EXAFS region.
Aiming to describe the single and multiple scattering events and to avoid the calcu-
lations of wave functions, the description of the X-ray absorption spectrum can be done
using the complete Green’s function 𝐺 defined by
𝐺 = 1
𝐸 + 𝑖𝜖−𝐻 (3.13)
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where 𝐻 is the single-particle electron’s Hamiltonian and 𝜖 represents the lifetime of the
photoelectron. By using a spectral representation of the Green’s function in the positional
space











𝐼𝑚 ⟨𝜓𝑐|𝜖 · r𝐺(r, r𝑓 ;𝐸)𝜖 · r𝑓 |𝜓𝑐⟩ 𝜃𝜖(𝐸 − 𝐸𝐹 ) (3.15)
where 𝜃𝜖(𝐸 − 𝐸𝐹 ) is a broadened step function at the Fermi energy 𝐸𝐹 . The muffin-tin
approximation for the potential allows to write the Hamiltonian 𝐻𝑓 as




where 𝐸𝑘 is the photoelectron kinetic energy, 𝑈𝑎 is the potential of the ionized atom A in
its fully relaxed state and ∑︀?̸?=𝑎 𝑈𝑛 is the sum of all the potentials from the neighbouring
atoms that affect the photoelectron motion. From this approximation it is possible to




𝐼𝑚 ⟨𝜓𝑐|𝜖 · r[𝐺𝑎 +𝐺𝑎𝜏𝐺𝑎]𝜖 · r𝑓 |𝜓𝑐⟩ 𝜃𝜖(𝐸 − 𝐸𝐹 ) (3.17)
where 𝐺𝑎 is the Green’s function belonging to the potential 𝑈𝑎
𝐺 = 1
𝐸 + 𝑖𝜖− 𝐸𝑘 − 𝑈𝑎
(3.18)












The term that contains 𝐺𝑎 in 3.17 corresponds to the absorption coefficient for the pho-
toemission from the isolated atom A. The term that contains 𝐺𝑎𝜏𝐺𝑎 represents all the
contributions to the absorption coefficient due to single and multiple scatterings events
suffered by the photoelectron in the material. Therefore, this description allows to separate
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the contribution from the isolated atom emission from the single and multiple scatterings
events of the photoelectron in the neighbourhood of atom A. Moreover, using the per-
turbation theory, by applying the identity 𝑈𝑛𝐺𝑛 = 𝑡𝑛𝐺0, where 𝑡𝑛 is the operator for the
scattering of the photoelectron from the isolated atom N,
𝑡𝑛 = 𝑈𝑛 + 𝑈𝑛𝐺𝑛𝑈𝑛 (3.20)
and 𝐺0 is the free-space Green’s function,
𝐺0 =
1
𝐸 + 𝑖𝜖− 𝐸𝑘
(3.21)





































Replacing 3.23 in 3.17 one can see that the generic term of the multiple scattering expan-
sion of the absorption coefficient has the following closed-loop structure: after emission
from the atom A, the complete propagator 𝐺𝑎 brings the photoelectron to the atom J,
the photoelectron is scattered there (𝑡𝑗) and propagates to the atom K in free space (𝐺0).
Therefore, the expression obtained represents the absorption coefficient as a sum of all
possible scattering events, single and multiple, which gives rise to the structure that is
observed on the EXAFS region of the absorption spectrum.
In order to obtain information from the EXAFS oscillations, usually, a Fourier trans-
form (FT) of these oscillations is performed. A k-interval (Δ𝑘) is used to perform this
transform, as shown in Figure 3.3.3(a) for the 𝑘2𝜒(𝑘) EXAFS oscillations obtained from
XAS spectrum shown in Figure 3.3.2(b). The FT can be interpreted as the absorbing
atom in the position 𝑅 = 0, thus each contribution corresponds to the single or multiple
scattering of the ejected photoelectron that is caused by the atoms present around the
absorbing atom. In this way, it becomes easier to visualize the neighbouring atoms contri-
butions to the EXAFS oscillations 𝜒(𝑘). Figure 3.3.3(b) presents the Fourier transform of
the EXAFS oscillations 𝑘2𝜒(𝑘) shown in Figure 3.3.3(a). In Figure 3.3.3(b) is possible to
observe the identification of the contributions that correspond to single scattering events.
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Figure 3.3.3 – (a) 𝑘2-weighted and (b) the corresponding FT of the EXAFS oscillations
𝜒(𝑘) of CeO2 with the identification of peaks that correspond to single
scattering events. The red line shows the k-interval used to perform the
Fourier transform.
3.4 Density Functional Theory (DFT)
The DFT [84–86] is an alternative approach to the Schrodinger’s equation to calculate
the ground state of a many-electrons system, in which the fundamental role is played by
the electronic density distribution rather than the many-electron wave function. Then,
a system with N electrons that would be treated by the Schrodinger’s equation with a
3N variables wave function can be treated as an equation of the electronic density with
only three variables. The DFT is widely used in chemistry and materials science for the
investigation of complex systems at atomic scale and it showed to be one of the most
efficient methods to calculate structural and electronic properties of the ground state of
a material.
The DFT has two theorems demonstrated by Hohenberg and Kohn [84]. Considering
a system with N electrons where 𝑟𝑖 = (𝑥𝑖, 𝑦𝑖, 𝑧𝑖) is the position vector of the 𝑖𝑡ℎ electron:
Theorem 3.1. The external potential 𝑣(r) felt by the electrons is an unique functional of
the electronic density 𝜌(r).
Theorem 3.2. The density 𝜌(r) that minimises the total energy 𝐸0[𝜌] is the exact ground-
state density,
𝐸[𝜌] = ⟨𝜓|𝐸𝑘 + ?̂? + 𝑉 |𝜓⟩ (3.24)
where 𝐸𝑘 is the kinetic energy operator, ?̂? is the potential energy operator, 𝑉 is the
electron-electron interaction energy operator.
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It is convenient to separate from the universal functional 𝐸0[𝜌] the classic coulombic












where the first term of 3.25 is the kinetic energy of the electrons interacting with an
external static potential 𝑣(r), the second term of 3.25 correspond to the coulomb potential
energy, and 𝐺[𝜌] is also an universal functional. The 𝐺[𝜌] functional can be written as
𝐺[𝜌] ≡ 𝐸𝑘0[𝜌] + 𝐸𝑥𝑐[𝜌] (3.27)
where 𝐸𝑘0[𝜌] is the kinetic energy of a non-interacting system of electrons with density
𝜌(r). 𝐸𝑥𝑐[𝜌] contains the exchange and correlation energies of an interacting system with
electronic density 𝜌(r). The exact form of the 𝐸𝑥𝑐[𝜌] functional is not even know, but can
be approximated.
Using the variational principle to 𝐸[𝜌] and considering the constraint
∫︁
𝜌(r)𝑑3𝑟 = 𝑁 (3.28)
one can obtain the following equations:
(−12 ▽





𝑣𝐾𝑆 = 𝑣(r) +
∫︁ 𝜌(r′)
|r − r′|





is the local exchange-correlation potential. These self-consistent
equations are called Kohn-Sham (KS) equations [85] and can be used to obtain the elec-
tronic density of the system iteratively. Calculating the electronic density, the system










The simplest approximation for 𝐸𝑥𝑐[𝜌(r)] is the local-density approximation (LDA). In
this approximation the exchange-correlation energy of a system of homogeneous electron
gas of density 𝜌(r) in the point r is assumed equal to the exchange-correlation energy of a
homogeneous electron gas with the same density. Separating the exchange and correlation
contributions it is possible to consider a term for the exchange (𝜖𝑥) and a term for the
correlation (𝜖𝑐) contribution. Then, the 𝐸𝐿𝐷𝐴𝑥𝑐 can be written as
𝐸𝐿𝐷𝐴𝑥𝑐 [𝜌(r)] =
∫︁
𝜌(𝑟)[𝜖𝑥(𝜌(r)) + 𝜖𝑐(𝜌(r))]𝑑3𝑟 (3.33)











part is more complex and cannot be determined exactly. This term was estimated at the





The LDA approximation gives extremely useful results for most applications. It gives
a very good accuracy (around 1 %) when calculating bond lengths and geometries of
molecules and solids and gives a fair accuracy of 10 % to 20 % when calculating ionization
energies of atoms, dissociation energies of molecules and cohesive energies.
Some systems constituted, usually, by transition metals or rare earth elements that
present localized electrons in the d or f orbitals are not well described by the DFT cal-
culations. This happens because these localized electrons constitute "strongly correlated"
electronic states and, to perform calculations with these systems properly, a correction
in the energy functional should be considered. In this correction, which is based on the
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Hubbard model and is called DFT+U [88–90], the strength of the on-site interactions
are described by two parameters: 𝑈 , which reflects the strength of the on-site Coulomb
interaction, and 𝐽 , which adjusts the strength of the exchange interaction. However, if the
system calculated is rotationally invariant and has the high order terms of the Coulomb
interaction neglected, a simpler form of this correction, proposed by Anasimov et al. [90],
can be used. The correction uses the two parameters U and J combined in a single effective
parameter U𝑒𝑓𝑓 = 𝑈 − 𝐽 that accounts for the Coulomb interaction. This simpler form is
given by





𝑖 − 𝑛𝑖𝑛𝑖) (3.36)
where 𝑛𝑖 is the atomic orbital occupation matrix.
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