Introduction
In [24] a particular class of one-default market models was presented, where the default times were defined by stochastic differential equations. We learned from this study that random times τ in this class might have their conditional distribution function u → Q[τ ≤ u|F t ] differentiable with respect to an F adapted non decreasing process A, and the derivatives were computed in term of the stochastic flow associated with the stochastic differential equations. Various consequences of these random times were discussed based on that differentiability with respect to A. It then appeared quite clear that the class of the differentiable random times should constitute itself an autonomous class possessing the major properties for the purpose of market modeling. This paper is intended to supply a general analysis to this question.
The class is considered of all random times whose conditional distribution functions are differentiable with respect to F adapted non decreasing processes. Actually this class has been studied in [16] . The question raised from [24] compels us to review this study. Accordingly we conclude that the central point for that class of random times is its relation with Cox models, and the results about this class are better presented around this relationship. This idea is just natural (cf. [11] for a first example), except Cox model can not exist everywhere (cf. for example [4, 12] ). It is a situation already encountered in [21] where a systematical use of auxiliary spaces solved the problem. Consequently, the appropriate statement about the relationship between the differentiable random times and the Cox models is that any such random time can be isomorphically implanted into an auxiliary model which is absolutely continuous with respect to a Cox model.
Here are the mains points of this paper. The method of auxiliary space is essential in this paper. We refer to [21, 23] for its general application in the theory of enlargement of filtration. Section 3 presents specific properties necessary to make use of this method in this paper. In this same section the notion of iM is recalled, which constitutes the very element upon what the whole paper stands. In Section 4 the differentiability is defined and the first main result is proved, which relates the differentiable random times to the Cox models. A major difference here with respect to the definition in [16] is that a certain martingale property was included as part of the definition of the differentiability in [16] . For the purpose of applications, we do not assume this martingale property in the definition. Instead, we will establish this martingale property as the consequence of the differentiability. By means of the relationship between the differentiable random times and the Cox models, the easiest way to construct differentiable random times is to make probability changes on Cox models. But such constructions are not always helpful in the practice, because of the lack of means of computations (cf. [26] ). In Section 5 we present the results in [24] about the constructions of differentiable random times via stochastic differential equation. We recall that this construction method provides, besides the differentiable models, various models such as Cox models, density hypothesis model (cf. [8] ), pseudo stopping time model (cf. [18] ), etc. Section 6 gives a study on the order statistics of differentiable random times via copulas. Starting from Section 7 the paper lists some main consequences of the differentiability. Three formulas are established : the conditional expectation formula, the optional splitting formula, and the enlargement of filtration formula. It is to note that the use of Cox model in the auxiliary space enable us to have a quick and transparent proofs of these formulas. At last we want to underline that behind the seemingly habitual computations on a market model, there may be hidden measurability problems as indicated in [22] . This paper tries to define precisely every items appearing in the formulas.
Negligible sets
We need the following lemma which describes the completion of a σ-algebra in term of the σ-algebra itself. This description will be useful when we compare the completion of a σ-algebra on the original space with the completion of a σ-algebra on the auxiliary space.
Lemma 2.2 Let T 1 , T 2 be two σ-algebras on some common space Ω. Let ν be a probability measure defined on the two σ-algebras. Let N be the family of the (ν, T 2 ) negligible sets. Then,
Proof. Denote the right hand side term of the above formula by J . Then, Ω ∈ J . If X ∈ J , let B ∈ T 1 and A ∈ T 2 such that ν[A] = 1 and
i.e. ∪ n∈N * X n ∈ J . The family J is a σ-algebra.
The σ-algebra J contains clearly T 1 . It also contains N . Actually, for any X ∈ N , there exists
On the other hand, for any X ∈ J , let B ∈ T 1 and A ∈ T 2 such that ν[A] = 1 and X ∩A = B∩A. Then,
This means that J ⊂ T 1 ∨ σ(N ).
The first zero of a non negative supermartingale
We need a lemma on the non negative super martingales.
Lemma 2.3
Let Y be a non negative supermartingale defined on some probability space with filtration. Let X be a bounded martingale. Consider the predictable bracket X, Y . Then,
Let V be the drift part of Y in its canonical decomposition (V being decreasing). Let R = inf{t ∈ R + : Y t = 0} and 
Hence,
is a predictable set, i.e. R F is a predictable stopping time. We compute now
This proves the first part of the lemma.
As for the second part of the lemma, we note that Y − = p (Y ) − ∆V (where the superscript p denote the optional projection). So, Y s− > 0 for a 0 ≤ s < ∞, whenever ∆ s V < 0. However,
Change of variable
Let a be a real non negative right continuous non deceasing function on R + . Following [9] we introduce the right-inverse of a :
Then, c is a non negative right continuous non decreasing function. We have
For any non negative Borel function f , we have the identity :
In particular, for any t ∈ R + ,
3 Random time and the progressive enlargement of filtration
The basic setting of this work is a stochastic structure (Ω, A, F, P) equipped with a τ , where (Ω, A) is a measurable space, and P is a probability measure on A, and F is a right continuous filtration F = (F t ) t∈R + (with F ∞ = ∨ t∈R + F t ⊂ A) which contain the (Q, F ∞ ) null sets, and finally τ is a random variable taking values in [0, ∞] (that will be called random time below).
Let us denote by ∤ the map defined on
, and its completion G = (G t ) t∈R + where the σ-algebra G t is the σ-algebra G 0 t completed with the (Q, F ∞ ∨ σ(τ )) null sets. The filtration G is the progressive enlargement of the filtration F with the random time τ .
Product measurable space
The fundamental idea in [21] (see also [23] for a recent presentation) to deal with the enlargement of filtrations is the following two steps scheme, called algorithm in that thesis : firstly, to introduce another probability measure Q ′ on G ∞ under which the random time is sufficiently independent of the filtration F so that the problems in G has a solution ; and then, to link the (Q, G) semimartingales with the (Q ′ , G) semimartingales through Girsanov's theorem. But in fact, generally this two steps scheme will not be applied directly on the original probability space, because, for a general probability space, it may impossible to define a new probability measure Q ′ on G ∞ which makes τ independent of F. Instead there is a third step in this methodology, i.e. to introduce an auxiliary space on which we apply the two steps scheme, and to apply the "invariance principle" to go back to the original space. The "invariance principle" means that the enlargement of filtration problem is a problem in "law". The problem has a solution whenever it has a solution on an isomorphic (in large sense) auxiliary space.
Concretely for the progressive enlargement of filtration, we consider the map φ(ω) = (ω, τ (ω)) from Ω into the product space Ω × [0, ∞] and we define the auxiliary space as the product space Ω × [0, ∞] equipped with the product σ-algebra A ⊗ B[0, ∞] and with the image probability measure :
To have a representation of the probability structure (Q, F) on the product space, we consider the maps
With the map π we draw the filtration F onto the product space Ω × [0, ∞] as follows :
To have a representation of the random time τ , we introduce the mapτ (ω, u) = u. We check that, for any B ∈ F ∞ , for a ∈ [0, ∞], we have π −1 (B) ∈F ∞ and
With the filtrationF and the random timeτ we define on the product space the primal enlargement and the progressive enlargement, i.e.
), andǦ = (Ǧ t ) t≥0 whereǦ t is the completion ofǦ 0 t by theQ null sets with respect toF ∞ ∨ σ(τ ). Now we have a representative (Q,F,Ǧ,τ ) on the product space which duplicates the original quadruplet (Q, F, G, τ ). For any map X defined on the space Ω, we define the mapX = X(π) on the product space.
Remark 3.1 We note that there exist two copies on the product space which duplicate the random time τ , i.e. the mapsτ andτ . These two representatives are indistinguishable under the probabilityQ. However, when one wants to construct a new probability in introducing some independence into the progressive enlargement of filtration, we deal only with the representativê τ .
Remark 3.2 Notice that in stochastic calculus, one usually omits to write the dependence on ω of random variables. We adopt this convention. Therefore in this paper, a stochastic process X(t, ω) is written as X t , and a function f (ω, u) on the product space is written as f (u), so on.
Measurability relationship between the original and the auxiliary spaces
Now we compare the different optional σ-algebra on the original and on the auxiliary spaces.
We have the following inclusion relationship :
Proof. The following relationships hold :
for every t ∈ R + , and hence by Lemma 2.2,
For a (everywhere) càdlàg G 0 adapted process X bounded by 0 and 1, for any t ∈ Q + , let f t be aǦ 0 t measurable function bounded by 0 and 1, such that X t = f t (φ) (cf. [9, Theorem 1.5]). For every a ∈ R + , let W ′ a to be the set of (ω, u) in the product space such that, there exists a ǫ = ǫ(ω, u) > 0, and (f t (ω, u) :
There are two cases. Firstly, if (ω, u) belongs to no of the W ′ s for s > t, we haveX v (ω, u) = 0 for all v ≥ t. Hence,X(ω, u) is right continuous at t. Secondly, if (ω, u) belongs to some W
In particular,X(ω, u) is right continuous at t. We just prove thatX is a right continuous process. Moreover, we check directly that φ(ω) ∈ W ′ s for all s ≥ 0, ω ∈ Ω, and therefore X =X(φ). Notice thatX ∈ O(Ǧ) (cf. [9, Theorem 4.32] ). This being true for an (everywhere) càdlàg G 0 adapted process X bounded by 0 and 1, we prove the last inclusion relation which was missing in the above inclusion sequence.
Lemma 3.4 Let a ∈ R + . Let H be a non negativeǦ optional process. Let A be a non decreasing F optional process. Consider H as a function of three variables
Proof. Consider H the set of boundedǦ optional processes H such that the statement of the lemma is valid on H. It is clear that H is a functional monotone class in the sense of [20, Theorem (3.2) ]. H is therefore a vector space containing the constant functions and closed under uniform convergence. Let H 0 be the set of all boundedǦ adapted càdlàg processes. H 0 is closed under multiplication. Let us show that any element H in H 0 is an element in H. Actually, for fixed t ∈ R + , by an argument by monotone class theorem, the random variable [0,a] H t (v)dA v is F t+ǫ measurable for any ǫ > 0, hence it is F t measurable. In addition, the process [0,a] H t (v)dA v , t ∈ R + , is càdlàg by dominated convergence theorem.
By [20] H contains all boundedǦ optional process. For a general non negativeǦ optional process, it is the increasing limit of a sequence of boundedǦ optional process. This proves the lemma.
iM increasing family of martingales
In mathematical modeling of financial market through the progressive enlargement of filtration, the most important characteristic of the random time τ should be its conditional distribution function. This notion is formalized in [12] with the following definition. 
If the condition 1· and 2· are replaced by
we say that the iM is complete.
The following theorem is borrowed from [12] .
Theorem 3.6
i· For any random time τ on the filtrationed probability space (Ω, F, Q), there exists a complete iM family, denoted by (
This family is unique in the sense that, if
is another iM family satisfying the above condition, there exists a Q null set A such that, for ω /
is associated with triplet (Q, F, τ ).
There is a unique probability measure Q ′ on the product measurable space, which coincides withQ onǍ = π −1 (A) and satisfies
We call Q ′ the measure on the product space associated with the triplet (Q, F, iM).
2.
iii· As a consequence of ii·, for any iM family, it has a compete extension.
We also need the following technical lemmas to deal with the iM family. The first lemma is a direct consequence of the definition and of the monotone class theorem.
The lemma comes as a consequence.
be the iM family on the product space associated with (Q,F,τ ). Then, M(π) is a version of M, and M(φ) is a version of M.
Proof. The lemma is the consequence of the right continuity of M and M, and of the following identity. For u, t ∈ [0, ∞] with u ≤ t, for any B ∈ F t , we havě
Differentiable iM and Cox measure
From now on, we fix a constant T ∈ [0, ∞]. Here is the definition of the differentiability of an iM.
is said to be differentiable at t with respect to A, if there exists a non negative
(As usual we omit ω.) We call p t a density function at t.
is differentiable at every t ∈ [0, T ) with respect to the same increasing process A, we say that
Remark 4.2 If we replace dA v by e −Av dA v and p t (v) by p t (v)e Av , we can assume in the above definition that A t < 1 for t ∈ R + (cf. subsection 2.4).
The following lemma is the consequence of Lemma 3.9.
be the iM family on the product space associated with (Q,F,τ ). Let A be a non negative F adapted increasing process. DefineǍ = A(π).
If M is differentiable with respect to A on [0, T ) with a density function p, then M is differentiable with respect toǍ on [0, T ) with the density functionp defined by
Conversely, if M is differentiable with respect toǍ on [0, T ) with a density functionp, then M is differentiable with respect to A on [0, T ) with the density function p defined by
We are going to display the various formulas in term of the density function p. However, to really be able to do so, we need first of all a modified version of p. We introduce an additional notion (cf. [5, Chapter 3] for the notion of Cox process).
Definition 4.4
We call a probability measure Q 0 on F ∞ ∨ σ(τ ) a Cox measure with respect to Q| F∞ (the restriction of Q on F ∞ ), if there exists a non negative F adapted increasing càdlàg process A such that i. the two probability measures
We also say that Q 0 is the Cox measure associated with (Q| F∞ , F, A, τ ).
Remark 4.5 Note that the i M family associated with
(Q 0 , F, τ ) is given by M u t = A u for 0 ≤ u ≤ t ≤ ∞.
Lemma 4.6 For any non negative F adapted non decreasing càdlàg process
Then, there exists a Cox measureQ 0 associated with (Q|F ∞ ,F,Ǎ,τ ) on the product space.
Proof. It is necessary and sufficient to define the Cox measure as follows :
The following theorem, in which a very precise version of the density function p is studied, is essential for this paper. We consider this theorem as a specific version of the Follmer's lemma (cf. [9, Theorem 2.44]) adapted to the case of a progressively enlarged filtration.
, t ∈ R + (called the Azéma supermartingale of τ ). Let A be a non negative F adapted increasing càdlàg process such that
family which is differentiable on [0, T ) with respect to A with a density function p. LetQ 0 be the Cox measure on the product space associated with (Q|F ∞ ,F,Ǎ,τ ).
Then, there exists a three variable function
2.Q is absolutely continuous with respect toQ 0 onǦ t for every t ∈ [0, T ) and the process
is the corresponding density process ; Remark 4.8 We will keep the notation p to denote the original version of the density function. We will use p + to denote the version of the density function established in this theorem. Later we will have a third version of the density function.
Proof. We use the notations in Lemma 4.3. For every t ∈ [0, T ), for any non negative bounded Borel functions h on [0, ∞], for any B ∈ F t , applying Lemma 3.7, we havě
Combining these two identities, we obtaiň
This means thatQ is absolutely continuous with respect toQ 0 onF t ∨ σ(τ ∤ t) with density
The above process is aQ 0 martingale in the filtrationF t ∨ σ(τ ∤ t), t ∈ [0, T ) (in the primitive sense of martingale). By martingale convergence theorem (cf.
Let p t+ (ω, u) = 1 1 {u≤t} P t (ω, u). Then, p t+ is everywhere right continuous in t ∈ [0, T ), and
is the density function ofQ with respect toQ 0 onǦ
where the last equality comes from the definition of Cox measureQ 0 . The process Proof. By the right continuity in t ∈ R + of the process p t+ , for any (ω, u) ∈ Ω × [0, ∞], we can write
where v k = k 2 N . We notice that, for any k ≤ ⌊2 N T ⌋, for any a ∈ R, for any t ∈ [0, T ), the set
Consequently, for any a ∈ R, for any t ∈ [0, T ), the set
for any ǫ > 0. Now applying [7, Chapitre IV, n • 14], we prove that the process (p u+ (ω, u) :
Let K be a bounded F optional process. Then the processǨ t (ω, u) = K t (π(ω, u)), for t ∈ R + , (ω, u) ∈ Ω × [0, ∞], isF optional (which can be proved by a usual monotone class theorem argument). Applying Theorem 4.7, for a ∈ [0, T ),
The process [0,t] p v+ (v)dA v , t ∈ [0, T ), is finite càdlàg and F adapted. This proves the theorem. 
Remark 4.11
This lemma is much more precise than Lemma 3.7.
Proof. For any F stopping time S ∈ [b, T ), according to Theorem 4.7, we write
Notice that the process 1 1 {τ ≤b} h1 1 [b,T ) p + isǦ optional. According to Lemma 3.4, the process
The above identities together with [9, Theorem 4.40] implies that this process is a càdlàg (Q, F) uniformly integrable martingale on [b, T ). On the other hand, by the monotone class theorem, using Theorem 4.7 property 3, it can be checked that
Lemma 4.12 Assume the same condition as in Theorem 4.7. Let b ∈ [0, T ). Then,
Proof. We note that, according to Corollary 4.10, [0,b] 1 1 {p b+ (u)=0} p t+ (u)dA u is a càdlàg non negative (Q, F) martingale on [0, T ) and
Taking the expectation
There is a last corollary.
Corollary 4.13
Let A be a non negative F adapted increasing càdlàg process such that A ∞ = 1 and Proof. The condition is necessary by Theorem 4.7. Suppose that the "if" condition holds. For t ∈ [0, T ) let ξ denote the density function
Then, for B ∈ F t , for 0 ≤ u ≤ t,
where the last equality is obtained by the definition ofQ 0 .
Model defined by a stochastic differential equation
Theorem 4.7 says that a model with a differentiable iM is absolutely continuous with respect to a Cox measure model. As Cox model can be easily computed, a model with differentiable i M Z can easily be handled by Girsanov's theorem. One may wonder if necessary to introduce the notion of differentiable iM Z models. There are at least two reasons to introduce the differentiable models. Firstly, a lot of model are defined directly with an i M Z . The notion of the differentiability gives us an effective method to check if the model is absolutely continuous with respect to the Cox measure. Secondly, the theoretical approach by Girsanov's theorem may fail to be helpful for practice purpose (cf. [26] ) for the lack of the computability of the density function. Variable models are required to meet the needs in practice.
We present in this section a class of models which are defined through their dynamic equation and which have differentiable i M. These results are established in [24] .
iM Z
Let Z to be a (Q, F) supermartingale such that 0 ≤ Z ≤ 1. We call such a Z an Azéma supermartingale. We notice that for any iM, the process (M u u ) u∈R + is an Azéma supermartingale. On the other hand, in market modeling, data calibrated from the real market can be represented by an Azéma's supermartingale Z. An important question is, therefore, if there exists a model such that (M u u ) u∈R + coincides with Z. We introduce the following definition (cf. [12] ). 
The theorem below is an immediate consequence of the Theorem 3.6. 
♮-equation and ♮-pair
We suppose the condition :
Let Z = M − A be the (Q, F) canonical decomposition of Z with M a (Q, F) local martingale and A a non-decreasing F predictable process. Notice that F·p (1 − Z) t = 1 − Z t− + ∆ t A > 0 for any 0 < t < ∞, where the superscript F·p denotes the (Q, F) predictable projection. We define, for 0 < u < ∞, m 
Let D design the space of all càdlàg F adapted processes. Let m > 0 be an integer. Let Y = (Y 1 , . . . , Y m ) be an m-dimensional (P, F) local martingale, and F = (F 1 , . . . , F m ) be a Lipschitz functional from D into the set of m-dimensional locally bounded F predictable processes in the sense of [19] . For 0 < u < ∞, for any F u -measurable random variable x, we consider the stochastic differential equation determined by the pair (F, Y) :
We will call the pair (F, Y) a ♮-pair if it satisfies the following conditions, for any 1 ≤ j ≤ m, for any u > 0 and for any X, X ′ ∈ D :
is integrable with respect to Y j , and satisfies the inequality :
(ii) The process t ∈ [u, ∞) →
The following theorem proves that the set of ♮-pairs is not empty. | ≤ 1. For t ∈ R + , we introduce the set G t of z ∈ R m satisfying the two conditions :
• : 2 g(t, x) ⊤ z < 1 + ∆ tm , for x ∈ R,
(Here g ′ (t, x) denotes the derivative with respect to x.) Then, for any t ∈ R + , the random set G t is not empty, and the set-valued process G is F optional. There exists an m-dimensional F local martingale Y = (Y 1 , . . . , Y m ) whose jump at t ∈ R + , if it exists, is contained in G t . Let
Then, the above conditions (i), (ii) and (iii) with strict inequality > −1 instead of ≥ −1 are satisfied for the pair (F, Y).
Model defined by the ♮-equation
The ♮-equation defines an iM Z .
Set finally
The above iM Z will be said to be associated with the ♮-equation as well as the probability measure Q ♮ constructed in Theorem 3.6 with this i M Z will be said to be associated with the ♮-equation.
The differentiability
Let g be a C ∞ function on R with a compact support. Consider the ♮-equation associated with the following ♮-pair (F, Y) of the type in Theorem 5.3 :
We suppose moreover that ϕ(
This means that M u satisfies the following stochastic differential equation 
Consequently, the iM Z is differentiable with respect to A on [0, ∞) with the density function
Copulas and the ordering statistics of random times
In defaultable market modeling, we need to take the order statistics of a family of default times.
In this section we prove a sufficient condition which ensure that the order statistics satisfy the differentiability property for their i M Z .
Ordering of functions on {1, . . . , k}
We begin with recalling the order statistics. Let a be a function defined on {1, . . . , k} (where
The map i ∈ {1, . . . , k} → R a (i) ∈ {1, . . . , k} is a bijection. Let ρ a be its inverse. Define ↑a = a(ρ a ). We check that ↑a is a non decreasing function on {1, . . . , k} taking the same values of a. ↑a(i) represents the ith smallest values among {a 1 , . . . , a k }.
Let k ∈ N * and τ 1 , . . . , τ k be k random times. Consider the function t on {1, . . . , k} taking respectively the values {τ 1 , . . . , τ k }. We define σ i =↑t(i), 1 ≤ i ≤ k. Note that, if the τ i are stopping times with respect to some filtration, the σ i are stopping times with respect to the same filtration, because
This same equation shows that there exists a Borel function s
Proof. We have
By the inclusion-exclusion formula, the last term becomes
Continuously differentiable copulas
We refer to [17] for the notion of the copulas.
, 1 ≤ i ≤ k, be iM Z satisfying the differentiability condition at a point T ∈ [0, ∞] with respect to a same increasing process A. Let τ i , 1 ≤ i ≤ k, be a family of random items such that their conditional law given
Then, the order statistics of the τ i , 1 ≤ i ≤ k, satisfy the differentiability condition for their iM at every t ∈ [0, T ] with respect to A.
Proof. For any J ⊂ {1, . . . , k}, denote by C J the J-marginal copulas of C, which is also continuously differentiable. Let 
where A c denotes the continuous part of the process A. Hence, there exists a
Now using the same notations in Lemma 6.1, we write
Remark 6.3 The above theorem presents an invariant principle for the class of differentiable iM. We point out here another obvious invariant principle, i.e. the class of differentiable iM is invariant by absolutely continuous change of probability measures.
Conditional expectation
In this section we fix a random time τ whose Azéma's supermartingale is Z = M − A as in subsection 5.1. We suppose that its iM family is differentiable on [0, T ) with respect to A (A ∞ = 1) with a density function p. This section is devoted to the computation of conditional expectations under this assumption.
parametered optional projection
Recall that in [25, 
♭♭♭ For any F stopping times U, the process 1 1 {U ≤t} ( o F ) t (U), t ∈ R + , is F optional. For any pair of F stopping times U, S such that U ≤ S, for any B ∈ F S ,
Clearly, the family C is a linear space and it contains the function F ≡ 1. Notice that, if F, F ′ are two members of the family C with 0 ≤ F ≤ F ′ , by section theorem (cf. [9] ), the process 1 1 {U ≤t} ( o F ) t (U), t ∈ R + , is bounded from below by zero and is overestimated by the process 1 1 {U ≤t} ( o F ′ ) t (U), t ∈ R + . Let F be a bounded non negative F ∞ ⊗ B[0, ∞] measurable function which is the increasing limit of a sequence (F n ) n∈N * in C. For any n ∈ N, let 
Lemma 7.4 For any non negative non decreasing F adapted càdlàg process A, for any bounded or non negative
for any t ∈ R + and any bounded ∩ s>t (F s ⊗ B[0, ∞]) measurable function f .
Proof. We give a proof when F ≥ 0. Let c(s) = inf{t ∈ R + : A t > s}. Using the results in subsection 2.4, we write
Lemma 7.5 In the same setting as in the previous lemma, we havě
Proof. We rewrite the computation in the above lemma in a different form :
Formulas of conditional expectation
In this subsection we will show that the conditional expectation with respect to G t can be computed in term of the density function p and in term of the conditional expectation with respect to F t .
The following lemma has been called "key lemma" in the literature (cf. [4, Lemma 3.1.2]).
Lemma 7.6 For any bounded H ∈ G ∞ ,
Proof. Firstly, let h be a bounded F t ⊗ B[0, ∞] measurable function. We have
We note that every quantities in this formula are bounded. Hence, we can take the right limit in t ∈ R + and conclude that the same relationship remains valid when h(τ ∤ t) is replaced by bounded G t measurable functions.
Proof. The formula on {t < τ } is the consequence of Lemma 7.6. Consider the formula on {τ ≤ t}.
Apply Theorem 4.7.
according to Lemma 7.5. This proves the first part of the lemma. The second part is the consequence of the identity We define X ′′ t (ω, x) =X ′′ t (φ(ω), x) which is a O(F) ⊗ B[0, ∞] measurable function. Then, we have the following Q indistinguishable identity :
Corollary 8.2 For any t ∈ [0, T ), F t ∨ σ(τ ∤ t) completed by (Q, G ∞ ) null sets is equal to G t . Moreover, σ(H τ : H a F optional process) completed by (Q, G ∞ ) null sets is equal to G τ .
Proof.
It is the consequence of the preceding theorem and [22, Theorem 3.4 and 3.6].
Remark 8.3
The property proved in the above corollary is important in regard to [4] where such a property under the name condition G.1 and G.2 is required to establish results.
Enlargement of filtration formula
It is essential, for a market model based on the progressive enlargement of filtration to be useful, to know the hypothesis(H ′ ) holds, i.e. to know if all F martingale X remains G semimartingale (otherwise there will exist arbitrage). If it is the case, it is important to know the semimartingale decomposition of X in G. This section is devoted to that question.
We assume the same assumption as in Section 7. We recall that Z is the Azéma supermartingale of τ and M is its martingale part (in F). We begin with a well-known result in [14, 15, 13] . Lemma 9.1 Let X be a bounded (Q, F) martingale. Let B X the (Q, F) predictable dual projection of the jump process t → ∆X τ 1 1 {0<τ ≤t} . Then,
is a (Q, G) local martingale.
Notation. Let P be the (Q 0 ,Ǧ) martingale on the time interval [0, T ) introduced in Theorem 4.7. Let X be a bounded (Q, F) martingale. Then the bounded processX (whereX = X(π)) is a (Q 0 ,F) martingale. By [6] the hypothesis(H) is satisfied betweenF andǦ under the Cox measureQ 0 . It results thatX is a (Q 0 ,Ǧ) martingale. We can therefore compute their (Q 0 ,Ǧ) predictable bracket process on the time interval [0, T ), denoted by X , P . Using the predictable splitting formula (see [13, Lemme(4. Theorem 9.2 Under the assumption of this section, for any bounded (Q, F) martingale X, the process
is a (Q, G) local martingale on the time interval t ∈ [0, T ), where p − denotes the left limit process of p + .
Proof. According to Lemma 9.1, X τ is a (Q, G) special semimartingale with the drift process
We have already indicated thatX is a bounded (Q 0 ,F) martingale. It is hence a (Q 0 ,Ǧ) martingale. By Girsanov's theorem, X −Xτ − 1 P − 1 1 (0,T ) X −Xτ , P is a (Q,Ǧ) local martingale on [0, T ). Note that, using the notation fixed previously to the theorem,
Now we pull the above martingale property back to Ω by φ to conclude that
is a (Q, G) local martingale on [0, T ). This proves the theorem because X = X τ + (X − X τ ).
