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Abstract
We introduce, for a symmetric fusion category A with Drinfeld centre
Z(A), the notion of Z(A)-crossed braided tensor category. These are
categories that are enriched over Z(A) equipped with a symmetric tensor
product, while being braided monoidal with respect to the usual tensor
product on Z(A).
In the Tannakian case where A = Rep(G) for a finite group G, the
2-category of Z(A)-crossed braided categories is shown to be equivalent
to the 2-category of G-crossed braided tensor categories. A similar result
is established for the super-Tannakian case where A is the representation
category of a finite super-group.
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1 Introduction
In this article, we introduce the novel notion of Drinfeld centre crossed braided
tensor categories. In a previous paper [Was17a], the author has shown that the
Drinfeld centre Z(A) of a symmetric fusion category A is lax 2-fold monoidal
for the convolution and symmetric tensor products. In this paper, we will
use the extra structure this 2-fold product gives to categories enriched over
(Z(A),⊗s) to define a novel notion of monoidal structure for such categories.
This monoidal structure factors, on hom-objects, through the convolution tensor
product of such categories. We will refer to this as a Z(A)-crossed monoidal
structure (Definition 30). Additionally, we spell out what it means for such a
monoidal structure to be braided (Definition 40). Such categories form a 2-
category Z(A)-XBF, and we will show that the (Z(A),⊗s)-enriched cartesian
product ⊠
s
is a symmetric monoidal structure on this 2-category.
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In his book on Homotopy Quantum Field Theory [Tur10, Chapter VI], Tu-
raev defined the notion of G-crossed braided fusion category (see Definition
52 here). By results of Deligne [Del90, Del02], any symmetric fusion cate-
gory is braided tensor equivalent to the representation category of either a
finite group G or a finite super-group (G′, ω), referred to as the Tannakian
and super-Tannakian cases respectively. We will show that, for A ∼= Rep(G),
a Z(A)-crossed braided category gives rise to such a G-crossed braided cat-
egory. Furthermore, for A super-Tannakian, we define the notion of a super
(G′, ω)-crossed braided category (Definition 54), and show that, similarly, a
Z(A)-crossed braided category gives rise to a super (G′, ω)-crossed braided cat-
egory. These two results constitute Proposition 59. We show that this construc-
tion, denoted by (−), has an inverse Fix, this is the main Theorem 49 of this
paper. Furthermore, the 2-category G-XBF (or (G,ω)-XBF) of (super) G-
crossed braided categories carries a symmetric monoidal structure given by the
degreewise product ⊠
G
, and we show that these mutually inverse constructions
are symmetric monoidal 2-functors.
This relationship to G-crossed braided tensor categories tells us that Z(A)-
braided tensor categories are a coordinate invariant repackaging of the notion of
G-crossed braided category, that additionally allows us to treat the Tannakian
and super-Tannakian cases on equal footing. This is useful in related work
[Was19], were we take a braided fusion category containing A and produce from
this a braided object enriched over Z(A). It turns out that this braided object
is a Z(A)-crossed braided tensor category. This construction, which we will
denote by (−)
←−
is then used to define the so-called reduced tensor product. This
reduced tensor product is a symmetric monoidal structure ⊠
red
on the 2-category
BFC/A of braided fusion categories containing A.
The construction that takes a braided fusion category containing A to a
Z(A)-crossed braided fusion category and its inverse, together with the func-
tors from the main theorem of this paper, factor the well-known mutually in-
verse constructions of equivariantisation Eq and de-equivariantisationDe−Eq
[DGNO10] into two steps. Critically, the step corresponding to the main The-
orem of this paper requires Tannaka duality, while the other does not. The
situation is summarised by the following commutative triangle of mutually in-
verse symmetric monoidal equivalences:
(Z(A)-XBF,⊠
s
)
(BFC/A, ⊠
red
) (G-XBF,⊠
G
),
DeEnrich
(−)
(−)
←−−
De−Eq
Eq
Fix
in the case that A = Rep(G), and DeEnrich denotes the inverse to (−)
←−
. A
similar diagram exists for the super-Tannakian case. The leftmost edge of this
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diagram makes no reference to Tannaka duality. This article concerns itself with
the rightmost edge of this triangle.
The structure of the present paper is as follows. We will first, in Section
2, develop the theory of Z(A)-crossed braided categories. Section 3 is devoted
to stating the definition of a (super) G-crossed braided category, and proving
Theorem 59, which tells us Z(A)-crossed braided categories give rise to (super)-
G-crossed braided categories. After this, in Section 3.3, we construct an inverse
to this construction, and prove in Section 3.4 our main Theorem 49.
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2 Z(A)-crossed braided categories
We now set up the theory of Z(A)-crossed braided categories.
Notation 1. We will write Z(A)s for the Drinfeld centre of a symmetric ribbon
fusion category A equipped with the symmetric tensor product from [Was17b].
In [Was17a] it was shown that (Z(A),⊗c,⊗s) is bilax 2-fold tensor. Following
the notation there, we will denote the compatibility morphisms by (η, u0, u1, u2)
for the lax direction and (ζ, v0, v1, v2) for the oplax direction. That is, we have
morphisms:
ηc,c′,d,d′ : (c⊗c c
′)⊗s (d⊗c d
′)⇆ (c⊗s d)⊗c (c
′ ⊗s d
′) :ζc,d,c′,d′ (1)
u0 : Is ⇆ Ic :v0 (2)
u1 : Ic ⊗s Ic ⇆ Ic :v2 (3)
u2 : Is ⇆ Is ⊗c Is :v1, (4)
where Ic and Is denote the monoidal units for ⊗c and ⊗s, respectively. These
morphisms satisfy the additional equations:
η ◦ ζ = id, u0 ◦ v0 = id, u1 ◦ v2 = id, v1 ◦ u2 = id,
and the morphisms u1 and v2 are inverse isomorphisms. These additional rela-
tions make Z(A) into what is called a strongly inclusive bilax 2-fold monoidal
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tensor in [Was17a]. The morphisms above are also compatible with the braiding
β for ⊗c and the symmetry s for ⊗s in the sense that
ηc′,c,d′,d ◦ (βc,c′ ⊗s βd,d′) = βc⊗sd,c′⊗sd′ ◦ ηc,c′,d,d′, (5)
and similar conditions are satisfied. This is spelled out further in [Was17a,
Definition 11].
2.1 Z(A)s-enriched categories
In this section we will develop the theory of Z(A)s-enriched and tensored cate-
gories. On top of some basic lemmas, we will need some notions the theory of
abelian categories, such as idempotent completeness, simple objects and semi-
simplicity. We will start by recalling the relevant notions for Vect-enriched
categories, and then generalise these to Z(A)-enriched categories.
2.1.1 Linear categories
If a category is enriched in and tensored over the category of vector spaces, it
is an additive category. We will call such a category linear if it is additionally
abelian for this additive structure. An abelian category is called semi-simple
if every object is isomorphic to a direct sum of finitely many simple objects.
We additionally need the notion of idempotent completeness. Recall that an
endomorphism f of an object d in a category D is called idempotent if f2 = f .
Definition 2. A category D is called idempotent complete if for every idempo-
tent f ∈ EndD(d) there is an object df (a subobject associated to f) together
with a monic if : df →֒ d and an epi pf : d։ df such that if ◦ pf = f .
2.1.2 The associated Vect-category
To be able to use notions from the theory of abelian categories, it is useful to
observe that associated to any Z(A)s-enriched category, there is aVect-enriched
category.
Definition 3. Let C be a Z(A)s-enriched and tensored category, then its asso-
ciated Vect-enriched and tensored category DE(C) is the category obtained by
changing basis (Proposition A.23) along the functor
Z(A)s(Is,−) : Z(A)→ Vect.
Definition 4. A Z(A)s-enriched and tensored category is called Z(A)-linear if
its associatedVect-enriched categoryDE(C) is linear, and semi-simple ifDE(C)
is semi-simple.
Remark 5. In our context of enriched category theory, where the enriching
category is abelian, care has to be taken in interpreting the equation f2 = f .
The appropriate interpretation is as an equality between members (for details
on these see [Mac71, Page 204]).
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One can show that idempotent completeness of DE(C) and of C are equiv-
alent for any category C enriched in Z(A)s, or more generally any category
enriched in and tensored over a monoidal category.
In the second half of this article, we will mainly be concerned with the
following Z(A)s-enriched categories:
Definition 6. A FD Z(A)s-category is an idempotent complete semi-simple
Z(A)s-linear category with a finite number of isomorphism classes of simple
objects.
2.1.3 Z(A)-tensoring
We will need the following fact about the interaction between the other tensor
product ⊗c on Z(A) and the Z(A)s-enriched and tensored structure.
Proposition 7. Let K be an Z(A)s-enriched and tensored category, and denote
its Z(A)s-tensoring by ·. Then we have for a ∈ A ⊂ Z(A):
a⊗c K(−, k)
∼=
⇒K(−, (a⊗c Is) · k). (6)
Proof. By [Was17b, Lemma 29], for z ∈ Z(A) and a ∈ A, we have:
a⊗c z ∼= (a⊗c Is)⊗s z.
By Lemma A.13, this means that we have for all k, k′ ∈ K:
a⊗c K(k, k
′) ∼= K(k, (a⊗c Is) · k
′),
and this isomorphism is natural in a, k and k′.
2.1.4 The symmetric monoidal bicategory of Z(A)-enriched and ten-
sored categories
Definition 8. The 2-category Z(A)LinCat of Z(A)s-linear idempotent com-
plete categories has morphisms Z(A)s-enriched functors F : K → K′ which re-
spect the Z(A)s-tensoring, and 2-morphisms Z(A)s-enriched natural tranfor-
mations η satisfying ηak = idaηk.
As this is a 2-category of categories enriched over a symmetric category, it
comes equipped with a symmetric monoidal structure, see Definition A.17.
Definition 9. We will denote by ⊠
s
the Cauchy completion of the enriched
Cartesian product of Z(A)s-enriched and tensored categories. (The notion of
Cauchy completion is defined in Definition A.15.)
In analogy with the situation for LinCat, see [BDSPV15], we expect:
Conjecture 10. The FD Z(A)-categories are the fully dualisable objects in
Z(A)LinCat.
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2.1.5 The associated A-enriched category
As the reader might expect, Z(A)s-enriched categories are intimately related
to A-enriched categories. We spell out how to produce an A-enriched category
from a Z(A)s-enriched category in this section. This construction will also be
an important ingredient in the second half of the paper.
Definition 11. Let K be a Z(A)s-enriched category. Then the associated A-
enriched category K for K is the category obtained by applying the forgetful
functor Forget : Z(A)s → A.
Lemma 12. K is indeed an A-enriched category.
Proof. By [Was17b, Proposition 24], the forgetful functor is lax monoidal, so
this is a direct consequence of Proposition A.23.
Analogous to Definition 3, we define:
Definition 13. Let C be a A-enriched and tensored category, then its associated
Vect-enriched and tensored category DE(C) is the category obtained by change
of basis along the functor A(IA,−) : A → Vect.
The abuse of notation in this definition is justified by the following:
Lemma 14. The functors Z(A)(Is,−) and A(IA,−) ◦ Forget from Z(A) to
Vect are canonically isomorphic.
Proof. Let c = (a, β) ∈ Z(A) and denote by s the symmetry in A. By definition
of Z(A), the hom space Z(A)(Is, (a, β)) is the subspace of A(Forget(Is), a)
of those morphisms that intertwine the half-braiding γ on Is and β. Using
the adjunction A(Forget(Is), a) ∼= A(Forget(Is)a∗, IA), this intertwining con-
dition translates to picking out those morphisms on Forget(Is)a
∗ for which
pre-composing with s ⊗ β is the same as pre-composing with γ ⊗ s. In other
words, we are picking out those morphisms which factor through the maximal
subobject of Forget(Is)a
∗ on which s ⊗ β and γ ⊗ s agree. But by [Was17b,
Lemma 10], this is the object of A underlying Is ⊗s a∗, which, as Is is the unit
for ⊗s, is canonically isomorphic to a∗. So we have established:
Z(A)(Is, (a, β)) ∼= A(a
∗, IA) ∼= A(IA, a),
canonically.
By Proposition A.30, we therefore have:
Corollary 15. Let K be a Z(A)-enriched and tensored category. Then
DE(K) ∼= DE(K).
The assignment of taking Z(A)-categories to A-categories extends to a 2-
functor:
(−) : Z(A)LinCat→ ALinCat,
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where ALinCat was defined in Definition A.6.
The 2-functor (−) will in fact be bilax symmetric monoidal, as the following
Lemma indicates. Let c = (a, β) and c′ = (a′, β′) be objects of Z(A). Recall
from [Was17b] that the symmetric tensor product c⊗s c′ is defined in terms of
the image of a subobject c⊗Π c
′, associated to an idempotent Πc,c′ on c ⊗c c
′,
under the forgetful map. This subobject of c⊗c c′ comes with an inclusion and
a projection. We will denote the images of these morphisms under the forgetful
functor by
ic,c′ : Forget(c⊗Π c
′)→ aa′
and
pc,c′ : aa
′ → Forget(c⊗Π c
′),
respectively. We can use these to examine how the assignment K 7→ K interacts
with the enriched Cartesian products:
Lemma 16. For K and L be Z(A)s-enriched categories, we have that the map
P : K⊠
A
L → K⊠
s
L,
which acts the identity on objects and as p−,− on hom-objects, is an A-enriched
functor. It has a right-sided inverse:
I : K⊠
s
L → K⊠
A
L,
which is also the identity on objects, and acts as i−,− on hom-objects.
Proof. The first part is a direct consequence of Proposition A.26. That I is a
right-sided inverse follows from p ◦ i = id and Proposition A.24.
2.1.6 The Neutral Subcategory
In the section above, we considered the forgetful functor Z(A) → A. As A is
symmetric, we also have a braided monoidal (for either monoidal structure on
Z(A)) functor A →֒ Z(A). This allows us to view any A-enriched category as a
Z(A)s-enriched category. To test whether a Z(A)s-enriched category K is in the
image of this 2-functor, we introduce the neutral subcategory KA. The definition
is such that K = KA if and only if K comes from a A-enriched category. We
define KA by:
Definition 17. Let K be a Z(A)s-enriched category. Then the full subcategory
on objects k ∈ K for which the Yoneda embedding factors as:
K(−, k) : Kop → A →֒ Z(A),
is called the neutral subcategory of K and will be denoted by KA.
There is another characterisation of the neutral subcategory:
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Lemma 18. Let k be an object of a Z(A)s-enriched category K. This object
is in KA if and only if the endomorphism object K(k, k) of k is an object of
A ⊂ Z(A).
Proof. The “only if” direction is obvious. For the other direction, observe that
for any k′ ∈ K, we have an automorphism of K(k′, k) given by the composite
K(k′, k) ∼= Is ⊗s K(k
′, k)
idk−−→ K(k, k)⊗s K(k
′, k)
◦
−→ K(k′, k).
Assuming that K(k, k) ∈ A ⊂ Z(A), we see, by [Was17b, Proposition 28], that
this automorphism factors through an object of A, and hence that K(k′, k) is
an object of A.
By [Was17b, Proposition 28], the subcategory A ⊂ Z(A)s annihilates its
complement. This translates to the following for the product ⊠
s
of Z(A)s-
enriched and tensored categories from Definition 9:
Proposition 19. Let K and L be Z(A)s-enriched and tensored categories.
Then:
(K⊠
s
L)A ∼= K⊠
s
LA ∼= KA⊠
s
L ∼= KA⊠
A
LA,
where we view the A-enriched and tensored category on the right as Z(A)s-
enriched and tensored category by using the symmetric strong monoidal inclusion
functor A →֒ Z(A).
Proof. We prove the equivalence between the left- and rightmost categories first.
The category on the left hand side is a full subcategory of K⊠
s
L, we define a
functor KA⊠
A
LA → K⊠
s
L by using the inclusion A →֒ Z(A) on hom-objects
and claim its essential image is (K⊠
s
L)A.
To show this functor is essentially surjective onto (K⊠
s
L)A, let k ⊠ l be an
object of (K⊠
s
L)A. For this k and l, denote the summands contained in KA
and LA by kA and lA, respectively. We claim that:
kA ⊠ lA ∼= k ⊠ l.
We will show this by examining their Yoneda embeddings. The object on the
left hand side has Yoneda embedding K(−, kA) ⊗s L(−, lA) whereas the right
hand side has K(−, k)⊗s L(−, l), and we claim that the image of the inclusions
ik : kA →֒ k and il : lA →֒ l is a natural isomorphism between these functors.
Let k′ ⊠ l′ be an object of K⊠
s
L, then we want to show that
K(k′, kA)⊗s L(l
′, lA)
(ik)∗⊗s(il)∗
−−−−−−−−→ K(k′, k)⊗s L(l
′, l)
is an isomorphism. By [Was17b, Proposition 28], the symmetric tensor product
of two objects in Z(A) is a non-zero object of A if and only if the A-summands
of these objects are non-zero, and the part that lies in A is the product of
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these summands. The objects K(k′, kA) and L(l′, lA) are the A-summands of
K(k′, kA) and L(l′, lA) respectively, so the claim follows. The same argument
also establishes the functor is fully faithful.
To see the other equivalences, note that the argument above also works if
we only take the neutral summand of k or l.
In other words, the essential image of the symmetric monoidal 2-functor
ALinCat→ Z(A)sLinCat is a tensor ideal for ⊠
s
.
The inclusion A → Z(A) has a (two-sided) adjoint defined by taking sim-
ples in A to simples in A and simples in the complement of A in Z(A) to 0.
This induces an adjoint 2-functor Z(A)LinCat → ALinCat, which exposes
ALinCat as a reflective subcategory of Z(A)sLinCat. In particular, taking a
Z(A)s-linear category to its neutral subcategory is 2-functorial, as this is just
the composition of this adjoint with inclusion.
2.2 Z(A)-crossed categories
Up to this point, we have concerned ourselves with spelling out elements of
enriched category theory for the case where the enriching category is Z(A)s
or a category related to it by a (lax) monoidal functor. We will now use the
bilax 2-fold monoidal structure on Z(A) from [Was17a] to introduce the novel
notion of a crossed tensor structure on a Z(A)s-enriched category. Where nor-
mally an enriched monoidal category is defined as an enriched category with
a monoidal structure that factors through the enriched cartesian product, we
will here introduce the convolution product1 of Z(A)s-enriched categories and
define a crossed tensor product on these to be a monoidal structure that factors
through this convolution product.
2.2.1 Convolution Product of Z(A)s-Enriched Categories
Definition 20. Let K,L be categories enriched over Z(A)s. Then the convo-
lution product K⊠
c
L of K and L is the Cauchy completion of the (Z(A),⊗
s
)-
enriched category with objects symbols k ⊠ l for k ∈ K and l ∈ L, and hom-
objects
K⊠
c
L(k ⊠ l, k′ ⊠ l′) := K(k, k′)⊗
c
L(l, l′).
The composition is defined by the composite of the projection η from Equation
(1) and the compositions in K and L. The identity morphisms are given by the
composite
Ik⊠l : Is
u2−→ Is⊗
c
Is
Ik⊗
c
Il
−−−−→ K(k, k)⊗
c
L(l, l), (7)
where Ik and Il correspond to the identity morphisms on k and l, respectively.
The morphism u2 was introduced in Equation 4.
1Named after the convolution product on VectG[G], which corresponds to ⊗c on Z(A)
under the Tannaka duality A ∼= Rep(G), see [Was17b].
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This is equivalenty the Cauchy completion of the category obtained by
change of basis along the functor ⊗c : Z(A)s ⊠Z(A)s → Z(A)s for the Deligne
tensor product K ⊠ L, and hence it is Z(A)s-enriched by Proposition A.23.
Similarly to the situation for linear categories, the Cauchy completion ensures
that, if the input categories are, then the resulting category is semi-simple with
finitely many simples.
We also have:
Corollary 21. If K and L are Z(A)s-enriched and tensored, then K⊠
c
L is
Z(A)s-tensored, with tensoring
a(k ⊠ l) := (ak ⊠ l) ∼= (k ⊠ al).
Proof. This follows from Proposition A.18.
As long as we restrict our attention to categories that are Z(A)s-tensored,
the unit for the convolution product is A enriched over A ⊂ Z(A)s, denoted by
AZ , see Definition A.8. If we drop the tensoring, the unit would become the
one object category with endomorphism object for this single object Ic ∈ Z(A).
This category is not Z(A)s-tensored, and taking the free Z(A)s-enriched and
Z(A)s-tensored category on this gives AZ .
Lemma 22. The convolution product of AZ with any Z(A)s-enriched and ten-
sored category K is equivalent to K.
Proof. From Proposition 7, we get a functor
AZ ⊠
c
K → K
a⊠ k 7→ (a⊗c Is) · k,
which on morphisms is the composite (using Equation 6, [Was17b, Lemma 29],
Lemma A.13 and A.9, and the adjunction for duals in A):
AZ(a, a
′)⊗c K(k, k
′) ∼= a∗ ⊗c AZ(IA, a
′)⊗c K(k, k
′)
∼= K(k, (a∗ ⊗c a
′ ⊗c Is) · k
′)
∼= K(k, (a∗ ⊗c Is) · (a
′ ⊗c Is) · k
′)
∼= K((a ⊗c Is) · k, (a
′ ⊗c Is) · k
′).
This is fully faithful (induces isomorphisms on hom-objects) by construction,
and seen to be essentially surjective by taking a = Ic, hence an equivalence.
Definition 23. Let K,L be categories enriched over Z(A)s. Then the braiding
functor
B : K⊠
c
L → L⊠
c
K
is given by k ⊠ l 7→ l ⊠ k on objects and by the braiding in (Z(A),⊗c) on
Hom-objects.
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Lemma 24. B indeed defines a Z(A)s-enriched functor. Furthermore, this
functor is an equivalence.
Proof. Viewing K⊠
c
L as coming from a change of basis (Proposition A.24) on
K⊠L along⊗c from Z(A)s⊠Z(A)s to Z(A)s, we notice we can get L⊠
c
K from a
change of basis on K⊠L along ⊗c precomposed with the LinCat-switch functor
in Z(A)s⊠Z(A)s → Z(A)s⊠Z(A)s. By definition, the braiding in Z(A)c gives
a natural isomorphism between these two functors. Hence, by Proposition A.30,
if the braiding is lax monoidal with respect to ⊗s, the braiding will induce the
functor B, and this will be an equivalence. But the lax monoidality of the
braiding is exactly what Equation 5 entails, so by the Main Theorem from
[Was17a] we are done.
The lax and oplax compatibility morphisms for the 2-fold monoidal structure
(Equation 1) on Z(A) give functors relating the convolution product and the
enriched cartesian product of Z(A)s-enriched categories. In proving this it will
be convenient to introduce:
Notation 25. For readability we will use the shorthand Kij := K(ki, kj) with
i, j = 0, 1, 2, 3, and the obvious version of this for L. We will further sometimes
suppress ⊗s from the notation and write · for ⊗
c
.
Proposition 26. The assignments
Z : (K⊠
s
L)⊠
c
(K′⊠
s
L′)↔ (K⊠
c
K′)⊠
s
(L⊠
c
L′) : H
k ⊠ l ⊠ k′ ⊠ l′ ↔ k ⊠ k′ ⊠ l ⊠ l′
(K01L01) · (K
′
01L
′
01)
ζ
←→
η
(K01 · K
′
01)(L01 · L
′
01),
are Z(A)s-enriched functors.
Proof. Composition in the category on the left hand side is given by:
((K12L12) · (K
′
12L
′
12))((K01L01) · (K
′
01L
′
01))
η
−→ (K12L12K01L01) · (K
′
12L
′
12K
′
01L
′
01)
s·s
−−→(K12K01L12L01) · (K
′
12K
′
01L
′
12L
′
01)
(◦◦)·(◦◦)
−−−−−→ (K02L02) · (K
′
02L
′
02).
On the right hand side, it is the composite:
(K12 · K
′
12)(L12 · L
′
12)(K01 · K
′
01)(L01 · L
′
01)
s
−→(K12 · K
′
12)(K01 · K
′
01)(L12 · L
′
12)(L01 · L
′
01)
ηη
−→((K12K01) · (K
′
12K
′
01))((L12L01) · (L
′
12L
′
01))
(◦·◦)(◦·◦)
−−−−−−→(K02 · K
′
02)(L02 · L
′
02).
Now, η ⊗s η gives a morphism from the first term in the second chain to the
first term in the first chain, while η gives a morphism between the last terms.
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Functoriality of H is equivalent to the diagram formed in this way commuting.
Comparing the penultimate terms in the sequences, we see that η gives a map
between these, and the square this forms with the composition morphisms and
the final η commutes by naturality of η. We are therefore left with showing
that the rectangle formed by the first three terms in the sequences commutes.
Schematically, this is the equation:
η ◦ (ηη) ◦ (idsid) = (s · s) ◦ η ◦ (ηη).
We would like to use the fact that η is compatible with the symmetry s [Was17a,
Definition 11 and Theorem 13], in the sense that:
η ◦ s = (s · s) ◦ η
However, for this we are using the symmetry on exactly the wrong factors.
Fortunately, because η respects the associators, we can replace
η ◦ (ηη) = η ◦ (idη) ◦ (idηid), (8)
to see
η ◦ (ηη) ◦ s = η ◦ (idη) ◦ (idηid) ◦ (idsid) = η ◦ (idη) ◦ (ids · sid) ◦ (idηid)
= η ◦ (ids · s) ◦ (idη) ◦ (idηid) = (s · s) ◦ η ◦ (ηη),
where the second equality is the compatibility of η with the symmetry, and
the final two equalities use the naturality of η, combined with Equation (8).
Similarly, ζ is compatible with the symmetry and the associators, and so Z is a
functor.
Remark 27. Because η ◦ ζ = id, the functor Z is in fact a right sided inverse
to H .
We remind the reader that the forgetful functor Forget : Z(A) → A takes
⊗c to ⊗A. This translates to the assignment K 7→ K taking the convolution
product to the A-enriched cartesian product.
Lemma 28. If K and L are Z(A)s-enriched and tensored, then K⊠
c
L = K⊠
A
L.
Proof. To prove the claim, observe that the following diagram commutes:
Z(A)⊠ Z(A) Z(A)
A A,
⊗c
Forget⊠Forget Forget
⊗A
,
because Forget is a strictly monoidal functor with respect to ⊗c. This means
=K⊠
c
L and K⊠
A
L are the result of a change of basis along equal functors, and
hence the same category.
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With respect to taking neutral subcategories, the convolution product be-
haves as follows:
Lemma 29. For K,L ∈ Z(A)LinCat, we have
KA⊠
c
LA ⊂
(
K⊠
c
L
)
A
.
Proof. Recall that ⊗c restricts to the tensor product of A on the full monoidal
subcategory A ⊂ Z(A). Observe that for any object k ⊠ l ∈ KA⊠
c
LA, the
endomorphisms-object of k⊠ l is the tensor product (in A ⊂ Z(A), see Lemma
18) of the endomorphisms of k and l, hence an object in A. Therefore k⊠ l is an
object of (K⊠
c
L)A. Similarly, the hom-object between any two pairs k ⊠ l and
k′ ⊠ l′ is the tensor product of the respective hom-objects. By the definition of
the neutral subcategory (Definition 17), this is an object in A ⊂ Z(A), so lies
in (K⊠
c
L)A.
2.2.2 Z(A)-crossed monoidal categories
We can now define the notions of Z(A)-crossed tensor and braided categories.
The basic idea is to define a notion of monoidal structure that factors through
the crossed product ⊠
c
, instead of the enriched cartesian product ⊠
s
one would
normally use when defining monoidal objects in a category of enriched cate-
gories. A braiding for this crossed monoidal structure is a natural isomorphism
between the monoidal structure and the monoidal structure precomposed with
the appropriate swap map, just as one would do for ordinary braided monoidal
categories. The difference here is that the swap map B is not induced by a
symmetric braiding, but rather by the non-degenerate braiding for ⊗c on Z(A).
Definition 30. Let K be a Z(A)s-enriched and tensored category. A Z(A)-
crossed tensor structure on K is a functor:
⊗K : K⊠
c
K → K,
together with a functor
IK : AZ → K,
and associators and unitors that satisfy the usual coherence conditions.
Remark 31. It is worthwhile spelling out what kind of objects the unitors
are in this context. As the equivalence AZ ⊠
c
K ∼= K is induced by the Z(A)s-
tensoring −·−, the left unitor λ is a natural isomorphism with components, for
a ∈ AZ and k ∈ K,
λa,k : a⊗K k
∼=
−→ (a⊗c Is) · k,
between the functors ⊗K ◦ (I⊠
c
IdK) and AZ ⊠
c
K ∼= K.
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A little care has to be taken when considering functors and their natural
transformations between such categories. Just like for ordinary monoidal cat-
egories, the appropriate notion of monoidal functor also entails the structure
natural isomorphisms expressing the monoidality. We remark that, as being
tensored is a property of an enriched category asking for the existence of an
adjoint, any Z(A)s-enriched functor will automatically preserve the tensoring
up to a canonical isomorphism, by uniqueness of adjoints.
Definition 32. Let (K,⊗K, IK) and (L,⊗L, IL) be Z(A)-crossed tensor cate-
gories. A Z(A)-crossed tensor functor between K and L is a triple (F, µ0, µ1)
consisting of a Z(A)s-enriched functor K → L, and Z(A)s-enriched natural
isomorphisms
µ0 : F ◦ IK ⇒ IL,
and
µ1 : F (−⊗K −)⇒ F (−)⊗L F (−).
This data should satisfy the usual compatibility with the associators and the
unitors.
A monoidal natural transformation between two such functors (F, µ0, µ1)
and (G, ν0, ν1) between K and L is a Z(A)s-enriched natural transformation η
that makes the following diagrams commute:
F (− ⊗K −) F (−)⊗L F (−)
G(− ⊗K −) G(−)⊗G(−),
µ1
η◦(−⊗−) η⊗η
ν1
and
F ◦ IK
IL
G ◦ IK
η◦IK
µ0
ν0
,
where the composite of η with a functor is to be understood as whiskering.
Remark 33. The second diagram in our definition of a monoidal natural trans-
formation is not present when dealing with ordinary monoidal categories.
Example 34. The Z(A)s-enriched and tensored category AZ is itself Z(A)-
crossed tensor, and coherence ensures that IK is a Z(A)s-crossed tensor functor
for any Z(A)-crossed tensor category K. Futhermore, if (F, µ0, µ1) is a Z(A)-
crossed monoidal functor from K to L, the natural isomorphism µ0 is a monoidal
natural transformation between F ◦ IK and IL.
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The bilax compatibility between ⊗c and ⊗s ensures that the enriched carte-
sian product of two Z(A)-crossed tensor categories is again a Z(A)-crossed
tensor category.
Proposition 35. Let K and L be Z(A)-crossed tensor categories. Then K⊠
s
L
is Z(A)-crossed tensor, with monoidal structure given by the componentwise
tensor product.
Proof. The componentwise tensor product is given by the composite of Z from
Proposition 26 with the image under the change of basis along ⊗s of the Z(A)s⊠
Z(A)s-enriched functor
K⊠
c
K ⊠ L⊠
c
L → K ⊠ L.
As these are Z(A)-enriched functors, so is the componentwise tensor product.
To establish associativity and unitality, we observe that Z is compatible with
the associators and unitors for Z(A) and hence will preserve the componentwise
associators.
If K and L are Z(A)-crossed tensor, then the swap map S for ⊠
s
is a
Z(A)-crossed tensor functor between K⊠
s
L and L⊠
s
K, as we prove below. To-
gether with the Proposition above, this implies that ⊠
s
makes the subcategory of
Z(A)LinCat of Z(A)-crossed tensor categories, Z(A)-crossed tensor functors
and monoidal natural transformations into a symmetric monoidal 2-category.
Lemma 36. Let K and L be Z(A)-crossed tensor categories. Then the switch
map S : K⊠
s
L → L⊠
s
K, that uses the symmetry in Z(A)s on hom-objects, is a
Z(A)-tensor functor. In particular, the diagram
K⊠
s
L⊠
c
K⊠
s
L K⊠
s
L
(L⊠
s
K)⊠
c
(L⊠
s
K) L⊠
s
K
⊗
S⊠
c
S S
⊗
commutes strictly.
Proof. Unpacking the definition of the Z(A)-crossed monoidal structure on
K⊠
s
L, we get
K⊠
s
L⊠
c
K⊠
s
L K⊠
c
K⊠
s
L⊠
c
L K⊠
s
L
(L⊠
s
K)⊠
c
(L⊠
s
K) L⊠
c
L⊠
s
K⊠
c
K L⊠
s
K.
Z
S⊠
c
S
⊗K⊠
s
⊗L
S S
Z
⊗K⊠
s
⊗L
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The leftmost square commutes as a direct consequence of ζ being compatible
with the symmetry, see Notation 1. The rightmost square commutes as the top
route is change of basis along ⊗s for ⊗K⊠⊗L composed with the switch functor,
whereas the bottom is change of basis along ⊗s composed with the switch map
on the same functor, and the symmetry is a natural isomorphism between these
change of basis functors.
Similarly to Proposition A.27, we have:
Lemma 37. Let K be Z(A)-crossed tensor, then K is A-tensor.
Proof. We have already established that K⊠
c
K = K⊠
A
K in Lemma 28, this
means that the image under change of basis along the forgetful functor of the
Z(A)-crossed monoidal structure is a functor K⊠
A
K → K. Furthermore, AZ =
A, the category A enriched over itself, so the image of the unit for K is a
functor A → K, as required. By the 2-functoriality of the change of basis along
the forgetful functor, the images of the unitor and associator will act as unitors
and associators for K.
Recall that a monoidal category is called rigid if every object has a dual,
this notion translates verbosely to Z(A)-crossed tensor categories. In analogy
with the notion of fusion category ([ENO05]) in the setting of Vect-enriched
categories, we define:
Definition 38. If an FD Z(A)s-category K is a Z(A)-crossed tensor category,
rigid and is such that the unit I : AZ → K is a fully faithful functor, then K is
called Z(A)-crossed fusion.
Remark 39. In the definition of an ordinary fusion category, one usually asks
that the unit object is a simple object. This implies the condition on the unit for
a Z(Vect)-crossed fusion category. Conversely, as the unit object is simple in
Vect, full faithfulness implies that its image under the unit functor is a simple
object.
2.2.3 Z(A)-crossed braided categories
Definition 40. Let K be Z(A)-crossed tensor. Then a crossed braiding for K
is a natural isomorphism between ⊗ : K⊠
c
K → K and
⊗ : K⊠
c
K
B
−→ K⊠
c
K
⊗
−→ K,
that satisfies the hexagon equations.
Remark 41. This definition implies that the unit functor I : AZ → K is a
braided monoidal functor between crossed braided categories, where we equip
AZ with its symmetry, by a modification of the usual argument that the hexagon
equations imply compatibility between the braiding and the unitors, see for
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example [JS86, Proposition 1]. In particular, in the case where K is Z(A)-
crossed fusion as well as crossed braided, the unit functor is a braided monoidal
embedding of AZ into K.
The appropriate notion of a braided functor between such categories is the
following:
Definition 42. Let (F, µ0, µ1) be a Z(A)-crossed functor between crossed
braided categories (K,⊗K , βK) and (L,⊗L, βL). Then (F, µ0, µ1) is called braided
if the natural transformations
µ1 ◦ F ◦ βK : F (−⊗K −)⇒ F (−⊗K −)B ⇒ (− ⊗L −)(F ⊠
c
F )B
and
βL ◦ F ⊠
c
F ◦ µ1 : F (− ⊗K −)⇒ (− ⊗L −)(F ⊠
c
F )⇒ (−⊗L −)B(F ⊠
c
F )
agree. We remind the reader that as B is induced by the braiding in Z(A),
and F acts by morphisms in Z(A) on hom-objects, we have that (F ⊠
c
F )B =
B(F ⊠
c
F ), by naturality of the braiding.
Proposition 43. Let K and L be Z(A)-crossed braided categories. Then K⊠
s
L
is Z(A)-crossed braided.
Proof. We will show that the componentwise braiding is compatible with the
componentwise Z(A)-crossed monoidal structure. That is,
K⊠
s
L⊠
c
K⊠
s
L K⊠
c
K⊠
s
L⊠
c
L K⊠
s
L
K⊠
s
L⊠
c
K⊠
s
L K⊠
c
K⊠
s
L⊠
c
L K⊠
s
L
B
Z
⊗K⊠
s
⊗L
B⊠
s
B =
Z
⊗K⊠
s
⊗L
commutes up to componentwise braiding. The leftmost square commutes as a
consequence of ζ satisfying a condition similar to Equation (5), the rightmost
square commutes up to the ⊠
s
product of the braidings for K and L.
Lemma 44. The switch functor S from Lemma 36 is braided monoidal.
Proof. We have to check that S takes the componentwise braiding to the com-
ponentwise braiding. This is immediate from the symmetry and the braiding
commuting with each other in Z(A).
Note that Proposition 43 and Lemma 44 together imply that ⊠
s
is a symmet-
ric monoidal structure on the 2-category of Z(A)-crossed braided categories.
The neutral subcategory KA plays an interesting role. First of all we have:
Proposition 45. Let K be a Z(A)-crossed braided category. Then its neutral
subcategory KA is a Z(A)-crossed braided subcategory.
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Proof. By Lemma 29 we have that
KA⊠
c
KA ⊂ (K⊠
c
K)A.
This implies that the restriction of the crossed monoidal structure on K to KA
factors through KA, showing that it restricts to a monoidal stucture on KA.
The swap functor B clearly restricts to a functor from KA⊠
c
KA to itself, and
we see that the crossed braiding on K restricts to a crossed braiding on KA.
Recall that the swap functor B is given by the braiding on hom-objects. On
the subcategoryA ⊂ Z(A), the braiding is just the symmetry in A. This implies
that the restriction of B to KA⊠
c
KA is sent to the A-swap functor (induced by
the symmetry in A) under change of basis along the forgetful functor Z(A)→ A.
We therefore have the following partial analogue to Lemma 37:
Proposition 46. Let K be a Z(A)-crossed tensor category. Then the image
under change of basis along the forgetful functor Z(A) → A of its neutral sub-
category KA is a braided A-tensor category.
Remark 47. Note that there is full analogue for Lemma 37: Z(A)-crossed
braided categories are not taken to braided A-tensor categories by change of
basis along the forgetful functor Z(A) → A. This is because the forgetful
functor is not a braided functor with respect to the braiding for ⊗c, while
restricted to the subcategory A ⊂ Z(A) it is. That no such analogue exists
is a crucial point in future work [Was19], where we show how to obtain Z(A)-
crossed braided categories from braided categories containing A, even in cases
where the associated A-enriched category fails to be braided.
2.2.4 A 2-category of Z(A)-crossed braided categories
We can now formulate a 2-category of Z(A)-crossed braided categories:
Definition 48. The symmetric monoidal 2-category Z(A)-XBF of Z(A)-crossed
braided fusion categories is the 2-category with
• objects Z(A)-crossed braided fusion categories,
• morphisms braided Z(A)-crossed tensor functors,
• 2-morphisms monoidal natural transformations,
• monoidal structure ⊠
s
, with swap map S.
3 Z(A)-Crossed Braided Categories and Tannaka
Duality
This part of this paper is devoted to proving:
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Theorem 49. Let G (or (G,ω)) be a finite (super) group. Then the functor
(−) (see Definition 60 and Section 3.2.7) from Z(A)-XBF (Definition 48) to
G-XBF (or (G,ω)-XBF) (Definition 57) is a symmetric monoidal equivalence,
with inverse given by Fix (see Definitions 75, 79 and 80).
We will start by introducing the relevant notions in Section 3.1, in Section
3.2 we show how define the functor (−) and give an item by item proof that
it lands in G-crossed braided categories. This the content of Theorem 59. In
Section 3.3 we show how to define Fix to produce from a G-crossed braided
category a Z(A)-crossed tensor category.
3.1 Preliminaries
3.1.1 The Drinfeld Centre as G-equivariant vector bundles
By Tannaka duality [Del90, Del02], we can view any symmetric fusion category
A as the representation category of some finite (super)-group. In this context,
the appropriate notion of super-group is the following:
Definition 50. A super-group (G,ω) is a group G together with a choice of
central element ω of order 2. A representation of a super-group is a super-
vector space V ∈ sVect together with a homomorphism G → Aut(V ), which
takes ω to the grading involution of V . If G is finite, these representations form
a symmetric fusion category Rep(G,ω), with symmetry inherited from sVect.
The Drinfeld centre of the category of representations of a finite group G
is well-known [BK01, Chapter 3.2] to be (braided monoidal) equivalent to the
category of vector bundles over G, equivariant for the conjugation action of
G on itself. This result extends to the super-group case, the Drinfeld centre
construction only uses the monoidal structure, not the braiding. Additionally,
it was shown in [Was17b] that the symmetric tensor product on the Drinfeld
centre agrees with the (graded) fibrewise tensor product.
Definition 51. A fibre functor on a symmetric fusion category A is a braided
monoidal functor
Φ: : A → sVect.
The case where the essential image of Φ is contained inVect ⊂ sVect is referred
to as Tannakian, otherwise A is called super-Tannakian.
Throughout the rest of this paper, we will fix a choice of fibre functor Φ on
A.
In what follows, we will make frequent use of the following facts. Viewing A
as Rep(G) and Z(A) as VectG[G], the forgetful functor Z(A)→ A is given by
direct sum over the fibres of the equivariant vector bundle over G. Applying the
fibre functor Φ to a representation obtained in this way produces a vector space,
which carries a G-grading by remembering over which elements the fibres sat.
Additionally, this vector space carries a G-action which conjugates the grading.
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3.1.2 G-crossed braided categories
Definition 52 ([Tur10]). AG-crossed braided fusion category is aVect-enriched
and tensored category C, together with:
(i) for each g ∈ G a Vect-enriched and tensored semi-simple category Cg with
finitely many simples, decomposing C as C = ⊕g∈GCg (a G-graded linear
category);
(ii) a G-graded fusion structure: a tensor structure ⊗ : C ⊠ C → C, such that
⊗ : Cg ⊠ Ch → Cgh, that is rigid with a simple unit;
(iii) a homomorphism G → Aut(C). The image of g ∈ G under this homo-
morphism will be denoted (−)g. We require (−)g : Ch → Cghg−1 . (This is
called a G-crossing.)
(iv) a crossed braiding: for each g ∈ G a natural isomorphism between ⊗ : Cg⊠
C → C and
Cg ⊠ C
S
−→ C ⊠ Cg
(−)g⊠Id
−−−−−→ C ⊠ Cg
⊗
−→ C,
satisfying the hexagon equations. Here S is the swap functor for the
Deligne product of linear categories.
3.1.3 Super (G,ω)-crossed braided categories
Fix a supergroup (G,ω). We will now introduce the notion of a super (G,ω)-
crossed braided category, which the author believes to be new. Before we give
the definition, we need to following.
Definition 53. Let C be a sVect-enriched category. Then the grading involu-
tion functor Π on C is the autofunctor on C that acts as the identity on objects
and even morphisms, and as −id on odd morphisms.
Definition 54. A super (G,ω)-crossed braided category is an sVect-enriched
and tensored category C, together with:
(i) for each g ∈ G an sVect-enriched and tensored category Cg that is semi-
simple with finitely many simples, decomposing C as C = ⊕g∈GCg (a G-
graded super linear category);
(ii) a G-graded super fusion stucture: a super tensor structure ⊗ : C ⊠
sVect
C →
C, such that ⊗ : Cg ⊠
sVect
Ch → Cgh, that is rigid and has a simple unit
object;
(iii) a homomorphism (G,ω) → (Aut(C),Π) of pointed groups, where Π de-
notes the grading involution functor. The image of g ∈ G under this
homomorphism will be denoted (−)g. We require (−)g : Ch → Cghg−1 .
(This is called a super (G,ω)-crossing.)
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(iv) a crossed braiding, for each g ∈ G a natural isomorphism between⊗ : Cg ⊠
sVect
C →
C and
Cg ⊠
sVect
C
S
−→ C ⊠
sVect
Cg
(−)g⊠Id
−−−−−→ C ⊠
sVect
Cg
⊗
−→ C,
satisfying the hexagon equations. Here S is the swap functor for ⊠
sVect
which acts as the symmetry in sVect on hom-objects.
For brevity, we will sometimes refer to a super (G,ω)-crossed braided cate-
gory as a super G-crossed braided category, leaving fixing a choice of ω implicit
in the word super.
3.1.4 The degreewise product of (super) G-crossed braided cate-
gories
There is a natural notion of product of (super) G-crossed braided categories.
Definition 55. Let C and D be G-graded (super) linear categories, then the
degreewise product of C and D is defined by:
C⊠
G
D =
⊕
g∈G
Cg ⊠Dg,
where in the super case we use ⊠
sVect
instead of ⊠. Both these operations are a
special case of Definition A.17.
Proposition 56. The degreewise product C⊠
G
D, of G-crossed braided categories
C and D, is G-crossed braided, for the componentwise tensor product, G-crossing
and crossed braiding.
Proof. The category C⊠
G
D is G-graded by construction. The componentwise
tensor product is given by:
Cg ⊠Dg ⊠ Ch ⊠Dh
Id⊠S⊠Id
−−−−−−→ Cg ⊠ Ch ⊠Dg ⊠Dh
⊗⊠⊗
−−−→ Cgh ⊠ Dgh,
where we use ⊠
sVect
and its switch map instead of ⊠ in the super case. This
clearly respects the G-grading.
Any pair of automorphisms of C and D that conjugate the grading will induce
an automorphism of C⊠
G
D that conjugates the grading. In the super case, we
observe that the sVect-product of the Z2-grading involution on sVect-enriched
categories is the grading involution on the product, so the G-crossings of C and
D will give an homomorphism of pointed groups as desired by (iii) in Definition
54.
To see that the componentwise braiding gives a crossed braiding, observe
that we need for g ∈ G a natural isomorphism between the componentwise
tensor product and
(C⊠
G
D)g⊠(C⊠
G
D)
S
−→ (C⊠
G
D)⊠(C⊠
G
D)g
(−)g⊗Id
−−−−−→ (C⊠
G
D)⊠(C⊠
G
D)g
⊗
−→ (C⊠
G
D),
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where in the super case we replace ⊠ with ⊠
sVect
. That is, for each h ∈ G, the
following diagram should commute up to the braiding:
Cg ⊠Dg ⊠ Ch ⊠Dh Ch ⊠Dh ⊠ Cg ⊠Dg
Cg ⊠ Ch ⊠Dg ⊠Dh Cghg−1 ⊠Dghg−1 ⊠ Cg ⊠Dg
Cgh ⊠Dgh Cghg−1 ⊠ Cg ⊠Dghg−1 ⊠Dg.
S
Id⊠S⊠Id (−)g⊠(−)g⊠Id⊠Id
⊗⊠⊗ Id⊠S⊠Id
⊗⊠⊗
Using that the switch map is natural, we can exchange the maps along the right
hand side to get:
Cg ⊠Dg ⊠ Ch ⊠Dh Ch ⊠Dh ⊠ Cg ⊠Dg
Cg ⊠ Ch ⊠Dg ⊠Dh Ch ⊠ Cg ⊠Dh ⊠Dg
Cgh ⊠Dgh Cghg−1 ⊠Dghg−1 ⊠ Cg ⊠Dg.
S
Id⊠S⊠Id Id⊠S⊠Id
⊗⊠⊗
S⊠S
(−)g⊠(−)g⊠Id⊠Id
⊗⊠⊗
The top square commutes strictly, and the bottom square indeed commutes up
to the product of the braidings.
The swap maps for ⊠ and ⊠
sVect
induce a swap map for the degreewise prod-
uct.
3.1.5 A 2-category of (super) G-crossed braided fusion categories
The (super) G-crossed categories fit into a symmetric monoidal 2-category:
Definition 57. Let G (or (G,ω)) be a (super) group. Then the symmet-
ric monoidal 2-category G-XBF (or (G,ω)-XBF) has objects G- (or (G,ω)-
)crossed braided fusion categories. The 1-morphisms are (super) linear braided
monoidal functors F : C → C′, satisfying F (Cg) ⊂ Cg and F ◦ (−)g = (F (−))g
for all g ∈ G. The 2-morphisms are monoidal natural transformations κ satisfy-
ing (κc)
g = κcg . The symmetric monoidal structure is given by the degreewise
tensor product, with switch map given by the degreewise switch map of (super)-
linear categories.
Remark 58. The definitions of (super)G-crossed braided category and functors
between them used here are strict. One can also consider G-actions that are
2-functors from the 2-category with one object and no non-trivial 2-morphisms
G to the 2-category with one object Aut(C), and allow functors to preserve the
G-action up to natural isomorphism.
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3.2 From Z(A)-crossed to (super) G-crossed
In this section we will explain how to produce from a Z(A)-crossed braided
fusion category a (super) G-crossed braided fusion category:
Proposition 59. Let A = Rep(G) (or Rep(G,ω)). For any K be a Z(A)-
crossed braided fusion category, the (super) linear category K obtained from K
(see Definition 60 below) is (super) G-crossed braided fusion (see Definitions 52
and 54).
After this, in Section 3.2.7, we will show how to extend this to a 2-functor
from Z(A)-XBF to G-XBF (or (G,ω)-XBF).
3.2.1 The induced map for the fibre functor
Given a Z(A)s-enriched category K, we can produce a Vect-enriched and ten-
sored category out of K (Definition 11) by changing basis along the fibre functor
Φ for A. The resulting category will usually not be idempotent complete, even
when the original category was. We set:
Definition 60. Let K be a Z(A)s-enriched and tensored category. Then the
linearisation K of K is the Cauchy completion of ΦK.
We observe that, as the fibre functor is unique up to monoidal natural iso-
morphism [Del90, Del02], the category K is unique up to equivalence. As the
fibre functor is monoidal, ΦK is Vect-enriched and tensored as a direct conse-
quence of Proposition A.31.
3.2.2 G-grading
Since, on VectG[G], the forgetful functor followed by the fibre functor takes
objects to G-graded (super) vector spaces, the morphisms of ΦK are G-graded
(super) vector spaces. This will induce a grading on the idempotents:
Lemma 61. For every Z(A)s-enriched and tensored category K, every minimal
idempotent of ΦK is homogeneous for the G-grading on the hom-objects.
Proof. Let k be an object of ΦK. Composition of endomorphisms of k factors
through the image of the symmetric tensor product of K(k, k) with itself. This
image is the fibrewise (super) tensor product ([Was17b]). Observe that an idem-
potent is necessarily even. In the super-case, the fibrewise super tensor product
reduces to the fibrewise tensor product for even objects. Decomposing an even
endomorphism ψ into homogeneous components ψg, the condition for ψ to be
an idempotent becomes:
ψ ◦ ψ =
∑
g∈G
ψg ◦ ψg =
∑
g∈G
ψg = ψ,
which is a condition for each ψg separately. So ψ is idempotent if and only if
all its homogeneous components are. In particular, any minimal idempotent is
homogeneous.
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This means that there is a function from the simple objects of the category
K to G. We would like to extend this to a direct sum decomposition of our
category, so we need to establish:
Lemma 62. Let k and k′ be simple objects of K of degrees g and g′, respectively.
Then K(k, k′) is zero unless g = g′.
Furthermore, assume that k = fk ∈ ΦK(k¯, k¯) and k
′ = f ′k ∈ ΦK(k¯
′, k¯′)
for objects k¯, k¯′ ∈ ΦK and idempotents fk, f ′k. Then, denoting by ΦK(k¯, k¯
′)g,p
taking the even (p = 0) or odd (p = 1) part of the summand ΦK(k¯, k¯′)g, any
morphism of parity p between k and k′ arises from composing a morphism in
ΦK(k¯, k¯′)ωpg,p with the idempotents.
Proof. In an idempotent completion, the hom-object between two objects is
computed by pre- and post-composing with the idempotents. Composition fac-
tors over the fibrewise (super) tensor product, so morphisms between k and k′
are in the image of the composition map out of:
ΦK(k¯′, k¯′)g
′
0 ⊗
ω
f ΦK(k¯, k¯
′)⊗ωf ΦK(k¯, k¯
′)g0,
where ⊗ωf = ⊗f in the non-super case, and ΦK(k¯
′, k¯′)g
′
0 denotes the bundle
supported by {g′} with fibre ΦK(k¯′, k¯′)g′,0. We have used similar notation for
the rightmost factor. Computing the rightmost product, we see this is the
bundle with fibres:
(ΦK(k¯, k¯′)⊗ωf ΦK(k¯, k¯
′)g0)h,p = ΦK(k¯, k¯
′)h,p ⊗ (ΦK(k¯, k¯
′)g0)ωph.
For this to be non-zero, we need h = ωpg, proving the “furthermore” part of the
Lemma. Taking the fibrewise (super) tensor product of this with ΦK(k¯′, k¯′)g
′
,
we get:
(ΦK(k¯′, k¯′)g
′
0 ⊗
ω
f ΦK(k¯, k¯
′)⊗ωf ΦK(k¯, k¯
′)g0)h′,p′ =
(ΦK(k¯′, k¯′)g
′
0 )ωp′h′ ⊗ (ΦK(k¯, k¯
′)⊗ωf ΦK(k¯, k¯
′)g0)h′,p′ .
We immediately see that for this to be non-zero requires ωp
′
h′ = g′, and from
the above computation ωp
′
h′ = g, so we need g = g′ for this to be non-zero.
Combining this with Lemma 61, we get:
Corollary 63. The Vect-enriched and tensored category K decomposes a direct
sum
K =
⊕
g∈G
Kg
of (super-)linear categories, where Kg is the additive subcategory of K generated
by the minimal idempotents of degree g.
We remind the reader that this corresponds to items (i) from Definition 52
and (i) from Definition 54.
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3.2.3 FD to Fusion
An integral part of Proposition 59 is the assertion that FD Z(A)s-linear cate-
gories are sent to idempotent complete linear semi-simple categories.
Proposition 64. Let K be a FD Z(A)s-linear category. Then K is an idempo-
tent complete linear semi-simple category.
Proof. The Vect-enriched and tensored category K is idempotent complete and
additive by definition, so we only need to establish semi-simplicity. Given a
monic morphism i : a →֒ b in K, we want to show this monic splits. To do this,
it is enough to provide an idempotent f on b such that fi is an isomorphism
between a and the subobject associated to f . Tracing through the definition of
K, we see that i, up to composition with some idempotents, comes from a monic
in K. This monic corresponds in turn to a monic in DE(K), where it splits by
assumption. Tracing this splitting through the constructions gives the splitting
in K.
3.2.4 Graded monoidal structure
Lemma 65. K is (super)-fusion.
Proof. This is a direct consequence of Proposition A.27 and Lemma 37.
This (super-)tensor structure is graded in the sense that it satisfies item (ii)
from Definition 52 (or item (ii) from Definition 54):
Lemma 66. The (super)-tensor structure from Lemma 65 maps
Kg ⊠Kh → Kgh,
with respect to the decomposition from Corollary 63, and where we replace ⊠
with ⊠
sVect
in the super case.
Proof. The grading of the (super-)tensor product of two homogeneous objects
k ∈ Kg and k′ ∈ Kh obtained by taking the tensor product of the idempotents in
ΦK. This tensor product, in turn, factors over the convolution tensor product
of G-graded (super) vector spaces, and this sends the g-graded and the h-graded
part to the gh-graded part, so the (super-)tensor product of the idempotents
will be homogeneous of degree gh.
3.2.5 G-action
TheG-graded vector spaces obtained by applying the forgetful and fibre functors
to the objects of Z(A) carry an action of the (super)-group, that we will denote
by g·. This G-action conjugates the grading. This action of the (super-)group
translates to an action on the idempotent completion:
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Lemma 67. Let g ∈ G, then the assignment
(−)g : K → K
k 7→ g · k
K(k, k′)→ g · K(g · k, g · k′)
defines an autofunctor of K.
Proof. This assignment is clearly strictly invertible, with inverse given by (−)g
−1
,
so we have to prove that it defines a functor. It is enough to show that the as-
signment
(−)g : ΦK → ΦK
k 7→ k
ΦK(k, k′)→ g · ΦK(k, k′)
is a functor, this will descend to the idempotent completion K as prescribed. As
the identity morphisms are given by equivariant maps from Is = C× G to the
hom-objects, (−)g preserves identities. Recall that composition maps out of the
fibrewise tensor product, and is a morphism in Z(A). Any morphism in Z(A)
is a morphisms intertwining the G-action on the vector bundles over G, so we
are trying to show that the fibrewise tensor product has the property that
g · (V ⊗f W ) = (g · V )⊗f (g ·W ),
but this true by definition, see [Was17b, Definitions 43 and 47].
Lemma 68. The assignment g 7→ (−)g defines a homomorphism G→ Aut(K),
or (G,ω)→ (Aut(K),Π) in the super case.
Proof. In the non-super case, there is nothing to prove. In the super-case we
observe that the Z2-grading on the G-equivariant vector bundles over G is ex-
actly determined by whether ω acts by 1 or −1. So, (−)ω will act by −1 exactly
on the odd morphisms, i.e. as Π (Definition 53).
We observe that this action of g ∈ G on K takes Kh to Kghg−1 . This means
that this action satisfies item (iii) from Definition 52 (or from Definition 54 in
the super case).
3.2.6 G-crossed braiding
To prove Theorem 59, we still need to show that K satisfies (iv) from Definition
52 (or (iv) from Definition 54). The first step for this is:
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Lemma 69. The image of the functor B (see Definition 23) under the change
of basis along the forgetful functor followed by Φ and then idempotent completion
is given by:
Kg ⊠K
Switch
−−−−→ K ⊠Kg
(−)g⊠Id
−−−−−→ K ⊠Kg, (9)
where in the super case, we use ⊠
sVect
instead of ⊠, and the switch map uses the
symmetry in super vector spaces.
Proof. The image of the functor B (see Definition 23) under the change of basis
along the forgetful functor followed by Φ is given by
ΦB : ΦK ⊠ ΦK → ΦK ⊠ ΦK
k ⊠ k′ 7→ k′ ⊠ k,
and the image of the braiding on hom-objects. In the model of Z(A) as
VectG[G], this braiding is given fibrewise by:
Vg ⊗Wh → (g ·Wh)⊗ Vg.
Without loss of generality, let k1, k
′
1 and k2, k
′
2 be simple objects ofK of degrees g
and g′, respectively. Then, by Lemma 62, morphisms f : k1 → k′1 of parity p and
f ′ : k2 → k′2 of parity p
′ come from fibres over ωpg or ωp
′
g′, respectively. This
means that the image of B will take f ⊗f ′ to (ωpg ·f ′)⊗f , which, remembering
that ω acts non-trivially only if p′ = 1, we can rewrite as (−1)pp
′
g · f ′ ⊗ f . But
this is exactly what the composite from Equation (9) does.
Recall that the braiding for a Z(A)-crossed braided category K is a natural
isomorphism between ⊗K : K⊠
c
K → K and the composite ⊗K ◦B. By Proposi-
tion A.24, this descends to a natural isomorphism between the images of these
functors, so Lemma 69 has the following consequence:
Corollary 70. The braiding for a Z(A)-crossed braided fusion category K de-
scends to a natural isomorphism between ⊗ : Kg ⊠K → K and
Kg ⊠K
Switch
−−−−→ K ⊠Kg
(−)g⊠Id
−−−−−→ K ⊠Kg
⊗
−→ K.
Because this braiding satisfies coherence, so will its image. This shows that
K satisfies item (iv) from Definition 52 (or item (iv) from Definition 54).
This completes the proof of Proposition 59.
3.2.7 The assignment (−) is a 2-functor to G-XBF (or (G,ω)-XBF)
The aim of this subsection is to show that (−) is a 2-functor from Z(A)-XBF
to G-XBF (or (G,ω)-XBF in the super group case). We first show that it takes
functors of Z(A)-crossed braided categories to functors on G-crossed braided
fusion categories.
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Proposition 71. Let F : K → K′ be a 1-morphism in Z(A)-XBF (Definition
48). Then F is a 1-morphism in G-XBF (or (G,ω)-XBF in the super group
case).
Proof. The fact that F is a (super) linear braided monoidal functor is immediate
from Proposition A.28 and the fact that F is braided monoidal. We still have
to show that F respects the direct sum decomposition of K and the G-action.
For the former, observe that F acts by morphisms of Z(A) on the hom-objects.
Viewing Z(A) as VectG[G], these morphisms are maps of vector bundles over
G, so will descend to G-grading preserving morphisms, and will in particular
send idempotents of degree g to idempotents of the same degree. Similarly,
on hom-objects F will act by G-equivariant maps, this implies that F will be
G-equivariant.
We also need that 2-morphisms in Z(A)-XBF are sent to 2-morphisms in
G-XBF (or (G,ω)-XBF).
Proposition 72. Let κ be a 2-morphism in Z(A)-XBF between F,G : K → K′.
Then κ is a 2-morphism in G-XBF (or (G,ω)-XBF in the super group case.)
Proof. It is clear that κ will be monoidal. To see that it satisfies (κk)
g = κkg
for each k ∈ K and g ∈ G, recall that a component κc of the enriched natural
transformation is a morphism
κc : Is → K
′(F (c), G(c)).
In VectG[G], we have Is = C×G, so κc is constant on each conjugacy class of
G. Now, for k ∈ K homogeneous of degree h, the object kg is homogeneous of
degree ghg−1, that is, it comes from an idempotent of conjugate degree on the
same object. But as κk is defined by precomposing the image of κ with these
idempotents under forget and fibre, this means that κ satisfies the condition
(κk)
g = κkg .
3.2.8 Degreewise tensor product
We now show that the assignment K 7→ K takes the product ⊠
s
(Definition 9)
to the degreewise tensor product ⊠
G
.
Proposition 73. The 2-functor (−) takes the enriched Cartesian product of
Z(A)-crossed braided fusion categories to the degreewise product of G-crossed
braided fusion categories.
This will be a consequence of:
Lemma 74. Let K and L be Z(A)-crossed fusion categories. Then
K⊠
s
L = K⊠
G
L.
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Proof. From Lemma 16, we know how to compare the forgetful image of the
Z(A)s-enriched Cartesian product with the A-enriched Cartesian product. Ap-
plying the fibre functor and idempotent completing gives functors:
H : K⊠
s
L ↔ K ⊠ L : Z,
with ZH = Id. We claim that the image of H is K⊠
G
L, the result will then
follow. To see this, observe that, when viewing Z(A) as G-graded (super) vector
spaces overG, η is the morphism that takes the degreewise product and includes
it into the convolution product. This means that H will descend to H as the
functor that takes homogeneous idempotents to their degreewise product, which
is what we wanted to show.
This completes the proof of Theorem 49.
3.3 From G-crossed braided fusion categories to Z(A)-crossed
braided fusion categories
In this section, we will give a construction that produces Z(A)-crossed braided
categories from G-crossed braided categories, and then extend this to a sym-
metric monoidal bifunctor Fix. This uses a variation of the G-fixed category
construction (see for example [Mu¨g10]).
3.3.1 The G-fixed category
Definition 75. Let C be a (super) G-crossed (or (G,ω)-crossed) braided fusion
category. Then the G-fixed category CG is the Z(A)s-enriched and tensored
category with objects pairs (c, {ug}g∈G), where c is an object of C, and the
ug : (c)
g
∼=
−→ c are (even) isomorphisms such that:
(c)gh ((c)h)g
c (c)g
∼=
ugh (uh)
g
ug
commutes for all g, h ∈ G. The hom-objects CG((c, u), (c′, u′)) ∈ Z(A) are given
by
CG((c, u), (c′, u′)) = (C(c, c′), b),
where we equip C(c, c′) with the G-action:
g· : C(c, c′)
(−)g
−−−→ C((c)g, (c′)g)
(ug)
∗◦(u
g−1
)∗
−−−−−−−−−→ C(c, c′),
and b is the half-braiding defined by, for every a = (V, ρ) ∈ Rep(G):
b : C(c, c′)a =
⊕
g∈G
C(cg, c
′
g)V
Switch
−−−−−→
⊕
g∈G
V C(cg, c
′
g)
⊕ρ(g)⊗id
−−−−−−→
⊕
g∈G
V C(cg, c
′
g),
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where we have used the direct sum decomposition of C and used subscript g to
denote the homogeneous components, and the switch map is the switch map
of (super) vector spaces. Examining the definition (see for example [Was17b,
Definition [?]]) of the half-braiding in VectG[G], we see that this half-braiding
corresponds to taking CG((c, u), (c′, u′)) to be the equivariant vector bundle with
fibre over g given by:
CG((c, u), (c′, u′))g = C(cg, c
′
g)0 ⊕ C(cωg, c
′
ωg)1,
where the subscripts 0 and 1 denote taking the even and odd summands respec-
tively. Composition is given by the composition of C.
Remark 76. The reader might observe that this is a variation of the homotopy
fixed point construction for the G-action.
Lemma 77. The G-fixed category is indeed a Z(A)s-enriched and tensored
category.
Proof. Using the main results from [Was17b], we can view Z(A)s as the category
VectG[G] of G-equivariant vector bundles over G, equipped with the (super)
fibrewise tensor product, that we will denote by ⊗f in both cases.
We need to show that the composition of C defines a morphism:
CG((c′, u′), (c′′, u′′))⊗f C
G((c, u), (c′, u′))→ CG((c, u), (c′′, u′′)),
that is G-equivariant, factors over the (super) fibrewise tensor product, and
is compatible with the specified braiding. For the G-equivariance, we simply
observe that u′g ◦ u
′
g−1
= id. To see the composition factors over the fibrewise
(super) tensor product, observe that the direct sum decomposition of C implies
that any two morphisms f : cg → c′g and f
′ : c′h → c
′′
h will compose to 0 unless
g = h. For the even part of the hom-objects, this immediately implies that
the composition factors through the fibrewise tensor product. To examine what
happens for the odd parts of the hom-objects, we will start by assuming that
one of the morphisms is odd, say the one between c′ and c′′. In this case the
fibrewise super tensor product computes as (see [Was17b, Definition 47]), using
the notation from the proof of Lemma 62:
C(c′ωg, c
′′
ωg)
g
1 ⊗f C(cg′ , c
′
g′)
g′
0 =
{(
C(c′ωg, c
′′
ωg)1C(cωg, c
′
ωg)0
)g
for g′ = ωg
0 otherwise.
We see that this corresponds again to morphisms of different degrees composing
to zero. The case where the other morphism is odd is similar. If both are odd,
we compute:
C(c′ωg, c
′′
ωg)
g
1 ⊗f C(cωg′ , c
′
ωg′)
g′
1 =
{(
C(c′ωg, c
′′
ωg)1C(cωg, c
′
ωg)1
)ωg
for g′ = g
0 otherwise,
from which we again see that the composition factors over the fibrewise super
tensor product. The specified braiding is exactly the one VectG[G], so this
same observation implies that the composition morphism commutes with the
braiding.
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This construction takes G-crossed braided fusion categories to Z(A)-crossed
braided fusion categories.
Proposition 78. If A = Rep(G) (or A = Rep(G,ω)), then CG is a Z(A)-
crossed braided fusion category, with Z(A)-crossed tensor structure given by:
⊗ : CG⊠
c
CG → CG
(c, u)⊠ (c′, u′) 7→ (cc′, u⊗ u′),
and on morphisms by the monoidal structure in C. The Z(A)-crossed braiding
is the natural transformation with the same components as the crossed braiding
on C.
Proof. The first step is to show the monoidal structure on morphisms really
factors over the convolution tensor product. We observe that, as the monoidal
structure on C is graded, we have:
(c1c2)g =
⊕
g1g2=g
c1,g1c2,g2 .
This gives a decomposition of the hom-object
C(c1c2, c1c
′
1) =
⊕
g∈G
⊕
g1g2=g
C(c1,g1c2,g2 , c
′
1,g1c
′
2,g2).
From this, we see that the monoidal structure in C will indeed factor over the
convolution product. To see that the crossed braiding induces a Z(A)-crossed
braiding, we observe that the half-braiding on CG(c, c′) restricts to the G-action
on the summands.
3.3.2 The 2-functor Fix
We now want to extend the G-fixed category construction to functors and nat-
ural transformations of (super) G-crossed braided categories.
Definition-Propostion 79. Let F : C → C′ be a 1-morphism in G-XBF (or
(G,ω)-XBF). Then we define the associated G-fixed functor Fix(F ) as
F : (c, u) 7→ (F (c), F (u))
on objects and by
Fc,c : C(c, c
′)→ C′(Fc, Fc′)
on hom-objects. This is a 1-morphism in Z(A)-XBF.
Proof. We need to show that this prescription indeed defines a Z(A)s-enriched
functor that is braided monoidal. On objects, there is nothing to show. On hom-
objects, we need to show that F acts by morphisms in Z(A), so is compatible
with the prescribed half-braiding, this follows from the G-equivariance of F .
The fact that Fix(F ) is braided monoidal is immediate from the definition of
the Z(A)-crossed braided monoidal structures on CG and C′,G.
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To extend Fix to 2-morphisms, we define:
Definition 80. Let κ be a 2-morphism in G-XBF (or (G,ω)-XBF) between
F, F ′ : C → C′. Then Fix(κ) is the Z(A)-enriched natural transformation with
components:
Fix(κ)(c,u) : Is → C
′(F (c), F ′(c)),
given fibrewise by κcg : C× {g} → C
′(F (cg), F
′(cg)).
3.4 Equivalence between Z(A)-XBF and G-XBF (or (G, ω)-XBF)
We will now show that the 2-functors (−) and Fix are mutually inverse, this
will complete the proof of Theorem 49:
Proposition 81. The 2-functors (−) and Fix are mutually inverse.
As a first step, we will show that Fix(K) is equivalent to K. To do this, we
will need the following two technical lemmas:
Lemma 82. Let F : C → D be a fully faithful functor on an idempotent complete
category C. Then the essential image of F is idempotent complete.
Proof. Suppose that f ∈ EndD(F (c)) is an idempotent. By full faithfulness of
F , this f is the image of a unique g ∈ EndC(c), which is necessarily idempotent.
By idempotent completeness of C, there exists an object b →֒ c corresponding
to g, which is mapped to a subobject F (b) →֒ F (c) corresponding to f under
the functor F .
Lemma 83. Suppose that for each object c in an abelian category C we have
a natural assignment c 7→ (i(c) : c → B(c)), and that for every non-zero c the
map i(c) is non-zero. Then i(c) is monic for all c.
Proof. Suppose that i(c) had some kernel k : k →֒ c. Then applying our natural
assignment to k gives the commutative diagram:
k B(k)
c B(c).
i(k)
k B(k)
i(c)
The composite along the bottom is zero, as k is the kernel of i(c). By naturality,
B(k) is the kernel of B(i(c)), and therefore monic. So the bottom composite
being zero implies that i(k) is zero, implying that the kernel is trivial.
We are now in a position to prove that K and Fix(K) are equivalent.
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Lemma 84. For each Z(A)-crossed braided fusion category K there is an equiv-
alence of Z(A)-crossed tensor categories
HK : K → Fix(K),
given by taking k ∈ K to (idk, {idk}g∈G), and on hom-objects by the isomorphism
K(k, k′) ∼= (Φ(K), ρ, b),
where ρ denotes the G-action on ΦK coming from the G-action on K(k, k′), and
b its half-braiding.
Proof. This functor is fully faithful by definition, so we only need to establish
essential surjectivity. That is, for every (f, u), we need to give an isomorphism
to an object (idk, {idk}g∈G). When f is zero, this is trivial, so assume f is
non-zero. As the essential image of a fully faithful functor on an idempotent
complete category is idempotent complete (Lemma 82), it suffices to find a
monic morphism
(f, u)→Is (idk, {idk}g∈G),
this will then correspond to a subobject of (idk, {idk}g∈G), which is necessarily
in the essential image. If (f, u) has as underlying idempotent f ∈ ΦK(k′, k′),
we will produce a morphism to
C[G]∗ · (idk′ , {idk′}g∈G) = (idk, {idk}g∈G),
where k = C[G]∗k′ and we equip C[G] with the left action of G. To produce
this morphism, observe that f defines a morphism in K(f, idk′ ), and therefore
gives rise to a morphism in Fix(K)((f, u), (idk′ , {idk′}g∈G)). The image under
the G-action for g ∈ G (see Definition 75) of f is:
f
(−)g
7−→ fg
−◦(ug)
−1
7−→ fgu−1g .
By adjunction in Z(A)s, a morphism degree Is to (idk, {idk}g∈G) is the same
as a fibrewise map:
f˜ : C[G]⊗s Is → Fix(K)((f, u), (idk′ , {idk′}g∈G))
that is equivariant for the G action. The G-equivariant vector bundle C[G]⊗s Is
is the bundle C[G] × G, where G acts on the fibres by left multiplication. We
define f˜ by f |{g}×G = f
gu−1g . To show that the morphism
Is → Fix(K)((f, u), (idk, {idk}g∈G))
is obtained in this way is monic, by Lemma 83 it suffices to show that f˜ is
non-zero. Restricting f˜ to {e} × G gives f , which is assumed to be non-zero.
Therefore, we have produced a monic morphism from (f, u) to (idk, {idk}g∈G),
which by Lemma 82 corresponds to an subobject of the form (idl, {idl}g∈G) for
some l ∈ K.
It is clear from the definition of HK that it will be a functor of Z(A)-crossed
braided categories.
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As a second step, we will show that the HK are natural in the sense that:
Lemma 85. Let F : K → K′ be a 1-morphism in Z(A)-XBF. Then F and the
image of F under Fix ◦ (−) fit into a commutative diagram:
K Fix(K)
K′ Fix(K′).
HK
F Fix(F )
HK′
Proof. Let k ∈ K. Under the top composite in the diagram, this object is sent
to
(F (idk), F ({idk}g∈G) = (idF (k), {idF (k)}g∈G),
and the bottom composite is the same. On morphisms, it is similarly clear that
the diagram commutes on hom-objects.
The two Lemmas 84 and 85 together imply that Fix ◦ (−) is isomorphic to
the identity on Z(A)-XBF. For the composite the other way around, we first
prove:
Lemma 86. Let C be a (super)-G-crossed braided fusion category. Then the
categories Fix(C) and C are equivalent.
Proof. We will define a dominant fully faithful functor
PˆC : ΦFix(C)→ C,
after idempotent completion this will descent to an equivalence of categories.
On objects, this functor is given by (c, u) 7→ c, on morphisms we use the iso-
morphism
ΦFix((c, u), (c′, u′)) ∼= C(c, c′),
as Φ(−) simply forgets the G-action and half-braiding. This functor is clearly
fully faithful. To see that it is dominant, observe that for any object c ∈ C, the
object ⊕g∈Gcg is a fixed point for the G-action, and therefore (⊕g∈Gcg, {id}g∈G)
defines an object in Fix(C), which our functor will send to ⊕g∈Gcg. This object
has c as a summand, so we see our functor is indeed dominant.
Lemma 87. Denote the equivalence from Lemma 86 by
PC : Fix(C)→ C.
Then, for any 1-morphism F in G-XBF (or (G,ω)-XBF), the diagram
Fix(C) C
Fix(C′) C′
PC
Fix(F ) F
PC′
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commmutes.
Proof. It suffices to show that the diagram
ΦFix(C) C
ΦFix(C′) C′
PˆC
ΦFix(F ) F
PˆC′
commutes, as it will descent to the desired diagram after idempotent completion.
On an object (c, u) ∈ ΦFix(C), the bottom route becomes
(c, u) 7→ (Fc, Fu) 7→ Fc,
which agrees with the top route. A similar diagram chase shows that this
diagram commutes on hom-objects.
The Lemmas 86 and 87 together show that the composite Fix(−) is naturally
isomorphic to the identity on G-XBF (or (G,ω)-XBF).
This finishes the proof of Proposition 81, and with that, the proof of Theorem
49.
A Appendix
A.1 Enriched and tensored categories
Fix a spherical symmetric fusion category A with unit object I throughout. We
assume the reader is familiar with the basic definition of a category enriched in
A. This section will deal with categories that are not only enriched, but also
tensored over A.
A.1.1 Basics
Notation A.1. The hom-objects in an A-enriched category C between c, c′ ∈ C
will be denoted by C(c, c′). We will write f : c →a c′ for f : a → C(c, c′). If
a = I, we will omit it from the notation. Furthermore, we will write C(c, c′) for
A(I, C(c, c′)).
We remind the reader of the following definition.
Definition A.2. Let F,G : C → D be functors of A-enriched categories. An
enriched natural transformation from F to G is for each object c ∈ C a morphism
ηc : F (c)→I G(c), that makes the following diagram commute for any f : c →a
c′ ∈ C:
F (c) G(c)
F (c′) G(c′).
ηc
F (f)
a
G(f)
a
ηc′
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Definition A.3. Let C be a category enriched in A. Then C is called tensored
over A if there exists, for every c, c′ ∈ C and a ∈ A an object a · c together with
a functorial isomorphism
A (a, C(c, c′)) ∼= C(a · c, c′). (A.1)
Definition A.3 allows us to write, denoting by O(A) a set of representatives
for the isomorphism classes of simple objects in A:
C(c, c′) ∼=
⊕
a∈O(A)
C(ac, c′)a. (A.2)
This means we can view f : c→a c′ as a morphism f˜ : ac→ c′, and the composite
of f : c→a c′ and g : c′ →a′ c′′ is given by
g˜ ◦
(
ida′ · f˜
)
: a′ac→ c′′.
Definition A.4. The images of morphisms under the isomorphism (A.1) are
called mates. For f : c→a c′ we will write f¯ : ac→ c′ for its mate, and the mate
of g : ac→ c′ will be denoted by g : c→a c′.
Remark A.5. If C is enriched over A, its category of enriched endofunctors
End(C) is a tensor category, with the monoidal structure coming from composi-
tion. The assignment a 7→ a ·− extends to a functor A → End(C). This functor
is in fact monoidal, cf. Lemma A.10.
Categories enriched and tensored overA form a 2-category, where we do have
to take care functors between them are compatible with the tensor structure:
Definition A.6. The 2-category of A-categories ALinCat is the 2-category
where
• objects are categories enriched in and tensored over A,
• morphisms A-enriched functors F : C → C′ equipped with a natural iso-
morphism
F (a · c)
µa,c
−−−→
∼=
a · F (c),
monoidal in a, such that the diagrams
C(a · c, c′) A(a, C(c, c′))
C′(F (ac), F (c′)) C′(a · F (c), F (c′)) A(a, C′(c, c′)),
∼=
F F
µ ∼=
commute for all a ∈ A and c, c′ ∈ C,
• and 2-morphisms enriched natural transformations η : F ⇒ G that make
the diagrams
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F (ac) G(ac)
a · F (c) a ·G(c),
ηac
∼= ∼=
ida·ηc
commute for all a ∈ A and c ∈ C.
Remark A.7. Definition A.6 is the most restrictive of the possible choices for
a definition of ALinCat. We could also have allowed that there is an auto-
equivalence of A associated to every morphism between A-enriched and ten-
sored categories, and that each 2-morphism comes with a symmetric monoidal
transformation between these auto-equivalences. However, Definition A.6 corre-
sponds to the kind of enriched and tensored categories one obtains from module
categories over A.
Definition A.8. The internal hom between two objects a, a′ ∈ A is the rep-
resenting object A(a, a′) for the functor a′′ 7→ A(a′′a, a′). These hom objects
make A into a category enriched and tensored over itself, i.e. a closed monoidal
category.
Lemma A.9. There is a canonical isomorphism
A(I, a) ∼= a. (A.3)
for all objects a ∈ A.
Proof. Consider that
A(a′,A(I, a)) ∼= A(a′, a),
so A(I, a) and a are canonically isomorphic under the Yoneda embedding.
The tensor structure of C over A induces an enriched natural isomorphism
η with components
ηa,c,c′ : A(a, C(c, c
′))→ C(ac, c′). (A.4)
To see this, observe that, given the natural transformation from (A.1), the
definition of the enriched hom for A gives
A(a′,A(a, C(c, c′))) ∼= A(a′a, C(c, c′)) (A.5)
∼= A(a′, C(ac, c′)) (A.6)
where the second line uses the isomorphism from (A.1). The preimage of this
isomorphism under the Yoneda embedding is the desired isomorphism.
Lemma A.10. Suppose C is tensored over A. Then the functor A → End(C)
taking a to a · − is a tensor functor.
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Proof. We only prove that there exist isomorphisms a · (a′ · c) ∼= aa′ · c and omit
checking the triangle and pentagon equations. We observe that
C(a · (a′ · c), c′) ∼= A(a, C(a′c, c′))
∼= A(a,A(a′, C(c, c′)))
∼= A(aa′, C(c, c′))
∼= C(aa′c, c′),
(A.7)
for all c′ ∈ C.
Definition A.11. We let
ev: C(c, c′) · c→ c′. (A.8)
be the unit of the adjunction between C(c,−) : C → A and − · c : A → C from
(A.1).
Remark A.12. The evaluation morphism allows us to rewrite the defining
diagram for an enriched natural transformation (Definition A.2) as follows:
C(c, c′) · F (c) C(c, c′) ·G(c)
C(Fc, Fc′) · F (c) C(c, c′) ·G(c)
F (c′) G(c′).
ηc
F ·id G·id
ev ev
ηc
Lemma A.13. There exists a canonical isomorphism
aC(c, c′)→ C(c, ac′).
Proof. We construct an isomorphism between the images of aC(c, c′) and C(c, ac′)
under the Yoneda embedding:
A(a′, aC(c, c′)) ∼= A(a∗a′, C(c, c′))
∼= C(a∗a′c, c′)
∼= C(a′c, ac′)
∼= A(a′, C(c, ac′)).
(A.9)
A.1.2 Abelian structure
To understand the analogues of the notions in linear categories that we want to
find here, it is helpful to first revisit the linear case. One can phrase the definition
of a linear category as follows: a linear category C is a category enriched over
Vect (the category of finite dimensional vector spaces), which is abelian (with
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respect to the abelian group structure of the vector spaces). As C is abelian,
it then further makes sense to ask for semi-simplicity, ie. that all short exact
sequences split.
In the setting a category C enriched over a symmetric fusion category A
we have to take a bit more care, as our morphisms are no longer elements of
vectors spaces, and therefore a priori do not form an abelian group. If we assume
our category is not only enriched, but also tensored, we can view a morphism
f : c→a c′ as an element of the vector space C(a · c, c′) (using the notation from
Notation A.1 and Definition A.3). Given another morphism
A.1.3 Tensor product of enriched tensored categories
Definition A.14. The enriched cartesian product C⊠ˆ
A
D of two A-enriched cat-
egories C and D is the A-enriched category whose objects are symbols c⊠
A
d with
c ∈ C and d ∈ D, and whose hom-objects are given by:
C⊠ˆ
A
D (c⊠ d, c′ ⊠ d′) : = C(c, c′)⊗D(d, d′), (A.10)
where ⊗ is the tensor product in A. Composition is given by first applying the
braiding in A and then the compositions in C and D.
Definition A.14 has an undesirable feature: if C and D from the above def-
inition are semi-simple and idempotent complete, C⊠ˆ
A
D in general will not be.
Another, more prosaic, problem is that this notion of tensor product is not
compatible with direct sums, we will fix this momentarily.
Definition A.15. The Cauchy completion of a A-enriched category C is the
category with objects n-tuples of objects from C together with a matrix of
morphisms from C that is idempotent as morphism from the n-tuple to itself.
Morphisms are matrices of morphisms from C that commute with the idempo-
tents.
Remark A.16. Considering n-tuples of objects ensures compatibility with di-
rect sums, picking idempotents ensures the category is idempotent complete.
Note that C includes into its Cauchy completion. Any functor of A-enriched
categories induces a functor between the Cauchy completions, and the Cauchy
completion of any category tensored over A is also tensored over A.
Definition A.17. The A-product C⊠
A
D of two A-enriched categories C and D
is the Cauchy completion of C⊠ˆ
A
D.
Proposition A.18. If C,D ∈ ALinCat, then C⊠
A
D is tensored over A with
tensoring,
a · (c⊠ d) ∼= (a · c)⊠ d ∼= c⊠ (a · d), (A.11)
and we have isomorphisms:
(a · c)⊠ d ∼= c⊠ (a · d).
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Proof. For the first part, recall, from Definition A.3, that it is enough to show
that c⊠ (a · d) satisfies:
A(a, C⊠
A
D(c⊠ d, c′ ⊠ d′)) ∼= C⊠
A
D(c⊠ (ad), c′ ⊠ d′). (A.12)
As a · (c⊠ d) is characterised by this equation, this will both establish existence
of the tensor structure and a · (c⊠ d) ∼= c⊠ (a · d).
Substituting in the definition of the hom-objects in the A-product, we see
we are trying to find
A(a, C(c, c′)⊗D(d, d′)) ∼= C(c, c′)⊗D(ad, d′).
Applying Lemma A.13 to A viewed as a category tensored over itself, we see
that the left hand side reads:
C(c, c′) · A(a,D(d, d′)) ∼= C(c, c′)⊗D(ad, d′), (A.13)
where the last isomorphism is (A.4). This gives us the desired isomorphism
(A.12).
To establish the remaining assertion, observe that besides (A.13) we also
have, after applying the symmetry in A
A(a, C(c, c′)⊗D(d, d′)) ∼= D(d, d′) · A(a, C(c, c′))
∼= C(ac, c′)⊗D(d, d′)
∼= C⊠ˆ
A
D((ac)⊠
A
d, c′⊠
A
d′),
where we used the symmetry in A again the penultimate line.
The A-product is symmetric in the sense that:
Definition A.19. Let C,D ∈ ALinCat, then the switch functor S : C⊠
A
D →
D⊠
A
C is defined by
c⊠
A
d 7→ d⊠
A
c
at the level of objects and
C(c, c′)⊗D(d, d′)
s
→D(d, d′)⊗ C(c, c′),
where s is the symmetry in A.
As the monoidal structure and the symmetry in A satisfy the appropriate
coherence equations, the A-product and the switch functor will strictly satisfy
the coherence equations for a symmetric monoidal structure on the 2-category
of categories enriched in and tensored over A. That is, (ALinCat,⊠
A
, S) is a
(strict) symmetric monoidal 2-category.
Given this A-product, we can define:
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Definition A.20. Let C be an A-enriched category. Then a A-tensor structure
is a pair of functors:
⊗ : C⊠
A
C → C, I : A → C,
equipped with associators and unitors satisfying the usual coherence conditions.
Proposition A.21. The unit for the enriched cartesian product of enriched
and tensored categories is A enriched over itself, denoted by A.
A.1.4 Change of basis
Given monoidal categories C and D, and a monoidal functor F : C → D, one
gets a 2-functor (F )∗ from the 2-category of categories enriched over C to that of
those enriched over D, known as the “change of basis” functor. For a treatment
of change of basis along monoidal functors, see [Cru08]. The proofs from this
reference translate straightforwardly to the lax monoidal case:
Definition A.22. A lax monoidal functor from a monoidal category C to a
monoidal category D is a functor F : C → D, together with a natural transfor-
mation:
µ : F (−)⊗ F (−)⇒ F (−⊗−),
and a morphism
µ0 : ID → F (IC),
that satisfy the compatibility conditions with the associators αC and αD:
F (c)(F (c′)F (c′′)) F (c)F (c′c′′)
(F (c)F (c′))F (c′′) F (c(c′c′′))
F ((cc′)c′′) ,
µ
αD µ
µ
F (αC)
for all c, c′, c′′ ∈ C, and compatibility with the unitors:
IDF (c) F (IC)F (c)
F (c) F (ICc),
µ0
λD µI,c
F (λC)
and a similar condition for the right unitors.
In this section, we will focus on this lax case. We will make use of the
following well-known results.
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Proposition A.23. Let (F : C → D, µ) be a lax monoidal functor, and let M
be a C-enriched category. Then the category FM obtained from M by applying
F to the hom-objects is a D-enriched category, with composition given by the
image of the composition in M under F and identity morphisms the image of
the identity morphisms under F precomposed with µ0.
We will omit the proof of this statement. It turns out that a change of basis
is a 2-functor:
Proposition A.24. Let (F : C → D, µ) be a lax monoidal functor, then the
assignment M 7→ FM extends to a 2-functor from the 2-category of C-enriched
categories to the 2-category of D-enriched categories.
If the monoidal categories involved are braided, we can additionally ask for
the lax monoidal functor to be braided:
Definition A.25. Let (F : C → D, µ) be a lax monoidal functor between
braided (or symmetric) monoidal categories with braidings (or symmetries) βC
and βD, respectively. Then F is called braided (or symmetric) if the following
diagram
F (c)F (c′) F (c′)F (c)
F (cc′) F (c′c)
βD
µ µ
F (βC)
commutes for all c, c′ ∈ C.
As discussed in the previous section, if the enriching category is symmetric
monoidal, there is a notion of enriched Cartesian product (Definition A.14),
and hence of enriched monoidal object. Change of basis along a symmetric lax
monoidal functor preserves these monoidal objects. We give a proof as we will
need a slight variation of this argument in this thesis. This fact is a consequence
of the following.
Lemma A.26. Let M and N be C-enriched categories, where (C, sC) is a sym-
metric monoidal category, and let (F : C → D, µ) be a symmetric lax monoidal
functor, and denote the symmetry in D by sD. Then the assignment:
M : FM⊠
D
FN → F (M⊠
C
N ),
which is the idenity on objects and µ on hom-objects, is a D-enriched functor.
Proof. We need to check that M preserves composition, this translates into
checking that the outside of following diagram commutes:
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FMFNFMFN F (MN )F (MN )
FMFMFNFN F (MNMN )
F (MM)F (NN ) F (MMNN )
F (M)F (N ) F (MN ),
µµ
sD µ
µµ F (sD)
µ
F (◦)F (◦) F (◦◦)
µ
where we have suppressed the objects in for example FM(m,m′) from the
notation for readability. The bottom square commutes by naturality of µ, for
the top square, we observe that the compatibility of µ with the associators
(Definition A.22) allows us to rewrite this as:
FMFNFMFN FMF (NM)FN F (MNMN )
FMFMFNFN FMF (MN )FN F (MMNN ),
µ
sD F (sC)
µ◦µ
F (sC)
µ µ◦µ
where the rightmost square commutes by naturality of µ, and the leftmost square
is exactly the one from Defintion A.25.
We observe that when F is strong monoidal (so µ is an isomorphism), change
of basis along F takes the C-enriched Cartesian product to the D-enriched Carte-
sian product.
Proposition A.27. Let F : C → D and M be as in the previous lemma. As-
sume further that C and D are symmetric, and that F preserves the symmetry.
Then, if M is C-monoidal with monoidal structure ⊗, FM is D monoidal, with
monoidal structure given by the composite
FM⊠
D
FM
M
−→ F (M⊠
C
M)
F (⊗)
−−−→ FM.
Proof. The monoidal structure is clearly functorial, as it is a composite of D-
enriched functors. As µ respects the associators for C, F will take the associators
for M to associators for FM, and similar for the unitors.
This extends to:
Proposition A.28. Let F : C → D be a symmetric lax monoidal functor. Then
the assignment M 7→ FM extends to a symmetric monoidal 2-functor from
the 2-category of C-enriched categories, with enriched cartesian product, to the
2-category of D-enriched categories, with enriched cartesian product.
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In fact for a given C,D monoidal categories and C-enriched category M,
“change of basis” (−)∗ is itself a functor from the functor categoryMonCat
L(C,D)
of lax monoidal functors from C to D and their natural transformations to the
category of D-enriched categories. We remind the reader of the following defi-
nition:
Definition A.29. Let (F, µ) and (G, ν) be lax monoidal functors between C
and D, then a lax monoidal natural transformation σ : F ⇒ G is a natural
transformation such that for all c, c′ ∈ C the following diagram commutes:
F (c)F (c′) F (cc′)
G(c)G(c′) G(cc′).
µc,c′
σcσc′ σcc′
νc,c′
Proposition A.30. Let F,G : C → D be lax monoidal functors and M be C-
enriched, and let σ : F ⇒ G be a lax monoidal natural transformation. Then,
for every C-enriched category M, we have a D-enriched functor
Σ: FM→ GM,
given by the identity on objects and σ on the hom-objects. Furthermore, the
assignment σ 7→ Σ preserves composition of natural transformations.
As being tensored is a property of the enrichment, the following is automatic.
Proposition A.31. Let M be enriched and tensored over a monoidal category
C, and let F : C → D be a lax monoidal functor. Then FM is enriched and
tensored over D.
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