Abstract. We set up a general framework for Calderón projectors (and their generalization to non-compact manifolds), associated with complex Laplacians obtained by Wick rotation of a Lorentzian metric. In the analytic case, we use this to show that the Laplacian's Green's functions have analytic continuation whose boundary values are two-point functions of analytic Hadamard states. We then describe how thermal states are obtained as a special case of this construction.
1. Introduction and summary 1.1. Introduction. One of the cornerstones of Quantum Field Theory on Minkowski space is the analytic continuation of Euclidean theories down to the Lorentzian signature known as the Wick rotation. Its generalization to curved spacetimes is far from being a settled issue, and one can argue that it is an increasingly pressing one in view of recent advances in the Euclidean signature [DZ] . Nevertheless, techniques based on a Wick rotation have been successfully applied to several problems, including local aspects of Hadamard-parametrix based renormalization [Mo] , and global index computations on perturbations of Minkowski space [GHV] .
More recently, a new proposal has been made in the context of constructing linear Klein-Gordon quantum fields via their two-point functions. Building on an idea due to Gérard [Gé1] , it was shown in [GW] that pairs of two-point functions Λ˘P D 1 pM 2 q on an analytic spacetime pM, gq can be constructed in terms of Calderón projectors for a Wick-rotated elliptic problem. Under global hyperbolicity assumptions for pM, gq, it turned out possible to control the properties required of two-point functions, i.e. their positivity and the microlocal Hadamard condition.
The construction made use of analytically continuing the Klein-Gordon operator P to its elliptic counterpart, denoted here by K. However, the objects directly relevant for QFT, namely the Lorentzian two-point functions Λ˘and the elliptic inverse K´1, were connected from the outset only in an indirect way, through Cauchy data of the former and Caldéron projectors associated with the latter.
The main goal of the present work is to show that Λ˘and K´1 are actually directly related by Wick rotation.
Our results are valid in a more general setting than in [GW] , where Wick rotation was tied to the choice of Gaussian normal coordinates, and K´1 was constructed by imposing Dirichlet boundary conditions close to the Wick-rotated Cauchy surface. Inspired by ideas from the recent work [Gé2] , we use a more covariant framework for the Calderón projectors, and we also allow for more general operators that are not projectors. Furthermore, rather than selecting specific boundary conditions, we work with an abstract set of properties required of K´1, which can be met in various different situations. Our main motivation was to include cases like thermal states in the form in which they appear in Gérard's construction of the HartleHawking-Israel state [Gé1, Gé2] , where periodic boundary conditions have to be imposed.
1.2. Main result. We consider a globally hyperbolic spacetime pM, gq, which is a neighborhood of tt " 0u in R tˆΣ , with Σ analytic, and where g is an analytic metric of the form g "´N 2 ptqdt 2`h jk ptqpdy j`wj ptqdtqpdy k`wk ptqdtq.
We assume that the coefficients are entire and real-analytic in t, and write k " N 2 pisqds 2`h jk pisqpdy j`i w j pisqdsqpdy k`i w k pisqdsq.
for the Wick-rotated complex metric. We consider the Klein-Gordon and 'complex Laplace-Beltrami' operators:
for some real-analytic function λ. Note that K is not necessarily formally selfadjoint; instead, its formal adjoint K˚equals κ˝K˝κ, where pκuqps, yq " up´s, yq.
We need K to be elliptic and invertible on a suitable domain, which is taken care of by assuming Hypothesis 2.1 and Hypothesis 2.7 in the main part of the text. With these assumptions, disregarding the spatial variables when writing Schwartz kernels, we have:
Theorem 1 (cf. Thm. 4.6). There exists δ ą 0, a pair of two-point functions Λ˘for P , and a pair of holomorphic functions F˘of two variables with values in D 1 pΣ 2 q such that:
(1.1) K´1ps 1 , s 2 q " F˘pis 1 , is 2 q,˘s 1 ą 0,˘s 2 ă 0, Λ˘pt 1 , t 2 q " F˘`pt 1 , t 2 q˘iΓ0˘, t 1 , t 2 Ps´δ, δr, the last expression meaning the limit ps 1 , s 2 q Ñ 0 from˘Γ " t˘s 1 ą 0,˘s 2 ă 0u.
Here, we adopt the terminology which is conventional for charged fields, see [GW] for a more detailed introduction. In particular, by two-points functions we mean bi-solutions Λ˘P D 1 pM 2 q of the Klein-Gordon equation which are Schwartz kernels of positive operators on C 8 c pM q, and which satisfy Λ`´Λ´" iG, with G a prescribed bi-solution called the Pauli-Jordan or causal propagator. To fulfill those conditions, we construct Λ˘as in [GW] by specifying their Cauchy data at t " 0 in terms of operators generalizing the Calderón projectors associated with K´1, and then the fact that Λ˘are two-point functions boils down to a careful analysis of these operators. In particular, the property Λ˘ě 0 is a consequence of a weak version of reflection positivity at zero imaginary time. The proof of (1.1) makes use of the resulting formulae and their symmetries, combined with a generalized version of the method developed in [GW] , which in turn is a distributional version of an argument due to Schapira in the D-module setting [Sch] .
1.3. Summary. In Section 2 we define and prove basic properties of what we call Calderón operators for complex Laplacians. The framework there is general and does not use analyticity. Section 3 introduces the geometric setup for Wick rotation and describes how the two-point functions Λ˘are obtained from Calderón operators. Section 4 contains the proof of the main results of the paper. Finally, in Section 5 we show that the KMS condition for Λ˘arises as a simple corollary of periodic boundary conditions in the stationary case.
Calderón operators
2.1. Complex metrics. In the present section we will consider a geometric setup introduced recently by Gérard [Gé2, Sec. 9 .1], and study operators that generalize the Calderón projectors, considered usually for real Laplacians on compact manifolds, see e.g. [Gr] . We also generalize the recent analysis from [GW, Gé2] .
If X is a smooth manifold, we denote by T p q pXq the space of smooth, real valued pp,tensors on X and by CT p q pXq its complexification. A complex metric on X is a symmetric and non-degenerate element g " g ab pxqdx a dx b of CT 0 2 pXq. Let k " k ab pxqdx a dx b be a complex metric on an orientable smooth manifold X. We will assume the following:
Hypothesis 2.1.
(1) k is coercive, i.e., there exists a continuous function C : X Ñ s0,`8r s.t.
(2) |kpxq| " detpk ab pxqq ą 0, @x P X.
Remark 2.2. If k is coercive then also k´1 is coercive, i.e., there exists a continuous function C : X Ñ s0,`8r s.t.
2.2. Laplacians. We can define the Christoffel symbols:
and the covariant derivative:
By a direct computation one can show that we have the same identity as in the pseudo-riemannian case, namely:
see [Gé2, Sec. A.3] . Let λ P C 8 pX; Rq. We consider the elliptic differential operator
The differential operator´∇
is what one could call the Laplace-Beltrami operator associated to the complex metric k. Denoting by K˚the formal adjoint of K for the scalar product pv|uq¨"ˆX vu|k| 1 2 dx, we obtain that:
2.3. Gauss-Green formula. Let Ω`Ă X be an open set with a (not necessarily connected) smooth boundary. We denote the complement of its closure by
The regions Ω`and Ω´have a common boundary, which will be denoted by BΩ.
In the complex setting, the outer unit normal vector field to BΩ, denoted by n P CT X, is defined by the conditions:
cq Re npxq is outwards pointing.
If f P C 8 pX; Rq is a boundary-defining function for BΩ, in the sense that Ω is locally given by tf ą 0u and df ‰ 0 on tf " 0u, then
We will also need the following condition:
This is equivalent to ∇ a f k ab ∇ b f P R on BΩ. We will consider the following situation, in which d) holds: Hypothesis 2.3. Assume there exists a diffeomorphism κ : X Ñ X such that κ˚k " k, κ˝κ " Id, κ : Ω`Ñ Ωh omeomorphically, and κ :
We will denote by the same letter κ the pullback κ :
Lemma 2.4. Hypothesis 2.3 has the following consequences:
1q D x κnpxq "´npxq @x P BΩ, 2q Im npxq P T x BΩ @x P BΩ, 3q K˚" κ˝K˝κ.
Proof. We have npxq¨kpxqv " 0, npxq¨kpxqnpxq " 1 and Re npxq is outwards pointing for x P BΩ. Since D x κ " 1 on T x BΩ and κ˚k " k, this implies that D x κn¨kpxqv " 0, D x κn¨kpxqD x κn " 1, and since κ : Ω`Ñ Ω´, D x κnpxq is inwards pointing, hence D x κnpxq "´npxq, which proves 1).
We also have
This proves 2). Finally, 3) is a direct corollary of κ˚k " k and (2.3). l
We denote by h the complex metric induced by k on BΩ, by dVol k " |k| 1 2 dx 1d x n the volume form on X, and by dVol h the volume form on BΩ. The associated densities are dµ k " |dVol k | and dσ h " |dVol h |.
If i : BΩ Ñ X is the injection, ω P Λ n pXq and V P T X, we recall that iV ω " i˚pV ωq. One can show that
This allows one to obtain the Gauss-Green formula:
Several identities.
We have the following consequences of (2.5).
Lemma 2.5. For any u P C 8 pXq and v P C 8 c pXq, we have:
The same identity replacing k by k gives:
which by taking complex conjugates gives:
Subtracting (2.9) from (2.8) gives (2.6). Let us now show (2.7). Since dµ k is real we have pKv|uq " pu|Kvq, hence using (2.8) twice we obtain:
which yields the desired result. l
If F pXq Ă D 1 pXq is a space of distributions, we denote by F pΩ˘q Ă D 1 pΩ˘q the space of restriction of elements of F pXq to Ω˘. This way, for instance, C 8 c pΩ˘q is the space of smooth functions on Ω˘, smoothly extendible across BΩ, and with compact support in X. We will also frequently use the spaces H s c pΩ˘q and H s loc pΩ˘q for s P R, which are obtained by restricting elements of the compactly supported and local Sobolev spaces H s c pXq and H s loc pXq. We set for u P C 8 pΩ˘q:
where the trace is taken from Ω˘. We denote by p¨|¨q Ω˘t he scalar product induced from p¨|¨q on Ω˘.
Proposition 2.6. Let u P H 1 c pΩ˘q and v P H 1 loc pΩ˘q, or u P H 1 loc pΩ˘q and v P H 1 c pΩ˘q. Then:
where b " Im n a ∇ a and b˚is the adjoint of b in L 2 pBΩ, dσ h q.
Proof. We obtain ii) for Ω`by extending (2.7) by continuity, the proof for Ω´is similar. To prove i) for Ω`we rewrite (2.6) as:
Using n¨∇ " n¨∇´2ib finishes the proof. l 2.5. Inverses of K. In order to define Calderón projectors we first need inverses of the operators K and K˚in an appropriate sense. We choose here to work in a general abstract framework rather than focus on a case-by-case analysis.
Hypothesis 2.7. (i) We assume that there exists a continuous operator
(iii) There exists a sequence pχ i q,
The subscript in H 1 gl pXq stands for 'global', as the choice of inverse of K (note that here we mean 'inverse' in a somewhat weak way) in (2.11) is tied to the global behaviour. We remark that (iii) is trivially satisfied if X is compact, as in that case one can take χ i " 1 for all i.
Example 2.8. The situation considered in [GW] is a special case of Hypothesis 2.7 (i), (ii) and (iii). In [GW] , BΩ has one connected component (the Wick-rotated Cauchy surface), X is embedded in a larger manifold, and the choice of inverse of K corresponds to Dirichlet boundary conditions on the boundary of X.
Example 2.9. An intermediary step in the construction of the Hartle-HawkingIsrael state in [Gé2] consists in considering K on a cylinder X " S βˆΣ for some smooth manifold Σ, where S β is the circle of length β. The choice Ω`"s0, β{2rˆΣ and Ω´"s´β{2, 0rˆΣ gives two connected components of BΩ. In the situation of [Gé2] , K defines a closable sesquilinear form on C 8 c pXq, the closure of which is sectorial. By the Lax-Milgram theorem, this defines an isomorphism from the form domain to its dual, which allows one to conclude that Hypothesis 2.7 (i) is satisfied.
Thus, the scheme for constructing examples of (i) and (ii) is to study sectorial extensions of K in the sense of sesquilinear forms, whereas (iii) requires more specific knowledge of the domain. We expect that this analysis could be carried out basing on the recent works [AGN, GN] .
Let us now discuss several consequences of Hypothesis 2.7. Since K˚" κ˝K˝κ in the sense of formal adjoints, and the spaces H By virtue of the next lemma, the definition of K´1 and K˚´1 can be extended to H s c pXq for all s ă´1, and KK´1 " 1 on H s c pXq by continuity. Lemma 2.10. Let ϕ 1 , ϕ 2 P C 8 c pXq with ϕ 1 " 1 near supp ϕ 2 . Then there exists a classical, properly supported pseudodifferential operator Q such that the operator ϕ 1 K´1ϕ 2´ϕ1 Qϕ 2 has smooth Schwartz kernel.
Despite the setup being more abstract here, the proofs of [GW, Lem. 3.3] and [GW, Lem. A.1] generalize in a straightforward way.
In what follows we denote by r˘: D 1 pXq Ñ D 1 pΩ˘q the respective restriction operators.
The two-sided trace operator is defined by
We denote by γ˚its formal adjoint, defined using the two densities dµ k and dσ h . For f P C In what follows, by slight abuse of notation, if χ P C 8 c pXq and B n χ " 0 near BΩ then we simply write χ instead of χae BΩ . Recall that q was defined in (2.10).
Lemma 2.13. For any χ P C 8 c pXq such that B n χ " 0 near BΩ, and any f, g P C 8 c pBΩq 2 , we have:
where u˘"¯r˘K´1γ˚Sf , w˘"¯r˘κK´1γ˚Sg,χ " κχκ and η˘p¨,¨q is a positive-definite sesquilinear form.
Proof. We apply Prop. 2.6 ii) to u " v " χu˘as above. We obtain that:
Since Ku˘" 0 on Ω˘we can replace Kχu˘by rK, χsu˘. In view of γ˘χu˘" χC˘f this implies (2.12). Next, by Prop. 2.6 i) applied to u " χu`and v "χw`we obtain:
(2.14) pχw`|Kχu`q Ω`´p K˚χw`|χu`q Ω`" pγ`χw`|Sγ`χu`q BΩ .
We have Ku`" 0 in Ω`and by K˚" κKκ we have K˚w`" 0 in Ω`. Therefore we can rewrite (2.14) as (2.15) pw`|χrK, χsu`q Ω`´p χrK˚,χsw`|u`q Ω`" pγ`χw`|Sγ`χu`q BΩ .
By (2.4) i) we have pn¨∇u˝κqae BΩ "´pn¨∇uqae BΩ . Therefore, (2.16) γ`u˝κ " Iγ´u, I "ˆ1 0 2ib´1˙, where we recall that b " Im n¨∇. Thus, pγ`χw`|Sγ`χu`q BΩ " pIχC´g|SχC`f q BΩ " pχC´g|I˚SχC`f q BΩ Noting that
Comparing (2.17) with (2.15) yields (2.13). l Theorem 2.14. Assume Hypotheses 2.1 (coercivity and positivity of k), 2.3 (existence of isometric involution κ), 2.7 (i) (existence of K´1) and (ii) (sufficient non-negativity of mass). Then the Calderón operators C˘are well-defined and satisfy
If moreover, the global condition Hypothesis 2.7 (iii) is satisfied, then (2.19)˘pf |qC˘f q ě 0, @f P C 8 c pBΩq 2 .
Proof. Let f, g P C 8 c pBΩq 2 , u˘"¯r˘K´1γ˚Sf and v P C 8 c pXq such that γv " g. We have:
pg|SpC``C´qf q BΩ " pγ`r`v|SC`f q BΩ`p γ´r´v|SC´f q BΩ " pr`v|Ku`q Ω`´p r`K˚v|u`q Ωp r´v|Ku´q Ω``p r´K˚v|u´q Ω"´p r`K˚v|u`q Ω``p r´K˚v|u´q Ω´" pK˚v|K´1γ˚Sf q " pv|γ˚Sf q " pγv|Sf q BΩ " pg|Sf q BΩ .
In line 1 we use that γv " γ˘v since v P C 8 c pXq. In line 2 we use Prop. 2.6 i). Then we use that Ku˘" 0 in Ω˘and the definition of u˘. Since S is invertible with S´1 "ˆ0 1 1 2ib˚˙t his implies (2.18).
Next, let χ n be as in Hypothesis 2.7. For n large enough, (2.20)
where η`p¨,¨q is a positive-definite sesquilinear form and c n "´2 Repu`|χ n rK, χ n su`q Ω``p w`|χ n rK, χ n su`q Ωp χ n rK˚, χ n sw`|u`q Ω`, with u`, w`P H 1 gl pΩ`q by Lemma 2.13. By Hypothesis 2.7 (ii), c n Ñ 0 as n Ñ`8. By positivity of the η`term in (2.20) we have pf |qC`f q BΩ ě c n , thus letting n Ñ`8 we obtain the '`' version of (2.19). The '´' variant is proved analogously. l
We end this section with a simple auxiliary lemma, thanks to which the positivity statement (2.19) can be interpreted as 'reflection positivity' of K´1 at BΩ.
Lemma 2.15. We have C`q " γ`K´1κγ˚.
Proof. Recall that the operator I was defined in (2.16). We have
Using the identity κγ˚" γ˚I˚and (2.21) we obtain
γ˚Sq " C`q as claimed. l 3. Two-point functions from Calderón operators 3.1. Geometric setup. If Σ is a smooth manifold, we write OpC; CT p q pΣqq for the space of holomorphic functions with values in complex pp, qq-tensors on Σ.
We now consider the following setup, in which BΩ has only one connected component: 1) Let Σ be a connected smooth manifold.
2) Let h P OpC; CT 0 2 pΣqq, N, λ P OpC; CT 0 0 pΣqq, and w P OpC; CT 1 0 pΣqq be real-analytic. 3) Writing z " t`is, we define the following two complex metrics on RˆΣ:
We assume that k is coercive and positive in the sense of Hypothesis 2.1. 4) Let κ : RˆΣ Ñ RˆΣ be the diffeomorphism κps, yq¨" p´s, yq. 5) Let X be a κ-invariant neighborhood of t0uˆΣ. We set:
Ω˘¨" X X t˘s ą 0u, BΩ " ts " 0u.
In 2), by real-analyticity we mean analyticity in the variable z " t`is, and:
This implies that the metric g introduced in 3q is real. The metric k is the Wickrotated counterpart of g, and does not need to be real.
The definitions 1)-6) match the setup of Section 2, with Hypothesis 2.1 and Hypothesis 2.3 satisfied. Recall that we have defined there
If in addition, we have an inverse of K in the sense of Hypothesis 2.7, then all the results of Section 2 apply and we have a pair of Calderón operators C˘.
Our main object of interest is the Klein-Gordon operator P for the Lorentzian metric g, namely:
6) Let pM, gq be the globally hyperbolic spacetime defined as the domain of dependence of t0uˆΣ. 7) On M we consider the Klein-Gordon operator
Remark 3.1. We remark that Chruściel and Delay have derived a method to obtain non-singular real-analytic solutions of Einstein equations of the form 3), though they applied it to the negative cosmological constant case [CD] . Here we limit ourselves to globally hyperbolic regions due to the use of analytic propagation of singularities theorems in the proof of Prop. 4.2.
3.2. Two-point functions. Let n P T M be the outer unit normal vector field to t0uˆΣ. For f P D 1 pΣq 2 we denote by U f P D 1 pM q the unique solution of P u " 0 with Cauchy data at t " 0 given bŷ
f.
Let G be the difference of the retarded and advanced propagators for P . It is well known that
where U˚is the formal adjoint of U w.r.t. the canonical L 2 pM, gq scalar product.
As a direct corollary of Theorem 2.14 and (3.1), in the setup of definitions 1)-8) we have: Then Λ˘is a pair of two-point functions, i.e.
(3.3) Λ˘ě 0, P Λ˘" Λ˘P " 0, and Λ`´Λ´" iG on C 8 c pM q. We refer the reader to e.g. [GW] for an explanation of the importance of the conditions (3.3) in Quantum Field Theory.
Wick rotation in analytic case
4.1. Geometric setup. From now on we consider the same setup as in Subsection 3.1, but supposing in addition that Σ, g and λ are analytic (rather than merely real-analytic in the time variable).
Boundary values of holomorphic functions.
Let us introduce the conventions and basic notions used throughout this section.
-We write A Ť B if A is relatively compact in B.
-If Γ, Γ 1 are two cones of vertex 0 in R n we write Γ 1 Ť Γ if pΓ 1 XS n´1 q Ť pΓXS n´1 q.
-Let Γ be an arbitrary convex, open and proper cone of vertex 0 in R n , or in short, an open cone. Its polar is then defined by Γ˝¨" tξ P R n : ξ¨y ě 0, @y P Γu.
-Let Ω Ă R n be open. Then a tuboid of profile Ω`iΓ is a complex domain D Ă Ω`iΓ such that for all x P Ω and any subcone Γ 1 Ť Γ there exists a neighborhood Ω 1 of x in Ω and a constant r ą 0 such that
-We write F P O temp pΩ`iΓ0q if F is a holomorphic function on some tuboid D of profile Ω`iΓ, and F is temperate, i.e. for any K Ť Ω, any subcone Γ 1 Ť Γ and any r ą 0 such that K`ity P Γ 1 : 0 ă |y| ď ru Ă D, there exists C, r 1 ą 0 and N P N such that |F px`iyq| ď C|y|´N , x P K, y P Γ 1 , 0 ă |y| ď r 1 .
The importance of temperate holomorphic functions is that their boundary values are distributions. This is stated precisely in the next theorem (see e.g. [Ko, Thm. 3.6] for the proof).
Theorem 4.1. Let F be a holomorphic function on a tuboid of profile Ω`iΓ. Then the following are equivalent: a) F P O temp pΩ`iΓ0q; b) The set tF px`iyq : y P Γ 1 , |y| ă ru is bounded in D 1 pΩq for all r ą 0 and some closed cone Γ 1 Ť Γ; c) The set tF px`iyq : y P Γ 1 , |y| ă ru is bounded in D 1 pΩq for all r ą 0 and all closed cones
We will need a generalization to distribution-valued holomorphic functions. Let Z be a smooth manifold, and let us denote by x¨,¨y the duality bracket between D 1 pZq and C 8 c pZq.
pZq-valued holomorphic function on some tuboid D of profile Ω`iΓ, and for each K Ť Ω there exist r ą 0, N P N such that for each bounded set B Ă C 8 c pZq, there exists C B ą 0 such that sup ϕPB |xF px`iy,¨q, ϕp¨qy| ď C B |y|´N , x P K, 0 ă |y| ď r.
-By convention, Ω´iΓ0 " Ω`ip´Γq0.
-If I Ă R is an open interval and Γ "s0,`8r then we simply write I˘i0 in the place of I˘iΓ.
xF px˘iy,¨q, ϕp¨qy defines uniquely a distribution in D 1 pΩˆZq.
Analytic Hadamard condition.
In [GW, Prop. 5.2] it was shown (in a less general context) that solutions of P u " 0 with Cauchy data in the range of C`are boundary values of holomorphic functions from ts ą 0u. The crucial observation for us is that if we view this as an analytic continuation result for solutions of Kv " w with w supported on BΩ " Σ, then the proof extends to much more general situations. The trick is not to try to study solutions of Kv " w directly on X, but instead restrict v to Ω`and then extend it by zero to X. If I Ă R, we set I˘" I Xt˘s ą 0u. We will write F P O temp pI`ˆiI`; D 1 pYˆZqq if F P O temp pR`i0; D 1 pZqq and F is holomorphic in I`ˆiI`(rather than merely on a subdomain).
Proposition 4.2. Suppose that Σ, g and λ are analytic. Let v P D 1 pΩ`; D 1 pZqq for Z a smooth manifold and suppose that ppK b 1 Z qvq ps, y, zq " 0 in a neighborhood of t0uˆΣˆZ.
Let u " pU γ`b1 Z qv P D 1 pMˆZq. Then for any y 0 P Σ there exists a neighborhood Y Ă Σ, an interval I "s´δ, δr, and a distribution-valued function F P O temp pI`î I`; D 1 pYˆZqq such that:
(4.5) vps, y, zq " F pis, y, zq, s P I`, upt, y, zq " F pt`i0, y, zq, t P I.
Proof. Let v ext " pe`b 1 Z qv, where e`: D 1 pΩ`q Ñ D 1 pXq is the distributional extension by zero. Then pK b 1 Z qv ext is supported in ts " 0u. We can now repeat the steps in the proof of Prop. 5.2 in [GW] to get the desired result. To explain this very briefly, one writes v ext psq as the difference v r ptq and u l ptq defined on t˘t ą 0u, which solve P u r{l ptq " wpt`i0q for a suitable temperate w (in general different from the one considered in [GW] ) obtained by Wick-rotating Kv r{l ext . One can extend u r{l to all t P R using the hyperbolicity of P , and then one represents the resulting distribution as a boundary value of some temperateṽ r{l ext , which is possible by analytic wave front set arguments. The difference F "ṽ r ext´ṽ l ext satisfies the stated properties. l In the same way as in Prop. 5.3 in [GW] we can also show: Proposition 4.3. Let Λ˘be as in Prop. 3.2. Suppose that Σ, g and λ are analytic, and that λ and the coefficients of g do not depend on t. Then the pair Λ˘satisfies the analytic Hadamard condition in M , i.e. N˘" tpx, ξq P T˚M zo : ξ¨g´1pxqξ " 0 and ξ¨v ą 0 @v P V x˘s .t. v ‰ 0u.
The analytic Hadamard condition was introduced by Strohmaier, Verch and Wollenberg [SVW] , see [GW] for the equivalence between the original formulation and the one above, inspired by [SV] . In (4.6), WF a pΛ˘q stands for the analytic wave front set of the Schwartz kernel Λ˘pt 1 , y 1 , t 2 , y 2 q P D 1 pM 2 q of Λ˘. Instead of recalling the precise definition (see e.g. [Hö, Ko] ), we prefer to indicate the consequences of (4.6) which will be directly relevant for our analysis. Focusing on Λ`, we will actually only need the following weaker inclusion:
where we wrote pτ i , k i q for the dual variables of pt i , y i q. Above, V˝is the polar of V " ts 1 ą c|y 1 |, s 2 ă´c|y 2 |u. This implies (see e.g. [Ko, Thm. 3.9] ) that there exists an interval I and
This statement will be the starting point for us.
In the next lemma we give a variant of (4.8) in terms of holomorphic functions with values in Schwartz kernels on Σ. Let
Note that Γ˝" Γ.
Lemma 4.4. As a consequence of (4.8), there exists F P O temp pR 2`i Γ0; D 1 pΣ 2such that (4.9) Λ`pt 1 , y 1 , t 2 , y 2 q " F ppt 1 , t 2 q`iΓ0, y 1 , y 2 q.
Proof. Recall that (4.8) means that we have F P O temp ppIˆΣq 2`i V 0q such that Λ`pt 1 , y 1 , t 2 , y 2 q " lim pξ1,ξ2qÑ0
where the limit pξ 1 , ξ 2 q Ñ 0 is taken from any closed cone W Ť V . We stress that the notion of closed and compact refers here to the intersection of the various sets with the unit sphere. In particular we can take W " ts 1 ą 0, s 2 ă 0, y 1 " y 2 " 0u.
Accordingly, we can view F pz 1 , z 2 , y 1 , y 2 q as a D 1 pΣ 2 q-valued function, holomorphic in pz 1 , z 2 q P I 2`i Γ0. By Theorem 4.1, F pt 1`i s 1 , t 2`i s 2 , y 1 , y 2 q is bounded in D 1 ppIˆΣq 2 q when ps 1 , s 2 q P Γ. This means that if B is a bounded set in C 8 c pΣ 2 q then F ϕ pt 1`i s 1 , t 2`i s 2 q¨" xF pt 1`i s 1 , t 2`i s 2 ,¨,¨q, ϕy is bounded in D 1 pI 2 q for ps 1 , s 2 q P Γ and ϕ P B. Equivalently, by Theorem 4.1 there exists N P N and C ą 0 such that |F ϕ pt 1`i s 1 , t 2`i s 2 q| ď C|s 1 |´N |s 2 |´N , ϕ P B, ps 1 , s 2 q P Γ.
Furthermore, for ψ P C 8 c pI 2 q we have xF ϕ ppt 1 , t 2 q`iΓ0q, ψy " xF ppx 1 , x 2 q`iV 0q, ψ b ϕy, hence: Λ`pt 1 , y 2 , t 2 , y 2 q " F ppt 1 , t 2 q`iΓ0, y 1 , y 2 q, and F pz 1 , z 2 , y 1 , y 2 q P O temp pI 2`i Γ0; D 1 pΣ 2 qq. l
Wick rotation in two variables.
In what follows we will show that the Schwartz kernels of K´1 and Λ`are related by Wick rotation in two variables. , a neighborhood U of t0uˆΣ and F`P O temp pI1ˆiI1 ; D 1 pY 1ˆUsuch that (4.10) Λ`pt 1 , y 1 , t 2 , y 2 q " F`pt 1`i 0, y 1 , t 2 , y 2 q, for t 1 P I 1 , y 1 P Y 1 , pt 2 , y 2 q P U, (4.11)`K´1 κγ˚U˚˘ps 1 , y 1 , t 2 , y 2 q " F`pis 1 , y 1 , t 2 , y 2 q, for s 1 P I1 , y 1 P Y 1 , pt 2 , y 2 q P U.
Proof. For any y 0 1 P Σ, Prop. 4.2 applied to the Schwartz kernel of K´1κγ˚Ug ives the existence of an interval I 1 , a neighborhood Y 1 of y 0 1 in Σ, a neighborhood U of t0uˆΣ in RˆΣ and F 1 P O temp pI1ˆiI1 ; D 1 pY 1ˆUsuch that (4.12)`K´1 κγ˚U˚˘ps 1 , y 1 , t 2 , y 2 q " F 1 pis 1 , y 1 , t 2 , y 2 q, for s 1 P I1 , y 1 P Y 1 , pt 2 , y 2 q P U, (4.13)`U γ`K´1κγ˚U˚˘pt 1 , y 1 , t 2 , y 2 q " F 1 pt 1`i 0, y 1 , t 2 , y 2 q, for t 1 P I 1 , y 1 P Y 1 , pt 2 , y 2 q P U.
Using Lemma 2.15 and the definition of Λ`" U C`qU˚, we can rewrite (4.13) as Λ`pt 1 , y 1 , t 2 , y 2 q " F 1 pt 1`i 0, y 1 , t 2 , y 2 q, for t 1 P I 1 , y 1 P Y 1 , pt 2 , y 2 q P U as claimed. l
In the geometric setup summarized in 1)-8) in Subsect. 3.1, our main result is the following theorem. In (4.14) below, the limit from Γ is meant as in (4.4), and the spatial variables y 1 , y 2 are omitted in the notation. Theorem 4.6. Assume Σ, g and λ are analytic. Let K´1 an inverse of K satisfying Hypothesis 2.7. Let Γ " ts 1 ą 0, s 2 ă 0u. There exists an interval I "s´δ, δr and F P O temp pR 2`i Γ0; D 1 pΣ 2such that:
(4.14) K´1ps 1 , s 2 q " F pis 1 , is 2 q, s 1 ą 0, s 2 ă 0, Λ`pt 1 , t 2 q " F`pt 1 , t 2 q`iΓ0˘, t 1 , t 2 P I.
Proof. For y 0 2 P Σ, Prop. 4.2 applied to v " K´1ps 2 , y 2 , s 1 , y 1 q and X " Ωǵ ives the existence of an interval I 2 , a neighborhood Y 2 of y 0 2 and F 2 P O temp pI2î I2 ; D 1 pY 2ˆΩ´such that (4.15) K´1ps 2 , y 2 , s 1 , y 1 q " F 2 pis 2 , y 2 , s 1 , y 1 q, for s 2 P I2 , y 2 P Y 2 , ps 1 , y 1 q P Ω´,
for t 2 P I 2 , y 2 P Y 2 , ps 1 , y 1 q P Ω´.
Taking formal adjoints of (4.15), we get (4.17) pK˚q´1ps 1 , y 1 , s 2 , y 2 q " F 2 pis 2 , y 2 , s 1 , y 1 q,
Since pK˚q´1 " κK´1κ, by composing both sides of (4.17) to the left with κ we get:
(4.18)`K´1 κqps 1 , y 1 , s 2 , y 2 q " F 2 pis 2 , y 2 , κps 1 , y 1 qq,
Taking formal adjoints of (4.16) gives:
(4.19)`p K˚q´1γ˚U˚˘ps 1 , y 1 , t 2 , y 2 q " F 2 pt 2`i 0, y 2 , s 1 , y 1 q, for ps 1 , y 1 q P Ω´, t 2 P I 2 , y 2 P Y 2 .
Setting F 2 pzq¨" F 2 pzq and using pK˚q´1 " κK´1κ, we rewrite (4.18) and (4.19) as:
(4.20)`K´1 κ˘ps 1 , y 1 , s 2 , y 2 q " F 2 p´is 2 , y 2 , κps 1 , y 1 qq, for ps 1 , y 1 q P Ω`, s 2 P I2 , y 2 P Y 2 , (4.21)`K´1 κγ˚U˚˘ps 1 , y 1 , t 2 , y 2 q " F 2 pt 2´i 0, y 2 , κps 1 , y 1 qq,
for ps 1 , y 1 q P Ω`, t 2 P I 2 , y 2 P Y 2 .
Lemma 4.5 gives the existence of an interval
κγ˚U˚˘ps 1 , y 1 , t 2 , y 2 q " F 1 pis 1 , y 1 , t 2 , y 2 q, for s 1 P I1 , y 1 P Y 1 , pt 2 , y 2 q P U, (4.23) Λ`pt 1 , y 1 , t 2 , y 2 q " F 1 pt 1`i 0, y 1 , t 2 , y 2 q, for t 1 P I 1 , y 1 P Y 1 , pt 2 , y 2 q P U.
On the other hand, by Lemma 4.4 there exists F P O temp pR 2`i Γ0; D 1 pΣˆΣqq such that (4.24) Λ`pt 1 , y 1 , t 2 , y 2 q " F ppt 1 , t 2 q`iΓ0, y 1 , y 2 q.
By comparing (4.23) and (4.24) we obtain that:
(4.25) F 1 pz 1 , y 1 , t 2 , y 2 q " F pz 1 , t 2´i 0, y 1 , y 2 q for y i P Y i , t 2 P I 2 , z 1 P I 1`i I1 .
By comparing (4.21) with (4.22) we obtain that:
(4.26) F 1 pis 1 , y 1 , t 2 , y 2 q " F 2 pt 2´i 0, y 2 , κps 1 , y 1 qq
hence by (4.25):
F 2 pt 2´i 0, y 2 , κps 1 , y 1" F pis 1 , t 2´i 0, y 1 , y 2 q for y i P Y i , s 1 P I1 , t 2 P I 2 , F 2 pz 2 , y 2 , κps 1 , y 1" F pis 1 , z 2 , y 1 , y 2 q
In particular we obtain:
By (4.20) this gives:`K´1 κ˘ps 1 , y 1 ,´s 2 , y 2 q " F 3 pis 1 , is 2 , y 1 , y 2 q
hence K´1ps 1 , y 1 , s 2 , y 2 q " F pis 1 , is 2 , y 1 , y 2 q for y i P Y i , s 1 P I1 , s 2 P I2 .
Using the fact that y 0 1 , y 0 2 were arbitrary we obtain the desired statement. l In an analogous way we obtain a statement for Λ´, with the limit taken froḿ Γ instead of Γ.
Stationary case

KMS condition.
We will now show some extra conclusions from our analysis in the special case when K has coefficients independent of s. We work in the geometric setup summarized in 1)-8) in Subsect. 3.1, with X "s´β{2, β{2rˆΣ.
Proposition 5.1. Let β ą 0. Assume Σ and g are analytic, with coefficients independent of t, and assume λ is constant. Let X "s´β{2, β{2rˆΣ, and let Λb e defined as in Prop. 3.2 for some inverse K´1 such that
K´1vqpsq, v P H´2 c pXq.
Then there exists F 1 P O temp pR`i0; D 1 pRˆΣ 2such that:
(5.28) F 1 pi0`, y, t 2 , y 2 q " Λ`p0, y, t 2 , y 2 q, F 1 piβ´, y, t 2 , y 2 q " Λ´p0, y, t 2 , y 2 q, and F 2 P O temp pR´i0; D 1 pRˆΣ 2such that:
Proof. By Lemma 4.5 and its direct analogue with minuses replaced with pluses, there exist F˘P O temp pR˘i0; D 1 pRˆΣ 2such that for small |t 1 | and |s 1 |, (5.30) F`pt 1`i 0, y 1 , t 2 , y 2 q " Λ`pt 1 , y 1 , t 2 , y 2 q, (5.31) F`pis 1 , y 1 , t 2 , y 2 q "`K´1κγ˚U˚˘ps 1 , y 1 , t 2 , y 2 q, s 1 ą 0, and (5.32) F´pt 1´i 0, y 1 , t 2 , y 2 q " Λ´pt 1 , y 1 , t 2 , y 2 q, (5.33) F´pis 1 , y 1 , t 2 , y 2 q "`K´1κγ˚U˚˘ps 1 , y 1 , t 2 , y 2 q, s 1 ă 0.
Let us consider K as a differential operator on RˆΣ (rather than just on X). By (5.27) we can extend the right hand side of (5.31) to a β-periodic distribution w that solves Kw " 0 in t0 ă s 1 ă βu. Let w s1 py 1 , t 2 , y 2 q¨"`wps 1 , y 1 , t 2 , y 2 q,´B s1 wps 1 , y 1 , t 2 , y 2 qȃ nd define r F`pt 1`i s 1 , y 1 , t 2 , y 2 q¨"`U w s1˘p t 1 , y 1 , t 2 , y 2 q, where U (see Subsect. 3.2) acts in the y 1 variables only. For the sake of simplicity, let us assume that g "´dt 2`h , with h a (real) Riemmanian metric on Σ. We have (5.34) pB 2 t1´∆hpy1q`λ q r F`" 0.
Furthermore, p´B 2 s1´∆hpy1q`λ q r F`also solves a wave equation in pt 1 , y 1 q, and it has vanishing Cauchy data if s 1 P s0, βr, hence By ellipticity of B 2 t1`B 2 s1 we have r F`P OpR`i s0, βr; D 1 pRˆΣ 2 qq. This gives the analytic continuation of F`. This argument can be easily extended to general g.
We will prove that (5.28) holds true with F 1 " r F`. The first identity in (5.28) is simply (5.30) with t 1 " 0. Let us now prove the second identity in (5.28). Using (5.31), then β-periodicity, and then (5.33) and (5.32), we obtain F 1 piβ´, y 1 , t 2 , y 2 q " wpβ´, y 1 , t 2 , y 2 q "`K´1κγ˚U˚˘p0´, y 1 , t 2 , y 2 q " F´pi0´, y 1 , t 2 , y 2 q " Λ´p0, y 1 , t 2 , y 2 q.
The two identities (5.29) are proved similarly. l
The identities (5.28)-(5.29) are equivalent to the KMS condition with respect to translations in t for the quasi-free state associated with Λ˘.
We remark that this result can also be obtained (even without imposing analyticity of the space-time) by more explicit, though more lengthy computations on the level of Cauchy data, see [Gé1, Gé2] .
Remark 5.2. Note that in our framework we have a pair of two-point functions Λ˘and thus a pair of identities for the KMS condition: this is because we are using the terminology for charged fields. Recall that the abstract formulation of the KMS condition with respect to a given one-parameter group of automorphisms tτ t u is (5.36) ω pAτ iβ pBqq " ωpBAq, for all A, B, see e.g. [BR, 5.3 .1] for the details. Here the (gauge-invariant) quasi-free state ω is defined from Λ˘in such way that xv, Λ`uy " ω`ψpvqψ˚puq˘, xv, Λ´uy " ω`ψ˚puqψpvq˘, v, u P C 8 c pM q, in terms of the abstract charged fields v Þ Ñ ψ˚pvq, ψpvq, see [GW] . For such states it is sufficient to check (5.36) for all A of the form ψpvq and B of the form ψ˚puq, and then for A " ψ˚puq and B " ψpvq. Applied to τ t ψ˚pvq " ψ˚pvp¨`tqq, this corresponds precisely to (5.28) and (5.29). The more standard 'neutral' terminology is recovered by re-writing everything in terms of the real fields φpvq¨" 1 ? 2 pψpvqψ˚p vqq.
