In this talk, we discuss the application of the normalized maximum likelihood (NML) for model selection in Gaussian linear regression. All the results which will be presented have been recently published in [1] .
INTRODUCTION
The use of the NML for model selection in Gaussian linear regression poses troubles because the normalization coefficient is not finite. The most elegant solution has been proposed by Rissanen and consists in applying a particular constrain for the data space [2] . The resulting criterion is independent of arbitrarily selected hyper-parameters. Surprisingly, for about one decade, it was totally ignored the important fact that the closed-form expression of the criterion depends on the particular constraint which has been involved in its derivation. Only recently, it was shown in [3] that two other criteria can be obtained by employing constraints which are different of the one used in [2] . Hence, novel NML-based criteria can be devised by enforcing various constraints.
MAIN RESULTS

Our talk is focused on the following aspects:
• We demonstrate that the methodology introduced by Rissanen can be applied in a more general framework, and not only for the ellipsoidal constraints which have been considered in [2, 3] . We also discuss the particular case of rhomboidal constraint.
• We analyze the relationship between Rissanen criterion and the two criteria that have been introduced in [3] .
• We compare experimentally the capabilities of the NML-based selection rules against BIC [4] , AIC c3 [5] , CME [6] , MML g and MML u [7] .
• We also provide some guidance on the use of various criteria in model selection.
