A complete first order theory of a relational signature is called monomorphic iff all its models are monomorphic (i.e. have all the n-element substructures isomorphic, for each positive integer n). We show that a complete theory T having infinite models is monomorphic iff it has a countable monomorphic model and confirm the Vaught conjecture for monomorphic theories. More precisely, we prove that if T is a complete monomorphic theory having infinite models, then the number of its non-isomorphic countable models, I(T , ω), is either equal to 1 or to c. In addition, the equality I(T , ω) = 1 holds iff some countable model of T is simply definable by an ω-categorical linear order on its domain.
Theorem 1.1 (Rubin) If T is a complete theory of linear orders, then
I(T , ω) ∈ {1, c}.
Following Fraïssé (see [1] ), a structure Y of a relational signature L is called monomorphic iff, for each positive integer n, all the n-element substructures of Y are isomorphic. A complete theory T ⊂ Sent L will be called a monomorphic theory iff each model Y of T is monomorphic. In Section 2 we show that the monomorphy of relational structures is an invariant of elementary equivalence and, moreover, that a complete theory T having infinite models is monomorphic iff it has a countable monomorphic model. In Section 3 we prove the following statement, which is the main result of this paper.
Theorem 1.2 If T is a complete monomorphic theory having infinite models, then I(T , ω) ∈ {1, c}. In addition, I(T , ω) = 1 iff some countable model of T is simply definable by an ω-categorical linear order on its domain.
Section 4 contains some examples and comments. In particular, concerning the relationship between the class of monomorphic theories and the aforementioned related classes of theories for which the Vaught conjecture was already confirmed, we give a simple example of a complete monomorphic theory which is unstable, does not have definable Skolem functions and has a countable model Y which is not bi-interpretable with any linear order. In addition, the linear orders which are related to Y (see Theorem 1.3) are neither o-minimal nor ω-categorical.
Concerning notation we note that throughout the paper we assume that L = R i : i ∈ I is a relational language, where ar(R i ) = n i ∈ N, for i ∈ I. For J ⊂ I by L J we will denote the reduction R i : i ∈ J of L. For convenience, L b will denote the binary language, L b = R , where ar(R) = 2, and L ∅ will be the empty language (L ∅ -formulas contain only the equality symbol). For a theory T ⊂ Sent L , by Mod If X = X, < is a linear order, by X * we denote its reverse, X, < −1 , and otp(X) will denote the order type of X. For a set X by LO X we denote the set of all linear orders on X.
Monomorphic structures For n ∈ N, an L-structure Y = Y, R Y i : i ∈ I is called n-monomorphic iff all its substructures of size n are isomorphic. Y is said to be monomorphic iff it is n-monomorphic, for all n ∈ N.
If Pa(Y) denotes the set of all partial automorphisms of Y, the structure Y is called chainable if there is a linear order < on Y such that Pa( Y, < ) ⊂ Pa(Y).
We will say that the structure Y is simply definable in a linear order iff there is a linear order < on the set Y such that for each i ∈ I there is a quantifier free L bformula ϕ i (v 0 , . . . , v n i −1 ) which defines the relation R Y i in the structure Y, < ; that is,
Then we say that the linear order < chains Y.
Clearly, the oriented triangle is a finite monomorphic tournament which is not chainable. But for infinite L-structures we have the following theorem, proved by Fraïssé for finite languages (see [1] ) and for arbitrary languages by Pouzet [10] . Theorem 1.3 (Fraïssé) An infinite relational structure is monomorphic iff it is chainable iff it is simply definable in a linear order.
The following description of the set L Y follows from Theorem 9 of [3] , which is a modification of similar results obtained independently by Frasnay in [2] and by Hodges, Lachlan and Shelah in [4] (see also [1] , p. 378, or [5] , p. 545).
Theorem 1.4 (Gibson, Pouzet and Woodrow
is an infinite monomorphic L-structure and X = Y, < ∈ L Y , then one of the following holds
We note that the structures satisfying condition (I) of the theorem are called constant by Fraïssé. They are exactly the structures which are definable by the L ∅ -formulas (on their domain). The following simple fact will be used in Section 3.
The converse has a symmetric proof. ✷
Monomorphic theories
The notion of a monomorphic theory is established by the following theorem. 
(b) For the first-order theory Proof. (a) Since the structure Y is monomorphic, for n ∈ N we have: 
, there is a linear order Y, < which chains Y. Since there are countably many different relations (of all arities) defined by L b -formulas in the structure Y, < , there is a partition I = j∈J I j , where |J| ≤ ω, such that, picking i j ∈ I j , for all j ∈ J, we have
, where j ∈ J and i ∈ I j , we have
and, using recursion, to each L-formula ϕ we adjoin an L J -formula ϕ J in the following way:
The first claim is true since Iso(
L and Λ is a surjection. Since the mapping Λ preserves cardinalities of structures,
By (5), the mapping Λ preserves the isomorphism relation and (3) is true. Since the structure Y is monomorphic its reduct Y|L J is monomorphic as well and, by Claim 2.3(c), the theory T J is monomorphic. ✷ Remark 2.5 We list some comments and consequences of the claims given above.
1. An L-structure is monomorphic iff all its finite reducts are monomorphic. For a proof of the non-trivial part, suppose that |L| ≥ ω and that the reducts , where K is the 3-element circle tournament.
is a complete monomorphic L-theory having infinite models, then all models of T have the same age. This follows from Claim 2.3(a). We note that, if
4. If |L| < ω, then, by Claim 2.2, the first-order sentence
says that an L-structure is n-monomorphic and the L ω 1 ω -sentence n∈N ψ n says that an L-structure is monomorphic. But, by a theorem of Frasnay [2] (see also [1] , p. 359), for each n ∈ N there is an integer m ≥ n such that for every infinite structure Y = Y, R Y with one n-ary relation we have: [9] , see [1] , p. 259). So, the first-order sentence ψ m := ρ⊂m n ψ m,ρ R says that an n-ary relation is monomorphic. If |L| = κ ≥ ω, then the monomorphy of L-structures is expressed by the L κω -sentence
Vaught's Conjecture
In this section we prove Theorem 1.2. Let T be a complete monomorphic L-theory having infinite models. By Claim 2.4, w.l.o.g. we suppose that |L| ≤ ω, which gives Mod
Clearly, 
Proof. (a) By recursion on the construction of L-formulas to each L-formula ϕ(v)
we define an L b -formula ϕ * (v) in the following way:
(¬ϕ) * := ¬ϕ * , (ϕ ∧ ψ) * := ϕ * ∧ ψ * and (∃v k ϕ) * := ∃v k ϕ * . A routine induction shows that, writingv instead of v 0 , . . . , v n−1 , we have
and the mapping Φ preserves elementary equivalence. If f : X 1 → X 2 is an isomorphism, then by (8) and since isomorphisms preserve all formulas in both directions, for each i ∈ I andx ∈ ω n i we have:
we have X ≡ X 0 , which, by (a), (7) and (8), implies
Assuming that
. So, the mapping Ψ is well defined. (c) By (10) and
Also we have
and let X ∈ L Y be an ω-categorical linear order. By the theorem of Engeler, Ryll-Nardzewski and Svenonius (see [5] , p. 341), the automorphism group of X is oligomorphic; that is, for each n ∈ N we have |ω n / ∼ X,n | < ω, wherex ∼ X,nȳ iff fx =ȳ, for some f ∈ Aut(X).
As in Claim 3.1(a) we prove that Aut(X) ⊂ Aut(Y), which implies that for n ∈ N and eachx,ȳ ∈ ω n we havex ∼ X,nȳ ⇒x ∼ Y,nȳ . Thus |ω n / ∼ Y,n | ≤ |ω n / ∼ X,n | < ω, for all n ∈ N, and, since |L| ≤ ω, using the same theorem we conclude that Y is an ω-categorical L-structure. ✷
Now we prove (6) distinguishing the following cases and subcases. 
We prove that | Mod T L (ω)/ ∼ = | = c, distinguishing the following two subcases.
Then by (11) we have | Mod
it is sufficient to show that the mapping Ψ is at-mostcountable-to-one (see Example 4.2). This will follow from the following claim and Claim 3.1(c). Otherwise, by (12) and Theorem 1.4 we have L Y X = X=I+F {F + I, I * + F * }. Let X = I + F, where I, F = ∅.
If I has a largest element, say x; then I = (−∞, x] X and F = (x, ∞) X ; so,
. If I does not have a largest element and F has a smallest element, say x; then
If I does not have a largest element and F does not have a smallest element, then {I, F} is a gap in X so F + I and I * + F * are linear orders without end points. By our assumption, the linear order X 0 has at least one end point and, since this is a first-order property, we have F + I, I * + F * ≡ X 0 . Consequently we have otp(F + I),
Θ and, since Θ is a countable collection of order types, the claim is proved. ✷ 
Suppose that there is
Then, since X is a linear order without end points, picking an arbitrary x ∈ ω we have X = (−∞, x) X + [x, ∞) X ; thus, the linear
and has a minimum, which contradicts the assumption of Subcase B2.
So, for each X ∈ Mod
given by (III), for some n ∈ ω. In addition, since each element of L Y X is a linear order without end points, we have Let Q denote the set of rational numbers and Z the set of integers. Let X = X, < be the linear order q∈Q L q , where L q = {q}, for q ∈ Q\Z; L q = {n, n ′ }, for q = n ∈ Z, and n < n ′ ∈ Q. The L b -formula
defines the betweness relation D ϕ betw = {x ∈ X 3 : X |= ϕ betw [x]} on the set X and Y = X, D ϕ betw is a monomorphic L 3 -structure, where L 3 = S and ar(S) = 3.
In order to prove that the theory Th(Y) is unstable we show that it has the order property (see [5] 
, iff k, l > −1 and k is between −1 and l, iff k < l.
Suppose that Th(Y) has definable Skolem functions 2 and that
, for all t ∈ X \ {z}. Let t ∈ (0 ′ , 1) X \ {z} and let f ∈ Aut(X), where f (0 ′ ) = 0 ′ , f (1) = 1 and f (z) = t. Then f ∈ Aut(Y) as well and by (ii) we have Y |= ψ S [0 ′ , t, 1], which contradicts (iii).
Suppose that there is a linear order L such that the structures Y and L are bi-interpretable. Then we would have Aut(Y) ∼ = Aut(L) (see [5] , p. 226). Let f : X → X be the strictly <-decreasing bijection defined by f (q) = −q, for q ∈ Q \ Z, and f (n) = −n ′ and f (n ′ ) = −n, for n ∈ Z; (thus f (0) = 0 ′ and f (0 ′ ) = 0). It is easy to see that f reverses the linear order < and, hence, f ∈ Aut(Y). It is evident that f • f = id X and f = id X ; thus, since Aut(L) does not contain non-zero elements of order 2, we have a contradiction. (Suppose that g ∈ Aut(L), g•g = id L and g = id L . Then g(x) = x, for some x ∈ L, say g(x) < x; but then x = g(g(x)) < g(x) and we have a contradiction.) Moreover, no linear order is a retraction of Y (otherwise we would have an injective homomorphism
Suppose that some linear order ⊳ is definable in the structure Y. Then there is an L 3 -formula ψ(v 0 , v 1 ) such that
Let f ∈ Aut(Y) be the function from the previous paragraph. Now, if 0 ⊳ 0 ′ , then by (13) we have
so, by (13) , 0 ′ ⊳ 0, which is impossible. In a similar way we show that 0 ′ ⊳ 0 is impossible and we have a contradiction. In particular, the structures X and Y are not bi-definable. We recall that o-minimal structures (widely investigated by Pillay and Steinhorn, see [8] ) are linearly ordered structures in which every parametrically definable subset of the domain is a finite Boolean combination of intervals. Since the set Z is definable in the linear order X as the set of elements having an immediate successor, the linear order X is not o-minimal. 2 that is, (see [5] , p. 91) ∀ϕ(v, w) ∈ FormL 3 ∃ψϕ(v, w) ∈ FormL 3 ∀X ∈ Mod In addition, X is not an ω-categorical linear order, because for each n ∈ ω there are x, y ∈ X such that the interval (x, y) X contains exactly n elements having an immediate successor; thus |S 2 (Th(X))| ≥ ω. (See also Rosenstein's characterization of ω-categorical theories of linear orders, [11] , p. 299.) Similarly, Th(Y) is not an ω-categorical theory and by Theorem 1.2 we have I(Th(Y), ω) = c.
Example 4.2 The mapping Ψ from Claim 3.1 must not be finite-to-one.
Let X 0 be a linear order of the type ω + ω * . Then the countable models of Th(X 0 ) are of the form X τ := ω + ζτ + ω * , where τ is a countable (or the empty) order-type and ζ the order type of the integers. The L b -formula
defines the cyclic-order relation on the linear order X ω ∈ Mod Th(X 0 ) L b (ω), say X ω = ω, < Xω ∼ = ω + ζω + ω * . So, defining D ϕ cyclic = {x ∈ ω 3 : X ω |= ϕ cyclic [x]} we obtain a monomorphic L 3 -structure Φ(X ω ) = Y Xω = ω, D ϕ cyclic ∈ Mod
(where L 3 = S and ar(S) = 3 again). It is well known (see, for example, [1] ) that L Y Xω = Xω=I+F {F + I, I * + F * } and using that equality we easily check that otp L Y Xω = n∈ω ω +ζ(ω +n)+ω * , ω +ζ(n+ω * )+ω * , ζ(ω +n), ζ(n+ω * ) . 
