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Abstract Real-world examples of periods of periodical organisms range from
cicadas whose life-cycles are larger prime numbers, like 13 or 17, to bamboos
whose periods are large multiples of small primes, like 40 or even 120. The pe-
riodicity is caused by interaction of species, be it a predator-prey relationship,
symbiosis, commensialism, or competition exclusion principle. We propose a
simple mathematical model which explains and models all those principles, in-
cluding listed extremel cases. This, rather universal, qualitative model is based
on the concept of a local fitness function, where a randomly chosen new period
is selected if the value of the global fitness function of the species increases.
Arithmetically speaking, the different observed interactions are related to only
four principles: given a couple of integer periods either (1) their greatest com-
mon divisor is one, (2) one of the periods is prime, (3) both periods are equal,
or (4) one period is an integer multiple of the other.
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1 Introduction
Life history diversity is a remarkable feature of living organisms and under-
lies fundamental evolutionary questions (Roff 2002). Periodical organisms are
well-known for their mass and synchronous reproduction (Janzen 1976). The
use of an appropriate model to evaluate synchronicity in periodical organisms
depends first on the life-history strategies of the organism. For example, some
species have a life-history with discrete non-overlapping generations, that is,
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there are no adult survivors from one generation to the next. Such species
includes annual plants, annual insects, salmon, periodical cicadas and bam-
boos species (Rockwood 2015). Once the adults reproduce, they perish, and
the future of the population is based on the dormant or juvenile stage of the
organism. In periodical organism, the population emerges synchronously from
the ground or benthos (cicadas, bamboos, red or brown tides of phytoplankton
species) as juveniles or adults. The growth rates before emerging in periodical
cycle organisms are obviously affected by environment being the main driver
for maintaining a minimum viable population (for example, extinction prob-
ability) the interspecific interactions with predators (including parasitoids),
symbiosis, interspecific competition and/or disturbances in the habitat (Lloyd
and Dybas 1966; May 1983; Grant 2005; Beasley et al. 2018). Furthermore, the
nature of these interactions can vary depending on the evolutionary context
and environmental conditions in which they occur (Ricklefs 2008), neverthe-
less the synchrony is maintained despite abrupt changes in the environment
(Chen 1973; Koenig and Liebhold 2013).
Understanding that natural forces drive this extraordinary periodical cycles
is a central question in ecology. To understand these evolutionary processes,
a broader view is needed of the properties of multiscale spatio-temporal pat-
terns in organismenvironment interactions (Goodnight et al. 2008). Periodical
organism are plants or animals which emerge in nature every T > 1 years,
like some few species of cicadas (every 3, 13, 17 years) or bamboos (2, 3, 5,
15, 32, 60, 120 years), and other flowering plants (Kakishima et al. 2011).
Density-dependent selection is the simplest form of feedback between an eco-
logical effect of an organisms own making (crowding due to sustained popu-
lation growth) and the selective response to the resulting conditions (Travis
et al. 2013). Density-dependent fitness and density-dependent selection are
critical concepts underlying ideas about adaptation to biotic selection pres-
sures and the coadaptation of interacting species. To understand those peri-
ods (and other related processes) several models have been proposed (Tanaka
et al. 2009). In most of them one of the relevant assumptions is the satiate
hypothesis, that is, organisms have to emerge in very large numbers in order
to satiate predators (birds, rats, etc.) and consequently linked to climate con-
ditions (Kelly and Sork 2002; Kakishima et al. 2011) but also (Koenig and
Liebhold 2013). Those assumptions explains synchronicity but not necessarily
T > 1 life-cycles. Since the usual life-cycle of those organisms is annual, the
question is how it may evolve to a T > 1 period? Several evolutionary pres-
sures have been proposed to explain periodical life-cycles. In (Yoshimura 1997;
Yoshimura et al. 2009) authors present a deterministic discrete populational
model as a mechanism which is related with systematic low temperatures in
the ice ages in Pleistocene epoch. In this case, under the cold temperature
pressure, selected cicadas are those with large periods underground during the
metamorphosis stage in order to avoid low temperatures (but see also (Ito et al.
2015)). Other theories that promote stabilising selection provide explanations
for the existence of synchronous seeding in bamboos (Veller et al. 2015). From
this later assumption they proposed a model such that from the usual syn-
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chronously annual emergence of seeds, a mutation with period T > 1 may
appear. However, some problems remain: why periodical cicadas have prime
life-cycles?; why bamboos have some small prime cycles as well as very large
non-primes life cycles? Some authors have proposed a very simple model for
cicadas prime life-cycles by assuming the existence of a periodical predator
(Goles et al. 2001). In this context, it was proved that the attractors for the
non-extinct periodical cicadas are necessarily prime numbers. Nevertheless,
simulations were done which exhibit convergence to prime numbers only by
accepting mutations in a narrow temporal scale (for instance plus or minus
one year concerning the current life-cycle). Other models take into account
an hybridization hypothesis, that is, if the life-cycle of two species of prey
are prime numbers, T and T so they encounter only every multiple of T × T
years, this diminishes drastically the probability of hybridization which will
produce other life-cycles with less offspring (Yoshimura 1997). However, it is
important to remark that in order to satisfy the hybridization hypothesis it is
enough to consider only relative primes life-cycles (Tanaka et al. 2009). Based
on the several gaps of the models presented previously, it is required to develop
a mathematical theory that includes the possible mechanism of how period-
ical life-cycles are shaped by diverse kinds of interspecific interactions in an
evolutionay context in nature.
In this work we propose a general framework for species with synchronic
periodical cycles, which is based on local fitness functions and the evolution
of species interaction evaluating the extinction probability of species. Addi-
tionally, we describe in detail the convergence of the proposed model and, for
bounded mutations, we will characterize completely the attractors for a de-
terministic and a random version of the model. Also, by making very small
changes to the fitness functions, we apply the model to the hybridization func-
tions. Finally, we propose a simple model that also allows us to exhibit attrac-
tors others than prime numbers (e.g. very large periods).
2 Model
2.1 General model
Consider two organisms, C1 and C2, with a emergence period c1, c2 ∈ N, c1, c2 ≥
2 (in years). Consider the interval T = c1 · c2, and the emergence functions
χi : [1, T ]→ {0, 1},
such that χi(t) = 1 if and only if the organism Ci emerges in year t. Clearly,
organism C1 emerges exactly c2 times in the interval [1, T ] and, respectively,
C2 emerges exactly c1 times.
Let us now define the (local) fitness functions associated to C1 and C2 as:
fi : {0, 1} × {0, 1} → {−1, 0, 1}, i = 1, 2
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such that f1(0, ∗) = f2(∗, 0) = 0, that is, if organism is dormant, the value of
its fitness function is zero. If the organism is emergent, the value of its fitness
function with respect to the other organism may be 1, 0 or −1 (good, neutral
or bad). This simple model is qualitative, and it captures all intersting types
of behaviour. We could generalize local fitness functions such that
fi : {0, 1} × {0, 1} → R, i = 1, 2,
but the observed behavior is essentially the same (see Figures 1-6).
For given periods c1 and c2, the global (cumulative) fitness function over
the interval [1, T ] is obtained by simply adding yearly values of local fitness
function and dividing them by the number of years in which the organism
appears in this interval:
F1(c1, c2) =
1
c2
T∑
t=1
f1(χ1(t), χ2(t)),
F2(c1, c2) =
1
c1
T∑
t=1
f2(χ1(t), χ2(t)).
2.2 Classes of fitness functions
Given two organisms, C1 and C2, and their local fitness functions, f1 and
f2, respectively, the only interesting situations are when the organisms are
emergent. Therefore, the only cases which need to be considered are given by
the 4-tuple
v ≡ (ν1, ν2, ν3, ν4) = (f1(1, 0), f2(0, 1), f1(1, 1), f2(1, 1)) ∈ {−1, 0, 1}4.
We shall call such 4-tuple fitness tuple or just tuple. Consequently, we have a
total of 34 = 81 possibly different tuples v, but we need to consider only those
which are not equivalent and have a biological meaning. In this context, the
tuples are equivalent if they are obtaind by exchanging species C1 and C2:
(ν1, ν2, ν3, ν4) ≡ (ν2, ν1, ν4, ν3).
This reduces 81 possible tuples v to 45 cases which are divided into four classes
of local fitness functions1:
A = {(a, a, b, b) | a, b ∈ {−1, 0, 1}}
= {(−1,−1,−1,−1), (−1,−1, 0, 0), (−1,−1, 1, 1), (0, 0,−1,−1),
(0, 0, 0, 0), (0, 0, 1, 1), (1, 1,−1,−1), (1, 1, 0, 0), (1, 1, 1, 1)},
B = {(a, a,−1, 0), (a, a,−1, 1), (a, a, 0, 1) | a ∈ {−1, 0, 1}}
= {(−1,−1,−1, 0), (−1,−1,−1, 1), (−1,−1, 0, 1), (0, 0,−1, 0),
1 For the class D we also take into account the symmetry when one exchanges species,
that is, (a, b, c, d) = (b, a, d, c).
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(0, 0,−1, 1), (0, 0, 0, 1), (1, 1,−1, 0), (1, 1,−1, 1), (1, 1, 0, 1)},
C = {(−1, 0, a, a), (−1, 1, a, a), (0, 1, a, a) | a ∈ {−1, 0, 1}}
= {(−1, 0,−1,−1), (−1, 1,−1,−1), (0, 1,−1,−1), (−1, 0, 0, 0),
(−1, 1, 0, 0), (0, 1, 0, 0), (−1, 0, 1, 1), (−1, 1, 1, 1), (0, 1, 1, 1)},
D = {(a, b, c, d) | (a 6= b) ∧ (c 6= d)}
{(−1, 0,−1, 0), (−1, 0, 0,−1), (−1, 0,−1, 1), (−1, 0, 1,−1), (−1, 0, 0, 1),
(−1, 0, 1, 0), (−1, 1,−1, 0), (−1, 1, 0,−1), (−1, 1,−1, 1), (−1, 1, 1,−1),
(−1, 1, 0, 1), (−1, 1, 1, 0), (0, 1,−1, 0), (0, 1, 0,−1), (0, 1,−1, 1),
(0, 1, 1,−1), (0, 1, 0, 1), (0, 1, 1, 0)}.
We further eliminate tuples without biological interest or meaning:
(−1,−1,−1,−1), (−1,−1, 0, 0), (0, 0,−1,−1), (0, 0, 0, 0), (1, 1, 0, 0),
(1, 1, 1, 1), (−1,−1,−1, 0), (−1,−1,−1, 1), (−1,−1, 0, 1), (0, 0,−1, 0),
(0, 0, 0, 1), (−1, 0,−1,−1), (−1, 1,−1,−1), (−1, 0, 0, 0), (−1, 1, 0, 0),
(0, 1, 0, 0), (0, 1, 1, 1), (−1, 0,−1, 0), (−1, 0,−1, 1), (−1, 1,−1, 0),
(−1, 1,−1, 1), (0, 1, 0, 1).
For instance, for the tuple (−1, 0,−1, 0), the first species does not have any
positive evolution pressure, and the other species is completely indifferent.
Finally, we eliminate tuples for which one of the fitness functions is always
negative:
Lemma 1 For the tuples
(0, 1,−1,−1), (0, 0,−1, 1), (0, 1,−1, 1), (0, 1,−1, 0),
(0,−1,−1, 0), (0, 1,−1, 0), and (−1, 0, 1,−1)
one of the global fitness functions is always negative.
Proof. See Appendix A.1.
The final set to study, V, consists of the 18 tuples listed in Table 1. The
tuples are numbered for further reference.
v1 = (−1, 0, 1, 1) v2 = (−1, 1, 1, 1) v3 = (0, 1, 1, 1)
v4 = (0, 0, 1, 1) v5 = (−1,−1, 1, 1) v6 = (1, 1,−1,−1)
v7 = (1, 1,−1, 0) v8 = (1, 1, 1,−1) v9 = (−1, 1, 1,−1)
v10 = (−1, 1, 1, 0) v11 = (1, 0,−1, 0) v12 = (0, 1, 1,−1)
v13 = (0, 1, 1, 0) v14 = (1, 1, 1, 0) v15 = (0,−1, 1, 0)
v16 = (−1, 0, 1, 0) v17 = (1,−1,−1, 0) v18 = (1,−1, 1, 0)
Table 1 Relevant fitness tuples.
Each tuple may be represented by its respective ecological graph as in
Figure 2.2.
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C1 C2
f2(1, 1)
f1(1, 0)
f1(1, 1)
f2(0, 1)
Fig. 1 Generic ecological graph.
By inspecting corresponding ecological graphs, we can classify tuples from
Table 1 in four classes. The first class, V1, is the set off all tuples for which
the corresponding graph is not strongly connected:
V1 = {v ∈ V | (f1(1, 1) = 0) ∨ (f2(1, 1) = 0)}
= {v7, v10, v11, v13, v14, v15, v16, v17, v18}.
The other three classes are:
V2 = {v ∈ V | f1(1, 1) = f2(1, 1) = 1} = {v1, v2, v3, v4, v5},
V3 = {v ∈ V | f1(1, 1) = f2(1, 1) = −1} = {v6},
V4 = {v ∈ V | f1(1, 1) · f2(1, 1) = −1} = {v8, v9, v12}.
2.3 Dynamics of the model
We describe the evolution of species C1 and C2. Given initial periods c1, c2 ∈
N, c1, c2 ≥ 2, the first iteration of the evolution game is as follows: for the
species C1 we propose random local change of its period c1 to new period
c′1 ∈ N, c′1 ≥ 2. If the value of the global fitness function of the species C1
has improved, that is, if F1(c
′
1, c2) > F1(c1, c2), the period c
′
1 is accepted
as the new period, c1 ← c′1, and the value of the global fitness function of
the other species, C2, is recomputed. The analogous procedure is now applied
to the species C2. Such iterations are repeated until there is no change. The
pseudocode of the algorithm is given in Algorithm 1.
We will also assume that the evolutionary game changes each species in a
mutation interval [−p, p] = [−p,−p + 1, . . . ,−1, 0, 1, . . . , p], that is, the arbi-
trarily far moves do not exist in the algorithm. More precisely, the new periods
c′1 and c
′
2 are chosen as
c′1 = c1 + k, c
′
2 = c2 + l, k, l ∈ [−p, p].
We say that a couple of periods (c1, c2) for the given tuple v is an p-attractor
if and only if ∀k, l ∈ [−p, p]
F1(c1 + k, c2) ≤ F1(c1, c2)
and
F2(c1, c2 + l) ≤ F2(c1, c2).
In this context, attractors are related to the interval of possible time jumps.
We also speak of global attractor when the above is true for any p ∈ N.
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Algorithm 1 Evolution dynamics
procedure Evolution(c1, c2, v) . c1, c2 ∈ N, c1, c2 ≥ 2
T = c1 · c2
compute F1(c1, c2) and F2(c1, c2)
loop
choose c′1 at random . c
′
1 ≥ 2
T ′ = c′1 · c2
compute F ′1(c
′
1, c2) =
1
c2
T ′∑
t=1
f1(χ1(t), χ2(t))
if F ′1(c
′
1, c2) > F1(c1, c2) then . the fitness of C1 improved
c1 ← c′1 . accept the new period
recompute F2(c1, c2)
end if
choose c′2 at random . c
′
2 ≥ 2
T ′ = c1 · c′2
compute F ′2(c1, c
′
2) =
1
c1
T ′∑
t=1
f2(χ1(t), χ2(t))
if F ′2(c1, c
′
2) > F2(c1, c2) then . the fitness of C2 improved
c2 ← c′2 . accept the new period
recompute F1(c1, c2)
end if
end loop
end procedure
2.4 Characterization of attractors
For the next results we will consider the evolution algorithm for p = 1, that is,
in [−1, 1] mutation space. For [−p, p] the results are analogous. Also, when we
say that there exists a “local attractor”, this is said in relation to the bounded
interval of evolution [−1, 1]; if not, we will speak of a “global attractor”.
The first results are related with the relations between the sets of attractors
in any of the classes Vi, i = 1, 2, 3, 4. For that, let us define the set of attractors
as:
Ak = {(c1, c2) | c1, c2 ∈ N, and it is an attractor
for the tuple vk}.
The relations between the sets are as follows:
Lemma 2 For the tuples in the class V1 we have:
A7 ( A11, A10 = A13 ( A14, A15 ( A16,
A10 ( A16, A17 ( A11, A17 ( A18.
For the tuples in the class V2 we have:
A1 = A4 = A5 ( A2 = A3.
For the tuples in the class V4 we have
A9 = A12 ( A8.
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Proof. See Appendix A.2.
Using Lemma 2, we eliminate tuples v3, v4, v5, v12 and v13 from Table 1.
We shall call the remaining tuples inside each class representative tuples. Now
we characterize the attractors inside each class.
Proposition 1 For the representative tuples in the class V1 the structure of
attractors is as follows:
– For v7 there exist global attractors such that gcd(c1, c2) = 1, and there exist
infinitely many local ones.
– For v10 there exist infinitely many local attractors, but no global ones.
– For v11 there exist global attractors such that gcd(c1, c2) = 1, as well as
infinitely many local ones.
– For v14 there exist global attractors such that gcd(c1, c2) = 1, as well as
infinitely many local ones.
– For v15, the couples (c1, c2) such that c1 = c2 are global attractors. Further,
there exist infinitely many local ones.
– For v16, the couples (c1, c2) such that c2 | c1 are global attractors, and there
exist infinitely many local ones.
– For v17 there are no global attractors, but there are infinitely many local
ones. For instance, couples (c1, c2) such that c1 is a prime number and
c2 < c1 − 1 are local attractors.
– For v18, the couples (c1, c2) such that c1 | c2 are global attractors, and there
exist infinitely many local ones.
Proof. See Appendix A.3.
Proposition 2 For the representative tuples in the class V2 we have:
– v1 admits the global attractors (c1, c2) such that c1 = c2. Further, there
exist also infinitely many local attractors.
– For v2, any couple (c1, c2) such that c2 | c1 is a global attractor. Further,
there exist infinitely many local attractors.
Proof. See Appendix A.4.
Proposition 3 For the class V3 = {v6}, every (c1, c2) such that gcd(c1, c2) =
1, is a global attractor. There exist infinitely many local attractors.
Proof. See Appendix A.5.
Proposition 4 For the representative tuples in the class V4 we have:
– v8 admits global attractors (c1, c2) such that gcd(c1, c2) = 1. Further, it
admits infinitely many local attractors.
– v9 only admits local attractors: if (c1, c2) is such that c2 is prime and c2 /∈
{c1−1, c1+1}, then it is a local attractor. Further, the species C1 disappears.
Also, there exist other infinite families of local attractors.
Proof. See Appendix A.6.
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3 Numerical simulations
We ran simulations to illustrate the behavior of the representative 4-tuples.
A couple of periods (c1, c2) is a p-attractor under simulation if, after thirty
steps, neither of the species changes its period. The simulations are run for
the mutation intervals [−p, p] = [−1, 1] and [−p, p] = [−4, 4]. If (c1, c2) is not
an attractor, the corresponding square on the plot is white, otherwise it is red
if both species survive, or gray if the species C1 disappears.
The plots in Figures 1-6 depict characteristic behaviour of the quanti-
tative model described in Propositions 1-4 (see also Discussion). For easier
visual reference when interpreting the plots, Figure 7 shows canonical plots of
three typical situations. In order to show that the behaviour of our qualitative
model is indeed similar to the behaviour of quantitative model, we also ran
the third simulation for each representative tuple for the mutation interval
[−p, p] = [−1, 1], but with each (non-zero) entry of the considered tuple mul-
tiplied by a random integer from the interval [1, 10]. Similarity of the plots for
every fitness tuple indicates that limiting elements of the fitness tuple to the
set {−1, 0, 1} and using smallest mutation interval [−p, p] = [−1, 1] is not a
significant restriction, and our simple qualitative model covers well all possible
types of behaviour.
Discussion
By analyzing the ecological factors that shape development, reproduction and
survival, life history theory seeks to explain the evolution of the major fea-
tures of life cycles (Stearns 1992). The complex spatial and temporal popula-
tional dynamics of periodical organisms are largely consequences of evolution
of species interactions. Our models are relatively simple and describe accu-
rately the evolution of several types of periodical organisms with synchronized
emergence including organisms associated with prime-numbered (i.e. insects)
and non-prime numbered life-cycles (i.e. plants) (Helio¨vaara et al. 1994; Ha-
jong and Yaakop 2013; Guerreiro 2014). Several fitness tuples in our model
show that various life cycles and their respective periodical emergences extin-
guish each other. On the other hand, our computer simulations demonstrate
that the evolution of the periodicity is possible under restricted conditions.
Here we first comment four propositions and their respective classes of fitness
tuples.
In the class V1 (Proposition 1) there are two interesting types of behaviour.
The tuples v7, v11 and v17 are of a competition type. It is interesting that in
v17, the species C1 has a behaviour like periodic cicadas with prime number at-
tractors (and in this case the species C2 disappears, since the fitness F2(c1, c2)
is always negative). The other interesting type of behaviour is the one gen-
erated by the tuples v16 and v18. Here one of the global fitness functions is
constant (F2(c1, c2) = 0 for v16 and F1(c1, c2) = 1 for v18), while the other
species has a bamboo-like behaviour – it emerges as an integer multiple of the
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Fig. 2 Attractors for tuples v7, v11 and v17 from Proposition 1. The tuples are of a com-
petition type. Global attractors for v7 and v11 are those with gcd(c1, c2) = 1. In v17, the
species C1 has a behaviour like periodic cicadas with prime number attractors. In this case,
the species C2 disappears, since the fitness F2(c1, c2) is always negative.
constant one. In both cases there is a commensalism interaction, a special kind
of symbiosis.
The tuples v1 and v2 from the class V2 (Proposition 2) both generate inter-
esting behaviour. The tuple v1 generates symbiosis of the two species, that is,
they have to appear at the same time. The tuple v2 generates a commensalism
relation: the period c1 has to be an integer multiple of c2 (which is independent
of c1), so it is also a kind of a bamboo effect.
On the other hand, the tuple v6 (Proposition 3) is interesting since it is the
case of two species which cannot emerge together – they are mutually harmful.
In this sense, it is widely known that the competition exclusion principle can
originate local extinction in populations (Bengtsson 1989) and could be rep-
resented by this proposition. According to the host-predator hypothesis, the
parasitoids, predators and certain microorganisms specializing on immature
stages of a species lack prey or a substrate in the year when only adults are
present. The following year the predators are at low levels when the immature
host numbers are again high. The same would hold for specialist predators of
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Fig. 3 Attractors for tuples v16 and v18 from Proposition 1. Here one of the global fitness
functions is constant (F2(c1, c2) = 0 for v16 and F1(c1, c2) = 1 for v18), while the other
species has a bamboo-like behaviour – it emerges as an integer multiple of the constant one.
In both cases there is a commensalism interaction.
Fig. 4 Attractors for tuples v14 and v15 from Proposition 1. For v1, global attractors are
again those with gcd(c1, c2) = 1, and for v15, global attractors are those with c1 = c2.
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Fig. 5 Attractors for tuples v1 and v2 from Proposition 2. The tuple v1 generates symbiosis
of the two species, that is, they have to appear at the same time (here global attractrs are
again those with c1 = c2). The tuple v2 generates a commensalism relation: the period c1
has to be an integer multiple of c2, c2 | c1, independently of c1 (a bamboo effect).
Fig. 6 Attractors for tuple v6 from Proposition 3. This is the case of two species which
cannot emerge together – they are mutually harmful. In this sense, the competition exclusion
principle can originate local extinction in populations. Global attractors are those with
gcd(c1, c2) = 1. Notice that the attractors for fitness tuples v6, v7, v8, v11 and v14 are
similar.
adult stage. Several mathematical models have been explored in an attemp to
understand the origin of periodicity. Hoppenstadt and Keller (Hoppensteadt
and Keller 1976) showed that synchronized emergence of a single year class
is a possible consequence of predation given a limited environmental carrying
capacity and life cycle lengths above a certain threshold value. Bulmer (Bul-
mer 1977) also demonstrated that predation alone will not cause periodical
behavior except as the accidental result of particular initial conditions. In this
sense, our model is concordant with the last reported case.
The tuples v8 and v9 from the class V4 (Proposition 4) both generate
predator-prey interaction, the species C2 being the prey. For v8, C1 does not
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Fig. 7 Attractors for tuples v8 and v9 from Proposition 4. Both tuples generate predator-
prey interaction, the species C2 being the prey. For v8, C1 does not depend on C2 (it may feed
on other items), but C2 has to escape, hence global attractors are those with gcd(c1, c2) = 1.
For v9 there is dependence between the prey and the predator: the species C1 must eat C2 in
order to survive, and C2 must escape from C1 in order to survive. Local attractors are those
with prime c2 and c2 /∈ {c1 − 1, c1 + 1} (cicadas-like behaviour). Here also F1(c1, c2) < 0,
so the species C1 disappears.
Fig. 8 For easier visual reference, here are canonical plots of three typical situations: gray
denotes pairs (c1, c2), c1, c2 > 1, such that gcd(c1, c2) = 1, c2 is prime, or c2 | c1, respec-
tively.
depend on C2 (it may feed on other items), but C2 has to escape, hence
gcd(c1, c2) = 1. For v9 there appears real dependence between the prey and
the predator: the species C1 must eat C2 in order to survive, and C2 must es-
cape from C1 in order to survive. In this case, classes of attractors are those
with prime c2 in which case F1(c1, c2) < 0 so the species C1 disappears. This
was the case studied widely in (Goles et al. 2000, 2001).
To conclude, the presented model covers all types of periodic behaviour,
including bamboos with long masting periods and cicadas with prime num-
bered cycles, as well as the new case of mutually harmful species interaction
(i.e predation, exclusion competition).
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From a simple arithmetic point of view, the different observed interactions
are related to only four principles. Given a couple of integer periods (c1, c2)
the principles are:
– gcd(c1, c2) = 1 (predation or interspecific competition interaction as for
tuples v6, v7, v8, v11 and v14),
– one of c1 or c2 has to be a prime (cicadas-like behaviour as for v9, v10 and
v17),
– c1 = c2 (symbiosis interaction as for v1 and v15), and
– one of c1 or c2 has to be an integer multiple of the other (bamboos-like
interaction as for v2, v16 and v18).
Some open questions and generalizations are related to considering full
fitness tuples
v = (f1(1, 0), f2(0, 1), f1(1, 1), f2(1, 1), f1(0, 1), f2(1, 0), f1(0, 0), f2(0, 0)),
and allowing values outside of the set {−1, 0, 1}. For example, large dormant
intervals of bamboos could be explained by the need to minimize energy (see
(Gadgil and Bossert 1970)), so in this case the dormant values f1(0, 1) or
f2(1, 0) might be positive. In particular, our simulation for the fitness tuple
v = (−1, 1, 0.8, 1, 1.25, 0, 0, 0) generates periods 26, 32, 34, 38, 39 and 40 for
the species C1 (see Figure 8), which were observed in the population of long-
period masting bamboos, see (Janzen 1976, Table 1) and (Veller et al. 2015,
Appendix, Table S1). Furthermore, bamboos periodical life-cycles can also
be dramatically affected during the flowering event by anthropogenic habitat
modification that cause delayed reproduction, see (Wang et al. 2016). That
is, the combination of a fixed juvenile development time and a long adult life
could favor the development of periodical behavior but does not guarantee it,
see (Lauzon and Harper 1986).
To be periodical, a species must have a fixed Iife cycle length and adults
must appear synchronously, reproduce only once, and die (Helio¨vaara et al.
1994). We demonstrate that the emergence of synchrony in some organism
can occur by chance events which disrupt this bet-hedging strategy and set
the stage for periodicity. Our mathematical model predicts that, given certain
initial conditions, intraspecific competition and predation favor its develop-
ment. These synchronous organisms should be favored by natural selection
later to establish the life-cycles according the interspecific interactions or en-
vironment restrictions. Finally, it is established that the variable intensity of
interspecific competition, predation and/or parasitism are interactions, which
allow the existence of local stable positive periodical solutions for organisms
such as insects and plants. However, as in any biological system, it is unlikely
that one factor operates free from the influence of others.
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A Proofs
For the proofs, we need some notations and definitions. We define the following quantities
regarding the number of emergences in the interval [1, T ]:
(C1) = the number of times species C1 emerges,
(C2) = the number of times species C2 emerges,
(C1 ∧ C2) = the number of times C1 and C2 emerge
in the same year,
(C1 ∧ C2) = the number of times C1 emerges and
C2 does not emerge,
(C1 ∧ C2) = the number of times C1 does not emerge
and C2 emerges.
From T = c1 · c2 some elementary equalities follow:
(C1) = c2,
(C2) = c1,
(C1 ∧ C2) + (C1 ∧ C2) = c2,
(C1 ∧ C2) + (C1 ∧ C2) = c1.
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A.1 Proof of Lemma 1
For the first six tuples we have
F1(c1, c2) =
1
c2
(−(C1 ∧ C2)) ≤ −1
c2
< 0.
For the the last tuple we have
F2(c1, c2) =
1
c1
(−(C1 ∧ C2)) ≤ −1
c1
< 0.
A.2 Proof of Lemma 2
We will only give the proof for attractors in the class V4, the other proofs are similar. For
the tuple v8 = (1, 1,−1, 1) we have
F1(c1, c2) = 1, F2(c1, c2) =
1
c1
((C1 ∧ C2)− (C1 ∧ C2)).
For the tuple v9 = (−1, 1, 1,−1) we have
F1(c1, c2) =
1
c2
(−(C1 ∧ C2) + (C1 ∧ C2)),
F2(c1, c2) =
1
c1
((C1 ∧ C2)− (C1 ∧ C2)).
For the tuple v12 = (0, 1, 1,−1) we have
F1(c1, c2) =
1
c2
(C1 ∧ C2),
F2(c1, c2) =
1
c1
((C1 ∧ C2)− (C1 ∧ C2)).
Therefore,
(c1, c2) ∈ A8 ⇔ F2(c1, c′2) ≥ F2(c1, c2),
(c1, c2) ∈ A9 ⇔ F1(c′1, c2) ≥ F1(c1, c2) ∧ F2(c1, c′2) ≥ F2(c1, c2),
(c1, c2) ∈ A12 ⇔ F1(c′1, c2) ≥ F1(c1, c2) ∧ F2(c1, c′2) ≥ F2(c1, c2).
From that it is direct A9 = A12 ( A8. The strictness of the inclusion follows since, for
instance, (c1, c2) = (3, 14) ∈ A8, but (c1, c2) = (3, 14) /∈ A9 because F1(3 + 1, 14) <
F1(3, 14).
A.3 Proof of Proposition 1
For v7 = (1, 1,−1, 0) we have
F1(c1, c2) =
1
c2
((C1 ∧ C2)− (C1 ∧ C2)) = 1
c2
(c2 − 2(C1 ∧ C2)),
F2(c1, c2) =
1
c1
(C1 ∧ C2) = 1
c1
(c1 − 2(C1 ∧ C2)).
Clearly, if gcd(c1, c2) = 1, then
F1(c1, c2) =
c2 − 2
c2
, F2(c1, c2) =
c1 − 1
c1
,
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and nobody may improve.
Consider the family
(c1, c2) = (20, 16
n · 4 · 29 · 31) = (30, 16n · 3596).
Clearly, gcd(c1, c2) = 2, gcd(c1 − 1, c2) = 29, and gcd(c1 + 1, c2) = 31 so F1(c1 ± 1, c2) <
F1(c1, c2), so the species C1 cannot improve its fitness. Let us prove that the species C2
cannot change its period, as well. For that we will prove that ∀n ≥ 0, 5 | 16n · 3596− 1 and
3 | 16n · 3596 + 1: for n = 0 clearly 3596− 1 = 3593 is divisible by 5, and 3596 + 1 = 3597 =
3 · 1199. The induction step for c2 − 1 is as follows:
16n+1 · 3596− 1 = 16n · 3596× 16− 1 = 16n · 3596× 15 + (16n · 3596− 1).
The first term on the right hand side is divisible by 5, and the second term is divisible by 5
by the induction hypothesis. Similarly, for c2 + 1, we have
16n+1 · 3596 + 1 = 16n · 3596× 16 + 1 = 16n · 3596× 15 + (16n · 3596 + 1).
The first term on the right hand side is divisible by 3, and the second term is divisible by 3 by
the induction hypothesis. Therefore, gcd(c1, c2 + 1) = 5 > gcd(c1, c2) and gcd(c1, c2 − 1) =
3 > gcd(c1, c2), so F2(c1, c2 ± 1) < F2(c1, c2), hence all members of the family are local
attractors.
Consider now v10 = (−1, 1, 1, 0). Consider, for example,
(c1, c2) = (30, 30k + 4), k ≥ 0.
Then gcd(c1, c2) = 2 so
F1(c1, c2) =
1
c2
(−(C1 ∧ C2) + (C1 ∧ C2)) = −c2 + 4
c2
,
F2(c1, c2) =
1
c1
(C1 ∧ C2) = c1 − 2
c1
.
Since c1+1 = 31 and c1−1 = 29, gcd(c1±1, c2) = 1, so the fitness of C1 cannot be improved.
On the other hand, c2 + 1 = 30k+ 5, so gcd(c1, c2 + 1) ≥ 5 and F2(c1, c2 + 1) < F2(c1, c2).
Similarly, c2− 1 = 30k+ 3, so gcd(c1, c2 + 1) ≥ 3 and F2(c1, c2− 1) < F2(c1, c2). Therefore,
fitness of C2 cannot be improved, as well, so (c1, c2) = (30, 30k + 4) is an attractor for all
k ≥ 0. Furthermore, notice that if c2 > 4, it is always F1(c1, c2) < 0, so the species C1
disappears. Also, if (c1, c2) is such that c1 /∈ {c2− 1, c2 + 1} and c2 is a prime number, then
(c1, c2) is an attractor and C1 also disappears.
Consider now v11 = (1, 0,−1, 0). We have
F1(c1, c2) =
1
c2
((C1 ∧ C2)− (C1 ∧ C2)),
F2(c1, c2) = 0.
If gcd(c1, c2) = 1, then F1 =
c2 − 2
c2
is the maximum, and they are global attractors. Further,
couples (c1, c2) = (30, 30k + 4), k ≥ 0, are also local attractors: because gcd(c1, c2) = 2, we
have
F1(c1, c2) =
1
c2
(2− (c2 − 2)) = −c2 + 4
c2
, F2(c1, c2) = 0.
For v14 = (1, 1, 1, 0) we have:
F1(c1, c2) = 1, F2(c1, c2) =
1
c1
(C1 ∧ C2).
Clearly, all couples (c1, c2) such that gcd(c1, c2) = 1 are global attractors, and, like in the
previous case for v10, the members of the family (c1, c2) = (30, 30k + 4), k ≥ 0, are local
attractors.
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For v17 = (1,−1,−1, 0), we have
F1(c1, c2) =
1
c2
((C1 ∧ C2)− (C1 ∧ C2)),
F2(c1, c2) =
1
c1
(−(C1 ∧ C2)).
Clearly, global attractors do not exist: if F1(c1, c2) is at its maximum, that is, (C1 ∧C2) (for
instance, if gcd(c1, c2) = 1), then C2 may reply by taking c′2 = c1. Also, if F2(c1, c2) is at its
maximum, that is (C1∧C2) = 0 (so (C1∧C2) = c1), then C1 may reply by taking c′1 = c2±1:
in that case c′1, c2) = 1 so F1(c
′
1, c2) is better.
An infinite family of local attractors is given by couples (c1, c2) such that c2 < c1 − 1
and c1 = p is prime: then,
F1(p, c2) =
1
c2
((c2 − 1)− 1) = c2 − 2
c2
,
which is at its maximum, and F2(p, c2±1) = F2(p, c2) because p is prime so it is not divisible
by any c2 < p.
The proofs for v15, v16 and v18 are analogous.
A.4 Proof of Proposition 2
For v1 = (−1, 0, 1, 1) we have
F1(c1, c2) =
1
c2
(−(C1 ∧ C2) + (C1 ∧ C2)),
F2(c1, c2) =
1
c1
(C1 ∧ C2).
If c1 = c2, then (C1 ∧ C2) = 0, so F1(c1, c2) = F2(c1, c2) = 1 which is a maximum, so they
are global attractors.
Consider now the family (c1, c2) such that c1 and c2 are prime numbers and c1 /∈
{c2 − 1, c2 + 1} and c2 /∈ {c1 − 1, c1 + 1} (i.e., they are far enough). Then,
F1(c1, c2) =
1
c2
(−(c2 − 1) + 1) = −c2 + 2
c2
, F2(c1, c2) =
1
c1
.
Since c1 and c2 are primes, c1 ± 1 and c2 ± 1 are not divisors of c2 or c1, respectively, so
fitness functions cannot improve.
But, we have other families, too, which are not necessary primes, for instance: (c1, c2) =
(25, c2), where
c2 ∈ {7 + 10r | (r ≥ 0) ∧ (3 - 7 + 10r)} = {7 + 10r | r ≥ 0} \ {27 + 30s | s ≥ 0}.
The second set is is the set of numbers divisible by 3 and is contained in the first set since
27 + 30s = 7 + 10(3s + 2). The difference set is infinite and, by Dirichlet’s Theorem, since
gcd(7, 10) = 1, it contains infinitely many prime numbers.
For v2 = (−1, 1, 1, 1), we have
F1(c1, c2) =
1
c2
(−(C1 ∧ C2) + (C1 ∧ C2)),
F2(c1, c2) =
1
c1
c1 = 1.
If c2 | c1, then (C1 ∧ C2) = 0 so F1(c1, c2) = 1 which is the maximum so it is a global
attractor.
For (c1, c2) = (2p, 2q), p < q, it holds gcd(c1 ± 1, c2) = gcd(2p ± 1, 2q) = 1, so
F1(c1, c2) =
1
2q
(−(2q − 2p) + 2p) = 1
2q
(2p+1 − 2q),
so it does not improve.
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A.5 Proof of Proposition 3
For v6 = (1, 1,−1,−1), we have
F1(c1, c2) =
1
c2
((C1 ∧ C2)− (C1 ∧ C2)),
F2(c1, c2) =
1
c1
((C1 ∧ C2)− (C1 ∧ C2)).
If gcd(c1, c2) = 1, then
F1(c1, c2) =
c2 − 2
c2
, F2(c1, c2) =
c1 − 2
c1
,
which is a global attractor.
The members of the family (c1, c2) = (30, 16n · 3596), are also local attractors - the
proof is as for v7 in Appendix A.3.
A.6 Proof of Proposition 4
For the tuple v8 = (1, 1, 1,−1) we have
F1(c1, c2) = 1,
F2(c1, c2) =
1
c1
((C1 ∧ C2)− (C1 ∧ C2)).
Then (c1, c2) such that gcd(c1, c2) = 1 is a global attractor, since in this case (C1 ∧ C2) =
(C1 ∧ C2) = 1, so
F2(c1, c2) =
1
c1
((c1 − 1)− 1) = c1 − 2
c1
is the maximum.
There exist infinitely many local attractors, for instance
(c1, c2) = (2 · 3b · 5c, 4), b, c ≥ 1.
In this case gcd(c1, c2) = 2, so
F2(c1, c2) =
1
c1
((c1 − 2)− 2) = c1 − 4
c1
.
But, c2−1 = 3, c2+1 = 5, and in both cases gcd(c1, c2±1) ≥ 3, so F2(c1, c2±1) < F2(c1, c2).
Consider now v9 = (−1, 1, 1,−1). We have
F1(c1, c2) =
1
c2
(−(C1 ∧ C2) + (C1 ∧ C2)),
F2(c1, c2) =
1
c1
((C1 ∧ C2)− (C1 ∧ C2)).
If gcd(c1, c2) = 1, then (C1 ∧ C2) = 1 and
F1(c1, c2) =
−c2 + 2
c2
, F2(c1, c2) =
c1 − 2
c1
.
If c2 is prime and c1±1 /∈ {c2±1}, then (c1, c2) is a local attractor. If, additionally, c2 ≥ 3,
the species C1 disappears.
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But, there exist infinitely many local attractors. Let us see one case: consider (c1, c2) =
(2 ·3 ·5, 2s) = (30, 2s) such that 3 | (c2−1) and 5 | (c2 +1). Clearly, we have gcd(30, 2s) = 2,
so
F1(c1, c2) =
1
c2
(−(c2 − 2) + 2) = −c2 + 4
c2
,
F2(c1, c2) =
1
c1
((c1 − 2)− 2) = c1 − 4
c1
.
But, since c1 − 1 = 29 and c1 + 1 = 31 are both prime numbers,
F1(c1 ± 1, c2) = 1
c2
(−(c2 − 1) + 1) = −c2 + 2
c2
<
−c2 + 4
c2
= F1(c1, c2),
so the fitness of the species C1 cannot improve.
Let us see c2: 2s± 1 is not even and, by hypothesis, it is divisible by 3 or 5. Therefore,
gcd(c1, c2 ± 1) ≥ 3 so F2(c1, c2 ± 1) < F2(c1, c2), and the fitness of the species C2 cannot
improve either.
It remains to prove that there are infinitely many prime numbers s such that 3 | (2s−1)
and 5 | (2s+ 1). Suppose
c2 − 1 = 2s− 1 = 3m, c2 + 1 = 2s+ 1 = 5n, m, n ∈ N.
Then 3m+ 2 = 5n, so
m =
5n− 2
3
=
(3 + 2)n− 2
3
= n+ 2
(
n− 1
3
)
, n ∈ N.
There exist integer solutions for m and n: for n = 4 + 3k, k ∈ N, k ≥ 0 it holds
m =
5(4 + 3k)− 2
3
=
18 + 15k
3
= 5k + 6.
Then
2s = 3m+ 1 = 3(5k + 6) + 1 = 15k + 19, k ≥ 0.
Since 2s is even, k must be odd. By setting k = 2l + 1, l ≥ 0, we have
c2 = 2s ∈ {34 + 30l | l ≥ 0} ≡ B.
Set B is an arithmetic progression such that gcd(17, 15) = 1, hence by Dirichlet’s Theorem
it contains infinitely many primes. We conclude that there exist infinitely many couples
(30, 2s), s prime, which are local attractors for the rule v9. Since c2 > 4, we have F1(c1, c2) <
0, so the species C1 disappears.
