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Abstract 
 
 
The purpose of this study is to manufacture and disseminate photovoltaic test systems 
which will be located at various United States Air Force installations worldwide.  The Air 
Force’s goals in renewable energy are to determine the potential for systems to aid in 
promoting resiliency for an installation’s energy demands. 
The overall goal of the data collection is to determine the correlation between power 
output of photovoltaic panels and the associated geographic region climate classification. 
The  region’s  climate  identification  are  determined  using  the  Ko¨ppen-Geiger  climate 
classification model. The test systems consist of two photovoltaic panels, monocrystalline 
and polycrystalline, and a control unit. Data is gathered and consolidated on a monthly 
basis to include power output, humidity, and internal/external temperatures. 
This study does not include a complete analysis of the data as a full year of data has 
not yet been recorded. A full year of data, including all four seasons, is required for a 
proper analysis to be completed. Instead, the study highlights the manufacturing process, 
shipment of the systems, and associated limitations realized throughout these processes. 
Also, a partial year of data will be analyzed for initial observations. Some of the limitations 
realized include hardware malfunctions, lack of installation cooperation, and data gaps. 
The conclusion which can be drawn from this study is that the test systems performed 
as expected. Not including hardware malfunctions, the systems were able to measure all 
data as designed. Analysis was able to be completed on four months data which provided 
initial results and observations on the climate region’s performance. 
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A METHOD TO DETERMINE THE VIABILITY OF PHOTOVOLTAIC SYSTEMS IN 
VARIOUS CLIMATE REGIONS 
 
 
I. INTRODUCTION 
 
 
1.1 Background 
 
The Department of Defense (DoD) has a vested interest in the use of renewable energy 
sources on its installations; they strive to find a system or method which provides energy 
resiliency, as well as continuing the push towards renewable energy. These safeguards 
would not only be used in austere environments, but also would help provide for the energy 
demand of DoD installations stateside. This desire pushes research initiatives and United 
States Air Force policy towards renewable energy initiatives. Furthermore, these directives 
help provide clarification on where and how responsible investment should be made in this 
field. 
The purpose of this thesis is to study and analyze photovoltaic cells, a form of 
renewable energy, which harness the power of the sun by using light energy, or photons. 
The process of silicon material capturing photons results in the release of electrons which 
are then captured by conductive material placed within the photovoltaic array [9]. The 
photovoltaic arrays directs the energy created to a battery bank or electrical infrastructure. 
The amount of energy photovoltaic cells produce is subject to a number of climatic 
variables. The effects of these variables on energy production is an ongoing topic in 
research efforts [17, 26, 44]. Some of these variables include but are not limited to 
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temperature, humidity, precipitation, and climate classification. For the purposes of this 
study, the Ko¨ppen-Geiger climate classification system are used to classify regions in which 
United States Air Force (USAF) installations are located [28]. 
These classifications are analyzed by gathering data from the selected installations 
which were grouped by a Pareto analysis [10]. Test systems designed to gather photovoltaic 
energy production data, and climatic variables, will be sent to these specified locations. The 
data will then be gathered and analyzed on these climate regions to generate a conclusion 
on where USAF renewable energy infrastructure investment should be used and can be 
developed. 
Installing a photovoltaic cell array large enough to generate sufficient energy return 
requires significant investments of both capital and land allocation. The current inability to 
accurately estimate the payback period of photovoltaic cells causes the first issue of capital 
investment. Currently, general estimates are used to predict energy production, which are 
not based upon specific climate regions but upon climatic effects such as temperature and 
humidity [9, 39, 44]. The United States Air Force faces the question of land allocation, a 
problem preventing photovolatic cell array development. The majority of Air Force land 
ownership centers around the flightline area including runways, taxiways, and aprons. This 
land is not allowed to have structures built upon it due to the existing Federal Aviation 
Administration (FAA) and United States Air Force policies and regulations on clear zones 
for the surrounding areas [1]. This means that though the USAF may have vast amounts of 
empty land, much of that acreage is unsuitable for construction. Therefore, it is important to 
justify the specific amount of land needed for installations to produce the energy required. 
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Once a suitable amount of acreage is identified, installations will be able to make an 
informed decision on whether a photovoltaic array is viable. 
1.2 Problem Statement 
 
The United States Air Force’s use of photovoltaic cells is not a new concept. One of the 
many current installations utilizing this technology is Nellis Air Force Base (AFB). After 
Nellis AFB granted a portion of its land to a private energy company for the construction 
of a large solar array, it now receives a discounted energy rate from Nevada Energy for a 
period of 20 years. The 14.2-megawatt solar array, with 70,000 panels, was the largest in the 
United States at the time of its unveiling [15]. This private business partnership is one of the 
few avenues the DoD currently uses to utilize energy from renewable sources. However, the 
large success realized from this project creates momentum toward new renewable energy 
projects for the DOD. Nellis AFB has recently constructed a second solar array with the 
capacity of 19 megawatts, that coupled with the first, will now be able to completely power 
Nellis AFB during daytime operations [33]. 
DoD installations face the problem of determining where and how to invest in 
renewable energy. These avenues not only have to be financially viable, but they also must 
be able to produce enough energy to meet the installation’s energy requirements to achieve 
the main goal of resiliency. Therefore, being able to develop a model which predicts energy 
production accurately is necessary to determine lifetime costs, payback periods, and energy 
production potential [4, 14, 22, 27]. 
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1.3 Research Objectives and Investigative Questions 
 
The objectives of this research effort is to determine the viability of the Photovoltaic 
test systems described. This analysis examines the materials and construction methods 
used in the production of the systems. Also, the ability of the systems to gather data 
which is complete and usable on an ongoing basis is determined. This research highlights 
the abilities of the systems, as well as its limitations, for the use of future researchers. 
The following questions represent the goals of this research effort: 
1. What level of data consistency will be gathered from the selected test sites? 
2. What strategies need to be implemented to limit the effect of potential future 
hindrances on this study? 
3. What analysis method should be used to find the viability of photovoltaic 
systems in various climate regions after a comprehensive data set is 
collected? 
1.4 Methodology 
 
The study is completed by gathering energy production data from 37 test sites 
around the globe [10]. The sites were chosen based on their varying climate regions 
defined through the  Ko¨ppen-Geiger  climate  classification  system  [28,  43].    The 
classification system has a total of 30 distinct climate regions [28]. For the purposes of 
this study, the climate regions and associated number of test systems at those 
classifications can be seen in Table 1.1. 
This study was a continuation of research completed by Nussbuam [10]. This previous 
effort accomplished system design and material procurement for the study. A Pareto 
analysis determined the test site locations by analyzing the location and climate regions  
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Table 1.1: Test Site Climate Classifications [10] 
 
of all USAF installations. Furthermore, the equipment had been selected and procured 
leaving only fabrication and testing to be completed. The test system programming had 
been written and tested using test models of the system housed at the Air Force Institute 
of Technology (AFIT)[10]. 
The data will be gathered monthly via email from the installation persons of contact 
(POC). The data contains measurements of voltage and amperage of both panels, taken   
at fifteen minute intervals. It also holds climatic data including temperature and humidity 
readings taken at the same interval. 
A logistical analysis will be completed once data has been gathered from the test sites. 
The analysis compares the energy produced from each test site to its associated climate 
region. By comparing test site climate classifications, certain regions will be identified as 
most suitable and least suitable for energy production based upon the relationship strength 
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between the climate classification and the energy production is what makes this distinction 
[9]. 
The equipment was sent to the 37 chosen sites in May 2017. The equipment being 
used is a combination of one 25 watt (mono-crystalline) and one 50 watt (poly-crystalline) 
photovoltaic cells.   Each cell is connected to a control unit which houses the hardware    
to monitor and record the energy production of each cell.   The cells will placed flat at    
all sites. This was done to ensure consistency of measurements during analysis. This 
software is powered by a Raspberry Pi ™, a small on-board computer processor. The 
Electrical Engineering Department at the Air Force Institute of Technology (AFIT) custom 
wrote/created the software for this analysis. 
The contents of the control unit includes multiple probes, which monitor internal 
temperature, external temperature, and humidity level. This data, along with the respective 
cell’s energy production, is recorded continuously at fifteen minute intervals continuously. 
A RockBlock™, a satellite controller, is also included in the control unit to give daily 
updates on the system’s status. 
1.5 Assumptions and Limitations 
 
The installations were chosen based upon their differing climate regions. However, 
given the limitations of funding and available test sites, certain climate regions will not be 
studied. These areas are generally located in the polar and snow regions with no significant 
United States Air Force presence. Due to the geographic extent of this study, all of the  
test systems will be operated by volunteers located at the selected installations. Therefore, 
the high turnover rate of these United States Air Force personnel could lead to operation 
difficulty and potential loss of data. 
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II. LITERATURE REVIEW 
 
 
2.1 General Issue 
 
Photovoltaic technology has the opportunity to forever change the landscape of energy 
use within the United States Air Force. Therefore, it is becoming increasingly important 
to examine this renewable energy production method. This opportunity is specifically 
important because the United States Air Force accounts for approximately 48% of the 
energy used within the entire Department of Defense as can be seen in Figure 2.1[18]. 
This data combines total fuel use and electricity consumption into a single energy metric. 
Though the majority of this energy use is attributed to flight line operations, with the 
majority being fuel at approximately 81%, Air Force facility energy consumption can    
be calculated as 16% of the entire Department of Defense usage. This large energy 
consumption has prompted the Air Force to create a number of priorities to follow in the 
desire to reduce overall energy consumption [14]. These directives, stated in the United 
States Air Force Strategic Energy Plan, can be seen in Table 2.1. 
 
The main goal of the United States Air Force in relation to renewable energy is the 
potential for increased resiliency. The USAF will continue to have a large energy demand 
due to the nature of its mission for years to come. The vast majority of USAF energy 
demand comes from petroleum. Therefore, the methods and practices which are required 
to produce and store this energy leave the USAF incredibly vulnerable. The supply chain 
network which is required to maintain the readiness posture of United States Air Force 
installations, faces the potential for attack on many levels.   Because of this, the   United 
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Table 2.1: Air Force Strategic Plan Energy Priorities [14] 
 
 
 
 
States Air Force is actively looking at renewable energy sources to provide increased energy 
security and resiliency [14]. 
Furthermore, budgetary concerns are of growing interest to the USAF as well. As of 
2011, the USAF allocated 11% of its total budget to energy as can be seen in Figure 2.1 
[18]. The annual cost of energy and its continued rise have prompted the desire for change. 
The need for a stable and cost-effective alternative will help considerably in lowering the 
budget allocation and the annual costs [10].   For these reasons, the federal    government 
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Figure 2.1: DoD/Air Force Energy Usage [18] 
 
 
 
mandated that the DoD energy portfolio for facilities will be 25% renewable by the year 
2025 [18, 46]. A plan created by the Air Force Civil Engineer Center (AFCEC) to attain 
the 25% goal can be seen in Figure 2.2. 
 
 
Figure 2.2: Renewable Energy Goals [18] 
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2.2 Current United States Air Force Utilization 
 
The Department of Defense has been making strides in investment into solar capacity 
at many installations worldwide. As of 2013, there were more than 130 Megawatts of PV 
arrays located across all three services with 40 Megawatts belonging specifically to the 
USAF [46]. With the steadily decreasing price of PV systems, more than 40% since 2011, 
the DoD is finding itself with a large opportunity for smart investment. There are three ways 
which the military has used in the past to finance renewable energy projects. The first, a 
power purchase agreement, was previously referenced in terms of the two successful Nellis 
AFB projects which currently provide enough energy for all daytime operations [15, 33]. 
This agreement is a prearranged contract in which the private utility company agrees to sell 
energy at a fixed utility rate to the installation at no upfront cost to the government. For 
example, Nellis AFB allowed multiple solar arrays to be built upon their land in exchange 
for fixed utility rates for a period of 20 years [15, 33]. 
The second way in which the military has used private business to leverage their 
renewable energy production is through enhanced lease agreements. This method allows 
private business to lease government-owned land in exchange for rental payments. The 
benefit of this agreement for the government is that they receive income from the leased 
land as well as being able to use renewable energy, which has been fed back into the existing 
electrical grid [46]. 
The last way of investment is through energy savings contracts. These contracts allow 
the government to procure renewable energy projects at no upfront cost [46]. The private 
business, however, will receive payments based upon the estimated energy savings the 
installation will encounter. 
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2.3 PV Background 
 
Solar cells, or photovoltaic (PV) cells, are a device which harnesses the power of 
sunlight to create electricity. This process can be completed using different materials, but 
the overall procedure remains the same. When light hits certain materials, free flowing 
electrons are released and captured by conductive conduits. These conduits are able to 
gather these electrons and ferry them to whichever energy system is being used. These can 
be anything from open circuits powering various systems to battery banks harnessing the 
energy for future use [34, 38]. 
Four major types of solar cells are poly-crystalline, mono-crystalline, amorphous, and 
organic cells [34]. For the purposes of this research, the two types which will be used are 
poly-crystalline and mono-crystalline. These two types of cells are the most widely used 
and available cells on the open market, approximately 90% of the available market share 
[45]. Poly-crystalline cells are made up of multiple silicone crystals. Raw silicone is melted 
into ingots which are then sliced to create the cells. Poly-crystalline cells are generally less 
efficient then mono-crystalline cells which are created by raw silicon being processed and 
then sliced to form cells [45]. 
 
 
Figure 2.3: Sample PV System [9] 
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The material used to create PV cells can be copper, cadmium sulphide, gallium 
arsenide, cadmium telluride, and silicon. Of all these materials, silicon presents the most 
benefit in energy production due to its price, availability, and energy production potential 
[34, 38]. PV cells can be arranged either as a single cell or in a series. Because a typical 
PV cell can only produce on average three Watts at 0.5 volts, a series system with multiple 
cells is generally used. The three types of silicon which are commonly used are amorphous, 
crystalline (Mono), and multi-crystalline (Poly). Amorphous (uncrystallized) silicon is the 
most popular thin-film technology with cell efficiencies of 5-7% and double- and triple- 
junction designs raising it to 8-10% [38]. Crystalline silicon offers an improved efficiency 
when compared to amorphous silicon while still using only a small amount of material. 
The commercially available poly-crystalline and mono-crystalline silicon solar cells have 
an efficiency around 15-20% and 24-28% respectively [19, 38, 51]. 
Increasing efficiency,   reducing cost and minimizing pollution are benefits of 
 
photovoltaic systems that have led to the wide range of applications [38, 39]. These 
applications can range from large facility systems to home use systems, as well as    more 
specific cases such as space applications. Building-integrated photovoltaic systems 
incorporate photovoltaic properties into building materials such as roofing, siding, and 
glass, thus offering advantages in cost and appearance as they are substituted for 
conventional materials [38, 40, 41]. 
These applications do not come without limitations. A few of the main issues affecting 
photovoltaic systems include storage and the varying energy production of the systems 
[21, 50]. In terms of storage, the ability to store energy in battery banks faces problems 
with efficiency and the large associated costs.       This issue is especially important to the 
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United States Air Force given their main goal of resiliency. To maintain resiliency, some 
sort of storage system will need to be installed to ensure energy is available at any time. 
Currently, because of the problems associated with storage, many photovoltaic systems 
feed directly into the existing electrical grid, there by bypassing the storage option. This, 
of course, limits when a system may be utilized: only during daytime. Along those same 
lines, the effects of climatic conditions may negatively affect the ability to produce energy 
on a consistent basis. Large amounts of rain and cloud cover will limit the production and 
force the grid to rely on other energy sources [38]. 
2.4 Modeling Techniques 
 
The ability to distinguish climate regions relies upon each regions unique climatic 
effects. These include variables such as temperature and humidity. Therefore, it is 
important to research the current literature on these individual characteristics and the effects 
they have on PV efficiency. Additionally, the current model’s ability to accurately predict 
energy production will be needed to analyze similar techniques used in this study. 
The desire to accurately predict how well a PV system will perform is not new. 
Numerous models have been created in which different variables have been used in varying 
ways to best predict efficiency. One of these studies, completed at Sandia National 
Laboratories by the Department of Energy (DoE), analyzed four radiation models, three 
module performance models, and an inverter model [25, 26, 29]. The study used three 
separate micro-grid PV systems to gather data on actual energy production. Once gathered, 
the weather data was entered into these different models to determine how closely the 
predicted energy data matched the real energy production.        The DoE developed a new 
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model for this comparison, PVWatts. PVWatts was found to be the most accurate model in 
predicting PV power production [32]. 
The DoE study found that the eight models that were analyzed did accurately predict 
energy production to a reasonable level as seen in Figure 2.4 and Figure 2.5. Though 
these results do prove existing models’ ability to perform, doubts exist. Certain questions 
could be asked as to the worldwide application of this study.  The study was completed   
in Albuquerque, NM, a climate which has low variability of climatic effects annually. 
Furthermore, all three micro-grid systems used, though in different configurations, were 
located in the same location with the same setup. The DoE references and acknowledges 
this lack of location and climate variability in their study as possible elements of concern 
and future research possibilities [12, 25, 26, 45]. 
A similar study was completed by the National Institute of Standards and Technology 
in 2009 which evaluated the previously stated Sandia Laboratories models with varying 
PV materials [9]. This included variations such as mono-crystalline, poly-crystalline, 
insulation, and glazing on PV systems. The results, shown in Figure 2.2, were similar to 
those of the DoE study in that the model predictions proved to be accurate to a reasonable 
level. Five of the six systems measured were consistently within 4% or better of the 
predicted models.  However, a lack of location and climate variability was also present   
in this study since the testing systems were located in only one location in Maryland. This 
lack of variability in climate could hinder the ability to extrapolate the results to sites around 
the world [9]. 
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Figure 2.4: PV Model Annual Performance - Actual vs Predicted [25] 
 
 
 
 
Figure 2.5: PV Model Efficiency Study - DOE [26] 
 
  
 
 
Table 2.2: PV Model Efficiency Study - NIST [9] 
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2.5 Climatic Effects on PV Power Production 
 
2.5.1 Temperature. 
 
The effect temperature has on PV energy production is a well-documented and 
researched relationship. The variable with the largest relationship is the PV cell 
temperature, or the temperature of the system itself while operating [44]. Certain variables 
have been correlated as a function of the PV cell temperature including the ambient 
temperature, local wind speed, and solar radiation/irradiance [44]. Table 2.6 shows the 
various relationships between power, or similarly energy production, and temperature. Of 
the 28 functions listed, 15 of these list ambient temperature as having a correlation to power 
production. It can be concluded, therefore, that temperature, both operating and ambient, 
has a large relationship with the ability of a PV cell to produce power efficiently [12, 44]. 
2.5.2 Humidity. 
 
Humidity, the percentage moisture present in the air at any one point in time, has been 
found to be a major concern to PV power production. In order for PV cells to work at 
their most efficient level, sunlight must to hit the cell in a direct or mostly direct manner; 
many PV cells are adjusted throughout the day and times of year to gather the most direct 
sunlight as possible. When there is a large presence of moisture in the air, the ability for 
sunlight to directly hit the cell becomes limited. As light passes through water droplets, 
three scenarios can happen. The light can be refracted, meaning the light will be redirected 
at a different angle. The light can be reflected, meaning the light is turned around back to 
its origin. Lastly, the light may be diffracted, or broken up into multiple angles different 
from the original.  These three scenarios all can cause the irradiance of a PV cell to   drop 
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Figure 2.6: PV Power Functions [44] 
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considerably as the percentage of moisture within the atmosphere increases [16, 34, 42]. 
Figure 2.7 shows the relationship between the irradiance and relative humidity. 
 
 
 
Figure 2.7: Irradiance vs. Humidity Data [34] 
 
 
 
2.5.3 Air Mass. 
 
Air mass, sometimes referenced as solar irradiance, is the relative path length of a 
direct solar beam through the atmosphere [42].   An air mass spectrum of 1.5 is used     
for models as can be seen in Figure 2.8a. This spectrum is important due to the ever 
changing angles at which these beams are captured. Furthermore, the effects of atmospheric 
conditions such as water vapor content and cloudiness of the region may further affect the 
ability to predict efficiency. The changing air mass figures due to these effects can be seen 
in Figure 2.8b. The conclusion of the study of air mass impact is that changing weather 
patterns accompanied with changing seasons will adversely affect the ability to predict 
efficiency of photovolatic systems [16, 42, 47]. 
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(a) Air Mass Spectrum [42] (b) Climate Effect on Air Mass [42] 
 
Figure 2.8: Air Mass Effects 
 
 
 
2.6 Dust Effects 
A factor which does not receive much study is the effect of dust accumulation has upon 
a system. Dust accumulation is present in all climates with some being obviously more 
affected then others. The literature which studies these effects shows varied results with the 
overall conclusion being that dust negatively affects a system’s ability to produce energy. 
Their results of energy production with dust accumulation ranged from as high as 50% to 
as low as 25% [24, 40]. These results can be seen in Figure 2.9. The conclusion which 
can be drawn is that depending on the climate region, dust accumulation can have a large 
negative impact on a photovoltaic system ability to function efficiently [24, 31, 40, 41]. 
 
2.7 Climate Classification 
 
The major portion of this research involves analyzing the data gathered from the test 
systems in various climate regions to determine the most beneficial areas for Air Force 
photovoltaic investment.  To further clarify, this study will aid the USAF in   determining 
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Figure 2.9: Dust Effects on Production [24] 
 
 
 
where to invest in photovoltaic cells based upon the installation with the most efficient 
climate regions as realized in this study. It is, therefore, important to outline which climate 
classifications will be used for this study. The most frequently used system is the Ko¨ppen- 
Geiger climate classification system and will be used for this data analysis [6, 28]. 
The Ko¨ppen-Geiger climate classification system is built around the distinction of five 
vegetation groups. These five groups are the following: arid, warm temperate, snow, polar, 
and equatorial. Furthermore, the five groups are then divided into subgroups based upon 
the area’s precipitation. The six precipitation groups are the following: desert, steppe, fully 
humid, summer dry, winter dry, and monsoonal. Lastly, the zones can be further delineated 
using a temperature classification. The eight groups used to distinguish temperature are 
the following:      hot arid, cold arid, hot summer, warm summer, cool summer, extremely 
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continental, polar frost, and polar tundra [5, 6, 23, 28, 30, 37]. Figure 2.10 shows the 30 
total climate classifications based upon data gathered from 1951 to 2000 using a 0.5 degree 
latitude/longitude grid. 
2.8 Case Studies 
 
Multiple studies have been conducted in hopes of determining the effects of 
temperature and/or humidity on photovoltaic efficiency. Many of these studies have been 
conducted in Kuwait and surrounding countries in the Middle East region. Many of the 
countries still receive much of their energy production from oil and gas due to their large 
reserves.  One of the common themes of these studies was analyzing how temperature 
and the presence of foreign materials, i.e., dust, affected the efficiency of the cells. One 
study found that the presence of dust on solar cells which were left uncleaned caused a 
32% reduction in production [3]. However, all of the studies from this region collectively 
concluded that the region was well suited for investment due to the large capacity factors 
and overall photovoaltic efficiency [2, 3, 7, 11, 13, 20]. 
Other studies have been conducted in which Geographic Information Systems (GIS) 
are used to determine the best placement of photovolatic systems. One of the studies 
conducted in northern Africa used GIS data to determine where solar thermal plants could 
see the most benefit [8]. Solar thermal plants harness the solar energy to convert water to 
steam, which then turns a turbine to produce electricity. These studies provide insight into 
how alternative techniques, such as GIS, may be used to further determine photovolatic 
potential [8, 46, 52]. 
  
 
 
  
Figure 2.10: Koppen-Geiger Climate Classification World Map [28] 
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III. METHODOLOGY 
 
 
The purpose of this chapter is to outline the methods and tools which are used          
to complete this research. The test system design is discussed as well as its various 
implementations in the field. Furthermore, the methods used to analyze the data collected 
are determined and discussed. Finally, the expected results from this analysis are 
considered. 
3.1 Test System Design 
 
The test systems used for this research were designed and manufactured at TecEdge 
Works located in Dayton, OH. The hardware and the associated software design was 
created in a prior research effort completed by Nussbaum and the Electrical Engineering 
Department located at the Air Force Institute of Technology (AFIT) [10]. The 
manufacturing of the test systems took place in the first quarter of 2017. Once complete, 
each test system was packaged and sent via official mail to the various locations for 
installation. 
The two PV panels used for each test system were rated for 50 watts (poly-
crystalline) and 25 watts (mono-crystalline). For the purposes of analysis, each panel’s 
energy output is annotated per square foot. This was done to ensure easily comparable 
results when completing statistical analyses while adding variance in panel choices. 
Ideally, the same wattage panels would be used for this study for easier comparison. 
However, product availability at the time of purchase caused the different rated panels to 
be selected. The two panels are normalized based upon their rated wattage and overall 
size to produce 
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comparable results. Silicone-based panels are used for this study due to the fact that they 
capture the largest market share, 70-90%, of available PV panels [36]. The justification of 
using the two different types of panels, mono-crystalline and poly-crystalline, is to ensure 
an appropriate amount of variance in panel construction is used to garner accurate results 
in the potentially multiple different makeups of existing and future solar arrays. 
Each system’s control unit consists of a satellite communication system, 
temperature/humidity probe, and computer. Readings from the PV panels and the probe 
will be taken at set intervals of fifteen minutes and stored upon a memory card within the 
test system. These readings include current and voltage for each panel, humidity, internal 
temperature of the control unit, and external ambient temperature. The fifteen minute 
readings for each panel are a collection of individual data points taken at ten second 
intervals for amperage and voltage. Each day, the control unit sends a health message via 
satellite showing daily averages of the measured data. The purpose of the daily messages 
is not to gather data, but rather to ensure the test system is working properly and to notify 
installation hosts of any potential issues. Each month the test system data is gathered by 
the location person of contact (POC). This POC electronically sends the Excel data file 
located upon the on-board memory card for analysis. The control units were outfitted 
with three light emitting diodes (LEDs): green, yellow, and red. These LEDs were 
installed to inform the participants of the systems functionality on a continual basis. The 
green LED was designed to flash whenever a reading was taking place. The yellow LED 
would stay lit to indicate the system was operating correctly. The red LED would light 
only if an error code was registered during the readings or if the system was found to be in 
fault at any times. 
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Each node, or panel, has a control box mounted to the backside of the frame to gather 
and send data of the node’s performance to the main control box. The node chip diagram 
identifying major functions can be seen in Figure 3.1. 
 
 
Figure 3.1: Node Chip Diagram [10] 
 
 
 
The base control unit gathers the performance data from the nodes and writes the data 
into an Excel sheet. The base chip is connected directly to a power source, either from a 
prime source, such as an outdoor power outlet, or an on-site battery. A diagram showing 
the major functions of the base chip can be seen in Figure 3.2. The chip runs using an on 
board Raspberry Pi™ computer. A Raspberry Pi™ is a small card which houses its own 
CPU, memory, and graphics card, making it a fully functioning computer [35, 48, 49]. The 
Raspberry Pi™ comes complete with Cat5 connections and additional memory storage in 
the form of MicroSD card ports.     The size, benefits, and cost made this an ideal method 
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to collect and consolidate the data. A MicroSD card formatted with the accompanying 
software package is inserted into the Rasberry Pi™. 
 
 
Figure 3.2: Base Chip Diagram [10] 
 
 
 
The installation hosts were given one month to install the test systems and report 
back any issues once the system was received. This was due to the unknown timeframe in 
which systems would be delivered to their test sites. Furthermore, questions with regards 
to setup and data retrieval were expected. Therefore, additional time needed to be allocated 
to ensure all participants were knowledgeable on setup and operation. The majority of  
test systems began collecting data in the June-July 2017 time frame. Beginning then, the 
locations sent back their collected data for analysis on the first day of each month. An 
example of installed test systems can be seen in Figure 3.3. 
28  
 
Figure 3.3: Installed Test Systems 
 
 
 
3.2 Site Selection 
 
The test sites were extracted from current Air Force installation data using JMP 
software [10]. This process starts with separating the 1,763 installation locations in bins 
based upon the latitude and longitude of each location. Once completed, an ANOVA 
analysis was conducted to determine an R Square value for each set. The histograms with 
the bin breakdown on coordinates for USAF installations can be seen in Figures 3.4a and 
3.4b. 
The analysis of the histograms provided distinct regions of the world in which to 
place these test systems. This, of course, limits the number of climates to be analyzed. 
However, for the purposes of determining the installations with the largest potential for 
energy production though, the analysis was sufficient. It provided 25 distinct regions in 
which Air Force installations are located, as can be seen in Figure 3.5.  At this point, 
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(a) Latitudes [10] (b) Longitudes[10] 
 
Figure 3.4: Histogram Breakdown of Air Force Installation Coordinates 
 
 
 
the desired mean latitudes and longitudes of each region were compared to the actual 
installation locations from which the first round of installations were selected. This was 
not only based upon location, but on the hosts’ availability and willingness to participate in 
the research. A sample of the selected test site locations can be seen in Table 3.1. 
  
 
 
Figure 3.5: Installation Breakdown into 25 regions [10] 
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Table 3.1: Desired versus Actual Physical Locations [10] 
 
 
 
The additional seventeen test sites were chosen using a Pareto analysis and the 
Ko¨ppen-Geiger  Classification  system,  to  ensure  the  largest  breadth  of  climate  types  as 
possible were represented as well as acknowledging installations and climate types which 
were outliers in the analysis. The Pareto analysis, revealed that the USAF had installations 
in 23 of the 30 climate classifications.  Of those 23, 15 climate types had less than 1%    
of USAF installations located within them. The Pareto analysis was able to provide 
guidance on where additional systems were to be sent based upon these percentages. Due 
to budgetary concerns, only a certain number of test systems could be manufactured   and 
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Figure 3.6: Final Test System Locations 
 
 
 
shipped, so it was important to ensure the research could provide usable data for the USAF 
and DoD as a whole. The results from this final round of analysis and decision making can 
be seen in Table 3.2. A map showing the final locations of all test systems can be seen in 
Figure 3.6. 
Each of the chosen installations were contacted via email through their respective 
energy offices. Energy office employees were the ideal choice to be the study’s POCs 
because the study wanted to ensure that the participants which would be handling the data 
collection had some background information and knowledge on the topic. If the energy 
office was unable to participate or the installation had no energy specific entity, the study 
was assigned a POC under the best judgment of the commanding officials at the site 
location. After initial site selection, one installation chose not to participate after 
undergoing a change of command. A replacement location was chosen based upon the next 
closest available site to the desired location coordinates. 
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Table 3.2: Pareto Analysis of All Installations versus Final Test Site Selection [10] 
 
 
3.3 Construction/Assembly 
 
The manufacturing, assembly, and shipping of the test systems occurred at TecEdge 
Works located in Dayton, OH. The manufacturing occurred over a period of five months 
in late 2016 and early 2017. The materials were both off-the-shelf as well as some custom 
designed. Assembly proceeded over the following months as materials became available. A 
major portion of the assembly process was conducted while hosting a Science, Technology, 
Engineering, and Math (STEM) event for high school students from a local school. 
After the major assembly was completed, each system was tested for functionality. 
All added penetrations were sealed with either epoxy or a silicone adhesive. The final step 
was the application of labels to give instructions and warnings for the host installations. A 
copy of this label can be seen in Figure 3.7. 
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Figure 3.7: Test System Instruction Label [10] 
 
 
 
3.4 Test System Setup 
 
At every test site, each panel will lay flat (zero degree tilt angle). Each test site 
location was individually responsible for the installation of the test systems. The lack of 
on-site assistance for the installation process created the need for a simple system setup. 
Additionally, the statistical analysis portion of the research may have been negatively 
affected by the wide range of tilt angle positions that were not able to be monitored or 
confirmed. It was decided for conformity and ease of system setup that each installation 
would place their systems in a flat position. Additionally, having zero degree tilt angles 
allows for data to be used on future solar pavement applications.  
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Once the test systems were received at each location, the participants were instructed 
to install them following a specific list of directions. These directions are referenced in 
Figure 3.7, the control box system label.  The recommendation to the installations was   
to have the systems installed on a rooftop or an open field. However, the installations 
were given the freedom to choose on where the system would ultimately be placed. The 
participants were instructed that the systems be placed where they would have full sun the 
entire day. Furthermore, the systems were to be in a location with a clear view of the 
southern, eastern, and western horizons. This was to ensure that each panel received the 
maximum amount of sunlight per day. The installations were provided with stakes and 
tie-downs to ensure the system’s stability. Some installations constructed housing units 
for the panels, while others simply placed the systems onto wooden pallets. Each location 
complied with the directed installation constructions. 
3.5 Analysis 
 
The data gathered from the test systems is consolidated into master files for each 
location. Because of the large number of data points gathered from each location, 
consolidation is necessary. Each data row, which consists of 64 voltage and 64 amperage 
measurements taken during the fifteen minute intervals, is used to find the accompanying 
power measurements.   The power measurements are found by coupling each voltage   
and amperage measurement taken at set time intervals. The max power measurement is 
then found by taking the largest power calculated from the 64 data points. The single 
fifteen minute max power data point is then transcribed into a separate data file.         This 
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process repeats for each PV panel. The consolidated data file will also include all external 
measurements, such as temperature and humidity, with the accompanying time, location, 
and climate classifications. Once a satisfactory number of months have been recorded, the 
monthly power averages for each site, normalized for PV size and wattage, are calculated. 
The PV panels must be normalized is to have comparable results for analysis. Each 
panel, being different sizes, will be converted to a per square foot measurement. The 
wattage normalization will begin with comparing the rated power capacity of the mono- 
crystalline panel to the poly-crystalline panel. The efficiency difference in the rated wattage 
is 25 watts/50 watts, or 50%. This means that the mono-crystalline panel has the capacity 
to produce 50% of what the poly-crystalline panel is rated. To normalize this data, the 
difference of 50% will be multiplied by and added to the mono-crystalline output.  This 
will produce an output in which both panels can be analyzed as 50 watt rated. 
 
When the monthly power averages for each location are determined, this data is 
statistically analyzed to determine which climate regions performed the best and the most 
consistently. This analysis will be completed by performing a linear regression for each 
main climate region based upon the data gathered. Once completed, each climate region 
will be analyzed via an ANOVA analysis to determine if the changes in temperature and 
precipitation classifications contribute to any statistically significant differences. These 
results will be able to provide greater insight on which USAF installation climate regions 
could see the most benefit from the implementation of PV technology. 
Once the most viable climate region classifications have been identified, the data will 
be used to create a baseline model for expected energy output. This can be used in life 
cycle cost analyses to determine the payoff terms for investment into photovoltaic systems. 
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IV. DATA COLLECTION/ANALYSIS 
 
 
4.1 Data Collection 
 
4.1.1 Problems Encountered. 
 
All test systems shipped to their respective locations in May of 2017. During the 
process of shipment and delivery, certain complications occurred. Two test sites received 
cracked panels, thus requiring the procurement of additional panels and their subsequent 
shipment. This setback, of course, delayed the installation of those systems. 
An additional and unfortunate setback for the study was the realization that due to 
the high turnover rate at military installations, many of the positive relationships, formed 
under the excitement for participation in this study, were no longer in place when panels 
finally arrived. This became apparent when of the installations with which we initially had 
agreements in place, became hard to contact. This resulted in some systems taking months 
to be set up and others not at all. These setbacks are unfortunate. However, the large 
amount of data which has been and will continue to be gathered will still provide important 
insights. Refer to Table 4.1a to see the installed locations in bold. 
As stated previously, the systems were sent and received in May 2017. Due to the 
time which was lost, due to systems not being promptly installed, data gaps emerged. 
Additionally, hardware and software issues surfaced. One intermittent problem identified 
at a few installations was that only one of the two panels recorded measurements. The 
error was linked to faulty CAT5 cables, which the hosts were then instructed to change if 
possible. Often, these problems were not realized until the end of each month during data 
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Table 4.1: Installed/Missing Locations 
 
(a) Installed locations in Bold 
 
 
collection. The reason for the delay in recognizing many of these errors was due to the 
inaccurate and unreliable daily health messages, which were originally designed to be sent 
by satellite via the on board RockBlock. This was quickly realized to be ineffective and a 
waste of resources and the health message system was quickly abandoned. 
4.1.2 Data Collection/Cleaning. 
 
The hosts delivered their data electronically at the end of each month. The data was 
either emailed or uploaded to a shared drive.     This was found to be the easiest and most 
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efficient method to transmit data back to AFIT. Once the data had been gathered from all 
participating installations, the Excel sheets were consolidated and analyzed to give power 
outputs for each of the panels. Once completed, the cleaned data was transferred to a master 
file which encompassed all relevant data gathered from each installation. This process 
ensured that the analysis would be free from errors and omissions and informed hosts if 
problems had occurred which were not initially realized. 
4.1.3 Data Analysis. 
 
The data analysis was completed using JMP statistical software.  The first step was 
to view the distributions of each panel’s power output/SF. One initial observation is many 
data points were at or near zero. This was expected as the panels were not producing power 
during night hours. See Figure 4.1 for the box plot distributions including the described 
outliers. 
 
 
Figure 4.1: Data Distribution Box Plots 
 
   (a) 25 Watt Mono-crystalline                               (b) 50 Watt Poly-crystalline 
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After the outliers at or near zero were excluded from the data set, the data 
characteristics were then tabulated. This was accomplished by analyzing the mean of both 
panels by installation location and by each climate classification. Given the large amount 
of data, the means were divided monthly. With a full year worth of data, this analysis 
would be better associated with seasons rather than months. The analysis was then shown 
graphically to aid in interpretation. Refer to Tables 4.2 and 4.3 for the tabulated means. 
Figure 4.2 shows the normalized monthly power averages for both panels.  This was 
completed by finding the efficiency of the mono-crystalline panels compared to the poly-
crystalline panels at the same site. The mono-crystalline power measurements were 
normalized based upon the size of the panels used and the rated wattage. Size 
normalization was completed by analyzing the power measurements per square foot. 
Wattage normalization was accomplished by converting the 25 watt rated mono-crystalline 
panel data to what would be produced if it were rated 50 watts. 
The next portion of the analysis involved determining if the interaction between the 
climate sub classifications had any effect on power output. The three sub classifications 
paired together were main climate, precipitation, and temperature. The interactions 
analyzed were main-precipitation and precipitation-temperature. The results of the analysis 
of variance (ANOVA) showed both interactions to be significant. These tests will be rerun 
annually when a more comprehensive data set is available for a full factorial analysis. The 
preliminary results of the power production of these climate regions can be seen in Figures 
4.3 and 4.4 for the poly-crystalline panels. The analysis of the mono-crystalline panel’s 
climate region interactions produced similar results. 
  
 
 
Figure 4.2: Normalized Monthly 50 Watt Power Averages - Monocrystalline vs. Polycrystalline 
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Table 4.2: Monocrystalline Monthly Power/SF Averages 
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Table 4.3: Polycrystalline Monthly Power/SF Averages 
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Figure 4.3: Poly - Main/Precipitation Interactions 
 
 
 
 
 
Figure 4.4: Poly - Precipitation/Temperature Interactions 
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V. CONCLUSION 
 
 
5.1 Analysis Conclusions 
 
The preliminary analysis completed on the available installation test systems returned 
results which will be further verified after a full year of analysis. This study was only to 
verify if the test systems and analysis techniques suggested would perform in practice. The 
preliminary results comparing the power production capability of the two test panels, which 
only included limited months of data collection, concluded that the poly-crystalline panels 
outperformed the mono-crystalline panels for all months and climate classifications. The 
poly-crystalline panels were more efficient at power production many times by a factor of 
two when compared to the mono-crystalline panels in the same climate. 
The missing and incomplete data sets for many installations made the proper analysis 
of the climate classifications troublesome. From the data available of the main climate, 
Warm Temperate climates outperformed both Arid and Snow climates.   The only month   
in which Warm Temperate did not have the highest production for both panels was in 
December. It can be concluded from this that as the seasons change, main climates can 
change in terms of highest energy producers. This observation gives credence to the need 
for a full calendar year worth of data before drawing final conclusions. 
The analysis of precipitation and temperature factors provided that Summer Dry and 
Warm Summers were the highest producing climate. However, just as warm temperate 
faded in production approaching winter months, these classifications too began to lose 
efficiency. The incomplete data set unfortunately makes it difficult to discern which climate 
classifications would then be most productive in the winter months. 
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The main climate/precipitation interaction saw Warm Temperate - Summer Dry 
installations as having above average production when compared to the mean of all 
available installations. Likewise, Summer Dry - Warm Summer and Summer Dry - Hot 
Summer provided above average production for the precipitation/temperature interactions. 
These results were as expected. 
It is important to reiterate that these results are preliminary. When all installations 
are operational and a full calendar year worth of data is available to account for seasonal 
changes, these results may very well change. If the trends remain constant, the hypothesis 
can be drawn that poly-crystalline cells will continuously outperform mono-crystalline in 
terms of production capability. It can also be concluded that in the warmer months of 
summer and early fall, warmer and dryer climates will outperform all other climates in 
terms of power production. 
5.2 Future Research 
 
Future research possibilities for these systems and this data include analyzing the cost 
and life cycle analysis portion of the industry. Once definitive power production averages 
can be gathered as to where US Air Force investment should occur, the ability to estimate 
with relative certainty payback periods for larger systems or arrays will be possible. The 
USAF and the DoD as a whole can use this knowledge for resilient renewable energy 
planning, their goal in the years to come. 
Additional analysis may also be completed by using the PVWatts photovoltaic model. 
The PVWatts model produces estimated power production of photovoltaic arrays using 
real-time climate data from selected locations. The energy data produced during this study 
can be directly compared to this model for comparison.  This analysis would be able to 
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conclude if the PVWatts model provides reasonable results for the US Air Force to use in 
the future. 
5.3 Study Conclusions 
 
In conclusion, this research should be viewed as a proof of concept. The test system 
design has proven capable in the field. The data gathered over a limited number of months 
from 25 of the 37 test sites shows validity with expected and hypothesized results. Poly- 
crystalline panels have produced consistently higher power averages when compared to 
mono-crystalline panels. This trend, if proved correct, would contrast available literature 
on the topic. The data gathering and analysis will continue for a period of no less than an 
entire calendar year with the option of continual data analysis from then on. At the end of 
the calendar year, the goal is for all installation test sites have test systems installed and 
continuously gathering data. At this point, further analysis will be run to provide more 
effective and inclusive conclusions on the most efficient climate classifications for USAF 
solar power investment. 
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