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ABSTRACT 
We develop a 'number of new techniques and systems to be used in the 
design of beamlines for charged particle beam transport. A few of 
these refer spElci fically to beamlines to or from a cyclotron, while 
others may be used in beamlines from any accelerator. In the former 
category, we develop a method for determining the eigen-ellipsoid in 
all six dimensions of phase space, when the beam under consideration 
is to be (a) extracted from a cyclotron, or (b) injected into a cy= 
clot ron. We also dev~lop an alternative method to (a) above, which 
uses the data derived from·tr9cking (i) central momentum particles through 
the axtraction elements of an accelerator in 4-dimensional (x, x·, y, 
y·) phase space and (ii) a single particle with higher momentum. For this 
purpose we expand the convenient E-matrix formalism from a 2-dimensional 
treatment to a 6-dimensional treatment, and relate this to the more usual 
a~matrix formalism. 
We describe the eight possible symmetry types of beams transport systems 
and examine their group properties. We also examine the second-order 
aberrations in these systems. We use the symmetry properties to examine 
various configurations of two quadrupole triplets. This system may be 
used to achieve unit magnification, as is well known: or variable magni= 
fication in one o~ both of the horizontal or verti~al planes, independ= 
ently of the beam parameters, as we describe. 
We ~lso develop a ~ystem of quadrupoles which may be used for independent 
horizontal and vertical beam control. We .calculate the optimum spacing 
and field strength of these quadrupoles. 
Dipole systems which are used to control the dispersed rays are discussed. 
In particular we consider a system of two quadrupoles between two dipoles: 
this system has the least number of beamline elements necessary to control 
the position and direction of the dispersed ray while simultaneously per= 
mitting momentum-selection. 
We discuss the principles of transfer beamline design and illustrate these 
(and the techniques described above) by reference to the design of a spe= 
cific transfer beamline between cyclotrons. The design of a specific ex= 
ternal beamline is also described and used to illustrate the techniques 
developed. 
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1. INTRODUCTION 
A beam of charged particl~s which. is obtained from an accelerator often 
has to be transported some distance from the accelerator to its destina= 
tion, which may be either an external target or a post-accelerator which 
will further increase the energy of the beam. 
To transfer the beam we use a beam transport system, made up of elements 
such as quadrupole magnets for focussing the beam and dipole magnets for 
changing the direction of the beam. The beam transport system also has 
to match the properties of 'the initial beam to those required at the 
external target, or at the post-accelerator. These requirements differ 
widely for various facilities, and may also vary greatly for different 
uses or modes of operation within one facility. 
This matching of beam properties has become more important since the 
advent of accelerators which deliver variable-energy beams- of a range 
of particle types for a number of purposes. Not only must the beamlines 
match the properties of all possible beams, but the tuning of the beamline 
must be such as to facilitate rapid setting up of the system. 
The beam may be described by parameters in six-dimensional phase space, 
namely horizontal and vertical size and divergence, bunch length, momen= 
tum-spread, and correlations between these parameters. The problem, 
then, is matching the beam in six-dimensional phase space to a variety 
of possible requirements (in systems which are easy to operate). 
Although this has been done before, it has always been on an ad hoc basis: 
specific solutions have been obtained which are applicable only to speci= 
fie accelerator facilities and in many cases these provide incomplete 
matching. The correct correlations at the ends of the beamlines (e.g. 
at j_njection into the main accelerator) have often not been determined 
or taken account of, and as a result the systems may not be capable of 
achieving perfect matching. The beam parameters are seldom properly 
separated for ease of operation: by careful placing of the beamline ele= 
ments one beam parameter may be controlled without disturbing another. 
What we have done is to analyse the matching req~irements and to propose 
• I 
a general, ordered system of matching, taking into account the characteristics 
I 
I 
I 
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of the real devices which must be used. We have also designed techniques 
and systems for matching various parameters, which may be applied to beam= 
line design in general. 
Thus, when a new beamline is to be designed, these systems may be used 
with the relevant initial and final beam parameters and combined to form 
a complete matching system. We have also developed methods for deter= 
mining these parameters in certain cases. 
The general method of beamline design which we have developed is illustrated 
by means of an application to a specific cyclotron facility. This appli= 
cation includes a transfer beamline between cyclotrons and the design of 
external beamlines from a cyclotron to various types of targets. 
The mathematical formalism used to describe beam transport characteristics 
will be introduced in chapter 2. In chapter 3 we discuss the properties 
of a beam extracted from a cyclotron, and the properties required for a 
beam injebted into a cyclotron for optimal acceleration. It is essential 
to know these properties when designing any specific beamline. 
In chapter 4 we give a brief description of the beam transport elements 
and their relevant characteristics. These will be applied to various 
systems. We discuss the properties of symmetrical systems in general 
in chapter S. In chapter 6 we describe quadrupole systems whose special 
properties are independent of the beam parameters, while in chapter 7 we 
discuss quadrupole systems which are dependent on the beam parameters. 
BeamHne systems containing dipoles are described in chapter 8. 
Transfer between cyclotrons is discussed in chapter 9. We illustrate 
the methods involved by applying them to the design of a transfer beam= 
line at a specific cyclotron facility. In this beamline we make use of 
systems described in chapters 7 and 8, and of beam properties derived in 
chapter 3. 
The transport of an external beam to various ty~es of targets is the sub= 
ject of chapter 10. This is again illustrated by means of the design of 
specific external beamlines, which make use of systems described in chap= 
ters 6, 7 and 8. 
- 1.3-
Conclusions are presented in chapter 11. 
It may be noticed that in the preceeding paragraphs we have referred to 
beams from accelerators in general and beams from cyclotrons in particular. 
While chapter 3 refers exclusively to cyclotron beams and parts of chap= 
ters 9 and 10 refer to a specific cyclotron facility, the thecrry developed 
in the other chapters may be applied to any accelerator beam. provided that 
it is borne in mind that beams extracted from various accelerators have 
differing characteristics: e.g. cyclotron beams are generally more diver= 
Eent .and have a higher energy spread than those extracted from a Van de 
Graaff accelerator; they are also pulsed beams rather than d.c. beams, 
with the particles accelerated in "bunches". 
An additional factor which has to be taken into consideration in designing 
a beam transport system is that of cost. The total number of beamline 
elements should be restricted, and the apertures of quadrOpoles and dipoles 
should be limited to bring down the costs of individual elements. This 
implies that we should attempt to limit the size of the beam along the 
beamline. We have attempted, therefore, to strike a balance between: 
(a) minimizing the number of beamline elements 
(b) minimizing the apertures of these elements, and 
(c) providing easy tuning of the beamline. 
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2... MATHEMATICAL FORMALISM 
2.1 Introduction 
The co-ordinates, of an arbitrary charged pa~ticle in phase-space may 
be represented by a vector. X. The components of this vector are 
measured with respect to a specified reference trajectory. which is 
taken to be the trajectory of the central particle of the ensemble of 
particles under consideration. 
up as follows: 
The 6-dimensional vector X is made 
where: 
x1 X 
x2 X 
X x3 y (2.1) 
x4 y 
x5 ~ 
x6 0 
x is the radial displacement of the particle (by convention 
positive x is to the left when pos~tive dipole fields deflect 
the particle to the right)· . 
x is the angle the particle trajectory makes in the radial 
plane 
y is the vertical displacement of the particle (by convention 
positive y is upwards) 
y is the angle the particle trajectory makes in the vertical 
plane 
~ is the displacement of the particle from the. central particle 
measured along the central trajectory 
o is the fractional momentum deviation of the particle ~P p 
- 2.2 -
The trajectory of the particle is often referred to as a ray. and X 
then specifies ray co-ordinates. 
We may express the co-ordinates of a ray at a point z1 as a Taylor's 
expansion .in terms of the co-ordinates of the ray at an earlier point 
z0. If we assume a linear relationship (i.e. first order terms only) 
then we may write (PEN61, BR064): 
= (2.2) 
where R is a 6 x 6 matrix. called the first order transfer matrix. The 
elements of R are found by solving the equations of motion of a particle 
in a magnetic field to first order. If we also include the second-order 
tRrms of the solution then we can find a second-order transfer matrix T 
6 6 6 
X. ( z1 ) E R .. X. (zoJ + E E T. 'k X. (zol xk (zoJ l. j=1 l.J J j=1 k=1 l.J J 
(2.3) 
The transfer matrix therefore describes the effect of a beam transport 
element on a particle. The effect of a system of elements is then de= 
scribed by the total transfer matrix R(T) found from the product of the 
individual matrices R(i) as follows 
R . R 
· ( n) · ( n-1 ) (2.4) 
If we now assume that we are dealing with static magnetic fields having 
midplane symmetry. then R has several identically zero elements and takes 
the form (BR071): 
R11 R12 0 0 0 R16 
R21 R22 0 0 0 R26 
R 0 0 R33 R34 0 0 ( 2. 5) / 
0 0 R43 R44 0 0 
R51 R52 0 0 1 R56 
0 0 0 0 0 1 
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From the zero elements R13 , R14 , R23 , R24 , R31 , R32 , R41 , R42 , R36 and 
R46 (arising from the symmetry of the field) we see that the horizontal 
and vertical planes are decoupled, and may be treated independently. 
The zero elements R15 • R25 • R35 • R45 and R65 result,from the fact that 
none of the variables depend on t. The time-independence of the field 
ensures that the momentum of the particle remains constant and indepen= 
dent of the other parameters- hence the zero elements R61 , R62 • R63 • R64 
and R65 . A further result of the field being static is that (BRD72, 
PEN61, EMM63) 
det[R] 1 ( 2. 6) 
Looking now at the decoupled subsystem of x, x; tand owe find that the 
pairs of co-ordinates x and x; and t and c5, are canonical. Then the 
. 
nece~sary and sufficient condition for the transformation matrix R to be 
canonical is that it should be symplectic (ORA76, DRA79, SCH79l i.e. 
where 
J 
From equations 
equations: 
R51 
R52 
J 
0 
-1 
0 
0 
(2.5) 
R16 R21 
R16 R22 
1 
0 
0 
0 
0 
0 
0 -1 
through 
R26 
R26 
0 
0 
1 
0 
( 2. 8) 
R11 
R12 
( 2. 7) 
(2.8) 
we can derive the following symplectic 
( 2. 9) 
(2.10) 
These may also be derived using the equations of Brown (BR072) which em= 
ploy Green's functions instead of the matrix treatment. 
In practice we are interested in the behaviour of the beam of particles 
rather than in the behaviour of an individual particle. We assume that 
the beam is pulsed and that we may consider a single pulse, or "bunch" of 
particles. 
between.) 
(For d.c. beams bunches follow each other without a gap in= 
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There are two methods of extending equation (2.2) to encompass the be= 
haviour of the bunch. termed the a-matrix formalism and the E-matrix 
formalism respectively. These will be dealt with individually below. 
In each case it is assumed that every particle in the bunch can be re= 
presented by a ·point in 6-dimensional phase space. The phase space volume 
taken up by the points is .a~sumed to be an ~llipsoid. 
2.2 a-matrix Formalism 
The equation of an n-dimensional ellipsoid may be written in matrix 
form as follows (BR072): 
X(O)T a(Ol- 1 X(O) 1 (2.11) 
where X(O)T is the transpose of then-dimensional co-ordinate vector 
X(O). and a(O) is ann x n real. positive definite. symmetric matrix. 
Applying the identity 
to equation (2.11). we get 
1 (2.12) 
Applying equation (2.2) to (2.12). we find that the equation of the new 
ellipsoid (after transformation) becomes: 
1 (2.13) 
where 
a ( 1 J R a(O) RT (2.14) 
Together with equation (2.6). equation (2.14) predicts equal determinants 
for a(1) and a(O). This implies equal phase space volumes for the two 
ellipsoids. and phase space is thus conserved under the transformation R. 
This is an expression of LiouVille's theorem ( BAN66). 
It can be shown (LOB7D. BR071) that the square roots of the diagonal terms 
of the a-matrix represent the maximum beam extent in each co-ordinate: 
x. (maximum) 
l 
(2.15) 
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The off-diagonal terms determine the orientation of the ellipsoid in 
phase space. These terms are often easier to interpret after conver= 
sian to the (also symmetric) correlations r .. • lJ where 
r .. lJ r .. Jl (2.15) 
The interpretation of these terms may be seen from the two-dimensional 
projection of the ellipsoid onto the x - x' plane shown in figure 2.1. 
When this ellipse is upright (the axes of the ellipse coinciding with 
the co-ordinate axes) th~n the correlation r 12 is zero. This condition 
is termed a beam "waist". and in general may be applied for any r .. which lJ 
is zero. 
The area of.the 2-dimensionai ellipse is given by: 
1 
A 1T (det a) 2 
(a11 
2 ~ 
1T a22 a12 ) 
1 
= 1T [a 11 a22 ( 1 - 2 ] 2 r12 ) (2.16) 
1T X xint max 
1T X. t X 1n max 
The expression for the volume of the ellipsoid in the three dimensions 
x. x'and 5 contains the three correlations r 12 • r 16 and r 26 • 
written as follows: 
It may be 
1 
V ~ 1r[a11 a22 a66 {1 - (r122 + r16 2 + r26 21 + 2r12
1 
r16 r26}]
2 
•.. (2.17) 
Thus for a fixed phase volume the correlations may not be chosen complete= 
ly arbitrarily, as they are restricted to values satisfying equation (2.17). 
' 
. . 
We show the allowed values of the correlations in figure 2.2. where the 
surface of the 3-dimensional figure represents zero phase space volume. 
Positive volumes are represented by surfaces within this:· any point on 
the relevant surface represents an allciwed combination of the three cor= 
relations.· 
~CT I_ I 22 -X max. 
} ( 2 I I 
·22 ,_ r,2 )= xint. 
I 
X 
- 2.6 -
---------~~----------------.-----------------~---------e---~~x 
Wi= Xmax. 
Figure 2.1: Projection of a phase-space ellipsoid onto the x- x' plane. 
The two extreme points A and B are shown, .together with their 
co-ordinates. The values of the intercepts x. t and x'. t are 
1n 1n 
shown. 
I 
I 
I 
• 
(a) 
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, 
, 
, 
, 
' I 
'-t.. 
I 
I 
I 
I 
I 
· . Figure 2.2: ·The surface representing zero volume 'in 3-0 phase space as a 
function of correlations r 12 , r 26 and r 16 : 
(a) lines of equal r 12 , r26 ·and r 19 ate' shown: 
(b) the.extreme points on the su~face are labelled with their 
co-ordinates. . The three ci;·cles in~cribing the sur-face 
each represent one of the correlations as zero. 
I 
• 
I 
• 
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In the 4~dimensional phase space of x. x; ! and 8 we have d~rived +ur= 
ther restricttons on the correlations. using the symplectic conditions 
expressed in equations (2.9) and (2.10). 
Appendix A. the results being as follows: 
' 
+ 
+ 
which may be rewritten as: 
The derivation is shown in 
(2.18) 
(2.19) 
+ (2.20) 
(2. 21 ) 
The a-matrix method is u~ed extensively in computer programs for beamline 
design, the best known program being TRANSPORT (BR077, CDL70. PAU75). 
We have used thii program for many of our computations. The beam matrix 
is printed in the following format: 
~ 
;a;;. r12 
I 0 33 0 0 
~ 0 0 r34 
~ r15 r25 0 0 
lOSS r16 r26 0 0 r56 
with the interpretation of the non-zero elements being: 
~· maximum projection onto x-axis 
I 0 22 maximum projection onto X 
, 
-axis 
ICS3 maximum projection onto y-axis 
(044 
/ C5 55 
~ 
/ a66 
r12 
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maximum projection onto y ~ -axis 
maximum projection onto Q.-axis 
maximum projection onto a-axis 
correlation, between X and X ~ of the projection onto . 
the x - x~ plane. r 12 ~ is the x-co-ordinate of 
the particle with maximum x 
r 34 correlation, between y andy~, of the projection onto 
the y - y~ plane. r 34 ~ is the y-eo-ordinate of 
the particle with maximum y 
r 15 correlation, between x and Q,, of the projection onto the 
x - Q, plane. r 15 1 a 55 · is the Q,-co-ordinate of the par= 
ticle with maximum x 
r 25 correlation, between x~ and Q,, of the projection onto the 
x '- Q, plane. r 25 1 a 55 is the Q.-co-ordinate of the particle 
with maximum x 
r16 correlation, between X and 0. of the projecti~n onto the 
X - o plane. r16 I a11 is the x-co-ordinate of the particle 
with maximum 0 
r26 correlation, between X 
~ 
and 0. of the projection onto the 
x~- o plane. r 26 j<J2:Z is the x~- co-ordinate of the 
particle with max o 
r 56 correlation, between Q, and o,of the projection onto the 
Q, - o plane.· r 56 .["G55 is the Q,-co-ordinate of the particle 
with maximum o 
The advantages of the a-matrix include: 
(i) the symmetry of the matrix, which implies that the minimum number 
of variables is used in computation 
(ii) interpretation of diagonal elements of the matrix as the square 
of the maximum projections onto a given axis. This is useful 
when apertures of beamline elements are compared to beam size. 
-• 
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(iii) convenient incorporation of second-order effects on the beam 
( CAR72r,J) , (see section 4. 6) and 
(iv) use in predicting eigen-ellipses (see chapter 3]. 
Disadvantages of the method are listed below: 
(i) extra matrix multiplication incorporated in equation (2.14) and 
(ii) difficulty in interpretation of the matrix elements. 
The. latter arises from the fact that the a matrix-elements always refer to the .Projec= 
tion of the entire. ellipsoid onto a giveTJ plane, and not to the parameters of 
the ellipse actually in that plane (i.e. slice of the ellipsoid). The 
projection and the slice are depicted in figure ~.3 (for a 3-dimensional 
ellipsoid). 
The disadvantages of the a-matrix method are avoided in the E-matrix 
formalism, d~scribed in the next section. 
2.3 E-matrix Formalism 
The alternative description of the phase space ellipsoid, represented by 
E in the propagation e~uation: 
E ( 1) R E(O) (2.22) 
has been described previously for three dimensions, and the transfor= 
mation from E to a 6arried out for a two-dimensional ellipse (LAR71). 
We have described the ellipsoid in all six dj_mensions in the E-formalism, 
and have calculated the transformation from a to E and vice versa for 
this 6-D ellipsoid. We give the mathematical details of the transformation 
in Appendix B and the derivation of the symplectic equations forE in Appendix A(b). 
We use the results here to determine the physical interpretation of the 
matrix elements E ... 
l.J 
From Appendix B we get: (for the 4-D subspace in x, x', t, o) 
- 2.11 -
8 
(a) 
/ 
X 
8 
(b) 
X 
Figure 2.3: A three-dimensional ellipsoid showing 
(a) the x - x· slice through the ellipsoid at ~ = o. and 
(b) the projection of the ellipsoid onto the x - x· plane. 
where o = 0 
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E11 
2· 
E12 
2 2 (a) a 11 + + E16 . 
a12 E1~ E22.· + E16 E26 (b) 
a15 E11 E51 + ~12 E52 + E16 E56 (c) 
a16 E16 E66 (d) 
a22 E22 
2 
·+ E26 
2 (e) 
a25 E22 E52 + E26 E56 (f) (2.23) 
a26 E26 E66 (g) 
ass E51 2 + E52 2 + E55 
2 + E56 
2 (h) 
a 56 E56 E66 ( i) 
a66 E66 
2 ( j) 
The expression for E16 is then (from. equation (2.23d) 
E16 r16~ 
This is the x-co-ordinate of the particle with maximum momentum. re= 
ferred to as the dispersion, d. 
Similarly. from equation (2.23g) we have. 
which is the x'-co-ordinate of the same particle. referred to as angular 
dispersion. d', while from (2.23i) we find 
= r56 j055 
which is the position in the bunch of the sam~ particle. 
co-ordinate longitudinal dispersion. m. 
' 
From (2.2iel we find 
We call this 
- 2.13-
This implies that E22 is the intercept on the x'-axis of the projection 
of the ellipsoid onto the x'- 8 plane (i.e. where x = £ = OJ. This is 
then the maximum value of x'in the x- x' plane. 
Similarly we may interpret 
s the x-co-ordinate of the particle with maximum 
x' in the x - x' slice 
E11 the value of x at which the ellipsoid cuts the x-axis 
(i.e.for which x' = £ = o = 0) 
E55 the value of £ at which the ellipsoid cuts the £-axis 
(x x'= 8 = 0) 
t 
u 
the £-co-ordinate of the particle with maximum 
x, where x' = 8 = 0 
the £-co-ordinate of the particle with maximum 
x' where x = 8 = 0 
Figure 2.4 shows the interpretation of the elements E ... lJ 
TheE-matrix elements E .. (i i j) are thus a measure of the skewing of lJ 
the slice of the ellipsoid in the (i - j) plane, whereas the a-matrix 
elements a .. or r .. (i i j) are a measure of the skewing of the projection 
lJ lJ 
of the ellipsoid onto the (i - j) plane. The former method is much. 
easier to use when information about the beam is obtained from particle 
tracking calculations (e.g. through the final orbits of a cyclotron). 
This information could typically consist of the following: 
(i) horizontal emittance TIE 
X 
x in the x - x' plane 
max 
(ii) 
(iii) x in the x - x' plane 
max 
(iv) d (dispersion) 
(v) d' (angular dispersion) 
(vi) m (longitudinal dispersion) 
(vii) 1 0 the minimum possible bunch length 
(viii) 8 the fractional momentum spread 
(ixl vertical emittance TIE y 
(a) 
(c) 
(e) 
. I 
X 
8 
d'= E26 
Ess---~--
x=l=O 
x' 
x=8=0 
- 2.14 -· 
(b) 8 
x'= l =0 
(d) X 
(f) 
t =E51 Ell----~--
x' = 8 = 0 
8 
x = x' = 0 
Figure 2.4: Interpretation of the E-matrix elements. 
(X) 
(xi) 
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Y in the y - y·' plane max · 
y' · in the y - y' plane 
max 
We have shown in,Appendix C that it {s a simple matter to construct 
the E-matrix from this data. but constructing the a-matrix is more 
complicated. 
A disadvantage of the E-formalism is its inability to predict eigen-ellip= 
ses. discussed in chapter 3. This is due to the arbitrary phase factor 
which need not repeat itself after one cyclotron orbit. 
tion 
R E 
e 
Herice the equa= 
always implies that R is a unit matrix and thus yields no information 
about E . (The arbitrary phase factor is defined in reference (LAR71).) 
e 
2.4 Other Methods of Beamline Calculation 
The simplest method of determining beamline characteristics· is that using 
graphical representations (KN063, RAN66~ RES69) . but this method 
is limited in its accuracy and is more time-consuming than using com= 
pute~ calculations. 
Other possible methods include the following: 
(i) use of a second-order differential equation to solve for the 
beam envelope parameters (KN075). This method has been used 
mainly to supplement a basic computer program where a more so= 
phisticatedprogram would not fit into the computer memory; 
(ii) a method of "transfer maps" which includes treatment of non-
linear elements (DRA79). This is useful specifically where 
non-linear elements are to be included in the beamline and· 
where accuracy to higher orders is essential; 
(iii) solution of trajectory equations by a method of successive 
approximations (FUJ77. FUJ78). This is clumsy when used to 
first order only. and is more useful only when higher order 
(at least 3rd order) terms have to be included; 
(iv) use of a general transformation function to describe beamline 
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elements (EMM63), which is advantageous when very broad 
beams a_re encountered; 
' 
(v) the lumped element approach, incorporated in computer pro= 
gram TU~TLE (CAR71, CAR72b, CAR73, BR074). This method invol~es 
tracing several thousand particl~s through a system of elements, 
with each element represented by its transfer matrix. An ad= 
vantage of this method is that the phase space area of the beam 
is not assumed to be elliptical (except at the entrance to the 
beamline), and the distorting effects of multipoles and aber= 
rations can be· examined; and 
(vi) raytr~cing techni~ues in which particles are tracked through 
magnetic fields by means of numerical integrati~n of the equa= 
tioris of motion. This technique has been incorporated into 
the comput~r program RAYTRACE (SPE67i ENG70). This method is 
often used in designing magnetic spectrographs as coefficients 
up to fifth order can be determined (ENG79), but it uses a lot 
of computer time. 
In spite of the numerous methods available to the beam transport designer, 
the ~ne most often employed is the transfer matrix method, using the 
a-beam matrix·. 
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3. EIGEN-ELLIPSES 
3.1 Introduction 
For beam transport calculations we need to know what the shape of the beam 
ellipsoid will be at the start of the beamline. If the beam is being 
injected into a post-accelerator, we also need to know what beam ellip= 
said is required there, so that we can match the transferred beam to 
this ellipsoid. We will show here how to calculate the ellipsoid for 
either the starting- or end-point of the beamline if the accelerator is 
a cyclotron. 
In a cyclotron the beam will travel round in a closed orbi~ if there 
is no accelerating voltage. This orbit is termed an equilibrium orbit, 
and its radius is dependent on the energy of th~ particle. (For a 
separated-sector cyclotron. the. "average radius" is dependent on particle 
energy.) 
The beam at any given point on this equilibrium orbit may then be repre= 
sented by an ellipsoid, termed the eigen-ellipsoid (GOR68). This is de= 
fined as -~hat b~am-ellipsoid which will be exactly reproduced after one 
orbit, or in the case of N-sector symmetry, after each (360/N) degrees. 
In practice the beam does n6t travel along an equilibrium orbit. but 
along a centered, accelerated orbit (i.e. a non-closed,spiral path). 
To determine the ideal beam ellipsoid along this orbit we would have to 
track representative particles along the entire path. However, when 
the number of revolutions through the cyclotron is large, the eigen-el= 
lipsoid will be a good approximation to this ideal beam, as the change 
of radius (or average radius) per revolution is then small. 
If we know the transfer matrix, R, of_the equilibrium orbit (or of one 
sector), we can find the ex~ression for the eigen-ellipsoid, aE' from 
the equation: 
( 3 .1) 
To find R we approximate each (small) segment of the magnetic field along 
the orbit by a dipole with a non-zero field gradient. We track the cen= 
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tral particle of the beam through these successive dipole elements 
and accumulate the effect of the dipoles into the total transfer 
matrix of the orbit. We have written a computer program STRAY to 
do this. The small dipole elements must be short enough, so that 
halving their length does not significantly change the resultant matrix. 
,. 
3~2 Solution of the Eigen-Ellipsoid Equation 
We choose to calculate the eigen-ellipsoid at either a magnetic hill 
or valley so that we can make the following assumptions: 
(i) the beam is at a waist in the horizontal plane (x - x' for o 0) 
and the vertical plane (y - y'); and 
(ii) the off-momentum rays are travelling parallel to the central 
orbit i.e. d '= 0. 
The following elements of the ellipsoid are thus zero: 
0 (3.2) 
If we now also assume mirror symmetry about the centre of the orbit 
then we find 
R11 R22 (a) 
R33 R44 (b) 
R16 -R52 (c) (3.3) 
and R26 -R51 (d) 
This is shown in chapter 5. 
Combining equations (3.1), (3.2) and (3.3) allows us to write (for the 
subspace in X, x', t and o): 
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a11 0 a15 a16 R11 R12 0 R16 a11 0 a15 a16 R11 R21 -R26 
0 a22 a25 0 R21 R11 0 R26 0 a22 a25 0 R12 R11 -R16 
a15 a25 a 55 a 56 
-R26 -R16 1 R56 
a a a a 0 0 1 15 25 55 56 
a16 0 a 56 a66 0 0 0 1 a16 0 a 56 a66 R16 R26 R56 
(3.4) 
This leads to the expression: 
a 56 a 56 R26 a16 + . R56 a66 (3. 5) 
which implies that a 56 is undefined. If the eigen-ellipsoid is at a 
valley a possible choice is 
a 56 0 ( 3. 6) 
i.e. no correlation between the particle momentum and bunch length. 
If we now use the symplectic equations (2.18) and (2.19) together with 
equations (3.2) and (3.6), we also find 
0 
and 
Equation (3.5) also implies that 
R56 
This defines the correlation between position (x) and momentum. 
(3. 7) 
(3.8) 
(3.9) 
Another expression for a16 may be found from calculating the value for 
a26 on the left-hand side of equation (3.4) and then setting it equal to 
zero: 
a 
26 
which implies. 
0 a 16 + 
a 
66 
0 
0 
0 
1 
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(3.10) 
A third expression for o16 comes from equation (3.4) in the form 
+ 
which leads to 
(3.11) 
Combining equations (3.10) and (3.11). we find 
(3.12) 
This expression may also be derived using the symplectic equation (2.9) 
and the symmetry condition (3.3c). 
(3.9) and (3.11) we find 
However if we combine equations 
(3.13) 
Now R11 relates the final beam width to the initial width. while R16 
describes the broadening of the beam caused by the dispersion of the 
system. On the right hand side of (3.13) we have R56 • which describes 
the lengthening of the beam as a result of the momentum spread. while 
R26 describes the angular broadening of the beam which results. For 
the eigen-ellipsoid to be unchanged after the transformation R. this 
puts a restriction on the magnetic field. In fact the field must be 
isochronous i.e. shaped so that all particles take the same time to 
traverse one orbit (or sector) for all momenta. 
From equation (3.4) we find the expression for o11 : 
+ + + 
Tog~ther with equation (3.11) this gives us 
R12 
2 
( 0 11 1 
- R11 
which we rewrite as 
2 
a + 
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R16 
2) 0 22 (1 )2 + 0 66 
- R11 
The two terms contributing to cr 11 arise from 
a: the extent of the ellipse in the x - x' plane, i.e. the 
horizontal extent of the beam of particles with central 
momentum, and 
d: the dispersion i.e. the horizontal extent of particles 
with higher (and lower) momentum. This term is always 
(3.14) 
positive, which confirms that particles with higher momenta 
have larger radii than the central momentum particles, as 
we would expect. 
Figures 3.1a and 3.1b show the physical interpretation of a and d. 
We can now solve for a if we know the horizontal emittance n£ • We 
X 
know that ;cr22 is the maximum extent along the x'-axis in the x - x 
plane (o = 0) because cr 26 ~ 0. 
state 
Substituting for a, and solving 
( 1 - R 2) ~ 11 
cr 22 R12 
£ 
X 
which we use in equation (3.14) 
cr 11 [ R12 j (1 - R112)~ £X 
So, because cr 12 = 0 as well, we can 
' 
for cr22 , we get 
(3.15) 
to find 
[ R16 ] 
2 
+ 0 66 1 - R11 
(3.16) 
We can now solve for cr 25 using equations (3.10) and (3.15) in (3.8): 
= [ R16 2 1  £ R12 ( 1 - R11 ) 2 x (3.17) 
(a) 
(b) 
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-*-------------'--=-
1
-- valley midline 
Figure 3.1: (a) The projection of the eigen-ellipsoid onto the x - o plane. 
(b) An equilibrium orbit shown in one quadrant of a 4-sector 
cyclotron. 
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Looking back at equation (3.8) we can see that positive o16 implies 
pqsitive o25 . , We can understand that o 25 must be positive by refer= 
ring to figure 3.2. Consid~r particles with positive radial divergen~e 
at the valley. These must sta.rt forward of the bunch centre, as they 
will take a longer path through the sector magnet and will end up at the 
next valley with a negative divergence and a lag. 
correlation is coriserved. 
Thus the positive 
If o25 is not correct, then the bunch length will oscillate on successive 
orbits. o 25 incorrect also implies o16 wrong and the bunch width will 
oscillate as well. These effects are shown in figure 3.3. 
Approximate values for the correlations r 16 and r 25 and r 26 = 0 ha0e 
recently been derived empirically for a sector cyclotro~ (CHA79a, CHA79b). 
The vertical components of the eigen-ellipsoid are ~asily calculated: 
They are analogous to the horizontal components when we put ~ = o 0 
Thus from equation (3.16) we can find 
L1 R34 l 0 33 £ - R 2) 2 y 33 ( 3 .18) 
and from.equation (3.15) 
1 
(1 _ R 2]2 
0 44 33 E:y 
R34 
(3.19) 
We cannot find ~55 or o66 from equation (3.4). These components of the 
eigen-ellipsoid are determined by the beam entering the cyclotron, and 
by the characteristics of the cyclotron other than the magnetic field, 
such as the size of the accelerating gaps, the voltage ~istribution a= 
long these gaps, etc. Initially assumptions have thus to be made about 
the bunch length and the momentum spread of the beam. 
When making use of the eigen-ellipsoid to calculate the shape of the beam, 
we must remember to take into account the effect of the stray field through 
which it passes, either during extraction from the cyclotron, or during in= 
.t ml ,t max 
,. -:-· .. 1 
I 
I 
I 
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• 
I 
lmox. 
Figure 3.2: Five particles of a single bunch shown at various instants in 
time: at t = 0 the central particle crosses the valley; at 
t = TIS the central particle crosses the hill; and at t = T/4 
the central particle crosses the next valley. (T is the period 
of revolution of particles along an equilibrium orbit.) The 
particles all have momentum p. 
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Figure 3.3: Oscillations in x and £ when r 16 
r 16 and r 25 have correct values. 
r25 D. as compared to the constant values of x and £ when 
25 
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jection into a cyclotron. We use the program STRAY mentioned above 
to find the direction of the beam and the transfer matrix of the stray 
field region~ 
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4. BEAM TRANSPORT ELEMENTS 
4.1 Introduction 
A beam of particles traversing a field-free region will gradually 
spread out. increasing in the horizontal and vertical extent. This is 
due to the finite divergence of the beam. To counteract this transverse 
spreading we use. magnetic quadrupqles. which act as lenses to focus 
the beam. 
A pulsed beam traversing a field free region will also have its pulses 
spread longitudinally. This spreading arises from the momentum-spread 
of the beam. in that particles with higher momenta drift to the front 
of the pulse and their distance from the central particle gradually in= 
creases. We use bunchers to slow the front (faster) particles. and to 
speed up the rear (slower) particles. The buncher thus acts as a lens 
in longi~udinal space. 
Magnetic dipoles are used to bend the beam in the desired direction. 
Dipoles also have focussing properties but. for a fixed change in beam 
direction. these are not adjustable. Dipoles are not thus .considered as 
variable focussing elements. but· as beam-bending devices with focussing 
properties chosen and fixed before manufacture. Variable edge-angles 
(which introduce vertical focussing) are possible with some dipoles but 
this requires physical changes to the geometry which are best avoided. 
We discuss below the characteristics and transfer matrices of drift 
lengths. quadrupoles. bunchers and dipoles. We also give a brief de= 
scription of the aberrations associated with them. 
4.2 Drift Lengths 
Drift lengths are field-free regions of beamline. The divergence of 
a particle is thus not altered. and only its positional co-ordinates 
x and y change due to its divergence. in the following manner: 
X ( 1 ) 
X' ( 1 ) 
y ( 1 ) = 
x(O) + L x'(O) 
X' ( 0) 
y ( 0) + L y'(O) 
y'(1) y(O) 
( 4.1 ) 
( 4. 2) 
• 
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where L-is the distance through which the particle has drifted . 
The co-ordinate 1 specifying the distance from the centre of the bunch 
changes in a similar manner. If we consider the momentum spread 8 ~s 
the longitudinal divergence, then the equation 
1 ( 1 ) 1(0) + 
expressing the change in 1 takes the same form as (4.1), (4.2). 
The coefficient 
1/ 2 
y 
2 2 1 - v I c 
is the relativistic correction. 
The transfer matrix for a drift length L is thus 
1 L 0 0 0 0 
0 1 0 0 0 0 
R 0 0 1 L 0 0 
0 0 0 1 0 0 
0 0 0 0 1 L/ 2 y 
0 0 0 0 0 1 
(4.3) 
(4.4) 
The effect of a drift length on an upright ellipse may be seen from 
figure 4.1. 
I 
X L 
--
--~----~----~~3~•X 
I 
X 
L I -X max. 
2 
Figure 4.1: The effect of drift length Lon an initially upright ellipse, 
showing individual particles 1 through 5 moving only laterally 
in x - x~ phase space. 
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4.3 Quadrupole Magnets 
The ideal quadrupole magnet has hyperbolic poles. 
resulting magnetic field is shown in figure 4.2. 
X 
Figure 4.2: Field lines in a quadrupole magnet. 
/ 
The shape.of the 
A quadrupole with this 
configuration of polarities is termed positive for a beam travel= 
ling into the paper. 
The equations of motion for a particle in a positive quadrupole field 
are 
d 2x 2 
dz7 + k. X 0 ( 4. 5) 
d 2y 
k.2y - 0 (4.6) 
dz 2 
where k.2 B 1 0 
a (Bp) 
- 4.4 -
and B is the magnetic field at the pole tip 
0 
a is the,aperture radius 
and Bp is the magnetic ridigity of the particle (equal to the 
ratio of p~rticle momentum to particie charge £1 q 
Equations (4.5) and (4.6) have solutions 
X . - (cos kll xo + (sin kl) xo 
, 
--k-
X (-k sin kLl xo + (cos kll xo 
, 
y (cosh kl) Yo + (sinh kll Yo 
, 
k 
y ( k sinh kll Yo + (·cosh kll 
, 
Yo 
( 4. 7) 
where L is the length of the quadrupole. These solutions imply focus= 
sing in the horizontal plane and defocussing in the vertical plane. If 
the ~uadrupole polarities were reversed so as to form a negative quadru= 
pol~. then the focussing properties in x and y would be reversed too. 
From equations ( 4. 7) we can write the transfer'matrix for a (positive) 
quadrupole as follows (CHA60): 
cos kl 1 sin kl 0 0 0 0 k 
-k sin kl cos kl 0 0 0 0 
R 0 0 cosh kl 1 sinh kl o· 0 (4.8) k 
0 0 k sinh kl cosh kl 0 0 
0 0 0 0 1 Ll2 y 
0 0 0 0 0 1 
If (for convenience) we look now at only the horizontal subspace we 
see that the transfer matrix for a quadrupole may be equated to the 
transfer matrices for two drift lengths d on ~ither side of a thin lens, 
X 
with focal (KN063) length f ., as. follows X .. 
[ 
cos kl I sin kll [1 d l [ 1 0] [1 d l 
-k sin kl cos kl 0 1x -1;f 1 0 1x 
X 
vJhere d 
X 
1 kl tan- and f k 2 X 
1 
k sin kl 
(4.9) 
(4.10) 
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The effect of a thin lens·on a particle is to change its divergence while 
leaving its di~placement unaltered, i.e. 
x(1) x(O) 
X~ ( 1 ) (4.11) 
If the lens is focussing in the horizontal direction, it will defocus 
in the vertical, and the equivalent equations to (4.11) will be: 
y ( 1 ) y(O) 
y ~ ( 1) = y(O)/f + y~(O) y 
(4.12) 
1 1 kl 
where f k sinh kl and d k tanh 2 y y (4.13) 
For small value~ of k we make the following approximations (STE65) 
f f =· f 1/(k2L) (4.14) 
0 X y 
and d d L/2 
X y 
i.e. the quadrupole may be approximated by a thin lens at its centre. 
The action of a thin lens on a phase ellipse is shown in figure 4.3. 
The representation of a quadrupole as a thih lens using the approxima= 
tion (4.14) is extremely useful in the analytic treatment of systems 
containing many quadrupoles (REG67, BAN66, STEF65, BR071). We 
will use it in chapter 5, while in dhapter 6 we use a better approxima= 
tion to equations (4.10) and (4.13)(REG67), namely 
f 
X 
f y 
f + 
0 
f 
0 
L/,6 
L /6 
for a positive quadrupole. 
(4.15) 
FOCUSSING I 
ACTION f 
I 
X 
DEFOCUSSING I 
ACTION t 
·y 
Figure 4.3: Simultaneous effect of a thin lens on an x - x' ellipse-focus= 
sing action - and on the corresponding y - y' ellipse-defocus= 
sing action. 
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4.4 Bunchers 
Bunchers are used to shorten the pulse length of a beam. Klystron 
bunchers (BAN66, HIN75b) are the type most commonly used with cyclo= 
tron beams. Th~y consist of a dri f,t tube. connected to a radio-fre= 
quency voltage, separated from earthed tubes on either side by short 
gaps. This is shown in figure 4.4. 
D 
-· 
I Ln : T. ~...: .. 
Figure 4.4: Buncher configuration. We assume that the gap width g is small 
compared to 0, the length of the drift tube. 
The particle at the centre of the bunch should cross the gaps when the 
voltage on the drift tube is zero to avoid a nett change in the beam 
energy. The particles at the front of the bunch must be decelerated, and 
those at the back accelerated, to achieve a pulse shortening further down the 
beamline. This implies that in the time taken for the particles with vela= 
city v to cross from one gap to the next ( 0/v), the phase of the voltage should 
have.changed by n. (or [2n + 1]nJ. If the frequency of the voltage is·f = ;n. 
4.8 -
then the length of the drift tube D may be found from the expression 
D 1T ( 4.16) 
v w 
At any gap the bunch length ~ is not altered (assuming the gap length 
g is small compared to 0), but the momentum spread changes, as expressed 
by: 
o(~J 
where V(R.) 
0 ( 0) V(R.) v 
0 
V sin (w~/vJ. 
max 
V being the amplitude of the sinusoidally varying voltage, and 
max 2 
v 
0 
__Q_ 
2 mq 
the electric rigidity of the particles. If we assume that we use only 
the linear portibn of the sine wave for bunching, then we can write 
V(R.l ~v w~/v 
max 
For the longitudinal co-ordinates R. and o we have thus 
R.(R.) 
0 (R.) 
R.( 0) 
-(Vmax wl R. + 0(0) 
v v 
0 
(4 .17) 
If we compare equations (4.17) to (4.11) we see that the focal length of 
the total buncher, fb, is then half the focal length ~f each gap, i.e. 
v ~ ( 0 v ) (4.18) 
v w 
max 
[In practice this is only approximately true. The mrrect expression for 
where f 
s 
(f /2) 2 
s 
f /2-D 
s 
v v 
0 
v w 
max 
The approximation is v~lid for fs>>D, which is generally true.] 
The transfer matrix i.n longi tudi na) phase space is 
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0 
(4.19) 
1 
Because we are not dealing with static fields here, Liouville's theorem is 
not valid, and thus phase space is not conserved. The momentum spread 
of the beam may be altered by the buncher. However if the buncher is 
placed midway in the beamline then 6 will remain approximately the same. 
This positioning of the buncher also results in minimum buncher strength. 
A side-effect of longitudinal bunching is a radial defocussing due to the 
variation of bun6her potential in time. Hin~erer (HIN75b) has deri0ed the 
relationship between this defocussing action and the longitudinal focussing 
as follows: 
f r -2 f b 
where f is the focal length in either the horizontal or vertical planes. 
r 
As the focal lengths of Klystron bunchers tend to be fairly long, the ef= 
feet of the radial defocussing is not large. The effect may be further 
reduced by arranging for horizontal and vertical waists at the centre of , 
the buncher. 
4.5 Dipole Magnets 
The equation describing the trajectory of a particle of mass m, chaige q 
and velocity v through a dipole with field strength B is 
0 
2 
mv q B v 
0 
where pis the radius of the trajectory. 
If the length of the trajectory through.the dipole is L, then the particle 
is deflected through an angle a. where 
Since p is proportional to mv, the deflection through a given magnet be= 
comes less as the momentum increases, and particles with different m6menta 
are bent through different angles. A beam with no correlation between 
horizontal position and momentum (upright ellipse in x - 6. r 16 = 0) and 
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no correlation between horizontal divergence and momentum (upright 
ellipse in x~- o. r 26 = 0) is termed achromatic. An achromatic beam 
passing through a dipole (<360°) will become dispersed. and can only 
be made achromatic again by passing the beam .through another dipole 
with the correct initial dispersion (r16 J and angular dispersion (r26 J. 
We consider firstly a dipole with straight entry and exit faces at 
right angles to the central trajectory. shown in figure 4.5. 
fine the field index n as follows (PEN61). 
n - 2. ()B B ()p 
We de= 
Figure 4.5: A dipole with entry and exit faces at right angles to the cen= 
tral trajectory. momentum p. 
momentum(p +flp) is also shown. 
The path of the dispersed ray 
The transfer matrix of the dipole has been derived (PEN61. BRD72) to be 
...... 
R 
cos k L 
X 
-k sin k L 
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1 . . 
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· 2 3 X .. X· k . 
' 
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.-'> 
1 
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/ 
... (4~20) 
(4.'21) 
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We get various focussing effects depending on the value of n: 
n<O focussing horizontally. defocussing vertically 
n=O focussing horizontally. no effect in ~he ve~tical plane 
O<n<1 focussing both horizontally and vertically 
n=1 focussing vertically. no effect horizontally 
n>1 focussing vertically. defocus sing horizontally 
We now look a~ a dipole with arbitrary entrance and exit angles. s1 and 
s2 respectively. as shown in figure 4.6. 
From purely geometrical considerations we can see that a particle will 
be focussed horizontally by a negative edge angle. and defocussed by a 
positive edge angle. To explain the effect on the vertical extent we 
have to take into account the fringing field at the edge of the dipole. 
as shown in figure 4.7. The radial component B of the horizontal field 
. . X 
BH causes a focussing force in the vertical direction (proportional to B 
-x 
X v) for positive values of B. and a defocussing force for negative Values 
of B· 
The effect of the edge angle may thus be compared to that of the thin-lens 
effect of a quadrupole. and the transfer matrix of edge-angle B is written 
as follows: 
1 0 0 0 0 0 
tan B 1 0 0 0 0 p 
R 0 0 1 0 0 0 (4.22) 
0 0 
- tan (B-Y:J 1 0 0 p 
0 0 0 0 1 0 
0 0 0 0 0 1 
where w is a parameter depending on the shape of the fringing field 
( ENG64. BR072) •. 
Positive edge-angles provide a useful means of achieving vertical focus= 
sing in a uniform-field dipole. The edge-angles should not. however. be 
x focussed 
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' \ 
\ I 
\ I \I 
v 
......... 
..... J 132 (positive) 
I x defocussed 
Figure 4.6: Dipole with edge angles 81 and 82 • 
(a) N 
p 
-
s l 
(b) ,.. 
_,.,., 
p 
-
Figure 4.7: Comporents of the fringing field: 
(a) side view showing horizontal (BH) and vertical (By) com= 
ponents at a point y>O 
(b) plan view at y>D showing radial (Bx) and longitudinal (Bz) 
components of the horizontal field (BH). 
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too large. otherwisE! second-order terms may.cause undesirable effects 
(BAN66). 
Edge angles may be chosen to bring both the horizontal and vertical 
point-rajs to a focus at the same image point. 
said to be "double-focussing" (CRD51. ENG67). 
The dipole is then 
A pair of identical 
edge-angles is often used, thus forming a symmetrical dipole. The 
double focussing edge-angles 81 = 82 may then be calculated from the 
equation 
tan 82 
and the image and object distances, D. from 
0 2 p tan a/2 
where a is the bending angle and p the bending radius. 
A vast amount of literature on dipoles exists. especially (LIV69) and 
references therein. No further discussion of dipoles is thus warranted 
here, as eguations (4.20) through (4.22) are sufficient for our use in 
subsequent chapters. 
4.6 Aberrations 
The aberrations present in a beamline represent a departure from the 
ideal first-order desi-gn. The second-order terms are represented by 
the matrix elements T. 'k' which were defined in equation (2.3): 
lj 
X. ( 1) 
l 
6 
l: R .. x.(O) + j =1 lj J 
6 
l: j=1 
6 
k~1 Tijk x/0) xk(O) (2.3) 
The elements T. 'k may be classified as geometric when i, j and k are 
lj 
equal to 1, 2. 3 or 4~ because th~ effects they produce are independent 
of variations in momentum. When j or k is equal to 6 they are called 
chromatic (BR079) because the resultant effects depend directly on parti= 
cle momentum (and thus particle energy). The derivation of the second-
ordEr matrix elements T. 'k' where i=1 ••..• 4, may be found in (8R072). 
. lj 
(TSjk are seldom examined becau~e the changes to the bunch lengt~ due 
to second-order effects are immaterial for most beamline applications. 
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In practice bunchers are usually tuned· about the theoretical (first-or= 
der) settings to achieve the desired effect. making second-order bunch-
length caiculations superfluous). 
The second-order terms cause a shift in the beam centroid: 
x. c1 1 
1 
6 
l: j=1 
6 
kE1 Tijk 0 jk(O) 
and a distortion of the ellipsoid in phase 
+ 2 l: f l: t.mL k 
space: 
Tik9, 0 km(O)} 
.· ( 4. 23) 
(4.24) 
Liouville's theorem is still valid and the distor~ed ellipsoid does not 
increase its phase space volume during distortion. However. if we en= 
close the distorted ellipsoid in a new ellipsoid, then it will give the 
appearance of a phase space increase. 
The only second-order terms arising from an ideal quadrupole are chroma= 
tic. These arise from the fact that the quadrupole strength k is in= 
ver~ely proportional to the square root of particle momentum. Thus par= 
ticles with momentum p + 6p are bent less than those with moment~m p. and 
a subsequent image will be blurred rather than sharp. An. example is 
given for a single quadrupole operating in point-to-point mode with object 
distance P. focal length f (=1/k2LJ. The rays with momentum p +Ap are 
focussed a distance Az beyond the focus of rays with momentum p. where 
(REG63) 
6p 
p 
At the ptisition wher~ the central momentum rays focus, the image is thus 
broadened by Ax. where 
Ax [p ~ 2f ]xo' ~p . 
. The term in square brackets is thus the quantity T126 • 
It can be shown (STE65, DYM65b, COU71) that achromatic focussing is im= 
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possible in a system consisting of magnetic quadrupoles only. The 
aberrations may be reduced. however. by using symmetrical systems (see 
chapter 5). 
In dipoles we get geometric as well as chromatic aberrations. An exam= 
ple is the geometric term T122 • which arises when rays enter a flat-edged 
dipole at an angle. as in figure 4.8a. The ray with +x ~is then bent 
0 
through a larger angle than the central ray. and is focussed to cross 
the axis before the plane of the ideal image. This effect may be cor= 
rected by using circular edges, as shown in figure 4.8b (LIV69, BR065). 
Further gedmetric effects arise in the fringing field region CENG64. BROZO, 
HEN74). 
When second~order effects are large. they may have to be corrected. 
This may be done by shimming the pole-pieces of the dipoles (LIV69, ENG67) 
and/or the addition of multipoles to the beamline (8AN66) .. 
case the first-order optics of the beamline is not affected. 
In either 
AlthougM the computer program TRANSPORT (8RD77) calculates the second-
order terms. the program TURTLE (8R074) is more useful in this applica= 
tion. because it allows us to examine the distortion of the ellipsoid. 
In practice the second-order contributions to the beam are small if the 
beam extent in the elements is small. and correcting elements are gene= 
rally only necessary for high resolution beamlines such as those for mag= 
netic spectrometers (HIN75b). 
(a) 
(b) 
I 
+xo 
I 
+Xo 
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IMAGE 
- R=p 
--
---
OBJECT IMAGE 
Figure 4.8 (a) Imperfect image resulting from flat-faced dipole. 
(b) Circular pole faces correct this effect. 
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5. PROPERTIES OF SYMMETRICAL SYSTEMS 
·~.1 Introduc~ion 
It is often convenient to group beamline element~ into symmetrical 
systems because of the useful properties which these exhibit. 
Six different kinds of beamline symmetry can be defined. All six have 
not, however, been treated together systematically before. These sym= 
metries are defined schematically in figure 5.1. with examples of beam= 
lines arranged according to symmetry in figure 5.2. Historically, 
mirror and anti-translational (i.e. rotation of translated system through 
180°) symmetries were examined first (.PENBJ. BLI64). Then anti -mirror 
symmetry (i.e. rotation through 180° after reflection) was studied (HER66). 
Subsequently an analysis was made (HAL76) of cross-translational and cross-
mirror symmetries (i.e. rotation through 90° after translation, and after 
reflection, respectively). At about the same time a treatment appeared 
(KAR76) of the group of symmetries consisting of translational, cross-
translational, mirror and cross-mirror, when only quadrupoles are present 
in the beamline (i.e. no dipoles). (Note: if rotation through +90° and 
0 
-90 are regarded as distinct cases, then eight symmetries exist: see 
section 5.8.) 
We have used the symplectic equations (2.9) and (2.10) to simplify the 
expressions in the matrix elements of the symmetrical systems. This 
aids us in drawing conclusions about the properties of these systems. 
In thesections below we show how the R-matrix of a symmetric system may 
be obtained if we know the matrix M of one half-system. We discuss the 
properties of the R-matrix derived for each case. We also examine the 
T-matrix (second-order effects) for some special cases. 
5.2 Translational Symmetry 
In this case the second half-system is identical to the first half-system, 
and 
M 
where M is the ~ransfer matrix of the first half (see figure 5.1a and 5.2a). 
If Rt describes the composite system, then 
and 
M11 (M11 + M22) - 1 M12(M11 + M22) 0 0 0 M16 (M11 + M22) + (M16-M52l 
M21 (M11 + M22) _ M22 (M11 + M22) - 1 0 0 0 M26 (M11 + M22) + (M26+M51) 
0 0 M33 (M33 + M44) - 1 M34 (M33 + M44) 0 
.. I 
0 
0 0 0 0 0 1 
• . • ( 5. 1 ) 
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(a) 
I • .. translational 
I I 
(b) 
• ... 
anti - translational 
r--JJ 
/ /1 
I /1 
(c) !14 l • .. 
cross -translational 
(d) LJ J .. .. mirror 
fJ {e) LJ • ... anti - mirror 
...----;, 
/ // 
( f ) 7;' • .. L 
-I z cross - mirror 
Figure 5.1: Schematic representation of the beamline symmetries dis= 
cussed. Note that for quadrupoles there is no distinction 
between left and right (unlike dipoles). and symmetries (a) and 
(b) are indistinguishable. as are (d) and (e). Althought sym= 
metries (c) and (f) each have two possibilities for dipoles. 
they involve bends in different planes (i.e. of little practi= 
cal application) and these are thus usually restricted to qua= 
drupole systems. 
(a} 
(b) 
(c) 
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I sYMMETRY 
I PLANE 
I 
I 
e 
__ ,! 
,, I 
< , ....... I I 
-k~ . r -k2 
(BEND OUT OF PLANE) 
Figure 5.2: Examples of translational-type symmetries 
(a) translational symmetry 
(b) anti-translational symmetry 
(c) cross-translational symmetry (dipoles seldom used) 
(d) 
(e) 
(f) 
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I SYMMETRY 
1 PLANE 
I 
0 ------I 
Figure 5.2 contirued: Examples of mirror-type symmetries 
(d) mirror symmetry 
(e) anti-mirror symmetry 
(f) cross-mirror symmetry 
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In the special case where 
M11 + M22 0 
(5.2) 
M33 + M 0 44 
we get 
-1 0 0 0 0 M16 -, M52 
0 -1 ' 0 0 0 M26 + M51 
Rt 0 0 -1 0 0 0 
0 0 0 -1 0 0 
M26 + M51 -(M16 - M52Jo 0 1 2 M56 + M51 M16 + M52M26 
0 0 0 0 0 1 
... (5.3) 
This system is doubly telescopic (i.e. the x, x~. y, y'subspace is exact= 
ly re~rodvced - with inversion in this case - at the image point: see 
chapter 6). In addition, this system will have zero dispersion when 
angular dispersion when either M26 = M51 
5.3 Anti-translational Symmetry 
Similarly it will have zero 
0, or when M26 = -M 51 . , 
Here the second half-system is obtained by traversing the elements of 
the first half-system in the same order after first having rotated it 
by 1B0° (HER-66). This is shown in figures 5.1b and 5.2b. If there 
are no dipoles present then this symmetry type is identical to trans= 
lational symmetry. 
Mat differs only from M in the signs of the elements M16 • M26 • M51 and 
Thus 
R 
at 
becomes 
,.. 
-. 
M11(M11 + M22)- 1 M12(M11 + M22) 0 0 0 M16(M11+M22) - (M16+M52) 
M21 ( M11 + M22) M22(M11 + M22)- 1 0 0 0 M26(M11+M22) - (M26-M51) 
Rat 0 0 M33(M33 + M44)- 1 M34(M33 + M44) 0 0 
0 0 M43 (M33+M44) M44(M33 + M44)-1 0 0 
I 
lJl 
. 
'-I 
I 
-M51(M11 + M22) -M52(M11 + M22) 0 0 1 2 M56 
+ ( M26 - M51 ) +(M16 + M52) 
-(M51 M16 + M52 M26) 
0 0 0 0 0 1 
.•• (5.4) 
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In the special case of equatton (5.2), we again get a double-telescopic 
sub-matrix, while the non-zero off-diagonal terms now become 
( 5. 5) 
We can see that the dispersion, R16 , will now be zero for either 
M16 = M52 = 0, or for M16 = -M 52 • Similarly the angular dispersion, 
R26 • will be zero for either M26 
5.4 Cross-translational Symmetry 
For this symmetry the second half-system is obtained by traversing. the 
first half-system in the same order after first having rotated it through 
90°. This system is shown in figures 5.1 c and 5. 2c. This system is 
not likely to be used with dipoles (HAL76), so we restrict our treatment 
of it to quadrupoles only (KAR76). The rotation by 90° is then equiva= 
lent to a reversal of polarity in all the quadrupoles. We present trans= 
fer matrices in the four dimensions x, x~. y, y~ only, as these do not de= 
pend on £ or o in this case. 
For Met we find 
M33 M34 0 0 
Met M43 M44 0 0 ( 5.6) 
0 0 M11 M12 
0 0 M21 M22 
and 
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M11M33 + M21 M34 · M12M33 + M22M34 0 0 
Ret M11M43 + M21M44 M12M43 + M22M44 
0 0 M11M33 + M12M43 M11 M34 + M12M44 
0 0 M21M33 + M22M43 M21M34 + M22M44 
( 5. 7) 
There are two special cases (KAR76) which each yield the identity matrix 
+1 0 0 0 
Ret 0 +1 0 0 (5.8) 
0 0 +1 0 
0 0 0 +1 
!._. 
-
These are (a) M22 ~M33' M11 ~M44' M12 +M34 (;iO) ( 5. 9) 
-
and (b) M22 ~M33' M21 +M43' M12 M34 = 0 (5.10) 
These conditions may be interpreted as follows: 
(i) for the upper sign. x traversing the first half-system forwards 
behaves identically to y traversing the first half-system back= 
wards; 
traversing the whole system then results in the initial beam being 
reproduced at the end of the system (without inversion) 
(ii) for the lower sign. we find that x traversing the first half-system 
forwards has the inverse relation to y traversing it backwards; 
the nett result is that the beam arrives at the end of the system 
inverted. 
It is necessary to distinguish between (5.9) and (5.10) because if 
M12 M34 = o. then we must specify the relationships between M21 and M43 
and between either M11 and M44 or between M22 and M33 . But if M12 = _:. M34 
? o. then it is not necessary to specify relationships between M21 and M43 
-' 
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but only between M11 and M44 , and betw~en M22 and M33 . 
5.5 Mirror Symmetry 
The second half-system is in this case obtained by traversing the first 
half-system in the reverse order (see Hgures 5.1 d and 5. 2dl. Here 
R M M 
m m 
where 
r 
M12 
I I M22 0 0. 0 ~M 52 
I M21 M11 0 0 0 -M51 
Ia M 0 M44 M34 0 1 (5.11) m I ! 
I 
I 
0 0 M43 M33 0 0 
-M26 -M16 0 0 1 M56 
0 0 0 0 0 1 J 
and 2 M11 M22 - 1 2 M12M22 0 0 0 2 M12M26 
12 M21M11 2 M f'1 -1 11 22 0 0 0 2 M11M26 
I 0 0 2 M33M44- 1 2 M34M44 ·o 0 R I 
m 
0 0 2 M43M33 2 M33M44- 1 0 0 
-2 M11M26 -2 M12M26 0 0 1 2 (M56-M16M26) 
0 0 0 0 0 1 
(5.12) 
For the special case where the angular dispefsion vanishes a~ the symmetry 
plane, i.e. 
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0 ( 5.13) 
we get R16 0 
' implying that the system is then achromatic. 
Another useful mode is achieved when we have parallel-to-point a~d point-
to-parallel transfer in the half-system: 
0 (5.14) 
The complete system is then doubly telescopic with vanishing angular 
dispersion. i.e. 
-1 0 ·o 0 0 2 M12M26 
0 -1 0 0 0 0 
R 0 0 -1 0 0 0 
m 
0 0 0 -1 0 0 
0 -2 M12M26 0 0 1 2 (M56-M16M26) 
0 0 0 0 0 1 
A similarly useful result arises when the half-system operates in 
point-to-point and parallel-to-parallel mode i.e. 
0 
(5.15) 
(5.16) 
In this case we find that the complete transfer is doubly telescopic 
with vanishing dispetsion: 
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:-
1 0 0 0 0 0 
0 1 0 0 0 2 M11M26 
R 0 0 1 0 0 0 (5.17) 
m 
0 0 0 1 0 0 
-2 M11 M26 0 0 0 1 2 (M56-M16M26) 
j_ 0 0 0 0 0 1 
5.6 Anti-Mirror Symmetry 
For this symmetry, the second half-system is obtained by travsrsing the 
first half-system backwards after first having rotated it by 180° (see 
figures 5.1e and 5.2e). If there are no dipoles present then this is 
equivalent to mirror symmetry. Thus 
R M M 
am am 
where Mam is equivalent to Mm except in the sign of the terms Mm16 • Mm26 • 
Mm 51 and Mm52 . Thus for Ram we get 
2 M11M22- 1 2 M12M22 0 0 0 2 M22M16 
2 M21M11 2 M11M22- 1 0 0 0 2 M21M16 
R 0 0 2 M33M44 - 1 2 M34M44 0 0 am 
0 0 2 M43M33 2 M33M44 - 1 0 0 
2 M21M16 2 M22M16 0 0 1 2 (M56+M16M26) 
0 0 0 0 0 1 
. . . ( 5.18) 
For the special case of zero dispersion in the half-system, i.e. 
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0 
we find that R is achromatic,i.e. 
R 
26 
.J 
0 
If we arrange for point-to-parallel and parallel-to-point transfer 
through the half-system in both planes, i.e. 
0 
( 5.19) 
(5.20) 
then the overall transfer becomes doubly-telescopic, and 9ispersionless: 
-1 0 0 0 0 0 
0 -1 0 0 0 2
'M21M16 
R 0 0 -1 
am 
0 0 0 ( 5 ~ 21 ) 
0 0 0 -1 0 0 
2 M21M16 0 0 0 1 2 (M56+M16M26) 
0 0 0 0 0 1 
A doubly telescopic system with vanishin~ angular dispersion results 
when the half-system operates in point-to-point and parallel-to-parallel 
mode, i.e. 
implies that 
R 
am 
1 
0 
0 
0 0 
1 0 
0 1. 
0 0 0 
0 0 0 
.'-
0 
0 
0 
1 
0 
0 
(5.22) 
0 2 M22M16 
0 0 
0 0 
0 0 
1 2 (M56+M16M26) 
0 1 
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5.7 Cross-Mirror Symmetry 
Here the second half-system may be found from the first half-system 
by traversing it backwards after a rotation by 90° (see figures 5.1f and 
5. 2f). As in the case of cross~translational symmetry we assume that 
cross-mirror 'symmetry. will only be applied to quadrupoles and the 90° 
rotation is thus equivalent to a polarity change in all quadrupoles. 
For M we find 
em 
M44 
M M43 Cfl! 
0 
0 
M34 
M33 
0 
0 
-! 
0 0 
0 0 
M22 M12 
M21 M11 
and the total transfer matrix is 
M11M44 + M21M34 M22M34 + M12M44 0 
R 
.M11M43 + M21M33 M22M33 + M12M43 0 em 
0 0 M22M33 + M12M43 
0 0 M21M33 + M11 M43 
(5.23) 
0 
0 
M22M34 + M12M44 
M11M44 + M21M34 
... (5.24) 
R takes the form of the identity· matrix, equation ( 5. 8 J, under the con= em 
ditions 
(5.25) 
-I 
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These conditions imply that the behaviour of the x-component of the 
beam traversing the first half-system forwards must be identical (without/ 
. with inversion for the upper/lower sign) to the behaviour of the y-compo= 
nent of the beam traversing the second half-system forwards. 
5.8 Symmetry Groups 
We find that the matrices for the second half-system may, for each sym= 
metry type. be calculated directly from the matrix M of the first half-
system (or from its inverse M- 1 J in the following manner: 
Mt Io M I 0 M I1 
-1 
I1 = M m 
Mct(1) I2 M I2 M ( 1 ) em I3 M 
-1 
I3 
Mat I4 M I 4 M I5 
-1 
I5 = = M am 
Mct(2) I 6 M I 6 M ( 2) = I 
-1 
I7 M em 7 
where the ( 1 ) or (2) with the cross symmetries refer to rotations through 
0 0 Here we treat these cross symmetries if dipoles may be +90 or -90 . as 
included. The eight symmetries then form a complete symmetry group. 
We find that the matrices Ii have values as shown on the next page: 
I =r 
0 
1 
0 
0 
0 
0 
0 
0 
1 
0 
0 
0 
0 
0 
0 
1 
0 
0 
0 
0 
0 
0 
1 
0 
0 
0 
0 
0 
0 
1 
0 
0 
0 
0 
0 
0 
1 
0 
0 
I = 1 2 
0 1 
0 0 
0 D 
0 0 0 
1 0 0 
0 0 0 
0 0 0 
I = 4 
0 1 0 
0 0 
0 0 
0 1 0 
0 0 . 1 
-1 0 0 0 
0 -1 0 0 
0 0 -1 0 
n o o -1 
0 0 . 0 0 
0 0 0 0 
0 0 -1 0 
0 0 0 -1 
-1 0 0 0 
0 -1 0 0 
0 0 0 0 
0 0 0 0 
0 
0 
0 
0 
1 
0 
0 
0 
0 
0 
0 
1 
0 0 
0 . 0 
0 0 
0 0 
1 0 
0 1 
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= 
I = 5 
1 0 . 0 
0 -1 0 
0 0 1 
0 
0 
0 
0 0 0 -1 
0 
0 
0 
0 
0 0 0 0 
0 0 0 0 
-1 
0 
0 0 
0 0 
1 0 0 
0 -1 0 
1 0 0 0 0 
0 -1 
0 0 
0 0 0 
0 0 -1 
0 0 0 0 0 
-1 
0 
0 
0 
0 
0 
0 0 
1 0 
0 -1 
0 0 
0 0 
0 0 
0 0 -1 
0 0 0 
-1 0 0 
0 1 0 
0 0 0 
0 0 0 
0 
0 
0 
1 
0 
0 
0 
0 
0 
0 
-1 
0 
0 0 
1 0 
0 0 
0 0 
0 -1 
0 0 
0 
0 
0 
0 
0 
1 
0 
0 
0 
0 
0 
1 
0 
0 
0 
0 
0 
1 
0 
0 
0 
0 
0 
1 
-, 
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The matrices r 0 through r 3 have previously been derived (KAR76) for only 
4 dimensions (,-X I X , y and y'L I 
We find that th~ eight matrices 10 through.1 7 form the abelian eight-group. 
As a check on the validity of this statement we have drawn up the gr.oup 
table as follows: 
Io 11 12 I3 I4 I5 I6 I7 
I1 ro I3 I2 15 I4 I7 I6 
I2 I3 ro I1 I6 I7 I4 I5 
I3 I2 I1 ro I7 I6 I5 I4 
I4 I5 I 6 I7 ro I1 I2 I3 
I5 I4 I7 I6 I 1 ro 13 I2 
I6 I7 I4 I5 I2 I 3 ro I1 
I7 I6 I5 I4 I3 I2 I1 ro 
This group table enables us to read off the product of any two matrices 
in the group (HAM62). 
5.9 Second-order Terms 
Symmetrical systems are convenient not only for their first-order proper= 
~ies but also because many second-order terms vanish identically. 
We start with Brown's theory (BR072) and derive additional equations. 
We then apply the resulting method to symmetrical s~stems with given pro= 
parties to find ·the zero terms. 
Brown firstly derives a general vector differential equatiori describing 
the trajectory of a charged particle in an arbitrary static magnetic 
field B possessing midplane symmetry: 
x· 
3 2 • , '2 . 2 h<5 + (2n-1-f3)h X + h XX + ~ h X + ·(2-n)h X 6 
+ ~ (h 
+ higher order terms 
1 
- 2 
;.2 
hy 
(5.26) 
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y" h2y . . . 3 + h~xy'- h~x~y ' ' 2 . +n 2(B-n)h. xy + hx y + n h Yo ( 5. 27) 
+ higher order terms 
-[~ as ] where n = (---Y) X = 0 ax · y = 0 . y 
[ 2~ 3 a
2
s 
B = c---fJ] x 0 
8 ax · y = 0 y 
and h (5.28) 
where p0 is the radius of curvature. 
The next step is to express the solutions in a Taylor expansion 
X + 
I - - I -2 -2 + ( x y oYo ) YoYo + ( x Yo ) Yo (5.29) 
Y c Y I Yo J Yo +. c Y I Yo, J Yo, + ( Y_l xoyo J xoy o + c Y I xoYo J xoy o + c Y I xo ~Yo J xoyo 
(5.30) 
The first-order coefficients have a one-to-one correspondence with the 
following five characteristic first-order trajectories: 
(i) the unit sine-line function s (t) ·in the bend-plane where 
X 
s (OJ = o. s 'col = 1: s (t) corresponds to Cxlx0 'J and X X . X 
sx~(t) to (x~jx0 ');. 
(ii) the unit cosine-line function c (t) in the bend-plane where 
X 
c (0) = 1. c ~(0) = 0: 
X X cx(t) corresponds to (xjx0 J and 
cx'(t) to (x'jx0 ); 
(iii). The dispe~sion function d (t) in the bend-plane where d (0) = 0. 
X X 
( iv) 
(v) 
dx (0) = 0; dx(t) corresponds to (xjoJ and dx'(t) to (x'jol; 
the unit sine-like function s (tJ in the non-bend plane where y 
s (0) = o. s (0) = 1;. s (t) correspond~ to (yjyo') -and 
y . y y . 
sy'(t) to (y'ly 0 ~); and 
the unit cosine-line function c (t) in the non-bend plane where y 
c (0) = 1. c (0) = 
. y . y 0; cy(t) corresponds to Cyjy0 J and 
c ' ( t J to ( y' I y 0 ) . y ' 
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Figure 5.3 illustrates s (t), c (t) and d (t). 
X X X • 
s (t) and c (t) are y y 
similar in nature to s (t) and c (t). 
X X 
Equations (5.29) and (5.30) are now substituted into equations (5.26) 
and ( 5. 27) to find differential equations for each first- and second-
order coefficient: 
c + k 2 c :: 0 c + k 2 c 0 ( 5. 31 ) 
X X X y y y 
s + k 2 s 0 s ~~ + k 2 s 0 (5.32) 
X X X y y y 
, ~ 
+ k 2 qx f qy ~" + k 2 = f (5.33) qx X X y qy· y 
k 2 2 and 2 2 where (1-n)h k :: nh • 
X y 
Equations (5.31) and (5.32), together with initial conditions for 
c and s, represent the equations of motion .for the first-order mono= 
energetic terms. The solutions to equation (5.33) give the first-order 
dispersio~ dx and the second-order terms, where the driving term f has 
a characteristic form for each coefficient q. These driving terms are 
·listed by Brown for f 11 j and f 3ij' corresponding to solutions q1ij (or 
T1ij) and q3ik (or T3ij) respectively. , 
The value of q may be found using the Green's function integral 
t 
where 
q(t) = 1 f (T) G (t,T) dT 
0 
G(t,i) s(t) c (r) - s (T) c(t) 
leading to 
t t 
q(t) S ( t) f f (T ) C (T) dT - C ( t) 1 f ( T ) S ( T) dT 
0 0 
We also need to know the 
. t q~(t) = s'(t) J f 
0 
value of q'. This is: 
/
t.f (T) C (T) dT - c'(t) 
0 
( T) S ( T) dT 
(5.34) 
(5.35) 
(5.36) 
(5.37) 
• 
(a) 
Sx ( t) 
Figure 5.3: 
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The shape of (a) the sine-like function s ( t) • 
X 
image 
(b) the cosine-like function c (t), and 
X 
Sx (0)=0 
s~ (O)= 1 
Cx{O)=I 
c~ (O)=o 
dx(O)=O 
d~ (0)=0 
(c) the dispersion function d (t), in the magne= 
X tic midplane. 
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Brown has treated the case of q(t) = 0 for mirror symmetry with paral= 
lel-to-point imaging at the mid-point and d' = 0 (at the midpoint). 
We will now ~eneralize this treatment to take into account q~(t) = 0 as 
well. · We will apply this to several diffefent cases to find which q 
and q are zero for each case. 
We look at four cases of interest: 
(i) if we have point-to-point imaging from the beginning of a ~ys= 
tern to its end, then s(t) = 0 and 
q(t) 
(ii) if we 
q:..(t) 
(iii) if we 
q(t) 
t 
- C ( t ) 7 f (T ). S (T ) dT 
0 
have parallel-to-parallel imaging then c' (t) 
t 
s'(tJ/f (T) C (T) dT 
0 
have parallel-to-point imaging, then c(t) 
t 
S(t) j f (T) C (T) dT 
0 
(iv) if we have point-to-parallel imaging, then s'(t) 
q'(t) 
t 
- c'(t) J f (T) S (T) dT 
. 0 
(5.38) 
0 and 
(5.39) 
0 and 
(5.40) 
0 and 
( 5. 41 ) 
If we apply the above fo~r cases to symmetrical systems, then we can 
state that: a second-order term is identically zero if its relevant 
integrand f (T) s (T) or.f (T) c (T) is an odd function about the mid= 
point of the system. This has to be calculated for each system under 
consideration. We can, however, make the following general statement: 
if c (T) is an odd/even function, then. c' (T) and s (T) 
will be even/odd functions and s' (T) odd/even. This 
implies that if a given q(t) is ze~o, then q' (t) will 
not be, and vice versa. 
We now look at specific cases, state whether the first-order functions 
are odd or even, and then list the second-order coefficients that are 
* zero. 
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(a i) Mirror symmetry with M11 = M22 
(a ii) 
c ( T) - odd S ( T) even 
X X 
c ' ( T) = even s '(T) odd 
X X 
For f(r) odd, q(t) = 0, i.e. 
T112 = T116 
T314 T323 
T211 
T336 = 
T222 = 
T413 
Mirror symmetry with M12 = M21 = 
c ( T) = 
X 
even S ( T) odd 
X 
c ' ( t) odd SX' ( T) = even X 
For f(r) even. q(t)= 0, i.e. 
T112 - T126 T211 = T216 T222 
T314 T323 T346 T413 - T424 
0 (equations 
(5.13), (5.14)) 
d ( T) even h ( T) = even 
X 
s ( T) = even y C ( T) = odd y 
d ' ( ) X T odd h ~ ( T) odd 
sy, (T) odd C ' ( T) even y 
h"(r) even 
0 
M34 = M43 = M26 0 (equations (5.13) and (5.16)) 
d(r) = even h(t) = even 
C ( T) even s ( T) odd y y 
d' ( t) odd h' ( t) odd 
C ~ ( T) = odd s ' ( t) = even y y 
h"(r) = even 
- T266 = T134 = T233 T244 0 
= T436 0 
(b i) Anti-mirror symmetry with M11 = M22 - M33 = M44 = M16 = 0 
(equations (5.19) and 5.20)) 
c ( T) odd s (r) = even d ( T) = odd h(r) = odd 
X X X 
c ( T) = odd S ( T) = even y y 
ex, (r) - even S ' ( T) odd 
X 
d ' ( ) 
X t even h' (r) even 
C ' ( T) even s ' ( T) odd y y 
h"(r) odd 
*In the above treatment x'implies ~~ wher~as we usually work·with 8 = ~;. 
dX X X 
However 8 = dz = 7 = ..,..1-+-h-x Thus if hx<<1 (x<<p 0 J we can approximate 
8 ~x·. In this high-energy limit we can thus state e.g. 
T222= CBI8o2J ~ (x'lxo'2J. 
- 5.23 -
For f(r) odd. q ( t) 0~ i.e. 
. T 111 T116 = T122 T166 T133 T144 T212 T226 T234 0 
T313 T324 T336 T414 T423 T446 0 
(b ii) Anti-mirror symmetry with M12 M21 M34 = M43 = M16 = 0 
(equations (5.19) and (5.22)) 
c (d even S (T) odd d 
X X 
( T) odd 
X 
h ( T) = odd 
C (T) even s (T) odd y y 
c ' ( T ) odd S , ( T ) even 
X X 
d 
X 
' ( T) even h' (T) even 
C , (T) odd S '(T) even y y 
h, (T) odd 
For f(t) even. q(t) = o. i.e. 
T111 T122 T126 T166 T133 T144 T212 T216 T234 0 
T313 T324 T346 T414 T423 T436 0 
(c) The cas.e of cross-mirror symmetry treated in 5.8 (i.e. only quadru= 
poles) is identical to mirror symmetry except that only chromatic 
aberrations will appear. Thus we can state that 
(i) for M11 = M22 = M33 = M44 o. we will get 
T116 = T226 = T336 = T446 0 
for M = M21 = M34 = M43 o. we will get 12 and ( ii) 
either 
or 
T126 = T216 = T 346 = T436 0 
In the case of the translational-type s~m~etries. systems with the 
properties of 
M11 M22 M33 M44 o. R16 R26 0 
M12 M21 M34 M43 o. R16 R26 0 
are very seldom found which do not also belong to the mirror-type 
symmetry group. Hence we will not treat them separately .here. 
If we combine more than one symmetrical system into a composite system 
then we may find that further second-order elements disappear. 
mine this arrangement below. 
We exa= 
When two elements follow each other. then the total first and second-order 
trahsfer matrices are 
and 
R .. ( 2 l lJ L R.k(1) Rk.(O) k 1 J 
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\jk(2) ~ RH(1)- Ttjk(O) + t~ \tm(1) Rt/0) Rmk(O) (5.42) 
Using equation (5.42) we have calculated that in a system with transla= 
tiona! symmetry where each half-system has M .. = 0 fori I j, that 
lJ 
where Vijk are the second-order terms for the half-system. Thus when 
M.. -1 fori= 1, 2, 3, 4 the only non-zero second-order terms are 
ll 
i.e. all geometric aberrations disappear, leaving only chromatic aberrations. 
When two systems of the type (a i) follow each other, then T116 , T226 , 
T336 and T446 are zero as well. This is also true for two systems of 
the type (b i) and (c i)-. Hinterberger (HIN73) quotes this result with= 
out derivation or proof for two systems of type (a i). It is possible 
that he obtained these results from the output of the TRANSPORT computer 
program for a specific system, as he also quotes T266 I 0. This may 
have resulted from rounding errors in the calculation. Brown (BRD79) 
has also derived this result, except that he neglects to state that the 
transfer matrix of his "unit cell" must be the negative of the identity 
matrix for x, x', y andy'. 
identity transfer matrix. 
The result is not correct for a positive 
Thus we have found that the composite system with the least second-order 
aberrations consists of two-half systems, one a translation of the other, 
each made up of one of the following: 
(a) a mirror symmetrical system which has (for its half-system) 
(i.e. point-to-parallel and parallel-to-point optics and zero 
angular dispersion); or 
(b) an anti-mirror symmetrical system which has (for its half-system) 
(i.e. optics similar to that of (a) but with zero dispersion, not 
necessarily zero angular dispersion); or 
(c) a cross-mirror symmetrical system of quadrupoles only, with its 
half-system requirement 
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&. QUADRUPOLE SYSTEMS INDEPENDENT OF BEAM PARAMETERS 
6.1. Introduction 
Within an accelerator facility it is often necessary to transport the 
beam over quite long distances, and while doing so, to prevent the beam 
from spreading out. Various combinations of quadrupoles are most com= 
monly used for this purpose. . Where possible these quadrupole systems 
should be independent of the beam parameters. Then the quadrupole 
settings depend only on the magnetic rigidity of the beam,- and may be 
rapidly altered when a different beam is accelerated (i.e. the beam 
parameters need not be measured at the entrance to the system beftire 
the quadrupole strengths are set). 
The quadrupole units used to create many systems are the doublet and 
the triplet. We will discuss systems made up of two doublets and two 
triplets. Longer systems may be made up of several of these. 
Because we are dealing only with quadrupoles here, we present discussion 
in terms of the 4 x 4 matrices in x, x', y andy'. The matrices with 
the most desirable characteristics are of the form: 
R11 0 0 0 
R 0 R22 0 0 -( 6 .1) 
0 0 R33 0 
0 0 0 R44 
These re~resent the imaging of the source at the end of the system, witH 
horizontal magnification R11 , and _vertical magnification R33 . 
System~ with such transfer matrices represent point-to-point ~nd parallel-
to-parallel transfer, and are-described as doubly-telescopic (HIN73) 
i.e. horizontally and vertically. We now examine the optics of such 
systems, and in particular we discuss two-doublet and two-triplet tele= 
scopes. 
6.2 Two-Doublet Telescopes 
Two doubiet telescopes have 
-1 0 i I j (6.2) 
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i.e. they transport the beam with unit magnification, both horizontally 
and vertically. The case where R11 = R33 = +1 is not realizable with 
only four quadrupoles (KAR76). 
Two doublet telescopes have been examined by various analytical methods 
(MOL66a, MOL66b, NOR67, KAR76,DYM64, DYM6Sa, LEE69). However we develop 
a method here to determine a solution to the simplest system i.e. that which 
has equal field strengths in all four quadrupoles (with reverse polarity on 
two of them) and equal drift lengths at each ~nd of each doublet. as shown 
in figure 6.1. 
Qz 
,....._ ,..._ 
I.... 
---
t 
symmetry 
plane 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
t 
,..._ ~ 
' 
--- -k -k 
tLt d2 tLt t 
Figure 6.1: A system of two symmetrical doublets with a total length of 
2 ( 2d1 + d2 + 2L) . 
We see that this system has both translational symmetry and cross-mirror 
symmetry. (The mirror symmetrical arrangement of two doublets does not 
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produce telescopic optics (KAR76).) 
From the translational symmetry requirement for satisfying equation 
(6.2) we get (from chapter 5) 
0 (5.2a) 
0 (5.2b) 
However for the crass-mirror symmetry requirement we get 
(5.25) 
which implies. (because det [M] 1) that 
Thus when equations (5.25) hold. the requirement of (5.2a) automatical= 
ly implies (5.2b). and we need only restrain the value of M11 + M22 • 
On multiplying out the matrices for quadrupoles and drifts. we get 
2 cos kl cosh kl + k (2 d1 + d2J(cos kl .sinh kl- sin kl cosh kl) 
- 2 d1d2 k
2 
sin kl sinh kl (6.3) 
When we use the series expansion for cos kL. cosh kL. sin kl and sinh kL. 
we find 
(6.4) 
This result is derived by ignoring terms in the sixth. and higher. powers 
of kl. This is a valid approximation for kL<1. Equation (6.4) _may be 
solved for the field strength of the quadrupoles: 
a (Bp) [ L4 + 2 L3 (2 d .: l + 2]! 
1 2 6 d1 d2 L J 
(6.5) 
We applied this solution to a test system with the following parameters: 
- 6.4 -
L 0.4 m 
d1 1,7 m 
d2 0,8 m 
a 0,0381 m 
and BP 21,496 k~ m. 
The resultant field strength for the quadrupoles of 1,4675 kG differs 
by only 0,04% from the value of 1,4681 kG computed using the program 
TRANSPORT. 
The two doublet telescope is well suited to an initially (nearly) paral= 
lel beam, but. for an initially highly divergent beam the beam extent be= 
comes large in the horizontal plane in the second quadrupole for a - + - + 
configuration, in the third for a + - + - configuration, and vice versa 
for the vertical extent. 
' 
' 
' 
--
' 
' 
' 
' 
' 
This is illustrated in figure 6.2. 
---
---
---
--,-------
----· 
y 
Figure 6.2: Point and parallel rays tr~ced through a_two-doublet telescope. 
When the direction of travel is reversed (or the quadrupole po= 
_larities reversed) the horizontal and vertical rays are inter= 
changed. 
• 
• 
• 
• 
• 
-
-
• 
• 
• 
-
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6.3 Two-Triplet Telescopes with Unit Magnification 
The two-triplet arrangement of quadrupoles shown in figure 6.3 may be 
made telescopic with unit magnification using an arbitrary selection of 
six quadrupole strengths which will satisfy equation (6.1), i.e. so that 
- -
-
....._ 
,......-
. ..__ 
symmetry 
plane 
I 
I 
I 
I 
I 
I 
I 
I 
( 6. 6) 
Qs Os 
,......- r-- r--
---
....._ 
-
-Figure 6.3: A system of two symmetrical quadrupole triplets with a total 
length of 4 Cd1 + d2 ) + 6L. 
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It is, however, preferable to retain the inherent symmetry already in the 
geometry of the system. We thus look at the four symmetry types applica= 
ble to systems of quadrupoles (see chapter 5). 
If we examine the half-system M, we can. with some manipulation, show 
that with only a quadrupole triplet we cannot simultaneously get point-
to-point imaging, (M12 = 0, M34 = 0) and parallel-to-parallel imaging, 
(M21 = 0, M43 = 0). We can, however, in certain cases get M11 = 0, 
M33 = 0 (parallel-to-point imaging) and M22 = 0, M44 = 0 (point-to-paral= 
lel imaging). When this occurs we find that for quadrupoles q1 and 03 
their strengths are equal, i.e. q1 = q3 • (This is not. however, the 
only c6ndition that implies q1 = q3 .) When q1 = q3 the triplet becomes 
mirror symmetrical magnetically as well as geometrically. 
We now consider the cases where the two half-systems are related by 
. . 
translational, mirror, cross-translational and cross-mirror symmetry, 
respectively. Thin-lens optics is adequate for investigation of these 
symmetries and provides a clear understanding of the various solutions 
which exist. without the complexity of a more exact treatment. 
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(a) In the case of translational symmetry we hav~ for the quadrupole 
strengths~ 
( 6. 7) 
and 
R MM 
To find M we write the focal length of the ith quadrupole fi as 
f. = 
1 
and multiply out the matrices of the drift lengths and thi.n lenses. 
There are no solutions to the requirements R11 
R11 = R33 = -1 we require 
+1, but for 
(i) M11 + M22 0 ( 5. 2) . 
and 
M33 + M44 O 
This leads to the solution (where d1 and d2 are now the drift 
lengths to the quadrupole centresl1 
. 1 
3 [ 2 6 2 2 3 2 ]2 
-g3d2 ~ g3 d2 +(d1+d2){4g3 d1 d2 -d2(2d1+d2)(d1+d2)}{ g3 d2(2d1+d2)-2} 
d2{(2d1+d2)(d1+d2) - 4g32d1 2d22} (6.8) 
-2(1 + 2g1g3d1d2) 
(g1+g3) d2 (2d1+d2) ( 6. 9) 
Here g3 is arbitrary, restricted only by the necessity for the quantity 
in the square brackets in equation (6.8) to be positive. 
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(ii) A special case of the above solution exists when 
( 6.10) 
implying 
In this case we have two symmetric quadrupole triplets, and equations 
(6.8) and (6.9) reduce to 
and 
8d1 2d2 ( d1 +d2 J] ~ 
(6.11) 
(6.12) 
We can thus get four possible configurations i.e. we can start with 
either positive or negative quadrupole polarities for each of the 
"strong" or "weak" solutions (upper and lower signs respectively) in 
equation (6.11). While the weak solution would be used in practice, 
the strong solution will also be referred to in later sections. 
(b) For mirror symmetry we require 
( 6.13) 
Equation (6.1) can only be solved when equation (£.10) is valid, which 
_implies q1 = q3 . 
scribed above. 
This case then becomes identical to case (a - ii) de= 
(c) For cross-translational symmetry we require 
(6.14) 
In solving equation (6.1) we find that equation (6.10) cannot be valid. 
Instead we require (from equation (5.9)): 
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M11 _:!: M44 
M22 _:!: M33 
M12 + M34 
and M21 ·+ M43 
(i) For the upper sign to be valid CR11 = R33 
M12 I 0, M21 I 0. in general, we find 
+1) and for 
for 
There are two possible configurations of this type corre= 
sponding to a polarity sequence and the reverse sequence. 
(ii) As a special case of (i) above we can require 
(6.15) 
(6.16) 
(6.17) 
i.e. point-to-point but not parallel-to-parallel imaging, for 
which the restriction d1 = d2 applies, and equation (6.17) 
reduces to 
2 
d 2 
1 
(iii) Another special case of (i) above is for 
(iv) 
i.e. parallel-to4 parallel, but not point-to-point imaging. 
We now find d1 = 12' d2 • and equation (6.17) becomes: 
2 2 + /2 h. 
g1 d 2 
1 
For the lower sign in equation (6.15), leading to R11 R33 
and for M12 I o. M21 I o. we find 
q1 q3 
(6.18) 
(6.19) 
-1 
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with 
2 1 
g1 2d1d2 (6.20) 
and 
2g1 
g2 
1 2 2 + g1 d2 
( 6. 21) 
As in case (i) there are two possible configurations, correspond= 
ing to the two possible polarity sequences. 
(v) There are no solutions for the case M12 
the case 
O. M21 I o. but for 
0 
we find the restriction d1 
and (6.21) become 
d212. for which equations (6.20) 
- g 
2 
(d) For cross-mirror symmetry we require 
From this we find that equation (6.10) cannot be valid. 
need (from equation 5.25): 
M11 + M33 
M22 ... M44 
M12 + M34 
M21 + M43 
(6.22) 
(6.23) 
Instead we 
(6.24) 
which requires q1 = q3 • This symmetry then reduces to the cross-trans= 
lational symmetry discussed in (c). 
In figure 6.4 we show point-to-point and parallel-to-parallel rays 
through a number of the above systems: 
~he system described in section (a - iil and section (h) which has both 
translational and mirror symmetry .is shown for both the strong and the 
weak solutions in figur~s 6.4a and 6.4b respectively. The systems with 
cross-translational symmetry described in sections (c - iv) - with inver= 
(a) 
(b) 
(c) 
(d) 
, 
' ' 
____ ::.:.•:::-- -· " 
...... -~ 
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' 
-------·---
,-
-~----- --
y 
............................ 
Figure 6.4: Point and parallel rays traced through telescopic systems with 
unit magnification. 
(a) R11 R33 -1 translational symmetry. strong solution 
(b) R11 R33 -1 translational symmetry. weak solution 
(c) R11 R33 -1 cross-translational symmetry 
(d) R11 R33 +1 cross-translational symmetry. 
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sian - and in section (c - i) - without inversion - aie illustrated in 
figures 6.4c and 6.4d respectively. The quadrupole strengths were · 
calculated using the computer program·TRANSPORT, with the thin-lens strengths 
calculated above as starting values (to the fitting routine). 
tions are for a system with the following parameters: 
d1 = 1 , 7 m d2 = 0,2 m L = 0,4 m 
Bp 21,495 kG.m a = 0,0381 m 
These solu= 
(6.25)· 
Of the results quoted above, those in sections (a - ii) (c - i), (c - ii) 
and (c- iv) agree with the derivations of reference (KAR76). 
6. 4 Modified Telescop·es 
We define "modified telescopes" as quadrupole systems which provide 
both point-to-point and parallel-to-parallel transfer~ and unit hori= 
zontal magnification M , but variable vertical magnification M (or unit 
X y 
M and variable M ) i.e. y X 
+ 1 ' 
or 
+ 1 
R .. lJ 
R .. lJ 
0 
0 
i I j (6.26) 
i I j ( 6. 27) 
.If we reverse the polarity of each quadrupole in the system described 
by equation (6.26), we then have the other configuration, described by 
equation (6.27); 
As soon as we require eithe·r I R11 I 1 I or / R33 I 1 I we lose the symmetry 
of the quadrupole strengths which exist ·far·a telescope, and the equations 
(6.26) or (6.27) becom~ too unwieldy for analytical treatment. 
thin-lens approximation they take the form: 
In the . 
6 
V + L: a g + L: b ggg + L: c ggggg = 0 
s i=1 si i i,j,k sijk i j k i,j,k,l,m sijklm i j k l m 
and 
Ws + i~j dsij gigj + ifkl esijklgigjgkgl + fsg1g2g3g4g5g6 ° . 
for s = 1, 2 and 3 
(6. 28) 
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R33 - R11 
. , v2 v3 0 
2 
where v1 
and 
1 - R11 + R33 , w2 "' w3 0 
2 
and a, b, c, d, e and f are functions of d
1 
and d
2 
only. 
In practice it is much simpler to solve equations (6.26] or (6.27) 
numerically, using the complete transfer matrix for each quadrupole and 
not the thin-lens approximation. 
sed in section 6.6. 
Two methods of solution are discus= 
We have six equations to solve, i.e. 
R11 = + 1 , 
I 
and 
M , y 
0 
(6.29) 
and the six unknown quadrupole strengths, so we expect 6 solutions for 
We have calculated these 
using the system parameters given in equation (6.25). We present these 
solutions in figures 6.5 and 6.7 for jR33 j_~ 1 only. We can obtain the 
results for I R33 1<1 directly from these by tra~ersing the system back= 
wards which gives the inverse magnifications. 
For unit horizontal and vertical magnification, these systems are simple unit· tele=. 
scopes, with syrrmetries discussed in section 6.3. Thus in figure 6.5 
we show the six solutions for R11 = -1, R33 ~ -1 in the form of plots of 
quadrupole strengths as functions of R33 • Where the curves pass ~hrough 
R33 = -1. the quadrupole strengths for figures 6.5a, b, c and d are those 
determined for both translational and mirror symmetry in section 6.3 
(a- ii), while for figures 6.5e and f they are those found in section 
6.3 (c - iv) for cross-translational symmetry. It may be seen that 
the curves in figures 6.5c join with those in figure 6.5e at their 
turning points, i.e. at maximum magnification., Figures 6.5d and 6.5f 
are similarly linked. This linking is further illustrated in figure 
6.6 in which the excursions of the individual qu~drupole field strengths 
are plotted separately. Here the curves of figure 6.5c - e are linked, 
and also extended beyond unit magnification to include the reciprocal 
magnifications which would be obtained by traversing the system backwards. 
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Figure 6.7 shows the six solutions for R11 = +1, R3 j > +1. The 
points ·R33 = +1 in figures 6.7a and b were predicted by the calculations 
of section 6.3 (c - iJ for cross-translational symmetry. but these points 
in figures 6.7c, d, e and f are not accourited for by thin-lens theory 
I 
.because it is not valid for high quadrupole fields. However~ the curves 
in figure 6.7a join with those in 6.7c at their turning points. and similar= 
ly for figures 6.7b and d. 
Although a wide range of magnifications is made available, the quadru= 
pole strengths tend to be large at the extremes of this range. If we 
restrict the quadrupole fields to~ 10 kG.for the example considered 
here, we can still obtain 0,125<jR33 j<8. This is particularly useful 
in the situation where the vertical beam extent is limited (by a dipole 
aperture for example) early in the beamline, but a large vertical beam 
is required further on, e.g. at a target. 
6.5 Zoom Lenses 
We define "zoom lenses" as quadrupoie systems which provide both point-
to-point and parallel-tb-parallel transfer, with equal. variable hori= 
. zontal and vertical magnifications. 
perties of the nptical "zoom lens". 
This is thus analogous to the pro= 
In the zoom lens system of R11 = R33 I~ 1 reversal of quadrupole pola= 
rities does not affect the transfer matrix. 
solutions to the set of equations 
Thus of the six·possible 
(6.30) 
0 
only three are unique for each of R11 <0 and R11 >0. The method of so= 
lution of these equations is similar to that for equations ·(6.29), and 
is discussed in section 6.6. 
We have calcuiated these solutions for the system with parameters defined 
in equation (6.25]. The results for negative magnification are shown in 
figure 6. 8, and those for positive magnification in figure 6. 9. 
Figure 6.7: 
• 
• 
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Figure 6.9: Three sets of quadrupole field strengths as a function of magni= 
fication for the zoom lens case R11 = R33 ~1. Note that the 
curves in ·(a) link with those in (b). The scale differs for 
plot (c). 
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The quadrupole field strengths at unit magnification are identical to 
the values fo4nd for the modified telescope in sec~ion 6.4. Thus the 
field strengths for unit magnification in figure 6.8a correspond to 
those of figure~ 6.5a and b, while those of figure 6.9a, for example, 
correspond to unit magnification in figures 6.7a and b. At maximum 
magnification the curves in figure 6.8b join with those of figure 6.8c, 
and similarly for figures 6.9a and b. 
If, in the example given here, we limit the maximum quadr~pole strengths 
to less than 10 kG.we can still achieve magnifications in the range 
0,1 <I R11 1 <1 0, which is more than adequate for most beam line applications. 
6. 6 Methods of Solution to Modified Telescope and Zoom Lens Systems 
We have used two methods of finding the quadrupole strengths as a func~ 
tion of magnification for the modified telescope and zoom .lens ·systems 
(i.e. solutions to equations (6.29) and (6.30)). In both of them a 
single solution for a given magnification is found after supplying an 
initial guess as to the possible quadrupole strengths. This initial 
guess will be similar to the solutions to th~ unit.telescope for mag= 
nifications close to unity, and in the case of magnifications very dif= 
ferent from unity, will be based on the adjacent solutions already found. 
The methods are described below. 
The computer program TRANSPORT is used with constraints on R11 • R12 , R21 • 
R33 , R34 and R43 , allowing the quadrupole strengths to be varied until 
these constraints are satisfied. This program uses a method of non-
linear least-squares with differential correction (BR071) to find the 
desired solution. We found that very often it would fit 
+ 1 
giving arbitrary values of the vertical magnification R33 , but when we re= 
quired a specific value of R33 = My I 1, it would put 
R33 = My + I. 
\ 
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This is also a point on the modified telescope curve of R33 vs. quadru= 
pole strength, so it was of use in constructing the curve. For the 
zoom lens calculation, however, it was most unsatisfactory, as we would 
get 
M + y M + A 
and in most cases the errors Y and A were too different to be able to 
use the result. (An error of 0.1% was considered acceptable.) Hence 
the need for an alternative method. 
We have written a computer program QUADS which uses an IMSL (IMSL: 
International Mathematical and Statistical Library) routine for solving 
the six simultaneous non-linear equations (6.29) or (6.30). The method 
employed in the routine is at least quadratically convergent. (8R069). 
and requires 27 function evaluations per iterative step. We found 
this program satisfactory. especially for evaluating the zoom lens. 
6.7 Conclusions 
The two-doublet telescope provides a convenient method of transferring a 
beam over long distances with direct imaging of the initial beam. How= 
ever it does have disadvantages: 
(i) the beam may become large inside the quadrupoles if it is 
highly divergent initially; 
(ii) the magnification is fixed at unity~ and cannot easily be 
altered; 
(iii) there are no vanishing second-order chromatic aberrations 
(T116 = 1 226 = T336 = T446 I_O. T126 = 1 346 I 0: 1 216 = 1436 I O). 
If a two-doublet telescope is used, then sufficient space should be left 
between the quads in each pair. If necessary, the system may later be 
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upgraded to a two-triplet telescope by the addition of the two extra 
quads. 
We see that the two-triplet telescope is an extremely versatile system. 
By altering only the quadrupole field strengths we can vary the mag= 
nifications obtainable in either the horizontal plane or the vertical 
plane, or both simultaneously. The ease with which we can change R11 • 
R33 from positive to negative values (or vice versa) is particularly 
useful when matching a beam to a spectrometer (see chapter 10). An 
additional advantage is that the chromatic aberration terms T116 • T226 • 
T336 • T446 vanish (in the mirror symmetrical systems). 
In practice a table of quadrupole field strengths as a function of mag= 
nification may be drawn up for any given two-triplet configuration. 
These results depend only on the geometry of the system and the magnetic 
rigidity of the beam, but are easily scaled to a change in the latter. 
The initial beam parameters do not affect the system at all. 
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7. ORTHOGONAL QUADRUPOLE SYSTEMS 
7.1 Introduction 
In most beamlines, whether between pre-accelerator and main accelerator 
or between accelerator and target area, elements are required to enable 
the size and shape of the beam to be varied. As we have mentioned be= 
fore, quadrupole lenses have suitable focussing properties. Unfortunate= 
ly, however, the action of a quadrupole is focussing in one plane but de= 
focussing in the other, and various combinations of quadrupoles must be 
used t~ achieve overall focussing in both planes. As a result, the changes 
to the beam shape in one plane are difficult to decouple from changes in 
the other. 
In ~n idealised situation we would like to have these beam shaping quadru= 
poles restricted to a short section of beamline, probably between two sets . 
of slits, and operati~g in waist~to-waist mode. In such a section we 
then require a minimum of four quadrupoles to transform a double waist 
at the initial slit into another double waist of given size at the final 
slit. With four quadrupoles, however, altering the field strength of· 
any one or more quadrupoles to vary the size of the beam in the horizontal 
plane unavoidably affects the beam in the vertical plane, and vice versa 
i.e. the shaping in x and y is not independent, and all quadrupoles must 
be adjusted in a complicated manner. However, by u~ing an additional 
two quadrupoles, we can separate the shaping in x and y, making them in= 
dependent of each other. The quadrupoles which control the x-shaping 
are then said to be "orthogonal" to those which control the y-shaping. 
This principle has been incorporated into the transfer beamline at SIN (MAR75), 
and discussed by Joho (JOH75) but the quadrupoles are distributed through= 
out the transfer beamline, and their operation is not as simple as in the 
specialised waist-to-waist section we propose here. 
7.2 Concept 
The way in which we propose to operate the system is shown in figure 7.1. 
Here we represent the quadrupoles by thin lenses and the initial waist by 
a point source. The rays drawn are those of maximum divergence at the 
initial waist for x and y respectively. The quadrupoles o3 and 05 (con= 
01 02 03 
X 
·04 Os 06~07 
t 
t '-1 y . N 
O.t 02 03 04 Os 06 
Figure 7.1: A system of six quadrupoles (represented as thin-lenses) in an orthogonal arrangement. The rays 
shown have maximum initial and final divergences both horizontally (x) and vertically (y). 
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trolling x only) are orthogonal to 02 and 04 (controlling y only). The 
quadrupoles 01 and 06 serve only to separate x and y into "orthogon~l" 
modes. 
Thin· lenses and point sources are. of course. only theoretical approxi= 
mations. and we might expect to achieve only approximate orthogonality 
in practice. However we shall show that the ind~pendence of x and y is 
remarkably good. 
We have mentioned that the beam should not become too large inside the 
· quadrupoles t~ avoid the cost of large aperture quads. From figure 7.1 
we can see that the horizontal beam size becomes large in 03 and 05• and 
the vertical size large in 02 and 04 . The optimum solution for limiting 
the size will be such that x in 03 should equal x in 05• this size be= 
ing equal to y in 02 and o4 . We can determine the placing of the qua= 
drupoles in the system,to achieve this optimum sizing.using thin-lens op= 
tical theory. as follows: 
We stated in chapter 4 that the focal length of a quadrupol~ in the 
focussing plane is 
f 1 
c k sin kl • (4.10) 
and in the defocussing plane it is 
fd 
1 
k sinh kL (4.13) 
The (first-order) approximation for thin lens optics was given in equa= 
tion (4.14) 
i.e. f 
c 
where c refers to focussing. and d to defocussing. actions. If we put 
f 0 = 1/k
2L. we can then apply the more realistic (second-order) approxi= 
mation (REG67): 
(7.1) 
(7.2) 
We now apply equations (7.1) and (7.2) to the quadrupoles in figure 7.1 
to find the optimum spacing for the quadrupoles. The equations in the 
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following two sections will be fully derived in Appendix 0: only the 
more im~ortant .steps are shown as equations (7.4) - (7.35}. 
It ~hould be notijd that the drift lengths o1 through o7 are me~sured to 
the centres of the quadrupoles, such that 
T (7.3) 
where T is the total le~gth of the system. 
7.3 Double Waist 
We first treat the· case where both x and y are at a waist initially. 
This treatment applies to a double waist at the end of the system as w~ll. 
We assume a point source, so that we may apply point-to-point optics. 
lhis is a valid approximation if the wai~ts are narrow, i.e. if x is small 
compared to x', andy small compared toy'. With this assumption we 
find that the only beam parameters entering the calculation are the initial 
divergences xi' and yi'. and the final divergences xf' and yf'. as well as 
the magnetic rigidity of the beam. 
The thin-lens equation for the rays affected by o1 • is, for x: 
1 1 1 
f 
c 
1 
(7.4) 
which specifies an ~ cross-over at the centre of 02 . Introducing the 
distance from the initial waists to the centre of 02 as the parameter 
E = 01 + 02 leads to 
01 (E - 01} 
fo 
L 
E - s· ( 7. 5) 
Similarly for y we have 
1 1 1 1 
01 r fd L 
-- f 6 0 
( 7. 6) 
where the distance r is defined in figure · 7.2 Also shown in the figure 
is y2 , which, from geom~trical considerations, can b~ calculated as 
y.~[·o1o2 
1 r . 
+ ( 7. 7} 
G 
E 
L....::::--- D 1 D :;,.ojE ::::. lllliC 2 03 ::;..I 
y2 x3 
t ~ 
Q1 Q2 Q3 
Figure 7.2: Schematic representation of the first three quadrupoles of figure 7.1 showing the size of the 
beam in 02 and 03, for the case of an initial dou~le waist. 
'J 
U1 
.•. 
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Wh8n we.combine equations (7.5), (7.6) and (7.7), we find 
, [ 3D1 CE-D1 J 1 
yi E 1 + 30 (E-D )-EL ' 
. 1 1 -
( 7. 8) 
We want y2 to be a minimum (to restrict the beam size in 02 J. Hence, 
differentiating and putting dy/dD1 = 0, together with equations (7.5) 
and (7.8), 
01 
and fo 
we find 
02 
01 
2 
E 
2 
L 
5, 
( 7. 9) 
( 7. 1 0) 
We also require the horizontal beam size x3 in quadrupole 03 to be of the 
same order as y 2 • From figure 7. 2 it can be seen that x3 is directly 
proportional to o3 . Equation (7.8) can be re-written using equation 
( 7. 9) giving 
( 7. 11 ) 
which, for small L and putting o1 + o2 + 03 G becomes 
(7.12) 
i.e., y2 is proportional to the difference between the composite length· 
G and the drift length 03 . Thus y2 decreases with increasing o3 , while 
x3 increases with 0 3 . The minimum quadrupole aperture is thus reached 
when ~3 is chosen such that they are equal, i.e., x3 = y2 , giving 
y2 (7.13) 
If we want the same (minimum) beam size in 04 and 05 as well, we find 
from the symmetry shown in figure 7.1 that 
Equations (7.9) and (7.11) will also apply to a double waist at the end 
of the system as well, and we find that 
( 7.15) 
and 
x' f 
y' f 
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(7.16) 
Thus, using equations (7.3), (7.9) and (7.11) to (7.16), we can solve 
for all the drift lengths in terms of the initial·and final divergences. 
For the special case of equal .ratios of horizontal to vertical divergen= 
ces initially and finally, i.e., 
1 (7.17) 
X i 
(7.18) 
and T (7.19) 
which leads. to 4801
2
- (20L + 3TJD1 + 2LT 0, (7.20) 
giving two solutions for o1 • In many cases it will be found that the 
smaller value is less than the quadrupole length L, and the larger so= 
lution has to be used. 
7.4 Waist in One Dimension Only 
The treatment below is a general one, in that even if the system under 
consideration does not start at a waist, we may theoretically always in= 
crease (or decrease) o1 until a waist in at least one dimension is reached. 
Then we extend it further a distance P (as shown in figure 7.3) until a 
waist in the other dimension is found. 
true, but equation (7.6) now becomes 
1 
and equation 
y2 
1 
r 
( 7. 8) becomes 
. y'. [ E + p + 
l . 
1 
L 
-- f 6 0 
3E(PE + 0 E -1 
3D1 CE- o1 J 
Equation (7.4) ~till holds 
( 7. 21 ) 
0 p - o, 2] l 1 . (7.22) 
- LE 
1<:: E ::Z:..I 
~P ===-1-c 01 >I< 02 >1..::: 03 =:;.I 
I 
I 
I 
01 
y2 
~ 
Q2 
x3 
! 
Q3 
Figure 7.3: Schematic representation of the first three quadrupoles of figure 7.1 for the case where the 
initial y waist is at a distance P behind the initial x waist. 
" 
()J 
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0 as before, now leads to the result 
E + .£!::. [1 - . ( 1 + 3P + 3P 2 l ~] 
3P L EL (7.23) 
and thus 
y'. [2E + P + 1 
3P + 2L { 1 -
(7.24) 
Putting x3 y2 as before we now find 
y2 02 y2 E - 01 
03 
.x 
, 
01 
, 
01 i X i 
(7.25) 
If we assume that we have a double .w~ist at the end of the syitem, then 
equations (7.14) to (7.16) will be valid. These, together with equations 
(7.3) and (7.23) to (7.25) completely define the system. 
We have written a computer program ORTHD to calculate the following 
quc;lntities: 
A E + 
E + E L [ 1 _ ( 1 + 3P + 3P L 
X i 
f
2E + P + . . 
3P + 2L 3P ( 1 - ( 1 + -.- + L 
[ 
. y, f 
+ 16L2 - 72 x' f L03 
24 
+ T 
(7.26) 
... (7.28) 
(7.29) 
The input to the program consists of: L, T, .P, y' ./x'. and y'f/x'f, 
1 1 . . 
A range of values forE is used, for each of which o1 , o3 , o7 and A are 
calculated. Those values which result in A = 0 give a solution to the 
system. Some solutions may be discarded in practice because of the re= 
striction that o.>L for i = 1, ... , 7, i.e. all seven drift lengths must 
1 
' 
• 
I 
I 
I 
I 
I 
-
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be somewhat larger than the effective length of a quadrupole. Other 
solutions, while physically possible, give equal maximum values of x 
and y which do not necessarily correspond to the smallest maxima obtain= 
·able. These should also be discarded. 
Having found theinter-quadrupole spacing, we can find the focal lengths 
of the quadrupoles (and hence the field strengths) from the following 
equations. 
01 (E - 01) L 
f1 = E 6 ( 7. 5) 
03 { EC 2 + PC + 3P (E-01)2} L 
f2 
2 6 = 
03 (C2 + 30 2 + 3PE) + EC + PC + 3P(E - 0 ) 2 1 2 2 1 
(7.30) 
where c2 - 601 (E - 0 ) -1 . LE ( 7. 31 ) 
f3 f4 
03 L 
2 6 (7.32) 
f5 
2 o3 o7 c 5 L 
03 (30 2 + c 5J + 207c 5 
6 
7 
(7.33) 
where c5 - 6 0 
2 
- 2 o7L (7.34) 7 
and f6 
07 L (7.35) 2 6 
The polarities of the quadrupoles have not been incorporated into these 
equations yet. Either the set f 1 , f 3 and f 5 or the set f 2 , f 4 and f 6 
require negative signs. 
in the next section. 
The method of choosing ~clarities is discussed 
7.5 Quadrupole Polarities 
We·define the pnormalp quadrupole polarities for any given system as 
those which result in minimum beam width in the quadrupoles. This im= 
' plies t~at if x'i> y'i then 01 should be positive (x-focussing). The 
subsequent quadrupoles always have alternate polarities (see figure 7.1}. 
Cbnver~ely, if~-.< y'. then the normal polarity 'of 01 is negative. If l l . 
. x'. = y'. the normal polarity se~uence is then determined in a similar man= l l . 
ner by the ratio y·f/x'f. If this is greater than unity. the normal pola= 
rity for Q6 is negative and the alternate polarity sequence implies o1 
• 
• 
I 
-• 
I 
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positive. If, however. we wish to change xf and yf from their optimum 
values so that y~f/x~f <1, than we should use the reverse polarity sequence. 
We may do this because x~. = y~. sets no normal polarity for Q1. l l However. 
if x~. is very different from y~ .• conflicting requirements at the initial 
l l . 
and final quadrupoles may result in large beam extent in the quadrupoles. 
7. 6 Results 
We have used the program TRANSPORT to test the validity of our approxi= 
mations. We used equations (7.30) to (7.34) to find initial estimates 
for the quadrupole strengths. The results of our investigation are 
discussed below and summarized in Table 7.1. 
We consider both the case P = 0 (initial waists in x and y coincident) 
and the case P I 0 (initial waists not coincident) in a system which we 
have chosen to be 13 m long, with quadrupoles of effective length L = 0,40 m. 
(a) P = 0 
We examine a special case where y~ i I x~ i = (y~ f/x~ f) - 1 and we choose 
y~ i/x~ i = 0,75 and thus y~ f/x~f = 1,33. From the results of program 
ORTHO we find: 
For an emittance of 3w mm.mrad, we have selected initial values: 
x. = 0,5 mm. 
l 
x~. = 6 mrad, 
l 
y. = 0,667 mm. 
l 
y~ i = 4,5 mrad. 
Using the calculated distances between quadrupole centres. we then used 
TRANSPORT to fit waists at succeeding quadrupoles. and so to form a final 
double waist. In figure 7.4 we show the beam envelope plotted through 
this system. From this we can see that x in 03 and Q5 is nearly identi= 
cal toy in 02 and o4. The actual ratio y~f/x~f is 1,23, compared with 
the design value of 1,33 used in the thin-lens treatment . The plot shows 
optimum values of xf and yf. i.e .• for which the system is properly ortho= 
gonal. 
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TABLE 7.1: A range of final beam parameters obtainable for the special 
case discussed in the text. 
I 
Quadrupole xf Yf y'f Figure polarities (mm) (mm) , 
X f 
Normal 0,64 0,52 1,23a 7.4 
Normal 7~00 0,52 13,46 7.5(a) 
Normal 0,64 0,32 2,00 7.5(b) 
Reversed 0,40 0,88 0,454 -
Reversed 0,40 7,00 0,057 7.6(a) 
Reversed 0,35 0,88 0,398 7.6(b) 
a Thin-lens design value 1,33 
If we alter only 03 and 05 to change xf from its optimum value of 0,64 mm 
to 7,0 mm, yf is unaffected and remains equal to 0,52 mm. This is demon= 
strated in figure 7.5(a). If. instead, we alter 02 and 04 to change yf 
from 0,52 mm to 0,32 mm. xf is completely unaffected and remains equal 
to 0,64 mm as shown in figure 7.5(b). ·If each of these two cases the 
final ratio_ y'flx'f is increased relative to the thin-lens design value 
(refer to Table 7.1). The ~ystem as designed works well for y'flx'f >1. 
For y' fix' f <1 the system should be used with the quadrupole polarities 
reversed. This is illustrated in figure 7.6(a). where x now behaves simi= 
larly to y in figure 7.5(a); and in figure 7.6(b) where x behaves like y 
in figure 7.5(b). In the reverse polarity cases illustrated, the ratio 
y' fix' f is decreased relative to the design value. 
With these two modes of operation of the system, a very wide range of 
sizes of the final waists can be obtained. The range can in principle 
be extended even further than shown above, but the size of the beam in 
the fourth or fifth quadrupole may become large. depending on the emittance. 
The position of the waists also shifts slightly: for example, in figure 
7.5(~) where xf is much greate~ than the thin-lens design size, the beam 
becomes large in 05 and the x-waist is no longer in the middle of Q4 • 
This implies that any subsequent alteration to yf will also slightly af= 
feet xf. This defect is exaggerated in figure 7.6(al because reverse 
polarities are less favourable for the case illustrated where x/. >y' .. 
l l 
Scm 
0 
-Scm 
Figure 7.4: 
Scm 
. (a) 
0 
-Scm 
Scm 
(b) 0 
. -Scm 
Figure 7.5: 
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Beam envelope plot for a system designed for y.'/x. '= 0,75 and l. l. 
yf'/xf' = 1,33 showing optimum values of xf and yf~ 
I 
Beam envelope plots for the system shown in figure 7.4 with: 
(a) xf increased to 7 mm and yf unaltered; and 
(b) yf decreased to 0,32 mm and xf unaltered. 
-• 
• 
• 
• 
• 
-
I 
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Scm 
(a) 0 
-Scm 
Scm 
(b) 0 
-Scm 
Figure 7.6: Beam envelope plots for the system shown in figure 7.4. but 
with reverse polarities. giving 
(b) 
7 mm and xf unaltered from the optimum value for 
this polarity sequence; 
xf = 0,35 mm and yf unaltered from the optimum value for 
this polarity sequence . 
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If the input beam is such that y~./x~. is larger than the thin-lens 
l l 
design value, then the maximum value of y in the quadrupoles increases 
and that of x decreases, and vice versa for smaller y~./x~ .. 
l l 
This ef= 
feet may be seen in figure 7.7, plotted for y~ i/x~i = 1,0 instead of 
0,75. The orthogonality of the quadrupoles is not affected, however. 
(b) P I 0 
Here we consider a system designed for P 0,5 m, y~./x~. 
l l 
0,6 and 
y~ f/x~ f = 2,5. 
Figure 7.8 gives the beam envelope plot for an emittance of 3n mm.mrad, 
with x~. 6 mrad and y~. 3,6 mrad, with the vertical waist 0,5 m be= 
l l 
fore the horizontal waist. Note that o1 is no longer equal to o2 . 
The actual ratio y~f/x~f is 2,492-- very close to the thin-lens de= 
sign value of 2,500. 
In all the above cases we have started with x small compared to x , and 
the orthogonality of the quadrupoles is very good. If we start with 
larger x. andy. (implying smaller x~. andy~. respectively for any 
l l l l 
given emittance) we find larger waists within quadrupoles 02 to 05 
and there is thus more effect on one dimension when the other is varied 
(i.e., the orthogonality becomes degraded). However, this only becomes 
noticeab~e when x or y (in mm) is larger than x~ory~ (in mrad) respec= 
tively. 
7.7 Conclusion 
We have demonstrated that the orthogonal quadrupole system gives excel= 
lent independent control over the horizontal and vertical focussing pro= 
parties for both coincident and non-coincident initial waists. While 
it is in principle possible to accomplish the same focussing with only 
four quadrupoles, using a computer-linked control system and look-up 
tables, for example, this also requir~~ very precise knowledge of the 
initial beam parameters. In practice these are rarely so well-defined, 
and manual tuning is almost always required. The orthogonal quadrupole 
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Scm 
0 
-Scm 
Figure 7. 7: Beam envelope plot for the system shown in figw·re 7. 4 with 
1 (i.e., larger than the design value) showing the 
larger maximum y in the quadrupoles which is obtained. 
Figure 7.8: Beam envelope plot for a system with P 
and yf~/xf~ = 2,5. 
0. 5 m, y. ~ lx. ~ 
1 1 
0,6 
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system described here is considered to provide sufficiently improved 
ease of operation to warrant the cost of the two additional quadrupoles. 
The advantage of the orthogonal quadrupole system over the two-triplet 
telescope (with modified telescope and zoom lens capabilities) is the 
ease with which the system may be tuned. expecially when the waist 
size is to be altered in only one dimension. The range of possible 
magnifications is also greater. with lower q~adrupole field ~trengths. 
A disadvantage of the orthogonal quadrupole system is its dependence oh 
initial beam parameters. This system should therefore only be used in 
such sections of beamline where: 
(i} the initial conditions are unlikely to vary greatly. and 
(ii) we require the beam leaving the system to be easily adjustable. 
Examples of such se~tions are given in chapters 9 and 10. A further 
disadvantage of the orthogonal quadrupole system is that no chromatic 
aberration terms vanish. However if a two-triplet telescope is used 
with. non-unit magnifications, then the symmetry of the system is lost 
and all chromatic aberration terms are also present. 
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8. DIPOLE SYSTEMS 
8.1 Introduction 
Dipoles are used in beam transport systems for one or more of the fol= 
lowing reasons: 
(i) to send the beam in the desired direction; 
(ii) to achromatise a dispersed beam, or 
(iii) to disperse an achromatic beam. 
We are not concerned here with situations in which dipoles are used 
only to bend the beam. We will discuss the behaviour of the off-momen= 
tum rays in two-dipole systems only, as 3 or more dipoles are rarely 
used for dispersion matching. 
section 9.8.) 
(A single-dipole system is described in 
Of interest are the situations where 
(a) a beam with arbitrary dispersion is to be achromatised. The 
reverse of this situation gives arbitrary dispersion to an 
achromatic beam; 
(b) the momentum spread of a beam is to be reduced by removal of 
the rays with extreme momenta. This is achieved by placing 
a "momentum-~electing" slit to cut out the dispersed rays at 
a position of horizontal focus (of the central-momentum rays)(REE69). 
This situation may occur together with (a). 
We introduce here the concept of resolving power. The resolving power 
R1 expresses the capability of a system to separate particles of different 
momenta, and is defined as the ratio of horizontal momentum dispersion 
to image size (BR067): 
R1 
R16 
. ( 8. 1 ) 
where x0 is the half-width of the source slit. The higher the resolving-
power, th~ more ef~ective the action of the momentum-selecting slit be= 
comes. To increase R1, we require a large dispersion R16 , a small ma~= 
nification R11 and a small object slit. This implies that the horizon= 
tal rays should travel in a point-to-point mode between object slit and 
momentum-selecting slit. 
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Although systems consisting of only dipoles c~n achieve this paint-to-
point mode (LIV69, HIN69, ENG67) we examine systems which contain 
quadrupoles as well. Ouadrupoles a~d versatility to a system, and 
are essential if we wish to achieve (a) above. 
between the dipoles affect the dispersed rays. 
Ouadrupoles situated 
It is often convenient 
to locate at least one quadrupole at (or near) a waist in both x and y 
so th6t the dispersed rays may be controlled without affecting the cen= 
tral momentum rays. Ouadrupoles may also be placed before the first 
dipole and after the last dipole to control the optics of these central 
momentum rays (e.g. to ensu~e that the vertical bea~ height is not too 
. large in the dipoles). 
sirable. 
Telescopic optics for ths system is often de~ 
We examine systems which have either mirror or anti-mirror symmetry. 
These are easily achromatised: 
mirror symmetrical systems are achromatic if the dispersed 
ray is parallel to the central ray at the symmetry plane, 
M26 = 0 (see equation (5.13)) 
anti-mirror symmetrical systems are achromatic if the dispersed 
ray crosses the central axis at the symmetry plane, M16 = 0 (see equation (5.19)). 
The anti_:mirror symmetrical system cannot be used with a momentum-select= 
ing slit at its symmetry plane because of the zero dispersion there. 
8.2 One Quadrupole between Two Dipoles 
The sy~tem with 6ne quadrupole between two dipoles is the simplest one in 
which an initially achromatic beam may be made achromatic at the exit to 
the system (except the case of a deflection through 360° which requires 
no quadrupoles). It has been discussed by various authors (PEN61, STE65, 
ENG67, LIV69, JOH75). \de examine the system here because it illustrates the 
principles of achromatising in a relatively simple way. 
The mirror~symmetrical case is shown in fiEure 8.1a, and the anti-mirror 
symmetrical one in figure 8 .. 1 b. 
M is calculated as follows: , 
The transfer matrix of the half-system 
(a) 
(b) 
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p+~p 
~ ------
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Figure 8.1: Achromatic systems with 
.P, 
I ' le>< / I / 
I / 
1/ 
(a) a mirror symmetrical arrangement 
(b) an anti-mirror symmetrical arrangement 
of one quadrupole between two dipoles. 
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kl sin kl 0 0 1 01 0 0 
- p sin ex 0 p(1-cosa) cos cos a. k 
M -k sin kl cos kl 0 0 0 1 0 0 sin .a cos ex 0 sin a p 
0 0 1 0 0 0 1 0 - sin ex -p(1-cosa)1 p(a-sincx) 
0 0 0 1 0 0 0 1 0 
We have made the following assumptions: 
(i) the dipole has a uniform field i.e. n = 0, and 
(ii) the dipole has zero edge angles. 
0 0 1 
(8.2) 
These assumptions imply that the vertical extent of the beam is not 
affected by the dipole, and we have thus not included the terms affecting 
(y, y') in equatio~ (8.2). 
The expression for dispersion and angular dispersion at the symmetry 
plane are (for a quadrupole of length 2L): 
sin kl M16 cos kl (P - P'cosa + o1sin a) + k sino: and 
M26 cos kl sin a - k sin kl (p - p cos a+ 01 sin a) 
.From equation (8.3) we see that we cannot get M16 = 0 except 
(8.3) 
(8.4) 
with a very 
' ' 0 
strong quadrupole (kL>n/2 ) forcx<180. In, practice this exc;;ludes the case of 
anti -mirror symmetry with one quadrupole for many achromatic deflection sys= 
terns (for high energy beams at least). 
We can find the condition for achromatic transfer in mirror symmetrical 
systems by putting equation (8~4) equal to zero. Then 
k tan kl sin ex P ( 1 - cos ex ) + 0 sin a 
1 
and the resultant dispersion at the symmetry plane is 
P (1 "'cos a) + (01 + L/2) sino: 
for quadrupole strength 
a (8 P) sin a 
---L p(1 cos a) + 01 sino: 
(8.5) 
( 8. 6) 
( 8. 7) 
Equations (8.6) and (8.71 are derived from (8.5) with the assumption 
that kl <1. 
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Edge angles on the dipoles may be necessary for the control of the ver= 
tical extent of the beam. If the angles on the edges facing the sym= 
metry plane a~e both B, then equation (8.7) becomes 
a (Bp) 
L 
tan B (1 - cos a) + sin a 
( p + 01 tan B ) ( 1 - cos a ) + o1 sin a 
(8.8) 
We cannot place a momentum selecting slit exactly at the position of 
maximum dispersion because of the presence ther~ of the quadrupole. 
Nor can we use this system to achromatise a beam with arbitrary disper= 
sian because we have only one control over the dispersion - we need two 
if we are to correct both the position and the direction of the dispersed 
ray entering the seconp dipole. However, the system is useful for de= 
flection of achromatic beams when the achromatism is to be maintained 
(HIN75a). 
8.3 Two Quadrupoles between Two Dipoles 
This system is similar to the one with only one quadrupole between the 
dipoles. but has several advantages nver it: 
(i) for mirror-symmetrical systems a momentum-selecting slit may 
be placed at the symmetry plane. (or anywhere between the two 
quadrupoles) where ·the dispersion is greatest; 
(ii) for anti-mirror symmetrical systems the quadrupoles can steer 
the dispersed ray correctly without· having to be too strong. 
especially if the distance between the quadrupoles is relative= 
ly large; 
(iii) with two controls over the position and direction of the dis= 
parsed ray we can recombine an arbitrarily dispersed beam; or give 
an initially achromatic beam an arbitrary dispersion. 
The system is shown in figure 8.2a for mirror symmetry, and in figure 
8.2b for anti-mirror symmetry. 
The expressions for M16 and M26 are now: 
1 
cos kl ( P - P cos a + o1 s.in a) + k sin kl sin a 
+ D2 [cos kl sin a - k sin kl ( P - P cos a · + 01 sin a)] ( 8. 9) 
and 
cos kl sin a - k sin kl ( P - p cos a + o1 sin a) ( 8.10) 
(a) 
(b) 
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I 
p+llp I 
' I -----+-----
--
---
Figure 8.2: Achromatic systems with two quadrupoles between two dipoles in 
(a) a mirror symmetrical arrangement 
(b) an anti-mirro~ symmetrical arrangement 
I 
I 
• 
I 
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-Equation (8.10) is independent of c2 and for the case of mirror symmetry 
02 may be chosen to suit the optics of the central momentum rays. 
If we apply th~ thin-lens approximation. then M16 = 0 implies that the 
quadrupole field strength 
g k2L 
1 sin a 
+ 
02 p ( 1 - cos a) + 01 sin a 
This is the condition for the anti-mirror symmetric system to the achro~ 
matic. 
These systems have not been widely used in the past. However. we feel 
that the mirror symmetric system is particularly useful as the length of 
beamline required is limited and the number of elements needed is small 
while great versatility is available. These properties are useful for 
beam transfer lines between accelerators. We will discuss the mirror 
symmetric system further in this context in chapter 9. 
We note in passing that after private communication between ourselVes and 
the group at ICPR in Japan. such a two~dipole two-quadrupole system is 
incorpotated into their published beamline between an existing linear ac= 
celeiator and their proposed separated-sector cyclotron (WA079). 
8.4 Systems with Many Quadrupoles 
Increasing the number of quadrupoles in a two dipole system does not 
change the principles illustrated in figures 8.2a and 8.2b about the po= 
sition or direction of the dispersed ray at the symmetry plane. The ver= 
satility of the system does however improve with the number of quadrupoles. 
e.g. the mirror symmetric system described in (JOH75) with four ~uadrupoles 
between two dipoles has a much higher resolving power than the system with 
· only two quadrupoles. Probably the maximum number of quadrupoles required 
is nine. as in the."double-monochromator" proposed by Hinterberger (HIN74a. 
HIN74b) and now in use at Hahn-Meitnerinstitute (VICKSI). If the second 
bend is to be far removed from the first bend. then further systems of either 
two-doublet or two-triplet telescopes may be used in addition to the nine 
quadrupoles. 
The VICKSI double-monochromator is shown in figure 8.3. It is a mirror-
symmetrical system consisting of two double-focussing dipoles. separated 
by three quadrupole triplets. With suitable q~adrupole sett~ngs any one 
._. .. •- ------
I 
---
1 
Figure 8.3a: Double-monochromator showing (schematically) the horizontal point rays (solid lines). for 
(i) achromatic mode - the off-momentum rays are drawn ----
(ii) non-dispersive mode - the off-momentum rays are drawn -·-·-·-·-
Based on a figure in reference (HIN74a) 
\ 
I • 
\ 
. 
\ 
-\--
CP 
CP 
---------
I 
I 
I 
I 
Figure 8.3b: Double-monochromator with central triplet switched off. showing (schematically) the horizontal 
point rays and the off-momentum rays (drawn ----) for double-dispersive mode. 
gure in reference (HIN74a). 
Based on a fi= 
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of the following modes may be obtained: 
(a) doubly-telescopic. non-dispersive, with 
resulting in 
This is shown in figure 8.3a. 
(b) double dispersive. with 
M22 = M44 = 0 
resulting in 
R11 = R22 = R33 = R ·= -1. R16 ~ o. R26 ~ 0 44 
This is shown in figure 8.3b. The central triplet is not. used in this 
mode. However if we do use the central triplet we can also get 
M11 = M22 = M34 = M43 = o. 
resulting in 
R11 = R22 = -1 • .R33 = R44 = +1, 
(c) doubly-telescopic. achromatic, with 
resulting in· 
0 
This is shown in figure 8.3a. 
(d) approximately doubly-telescopic. isochronous. with 
resulting in 
In this mode the normal pulse stretching due to the momentum spread of 
the beam is compensated for by making the particles with higher momenta 
take longer paths through the second dipole. N~gative values of R56 may 
also be sef. which is most useful when the beam is being matched to a 
time-of-flight spectrometer~ 
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A corresponding anti-mirror symmetrical double monochromator similar to 
I 
the mirror-symmetrical one can also be constructed by flipping either 
dipole through 180° (HIN74a). 
The double monochromator is well suited to beams being prepared for 
external targets where a high resolution is required. This is dis= 
cussed in chapter 10. It is inevitably a fairly large syst~m. and 
is thus unlikely to find a place in transfer beamlines between accelerators. 
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9. BEAM TRANSFER BETWEEN CYCLOTRONS 
9.1 Introduction 
The function of the transfer beamline linking a pre-accelerator and a 
main accelerator is at least two-fold: 
(i) it physically transfers the beam from the extraction elements 
of the pre-accelerator to the injection elements of the main 
accelerator, (which is usually in a different room) and 
(ii) it has to match the characteristics of the beam extracted from 
the pre-accelerator to those required for optimal acceleration 
in the main accelerator in all six dimensions of phase space. 
The first of these functions is easily achieved with dipoles of the cor= 
rect deflecting angle together with some quadrupoles to transport the 
beam. However the second function is only accomplished with careful· 
planning. This matching may be very difficult to accomplish if the 
positions of the two accelerators are fixed with a limited length of 
beamline allowed (for example where an existing building is used to 
house the accelerators.) 
A further requirement of the transfer line is that it be easily tuned for 
optimum matching. This is necessary because the quality of the beam ex= 
tracted from the pre-accelerator is not always readily reproducible, and 
whatever the quality extracted on any given occasion it still has to be 
matched td the requirements of the main accelerator without delay. If 
the pre-accelerator is to provide many different types of beams (e.g. 
variable energy beams and/or several different types of particles) then 
the ease of tuning would facilitate rapid changes of beam. 
The best method to provide ease of tuning is to separate the beamline into 
sections, each of which affect only one phase space variable (BEC75l, oronepair 
of canonical variables. Where this is not possible, as with horizontal 
and vertical beam extent, then within a section the variable beam element 
parameters should only affect the beam in one plane at a time. This 
separation of variables will be discussed in more detail later. 
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Another aid to rapid tuning of the system is the provision of a diagnos= 
tic line (DEV75, JDH75). If the beam may be readily switched between 
this line and the transfer line, then the characteristics of the beam 
may be easily checked, and the common beamline tuned, without possible 
damage to later elements or to the main accelerator. The diagnostic 
line is also likely to have more space available for diagnostic equipment 
than the main line. 
9.2 Design of a Transfer Beamline 
The separation of variables necessary for convenient beamline tuning re= 
quires that the beam be achromatic during its size control and bunch 
length control. This implies that we need an achromatizing section 
earlier in the beamline, and a dispersing section later in the beamline. 
The beamiine may thus be divided as follows: 
CHARGE 
STRIPPING 
,---...,.--
1 
I 
I 
,.,.. 
CHARGE, ENERGY 
SELECTION 
~ 
I 
I 
~---~--
I EXTRACTION FROM PRE-ACCELERATDRj 
- - --------
-- -~- - ----
---- - -I ACHROMATISING I 
In IAGNOSTIC LINE! 
I BUNCH LENGTH MATCHING I 
I BEAM SIZE MATCHINGj 
It 
- - -i DISPERSION MATCHING I 
lt 
!INJECTION INTO MAIN ACCELERATOR I 
The dashed lines show possible positions of the stripper, diagnostic 
line and selection of energy and/or charge states. 
In addition to this division of beamline functions, we will also require 
some focussing elements between extraction and achromatising, and between 
dispersion matching and injection. 
line is shown in figure 9.1. 
A possible arrangement of a transfer 
EXTRACTION 
SYSTEM 
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FOCUSSING I 
I 
WAIST 
{POSSIBLE STRIPPER 
POSITION) / 
/ ACHR~NG 
INJECTION 
SYSTEM 
ENERGY 
SELECTION 
WAIST -{POSSIBLE BUNCHER 
POSITION) 
ACHROMATIC SECTION 
OF BEAM LINE 
WAIST 
(POSSIBLE BUNCHER 
POSITION) 
', DIAGNOSTIC 
',LINE 
' 
' 
' 
' 
BEAM 
SIZE 
MATCHING 
/ 
DISPERSION 
MATCHING 
/ 
Figure 9.1: Possible layout of a transfer beamline showing separate func= 
tions of each section. Quadrupoles shown are schematic only. 
to indicate certain functions. Others may be necessary in any 
practical system. 
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9.3 Application to a Specific Transfer Beamline 
As an illustr~tion of the principles which we have described i~ this and 
preceding chapters. we appl~ them to the design of a specific transfer 
beamline. 
This beamline will be used between the solid-pole injector cyclotron 
(SPC1) and the main separated-sector cyclotron (SSC) at present being 
designed and constructed at Faure in the Western Cape by the National 
Accelerator Centre of the Council for Scientific and Industrial Research. 
The characteristics of the cyclotrons and a description of the facility 
·may be found in references (TEC76. ANN78. ANN79). 
SPC1 will be used to accelerate light ions with a maximum proton energy 
of 8 MeV. At a later stage a second solid-pole cyclotron (SPC2) will 
be designed to pre-accelerate heavy ions. with a maximum energy/nucleon 
of 40 MeV. 
The transfer line between SPC1 and the SSC is shown in figure 9.2. We 
now describe the various stages of the beamline design. 
9.4 Parameters of the Beam from an Injector Cyclotron 
At this stage the properties of the beam extracted from SPC1 are uncer= 
tain. and we have made the assumption that the emittances of a 100 ~A. 
4 MeV proton beam in the horizontal (x. x') and vertical (y. y') planes 
are identical and equal to 12 n mm. mrad. We assume that these are the 
maximum emittances of any beam to pass through the beamline. For cal= 
culation purposes. however. we have used an 8 MeV (i.e. maximum energy) 
beam with these emittances~ as all the beamline elements must also be 
able to handle the higher energy particles. In practice the 8 ~eV pro= 
ton beam will be limited to approximately 10 ~A. with correspondirigly 
smaller emittances. 
We begin by considering the representative particles distributed round 
the relevant eigen-ellipse at_ the deflection radius of SPC1; These 
¢articles placed on a centered. accelerated orbit. are followed through ' 
a possible set of deflection elements and out into the fringing field 
\ 
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Figure 9.2: Diagram of the transfer beamline from the light-ion injector SPC1 to the SSC. 
tO 
. 
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by means of the ray-tracing computer code GOBLIN. A momentum spread 
of D,S% half-width is assumed, and particles with the ceritral momentum 
\ 
~· 0,5% are displaced both radially and longitudinally from the central 
particle and similarly followed out of the injecto~. The information 
I 
thus obtained enables us to construct, by the method described in Ap= 
pendix C, a phase ellipsoid of a fairly realistic beam in 6-dimensional 
phase space. 
The angle at which the beam is extracted from SPC1 is not convenient for 
our beamline, so we alter the beam direction using dipole m1 (see figure 
9. 2). We use the quadrupaletriplet q1 - q3 to focus the beam to a 
double waist at slit s1. This may be seen from figure 9.3a, in which 
the horizontal and vertical beam ~nvelopes are plotted. It may be 
seen (from figure 9.2) that the distance from m1 to s1 is quite large. 
This assists us in focussing any (reasonable) beam extracted from SPC1 
to a waist. In theory we require only two quadrupoles to focus both x 
and y to waists but the addition of the third quadrupole allows us to 
choose the size of .the horizontal waist as well. From the description 
of the next section of beamline we will see that we prefer a small x-waist 
at s1. This is also a possible location of a foil stripper, and a waist 
is required to minimise the effect of beam broadening caused by the strip= 
per (HIN75b). 
9.5 Making the Beam Achromatic 
This section of beamline stretches from s1 to the buncher b1. Its pur= 
pose is both to make the beam achromatic, and to separate the dispersion 
from its ~-like behaviour so that a momentum-sel~cting slit can operate 
efficiently. It is this latter purpose that necessitates the inclusion 
of two dipoles, m2 and m3. rather than only the one necessary to achro= 
matize a dispersed beam. 
We have chosen a mirrbr-symmetrical system, with two quadrupoles bet~een 
the dipoles. (This system is discussed in chapter 8.) The anti-mirror 
symmetrical system would not be suitable here because the momentum-selecting 
slit could not be placed at the position of maximum dispersion (see figure 
8. 2). 
~ 
o. 
ml ql q2 q3 sl q4 q5 m2 q6 s2 q7 m3 q8 q9 bl qiO qll q12 q13 q14 q15 m4 q16 q 17 q18 q19 q20 m5 m6 mic 
b. 
c. 
Figure 9.3: 
• 
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(a) Total beam envelope (horizontal and vertical) plotted for an 8 Mev, 12n mm.mrad proton 
beam through the transfer beamline. 
(b) Horizontal beam envelope without momentum spread. Also shown is the dispersion path . 
(c) Plot of bunch half-length along the transfer beamline. 
!: 
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Wher this system is operatsd in ~chrbmatic mode it will make ~n initial= 
ly achromatic,beam achromatic agaiM after the second dipole: hence we 
call it an ~achromat~. In the mode of operation shown in figures 9. 3a and b 
however. the be9m has a positive initial dispersion (i.e. before m2). 
The quadrupoles between the dipoles. q6 and q7. are adjusted to steer 
the dispersed beam correctly into the second dipole so that the beam 
recombines after m3. However with a different beam from SPC1. (e.g. 
a redesign of the extraction elements of SPC1 could alter the beam dras= 
tically) the dispersion before m2 could be negative. Then the symmetry 
of the system implies that it would be as easy to achromatize such a 
beam as one with the initial dispersion positive. as the system is only 
slightly perturbed from its achromatic mode. 
For the optimum operation of the momentum-selecting slit. s2. we require 
a high resolving power. as defined in equation (8.1). This implies 
that we should aim for small-x-waists both at .s1 and· at s2. The small 
x-waist at s2 has another advantage. in that the horizontal component 
of the beam is then hardly affected by the settings of ~he dispersion-
handling quadrupoles. For this reason we focus y to a waist at s2 as 
well (see figures 9.3a and b). 
We could use double-focussing edge-angles on dipoles m2 and m3 to achieve 
this point-to-point operation in x and y between s1 and s2. and between 
s2 and b1. However the double-focussing distance for symmetrical 45°. 
dipoles is 4.828 timesthe dipole radius and this is too long for our 
system. Another reason for not using double-focussing dipoles is that 
the quadrupoles between the dipoles disturb the double-focussing action. 
We have therefore used quadrupole doublets before m2 and after m3 (still 
preserving mirror symmetry). These accomplish the focussing of both 
x and y to waists at the symmetry plane and at the end of the system. 
If the beam from SPC1 is not very dispersed. the symmetry of the achro= 
mat is fairly high. For highly-dispersed beams the system operates less 
like an achromat. and its symmetry is somewhat degraded. 
9.6 Buncher 
If a flat-topping resonator is not installed in the SSC initially. then 
a fairly short bunch length (of less than 4° phase half-width) will be 
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needed at injection if single-turn extraction in the sse is desire~ 
(TEC76). A buncher is thus required in the transfer beamline to com= 
press the bunch length to at least this value. 
We can decouple the control of the bunch length from the other parame= 
ters by placing the buncher at a narrow achromatic double-waist, as 
shown in figure 9.3a. The achromatism ensures that the dispersed rays 
are not affected by the buncher settings, and the radial defocussing 
action of the buncher becomes negligible because the beam is narrow in 
both x and y. (See section 4.4.) The buncher may thus be tuned af= 
ter the other beamline parameters are set without disturbing them. This 
is very important for tuning up the beamline correctly, with and without 
the buncher on. 
The extractio-n elements of SPC1 are highly non-isochronous, so that al= 
though we assume a phase .of 4° half-width (i.e. £0 16,6 mm) in the 
last orbit in SPC1, by the time the beam has reached the slit s1 the 
bunch length is already greater than 56 mm · (half-width). The dipoles m2 
and m3 do, however, help to focus the bunch length somewhat. The nett 
result is that placing the buncher at the position marked b1 in figure 
9.2 is equivalent to placing it approximately in the centre of a longer 
beamline with an average bunch length growth rate in the first half e= 
qual to the actual bunch length growth rate immediately before the buncher. 
Thi~ may be,seeh from the equal, but oppbsite, slopes to the plot of b~nch 
length in figure 9.3c. "This placing of the buncher ensures minimum buncher 
strength. 
We can calculate the focal length of the buncher, fb' if we know the 
transfer matrix A of the beamline prior to the buncher, and the transfer 1 
matrix C of the beamlineafter the buncher. Then the total 4-dimensional 
transfer matrix R of the system is (ignoring radial defocussing effects): 
c11 c12 0 c16 1 0 0 0 A11 A12 0 A16 
c21 c22 0 c26 0 1 0 0 A21 A22 0 A26 
R 
c51 c52 1 c56 0 0 1 0 A 51 A 52 1 A 56 
0 0 0 1 0 0 -1/f b 1 0 0 0 1 
( 9 .1 ) 
• 
• 
I 
• 
< 
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We may now find the final beam a from the initial beam 0 ° and R. Thus: 
( ) 0 ( ) .o + R51R62 + R52R6t 0 12 + R51R65 + R55R61 °15 
0 0 
+ (R51R66 + R56R61) 0 16 + (R52R65 + R55R62) 0 25 
. 0 0 
+ (R52R66 + R56R62) 0 26 +.(R55R66 + R56R65) 0 56 
0 for an upright ellipse in L o spac~ ( 9. 2) 
If we substitute the elements R .. from equati6n (9.1) into (9.2) we 
lJ . 
find a quadratic equation in 1/fb. Th~ two solutions for fb are both 
physical and correspond to the conditions of waist and bust formed by 
focussing elements in the horizontal or vertical planes. The bunch 
length for the waist is smaller, but results in a slightly increased 
energy spread, whereas the bust condition leads to a large bunch length, 
parallel in the sense.that it is only slowly varying, with a much re= 
duced momentum spread. We may find this setting very useful for re= 
ducing the momentum spread in the SSC when the introducitibn of a flat-
topping resonator makes a large bunch length acceptable. 
for the two cases are tabled below . 
The parameters 
• 
Bunch length .6P Focal length 
at valley p at valley 
fb ( m) (mm) (%) 
I Wais; 7,467 16 .-39 0,521 
Bust 14. 537 72.79 0.114 
i 
l 
The bunch length along the beamline is plotted for the waist ca~e in 
figure 9.3c . 
9.7 Beam Shaping 
We cont~ol the size of the beam with the six quadrupoles q10 through q15 
shown in figure 9.2. We put the beam shaping quadrupoles in an achro= 
matic section of beamline so that the beam shaping may be independent of 
I 
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dispersion. and the dispersion'control independent of the beam shaping. 
We can further, separate the control of the variables by using an ortho= 
gonal quadrupole system, destribed in chapter 7. This allows us to 
control the hor~zontal beam extent independently of the vertical be~m 
extent and vice versa. 
The orthogonal quadrupole system as shown in figure 9.3a does not operate 
i-n point-to-point mode. but focusses x down to a narrow waist beyond the 
dipole m4. The reason for the waist only after m4 will be discussed in . 
the next section. The system focusses y down to a fairly broad bust 
(also after m4). This is not a departure from the orthogonal quadrupole 
system, but merely an alternative mode, as may be seen from figure 7.6a. 
In practice the last quadrupole in an orthogonal quadrupole system may 
be given one of two values, each of which will achieve r 12 = 0 if the 
polarity is positive, or r 34 = 0 if the polarity is negative. The 
one setting will produce a final x (or y) waist. and the other a final 
x (or y) .bust. 
9.8 Dispersion Matching 
The beam injected into a cyclotron requires the higher momentum particles 
to have a larger radius for optimal acceleration. This implies that 
the beam should be dispersed~ The exact amount of dispersion required in 
the cyclotron may be calculated by means of the eigen-ellipse theory which 
we developed in chapter 3. 
The beam in our transfer line is, however, still achromatic just beyond 
q15, and we now need to introduce dispersion. A convenient system for 
doing this is the mirror-symmetrical system consisting of two dipoles se= 
parated by·two quadrupoles. This system would allow us to tune the dis= 
persian very conveniently. and provides the beam qualities. at the symmetry 
plane. suitable for a momentum-selecting slit. However we al~eady have 
a momentum-selecting slit in our system (at s2). We choose, therefore, 
.to introduce the dispersion by means of one dipole, m4, and to control it 
by means of the quadrupoles q16 and q17~ A slight variation in the field 
strengths of these quadrupoles has a relatively large effect on thefinaldis= 
persian due to the long distance the beam travels through the sse vacuum 
chamber to the injerition elements. 
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We focus the beam to a y-waist in q16 and an x-waist in q17 to minimize 
the effect of the dispersion control on the horizontal and vertical size. 
In practice y is a bust rather than a waist, but the fact that r 34 = 0 
helps tc minimize the effect of adjacent elements. 
9.9 Injection into ~ Separated-Sector Cyclotron 
The injection elements of the sse consist of two dipoles, m5 and m6, and 
a magnetic inflection channel (mic) in the first sector magnet. These 
are not variable beamline elements, but must be considered as fixed sec= 
tions of our beamline. We need to find the required beam behaviour 
through these elements, and to do this we take the following steps: 
(i) we use the magnetic field of the sse to calculate, using 
program STRAY, the eigen-ellipse of the equilibrium orbit 
at injection energy. 
scribed in chapter 3J 
This we do using the method we de= 
(ii) we trace this eigen-ellipse back from the midline of the 
first magnetic field valley, (i.e. midway between two sector 
magnets) through the mic, and the stray field around it to 
the dipole m6. This is also done with STRAY, and results 
in a transfer matrix for the section from sse valley midline 
to m6. Similarly we find the transfer matrices for the 
section from m6 to mS and from m5 to beyond the SSC valley 
vacuum chamber. For this latter section we pay particular 
attention to the direction of the central particle, and ad= 
just the dipole m5 to bend the beam in the required direction; 
(iii) we combine the transfer matrices of the various sectionswith 
those of m6 and ms to fihd the required beam outside the val= 
ley vacuum chamber. 
We can now design the system consisting of the quadrupole triplet q18, q19 
and q20. This system provides an interface between the separated-func= 
tion beamline and the beam required at the first magnetic valley. (It 
is analogous to the quadrupole triplet q1, q2 and q3, in reverse.) In 
practice the settings of the dispersion-handling quadrupoles q16 and q17 
are also determined using the reverse direction beam i.e. they are chosen 
such that the beam is achromatic after having passed through m4 in reverse. 
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9.10 Conclusions 
We have designed a·transfer beamline capable of matching a wide range 
of beam parameters to those required for optimum beam transmission 
through a separated-sector cyclotron. 
The beamline provides flexibility and independent tuning of the bunch 
length, the dispersion,the horizontal beam size, and the vertical beam 
size. 
Provision is made for a diagnostic line (see figure 9.2) and a future 
link with a beamline from SPC2 (also shown in figure 9.2) so that com= 
man beamline elements may be used. The number of elements in the beam= 
line is close to the minimum possible number (see figure 9.1) so that 
the beamline is, in spite of its versatility, also an economic one -
always a major factor in beamline design. 
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10. EXTERNAL BEAMLINES 
1D.1 Introduction 
If the beam extracted from the main accelerator is to be used for one 
specific purpose only, then the layout of the beamline will be determined 
by the particular beam parameters to be matched at the target. If, how= 
ever, the extracted beam is to be used for a variety of purposes, then 
we recommend that the beamline has certain characteristics: 
(i) as much of the beamline as possible should be common to all 
branches - this saves on beamline elements; 
(ii) the first step should be to make the beam achromatic: the 
subsequent steps are then independent of the momentum-spread 
of the accelerator; 
(iii) a beam shaping section early in the beamline is most convenient 
- for example, an orthogonal quadrupole system (see chapter 7) 
allows independent horizontal and vertical beam control over 
a wide ran·ge of magnifications; 
(iv) if a high resolution is required at one or more targets. then 
a double-monochromator should be included in the beamline. 
10.2 Application to a Specific External Beamline 
We illustrate the matching ~f an extracted beam to various types of tar= 
gets by means of the beamlines we have designed for the National Accelerator 
Centre. These external beamlines are shown in figure 10.1 .. 
The shape of the extracted beam is found by tracking the eigen-ellipse 
out through the extraction elements of the sse. 
We start by making the beam achromatic: the quadrupoles QX1 and QX3 direct 
the dispersed ray correctly into dipole MX2 so that the beam emerging from 
MX2 is achromatic. The angles of bend of the septum magnet (SM) and di= 
poles MX1 and MX2 are dictated by the geometry of the sse. Thus the sys= 
tern from MX1 to MX2 is not quite anti-mirror symmetric. However it ope= 
rates in a manner similar to the anti-mirror symmetric system described 
in section 8.3 and shown in figure 8.2b. We do not require a momentum-
selecting slit here as we have a double-monochromator-further along the 
beamline in which to place this slit. The point where the dispersed ray 
MTL3 
QXB 
013 
QX9 
QXIO 
OX II 
- -SXI 
QT2 QTI 
QT3 
QTLI 
QTL2 
QTC3 
QTC4 
- -STC 
QTC6 QTC5 
QTC7 
MTCI 
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QRI 
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Figure 10.1: Proposed layout of the beamlines from the SSC to the isotope 
production areas, radiotherapy vaults and experimental areas. 
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crosses .the central trajectory is thus a convenient place for 
a y-focussing quadrupole i.e. OX2. The quadrupole doublet QX4 and OXS 
focusses the beam to a double waist in the centre of the switching 
magnet MI1. This mode of operation results in the minimum dispersion 
introduced by MI1 (TEC76). This dipole is activated when the beam is 
to be sent to the isotope production area. 
is described in section 10.3. 
The beamline to this area 
From the double-waist in the centre of the (switched off) dipole MI1, 
the beam enters the orthogonal quadrupole system consisting of the six 
quadrupoles QXB through QX11. This system controls the size of the 
beam entering either the radiotherapy area or the double-monochromator 
en route to the experimental area. 
At slit SX1 we have thus an achromatic beam of the desired size, which 
we can proceed to match to target requirements. 
10.3 Beamlines to Isotope Production Area 
The beamlines to the isotope production area consist of a group of five 
horizontal lines and one vertical line; The 90° dipole, MI2, when acti= 
vated, deflects the beam downwards through the floor into a basement 
vault. This vertical beam can be used when liquids (or solids of low 
melting point) are to be irradiated. A target-changing system will en= 
able a number of different types of target to be irradiated. When MI2 is 
switched off, the beam passes through to the switchirrgmagnet, SWI, which 
directs the beam along one of five possible lines to the targets. 
The six quadrupoles {QI1 through QIB) in the horizontal line are arranged 
in an orthogonal quadrupole system to permit beam shaping. The quadru= 
poles are not, however, used in this optimum mode because this would re= 
sult in a very large beam size in the dipole MI2. Enough flexibility re= 
mains, though, to vary the beam size on target in the horizontal lines 
from as little as 0,6 em (half-width in x and y) to as much ~s 5,0 em, 
while still keeping t~e beam half-width in MI2 below 1,2 em. 
illustrated in figures 10.2(a) and (b) respectiv~ly. 
This is 
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HORIZONTAL ISBTOPE LINE 
BEAM ENVELOPE X:t.Q3 /'1/'1. OX:8.20 MR. Y:t.40 MM. OY:5.71 MR. OP::::.tO Y. 
... 
a 
~ I i • ~ i ~ ;; i i 
M11 011 012 013 Oil. (M12) 
.; . ~ ~ 
.;l!l ; • ~ . " • • 
Figure 10.2: Beam envelope plots along a horiz~ntal isotope production 
beamline for 100 MeV protons and 8 n mm.mrad, showing 
(a) minimum beam size on target; 
(b) maximum beam size on target. 
VERTICAL 156T6PE LINE 
BEAM ENVELOPE X,J.Q3 MM. OX,6.20 MR. y,J.40 MM. QY,5.?J MR. OP,.JO Y. 
a 
-------------------------- -- ------------- ----------
~ i ~ • • i ~ i ~ J~ • 
M11 011 012 013 014 M12 
'. : ~ ~ 
..;JJ ; • ~ " • • b 
--- -- ------..... -------------· 
------- --..................... _______ ~ ·" ... 
,----------------- . - -----------
-r .. 
d .; ::: i ii 
Figure 10.3: Beam envelope plots along the vertical isotope production 
beamline for 100 MeV protons and 8 n mm.mrad, showing 
(a) minimum beam size on target; 
(b) maximum beam size on target. 
Note that the x and y plots are interchanged at the start 
of the vertical bend. 
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The vertical beam has only four quadrupoles to shape it, but again this 
is quite adequate as may be seen in figures 10.3(a) and (b), which show 
respectively a minimum beam size of less than 0,6 em (half-width in x 
andy), and a maximum beam size of 3,0 em. The beam height in MI2 still 
remains less than 1,2 em. (Note the interchange of the x and y plots 
due to the 90° vertical plane deflection.) The maximum size required 
for the vertical beam is smaller than that of the horizontal beam be= 
cause of the different types of targets to be used in the two areas. 
Where only the final size of the beam (and not divergence or correlation) 
is of importance, as in this case, then one x-focussing quadrupole at a 
y-waist, and one y-focussing quadrupole at an x-waist are in theory suffi= 
cient to shape the beam. This is virtually the case in the vertical 
beam. In the case of the horizontal beam we have a longer beamline, and 
require a limited beam-height through the switching magnet, SWI. 
the need for the extra two quadrupoles. 
Hence 
We have specified that in the first part of the beamline we obtain a nar= 
row waist in the centre of MI1 . 
minimum amount of dispersion. 
This will ensure that MI1 introduces the 
We do not, however, attempt to make the 
beams achromatic on the targets, as this is not necessary for isotope pro= 
duction. 
10.4 Transport to the Radiotherapy Units 
The radiotherapy area is divided into three treatment rooms. At present 
neutron therapy is planned, with a maximum beam energy of 60 MeV deuterons 
at a maximum beam current of 100 ~A on target. Our calculations are done 
for this beam, with an assumed emittance of 8 ~ mm.mrad. The possibility 
of using one of these treatment rooms .for proton therapy is under conside= 
ration. 
From the slit SX1 the beam·to the radiotherapy area passes undeflected 
through the dipole MP1. We arrange a quadrupole triplet on either side 
of this dipole so that the six quadrupoles QT1 through QT6 form a unit 
telescope (see section 6.3) between SX1 and the centre of the switching 
magnet SWT. This switching magnet, when activated, deflects the beam 
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0 through 45 to the left or to the right~·and when switched nff allows 
the beam ihrough undeflected. Here again the waist in the centre of 
SWI ensures that minimum dispersion is introduced by the dipole (0RA66). Some 
angular dispersion is introduced, however, but this can be accommodated. 
In each of the three beamlines we then arrange a two-doublet telescope 
(see section 6.2) to transfer the beam from the switching magnet to a 
slit (STL, STC or STR for the left, centre, or right beams respectively). 
We arrange the subsequent quadrupole triplet to provide a beam with 
equal horizontal and vertical extent. This symmetrical beam enters the 
0 isocentric unit, pictured in figure 10.4a, which consists of two 45 di= 
poles, bending in opposite directions, and a 90° dipole. The unit may 
in principle be rotated about its axis through 360° for patient irradia= 
tion from all angles. The edge angles on the dipoles are chosen to pro= 
vide equal horizontal and vertical beam extent on the target, as well as 
zero dispersion. The beam spot size on the target is then invariant 
under rotation of the isocentric unit. The beam envelope plotted in 
figure 1p.4b shows the beam shaping by the orthogonal quadrupole system 
(from MI1 to SX1) and the beam passing through the two-triplet unit tele= 
scope (from SX1 to the centre of SWT), the 2-doublet teles6ope (from the 
centre of SWT to STC), the ~uadrupole triplet (from STC to the entrance 
to MTC1) and the isocentric system (MTC1 to the target 20 c~ beyond MTC3). 
The beam envelope plots for the left- and right-hand units after the 
switcher SWT are very similar. 
10.5 Transport to the Experimental Area 
The philosophy for the beamlines to the experimental area is that the 
beam-spot size and shape be determined at the-entrance slit SX1 of the 
double-monochromator system. (This system encompasses the two 90° di= 
poles, MP1 and MP2, and the nine quadrupoles, QP1 through QP9, in between. 
The operation of the system is described in section 8.4.) 
' 
The orthogo= 
nal quadrupole system may be readily tuned to deliver this beam spot size. 
The beam should then be transported by telescopic systems with unit trans= 
\ 
fer matrix to the target points,_except for dispersion and energy selection 
in the double-monochromator. 
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If, however, a beam spot is required with y<2,5 mm or y>4,5 mm, (assuming 
a vertical emittance of 3 n mm.mrad.) then the beam will not fit through 
the 25 mm gap of the dipoles MP1 and MP2. In this case we operate the 
two quadrupole triplets (QR1 through QR6) in modified telescope mode. 
This has been described in section 6.4~ The system can also be operated 
in zoom lens mode (see section 6.5) if both x and y are required to be 
either especially large, or especially small, at the target. 
The switching magnet SWR can direct the beam into one of six lines. In 
each of these a two doublet-telescope (see section 6.2) ttansports the 
beam from the waist at the centre of the switcher to the target point. 
Although not shown in figure 10.1, we plan to extend the beamline beyond 
dipole MP2 to another 90° dipole, MP3. This beamline requires a triplet 
on either side of MP2 for telescopic transfer, and a further two-triplet 
telescope to transport the beam over the long distance to MP3. After 
MP3 we can use seven quadrupoles to match the beam to a magnetic spectra= 
meter. A similar extension to the beamline may be made to a time-of-
flight spectrometer. 
The matching of the beam parameters to the requirements ·for high resolu= 
tion in various types of experimental systems has been thoroughly described 
by various authors, especially (LEH78), also (HIN79, MAI79, ABD75, HEN74, 
·SMI79, BL071, LAU79, FAL76, SCH76, REI75, ENG79). These experimental 
systems include magnetic spectrometers, time-of-flight spectrometers, 
energy-sensitive detectors and optical spectrometers (for beam-foil spec= 
troscopy l. 
We have made preliminary calculations using the characteristics of a pas= 
sible magnetic spectrometer and time-of-flight spectrometer (MER79) and 
have arrived at the conclusion that the beamline as presently designed 
should be able to match all reasonable beam parameters required on target, 
including dispersion matching. 
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11. CONCLUSIONS 
Although the field of beam transport is not a new one. we have developed 
a number of new techniques and systems which should be of use to the 
beamline designer. We summarize these below. 
We have developed a method of solving for the eigen-ellipsoid in all six 
dimensions of phase space. 
j_. e. where 
This information is necessary in two cases. 
(a) the beam under consideration is extracted from a cyclotron and 
it is necessary to know the shape of the beam entering the beam 
transport system. or 
(b) the beam is to be injected into a cyclotron and it is necessary 
to know the requirements to which the beam must be shaped. 
We have developed a method of calculating the extracted beam ellipsoid 
in 6-dimensional phase space when central momentum particles have been 
tracked through the extraction elements of an accelerator in 4-dimensional 
(x. x; y. y~l phase space. and the particle with higher momentum is also 
followed through. This is relatively easy with the E-matrix formalism. 
which we have expanded from a 2-dimensional treatment to a 6-dimensional 
formalism. 
We found it necessary (in the above two methods) to derive the symplectic 
conditions for both the a-matrix and the E-matrix formalisms. 
We have described the eight possible symmetry types of beam transport 
systems and examined their group properties. 
We have examined the second-order aberrations in these systems and drawn 
conclusions about the systems with .the least number of aberrations. 
Although the two-triplet unit telescope is well known. we have examined 
methods of using this system to achieve variable magnification in either 
one or both planes. independently of the beam parameters. 
- 11.2 -: 
Quadrupoles affect both the horizontal and vertical components of a 
beam. We have. however. been able to separate the horizontal and 
vertical beam control by means of an orthogonal quadrupole system. 
We have calculated the optimum spacing and field strengths of the 
quadrupoles in this system. which is useful for beam shaping. either in 
a transfer beamline, or soon after extraction in an external beamline. 
We have proposed a dipole system with two quadrupoles between two di= 
poles as the one requiring the least number of elements and the shortest 
length of beamline.necessary 
(a) to control both dispersion and angular dispersion and 
(b) to allow a good placing of a momentum-selecting slit. 
This system.is useful in a transfer beamline for making the initial beam 
achromatic while simultaneously cutting out the particles with momentum 
which is too high or too low. 
We have disc~ssed the principles of transfer beamline design and illustrated 
these by means of the design of a specific transfer beamline. The methods 
used also illustrate the new techniques we have described above. 
The design of a specific external beamline is also described~ which in= 
eludes beamlines to isotope production units. radiotherapy treatment rooms 
and experimental areas. Again. the methods used illustrate the new tech= 
niques we have developed. 
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APPENDIX A 
DERIVATION OF SYMPLECTIC EQUATIONS FOR BEAM MATRICES 
Using the symplectic equations of the transfer matrix elements: 
R16 R21 - R26 R11 
R16 R22 - R26 R12 
we can find interrelationships between the beam matrix elements. 
(a) a-matrix notation 
( 2. 9) 
( 2.10) 
We start with an uncorrelated ellipoid (o .. 0 0 i I j.) .and apply a lJ 
transfer matrix R, then 
a Ro 0 R T 
The final beam matrix elements are thus (where a 66 
0 
0 66 ) 
0 16 R1·6 0 66 
0 26 R26 0 66 
0 56 R56 0 66 
R11 R51 
0 
R12 R52 
0 
R16 R56 0 15 0 11 + 0 22 + 0 66 
R21 R51 
0 
+ R22 R52 
0 
+ R26 R56 0 25 0 11 0 22 0 66 
R11 
2 0 
+ R12 
2. 0 
+ R 2 0 11 0 11 022 16 0 66 
R11 R21 °11 
0 
+ R12 R22 °22 
0 
+ R16 R26 
0 
0 12 0 66. 
R21 
2 0 
+ R22 2 0 + R26 2 0 22 0 11 0 22 0 66 
We can then solve for elements of R in terms of elements of a. 
From equations (A.1L (A.2) and (A.3) we find 
0 161066 
0 2610 66 
0 5610 66 
(A .1) 
(A.2) 
· (A. 3) 
(A. 4) 
(A. 5) 
(A.6) 
(A. 7) 
(A.B) 
(A.9) 
(A .1 0) 
(A. ·11 ) 
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If we substitute equations (A.9) and (A.10~ into (2.9) and (2.10) we 
get 
(A.12) 
(A.13) 
Now using equations (A.9), (A.11) - (A.13) in (A.4) we find 
o o)o 1 ( 2 (J o + R 2 o o) 026 ( R11 R21 °11 + R12 R22 ° 22 - 6 - R11 11 12 22 -
0 66 °66 
+ 
which. incorporating equations (A.6) and (A.7) becomes 
2 
0 1s=c 012 - 016 0 26 °16 - ( 011 - 0 16 ) 0 26 + 016 °56 )_ 
066 066 066 o 0 66 66 
0 12 016 011 0 26 + 016 °56 (A.14) 
Similarly, ~sing equations (A.10) ~ (A.13) in (A.5), w~ find 
+ 
which, together with equation (A.7) and (A.8) becomes 
+ 
(A.15) 
Equations (A.14) and (A.15) can be converted to correlation equations as 
follows: 
1 
dividing equation (A.14) by (011 °55) 2 , we .get: 
' o o 
( 11 22 ~ (r12 r16 r26) r15 = ) - + r16 r 56 055 066 
(A.16) 
Similarly equation (A.15) becomes 
o 0 1 
( 11 22) 2 
r25 ( r16 - r12 r26) + r26 r56 0 55 0 66 
(A.17) 
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(b) E-Matrix Notation 
Again, we start with an uncorrelated ellipsoid (E .. 
lJ 0 
i I j) and 
ap~ly a transfer matrix R. Then 
E 
and we find 
0 E . .IE .. 
lJ JJ 
(A.18) 
(A.19) 
Substituting equation (2.9) into the expression for E51 • i.e. 
0 
E51 = R51 E11 (A.20) 
and using (A.19), we find 
E51 
[R21 E16 R11 E26) 
E11 
0 
E66 
E21 E16 E11 E26 
= 
E66 
But if we choose E21 = 0. (see equation B. 23) then 
Similarly for E52 : 
0 
R52 E22 
(R22 E16 - R12 E26) E
22
° 
E66 
E22 E16 E12 E26 
E66 
(A.21) 
(A.22) 
The symplectic equations for the beam matrices are thus equations (A.16) 
and (A.17) (alternatively (A.14) and (A.15))for the a-matrix, and (A.21) 
and (A.22) for theE-matrix. 
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APPENDIX B 
RELATIONSHIP BETWEEN THE a - AND E-MATRICES 
We discuss the transformation between the a- and E-matrice~ for the 
four-dimensional phase space in x, x', t and o, the other two parameters 
y, y' being independent of these. 
We start with matrices E0 and a 0 such that 
0 
aij 0 
and can then state that (LAR71) 
E .. 
11 
i I j 
i 1,2,3,4 ( B .1) 
The matrices 0 0 E and a are then transformed by the matrix R as follows: 
E = R E0 
implying: 
E1S E16 R11 E11 
0 
R12 E22 
0 0 R16 E66 
0 
E11 E12 
0 
R22 E22 
0 0 R26 E66 
0 
E21 E22 E25 E26 R21 E11 
E55 E56 R51 E11 
0 
R52 E22 
0 
E55 
0 
R56 E66 
0 
E51 E52 
E61 E62 E65 · E66 0 0 0 E66 
0 
... (B. 2) 
and a 
implying 
R11 
2 0 
+ R12 
2 0 
R16 
2 0 
a 11 a22 + a66 (8. 3) 
0 0 
+ R16 R26 a 66 
0 
R11 R21 a 11 + R12 R22 a 22 (8.4) 
R51 a 11 
0 
+ R12 R52 an 
0 
+ R1 S' R56 a 66 
0 
R11 (8.5) 
(8. 6) 
(8. 7) 
- B.2 -
a25 R21 R51 a11 
0 
+ R22 R52 
0 0 
a22 + R26 R56 a66 
a26 R26 a66 
0 
a 55 R51 
2 0 
+ R52 
2 0 0 2 0 
a 11 a22 + a 55 + R56 a66 
a 56 R56 a 66 
0 
0 
a 66 a 66 
If we now use equations (B.1) and (B.2) in equations (B.3) - (B.12) 
we get: 
. a 11 
a12 
a15 
a16 
a22 
a 25 
a 26 
a 55 
a 56 
a66 
The submatrix 
E11 
2 
+ E12 
2 
E16 
2 + 
E11 E21 + E12 E22 + E16 E:zs 
E11 E51 + E12 E52 + E16 E56 
E16 EBB 
E21 
2 
+ E22 
2 
+ E26 
2 
E21 E51 
E26. EBB 
E51 
2 
+ 
E56 EBB 
EBB 
2 
+:E22 E52 + E26 E56 
2 
+ E55 
2 
+ E56 
2 
E52 
E12 1 contains 
E22 
irrelevant phase information 
and we choose the phase such that (LAR71) 
0 
From transformation (B.2) we see the following is always true: 
0 
(B. 8) 
(B. 9) 
(B.10) 
(B.11) 
(B.12) 
(B.13) 
(B.14) 
(B.15) 
(B.16) 
(B.17) 
(B.18) 
(B.19) 
(B.20) 
(B.21) 
(B.22) 
(B.23) 
(B.24) 
- B. 3 - ' 
Using equation (B.23) in (B.14), (B.17) and (B.18), we now get 
E12 ~22 + E16 E26 (B.25) 
2 2 
E22 + E26 (B.26) 
(B. 27) 
The transformation from E to cr is thus completely defined by equations 
(B.13), (B.15), (8.16), (B.19) - (B.22), and (8.25) - (8.27). We now 
use these equations to solve forE in terms of cr. 
From equations (8.16) and (8.22) 
(8.28) 
similarly from (B.19) and (~~22) 
= r26 ra:z:z (8.29) 
and from (8.21) and (B.22) 
r56 I cr55 (8.30) 
Using equation (8.29) in (B.26): 
(B. 31 ) 
1 
[cr22 (1 - r26 2J] 2 
and (B.28) (8.29) (B.31) in (8.25) yields: 
(B.32) 
The expression for E11 is derived from equations (8.13), (8.28) ar.d (8.32): 
• 
' 
I 
-
- 8.4 -
(8.33) 
We use (8.29). (8.30) and (8.31) in (8.27) to find 
E52 °25 - 026°561066 
[022- 026 21066]~ 
(8.34) 
and this result. together with (8.28). (8.30). (8.32) and (8.33) in (8.15) 
gives 
01 5 - ( 012 -
[
0
11 
016°261066) ( 025- 026°561066)- 01 6 °56 
2 022 -
·
026 I 066 
( 012 016 °261066) 
2 
. 
022 - 026 I 066 
066 
2 2 
J 
1 
-
016 2 
066 
(8.35) 
(r12-r16r26)(r~5-r26r56) - r16r561 
1 - r 26 
The expression for E55 comes from equation (8.20) using (8.30), (8.34) and 
(8.35): 
[
0
ss -
{ 015- ( 012- 016°261066)(025- 026°561066)-
o - o 210 
22 26 66 
2 0 22 - 026 lo 66 
0 66 
(8.36) 
- B. 5 -
[
. (r -
0'55{1 - 25 . 
1 -
The physical signi.ficance of the elements of the beam matrices are dis= 
cussed in chapter 2. 
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APPENDIX C 
CONSTRUCTION OF AN INITIAL BEAM MATRIX 
We show here how an initial beam matrix can be constructed from the 
information available from particle-tracking calculations if that in= 
formation consists of the following parameters: 
( i) 
(ii) 
(iii) 
(iv) 
( v) 
(vi) 
(vii) 
(viii) 
(ix) 
(x) 
(xi) 
horizontal emittance TI£ 
X 
x in (x - x~) plane 
max 
x~ in (x - x~) plane 
max 
d, the x-co-ordinate of the particle with maximum momentum 
d~. the x~-co-ordinate of this particle 
m, the !-co-ordinate of this particle 
1 , the minimum possible bunch length 
a 
o, the fractional momentum- spread 
vertical emittance n£y 
ymax 
y~r'nax 
We initially assume a matrix a0 in (x, x; 1~ o) phase space with no cor= 
relations other than r 12 . Then we can state that 
0 2 
0 11 X max 
0 2 0 22 X max 
0 1 2 0 ss max 
0 02 0 66 
The emittance in the(x x~)plane is 
1T£ 
X 
0 
which gives the expression for a 12 
1 
(x 
max 
2 2 2 2 
E: ) X 
max X 
( c .1 ) 
(C.2) 
(C.3) 
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We novJ transform a 0 to the desired matrix a by means of the transfer 
matrix R. · T~is matrix must introduce-the dispersion. the angular 
dispersion and the bunch length correlations. but no further skewing of 
the ellipse in the plane of (x - x') (i.e. the plane in which 
t = 0 = D). Hence R takes the form: 
1 0 0 R16 
0 1 0 R26 
R (C.4) 
R51 R52 1 R56 
0 0 0 1. 
Applying the symplectic equations (2.9) and (2.10) to (C~4l. we find 
R51 -R26 (C.Sl 
R52 R16 (C.6) 
If we now perform the transformation 
a R a0 RT 
we find the following expressions for the elements of a: 
0 
R16 
2 (C.7) 
a11 a11 + 0'66 
0 
R16 R26 cr66 . (c. 8) 0'12 0'12 + 
0 
R26 
2 (C.9) 0'22 a22 + a66 
a16 = R16 a66 (C.10) 
a26 R26 a66 (C.11) 
0' 56 . R56 cr66 (C.12) 
2 0 2- 0 
-
2 R16 R26 
0 0 
+ R56 
2 
0' 55 R26 0'11 + R16 0' 22 0'12 + 0' - 0'66 55 
... (C.13) 
From section 2.3 we know that 
d r16 f011' = 0'161 (066 
From equation (C.10) we then find 
R16 I 0 16' 0 66 d/ ~ ( c .14) 
- c. 3 -
Similarly 
( c .15) 
and m/ (066 (C.16) 
Thus the terms of the desired ellipse are: 
2 d2 
a11 X + max (C.17) 
1 
(x 2 2 2 2 dd~ a12 = X - £ . ) + max max X (C.18) 
a22 X 
2 + d~2 
max 
(C.19) 
a16 d 0 (C.20) 
a26 = d~o (c. 21 ) 
a 56 m o (C.22) 
c£~ J 2 1 2 (£) 2 2 
- 2 dd~ (x 2 2 2 2 a 55 X + X X £ ) 0 max 0 max 
02 
max max X 
+ ~ 2 + m2 (c. 23) 
0 
The remaining two terms can be found from the symplectic equations (A.14) 
and (A.15). They are 
d 2 2 2 ! d~ 2 (C.24) a15 (x X .£ ) 2 ~- X + md 0 max max X 0 max 
-d~ 1 
and 2 2 2)2 d 2 + md~ (C.25) a25 - (x X - £ + - X o max max X 0 max 
If, however, we choose to represent the beam in terms of the E-matrix. 
then a more direct method is possible. From section 2.3 we know that 
E11 
2 
E12 
2 2 
+ X 
max 
E22 X max 
E11E22 £ X 
Thus E11 e: /x~ X max 
and E12 (x 2 £ 2/x ~ 2) ~ max X max 
Also E16 d 
E26 d~ 
E56 m 
I 
- C.4 -
From the symplectic equations (A.21) and (A.22) we find the remaining 
two terms: 
-
and 
o x' 
max 
d X 
max 
- d' (x 
max 
2 2/ , e: X 
x max 
The expressions for the vertical plane can be found in a similar manner: 
2 
0 33 ymax 
ym~x 2 0 44 = 
1 
(ymax 2 
, 2 2 2 
0 34 ymax e: ) y 
and 
E33 
I , 
e:y Y max 
E44 y'max 
(ymax 2 2/ 
, 2 1 
E34 e:y ymax . ) 2 
The relationships between the cr- and E-rriatrix f6rrrialisms can also be used 
to check the consistency of the values calculated via either on~ ·of these 
methods. 
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APPENDIX D ' 
DERIVATION OF EQUATIONS FOR ORTHOGONAL QUADRUPOLE SYSTEM 
(a) Double Waist 
We start with equation ( 7. 4): 
1 1 1 1 
+-
D1 D2 f f + L/6 c 0 
(7.4) 
from which (7.5) follows directly, i.e. 
D1 (E - D1) L f -
0 E 6 
( 7. 5) 
Equation (7.6) is derived directly from optics: 
1 1 1 1 
D1 r fd L f 6 0 
(7.6) 
To find y2 we see that (from figure 7.2) 
D1yi 
, 
y2 y1 
D2 + r r r 
( D .1) 
where y1 is the extent in Q1 of the "y-ray". In equation (D.1) we 
have assumed ~hat y.' is small so that we may approximate tan(y.') by 
~ . ~ 
yi·. From equation (D.1) we find 
(02 + r) 01 
y2 r yi 
y.-[0102 + 01] ( 7. 7) ~ r 
y.-[01 IE-011 
+ D1] (0. 2) ~ r 
We now find the value of r using equation (7.6), having first substituted 
equation (7.5) into (7.6) i.e. 
- 0.2 -
L 01 (E-011 L 0 (f - -) 01 { E - -} 1 0 6 3 r = f - L/6 + 0 01 (E-01 ) 0 1 L 
E ~- + 0 3 1 
(0.3) 
Then equation (0.2) becomes 
[
( E- 01 ) { 3 01 ( E- 01 ) - E L + 3 01 E} + 01 { 3 01 ( E- 01 ) - E L }] 
Y2 yi 3 01 (E-011- EL 
= (7.8) 
If we now differentiate equation (7.8) with respect to o1 to find the 
minimum y2 we get 
d y2 3 E
2L (E~2 01 ) 0 ::: yi d 01 [3 01 (E-01 ) - ELJ 
2 
leading to o1 
::: 02 E/2 ( 7. 9) 
If we substitute equation ( 7. 9) :i.nto (7.8) we find 
3 0 2 
~ 2 01 [ 1 1 
01 L J y2 
::: Yt + 
3 0 2 - 2 1 
yi' [ 4 
01 (3 01 
- Lll 
= 
3 0 - 2 L . 1 
(7.11) 
We can find y2 in terms of 03 from figure 7.2 when we put y2 = x 3 
i.e. y2 03 X. 
~ 
. ~ 
and thus 
yi 4 01 (3 01 - L) 
03 ~ 3 01 - 2 L X, ~ 
(0.4) 
From the symmetry we have o3 04 05 (7.14) 
The analogy of equations (7.9) and (0.4) for the end of the system are: 
(7.15) 
- 0.3 -
xf 4 0 (3 0 - L) 
05 
7 7 (7.16) y,f 3 0 - 2 L 7 
which may be solved for 07: 
·, 
yf - y '2]! 
07 4 L + 3 [16 L2- 72 L03 yf 0 2 (_i] = 0 - + - + 9 3 - . X - xf 3 xr f 
24 ... (7.28) 
(b) Waist in One Dimension Only 
The focal length of Q1 is again found from 
1 1 1 1 (7.4) + - = 
01 02 f f + L/6 c 0 
and (from figure 7.3) 
1 1 1 1 ( 7. 21 ) 
01 + p r fd L/6 - f 0 
The equivalent of equation (0.1) is now 
y2 y1 y 1 - ( 01 + P) (0.5) 
o2 + r r r 
(0 + r) ( 01 + P) 
and 2 y2 y1 r 
[01 02 r+ 02 p p] y1 + 0 + 1 
[(01 + Pl (E-01 ) 
+ pl y1 + 0 (0. 6) r 1 
Again. we substitute the value off from (7.4) into (7.21) and solve 
0 
for r: 
1 1 1 1 1 
+ + 
r 01 + p f - L/6 01 + p 01 02 L 0 
01 + 0 2 3 
(01. + Pl[3 o1 CE-o1 J - ELJ 
r 3 o1 (E-o1 J - EL + 3 E (01 Pl 
( o. 7) 
+ 
- 0.4 -
Using (0.7) we can find y2 in equation (0.6) as follows: 
Y;'[_Co_1~. _+ __ P_l_C_E_-_o1~J ___ {_3~o_1~C-E_-_o1~l---__ E_L_+ __ 3~E-· ~(-0~1 __ +_P_J} 1 _,_ + ( 01 +P). (01+P) 13 o1 CE-01l- Elll 
yi' [E ' p + 3 E (E-01 J (0 + Pll (7.22) 1 
3 01 (E-01 l - EL 
Putting 
d y2 
0 gives us 
d 01 
{3 01 (E-01 l - EU {E-P-2 0 } 3 (E-o1 l (01 + P) (E-2 01) 0 1 
i.e. 012 [ - 3 P] + 0 1 [6 EP + 2 EL] 3 E
2 P + ELP - E2 L 0 (0.8) 
__ .and thus -~· 01 E + EL [ 1 - .. ( 1 3P 3P
2 ~] (7. 23) +- + -) 
-
-
· 3P L · - EL 
Note that we use a minus sign for.the last term in (7.23), otherwise we 
would get 01 >E. 
Equation (0.8) reduces to equation (7.9) when P 
vious in equation (7.23). 
o. This is not so ob= 
We now use equation (7.23) in (7.22): 
where C 
Then 
+ p + 3E (EL- C)(E + P 3P 
3 {E + EL _ C}{EL 3P 3P 
EL 3P 3P 2 ~ 
- (1 +- +- ) 3P L EL 
- C} + EL J 
EL 
+ - - C) l 3P 
3P .· 3P2 ~ 1 
3 p + 2 L { 1 - ( 1 + L + EL ) }j 
To find 03 we look at figure 7.3 to find that 
y2 x3 x1 
, 
01 
- X. 
03 03 02 ~ 02 
y2 E-O 
Thus 0~ 1 
..., X . 01 ~ 
( 0. 9) 
( 0.1 0) 
(7.24) 
(0.11) 
(7.25) 
y.; [ 2., 2E 
x. 
l 
+ p + 
- 0.5 -
3P + 2L {1 -
3P2 ] [E 
( 1 + '3P + 3P
2) ~} 
L EL 
( 7. 27) 
We still need to derive equation (7.30) from which equation (7.33) then 
follows with P 0. 
We find. for 02 • 
1 1 1 
+-0 + r 2 03 f2 + L/6 
and thus f2 
L 03 (r + o2J 
+-
6 03 + r + 0 2 
03 (E - 0 + r) 1 
03 + E - 01 + r 
(0.12) 
We use equation (0.7) for r to find 
o3 [CE-o1 ){3o1 (E-01)- EL + 3E (01+P)} + (01+P){301 (E-o1J- EL}] 
[03 + E - o1]po1 (E-01 ) - EL + 3E (01+P)} + (01+P) (301 (E-01)- ELJ 
'f = 
2 
where c2 
We have thus shown how the equations in chapter 7 were arrived at. 
(0.13) 
(7.30) 
( 7. 31 ) 
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