Abstract-Blind fractionally spaced equalizers reduce intersymbol interference using second-order statistics without the need for training sequences. Methods for finding FIR zero-forcing blind equalizers directly from the observations are described, and adaptive versions are developed. In contrast, most current methods require channel estimation as a first step to estimating the equalizer. The direct methods can be zero-forcing, minimum mean-square error, or even minimum mean square error (MMSE) within the class of zero-forcing equalizers. Performance of the proposed methods and comparisons with existing approaches are shown for a variety of channels, including an empirically measured digital microwave channel.
I. INTRODUCTION AND PROBLEM STATEMENT

I
N HIGH-SPEED digital communications, the channel often introduces memory in the received signal, which in turn spreads the symbols over time. This spreading induces a distortion known as intersymbol interference (ISI), which, in order to maintain reliable performance, must be removed at the receiver by equalization. Since, in practical systems, the channel is not known a priori, training sequences can be used to estimate the channel and find the necessary equalizer. Alternatively, blind equalizers (see, e.g., [3] ) exploit knowledge about the structure of the input (e.g., whiteness) in conjunction with the outputs in order to estimate the equalizer. Since they do not require extra bandwidth for training, blind equalizers have received great research and practical interest, and many methods have been proposed [25] , [27] .
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Publisher Item Identifier S 1053-587X(97)05784-X. channels when the outputs are sampled faster than the symbol rate (fractionally sampled). Based on the seminal work in [31] , many effective blind methods have been proposed for estimating the channel from the output-only second-order statistics [1] , [19] , [22] , [32] , [35] . Each of these methods provides a blind estimate of the channel that can then be used to find the maximum-likelihood (ML) estimate of the transmitted sequence using the Viterbi algorithm [26, p. 588] . For a given channel estimate, the ML approach provides the minimum probability of error estimate, although it can be computationally intensive. Liu and Xu [21] have proposed a least-squares method that, while suboptimal to ML, directly estimates the sequence from the observed data. Similarly, Tong [30] has recently proposed a method that, although not ML, uses the Viterbi algorithm to directly estimate the source sequence without explicitly estimating the channel. A third approach, which is similar in philosophy to the higher order methods of [27] , is to bypass the channel estimation step and directly estimate a linear filter that can remove the ISI and/or suppress the additive noise [11] , [28] . While also suboptimal to the ML approach, the direct estimation of the equalizer is computationally efficient and lends itself easily to the development of adaptive methods for tracking time-varying channels.
In this paper, we present three methods for finding linear equalizers directly from the data. Each method is derived from a specific performance criterion: a) zero-forcing (ZF) or ISI removal; b) minimum mean-square error (MMSE); c) minimum mean-square error within the class of ZF. The novelties of this work over the existing direct equalizer of [28] and the subsequent work in [29] are i) explicit inclusion of additive noise; ii) one-step computation of the blind MMSE equalizer; iii) direct computation of the ZF for any delay; iv) hybrid method to find the "optimal" ZF equalizer for a given delay and length. In addition, we develop adaptive methods that allow for the tracking of time-varying channels. In comparison with the adaptive approach of [8] , the methods presented here are computationally simpler at the expense of some design flexibility. Finally, the methods of this paper have been extended to include deterministically modeled inputs [9] , nonlinear channels [12] , two-dimensional (2-D) image models [10] , and multiuser communications [33] . 
II. MATHEMATICAL FRAMEWORK
Consider the continuous-time fractionally sampled communication system shown in Fig. 1 . The sequence denotes information symbols; symbol duration; the "composite" channel; additive noise thta is assumed to be stationary as well as uncorrelated with ; an integer denoting the amount of oversampling. The constituents of the composite channel include the known transmit and receive filters as well as the unknown transmission channel. For this system, the signal at the sampler is If is sampled at , the received data are for , which is If we consider the discrete-time sequences and as the input and output, respectively, it is convenient to write the input-output relationship as an equivalent discrete-time system (1) where and are the discrete-time equivalents of and , respectively, and is the discrete-time equivalent of the noise-free received signal. As will be seen, the outputs described by (1) have a periodically time-varying correlation (with period ). In many cases, periodically correlated signals are conveniently represented by vector stationary processes [24] . Upon defining , the singleinput, single-output (SISO) relationship of (1) accepts an equivalent single-input, multiple-output (SIMO) description as given by (see also Fig. 2) for (2) where , and We note that a length block of the time-varying, scalar output of (1) is now represented as a time-invariant, vector output. More specifically, by concatenating equations from (2) for , we can represent in a vector form as
where and denotes transpose. If is FIR of order (i.e., for ), it follows that the subchannels will be of order Correspondingly, for vector observations (4) only input symbols for will affect the observed data [see (3) ]. Collecting equations from (3) with , we rewrite the input-output input-output relation as (see also [22] ) 
are and vectors, respectively. In the following section, we describe the covariance of , which will be useful for finding the equalizers directly from the output.
Remark 1: In general, is not known a priori. As in [22] , [28] , [31] , and [35] , we will assume in the sequel that at least an estimate of has been obtained. Statistical methods for estimating are given in [15] , and rank-based methods can be found in [35] .
A. Cyclic Statistics
Consider the correlation of the scalar output in (1) (9) where and are the correlations of the stationary input and noise, respectively, and where represents complex conjugation. From (9) , it is straightforward to verify that the correlation is periodically time-varying in with period (i.e., integer ). Similar to (9), the correlation of the vector in (4) is given by (10) where , and indicates conjugate transpose (Hermitian).
B. Zero-Forcing Equalizers
Consider the FIR linear equalizer shown in Fig. 3 , where for is the order equalizer of the th subchannel. Ideally, the impulse response coefficients (or taps) of should be chosen to minimize the probability of error between decisions based on the equalizer output and the true values Unfortunately, the probability of error is a nonlinear function of the equalizer taps, and alternative criteria are necessary. In the absence of noise, one natural choice is to require for some integer delay This type of equalizer is known as zero-forcing (ZF) [26, ch. 10] . More precisely, a ZF equalizer whose subchannels are order is described by (11) where superscript refers to the delay Choosing in (6) This definition allows the ZF condition to be written in matrix form as (12) where is an vector of the equalizer taps corresponding to delay , and is a vector with a 1 as the st element and zeros elsewhere. We address the existence of satisfying (12) in the following theorem (see also [28] for ). Theorem 1-Existence and Uniqueness of ZFE: Assuming the subchannels have no common roots, an FIR ZF equalizer with subchannels of order exists, provided The ZF equalizer is unique when , provided , or alternatively, when the minimum norm solution is adopted for solving (12) .
Proof: The vector belongs to a complex space of dimension
In order for a solution of (12) to exist, the range space for the columns of must be of dimension Since has exactly rows, the range space of will be of dimension if and only if (iff) is full-row rank. As in [5] , [22] , [28] , and [31] , the block Toeplitz structure of implies that it will be full row rank iff there are no common zeros among the subchannels, and When and , then is a full-rank, square matrix, and can be found uniquely from (12) . We note that the requirement of no common zeros is shared with all second-order-based blind methods. Tugnait [34] discusses a class of channels that never satisfy this condition. The condition on implies that ZF equalizers must be of a minimum length. We note that this result was also shown by Slock [28] for the case in the context of ZF FS equalizers. It is a direct consequence of the Bezout identity [20, p. 382 ] (see also [13] ).
In the case of (i.e., the matrix is "fat"), the ZF equalizer is not unique, and additional constraints are needed to solve (12) . One possible constraint to (12) is the minimum norm, which leads to the pseudo-inverse solution (e.g., [18, p. 410] ), i.e., (13) where indicates pseudoinverse. In the sequel, we will exploit the fact that ZF equalizers are not necessarily unique in order to find equalizers that are ZF and have desirable noise suppression characteristics (Section III-C).
III. DIRECT BLIND EQUALIZERS
In this section, we describe three methods for finding equalizers directly from the set of observations in (4). Section III-A presents a method for finding a ZF equalizer [see (12) ], whereas Section III-B presents a method for obtaining the minimum mean-square error blind equalizer. In Section III-C, we describe a method that finds the ZF equalizer with the minimum MSE. We conclude in Section III-D with a discussion of estimation from sample values.
A. ZF Equalizers
Since ZF equalizers are optimized to suppress ISI without regard to noise, we first consider the noise-free correlation matrix of (10) for (14) In the sequel, we will drop the "size" notation from the correlation matrices unless specifically required, e.g., As in [28] , [29] , and [32] , we assume the input is i.i.d., and therefore, , where is the identity matrix. In this case, the noise-free output correlation matrix is (15) Taking the complex conjugate and multiplying on the right by the zero-delay ZF equalizer yields [see (12)] (16) where denotes the first column (MATLAB notation) of matrix
This results leads to the following lemma.
Lemma 1-Direct Equalizer:
Under the conditions of Theorem 1, the zero-delay equalizer can be found to within a scale ambiguity of directly from the correlation matrix by solving (17) Proof: Consider first using the pseudo-inverse to find from (17) . We note that so that Since Compared with (13), the ZF equalizer can be found directly from the correlation matrix of the data by solving (17) . When is square , the pseudo-inverse is replaced by a matrix inverse, and the ZF equalizer found by solving (17) is unique. The ambiguity arises when is not known a priori, and we assume While the ZF equalizer removes all the ISI (ideally), it does not suppress the noise; rather, the noise is now colored and possibly enhanced by the filter (c.f., [26, p. 606] ). The degree of noise enhancement and even the variance of the equalizer estimates may depend on the delay of the ZF equalizer. In many situations, therefore, a ZF equalizer with nonzero delay is desirable (for specific examples, see [6] ). Given the zero-delay ZF equalizer, it is possible to use (11) to generate a system of equations that can then be used to solve for Once is obtained, (12) can be used to find This approach, however, requires two additional matrix inverses after solving for Surprisingly, it is possible to find the delay ZF equalizer from the zero delay equalizer without an additional matrix inverse, as we show next.
First, we make the following definitions for notational convenience: (18) (19) (20) where we have used the MATLAB notation to indicate the submatrix of consisting of rows through and columns through Note that , where the vector is defined similar to (4) with replaced with In addition, we note that (21) where is a matrix of zeros. Therefore [see (12)], we can write (22) From (22), we can write From (22), the above becomes (23) Following the same development as for the zero-delay equalizer, the delay equalizer satisfies (24) Equating (23) and (24) yields (25) To solve for , we have [see (17) ] (26) In other words, only one matrix (pseudo-) inverse is required to find directly from the output correlation matrix. The connection between the approach of (26) and the linear prediction approach of [29] provides an interesting topic for further research. We note, however, that for a delay of , the method of [29] requires to be known, and hence, the ambiguity (without estimating the channel a priori) is not a simple scale.
In many cases, it has been observed [26, ch. 10] that selecting (approximately the middle of the range of delays) results in good equalizer performance. Selection of the optimum delay has been discussed in other papers (cf., [8] and [29] ). Here, we show how, from the minimum delay , ZF equalizers corresponding to any delay can be obtained. In addition, [8] and [9] have proposed methods to find the ZF equalizers for all delays simultaneously, which, although it allows more design flexibility, is naturally more computationally intensive than the method proposed here.
At this point, we wish to note that while this paper addresses only i.i.d. inputs, this method has been extended to either colored or deterministic inputs [9] , [10] . Blind equalization of colored or deterministic inputs is particularly useful for coded inputs and image processing [10] .
Remark 2: The restriction to casual channels (shift ambiguity) and the limitation of finding to within an unknown scale is not unique to this method. Rather, all blind identification and equalization methods are subject to these limitations (cf., [22] , [28] , [31] ). In practice, these restrictions are usually overcome through the use of automatic gain/power control and differential encoding [26, ch. 12] .
B. Blind MMSE Equalizers
While the previous section provided a blind method for finding an FIR ZF equalizer, the ZF equalizer does not address noise suppression. Hence, we are motivated to look for an alternative criterion for finding
Toward that goal, we consider the FIR Wiener filter, which provides the minimum mean-square sense linear estimate of based only on (blind MMSE). Our goal is to find the such that is minimized. As usual, we substitute (see Fig. 3 ) (27) into , take the complex derivative with respect to the unknown equalizer coefficients, and set these to zero for and After simplification, this yields the orthogonality condition (28) Using the assumption that the noise is uncorrelated with input and that the input symbols are i.i.d., we have (29) Substitution of (29) into (28) yields (30) which can be written in matrix form for and as (31) Equation (31) then becomes [see (10)] (32) This, however, is identical to (24) with (noise-free correlation) replaced by (signal plus noise correlation). Therefore, we can solve for the zero-delay MMSE equalizer and the delay MMSE equalizer using the same procedures as in Section III-A. In particular, the nonzero delay MMSE equalizer, by solving [see (23) and (26)] (33) In Section III-D, we briefly discuss selection of the delay Remark 3: We note that (32) is valid for noise of any color. As with [22] , (33) is valid for noise of any known color.
C. ZF-MMSE
In Section III-A, we presented an equalizer that was ZF and, hence, removed all of the ISI. However, ZF equalizers, unlike MMSE equalizers, do not address distortion from additive noise, and in some cases [26, p. 606] , may unduly enhance the noise. Given that ZF equalizers are not always unique (see Theorem 1), it makes sense to search for the "best" ZF equalizer. In other words, we want to find the ZF equalizer that does the best job of suppressing the additive noise at the output of the equalizer.
From Fig. 3 , at time , the noise at the output of the equalizer has variance (34) Our goal is then to find the ZF FIR equalizer that minimizes Specifically, we seek the such that (35) subject to the "statistical" ZF constraint [see (25) ] The constrained minimization problem can be solved using Lagrange multipliers for complex vector unknowns (e.g., [18, pp. 787-790] ). The solution is (see Appendix A)
This equalizer is ZF (thus removing all the ISI in theory) and, among the class of ZFE's, does the best job of suppressing the noise gain. More precisely, for a given delay, it is the MMSE equalizer in the class of ZFE's. We note that when the additive noise is white, the solution of (36) becomes the minimum norm solution of (26) . When the noise is colored, the minimum norm solution no longer does the "best" job of suppressing the noise at the output. This is illustrated in the simulations section (see Experiment 5) .
Remark 4: For the SISO framework, [11] gives a nonparametric IIR version of the hybrid ZF-MMSE for cases where is known or estimated a priori. Defining and as the Fourier transforms of the IIR and FIR , respectively, the solution is (see Appendix B) (37) for , where is the power spectral density of the noise. This provides an IIR ZF equalizer, which minimizes the noise variance at the output. Since for stability and ease in implementation we prefer FIR equalizers, the IIR can be used to determine how fast the IIR decays to zero and then use this to design FIR of appropriate length. A seemingly related IIR filter was reported in [2] . However, [2] provides an optimum IIR equalizer that minimizes the mean-square error but, contrary to (37), is not ZF.
D. Estimation from Sample Statistics
In practice, ensemble values are not available, and the matrix in (32) must be replaced by a consistent sample estimate based on the -vector observations [24] (38) where is defined as in (4). Due to space limitations, a proof of the consistency for the equalizer estimates in Section III will not be shown. However, we make the following comments on the proof. It is known that if the cumulants of the noise are absolutely summable and the input has finite moments [4] , then the normalized sample estimate converges in the mean-square sense to the true value , i.e., m.s.s.
In addition, the equalizer found by solving equations of the form of (16) We note that knowledge of is also required by the ZF methods of [8] and [28] and the channel identification method of [32] . When the additive noise is primarily due to thermal effects at the receiver, knowledge of is not unreasonable since the additive thermal noise is typically white, and any coloring will be due to known effects such as matched filtering.
For the MMSE case, typically is chosen to be in the middle of the range of delays Alternatively, we can try to find the "best" delay in terms of smallest MSE, as we discuss next. The MMSE can be evaluated using the orthogonality principle (28) (40) (41) where in deriving the last equality, we used the whiteness of The MMSE in (40) shows clearly its dependence on and and suggests the following brute-force algorithm for selecting the MMSE delay as
The resulting delay selection algorithm is summarized in the following steps:
Step 1: Solve (32) with to obtain , and solve (33) to obtain
Step 2: Deconvolve to obtain using (27) with Step 3: Estimate the cross-correlation in (40) using the sample average (43)
Step 4: Evaluate via (41) for all and select as in (42). A study of the MSE achieved by this blind MMSE equalizer in comparison with the results for the constant modulus algorithm (CMA) provides an interesting topic for future work. In addition, [7] purportedly contains details on how zero locations and delay affect the MMSE.
IV. RECURSIVE/ADAPTIVE BLIND ZF EQUALIZERS
The previous section describes batch methods for finding the equalizer taps from the vector output correlations without first explicitly finding the channel estimates. One major advantage "direct" equalizer methods have over the two-step procedures is the ability to develop computationally attractive recursive methods for estimating the equalizers. Similarly, direct methods allow for the development of adaptive implementations that are useful for tracking time-varying channels. In this section, we describe two adaptive (recursive) methods for finding the equalizer taps directly from the data. The first is a cyclic version of the recursive least-squares (RLS) algorithm, whereas the second is a stochastic gradient descent algorithm that we call the cyclic least mean square (LMS) algorithm because of the cyclo-multirate equivalence alluded to in (2).
A. RLS Equalizer
To update the correlation estimates recursively, we use the sample estimator (44) where and are the sample correlation matrices at time and , respectively, and is defined as in (4). The term is a "forgetting" factor included to reduce the influence of past observations on the statistics and thereby allow the correlation estimates to follow time variations in the channel. Note, however, that when , (44) is a biased estimate of the ensemble value Defining and using the matrix inversion lemma (e.g., [18, p. 480 In summary, we have the following steps for computing at each time (see Remark 5 for comments on initialization).
Step 1:
Step 2:
Step 3:
Step 4:
The form of the estimate in (47) does not require a matrix inverse and, hence, is computationally feasible for adaptive implementation [c.f. (45)], or if is chosen, (47) provides a method to recursively compute the time-invariant equalizer taps, thereby reducing the memory requirements for long data records. In addition, while this procedure gives an adaptive estimate of the zero-delay MMSE equalizer, it is straightforward to modify to provide an adaptive estimate of either the delay ZF or the delay MMSE equalizer.
The forgetting factor , which provides for tracking of "slow variations" in the true correlations, affects the convergence of and, thus, the accuracy of the estimator. The tradeoff between tracking and convergence properties dictates the choice of usually chosen in the interval [0.98, 1].
Remark 5: Initialization of the RLS procedure is an important issue that, in a different context, has been studied by other researchers [18, ch. 13] . In many cases, it is reasonable to use a small set of observations , where is the number of vector observations, to find an initial estimate of and Since the algorithm is initialized with batch estimates, the recursive estimates are exactly equal (when ) to their batch counterparts. When the channel is time invariant, the latter establishes the consistency of the RLS estimate because the batch method is consistent (see Section III-D). For or other initializations, convergence analysis is beyond the scope of this paper.
B. Cyclic LMS Equalizer
The cyclic LMS blind equalizer updates the equalizer estimate at each symbol through applications of the gradient descent algorithm, i.e., (48) where and are the equalizer vectors at time and , respectively, is the stepsize, and is the instantaneous approximation at time to the gradient of the cost function , which is
Following the same steps as in the derivation of the MMSE equalizer in Section III-B, we see (49) The instantaneous approximation at time is obtained by (50) As with any gradient search method, initialization and choice of stepsize play critical roles in the speed of convergence and the steady-state performance. These issues and convergence analysis have been studied by many researchers in other contexts (e.g., [18, ch. 9] ). For FSE's, such a study is beyond the scope of this paper. Despite the potential for steady-state misadjustment error and slow convergence, the cyclic LMS has extremely low computational complexity. In addition, it does not rely on an explicit matrix inverse, and therefore, as we demonstrate in Experiment 3, is not as sensitive to nearly common subchannel roots. When subchannel roots are close to being common, the channel matrix becomes ill conditioned. Correspondingly, methods depending on rank properties of or [see (14) ], such as [22] , [28] , or [31] , yield estimates with larger variance. In contrast, the affect on the LMS algorithm is to "slow" the convergence [18, pp. 334-335] .
V. SIMULATION RESULTS-COMPARISONS USING REAL DATA
In this section, we use simulations to examine the performance of the direct equalization methods described in Section III and the adaptive/recursive methods described in Section IV. In addition, we compare the performance of the proposed methods with existing second-and higher order methods for equalization using an empirically measured digital microwave channel. As performance measures, we estimate the meansquare symbol error, MSE and the residual ISI (cf., [27] ) over 100 Monte Carlo runs. If is the equalizer estimate obtained on the th Monte Carlo run, the residual ISI is defined as ISI (51) where is the "overall" channel impulse response
To find an expression for mean-square symbol error, we first substitute into the MSE definition and then simplify using the whiteness of On the th Monte Carlo run, the MSE is then MSE (53) where is the desired delay. For all simulations, we have defined the signal-to-noise ratio (SNR) to be at the input to the equalizer, or
SNR
For each experiment, we have used an i.i.d. input sequence drawn from a 16-QAM constellation and have assumed the oversample ratio to be 2 (i.e., ). For Experiments 1-4, the noise is drawn from a white Gaussian distribution at varying SNR's. A receive filter with bandwidth guarantees that is white.
Experiment 1-Performance in Noise:
We first consider the performance of the MMSE equalizer (Section III-B) in the presence of additive noise
The channel is a causal approximation to a two-ray multipath mobile radio environment. The continuous-time channel spans four symbols For this experiment, The discrete-time equivalent channel is found by sampling at a rate of or for Fig. 4 shows the magnitude of the impulse response, the zeros of , and the zeros of the subchannels and Fig. 5 depicts the mean-square symbol error for a zero-delay equalizer whose subchannels are of order across 2500 symbols for several SNR's. Fig. 6 shows the residual ISI for the same equalizers. Figs. 5 and 6 show that the FSE does a good job of equalization after as few as 500 symbols. Table I compares the performance of the FSE after 2000 symbols with the optimum Wiener filter, which has exact knowledge of the channel (cf., [6] ). We see that the blind MMSE is coming close to an ideal linear equalizer in performance. Finally, Fig. 7 shows the received constellation and the equalized constellation at SNR 25 dB for 750 symbols. Clearly, the blind equalizer has opened the eye.
Experiment 2-Comparison with Existing Algorithms:
In this experiment, we compare the performance of the recursive algorithms in Section IV with existing blind FS equalization techniques. The channel used is an empirically measured digital microwave channel with duration spanning eight symbols (see [6] for details on the channel). The SNR was 30 dB, and the equalizer is causal and of order Based on this brute-force method, we selected for the cyclic RLS and cyclic LMS algorithm. Fig. 8 shows the MSE for the cyclic RLS (Section IV-A), the cyclic LMS (Section IV-B), the CMA of the type (CMA 2-2) [14] , and the indirect (channel estimation followed by Wiener filter) methods of [22] and [32] .
Trading off speed of convergence with steady-state error, the performance of both the cyclic LMS and the CMA depends on the stepsize, which in this experiment was chosen to be for both. For the cyclic LMS algorithm and the cyclic RLS algorithm, 100 symbols were used to compute an initial estimate of the equalizer. Since the noise correlation is rarely known and is required by (33) , the cyclic RLS and LMS algorithms used for Fig. 8 do not assume knowledge of the noise-free correlation. Rather, they use in place of in (33) . For the indirect methods, a new channel estimate and a new Wiener filter estimate are calculated every 400 samples. For the method of [32] , we assume the algorithm has exact knowledge of channel order as well as knowledge of the noise power. For the method of [22] , we chose a window size of 16 and assumed the algorithm had exact knowledge of the channel order. From Fig. 8 , we see that the cyclic RLS algorithm has the lowest MSE and the fastest "convergence," although CMA 2-2 has similar large sample MSE. The Moulines et al. [22] method also shows fast MSE convergence. However, for each 400 samples, the algorithm of [22] requires two eigendecompositions to estimate the channel followed by a matrix inverse to compute the equalizer. Therefore, [22] is the most computationally intensive algorithm considered in Experiment 2.
MSE performance differences between cyclic RLS and [22] are channel dependent and may not be as pronounced as in Fig. 8 . However, at least for this empirically measured channel, cyclic RLS outperformed [22] . The cyclic LMS outperforms also the indirect method of Tong et al. [32] and is computationally simpler than the cyclic RLS or the algorithm of [22] . Fig. 9 shows the MSE across a range of delays for the batch MMSE algorithm (33) and demonstrates the need for estimating the equalizer. For Fig. 9 , we assumed the RLS algorithm has knowledge of the noise correlation. 
Experiment 3-Comparison (Near Common Root Channel):
It is known that blind equalization methods based on the second-order statistics of fractionally sampled channels do not perform well when the subchannels are close to being common (cf., [6] ). In this experiment, we compare the performance of the cyclic LMS (Section IV-B), the CMA 2-2, and the indirect method of Moulines et al. [22] using the same parameters as in Experiment 2. The channel used for this experiment however has 6 roots that are "close" to being common. Table  II gives the root locations, whereas Fig. 10 shows graphically the magnitude of the channel impulse response, the channel zeros, and the subchannel zeros. Figs. 11 and 12 show the MSE and the ISI, respectively.
As we see from Figs. 11 and 12, the cyclic LMS (being a criterion-based approach) shows robustness to this nearly common root channel. Subspace (and cyclic RLS) methods perform batch (or recursive) inversion of ill-conditioned correlation matrices in this case. The price paid by LMS is slower convergence when channels have near common roots.
Experiment 4-Time-Varying Channels:
In this experiment, we investigate the performance of the adaptive procedures of Section IV for a time-varying channel. As in Experiment 1, the channel is a causal approximation to a two-ray multipath channel with duration spanning four symbols. The continuoustime channel for is described by
where the roll-off factor is again set to 0.35, , and
The discrete-time channel is obtained by for For Experiment 4, the "gain" of each path changes with time. Table III shows  the values for  We note that   TABLE III  TIME-VARYING CHANNEL: COEFFICIENTS   for , this is the same channel as in Experiment 1. Fig. 13 shows the MSE for this time-varying channel where (for cyclic RLS), (for cyclic LMS), and the SNR 20 dB. From Fig. 13 , we see that both algorithms are able to adapt and equalize the timevarying channel. equalizer (Section III-A), the blind MMSE (Section III-B), and the hybrid ZF-MMSE (Section III-C) for the channel of Experiment 1. For this experiment, the additive noise is no longer white but is colored and yields an SNR dB. The additive noise is generated by passing white Gaussian noise through a moving average process with coefficients 1, 0.5 0.25j, 0.5 0.1j, and 0.4 0.3j. Table IV shows the ISI, the MSE, the average equalizer norm, and the noise power after 1000 symbols. The noise power , which was defined in (17) , is the gain of the noise induced by the equalizer. The norm of the equalizer on the th Monte Carlo run is given by
The equalizer was order 7 and, therefore (see Theorem 1), was not unique. From Table IV , we see that each equalizer is indeed minimum with respect to its design criterion. The ZF and the ZF-MMSE both achieve the same residual ISI, which is much smaller than that achieved by the MMSE equalizer. The difference between the ZF and the ZF-MMSE can be seen by comparing the noise power and the equalizer norm. The ZF-MMSE achieves smaller noise power (and therefore MSE) but is not the minimum norm solution (obtained by solving (17) using the pseudo-inverse) given by the ZF equalizer. As expected, the MMSE equalizer has the smallest MSE.
VI. CONCLUSIONS AND FUTURE DIRECTIONS
Using output-only data, we have provided three procedures for directly calculating FS FIR equalizers based on secondorder statistics. These procedures do not require channel estimation as a first step, and each one possesses a different optimality. One method eliminates all the ISI or is zeroforcing, another is minimum mean-square error, and the last is a hybrid method that provides the minimum mean-square error zero-forcing equalizer.
To cope with slowly varying time-varying channels and/or provide computationally efficient implementations, we developed two adaptive methods for finding the time-varying equalizer taps directly from the data. One method is based on recursive least squares, and the other on a stochastic gradient descent or LMS-like algorithm. The latter is computationally simpler than the former, and both exhibit "robustness" to ill conditioning caused by near-common subchannel zeros A preliminary comparison between the second-and higher order algorithms is given by [6] , whereas a more comprehensive comparison is the topic of a future paper. In addition, convergence and initialization issues for the two adaptive procedures will be studied. Finally, performance of weighted least squares versions [16] as well as links of the present approach with the linear prediction approach [8] , [28] , [29] are worth further investigation.
APPENDIX A DERIVATION OF HYBRID FIR ZF-MMSE
We seek the equalizer that satisfies To solve for , we substitute (58) into (25) Solving gives which when substituted into (58) gives (36).
APPENDIX B DERIVATION OF IIR ZF-MMSE
We give a brief derivation of the IIR ZF-MMSE equalizer. In the SISO framework, the ZF condition is
In the frequency domain, this becomes (cf., [23, p. 103 It is convenient to look at the individual entries of in (62), e.g.,
for a given and for Using (63), we find by substitution of (62) into the ZF constraint to obtain or in scalar form
This gives
Finally, substitution of (65) into (63) yields the desired result.
