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Resumen
En este trabajo se deﬁne la arquitectura de un nu´cleo de control (NC) que permite ejecutar aplicaciones
de control empotradas, ası´ como los principales problemas que soportan su desarrollo. Se propone la
estructura de los datos y los servicios que debe proveer este nu´cleo para aplicar varias estrategias de
control que pueden ser utilizadas para garantizar seguridad, ﬁabilidad y economı´a en sus operaciones.
En el trabajo se presentan dos ejemplos que ilustran el uso del nu´cleo de control . Copyright c© 2011
CEA.
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1. INTRODUCCI ´ON
Los sistemas de control empotrados (SEC) operan con un
grupo de restricciones donde los principales recursos tales
como, potencia de procesamiento, memoria o facilidades de
comunicacio´n esta´n limitados. Adema´s, trabajan en tiempo real
y necesitan ser capaces de enviar acciones dentro de un estricto
plazo de entrega o deadline que garantice una operacio´n ﬁable
y segura del sistema.
Los sistemas de control empotrados aparecen en una amplia
variedad de aplicaciones entre las que se puede mencionar a
la aerona´utica, la mecatro´nica e industria automovilı´stica entre
otros. La mayorı´a de las veces, las restricciones son de tiempo
real crı´tico (hard real time). Esto signiﬁca que una accio´n
de control debe ser enviada considerando la disponibilidad
de recursos. Por lo tanto, un SEC debe ser robusto, tolerante
a fallos, auto´nomo, reconﬁgurable, compacto, y de consumo
reducido. (Albertos et al., 2005a)
Los principales problemas que las aplicaciones de control
deben tener en cuenta cuando se disen˜a un SEC son la existen-
cia de incertidumbres, objetivos y requerimientos imprecisos,
cambios en las condiciones de operacio´n y la disponibilidad de
recursos. Esto signiﬁca que a partir del disen˜o debe resultar un
sistema capaz de enviar acciones de control que garanticen el
mejor desempen˜o bajo una variedad de situaciones.
Desde un punto de vista de control, un SEC puede ser disen˜ado
utilizando diferentes metodologı´as como por ejemplo: control
robusto, control supervisor o control o´ptimo (consumo, calidad
en los servicios). Sin embargo, el reto principal es disen˜ar e im-
plementar un sistema de control provisto del mejor desempen˜o
bajo diferentes escenarios y que garantice una operacio´n segu-
ra. Esto tiene mucho que ver con la manera en que la solu-
cio´n de control es implementada bajo un entorno de reducida
disponibilidad de recursos.
Las fases de disen˜o del control e implementacio´n deben ser
abordadas de conjunto (A˚rze´n et al., 2000). Para lograrlo, las
operaciones de un sistema de control basado en computadoras
debe ser analizado, garantizando que se cumplan las actividades
crı´ticas no importa las condiciones en que este´ operando el
sistema.
Actualmente se asumen un conjunto de elementos acerca de la
implementacio´n del control en la etapa de disen˜o(Albertos et
al., 2007); (ARTIST2, 2005); (A˚rze´n and Cervin, 2005):
Un sistema de adquisicio´n se encargara´ de proveer los
datos del proceso.
Los actuadores envı´an las sen˜ales de control en el tiempo
adecuado.
El procesador calcula en tiempo las acciones de control.
Los datos requeridos para realizar los ca´lculos son alma-
cenados en memoria
El patro´n de muestreo es regular (constante, sı´ncrono y
uniforme para cualquier tarea de control).
La energı´a y potencia consumida esta´ garantizada.
Sin embargo, cuando se trata de los SEC es difı´cil poder garan-
tizar el cumplimiento de todas estas premisas. El objetivo de
este trabajo es el disen˜o de una arquitectura de software, cuyo
eje fundamental esta´ basado en una capa de software denomi-
nada nu´cleo de control (NC), que permita ejecutar uno o varios
lazos de control, brindando a cada uno ellos un desempen˜o ade-
cuado cuando no es posible cumplir con las premisas anteriores,
debido a la escasez de recursos.
La estructura de este artı´culo es la siguiente: En la seccio´n
2 se presentan los principales problemas que existen en la
implementacio´n de los SEC. En la seccio´n 3 se propone una
solucio´n basada en el concepto de nu´cleo de control. En la
seccio´n 4 se presenta la arquitectura del nu´cleo de control,
la estructura de los datos que la soporta y los principales
servicios que la componen. En la seccio´n 5 se desarrollan
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algunos ejemplos que ilustran el uso del nu´cleo de control.
Finalmente se presentan las conclusiones del trabajo.
2. PROBLEMAS EN EL DESARROLLO DE SEC
En esta seccio´n se establecen los principales problemas que
afectan el disen˜o e implementacio´n de un SEC. El ana´lisis se
divide en dos partes, la primera contiene los llamados proble-
mas de tiempo que ba´sicamente afectan el cumplimiento del
perı´odo de muestreo de un controlador. Adema´s, se analizan
las principales causas que les dan origen. En la segunda parte
se analiza de manera resumida los problemas de energı´a que
deben ser tenidos en cuenta en el disen˜o de un SEC.
2.1 Problemas de tiempo
Una de las razones fundamentales por la que los SEC presentan
problemas de tiempo, se debe a la interaccio´n de las tareas que
se ejecutan bajo una determinada polı´tica de planiﬁcacio´n. Por
interaccio´n de tareas se entiende el grado de interferencia que
afecta el tiempo de activacio´n y respuesta de una tarea debido
a que otras, con mayor prioridad, esta´n activas o listas para su
ejecucio´n.
Desde hace algunos an˜os han comenzado a aparecer en la litera-
tura cientı´ﬁca numerosos artı´culos y trabajos relacionados con
esta tema´tica. Algunos ejemplos de los mismos son (Balbastre,
2002), (Cervin, 2003), (Albertos et al., 2007), (Crespo et al.,
2006), (Crespo A., 1999).
La ﬁgura 1 muestra los principales para´metros temporales que
intervienen en la ejecucio´n de una tarea de control de tiempo
real y cuales son los problemas de tiempo que se presentan. El
ana´lisis se ha divido en dos intervalos tı´picos de muestreo k y
k + 1 pertenecientes a una tarea con prioridad menor que la
ma´xima.
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Figura 1. Problemas de tiempo en sistemas de control
T es el perı´odo nominal de la tarea perio´dica que se activa en
los instantes Rk, Rk+1 y Rk+2. Sin embargo, la activacio´n de
la tarea no implica que sea atendida inmediatamente. Ak, Ak+1
son los instantes donde se atiende la tarea de control y en
general se asume que Ak+1 −Ak = T .
Cada tarea de control consume un tiempo de ejecucio´n Ck
variable, que dependera´ de la ley de control seleccionada y los
medios de comunicacio´n utilizados. Adema´s, si otras tareas de
mayor prioridad se deben atender, entonces este tiempo puede
verse afectado. Por lo tanto se asume que Ck = Ck+1.
Fk representa el instante en el cual ﬁnaliza la activacio´n de la
tarea para el perı´odo actual. Tambie´n se cumple que Fk+1 −
Fk = T debido a que la activacio´n y el tiempo de co´mputo son
variables.
Pk es el perı´odo real al cual se esta´ ejecutando la tarea. Dk es
el plazo de entrega o deadline, es decir el instante de tiempo en
el cual debe ser entregada la accio´n de control para cumplir la
restriccio´n temporal del sistema controlado.
A continuacio´n se deﬁnen los para´metros temporales ma´s im-
portantes que se tienen en cuenta para analizar los sistemas de
control en tiempo real.
Deﬁnition 1. La latencia Lk = Ak−Fk es el retardo de control
y se reﬁere a la variacio´n entre el comienzo Ak y ﬁnalizacio´n
Fk de una tarea de control en un intervalo de muestreo.
Deﬁnition 2. El jitter Jk = Ak − Rk = Fk − Lk es el tiempo
transcurrido entre la activacio´n de la tarea Rk y su atencio´n Ak
en un intervalo de muestreo.
Para lograr una buena implementacio´n de una aplicacio´n de
control digital, es necesario que el perı´odo de ejecucio´n real
del controlador Pk, sea igual o muy similar al perı´odo nominal
T para el cual fueron obtenidos los para´metros de disen˜o del
controlador.
Proposicio´n 1. Para que el perı´odo real de ejecucio´n Pk sea
igual al perı´odo nominal del controlador T es necesario que se
cumpla una de las siguientes condiciones:
Que ΔLk = Lk − Lk−1 y ΔJk = Jk − Jk−1 sean cero
respectivamente, lo cual signiﬁca que entre dos intervalos
de muestreo consecutivos tanto el jitter (Jk = Jk−1)
como la latencia (Lk = Lk−1) permanecieron constantes.
Que ΔLk = −ΔJk. Lo cual signiﬁca que el jitter y la
latencia son iguales en magnitud pero de signo contrario.
Demostracio´n:
A partir de la ﬁgura 1 se cumplen las siguientes relaciones:
Fk =Lk + Jk + Rk
Pk = Fk − Fk−1
Pk = (Lk + Jk + Rk)− (Lk−1 − Jk−1 − Rk−1)
Pk = (Rk −Rk−1) + (Lk − Lk−1) + (Jk − Jk−1)
Si:
ΔLk = Lk − Lk−1
ΔJk = Jk − Jk−1
Entonces se obtiene la siguiente expresio´n:
Pk = T + ΔLk + ΔJk

ΔLk y ΔJk son los valores que inﬂuyen en el incumplimiento
del perı´odo nominal para el cual fue disen˜ado el controlador.
La variacio´n en el perı´odo nominal causa variados efectos en
los SEC. En (Albertos et al., 2000) se concluye que mientras
mayor esfuerzo de control se realiza para desplazar los polos
de lazo abierto hacia los polos deseados en lazo cerrado, mayor
incidencia tendra´ la variacio´n de los para´metros temporales en
el desempen˜o del sistema.
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En (Kao and Lincoln, 2004) se presenta un teorema de esta-
bilidad para lazos de control con latencia variable. Basado en
este teorema se deﬁne el concepto de margen de jitter para
tareas de control (Cervin et al., 2004), inspirado en el margen
de fase, margen de ganancia y el margen de demora, que esta´n
deﬁnidos en la teorı´a de control cla´sica. Al calcular el margen
de jitter se puede determinar cual es su valor ma´ximo antes de
que el sistema comience a disminuir su desempen˜o.
Otros efectos derivados de la variacio´n del perı´odo nomi-
nal se abordan en (A˚rze´n et al., 1999), (A˚rze´n and Cervin,
2005),(Crespo A., 1999), (Cervin et al., 2003).
Causas de los problemas de tiempo Tal y como se men-
ciono´ anteriormente, la causa ma´s importante de los problemas
de tiempo se debe a la ejecucio´n de un conjunto de tareas de
tiempo real sobre un sistema digital basado en un microproce-
sador por las interacciones que pueden existir entre ellas. Estas
interacciones pueden tener varias causas. Algunos ejemplos de
las mismas son: el bloqueo de recursos, la habilitacio´n de se-
cciones crı´ticas y sema´foros, el desplazamiento de su ejecucio´n
por otra tarea de mayor prioridad o los ciclos de espera activos.
En general es deseable que este tiempo de espera no exista o
que sea despreciable en relacio´n con su perı´odo de ejecucio´n.
Sin embargo, esto muchas veces no es posible.
Una segunda causa que interviene en los problemas de tiempo
tiene que ver con la planiﬁcacio´n de los sistemas de tiempo
real. Para hacer este ana´lisis se utilizan los tiempos de eje-
cucio´n del peor caso (WCET ), deﬁnido aquı´ por sus siglas
en ingle´s. Generalmente los WCET se consideran ﬁjos, sin
embargo, cuando se trata de tareas de control es importante
considerar los tiempos de respuesta que esta´n sujetos a incer-
tidumbres motivadas por diferentes razones. Entre algunas de
ellas se pueden mencionar los retardos inherentes a una red
de comunicacio´n donde este´n situados los elementos de accio´n
ﬁnal y los sensores ya que estos retardos estara´n en funcio´n
de la tecnologı´a, los nodos de la red y la topologı´a escogida.
Adema´s, si el algoritmo de control escogido tiene un tiempo
de ejecucio´n variable, debido a una ley de control heurı´stica, la
incertidumbre es mayor.
2.2 Problemas de energı´a
Una gran cantidad de aplicaciones de los SEC soportan el
funcionamiento de los mismos a partir de una alimentacio´n por
baterı´as por lo que otro elemento a tener en cuenta en el disen˜o
e implementacio´n de un SEC es la necesidad de ahorrar energı´a.
En estos casos eso se traduce como la necesidad de ahorrar
tiempo de procesamiento, ya sea en los elementos sensores,
actuadores o a nivel del procesador utilizado, brindando con
ello una mayor autonomı´a al sistema de control y tiempo de
vida a las baterı´as.
3. UNA PROPUESTA DE SOLUCI ´ON: EL N ´UCLEO DE
CONTROL
La solucio´n a la incertidumbre que presentan los SEC debido
a los problemas de tiempo, puede enfocarse de dos formas
diferentes: elaborando una solucio´n a la medida, donde se
tengan en cuenta los requerimientos particulares del sistema a
controlar, o pensando en una solucio´n ma´s general que permita
dar soporte a un conjunto ma´s amplio de aplicaciones. En
el primero de los casos, se podra´n tener en cuenta aspectos
especı´ﬁcos de hardware y software, mientras que en el segundo,
la solucio´n deberı´a estar enfocada en mayor medida hacia el
software debido a su propiedad de adaptacio´n y ﬂexibilidad.
Algunos aportes muy interesantes esta´n basados en la deﬁni-
cio´n de un nuevo modelo de planiﬁcador para SOTR. Tal es el
caso del denominado (Servidor de Control) que es encargado
de distribuir las tareas de control (Cervin et al., 2002). Su
inconveniente fundamental esta´ en que es deﬁnido sobre un
planiﬁcador del tipo EDF (el primero que cumple su plazo de
entrega), por lo que su implementacio´n pra´ctica es bastante
compleja. En ese mismo artı´culo, tambie´n se propone un pla-
niﬁcador por realimentacio´n de los recursos disponibles basado
en un algoritmo PID. Esta propuesta esta´ bien fundamentada de
forma teo´rica pero de igual manera es difı´cil de implementar.
En la misma lı´nea esta´ tambie´n la propuesta realizada por (Xia
et al., 2008), esta vez utilizando redes neuronales para lograr la
realimentacio´n del estado del planiﬁcador. Esta te´cnica, aunque
novedosa, no es posible de implementar sobre los SOTR que
esta´n disponibles tanto en el mercado comercial como en el
a´mbito cientı´ﬁco.
La propuesta que se presenta en este trabajo se soporta en
el desarrollo de una capa de software denominada nu´cleo de
control y esta´ inspirada en la arquitectura de los sistemas
operativos actuales. Para cumplir con las caracterı´sticas ba´sicas
de una aplicacio´n comu´n de software, un sistema operativo
provee una capa de abstraccio´n que oculta a las aplicaciones los
detalles del hardware sobre el cual se ejecutara´n. Esto permite
el desarrollo de aplicaciones sin considerar la plataforma sobre
la cual sera´n utilizadas. Adema´s, permite que en cada momento
se ejecuten las actividades que mayor prioridad tengan.
El elemento novedoso en este caso, es la asignacio´n particular
de prioridades que se da a los diferentes subsistemas que con-
forman el nu´cleo de control. Su eleccio´n se justiﬁca debido a
la sencillez y fa´cil implementacio´n en sistemas empotrados que
soporten la ejecucio´n de un SOTR comercial, que usualmente
presentan un mecanismo de planiﬁcacio´n por prioridades ﬁjas.
Por tanto, para la ejecucio´n de aplicaciones de control en
un SEC se propone la existencia del nu´cleo de control(NC)
(Albertos et al., 2006) cuya deﬁnicio´n es la siguiente:
Una capa intermedia de software que provee un grupo de ser-
vicios ba´sicos que permitira´n aislar el algoritmo de control, de
detalles de ejecucio´n tales como: planiﬁcacio´n de las tareas de
tiempo real, interaccio´n con otros lazos de control, demoras en
la adquisicio´n o envı´o de acciones de control y disponibilidad
de recursos energe´ticos. A su vez, esta capa de software es-
tara´ soportada por un sistema operativo de tiempo real (SOTR)
que proveera´ los servicios de planiﬁcacio´n y ejecucio´n de ta-
reas, entrada y salida (E/S) y temporizadores.
Segu´n este nuevo modelo, la implementacio´n de una aplicacio´n
de control utilizando el NC estara´ dividida en dos partes:
aquella que se ejecutara´ como parte del NC y aquella que
se ejecutara´ a nivel de aplicacio´n. En la primera estara´n las
actividades consideradas ma´s prioritarias, mientras que en la
segunda se situara´n las restantes. A continuacio´n se realizara´ un
ana´lisis que permitira´ posteriormente deﬁnir ambos grupos.
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3.1 Caracterı´sticas generales de una aplicacio´n de control
digital en un SEC
Para implementar una aplicacio´n de control digital no se debe
tener en cuenta solamente el co´digo del algoritmo de control.
Hay muchas otras actividades que son cruciales para lograr que
el controlador cumpla su objetivo:
Deﬁnition 3. El conjunto de actividades necesarias para imple-
mentar una aplicacio´n de control digital sera´:
A1: Adquisicio´n de los datos esenciales.
A2: Deteccio´n de fallos y/o retardos en la medicio´n.
A3: Seleccio´n de la ley de control.
A4: Ca´lculo de la ley de control.
A5: Actualizacio´n del estado Interno del control.
A6: Enviar la accio´n de Control.
A7: Completar la adquisicio´n de todos los datos del pro-
ceso
A8: Evaluar el desempen˜o del lazo de control.
No todas estas actividades tienen la misma relevancia. Por
ejemplo, hay muchos procesos que cuando esta´n en su punto
de equilibrio, el ca´lculo de la ley de control A4 no es una
actividad importante. Como consecuencia, la actualizacio´n del
estado interno A5 y el completar la adquisicio´n de datos A7
tampoco lo son, ya que solo tributan a A4. Sin embargo, para
poder cumplir con el tiempo de muestreo del sistema la accio´n
de control A6 debe enviarse continuamente, no importa que
esta tenga o no variacio´n. Ası´ mismo, adquirir aquellos datos
marcados como esenciales A1, es muy importante debido a que
mediante ellos se conocera´ el estado del proceso y por tanto se
realizara´ la deteccio´n de los fallos o retardos que existen A2.
Las actividades de menos relevancia sera´n la evaluacio´n del
desempen˜o del sistema A8 y la seleccio´n de la ley de control
A3, ya que la primera se realizara´ solo cuando haya suﬁciente
capacidad de co´mputo y en el caso de A3 solo cuando existan
condiciones adecuadas.
De acuerdo al ana´lisis realizado anteriormente, el siguiente
orden de relevancia puede ser establecido:
RA6 > RA1 > RA2 > RA4 > RA7 > RA5 > RA3 > RA8
Donde RAi es un valor que indica la relevancia de la actividad
Ai segu´n el orden lo´gico de ejecucio´n listado anteriormente.
3.2 Organizacio´n y deﬁnicio´n de las actividades del nu´cleo de
control
Teniendo en cuenta el ana´lisis del epı´grafe anterior, en primer
lugar debe decidirse cuales de las actividades necesarias para
ejecutar una aplicacio´n de control digital deben pertenecer al
NC
En este sentido, se propone que el grupo de actividades com-
puesto por [A6, A1, 〈A4〉, A2, A7] sea parte de las responsabi-
lidades que debe asumir el NC, debido a que son actividades
ba´sicas y generales que siempre deben ser llevadas a cabo
de una manera similar en cualquier aplicacio´n, independiente-
mente del proceso controlado. El resto de actividades pueden
ser colocadas a nivel de aplicacio´n debido al grado de depen-
dencia que tienen con respecto al proceso en cuestio´n.
La notacio´n 〈Ai〉 signiﬁca que esta actividad puede incluirse o
no dentro del NC. Las leyes de control que puedan ser genera-
lizadas, por ejemplo: control por realimentacio´n del estado, o
control P ,PI , PID, se podra´n incluir, mientras que otras ma´s
especiﬁcas sera´n excluidas del mismo.
Adema´s, el NC debe garantizar un conjunto de actividades que
se deﬁnen a continuacio´n:
Deﬁnition 4. Ejecucio´n de una aplicacio´n de control en mo-
do seguro: Se deﬁne como la capacidad que tendra´ el NC
para mantener la respuesta del sistema en valores que sean
seguros para los elementos del entorno del proceso controlado,
incluyendo a los seres humanos, ante la limitacio´n de recursos.
Deﬁnition 5. Envı´o de acciones de control de respaldo: Se
deﬁne como una accio´n de control alternativa que es enviada
a la planta por el NC cuando no se dispone de los recursos
necesarios para obtenerla mediante la ley de control establecida
por disen˜o.
r(k)
Modo usuario
Cálculo
Acción Básica
ADQ
Acción de Respaldo
Almacén de datos
EAC
Planta
Cálculo
Acción Compleja
Ub
Ua
m(k)
y(k)
u(k)
y(k)
r(k)
y(k)
Uc
Figura 2. Actividades de Control
La Figura 2 muestra gra´ﬁcamente las principales actividades
del nu´cleo de control:
EAC: Mo´dulo de envı´o de la accio´n de control (EAC) que
garantiza:
• Accio´n de control ba´sica (Ub) .
• Accio´n de control compleja obtenida desde el modo
de usuario (Uc).
• Accio´n de respaldo basada en datos almacenados
(Ua).
ADQ: Adquisicio´n de los datos (ADQ).
Almace´n de datos/Accio´n de respaldo : Almacenamien-
to de datos del proceso pasados y calculo de acciones de
respaldo.
Donde r(k) es la referencia, m(k) las mediciones de la planta,
y(k) las mediciones ﬁltradas, y ﬁnalmente u(k) sera´ el valor
seleccionado como accio´n de control. Para garantizar la obten-
cio´n de acciones de control de respaldo algunos datos deben ser
almacenados y actualizados. Debe haber una tarea ba´sica que
se ocupe de organizar las acciones de control de respaldo uti-
lizando una pila, ya sea por pre-asignacio´n o como resultado de
un conjunto de ca´lculos. Por ejemplo, en un control predictivo
el algoritmo calcula una secuencia de acciones de control que
pueden ser aplicables en los pro´ximos intervalos de muestreo,
si estas no son actualizadas en tiempo. Al ser almacenada la
secuencia, esta puede ser usada en caso de que no haya una
mejor opcio´n. Otra opcio´n sera´ mediante algoritmos de esti-
macio´n de variables, ya sea por extrapolacio´n, u otro me´todo
conocido (Ferna´ndez et al., 2009). En caso de emergencia esta
accio´n podra´ ser simplemente la anterior, o una accio´n segura
que garantice la parada del proceso controlado, por ejemplo:
cerrar una valvula o apagar un motor.
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Es un objetivo fundamental del NC que los controladores
se ejecuten en modo seguro. Esto signiﬁca que en aquellos
instantes donde existe limitacio´n de recursos, se debe aplicar
alguna estrategia que permita mantener un correcto desempen˜o
del sistema.
Teniendo en cuenta la bibliografı´a consultada (Albertos et al.,
2007), (Albertos et al., 2005b), (Wittenmark et al., 1995) se
proponen como parte del NC dos tipos estrategias:
El envı´o de una sen˜al de control de respaldo, sobre todo
en caso de pe´rdida o retardos en las mediciones.
El intercambio de controladores o cambio de los perı´odos
de muestreo, con el objetivo de reducir el consumo de
energı´a, el tiempo de co´mputo o la cantidad de variables
de medicio´n.
Basados en estas premisas se decidio´ que el NC podra´ disponer
de las siguientes leyes de control para ser aplicadas al proceso
en caso necesario:
Ley de Control Ba´sica: Deﬁnida por algoritmos que pre-
sentan un tiempo de co´mputo ﬁjo y pequen˜o, ejem-
plo: controladores P, PI, PID, o por realimentacio´n del
estado. Adema´s, deben cumplir la caracterı´stica de ser
parametrizables. Pueden pertenecer al NC
Ley de Control Compleja: Deﬁnido por algoritmos que
ocupan un mayor tiempo de co´mputo como son los algo-
ritmos adaptativos, predictivos, de optimizacio´n en lı´nea o
inteligentes entre otros. Nunca podra´n pertenecer al NC
Ley de Control Reducida: Deﬁnido por algoritmos basa-
dos en una ley de control compleja y que son reducidos
por algu´n me´todo conocido con el objetivo de que con-
suman un tiempo de co´mputo menor que el original.
Ley de Control Retardada: Deﬁnido por algoritmos basa-
dos en una ley de control compleja o ba´sica que pueden
estar sujetos a un cambio en los perı´odos de muestreo de
controlador.
3.3 Supervisio´n dentro del nu´cleo de control
Como parte esencial del nu´cleo de control, adema´s, debe existir
una actividad de supervisio´n que permita tener en cuenta el
comportamiento general del sistema de acuerdo al desempen˜o
de las aplicaciones de control que se ejecutan, y se apliquen
aquellas estrategias que permitan, en funcio´n de los eventos
ocurridos y los recursos disponibles, mantener un adecuado
desempen˜o del SEC. En este caso existen dos niveles que deben
tomarse en cuenta:
Nivel de supervisio´n general Este nivel se encargara´ de
mantener el estado del sistema como un todo, tomando en
cuenta los recursos disponibles tales como la memoria, tiempo
de procesamiento utilizado y energı´a consumida. De acuerdo a
los ı´ndices de desempen˜o calculados para cada lazo de control
se podra´ tomar determinadas decisiones en dependencia de los
recursos con que se cuenta en cada instante de tiempo.
Nivel de supervisio´n de planta Cada lazo de control eje-
cutado en el nu´cleo de control estara´ supervisado de forma
individual, tomando en cuenta las ordenes recibidas del nivel
de supervisio´n general y el estado interno del control.
La supervisio´n se ejecutara´ como una ma´quina de estados. Al
registrar determinada conﬁguracio´n para un lazo de control
quedara´n deﬁnidos los diferentes estados por donde podra´ tran-
sitar el control. Los posibles estados que pueden ser registrados
para un control, en funcio´n del calculo de la ley de control, son
los siguientes:
Control Complejo: Deﬁnido por la ejecucio´n de ley de
control compleja.
Control Ba´sico: Deﬁnido por la ejecucio´n de ley de con-
trol ba´sica.
Control reducido: Deﬁnido por la ejecucio´n de una ley de
control reducida.
Control con retardo: Deﬁnido por la ejecucio´n de una ley
de control con un perı´odo de muestreo alterado.
Accio´n de respaldo: deﬁnido por una accio´n de control de
respaldo basada en datos almacenados.
Accio´n segura: deﬁnido por una accio´n de control que se
enviara´ en caso de emergencia.
Cada una de estas conﬁguraciones debe ser registrada con un
ı´ndice respecto del ma´ximo tiempo de co´mputo de la ley de
control. Por ejemplo, la ley compleja normalmente representa
un 100 %, que es el ma´ximo tiempo de co´mputo posible para
calcular la sen˜al de control. Luego, una accio´n de control
reducida puede representar un 50 % de la misma. La ﬁgura
3 representa algunas de las posibles conﬁguraciones que se
pueden registrar en el nu´cleo de control.
Dentro del nu´cleo de control se pueden dar diferentes tipos de
eventos, cada uno de los cuales sera´ tratado de forma particular.
La deﬁnicio´n de los eventos esta´ dada por la siguiente lista:
Energı´a (E): Determinado por los niveles de baterı´a medi-
dos a trave´s del sistema operativo. Es un evento del nivel
general.
Tiempo de Co´mputo (TC): Determinado por un sobrecon-
sumo de tiempo de procesamiento en el sistema. Es un
evento del nivel general.
Mediciones (M): Determinado por un retraso en la llegada
de un dato a trave´s de un canal de medicio´n. Es un evento
del nivel de planta.
Plazos de entrega o deadlines (P): Determinado cuando
algunas de las tareas de control pierde su plazo de entrega.
Es un evento del nivel de planta.
Desempen˜o (D): Determinado por la violacio´n en valor
de determinado ı´ndice de desempen˜o del sistema. Es un
evento del nivel de planta.
La generacio´n de los eventos va acompan˜ada de para´metros
que informan del estado en el cual se genero´ el mismo. Esto
indicara´ el nivel de emergencia requerido y por consiguiente
hacia cual estado debera´ transitar el control de planta. Veamos
un escenario donde se pongan de maniﬁesto algunas posibles
transiciones:
Suponga un SEC con dos lazos de control cuyas conﬁgura-
ciones se muestran en la Tabla 1:
Tabla 1. Ejemplo de conﬁguracio´n de dos lazos de control
SEC
Lazo 1 Lazo 2
Estado ´Indice Estado ´Indice
Control Complejo 100 % Control Complejo 100 %
Control con Retardo 50 % Control Reducido 60 %
Control Ba´sico 20 % Accio´n de Respaldo 5 %
Accio´n de Respaldo 5 % - -
Al lanzarse un evento del tipo E, el supervisor hara´ que el
Lazo 1 pase del estado control complejo al estado control con
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retardo, lo cual supone una reduccio´n del 50% del tiempo
de co´mputo asignado para calcular el algoritmo de control
de este lazo. El caso del Lazo 2 es parecido, pero en este
caso el nuevo estado sera´ control reducido con un 40% de
reduccio´n de tiempo de co´mputo. Este nuevo estado de los lazos
introducira´ ma´s disponibilidad de procesador o tiempo de ocio,
el cual podra´ ser utilizado para disminuir la tensio´n aplicada al
microprocesador y por tanto el consumo energe´tico.
Si el evento del tipo M ocurre para cualquiera de los lazos,
el supervisor de nivel de planta pasara´ al estado Accio´n de
Respaldo y enviara´ una accio´n de la pila de almacenamiento
debido a que no se podra´ calcular una accio´n de control basada
en las mediciones actuales.
Al lanzarse un evento del tipo D para el Lazo 1 se emite una
situacio´n de fallo que alcanza el nivel de supervisio´n general.
En este nivel se determina cual es el lazo del sistema que,
de acuerdo a su desempen˜o y conﬁguracio´n, sera´ el afectado
para eliminar esta condicio´n ano´mala. Si se decidiera que es el
propio Lazo 1 entonces se pueden lanzar dos tipos de eventos
posibles Dm o DM . La condicio´n a veriﬁcar tiene que ver
con la cantidad ma´xima de acciones de respaldo que se podra´n
enviar; Dm se lanza siempre que existan acciones de respaldo
y DM en caso contrario. La ﬁgura 3 describe de forma gra´ﬁca
la transicio´n entre los estados. De acuerdo a la conﬁguracio´n
registrada para el lazo, existen dos niveles posibles.
Acción de respaldo
5%
control básico
20%
control con retardo
50%
100 %
Control complejo
Ocurre Dm
Ocurre DM
Ocurre DM
Ocurre Dm
Seguro
5%
Ocurre Dm
Ocurre DM
Figura 3. Supervisio´n por ma´quina de estados conﬁgurados
El estado Accio´n de Respaldo tiene un tiempo de vida igual a
un perı´odo del controlador, inmediatamente se regresa al estado
anterior, o sea nunca sera´ un estado ﬁnal del controlador, como
si lo son los restantes. Esto es ası´, ya que este control es a lazo
abierto y no debe permanecer activo por mucho tiempo.
4. ARQUITECTURA DEL N ´UCLEO DE CONTROL
Segu´n los conceptos e ideas desarrolladas en la seccio´n anterior
la arquitectura que se propone esta´ basada en niveles. Para
cumplir con sus responsabilidades cada nivel utilizara´ los servi-
cios que proveen aquellos que esta´n situados a nivel inferior. El
NC esta´ compuesto por un grupo de servicios que garantizara´n
la ejecucio´n segura de varios lazos de control. La Figura 4
muestra estos niveles y sus interacciones:
donde:
Medicio´n de variables (ADQ): Se obtiene a trave´s del
sistema operativo y es utilizado tanto por el NC como por
el nivel de aplicacio´n.
memoria
recursos de cómputo
políticas de planificación
Sistema Operativo
Núcleo de Control
Nivel de Aplicación
ADQ REF PCNESMDEE EAC
EAC REFADQ
Figura 4. Capas e Interacciones del nu´cleo de control
Referencias de control (REF): Son establecidas por el
nivel de aplicacio´n y en caso de emergencia tambie´n
pueden ser manipuladas por el NC.
Estimacio´n de Salidas, entradas y referencias (ESM): de
acuerdo a su nivel de complejidad pueden ser enviados
desde el nivel de aplicacio´n o calculados internamente por
el NC.
Protocolo (PCN): Conjunto de comandos que forman el
protocolo de comunicacio´n entre los niveles de aplicacio´n
y NC.
Envı´o de las acciones de control (EAC): Se obtienen del
nivel de aplicacio´n y/o del NC y se envı´an a trave´s del
sistema operativo.
Diagno´stico y estado de las entradas (DEE): Se analizan
en el NC y se trasmiten hacia el nivel de aplicacio´n.
La ordenes de mando se generan a partir de la actividad de
supervisio´n que permitira´ aplicar las estrategias de control, en
el momento adecuado, a trave´s de las siguientes acciones:
1. Chequeo de los recursos disponibles.
2. Chequeo del estado de las variables medidas del control.
3. Chequeo del desempen˜o de cada lazo de control.
4. Lanzamiento de eventos para intercambiar controladores
o cambio de sus para´metros de ejecucio´n.
5. Lanzamiento de eventos para el envı´o de acciones de
control de respaldo en caso necesario.
El disen˜o del nu´cleo de la arquitectura del NC se basa en tres
elementos fundamentales:
La deﬁnicio´n de las estructuras de datos de cada contro-
lador en el nu´cleo de control.
La deﬁnicio´n de una plantilla de aplicacio´n de usuario que
garantice el cumplimiento del protocolo de intercambio
entre el nivel de usuario y el nu´cleo de control.
La deﬁnicio´n de un grupo de servicios que garantizan el
cumplimiento de sus objetivos y funciones.
4.1 Estructura de los controladores en el nu´cleo de control
Cada uno de estos servicios que se deﬁnen en las secciones
siguientes esta´ soportado por una estructura de datos que per-
mite mantener la informacio´n de cada controlador. Di es una
tupla que deﬁne la estructura del lazo de control i que se desea
ejecutar en el nu´cleo de control:
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Di = (Fi , CBi , Ii , Oi , Ri , Pi , Si)
Donde:
Fi: Funcio´n de usuario asociada con el lazo de control i.
CBi: Estructura que mantiene los para´metros de un con-
trolador ba´sico para el lazo de control i.
Ii: Estructura que mantiene los para´metros asociados con
la adquisicio´n de datos pata el lazo de control i
Ri: Estructura que mantiene los para´metros asociados con
las referencias para el lazo de control i
Oi:Estructura que mantiene los para´metros asociados con
las salidas para el lazo de control i
Pi: Para´metros Temporales relacionados con el lazo de
control li
Si: Estado del lazo de Control i.
Cada lazo de control posee uno o ma´s sensores, referencias o
salidas. Su estructura es la siguiente:
Ii, Ri y Oi son vectores de datos de k, m y q dimensiones
respectivamente (Ii ∈ Rk, Ri ∈ Rm, Oi ∈ Rq donde:
Ii =
{
i1i , i
2
i , . . . , i
k
i
}
∀ k ∈ N
Ri =
{
r1i , r
2
i , . . . , r
m
i
}
∀ m ∈ N
Oi =
{
o1i , o
2
i , . . . , o
q
i
}
∀ q ∈ N
y las estructuras de datos asociadas a iki , rmi y o
q
i tienen la
misma forma
iki = r
m
i = o
q
i = {e,B}
donde
e representa los dos posibles estados del dispositivo (sensor o
actuador): fallo o no fallo.
B ∈ Rp+f representa los p u´ltimos valores y f valores futuros
correspondientes al sensor o actuador.
Los valores futuros de las salidas son calculados en el algoritmo
de control de nivel de usuario, siendo enviados al nu´cleo de
control si existe la polı´tica de ca´lculo de acciones de respaldo
conﬁgurada para el lazo de control i. En caso de no existir,
entonces con un algoritmo de extrapolacio´n interno del nu´cleo
de control, es posible estimar los valores. En el caso de las en-
tradas, esta variante no esta´ implementada actualmente, aunque
el espacio esta´ reservado para usos futuros.
Es necesario adema´s, almacenar los para´metros temporales
correspondientes a cada lazo de control i:
Pi = (Ti , di , offi , wi, pui)
donde
Ti: Tiempo de muestreo
di: Plazo de entrega
offi: Desplazamiento inicial entre la adquisicio´n y el
envı´o de la sen˜al de control. Ma´xima latencia de entrada
salida permitida.
wi: Tiempo de ejecucio´n del peor caso (worst case exe-
cuting time WCET) del algoritmo de control de nivel de
usuario
pui: prioridad de algoritmo de control de nivel de usuario
del lazo de control i con respecto a los restantes lazos.
4.2 Aplicacio´n de modo de usuario
El desarrollo de la aplicacio´n de usuario esta´ fundamentada
en el cumplimiento del protocolo (PCN) que se presento´ en
la seccio´n anterior. Este conjunto de comandos permitira´ in-
tercambiar informacio´n entre los niveles de usuario y el nu´cleo
de control. Los comandos esta´n formados por cadenas de carac-
teres que indican el tipo de conﬁguracio´n (conﬁg) que se desea
colocar en el nu´cleo y un para´metro extra que sera´ interpretado
de acuerdo al comando.
La variable conﬁg puede tomar cuatro valores u´nicamente,
siendo omitido en la declaracio´n de funcio´n aquellos que no
se deseen tener en cuenta para la supervisio´n:
config =′ Ret′: Signiﬁca una peticio´n de cambio de
perı´odo de muestreo, cuyo nuevo perı´odo se especi-
ﬁcara´ en el para´metro extra.
config =′ Red′: Signiﬁca una peticio´n de cambio de
controlador. Si son ma´s de dos el nuevo controlador se
escoge de acuerdo al para´metro extra.
config =′ Res′: Signiﬁca una peticio´n de ca´lculo de
accio´n de respaldo de alto nivel, si es necesario algu´n
para´metro debe realizarse en extra.
config =′ Des′: Signiﬁca una peticio´n del ı´ndice actual
de desempen˜o del sistema, utilizado por el supervisor para
determinar el comportamiento del lazo de control. Esta
llamada no devuelve una accio´n de control. El usuario
debe garantizar que en cada perı´odo de muestreo se ac-
tualice el ı´ndice.
El formato general de la funcio´n que debe construir el usuario
del nu´cleo es la siguiente:
Output:u usercontroller(Input: datain, config, extra)
. Select (config)
. case ’Ret’:
. configure new period(datain, extra);
. u = compute accion(datain) ;
. case ’Red’:
. configure reduced(datain, extra);
. u = compute action(datain) ;
. case ’Res’:
. u = get stored action(datain) ;
. case ’Des’:
. u = get performance index() ;
. default:
. u = compute action(datain) ;
. End-Select
. Return u;
End-Function
Aquı´ las funciones conﬁgure new period, conﬁgure reduced,
son las que deben realizar el cambio de controlador y que
no forman parte del nu´cleo de control, por lo que deben ser
escritas por el usuario. Ası´ mismo ocurre con las dos restantes
compute accion, get stored action, encargadas de calcular la
accio´n de control y obtener una accio´n de respaldo apropi-
ada. Ası´ mismo, get performance index() es la encargada de
devolver el valor de desempen˜o actual del sistema;
La funcio´n de usuario es registrada en el nu´cleo de control a
trave´s del para´metro Fi en cada lazo de control i.
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4.3 Servicios ba´sicos del Nu´cleo de Control
Este grupo de servicios esta´ enfocado a dar soporte a las tareas
de tiempo real que se esta´n ejecutando a nivel de NC y a los
errores y/o fallos que se producen durante su tiempo de vida.
El disen˜o de estos servicios esta´ basado en la utilizacio´n de
un sistema operativo de tiempo real (SOTR) que soporte la
planiﬁcacio´n de tareas con prioridades ﬁjas, que esta´ bastante
generalizado tanto en SOTR comerciales (FreeRTOS), como
en SOTR con propo´sitos de investigacio´n (Partikle, Shark). A
continuacio´n se hace la descripcio´n de cada uno de ellos.
Servicio de administracio´n de fallos: esta´ relacionado con la
deteccio´n y manejo de situaciones de fallos. Este servicio
cuenta con varios me´todos de deteccio´n de acuerdo a los tipos
de sen˜al manipuladas y el proceso controlado. Se consideran
dos tipos de fallos:
1. Fallos intermitentes: Comienzan en un instante determi-
nado, permanecen activos por un perı´odo de tiempo y
luego desaparecen para aparecer posteriormente de forma
aleatoria.
2. Fallos permanentes: Permanecen activos hasta tanto no se
solucionen.
El servicio esta´ enfocado a la determinacio´n de los diversos fa-
llos que pueden presentarse, algunos determinados por ventanas
temporales de observacio´n y me´todos estadı´sticos de deteccio´n
de fallos. Estos servicios podra´n o no ser incluidos en una
aplicacio´n ﬁnal de acuerdo a la disponibilidad de co´mputo y
recursos existentes.
Este servicio reﬂeja sus resultados fundamentalmente en las
estructuras Ii e Ri, actualizando especı´ﬁcamente el estado e
de cada variable de entrada, si el fallo es del tipo intermitente
y su presencia no afecta sensiblemente el funcionamiento del
sistema. Si el fallo es de tipo permanente o es intermitente y
afecta sensiblemente el comportamiento del sistema entonces
sube hasta el nivel de supervisio´n de planta para ser tomado en
cuenta en el estado general del sistema.
Servicio de deteccio´n de errores. La deteccio´n de errores se
relaciona a las aplicaciones que conocen en detalle como deben
ser manipulados los mismos. Dos tipos de errores deben ser
considerados:
1. Errores de tiempo: Se presentan cuando no es posible
cumplir con los deadline o perı´odos nominales de un
controlador.
2. Errores de valor: Presentes por la evaluacio´n de expre-
siones tales como la divisio´n por cero, o el incumplimiento
de restricciones tales como los valores limites de la accio´n
de control. El objetivo sera´ que la aplicacio´n no caiga en
un estado de inconsistencia.
3. Errores de perdidas de datos: Esta´ relacionado con la
deteccio´n y manejo de situaciones anormales tales como
la pe´rdida de datos.
Al presentarse reiteradamente errores de tiempo, el supervisor
lanzara´ un evento de transicio´n que permitira´ aplicar algunas de
las estrategias conﬁguradas previamente que permitan reducir
los tiempos de co´mputo actuales y cumplir con los deadline.
En el caso de los errores de perdidas de datos el tratamiento
que se le da es similar al de fallos intermitentes que no afectan
signiﬁcativamente el comportamiento del sistema.
4.4 Servicios especı´ﬁcos del Nu´cleo de Control
Adema´s de los servicios generales, otros ma´s especı´ﬁcos, que
tienen que ver con la ejecucio´n de aplicaciones de control se
proponen en esta seccio´n.
La ﬁgura 5 muestra, de forma general, la interaccio´n de estos
servicios. En el caso del supervisor, el mismo mantiene inter-
cambio con todos, de manera tal que permita cumplir con sus
objetivos.
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Figura 5. Servicios especı´ﬁcos propuestos para el nu´cleo de
control
Servicios de adquisicio´n y envı´o de la sen˜al de control En
la seccio´n 3.2 se deﬁnieron las actividades A1 y A6 como
propias del nu´cleo de control debido a que estas son comunes a
cualquier lazo de control que se quiera implementar.
La manera en que estas actividades se ejecutara´n en el nu´cleo
de control esta´ muy relacionada con una organizacio´n que
garantice un perı´odo de muestreo real aproximado al perı´odo
nominal Pk ≈ T , segu´n lo que se plantea en la proposicio´n 1.
En (Balbastre et al., 2000), (Crespo A., 1999), (Crespo et al.,
2006) se desarrolla y demuestra una solucio´n a los problemas
de tiempo. Se plantea una polı´tica de planiﬁcacio´n de tareas que
divide el algoritmo de control digital en subtareas, donde cada
lazo de control implementado en un SEC se debe dividir en:
τ1:Tarea de Envı´o de la accio´n de control.
τ2:Tarea de adquisicio´n de datos.
τ3:Tarea de ca´lculo de la accio´n de control.
El orden de prioridades es como se ha presentado siendo τ1
la ma´s prioritaria . La secuencia lo´gica de ejecucio´n de la
aplicacio´n de control indica que la primera tarea que debe
realizarse es τ2. Sin embargo, la tarea de ma´s prioridad es τ1.
Por lo tanto, τ1 debe planiﬁcarse con un desplazamiento inicial
con respecto a τ2 igual a la maxima latencia permitida por el
proceso controlado. La tarea τ3 sera´ ejecutada inmediatamente
despue´s que termine τ2. Por lo general las tareas τ1 y τ2
consumen muy poco tiempo de procesamiento, siendo τ3 la que
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mayor potencia de ca´lculo demanda, sobre todo si es una ley de
control compleja. Figura 6.
T
T
T
τ2
τ1 τ1 τ1
τ2
c1 c1 c1
c2 c2 c2
c3 c3 c3
τ3 τ3 τ3
τ2
Figura 6. Subtareas de un lazo de control
La implementacio´n de esta organizacio´n introduce un gran
nu´mero de tareas, debido a que por cada lazo de control se
deben planiﬁcar 3 tareas. Esto aumenta en gran medida la
sobrecarga del SOTR, el uso de la memoria y el tiempo de
ejecucio´n de las tareas debido a los cambios de contexto que
sera´n necesarios.
Es por ello que en la arquitectura del nu´cleo se proponen dos
servicios independientes encargados de agrupar estas tareas:
Servicio de envı´o de la accio´n de control: Agrupa en
una tarea las actividades de envı´o de la accio´n de con-
trol correspondiente a todos los lazos de control dentro
de un SEC. Este servicio mantiene un buffer con las n
mediciones anteriores y realiza, en caso de retraso del
canal de medicio´n, una estimacio´n basado en los valores
pasados de f valores futuros. Este servicio actualiza los
vectores B de las variables de entrada Ii y Ri en caso de
ser referencias externas.
Servicio de adquisicio´n de datos: Agrupa en una tarea
las actividades de adquisicio´n correspondiente a todos los
lazos de control dentro de un SEC. Este servicio mantiene
un buffer con las n acciones anteriores y realiza, en caso
de retraso del ca´lculo de la accio´n, una estimacio´n basado
en los valores pasados de f valores futuros. Este servicio
actualiza los vectores B de las variables de salida Oi.
De forma ba´sica la actividad de cada servicio es bastante pare-
cida y viene dada por el siguiente algoritmo:
Datos y funciones
V T : vector de perı´odos de cada lazo
V A: vector de tiempo absoluto de activacio´n
ti: tiempo absoluto inicial
min v(): devuelve el mı´nimo valor de un vector y los indices
V Indexs a los cuales pertenece:
lenght v(): cantidad de elementos de un vector:
time to wakeup: tiempo absoluto al cual debe realizarse la
adquisicio´n ma´s pro´xima
// condiciones iniciales
.For i=0 to lenght v(V T)
. V A[i] = ti+V T[i]
.End For
. While(1)
. (time to wakeup, V Indexs)=min v(V A)
. For j=0 to lenght v(V Indexs)
. V A[V Indexs[j]] = V A[V Indexs[j]+V T[V Indexs[j]]
. End For
. sleep until(time to wakeup)
. For j=0 to lenght v(V Indexs)
. Get or Send data for each channel
. Check status for each channel
. End For
.End While
De acuerdo a la polı´tica de planiﬁcacio´n por subtareas, el
servicio de envı´o de la accio´n de control sera´ el de mayor
prioridad en el sistema, ası´ como el de adquisicio´n de datos
sera´ el que le sigue en prioridad.
Luego de cada adquisicio´n de datos se efectu´a un chequeo
del estado de cada variable medida utilizando los servicios del
administrador de fallos y actualizando la variable e correspon-
diente al canal de medicio´n leı´do.
Servicios de supervisio´n y control Como se planteo´ en la
seccio´n 3.3 existen dos niveles de supervisio´n. El nivel general
debe planiﬁcarse como una tarea independiente. En algunos
modelos, dependiendo del SOTR, puede ser tomada como una
tarea que se ejecuta cuando el procesador esta´ desocupado. Este
servicio es bastante dependiente del tipo de SOTR utilizado y
en algunos casos tambie´n del hardware utilizado, pues es quie´n
determinara´ como se esta´n utilizando los recursos particulares
del sistema.
El supervisor trabaja directamente sobre la estructura Si que se
deﬁne de la siguiente manera:
Si = ( L ,Cu , f )
donde L es el conjunto de estados que puede tomar el lazo de
control i, debe contener al menos dos estados {normal y seguro},
y de acuerdo a la conﬁguracio´n particular podra´n incluir
{respaldo, reducido, periodo}. Cu contiene el estado actual,
mientras que f contiene el valor de desempen˜o actual que posee
el lazo control i.
De acuerdo a los recursos disponibles y el desempen˜o f de cada
lazo de control este nivel solicita al supervisor de planta que se
mantenga el estado actual o se pasa a otro.
Algunas variables de conﬁguracio´n deben ser establecidas para
su funcionamiento, entre ellas los lı´mites permisibles de de-
sempen˜o de cada lazo.
En el caso del nivel de supervisio´n de planta estara´ conformado
por una tarea por cada lazo de control que se activara´ inmediata-
mente despue´s de la adquisicio´n de los datos correspondientes y
de acuerdo al estado en que se encuentre el control, decidira´ que
ley de control sera´ utilizada. Dependiendo de la conﬁguracio´n
que se haya deﬁnido se calculara´ la aplicacio´n de usuario en su
versio´n completa o reducida, el ca´lculo de leyes ba´sicas, o de
respaldo.
Este nivel es el encargado de ejecutar la ma´quina de estados
que se deﬁnio´ en la seccio´n 3.3, los cambios de estados esta´n
determinados por el estado del lazo de control, el estado de las
variables de entrada, ma´s el desempen˜o que tiene el sistema en
un instante determinado.
4.5 Mecanismos de concurrencia utilizados en el nu´cleo de
control
El mecanismo de concurrencia utilizado es por asignacio´n de
prioridades ﬁjas. De acuerdo a los servicios que se han deﬁnido
anteriormente ya ha quedado establecido lo siguiente:
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Las actividades de envı´o de la accio´n de control se agrupan
para todos los sistemas o lazos de control ejecutados sobre
el SEC en una tarea con ma´xima prioridad (1)
Las actividades de adquisicio´n se agrupan para todos los
sistemas o lazos de control ejecutados sobre el SEC en una
tarea con prioridad (2)
Esta propuesta no implica ningu´n ana´lisis adicional con respec-
to al mecanismo de subtareas debido a que no tiene ninguna
implicacio´n en la planiﬁcacio´n del sistema, es decir, los resul-
tados son ide´nticos. Tambie´n, garantiza que la utilizacio´n de
los recursos de E/S sean controlados u´nica y exclusivamente
por dos tareas con lo cual no es necesario compartir recursos
de hardware entre ma´s tareas. La manipulacio´n de la informa-
cio´n que se pasan entre las tareas es llevada a cabo utilizando
secciones crı´ticas para evitar la inconsistencia de los datos aso-
ciados a la lectura de los canales de comunicacio´n y el envı´o de
la accio´n de control.
Las restantes actividades esenciales del nu´cleo quedan de la
siguiente forma:
La supervisio´n a nivel de sistema se ejecutan en tiempo
ocioso del procesador (Idle).
Las supervisio´n a nivel de lazo con prioridad (3). Siempre
activada luego de realizar la adquisicio´n de datos corre-
spondiente al lazo de control actual.
La ejecucio´n de los algoritmos de control a nivel de
usuario con prioridad mayor o igual que (4).
La eleccio´n de prioridades para los algoritmos de control debe
ser propuesta por el disen˜ador siendo recomendable asignar las
mismas segu´n el perı´odo de muestreo de los controladores, tal
y como se plantea en (Liu and Layland, 1973). Este para´metro
es almacenado en la variable pri al registrar la funcio´n de nivel
de usuario.
Debido a retardos, la actividad de envı´o de la accio´n de control
se podrı´a ejecutar sin que el algoritmo de control de nivel de
usuario ﬁnalice; entonces, una accio´n de respaldo debe ser
enviada a la planta. Si para este lazo no se ha registrado esta
polı´tica, entonces se enviara´ la anterior y si el desempen˜o
supera los lı´mites establecidos, se enviara´ la accio´n segura.
5. EJEMPLOS
En los ejemplos que se presentan se usa una ley de control que
proporciona acciones de control respaldo. Por tanto, los estados
posibles sera´n: Control Complejo y Accio´n de respaldo.
Es va´lido sen˜alar que estos ejemplos son solo dos entre tantos
otros posibles que pudieran ser empleados. No es el objetivo de
este trabajo abordar todas las opciones posibles, sino plantear
algunas soluciones que ilustren la manera de implementar una
aplicacio´n de control para un SEC que se ejecute utilizando el
nu´cleo de control.
El nu´cleo de control que se ha utilizado en estos ejemplos esta
dado en dos versiones
1. Una simulacio´n basada en el sistema operativo Truetime
(Henriksson et al., 2002). Compuesto por un conjunto de
funciones que hacen uso del API de Truetime para realizar
la gestio´n de tareas y la comunicacio´n con los dispositivos
externos.
2. El Firmware de RobotC (ROBOTC, n.d.), que es un SOTR
que se ejecuta sobre los robots LEGO (LEGO Mind-
storms, n.d.).
El planiﬁcador utilizado, en ambos caso, es el de prioridades
ﬁjas (FP), que nos permite hacer la distribucio´n de tareas que
se ha descrito en la seccio´n 4. Entre las funciones ba´sicas de
simulacio´n que deben ser realizadas esta´n:
Registro de canales de entrada y salida: se especiﬁcan
aquellos que sera´n referencia o mediciones de proceso.
Registro de los controladores: se incorporan la funcio´n de
usuario y los controladores ba´sicos y la conﬁguracio´n del
nivel de supervision de planta.
Condiciones de simulacio´n: se especiﬁcan los para´metros
temporales de ejecucio´n tales como tiempos de co´mputo,
latencia y jitter; ası´ como los perı´odos de muestreo de
los controladores y su prioridad respecto a otros que se
registren.
5.1 Ejemplo 1. Control por bloque multifrecuencia
En el trabajo(Albertos, 1990) se presenta un nuevo modelo
para el disen˜o de sistemas de control muestreado. Su principal
contribucio´n es la obtencio´n de un control que es capaz de
muestrear y enviar acciones de control a diferentes perı´odos de
muestreo.
Utilizando el modelo del sistema se pueden calcular n acciones
de control con un intervalo de To = nT a partir de datos
tomados del proceso a un perı´odo T . A To se le denomina:
perı´odo envolvente.
Para disen˜ar un controlador multifrecuencia representado en es-
pacio de estados es necesario aplicar el teorema 1 desarrollado
en (Albertos, 1990).
Teorema 1. Considere el sistema:
x˙(t) = Ax(t) + Bu(t)
y(t) = Cx(t) (1)
Donde A,B y C son las matrices de la ecuacio´n estado, x(t) es
el vector de estado, y(t) la salida y u(t) el vector del control.
Si el sistema es controlable, observable y sin perturbaciones, y
se escoge un perı´odo de muestreo T tal que el sistema discreto
que resulta es tambie´n controlable y observable, entonces existe
un controlador multifrecuencia discreto con perı´odo To = NT
(N ≥ n , siendo n el orden del sistema), tal que el modelo
discretizado a To tiene cualquier estructura deseada A¯ y el
controlador discreto por realimentacio´n de estado esta´ dado por
la ecuacio´n 2. En el caso de que N = n, el controlador es u´nico.
Uk = W#(A¯N −AN )xk (2)
W# es la seudoinversa de la matriz de controlabilidad.
Adema´s, si ningu´n estado es medible, el controlador puede ser
implementado como:
Uk = MR + M1Yk−1 + M2Uk−1 (3)
Donde R es la referencia que se desea alcanzar y M una matriz
de ajuste. Las matrices M1 y M2 se obtienen de:
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M1 =W#(A¯−AN )ANO# (4)
M2 =W#(A¯−AN )(W −ANO#H)
Donde O  [AT c(A2)T c, . . . , (AN )T c] ∈ RN×n es la matriz
de observabilidad multiplicada por A. En las ecuaciones 2 y 3
Uk e Yk son vectores que se deﬁnen segu´n las ecuaciones 5.
Yk  Y (kTo) = [y(kTo + T ), . . . , y(kTo + NT )]
T
∈ R
N
Uk  U(kTo) = [u(kTo), u(kTo + T ), . . . , (5)
u(kTo + NT − T )]
T
∈ R
N
La estrategia que se plantea para formar parte del nu´cleo de
control, diﬁere en alguna medida de la propuesta dada en (Al-
bertos, 1990). Utilizando las ecuaciones 2 o 3, se podra´ con-
struir una version de la funcio´n de nivel de usuario donde el
perı´odo de muestreo sera´ T y en cada intervalo se obtendra´ un
vector de n acciones futuras, similar al horizonte deslizante del
control predictivo. Si se utilizan apropiadamente las ecuaciones
del controlador, el ca´lculo se puede dividir en dos partes. La
primera parte se encargara´ de obtener el primer valor del vector
de acciones u(kTo) cuyo resultado sera´ aplicado de inmediato
a la planta. Mientras que la segunda parte se encargara´ de
obtener los restantes elementos del vector que sera´n utilizados
como acciones de respaldo ante situaciones de emergencia o
restriccio´n de recursos.
Esta estrategia incrementa en alguna medida el tiempo de
co´mputo de la accio´n de control, debido a que esta debe obtener
el vector de acciones futuras. Sin embargo, debe sen˜alarse que
la segunda parte del algoritmo no tiene porque ser calculada
continuamente, lo cual convierte al controlador en uno conven-
cional por realimentacio´n del estado. Adema´s, el algoritmo es
ma´s robusto debido a que si no existen los recursos suﬁcientes,
entonces se puede enviar a la planta una sen˜al de respaldo
que esta´ basada en la dina´mica del proceso. El ejemplo que
se muestra en la siguiente seccio´n brinda algunos resultados al
respecto.
Disen˜o del controlador El proceso a controlar es un motor de
corriente directa cuya funcio´n transferencial es:
G(s) =
1000
s(s + 1)
(6)
En espacio de estados discreto el sistema esta´ representado por
las siguientes matrices, el perı´odo de muestreo es de T = 0,005
segundos:
A =
[
0,9950 0
0,0050 1
]
(7)
B =
[
0,0050
0
]
C = [ 0 1 ]
El intervalo de tiempo o perı´odo envolvente es To = 10T , lo
cual implicara´ un horizonte de acciones de control de N = 10.
La respuesta dina´mica del sistema que se quiere lograr esta´ dada
por un coeﬁciente de amortiguamiento ξ = 0,7 y un tiempo
de establecimiento de ts = 0,05s. A partir de este criterio de
disen˜o se obtiene fa´cilmente la estructura deseada en forma de
modelo en espacio de estado:
A¯ =
[
0,4600 −29,4146
0,0036 0,9264
]
(8)
que luego se utilizara´ en las expresiones 4 para obtener los
valores de M1,M2 ∈ R10×10. La matriz M es una matriz
diagonal que se calcula a partir de una formula recursiva segu´n
el me´todo de ajuste de ganancia. Para ello debemos obtener el
primer valor de la diagonal utilizando el teorema del valor ﬁnal:
(9)
Do´nde f1 es el valor de ajuste y R(k) es la referencia. Al
sustituir los valores del ejemplo se obtiene f1 = 5,8976.
M =
⎡
⎢⎣
f1
.
.
.
f10
⎤
⎥⎦ (10)
La formula recursiva esta´ dada por 11, siendo k1 el valor de
la ganancia de realimentacio´n a partir de la cual se obtiene
la estructura deseada A¯. Las variables fi, ki se inicializan con
f1, k1 respectivamente:
fi = fi−1 − ki−1Bf1, 2 ≤ i ≤ 10 ∈ N (11)
ki = ki−1A− ki−1Bk1, 2 ≤ i ≤ 10 ∈ N
.
Condiciones de simulacio´n y resultados Para estudiar el
comportamiento del sistema se proponen la ejecucio´n del con-
trolador por bloques multifrecuencias (CBMF) obtenido en la
seccio´n anterior contra el siguiente:
u(k) = −k1[x1(k)x2(k)]T + f1r(k); (12)
Que es un controlador por realimentacio´n del estado (CRE)
equivalente al controlador obtenido si toma´ramos un de hori-
zonte N = 1, bajo la estrategia de bloques multifrecuencia.
Para el segundo caso se han programado dos tareas, una donde
se realizan la adquisicio´n, ca´lculo de la ley de control y envı´o
de la accio´n de control con la menor prioridad y una tarea de
mayor prioridad que es ejecutada tambie´n cada 0,005 segundos
pero con un tiempo de co´mputo aleatorio entre 0.001 y 0.008, lo
cual permite ver la inﬂuencia en el desempen˜o del control tanto
de la variacio´n de la latencia como del incumplimiento de los
perı´odos de muestreo. Los resultados se muestran en la ﬁgura 7
El siguiente escenario muestra la ejecucio´n de la estrategia
de CBMF utilizando el nu´cleo de control. Adema´s, se ha
incorporado la misma tarea anterior con una prioridad mayor
que la de la tarea de control y menor que las de adquisicio´n y
envı´o de la accio´n de control. En este caso la respuesta esta´ dada
segu´n la ﬁgura 8.
El algoritmo de control situado a nivel de aplicacio´n, por
encima del nu´cleo de control, se puede descomponer en dos
subtareas independientes:
Ca´lculo de la accio´n actual o control complejo: Se obtiene
de la expresio´n m ∗ f1 + m1Yk−1 + m2Uk−1, donde
m,m1,m2, son la primera ﬁla de M,M1,M2 respecti-
vamente.
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Figura 7. Respuesta del sistema con latencia variable y sin
accio´n del nu´cleo de control
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Figura 8. Respuesta del sistema con latencia variable y accio´n
del nu´cleo de control
Actualizacio´n del vector de acciones futuras o calculo de
acciones de respaldo: A partir del ca´lculo del resto de
ﬁlas correspondientes a M,M1,M2 que proporcionan el
vector de acciones de control futuras.
Como se puede apreciar el utilizar los servicios del nu´cleo
de control permite obtener mucho mejores resultados en la
respuesta transitoria del sistema en cuanto al ma´ximo sobreim-
pulso y el tiempo de establecimiento.
5.2 Ejemplo 2. Control Predictivo de Trayectoria
El desarrollo de este ejemplo se realiza, tanto sobre TrueTime,
como sobre un robot LEGO. Las caracterı´sticas de este robot
son muy limitadas, tanto en su capacidad de memoria como
en los recursos computacionales, teniendo un procesador cuya
velocidad es de 48Mhz.
Disen˜o del controlador El esquema de control propuesto
sera´ similar al que se brinda en (Klancar and Skrjanc, 2007)
pero situado dentro del LEGO. La ﬁgura 9 muestra un control
en cascada, donde existen tres lazos. Dos de ellos utilizan
controles PID cla´sicos para mantener las velocidades de las
ruedas izquierda y derecha, mientras que el tercero proporciona
la referencias de dichas velocidades a trave´s del algoritmo de
control predictivo de trayectoria.
Figura 9. Esquema de control de trayectoria
El Bloque deﬁnido como control Predictivo se compone de
dos partes denominadas control en adelanto Uf y control de
realimentacio´n Ub. La ﬁgura 10 muestra los detalles. El control
en adelanto tiene en cuenta solamente la referencia, mientras
que el control predictivo se encargara´ de predecir el compor-
tamiento del error de seguimiento de la trayectoria de referen-
cia. Para ello se ha linealizado el modelo cinema´tico del robot
con respecto a la referencia.
Figura 10. Control predictivo
La implementacio´n pra´ctica de un control con estas caracterı´sti-
cas debe tener en cuenta que el ca´lculo de la sen˜al de control se
obtiene:
U =Ub + Uf
Uf = [ Vr Wr ]
T
Ub = (GTQG + R)−1GTQ(Fr − F )e(k)
do´nde:
U es un vector que contendra´ las velocidades Ri, Rd de
referencia para los controles PID de velocidad de cada
motor.
Vr es la velocidad lineal de referencia.
Wr es la velocidad angular de referencia.
G, F y Fr son la matrices de prediccio´n obtenidas del
modelo.
Q y R son las matrices ampliadas de pesos.
El ca´lculo de Uf es relativamente simple y adema´s puede
realizarse de manera adelantada segu´n se plantea en (Astrom
and Wittenmark, 1995),(Cervin, 2003), ya que no incluyen
valores obtenidos de la medicio´n en tiempo real. Asimismo, a
la operacio´n M = (GTQG+R)−1GTQ(Fr −Fr) tambie´n le
ocurre otro tanto, siendo esta la que ocupa la mayor cantidad de
tiempo de procesamiento debido al ca´lculo de la matriz inversa
y dependiendo del horizonte de prediccio´n H que se utilice.
En esta aplicacio´n existen 3 lazos de control cuyos datos
representan los siguientes sistemas a controlar:
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1. D1: Control PID de la velocidad de la rueda derecha Vd.
2. D2: Control PID de la velocidad de la rueda izquierda Vi.
3. D3: Control predictivo de la trayectoria
Los lazos D1 y D2 se ejecutara´n siempre a bajo nivel, debido a
la simplicidad de sus controladores.
Para el caso D3 es necesario ejecutar una funcio´n de usuario
cuyas polı´ticas registradas sera´n las siguientes:
1. Control Normal: Obtiene el resultado U(k) para el instan-
te de tiempo discreto actual k
2. Acciones de respaldo: Obtiene el resultado M a partir del
cual se puede obtener los valores Uf(k + l) y Ub(k + l)
para cualquier valor futuro l que pertenezca al horizonte
de prediccio´n.
Condiciones de simulacio´n y Resultados El experimento
que se ha simulado en TrueTime utiliza como trayectoria las
siguientes ecuaciones que deﬁnen los pares [xr, yr] en el plano.
xr = 1,1 + 0,7 ∗ sin(2 ∗ π ∗
t
30
)
yr = 0,9 + 0,7 ∗ sin(4 ∗ π ∗
t
30
)
Adema´s, se ha tenido en cuenta los lı´mites de velocidad y ace-
leracio´n, angular y tangencial permitidas por el robot, tomando
las misma restricciones que se plantean en (Klancar and Skr-
janc, 2007). Para el calculo de la matriz inversa se ha utilizado
el algoritmo de Cholesky (Montenegro and Dı´az, 1987), que
garantiza el menor tiempo de co´mputo.
El tiempo de muestreo T3 del control predictivo se ha subido
hasta 0,1 segundos, mientras que Q ahora es:
Q=
[ 4 0 0
0 4 0
0 0 0,1
]
Adema´s, se ha simulado una perturbacio´n que ocurre para
t = 26 segundos. La perturbacio´n es un paso escalo´n que afecta
la posicio´n del robot en y = 0,05 metros, similar a que el robot
reciba un impacto que afecte la trayectoria.
La ﬁgura 11 representa la trayectoria seguida por el robot
utilizando el algoritmo de alto nivel indicado anteriormente.
Las coordenadas iniciales del robot son xi = 1,1 e yi = 0,7,
que indica un error inicial entre la trayectoria de referencia y la
posicio´n. En este resultado no se ha introducido ninguna tarea
adicional que afecte el perı´odo de muestreo T3 del algoritmo
predictivo.
Si se introduce una tarea adicional que desplaza el perı´odo de
muestreo, entonces habra´ un deterioro del comportamiento del
sistema, que se traduce en un mal seguimiento de la trayec-
toria. En este caso el segmento es perio´dico con un tiempo
de co´mputo de 0,2 segundos y perı´odo 0,3 seg. La ﬁgura 12
representa la trayectoria seguida por el robot bajo estas nuevas
condiciones sin aplicar las alternativas del NC.
Al utilizar como alternativa de trabajo del nu´cleo de control
la estimacio´n de valores utilizando el ca´lculo del algoritmo
de prediccio´n para instantes futuros, se pudo comprobar una
mejorı´a en el desempen˜o del control. Los resultados se mues-
tran en la ﬁgura 13.
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Figura 11. Trayectoria sin afectaciones de tiempo
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Figura 12. Trayectoria con afectaciones de tiempo
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Figura 13. Trayectoria con afectaciones de tiempo y accio´n del
nu´cleo de control
Esta situacio´n tambie´n puede darse si es necesario reducir el
tiempo de co´mputo, y se decide prescindir del segmento de
ca´lculo de la ley de control en dos de cada tres intervalos. De
esta forma se reduce el tiempo de co´mputo total tc en 2∗ts−tm,
donde:
ts: tiempo de co´mputo del segmento ˜sud3
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tm: tiempo de co´mputo del segmento mev del nu´cleo de
control encargada de ejecutar la alternativa trazada.
Las condiciones iniciales del sistema son muy importantes, ya
que para obtener las matrices G y F , se hace una linealizacio´n
del modelo cine´matico del robot alrededor de la trayectoria de
referencia (Klancar and Skrjanc, 2007). Ello implica que para
condiciones iniciales alejadas de la trayectoria habra´ un peor
desempen˜o del control, ya que el error del modelo utilizado
se incrementa. Sin embargo, bajo estas condiciones tambie´n
el nu´cleo de control aporta una considerable mejorı´a en el
seguimiento de la trayectoria. Las ﬁguras 14, 15, y 16 muestran
las trayectorias bajo condiciones de trabajo sin retardo, con
retardo y utilizando el nu´cleo de control respectivamente para
condiciones iniciales de xi = 1,1 e yi = 0,5.
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Figura 14. Trayectoria sin afectaciones de tiempo
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Figura 15. Trayectoria con afectaciones de tiempo
Como se aprecia en la ﬁgura 16 la presencia del nu´cleo logra
mantener el desempen˜o del sistema de manera satisfactoria.
Comportamiento real utilizando el LEGO El experimento
utiliza como trayectoria las siguientes ecuaciones que deﬁnen
los pares [xr, yr] en el plano.
xr = 0,2 + 0,2 ∗ cos(2 ∗ π ∗
t
30
)
yr = 0,2 + 0,2 ∗ sin(2 ∗ π ∗
t
30
)
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Figura 16. Trayectoria con afectaciones de tiempo y accio´n del
nu´cleo de control
El motivo del cambio de trayectoria es debido a la poca pre-
cisio´n de los sensores de posicio´n con que se cuenta. En este
caso tomados a partir de las velocidades de las ruedas izquierda
y derecha del LEGO.
Los lazos de control que se han conﬁgurado son similares a
los propuestos en la simulacio´n, sin embargo, el tiempo de
muestreo T3 del control predictivo se ha establecido en 0,15
segundos, mientras que Q ahora es:
Q=
[ 4 0 0
0 60 0
0 0 0,13
]
Las coordenadas iniciales son xi = 0,5 e yi = 0,2 que
igualmente indican un error inicial entre la posicio´n del robot y
la trayectoria a seguir. La ﬁgura 17 muestra la trayectoria real
del robot sin que existan afectaciones de tiempo en la ejecucio´n
de los lazos de control.
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Figura 17. Trayectoria sin afectaciones de tiempo
Si se introduce una tarea que desplaza el periodo de muestreo
habrı´a un deterioro del comportamiento del sistema, que se
traduce en un mal seguimiento de la trayectoria. En este caso,
la tarea es perio´dica con un tiempo de co´mputo de 0,2 segundos
y periodo 0,3 segundos. La ﬁgura 18 representa la trayectoria
seguida por el robot bajo estas nuevas condiciones sin aplicar
las alternativas del NC.
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Figura 18. Trayectoria con afectaciones de tiempo
Al utilizar el nu´cleo de control bajo las mismas condiciones de
afectaciones de tiempo debido a la planiﬁcacio´n de otras tareas
adicionales, se puede comprobar una mejorı´a en el seguimiento
de la trayectoria. En este caso tambie´n se han enviado acciones
de control de respaldo utilizando los ca´lculos del algoritmo
predictivo. La ﬁgura 19 muestra los resultados utilizando esta
estrategia.
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
 
 
robot
reference
Figura 19. Trayectoria con afectaciones de tiempo utilizando el
nu´cleo de control
6. CONCLUSIONES Y RECOMENDACIONES
El presente trabajo abordo´ el problema del disen˜o de sistemas
de control empotrados bajo condiciones de escasos recursos.
La solucio´n que se propone esta´ dada en funcio´n de la im-
plementacio´n de controladores digitales, su planiﬁcacio´n en
tiempo real y esta´ basada en el concepto de nu´cleo de control.
Los resultados principales son los siguientes:
Deﬁnicio´n del concepto de nu´cleo de control (NC),
sus caracterı´sticas y objetivos para un sistema mono-
procesador.
Desarrollo de una arquitectura de software basada en el
NC que permite la ejecucio´n y supervisio´n de uno o varios
lazos de control incluyendo:
• La deﬁnicio´n de las capas que componen un sistema
de control empotrado.
• La deﬁnicio´n de varios servicios encargados de eje-
cutar las actividades del control: adquisicio´n, calculo
de la ley de control, envı´o de la accio´n de control
El estudio de un grupo de estrategias de control de bajo
coste computacional que se ponen en pra´ctica en situa-
ciones de recursos limitados.
La ﬂexibilidad de la arquitectura permite escoger las estrate-
gias de control en dependencia del tipo de sistema controla-
do y las limitaciones que se presenten. Entre las propuestas
se encuentra el intercambio de controladores en lı´nea ya sea
por reduccio´n del controlador o por cambio de perı´odos de
muestreo. Tambie´n se abordan te´cnicas de ahorro basadas en
el control multifrecuencia. Aunque algunas de ellas requieren
procesamiento de ca´lculo adicional, este es realizado cuando
hay suﬁciente disponibilidad, y los valores obtenidos, son reu-
tilizados en situaciones de escasos recursos, donde probable-
mente la respuesta del sistema se verı´a afectada. En el trabajo
fueron presentados dos ejemplos que ilustran el uso de una de
las estrategias propuestas.
Como continuidad de estos trabajos se propone:
Simular y probar otras estrategias soportadas por la arqui-
tectura propuesta.
Desarrollar e implementar un grupo de funciones capaces
de detectar fallos en la adquisicio´n de los datos. Estas
deben consumir el menor tiempo de calculo posible.
Estudiar y comprobar varios me´todos para calcular los
ı´ndices de desempen˜o del sistema que sean apropiados
para el desarrollo tanto de funciones de nivel de usuario
como internas del nu´cleo de control.
Finalmente es necesario sen˜alar que todo el ana´lisis realizado
en este trabajo se se ha centrado en el caso de un sistema
monoprocesador. El caso de aplicaciones distribuidas sera´ con-
siderado en pro´ximos desarrollos basados en la arquitectura
propuesta, donde se incluyan varios nodos de procesamiento
conectados por un canal de comunicacio´n.
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