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Abstract 
Skyhook damping is an active vibration isolation method, which can also be used to reduce vibration 
transmission between masses in lumped parameter 2 degree of freedom (dof) systems. The method is 
based on measuring the absolute velocity of the clean body, multiplying it by a negative gain, and feeding 
the result back to a force actuator reacting between the clean and the dirty body. In such a way 
disturbances coming onto the clean body from the dirty body can be successfully rejected in a broad 
frequency band. However, the method is only suitable if the feedback loop is unconditionally stable such 
that appropriately high feedback gains can be applied. It has been previously shown that passive 2 dof 
systems can be classified as so called sub- or supercritical based on whether the skyhook damping loop is 
conditionally or unconditionally stable. For subcritical systems the absolute velocity feedback loop is 
conditionally stable and a skyhook damping approach is consequently not appropriate due to a control 
spillover effect at the first resonance frequency. In such a case the feedback loop can be stabilized by 
including an appropriate amount of relative damping between the clean and the dirty body in addition to 
the skyhook damping. This approach has been referred to as blended velocity feedback. In this paper the 
application of the blended velocity feedback on a subcritical 2dof system is investigated using an auto-
tuning controller. An algorithm to gradually change the relative and absolute feedback gains until the 
active isolation performance reaches its best by applying an optimal combination of the two gains is 
applied. It is shown that there is only one such optimal combination, that is, the performance surface has a 
global minimum. Furthermore there are no local minima so a trial and error algorithm can be applied. 
Although in the frequency domain finding the minimum of the performance surface is straightforward, in 
the time domain the determining the clean body mean squared velocity can take a considerable time per 
step of the algorithm, such that the convergence of the trial and error algorithm can be relatively slow. It is 
hypothesized that a model based approach in determining the step size may speed-up the convergence. 
1 Introduction 
Skyhook damping is an active approach to vibration isolation where a force actuator is used in parallel 
with the passive isolator (e.g. a spring and a dashpot) between two structures: the dirty structure and the 
clean structure [1,2]. The aim of the active isolation is to reduce vibrations of the clean structure. The 
actuator between the two structures is driven with a signal proportional to the negative absolute velocity of 
the clean structure. With such approach the ratio of vibration amplitudes between the clean and the dirty 
structure gets reduced at low frequencies and rolls-off steeply at high frequencies [1-3]. On the contrary, 
with classical passive isolators this is usually not possible because the high frequency roll-off is traded for 
low frequency resonance attenuation [1,4,5]. Therefore, skyhook damping approach is an attractive 
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vibration isolation option in cases where excitation is broadband such that good isolation performance at 
both low and high frequencies is required. 
However, not any pair of structures is a suitable for the application of skyhook damping active isolators. A 
number of studies have indicated cases where the skyhook damping control loop tends to be destabilized 
by the dynamical response of the two structures [6-8]. A recent study performed on lumped parameter two 
degree of freedom (dof) systems has also dealt with this problem [9]. The authors considered the use of 
skyhook damping with the aim to protect 1 dof subsystem from vibrations coming through a connecting 
spring from another 1 dof subsystem. The whole arrangement can therefore be viewed as a 2 dof system 
where the perimeter springs are both connected to fixed bases and the two masses are coupled in the 
middle via the connecting spring. The principal results of the study [9] can be summarized as follows. If 
the resonance frequency of the dirty 1 dof system is lower than the resonance frequency of the clean 1 dof 
system, the skyhook damping loop can be conditionally stable even with ideal velocity sensor and force 
actuator. The feedback control gain margin is in fact a matter of how much residual passive damping 
exists in the system. If the resonance frequency of the dirty 1 dof system is higher than the resonance 
frequency of the clean 1 dof system, the skyhook damping loop is always unconditionally stable if ideal 
sensor and actuators are used. The former family of 2dof systems is called subcritical and the latter family 
is called supercritical systems [9]. 
Subcritical isolation problems can be treated by implementing an amount of relative damping between the 
two masses, either active or passive, in addition to the active skyhook damping. In fact, it is possible to 
design unconditionally stable feedback loops if two absolute velocities of the dirty and the clean mass are 
linearly combined into the error signal using a ratio of the two velocity feedback gains larger than a 
critical one. (Using such a linear combination is fully equivalent to providing simultaneously relative and 
absolute active damping.) The critical ratio can be calculated as a function of the two masses and the three 
spring stiffnesses, as shown in [9]. Such “blended” velocity feedback can be used not only for stabilizing 
the loop but also for efficient active vibration isolation in a large group of subcritical 2dof systems. 
However, it is necessary that the correct blending coefficient (the ratio of the two absolute velocities taken 
from the two masses) and the correct feedback gain are used [9]. 
This study is focused onto how to set the correct blending coefficient and the correct feedback gain, in an 
automated online process. This is done using a trial and error algorithm which monitors the clean body 
mean squared vibration velocity and changes the two control parameters in order to minimize the clean 
body vibration in a number of discrete steps. The study is performed theoretically, using a state space 
model of the active vibration isolation in a subcritical 2dof system. The time-domain simulation results are 
also checked against the frequency domain results. In order to make sure that the time domain model is 
fully equivalent to the frequency domain model, and that the results are comparable, the state space 
formulation is directly derived from the previously developed frequency domain model.  
The paper is structured into five sections. In the second section the model problem is given including the 
definition of the sub- and supercritical systems, as well as defining the metrics used for the vibration 
isolation performance assessment. In the third section the state-space model is developed from the 
frequency domain model. In addition, it is explained how the time varying systems due to the sequential 
adaptation of the control parameters can be treated through simulating a sequence of successive time 
invariant systems. In the fourth section the auto-tuning process is simulated and the simulation results are 
discussed. 
2 The description of model problem 
2.1 Subcritical and supercritical 2dof systems 
As shown in Figure 1 the system studied consists of two masses 1m  and 2m  coupled by the spring 
between them 2k  and also attached to the fixed reference base via the two mounting springs 1k  and 3k . It 
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is assumed that the damping in the system is light and can be represented for both modes through one 
modal damping ratio ηηη == 21 . 
 
Figure 1: Skyhook active damping in a 2dof mechanical system 
The lower mass 1m  is excited by the broadband primary force pf . In this study it is assumed that nothing 
is a priori known about the excitation, such that the primary force is anticipated that has a white noise 
spectral distribution. The vibration isolation objective in this study is to minimise vibrations of the upper 
mass 2m  relative to the primary excitation force pf , that is, the goal of the active control is to minimise 
the amplitude of the transmissibility function, pfv2 , over the whole range of frequencies laying between 
0 and ∞  Hz. The secondary control force sf  is implemented through a reactive actuator between the two 
masses which, as shown in the figure, is driven by the absolute velocity of the clean body, 2v , which in 
fact is an application of a skyhook damper.  It has been shown in [9] that such a feedback loop is always 
unconditionally stable (assuming ideal transducers) if: 
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Equation (1) indicates that  the resonance frequency, 11 mkΩ1 = , of the lower mass suspended only 
through the lower mounting spring 1k  only has to be larger than the resonance frequency 23 mkΩ2 =  
of the upper mass suspended only through the upper mounting spring 3k  in order for the feedback loop to 
be unconditionally stable. In other words there are two families of all passive systems shown in Figure 1, 
regarding the stability of the skyhook damper: supercritical systems that satisfy inequality (1), and 
subcritical systems which do not satisfy inequality (1). With supercritical system the skyhook damping 
approach yields unconditionally stable feedback loops. The skyhook damping applied on subcritical 2 dof 
systems yields conditionally stable feedback loops, unless the passive damping ratio is rather large and the 
two resonances of the system are not well separated [9]. With subcritical systems the vibration isolation 
objective cannot be accomplished in a broad frequency band using only the upper mass absolute velocity 
feedback. This is because of the clean body response magnification at the first resonance frequency which 
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cancels the reduction at the second resonance frequency [9]. However, for performing the active vibration 
isolation on subcritical systems a blended velocity feedback may be used and its application is described 
in the following subsection. 
2.2 Blended velocity feedback 
The implementation of the blended velocity feedback loop is based on producing both relative and sky-
hook damping effects. The error velocity is formed as a blended combination of the upper mass velocity 
2v  and the lower mass velocity 1v  according to the following expression: 
 ( ) αα 12 1 vvve −−= . (2) 
Schematically, this approach is shown in Figure 2. 
 
Figure 2: Blended velocity feedback in a 2dof mechanical system 
This formulation of the error signal allows for varying the velocity weighting coefficient α  between 0 and 
1. Therefore, it is possible to apply various types of the velocity feedback control as indicated in Table 1. 
 
0=α  2vve = , upper mass absolute velocity feedback (sky-hook damping) 
5.0,0∈α  Upper mass velocity + relative velocity feedback 
5.0=α  12 vvve −= , relative velocity feedback (passive damping) 
1,5.0∈α  Lower mass velocity + relative velocity feedback 
1=α  1vve −= , lower mass absolute velocity feedback 
 Table 1: The error signals as a result of the use of different velocity weighting coefficients α . 
Note that the blended velocity feedback could be applied in practice by using a passive damper with 
tuneable damping coefficient and a reactive actuator between the two masses in conjunction with a 
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velocity sensor on the upper mass ( 5.0,0∈α ) or on the lower mass ( 1,5.0∈α )which implement a 
velocity feedback loop through an appropriate feedback gain. Thus in practice only one sensor would be 
used. However, for simplicity reasons, the mathematical model of passive and active systems studied 
which is formulated next is performed by assuming the use of two sensors and it is implicitly understood 
that in practice one of the two velocity sensors would not be necessary.  
The frequency averaged transmissibility, given by 
 ( ) ωω d
f
vT ∫∞
∞−
=
2
p
2 , (3) 
is used as the metrics for the quality of the vibration isolation performance throughout this paper. As it is 
further discussed in Section 4 of the paper, the frequency averaged transmissibility, T, can be minimized if 
the correct pair of the blending coefficient α and the feedback gain g  is used. Thus, it might be possible, 
assuming that the primary force has a constant time-averaged spectral distribution, to monitor how the 
time-averaged squared velocity of the clean body, 2v  , changes with small variations in the feedback gain 
g and the blending coefficient α , in order to drive the metrics given in Equation (3) to a minimum. This 
would in fact represent an adaptive controller which tunes itself to the optimum pair of control parameters. 
3 The mathematical model 
3.1 Frequency domain formulation 
The transmissibility function, pfv2 , which is in fact the transfer mobility between the clean body and the 
dirty body with the active control loop engaged can be expressed as a function of frequency through a 
ratio of polynomials with the maximum order of four [9]: 
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where 1−=i , and coefficients A0....A4 and B0…B3 have been calculated as functions of the parameters of 
the system under control ( 1m , 2m , 1k , 2k , 3k , η , g , and α ) and can be found in Reference [9]. The 
solution to the integral given in Equation (3) for functions of a polynomial type as that given in Equation 
(4) can be expressed as [10]:  
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On the other hand, the point mobility of the dirty body pfv1  with active control is necessary in order to 
fully describe the system, too. This is also a function of frequency through a ratio of polynomials with the 
maximum order of four. The denominator is the same as that in Equation (4) but the numerator is 
different: 
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The coefficients C0…C3 are given below: 
 00 =C , (7) 
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The substitution coefficients P, Q, R, S, T, U and V depend only on the 2 dof system passive parameters 
( 1m , 2m , 1k , 2k , and 3k ) and can be found in [9]. 
3.2 State space formulation 
The standard state space formulation matrices A, B, C, and D for the controller canonical form of the 
system at hand, are populated as follows: 
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 { }Tb 000 31=B , (12) 
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 { }T00=D , (14) 
assuming that the input into the system is a point force acting on the dirty body and the states of the 
system are the two displacements and the two velocities: 
 { }Txxxx 2121 &&=X , (15) 
such that: 
 uBAXX +=& , (16a) 
 uDCXY += , (16b) 
where u  is the input to the system which for the system studied is the primary force )(tf p . Taking the 
Laplace transformation of both sides of Eq (16) gives: 
 u(s)sss BAXX += )()( , (17a) 
 u(s)ss DCXY += )()( , (17b) 
such that, after the elimination of )(sX from Equations (17a,b) and some mathematical manipulations, the 
transfer function representation of the system is given by: 
 { }DBAICGY +−== −1)()()()( sssus , (18) 
where ωis = , and I is the identity matrix. G is a 2×1 vector containing the point receptance of the dirty 
body in the first row, and the transfer receptance of the system in the second row in the polynomial form. 
Substituting Equations (11-14) into (18) yields these polynomial coefficients represented through the 
elements ai,j and bi,j given in (11-14): 
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The system mobilities are obtained by multiplying receptances in Eq. (19) by s: 
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Equations (4 and 6) can be normalised such that the term multiplying 4ω  becomes unity, that is the 
numerator and the denominator can be divided by 4A . Then, by equating the new, normalised coefficients, 
433411404334114041140 ,,1, ACC…ACCACC,  ABB…ABBABB, A...AAAAAA 0040 =′=′=′=′=′=′=′=′=′
to the terms multiplying the corresponding powers of s in Eqs. (20a,b), the elements of the A and B 
matrices are calculated as follows: 
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The state space model allows for a simulation of the system response to an arbitrary input, i.e. to the 
excitation by a random primary force with flat spectral distribution, if the system is time-invariant. 
However, as the purpose of the study is to investigate the tuning of the control parameters g and α , the 
system in fact changes with time. Each time a gain and/or the blending coefficient change, the coefficients 
in Eq. (21) also change. On the other hand, between two adjacent corrections of the control parameters the 
system is time invariant. It is thus possible to use this fact and to simulate the tuning process via a 
sequence of simulations of different systems which are at the time of control parameter change linked by 
positions and velocities of the two masses. In other words, at the time of adjusting control parameters, the 
instantaneous states of the systems are recorded and used as initial conditions for a new linear time 
invariant system.  This is how the simulations in the following subsections were performed. For the 
purpose of numerical efficiency, it is needed to have the algebraic expressions for the system parameters 
as given in Eq. (21). 
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4 Auto-adaptive blended velocity feedback 
In this subsection the auto-adaptive blended velocity feedback is studied on an example system. As 
previously mentioned, the metrics for the performance of the active isolation is the frequency averaged 
modulus of the transfer mobility of the system, given in Equation (3). In the remaining of this paper this 
quantity is normalized with reference to the “open-loop” case, that is, it is normalised to the frequency 
averaged modulus of the transfer mobility of the passive system. Therefore the forthcoming simulation 
results are discussed in terms of the Frequency Averaged Reduction (FAR) which is therefore solely due 
to the active control: 
 
( )
( )
0
2
p
2
0
0
2
p
2
_
=
∞
∞−
≠≠
∞
∞−
⎥⎥⎦
⎤
⎢⎢⎣
⎡
⎥⎥⎦
⎤
⎢⎢⎣
⎡
==
∫
∫
g
g
CONTROLNO
CONTROL
d
f
v
d
f
v
T
T
FAR
ωω
ωω
α  (22) 
An example system is studied which has the passive parameters listed in the first six columns of Table 2. 
It can be seen that the passive system is subcritical because the stiffness 1k  is zero and thus the inequality 
given in (1) is not satisfied. 
 
Property 1m  (kg) 2m  (kg) 1k  (N/m) 2k  (N/m) 3k  (N/m) η  (-) optα  (-)  optg  (Ns/m)
Value 1 0.3 0 20769 3000 0.01 0.84 302 
Table 2: The example system properties 
Figure 3 shows the FAR surface, calculated according to Eq. (22) as a function of the control parameters g 
and α . The use of the blending coefficients in the range shown on the y-axis results in unconditionally 
stable feedback loops. In other words, a feedback loop working with 47.0<α would have been 
conditionally stable, as 0.47 is the critical blending coefficient for the passive system at hand. (See 
Reference [9].) 
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Figure 3: The Frequency Averaged Reduction (FAR) as a function of the two control parameters 
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The figure reveals two important facts. First, the depicted surface has a global minimum which is obtained 
if an optimum combination of the control parameters is used. This minimum is indicated by the red circle. 
Second, this optimal combination cannot be achieved with passive control because the optimum blending 
coefficient is about 0.84. In other words skyhook damping is needed in addition to the relative damping in 
order to reach the optimum. Therefore it is clear that for the system studied the blended velocity feedback 
can outperform a passive isolator whose effects may be viewed as the blended velocity feedback with 
5.0=α  (see Table 1). 
Based on the above observations, a controller with an adaptive control parameters g and α could be able 
to reach a set of optimum parameters by monitoring the time averaged mean squared velocity of the clean 
body as an algorithm goes down the performance surface depicted in Figure 3. This is because the time 
averaged mean squared velocity of the clean body should converge to a value if it is averaged over a 
sufficiently long time period. Hence a trial and error algorithm is studied here which successively changes 
the control parameters by small increments according to the following rules: 
 ] (n)v- 1)-(nvsign[  1)-(n1)(n 22
2
2g ⋅+=+ incgg , even step number n, (23) 
 ] (n)v- 1)-(nvsign[  1)-(n1)(n 22
2
2⋅+=+ ααα inc , odd step number n, (24) 
where 1)-(nv22  is the “old” time averaged squared velocity of the clean body, and (n)v
2
2 is the current 
time averaged squared velocity of the clean body. Thus, after an increase of the feedback gain by a small 
gain increment ginc  , the algorithm checks if the “old” time averaged squared velocity is larger than the 
current one. If so, after two steps the feedback gain gets increased again. In between, the α  is increased 
by an increment αinc . The algorithm again checks if the “old” time averaged squared velocity is larger 
than the current one. If so, after two steps the α  gets increased again. This procedure is repeated until a 
further increase in a control parameter results in the current time averaged squared velocity being larger 
than that from the previous step. In such a case the corresponding control parameter gets decreased by its 
increment after two steps. Figure 4 shows the convergence behavior of such an algorithm applied onto the 
example system with properties as given in Table 2. The primary force excitation was such that the 
spectral distribution of the force is white noise with a time-averaged mean squared amplitude of one. 
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Figure 4: The convergence behaviour of the auto-adaptive controller 
The algorithm was allowed to perform 200 steps with the increment in the feedback gain 25/g optginc =  
and the increment in the blending coefficient 50/optinc αα = . The optimal blending coefficients and the 
feedback gain are listed in Table 2. The controller parameters at the start of the simulation were g=0, and 
5.0=α . The mean squared velocity of the clean body was estimated through averaging during a fixed 
period of 5 seconds per each step. As can be seen in Figure 4 two simulations were performed which result 
in different convergence trajectories shown by the black/white and magenta lines in the two plots. The 
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reason for different convergence trajectories is merely the fact that the primary force is random, and thus 
for the two simulations the primary force time histories were different. The right hand side plot in Figure 4 
shows that the optimum set of control parameters is reached after about 100 steps for both cases. The left 
hand side plot in Figure 4 indicates that the optimum feedback gain is reached more quickly than the 
optimum α . This can be explained through the fact that the increment for the blending coefficient is 
smaller relative to its optimum value when compared to the increment for the feedback gain relative to its 
optimum value. As shown in Figure 5 the total time until the algorithm converges is about 500 seconds (or 
about 8 minutes) in both cases which can be seen as a relatively slow convergence. 
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Figure 5: The time history of the clean body velocity during the convergence for two cases 
Unless a more sophisticated algorithm is used, the speed of convergence could, in principle, be increased 
by: a) reducing the time to estimate the time averaged squared velocity, b) increasing the increments, and 
c) adjusting the ratio of the two increments such that their ratio is equal to the ratio of the optimum, final 
values for the two control parameters. Figure 6 and Figure 7, which follow that same layout as Figure 4 
and Figure 5 show the results for a case when the two increments are increased and adjusted such that the 
increment in the feedback gain is 10/g optginc =  and the increment in the blending coefficient is 
10/optinc αα = . The time to estimate the mean squared velocity of the clean body is kept the same as in 
the previous simulation to 5 s.  
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Figure 6: The convergence behaviour of the auto-adaptive controller with increased and adjusted 
increments 
134 PROCEEDINGS OF ISMA2012-USD2012
It can be seen in Figure 6 that the convergence trajectory is now more oriented to the minimum of the 
performance surface, which is due to the adjusted increments for the two control parameters. Also, as 
shown in the right hand side plot in Figure 6, the convergence occurs after 25 steps. During the remaining 
125 steps the algorithm keeps changing the control parameters back and forth around the optimum. Figure 
7 shows that the convergence time is now reduced to less than 3 minutes for both cases simulated.  
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Figure 7: The time history of the clean body velocity during the convergence for two cases with increased 
and adjusted increments  
In Figure 8 and Figure 9 another two results are shown for an algorithm having the same increments as in 
the previous example. However the time to estimate the mean squared velocity of the clean body is now 
reduced to 2 s. It can be seen that the speed of convergence is now further improved, as it takes about 30 
steps or 60 seconds for the controller to reach the optimum set of control parameters. It can be noted in 
Figure 8 that with the reduced averaging time there are more backward going steps during the beginning 
of the convergence process. This is probably because the system at this stage is still quite lightly damped 
and the reduced averaging time leads to more relative influence of the decaying free vibrations onto the 
estimated mean squared velocity of the clean body. 
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Figure 8: The convergence behaviour of the auto-adaptive controller with increased and adjusted 
increments, and with decreased averaging time per step. 
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However, as the damping in the system starts to increase, due to the active damping injected, the mean 
squared velocity becomes more accurately approximated since the free vibrations decay more quickly. 
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Figure 9: The time history of the clean body velocity during the convergence for two cases with increased 
and adjusted increments, and with decreased averaging time per step. 
In conclusion, the simulation study performed in the time domain with the auto-adaptive blended velocity 
feedback controller indicates that such an approach is in principle possible. Important parameters for the 
speed of convergence of the trial and error algorithm are the two control parameter increments, and the 
time period over which the time averaging of the squared velocity of the clean body is performed. It is 
important to stress that these algorithm parameters were for the present study determined with some 
knowledge of the passive system. In fact the optimum pair of feedback gain and the blending coefficient 
were known a priori. It is not clear how the two increments would be determined for a completely 
unknown system. Therefore, such an auto adaptive feedback controller might be useful in practical cases 
where some knowledge exists about the system but which is blurred with some uncertainty. Then it would 
be good to reach the optimum controller parameters in a number of steps through the described tuning 
process. 
5 Conclusions 
The study presented is focused onto how to set the correct blending coefficient and the correct feedback 
gain for active isolation of random vibrations in a subcritical 2dof system, within an automated online 
process. This is done using a trial and error algorithm which monitors the clean body mean squared 
vibration velocity and changes the two blended velocity feedback control parameters in order to minimize 
the clean body vibration in a number of discrete steps. 
It is shown in the frequency domain that there is only one combination of the blending coefficient and the 
feedback gain which yields the optimal vibration isolation. In other words, the isolation performance 
surface has a global minimum. In addition there are no local minima. It is shown that although in the 
frequency domain finding the minimum of the performance surface is straightforward, in the time domain 
the determining of the clean body time-averaged mean squared velocity takes a considerable time per step 
of the process, such that the convergence of the trial and error algorithm is relatively slow. The series of 
simulations performed in the time domain with the auto-adaptive blended velocity feedback controller 
indicate that important parameters to speed up convergence of the trial and error algorithm are the two 
control parameter increments, and the time period over which the time averaging of the squared velocity 
of the clean body is performed. Therefore the increments for the feedback gain and the blending 
coefficient have to be carefully chosen, perhaps using a model-based approach where the optimum 
feedback gain and the blending coefficient are known a priori but due to a possible uncertainty in the 
system it is useful to approach the optimum via a number of discrete steps. 
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