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Abstract 
This paper presents the fundamental mathematics to determine the minimum crack width detectable 
with a terrestrial laser scanner in unit-based masonry. Orthogonal offset, interval scan angle, crack 
orientation, and crack depth are the main parameters. The theoretical work is benchmarked against 
laboratory tests using 4 samples with predesigned crack widths of 1-7mm scanned at orthogonal 
distances of 5.0-PDQGDWDQJOHVRIÛ-Û5HVXOWVVKRZHGWKDWDEVROXWHHUURUVRIFUDFNZLGWK
were mostly less than 1.37mm when the orthogonal distance varied 5.0-7.5m but significantly 
increased for greater distances. Orthogonal distance had a disproportionately negative effect 
compared to the scan angle.  
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1. Introduction      
Surface crack identification and maximum crack width determination have long played important 
roles for condition and risk assessment of buildings (e.g. [1, 2]). To this end, several instruments 
have been developed to either detect visible cracks or measure crack characteristics (e.g. length and 
width). Mechanical probes and electronic sensors are generally used [3-5]. However, while such 
instruments offer high precision for crack measurement, most have significant limitations: (1) 
predefined permanent positions on the structure; (2) prefixed, uniaxial measurement; (3) limited 
measurement range; (4) physical access requirements, and/or (5) considerable cost. To overcome 
these shortcomings, there has been a great interest in non-contact, image-based methods including 
photogrammetry and terrestrial laser scanning (TLS) to measure structural deformations [6-8], 
detect surface decay [9], and estimate mass loss [6, 10]. In such cases, as well as in crack detection, 
most published research presents only empirical limits. The following study provides a 
mathematical basis for using TLS to detect cracking in unit-block masonry (i.e. stone, brick, or 
concrete masonry units). 
2. Related work 
Photogrammetry and laser scanning are often adopted to overcome the five limitations listed above. 
Since a fairly systematic overview of the wider range of techniques applicable to cultural heritage 
and civil infrastructure was recently published elsewhere (e.g. [11]), this background section is 
restricted to image- and laser scanning-based methods for structural deformation, mass and volume 
loss, and defect detection.  
In image-based methods, digital images provide geometric and radiometric content to measure the 
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crack width and boundaries. Image-based crack detection has some definitive advantages as it (1) 
generates a permanent record, (2) is repeatable, (3) circumvents direct contact, and (4) enables 
crack-by-crack analysis. The last is an advantage over many other approaches such as acoustic 
emissions where only the severity and density of cracking can easily be ascertained [12]. Barazzetti 
and Scaioni [13] employed the RGB intensity component to extract the sides of a crack in a wide 
variety of construction materials (e.g. concrete, brick, and asphalt) and then computed the crack 
width at a given cross-section. When compared to results from mechanical probes and electronic 
sensors, the proposed procedure reported crack measurement errors in the range of ±5Pm to ±19Pm. 
In contrast, Hampel and Maas [14] applied a cascade image analysis approach to estimate crack 
width in textile-reinforced concrete in tension testing. In this approach, edge detection techniques 
were applied to dense displacement vector fields generated by image matching techniques applied 
to consecutive images of an image sequence. That study reported that hairline cracks 1/20 of a pixel 
wide could be detected at a precision of 1/50 of a pixel, but that errors of crack position were 5.8 
pixels in each coordinate direction. Additionally, Niemeier et al. [15] implemented the polyline-fly-
fisher algorithm proposed by Dare et al. [16] to estimate outliers and to determine the mean crack 
width from images taken by a digital retinal scanner camera. The approach required users to choose 
start and end points of the crack. Six field tests showed a relative error in measuring crack width of 
approximately 15%, while the largest absolute error was 0.05mm for a 3mm wide crack. 
To monitor crack changes in concrete surfaces, Sohn et al. [17] modified a Hough transform based 
algorithm (as previously proposed by Habid and Kelley [18]) to estimate 2D transformation 
parameters for registering sequential images, while the crack itself was extracted using image-
processing techniques (e.g. enhancement, noise removal, histogram thresholding, thinning). Object 
coordinates in subsequent images were analyzed to determine any changes. The error in calculating 
the object coordinates of the crack was ±0.3mm. While image-based methods can provide good 
accuracy, they require supplementary information that is not always readily available, such as 
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camera lens, focal length, or the exact distance from the camera to the target surface. As an 
alternative, interest in terrestrial laser scanning has rapidly increased.  
However, to date, most research using laser scanners in structural assessment has focused on 
measuring structural deformation, estimating material loss, or finding surface defects. For structural 
deformation, Gordon et al. [8] compared vertical displacements from the LMS-Z210 and Cyrax 
2500 TLS units against photogrammetry. The root mean square (RMS) of the differences was in the 
range of ± 2.4mm to ± 9.5mm for the LMS-Z210 and as little as ± 0.29mm for the Cyrax 2500 TLS. 
To detect bowing of marble cladding, Al-Neshawy et al. [19] used the FARO LS 880HE80 scanner 
to achieve a sampling step of approximately 1 mm at a distance of 4.36m, in which the semantic 
distance error was ± 3mm The TLS based results showed the magnitudes to differ 1-2mm for 
convex bowing and 6-7mm for concave ones when compared to manual measurements, in which 
the bowing magnitude was expressed as a term of the measured value of bowing over the distance 
between the supports of the 950mm long marble panel. Olsen et al. [6] detected structural damage 
of reinforced concrete beam-columns using TLS. Volumetric calculations were performed using the 
crossing section method. In that, the specimen was divided into multiple sections, and then the 
volume was calculated based on the area of a polygon by fitting data points on a section and the 
thickness between two consecutive sections. Volume loss was recognized by comparing the 
determined volumetric surface to that of the original structure.   
Concrete surface mass loss was automatically recognized in TLS data based on the analysis of 
curvature distributions in equally sized sub-areas divided within a scanning region [10]. The 
principal curvatures were computed by using methods of differential geometry. Damage was 
detected when the Gaussian curvature distribution changed dramatically in a sub-area. The method 
failed, when data noise exceeded 0.8-1.0cm, or if a crack had a width significantly lower than the 
linear dimension of the sub-area. For detecting changes in excavation volume, Girardeau-Montaut 
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et al. [20] looked at two approaches using octree-based comparisons. In one, a pair of sub-sets of 
points was contained in two homologous cells of the source, and target clouds were compared based 
on the average distance from a best plane fitting. In the other, the Hausdorff distance was used to 
identify changes over time. The latter was reported as more precise but slower; however 
quantification of the results was not given.  
Armesto-González et al. [9] used an automated classification algorithm to analyze 2D intensity 
images generated from 3D point clouds for detection of moisture based damage in historic stone 
buildings. This work used various TLS units (e.g. FARO Photon, TRIMBLE GX200, and RIEGL-
Z390i) to collect data. Damaged ashlars with differing moisture contents were reported. In concrete, 
Liu et al. [21] proposed distance and gradient based criteria for detecting defective areas of the 
extended pile cap of a concrete bridge. For this work, the reference plane was defined, and a 
selected area for analysis was divided into smaller grids, in which a data point was arranged with 
column and row numbers. Then, gradient and distance information in the reference plane were 
calculated. The grid area was considered to contain a defect, if the gradient and distance were larger 
than predefined thresholds; no guidance was provided for threshold selection. In an alternative 
approach, to identify cracks in asphalt paving, Tsai and Li [22] used a dynamic-optimization-based 
crack segmentation method followed by a linear-buffered Hausdorff scoring method for quantitative 
crack segmentation. 
So while TLS has been used successfully for measuring structural deformation and monitoring 
surface deterioration, crack identification and documentation still remains a challenge because of an 
absence of a rigorous, mathematically based methodology from which inspection programs can be 
devised. The first step to overcoming this deficit is to understand the range and capabilities of 
current hardware as presented through a survey of common terrestrial units in the next section. 
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3. Equipment 
Laser scanners measure an object's surfaces based on the elapsed time between signal transmission 
and reception. In general, there are two types:  phase-based and pulse-based (time of flight) 
scanners. With phase-based scanners, the time delay is measured by the phase difference between 
the sent and received waveforms. With pulse-based scanners, the time delay is based on the light 
traveling from the transmitter to the target, plus the time of the reflective light traveling back to the 
detector. Table 1 provides abbreviated technical specifications for a sampling of popular scanners 
involving measured range, accuracy, beam diameter, sampling step, and maximum scan angle. 
Phase-shift systems are best suited for short-range tasks (0.3-350m) and acquire data points with a 
nominal accuracy of 0.4mm for a measurement range of 11m. Pulse systems are better suited for 
long-range scanning (up to 6000m), and the accuracy in terms of point measurement can reach 4mm 
for a measurement range of 150m. Additionally, point accuracy is typically expressed in Cartesian 
coordinates (x, y, and z), as a function of the measurement range (e.g. an accuracy of 0.8mm at the 
measurement range of 21m). The beam diameter is the diameter along any specified line that is 
perpendicular to the beam axis and intersects it. This parameter can cause positional uncertainty 
[23]. Moreover, the scan angle step, which is the ability to resolve two equally intense point sources 
on adjacent lines of sight, is a function of the spatial sampling interval and the laser beam diameter. 
With a specific scan distance, the footprint of the beam width on the object may be greater than the 
sampling step, which causes overlapping laser spots. To obtain sufficient spatial resolution for 
estimating the level of details from the TLS data, Lichti and Jamtsho [23] suggested that the 
sampling interval be set equal to the beam width. However, through a study of the influence of the 
scan angle step in distinguishing adjacent elements, Pesci et al. [24] identified that adjacent 
elements can be recognized once the gap is greater than a third of the laser beam. The minimum 
incremental angles in the phase-VKLIWDQGSXOVHV\VWHPVDUHUHVSHFWLYHO\ÛDQGÛ,Q
TLS, a rotating optical device is used in a transmitting laser beam to an object and receiving the 
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return beam; the two angles are theoretically the same. The accuracy angle is used to measure the 
difference between the two angles through a mechanical axis or other optical rotating device. The 
ODUJHVWDQJXODUHUURULVÛIRUthe ILRIS-HD scanner. Finally, the field of view offers possible 
angle scanning ranges in the horizontal and vertical directions. 
Table 1. Summary of technical specifications of commercial scanning system 
Brand 3rdTech 
[25] 
FARO 
[26] 
Trimble 
[27] 
Optech 
Incorporated 
[28] 
Leica Geosystems 
[29] 
RIEGL Laser 
[30]  
System DeltaSpher
e-3000IR  
Focus 3D FX  ILRIS-HD  Leica ScanStation 
C10  
RIEGL VZ-6000  
Metrology Method Phase Phase Phase Pulse Pulse  Pulse  
Min. / max. range (m) 0.3/16 0.6 / 120  2 / 350   3.0 / 1200  0.1 / 300  5 / 6000 
Point accuracy (*)  
(1 sigma) 
5mm  2mm @ 10m 
and 25m  
0.4mm @ 11m; 
0.8mm @ 21m; 
2mm @ 50m 
3-4mm @ 
100m 
6mm @ 1-50m 15mm @ 150m 
Beam diameter  7mm @ 
9m 
3mm 2.3mm @ 5m; 
16mm @46m 
19mm @ 
100m 
4.5mm @ from 0-
50m (FWHH-based) 
15mm @ exit; 
60mm @ 500m 
Scan angle step size 
H/V (degree) 
0.015 / 
0.015  
0.009 / 
0.009  
0.01 / 0.005 0.000745 Minimum point 
spacing < 1mm  
0.002-3/ 0.002-
0.280 
Scan angle accuracy 
H/V (degree) (1 sigma) 
0.015 / 
0.015 
0.015 0.008 0.046 0.003  0.0005  
Field of view H/V 
(degree) 
360/290 360/305 360/270 40/40 360/270 360/60 
*
 positional measurement 
4. Geometric basis for limitations on crack detection 
In masonry structures (i.e. stone, brick, or concrete masonry units), cracks often run through the 
head and/or bed joints and are usually either vertical or horizontal. This simplifies detection, 
however a crack may or may not be fully separated, which complicates the mathematics (Fig. 1a vs. 
Fig. 1b). In the fully open case, when the horizontal angle is small, the laser beam may reflect 
objects from behind the wall (Figure 1c). In the partially open case, the laser beam may touch either 
the back or side faces of the crack (Figure 1d). Irrespective of the case, point data within the crack 
lie on a plane distinctive from that of the wall. 
During point cloud data collection of a wall, two parameters impact the quantity and quality of the 
data:  the distance between the scanner (D) and the offset angle (T). The crack can be recognized 
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based on the distance from the crack plane to the wall, which is called the crack depth (d) [Figure 
2]. Thus, crack detectability depends on D, T, and d. To develop the mathematics to determine the 
narrowest crack detectable by a TLS unit, three assumptions are made about the crack: (1) it is 
vertical; (2) it has a consistent rectangular cross-section with a finite depth that is equivalent to a 
non-fully separated crack (Figure 2a); and (3) it is located at the same elevation as the scanner. 
More complicated cases will be presented subsequently. 
  
a) Fully opened crack b) Partially opened crack 
  
c) Scanning process with fully opened crack d) Scanning process with partially opened crack 
Figure 1. Common crack shapes in masonry walls 
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a) Assumed crack shape (plan view) b) Diagram for predicting a minimum crack width (plan view) 
Figure 2. Schematic diagram of a wall crack and laser scanner 
While a crack edge can lie in the space between two consecutive laser beams (Figure 2a), the ideal 
case for establishing the minimum detectable crack width is when the laser beam touches the crack 
edge closest to the scanner (Figure 2b). In that case, the scanner reflects from the back face of the 
crack. The shadow region (as represented by the triangle IKL in the close up of Figure 2b) with its 
width (s) is created, in which there are no data points (Figure 2). When a laser scan beam spreads 
across a surface containing a crack, the returning data points may lie on multiple surfaces (forward 
surface and back of crack). With very small horizontal incremental angle steps and crack depths, it 
is hard to distinguish between two consecutive sample points in which one beORQJVWRWKHREMHFW¶V
exterior surface and the other to the back of the crack. To determine the minimum visible crack, 
there must be at least two reflected laser beams returning from the back face of the crack (Figure 
2b), corresponding to twice the horizontal sampling step (2ss) or the segment length LM (Figure 
2b). Since the sampling step s is proportional to the scan angle and the range (i.e. distance) to the 
object [31, 32], the minimum visible crack can be expressed by equation 1: 
sssw 2t           Equation 1 
where s is the shadow width (Figure 2), and ss is the horizontal sampling step with the interval scan 
angle 'T. Because the triangle OO'I (Figure 2b) is similar to the triangle IKL, the angle KIL 
equals the scan angle T. The shadow width is given as Equation 2. 
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T tands           Equation 2 
Based on the assumption of multiple laser beams hitting the back face of the crack, the point M is 
the vertex of a triangle with an angle at the scanner of ș¨ș (Figure 2b). Applying the tangent rule 
to this angle, O'OM (Figure 2) results in equation 3:  
 
dD
sssH

 T'T 22tan         Equation 3 
where D is the orthogonal distance from the scanner to the object, and H is the distance from the 
scanner to the closest crack's edge in the horizontal direction. By manipulating Equation 3, the 
minimum crack width can be expressed as Equation 4: 
s +  2ss =  (D + d)tan(T +  2'T) - H       Equation 4 
Substituting the inequality in Equation 2 into Equation 4, the minimum crack width can be 
expressed as Equation 5:  
Z'GWDQT +  2'T) - H        Equation 5 
Therefore, the minimum crack width depends on the angle step of the scanner, the relative location 
between the scanner and the crack, and the crack depth. Interestingly, Equation 5 can be also used 
to determine a crack width of a fully open crack (Figure 1a and 3a-b). In this case, the crack width 
can be calculated from Equation 1 and is equal to the term on the right side of Equation 5 (see case 
Figure 3b). As angle 2'T is very small, the tangent of the angle (T+2'T) is approximately equal to 
the tangent of the angle (T). As such, the crack depth can be determined with Equation 6: 
T tan
wd           Equation 6
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Figure 3. 6FKHPDWLFGLDJUDPRIDIXOO\RSHQFUDFNDQGLWVUHODWLRQWRDODVHUVFDQQHU¶VEHDP 
In addition, the minimum detectable crack width of a horizontal crack can be predicted by using 
Equations 5, by defining 'T as the vertical scan angle step. However, in practice, the crack 
elevation commonly differs from that of the scanner's mount. If the crack is offset vertically by V, 
and the horizontal distance between the scanner to the closest crack edge remains H, then Equation 
5 can be used, where variables D and d are replaced by D¶ and d¶, respectively (Figure 4). Of 
which, D¶ is the distance from the scanner's mount to the wall at vertical scan angle of E, while d¶ is 
the distance from the front wall to the back face of the crack along direction of a laser beam (Figure 
4). From the schematic diagram in Figure 4, D¶ and d¶ can be expressed as Equations 7 and 8: 
22 VD'D  
         Equation 7 
E cosd'd           Equation 8 
¹¸
·
©¨
§ 
D
V
a tanE
         Equation 9 
¹¸
·
©¨
§ 
H
D
a
'
tanT
         Equation 10  
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As such, the crack width of a vertical crack located at a different level from the scanner's mount can 
be expressed by Equation 11: 
Z'
G
WDQT+2'T) - H                 Equation 11 
 
Figure 4. Diagram of laser beams and crack different level from the scanner's mount 
Unfortunately, consistent usage of TLS data for crack detection is not trivial, because the quality 
and density of a point cloud depends on the scanner, environment, target surface, and location of the 
scanner with respect to the target. Herein, establishing the accuracy of crack width-based data, an 
ideal scenario is assumed, in which the data points are distributed regularly at a grid spacing 
proportional to the measurement range and scan angle step (Figure 5a) and with no noise within the 
data. As part of the subsequent experimental verification presented herein, the differences between 
the ideal, crack width-based point cloud and the actual one were obtained.  
The TLS unit operates in a spherical coordinate system, with regular horizontal and vertical 
LQFUHPHQWDODQJOHVLQZKLFKWKHVFDQQHULVDWWKHRULJLQ'DWDSRLQWVRQWKHREMHFW¶VVXUIDFHOLHLQD
different plane from ones of the back face of the crack (Figure 5). Therefore, after eliminating data 
points from the back face of the crack, the crack width can be determined as the distance between a 
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SDLURIVDPSOHSRLQWVORFDWHGWRWKHOHIWDQGULJKWRIWKHFUDFN¶VHGJHV)LJXUHE 
a) Ideal three-dimensional scanning mechanism b) Ideal two-dimensional scanning mechanism 
Figure 5. Scan mechanism of crack detection by TLS 
Because the laser beam was treated as points on a surface, if n+1 points are detectable in the crack, 
there are n sSDFHV %DVHG RQ WKH DVVXPSWLRQ WKDW WKH ODVHU EHDP WRXFKHV WKH FUDFN¶V WZR HGJHV
(dashed lines in Figure 5b), the crack width can be given as Equation 12: 
 > @TT'T tanntanDw         Equation 12   
where n is the number of spaces in the crack width.  
Solving Equation 11, the number of scan beams can be expressed as Equation 13: 
 
T'
TT tanD/wtanan         Equation 13 
However, as TLS data collection is discrete, there is no guarantee that the returned points are on the 
FUDFN¶V HGJH DQG QRW RXWVLGH HJ WKH WZR EROG FRQWLQXRXV OLQHV LQ )LJXUH E DV RSSRVHG WR WKH
dashed ones). Therefore, the actual number of the spaces over the crack width is equal to n', where 
n' is rounded up to the nearest integer of n solved from Equation 13. Consequently, the measured 
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crack width, w', can be calculated by Equation 12 by using the values of n' instead of n. Error 
propagation analysis of measured crack width due to positional uncertainty of a point cloud can 
refer Appendix. 
5. Verification 
To verify the above equations, laboratory tests were conducted for various vertical cracks at 
different locations from the scanner. The goal was to determine a minimum detectable crack at a 
range of positions, with respect to the scanner. This is based on the hypothesis that for a given 
scanner there should be an essentially linear relationship between offset and crack detection.  In this 
case, a Trimble GS200 3D scanner (technical specifications summarized in Table 2) was used to 
collect point clouds of the samples [33]. Subsequently, crack widths were determined manually by 
an experienced operator using the RealWorks Survey (RWS) V6.3 software associated with the 
Trimble scanner [34].    
Table 2. Summary technical specifications of the Trimble GS200 
Aspects Technical parameters 
Metrology method Time of flight 
Range measurement 2 ± 200 (m) 
Point accuracy 1.4mm at 5-50m 
Beam diameter  3mm at 50m 
Minimum sampling step 3mm at 100m 
Angular accuracy (horizontal/vertical) 0.00180/0.00090 
Field of horizontal/vertical view  360Û60Û 
The model, vertical crack was created by mounting pairs of cast concrete blocks (25mm wide x 
25mm depth x 145mm long), at a uniform distance from each other on a wooden board (Figure 5a). 
The samples had intended separations of 1mm, 3mm, 5mm, and 7mm for samples S1-S4, 
respectively. Actual crack widths were respectively 1.10mm (Standard deviation [std] = 0.05mm), 
3.14mm (std = 0.15mm), 5.33mm (std = 0.12mm) and 7.27mm (std = 0.09mm), as measured by 
electronic callipers with an accuracy of 0.01mm (Figure 5b). Each sample was scanned at 
orthogonal distances (D) from the scanner 5m-12.5m at 2.5m intervals and scan angles (TRIÛ
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Û DQG Û )LJXUH F 7KH VDPSOH 6 ZDV RQO\ VFDQQHG DW Û 'XULQJ GDWD DFTXLVLWLRQ WKH
smallest sampling step was set at 3 mm, at a measurement range of 100m. The scanner head was 
placed at the same elevation as the vertical centre of the samples. 
 
 
a) Four samples 
 
 
 
b) Crack widths after the actual samples c) Plan of laboratory tests 
Figure 6. Verification tests 
Quality of TLS data depends on various parameters:  (i) the scanner mechanism, (ii) atmospheric 
and environmental conditions, (iii) object properties, and (iv) the scanning geometry [35]. Post-
processing data in geometric computation based data points is often affected by the quality of all 
data points of interest. The noise level of a data set of the sample surface (excluding points of 
FUDFN¶V IDFHV LQ WKLV VWXGy was computed similar to the proposal by Soudarissanane et al. [35] 
based on a incidence angle and a normal vector of the fitting surface reconstructed from data points 
RILQWHUHVW$WHDFKORFDWLRQRIHDFKVDPSOHWKHSRLQWFORXGRQWKHVDPSOH¶VVXUIDFHZDVH[WUDFWHG
by using a built-in segmentation tool in RWS V6.3. The noise level in the direction of the laser 
beam, the perpendicular of the fitting surface, and the standard errors of these noise level (V) are 
given in Equations 14-16, respectively: 
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T
M NPe  U            Equation 14 
D U coseed           Equation 15 
n
eeT V
          Equation 16 
where PM is the a mean deviated points of the given data set involving n points, N is the normal 
vector of the fitting plane estimated by using a least square method, D is the incidence angle, which 
is an angle between the normal vector of the fitting surface and the laser beam, and e is applicable 
to both equations 14 and 15, respectively, when applied individually.  
The results of the standard errors of these noise levels are shown in Table 3. The values were varied 
in each sample, with a scan distance and angle. The averages of the standard error of the 
perpendicular noise level are 2.01mm, 2.20mm, 2.16mm and 1.76mm for samples S1-S4, 
respectively. 
Table 3. Standard errors of the noise level 
Scan 
angle 
D = 5.0m D = 7.5m 
Crack width (mm) Crack width (mm)  
1 3 5 7 1 3 5 7 
0.0 
1.9278* 
(2.2626)+ 
1.9837 
(1.995) 
1.9414 
(1.9451)   
1.8773 
(2.5859) 
1.9343 
(2.5549) 
1.7153 
(2.4241)   
15.0   
2.2072 
(2.2745) 
1.8829 
(1.9449)     
2.047 
(2.4683) 
2.2363 
(2.4704)   
30.0   
1.85015 
(1.852) 
1.9041 
(2.0725) 
1.6162 
(1.7215)   
2.1249 
(2.1623) 
2.6001 
(2.6447) 
1.6989 
(1.7295) 
Scan 
angle 
  
D = 5.0m D = 7.5m 
Crack width (mm) Crack width (mm)  
1 3 5 7 1 3 5 7 
0.0 
1.9891 
(2.9076) 
2.0925 
(2.7092) 
2.05 
(2.5436)   
2.2501 
(3.2358) 
2.3615 
(3.1065) 
2.3685 
(2.1999)   
15.0   
2.6333 
(3.0212) 
2.2001 
(2.5171)     
2.7919 
(3.1989) 
2.0785 
(2.3955)   
30.0     
2.6931 
(2.7466) 
1.852 
(1.9469)     
2.259 
(2.3803) 
1.855 
(1.8834) 
*in the direction perpendicular to the fitting plane; + in direction of the laser beam 
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To measure the crack widths, the point cloud of each sample was registered in RWS V6.3 and 
H[WUDFWLRQ RI GDWD SRLQWV RI D VDPSOH¶V VXUIDFH DQG PHDVXUHPHQW RI FUDFN ZLGWK ZHUH Fonducted 
within RWS V6.3 (Figure 7). As shown in Figure 7a, the data point of the sample surface including 
the FUDFN¶VIDFH(defined with a rectangle shown within the dashed lines) was manually segmented 
by using a built-in segmentation tool in RWS V6.3, where points outside of the rectangle were 
eliminated based on the premise that they were not part of WKHVDPSOH¶VRULJLQDOVXrface. Then, a 
fitting plane was applied to generate a surface of the sample based on the remaining points (Figure 
7b). In actuality, the SRLQWFORXG¶VVXUIDFHZDVQRW O\LQJwithin the same plane. This can be seen 
through the presence of noise (see Table 2). Therefore, the data points within a thickness, Vd, from 
the fitting plane were chosen as the data points of the sDPSOH¶V VXUIDFH IRU VXEVHTXHQW crack 
measurement, where Vd is the perpendicular noise level of the range measurement (Figure 7c). 
Finally, a built-in measurement tool in RWS V6.3 was used to measure the crack width, as the 
distance between two points belonging to the two edges of the gap (Figure 7d). A pair of sample 
points on a cross-section of the crack along the vertical direction was randomly chosen to measure 
the crack width. This was done at approximately 5mm intervals (Figure 7d). The crack widths with 
the confidence level of 90% are shown in Table 3. Details of the procedure of computing the crack 
confidence limit are described in detail in Truong-Hong and Laefer [36]. Notably, the crack was not 
visible for the samples S1 and S2 at several scan locations (Table 4). 
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a) 3D point cloud b) A fitting plane of data points of a 
VDPSOH¶VVXUIDFHV 
c) Extract data point of a 
VDPSOH¶VVXUIDFHVLGHYLHZ 
d) Crack width 
measurements 
Figure 7. Post-processing of point clouds to measure crack width 
Equation 5 implies that the crack depth is dependent upon three things:  the orthogonal scan 
distance, the scan angle, and the crack width. Since fully opened cracks were used in the 
experiments, thHODVHUEHDP¶VUHWXUQDWDVFDQDQJOHRIÛ was from the back of the crack (25mm 
deep), but at other angles was returned from the side face of the crack. Under these conditions, the 
crack depth is determined by using Equation 6. Results are as shown in Table 45.  
Table 4. Confidence limits of crack width based TLS data with confidence level of 90% (*) 
T 
(degrees) 
D = 5.0m D = 7.5m 
S1 
w = 1.10 
S2 
w = 3.14 
S3 
w = 5.33 
S4 
w = 7.22 
S1 
w = 1.10 
S2  
w = 3.14 
S3 
w = 5.33 
S4 
W = 7.22  
0 1.53±0.06  3.95±0.08  5.35±0.11  ND 2.26±0.08  4.36±0.14  5.97±0.05  ND 
15 
NV 
 3.96±0.14  5.43±0.09  ND NV 4.40±0.11  6.19±0.12  ND 
30 NV 4.16±0.14  5.43±0.19  7.58±0.15  NV 4.51±0.17  6.58±0.16  7.89±0.16  
T 
(degrees) 
D = 10.0m D = 12.5m 
S1 
w = 1.10  
S2  
w = 3.14 
S3 
w = 5.33  
S4 
w = 7.22 
S1 
w = 1.10 
S2 
w = 3.14 
S3 
w = 5.33 
S4 
W = 7.22  
0 2.72±0.23  6.12±0.10  8.41±0.07  ND 5.91±0.20  9.16±0.11  11.08±0.11  ND 
15 NV 6.28±0.18  8.46±0.21  ND NV 9.47±0.27  11.3±0.30  ND 
30 NV NV 9.13±0.31  8.68±0.28  NV NV 12.02±0.56  12.01±0.46  
*
 NV = non-YLVLEOH1' QRGDWDFROOHFWHGDWWKLVORFDWLRQ$WDPRIIVHWDWDVOLWWOHDVÛPPFUDFNVVWRSEHLQJ
YLVLEOH$WÛWKLVKDSSHQVZLWKWKHPPFUDFNDWPDQGEH\RQG 
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Figure 8 shows the predicted range of minimum, detectable crack widths according to Equation 5 
XVLQJ WKHYLVLEOH VLGHVRI WKH FUDFNV¶GHSWKV DV VKRZQ LQ7DEOH 5 at orthogonal scan distances of 
5.0m and 12.5m. Incorporating the crack width-based TLS data into Figure 8 explicitly shows that 
the width of all tested cracks detected fell within the detectable region, as determined by the 
theoretical, minimum, crack width curve corresponding to the appropriate crack depth. As such, at a 
VFDQ DQJOH RI Û DOO WHVWHG FUDFNV ZHUH LQ WKH GHWHFWDEOH UHgion (Figure 8). Figure 8 shows the 
region of 1-PPLQZKLFKEULFNPDVRQU\LVJHQHUDOO\FRQVLGHUHGDV³VOLJKWO\´GDPDJHG[1]. 
Table 5. Theoretical crack depth subjected to various scan angle and predefined crack widths (mm) 
T 
(degrees) 
S1 
w = 1.10 (mm) 
S2 
w = 3.14 (mm) 
S3 
w = 5.33 (mm) 
S4 
w = 7.22 (mm) 
15 4.1 11.7 19.9 27.1(*) 
30 1.9 5.4 9.2 12.6 
(*)
 In this case, since the laser beams hit and return from the wooden mounting board where the same was affixed, the 
crack depth equals the sample depth of 25mm, instead of the theoretical value of 27.1mm. 
 
When the orthogonal scan distances were obtained within 7.5m of the target, the experimental 
results differed only slightly from the theoretical widths (Figure 8a9). Beyond 7.5m, larger errors 
were generated because of positional uncertainties that arose during scanning with large 
measurement ranges, namely the horizontal sampling step and the laser beam diameter increased 
[23]. The smallest relative difference was 0.13mm (D = 5.0m, T  ÛPP-theory vs. 1.53mm-
lab) for sample S1. The largest relative differences occurred when the scanner was further than 
12.5m from the sample. In general, differences occurred because (1) the actual scan mechanism 
differs from theory because of positional uncertainty as described above, and erroneous 
measurement of the boundary due to occlusion [37]; (2) noise in the data (shown in Table 34) and 
(3) the fact that users cannot fully determine the exact points of the crack's edges because of the 
discrete nature of the data collection. 
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Figure 8. Minimum visible crack width vs. scan angle at various crack depths overlaid with 
experimentally visible data 
 
Figure 9. Crack width predicted versus measured 
Experimental results indicate that crack widths appear larger at greater orthogonal distances and at 
larger scan angles, both of which were predicted. By comparing results of crack width-based TLS 
data to actual ones obtained from a mechanical probe, the minimum absolute errors of the crack 
width were shown to be 0.43mm (D = 5.0m, T   Û PP D = 5.0m, T   Û PP            
(D = 5.0m, T  ÛDQGPPD = 5.0m, T  ÛIRUVDPSOHV6-S4, respectively (Table 3). The 
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maximum absolute errors were less than 1.16mm and 1.37mm for the orthogonal scan distances of 
5.0 and 7.5m, respectively. The orthogonal scan distance generated larger errors than changes in the 
scan angle. For example, for the sample S3 (w = 5.33mm), absolute errors of crack widths increased 
from 0.02mm (5.35mm vs. 5.33mm) to 5.75mm (11.08mm vs. 5.33mm) when the corresponding 
orthogonal distance (D JUHZ IURP P WR P DW D VFDQ DQJOH Û 7DEOH  )RU ODUJHU VFDQ
angles, the absolute errors increased only slightly. For example, at an orthogonal distance of 7.5m, 
the crack width errors for sample S3 (w = 5.33mm) were respectively, 0.64mm (5.97mm vs. 
5.33mm), 0.86mm (6.19mm vs. 5.33mm) and 1.25mm (6.58mm vs. 5.33PPDWWKHVFDQDQJOHVÛ
ÛDQGÛ 
6. Discussion 
At a range of less than 10.0m, TLS can reliably detect vertical cracks of at least 5mm. This matches 
other experimental work proposing that a TLS unit performs reasonably well in the range of 6-12m 
[38]. At the closest tested position (D = 5.0m, T  Û, the minimum absolute error was 0.02mm for 
a 5.33mm wide crack. The general trend was to overestimate the crack width. In a field study of two 
to four storey brick and rendered structures Laefer et al. [38] found that the same TLS unit set 20m-
35m away from the structures tended to overestimate crack widths by 7mm with a 5mm x 5mm 
scan density. The acceptability of such deviations will depend upon the particular application. 
In practice, the smallest crack width to be detected is dominated by two practical aspects involving 
the minimum sampling step and the footprint of the laser beam. With a specific distance, the 
RYHUODSSLQJ ODVHU VSRWV FDQ RFFXU ZKHQ WKH ODVHU EHDP¶V IRRWSULQW LV HQODUJHG JUHDWHU WKDQ WKH
sampling step. In this case, the full benefit of the correlated sampling is not realized [23]. In this 
study, a minimum visible crack width must be equal or greater than double the minimum sampling 
step. This assumption is sufficient to distinguish data points belonging to two different edges of the 
crack, although the measured points may be biased by up to one-half of the beam width [23]. This 
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point is supported by previous work by Laefer et al. [31] that showed that the beam width 
accurately presents the scan resolution, if the sampling step is about 55% of the beam width. This 
condition can be set during data collection for crack detection. Therefore, the minimum crack width 
detected depends on a technical specification of the scanner and a scan distance, which controls the 
minimum sampling step and beam width. For example, when using the Trimble scanner GS200 to 
detect a 5mm wide crack, the maximum distance from the scanner to the crack is theoretically 
around 80m. This arrangement would allow the collected point cloud to satisfy the two constraining 
parameters (minimum sampling step and beam width). 
As noted experimentally elsewhere [31] [32], and [23], the orthogonal distance was more influential 
than the scan angle in controlling accuracy, even thoXJK WKH VFDQ DQJOHGLVWRUWV WKH ODVHUEHDP¶V
footprint. Thus, a sampling step DVDIXQFWLRQRIWKHVFDQQHU¶VGLVWDQFHIURPWKHWDUJHWLVWKHPRVW
important factor in TLS crack detection. As such, for the Trimble GS200, the sampling step 
increased from 0.15mm to 0.38mm when the range lengthened from 5.0m to 12.5m, while the 
footprint of the laser beam changed from a/b = 1.0 (T  ÛWRa/b = 1.167 (T  ÛLQZKLFKa and 
b are, respectively, the major and minor axes of the footprint of the laser beam [31].  
The crack width-based TLS data were manually measured by using RWS V6.3 [34] associated with 
the Trimble GS200. As noise in the data occurs, manually determining the crack edges is still 
challenging. Selected point clouds may belong to either the sample surface or a crack side 
perpendicular to the sample surface. In addition, the incidence angle may affect the quality of the 
point clouds, in which uncertainty may occur [32] especially when the off-set distance exceeds 
7.5m. Therefore, an automatic method to determine crack width from TLS data to eliminate user 
errors would be highly useful.  
For best results the scanner should be set at an orthogonal distance of no more than 7.5m and within 
DVFDQDQJOHRIÛ7KLVLPSOLHVWKHEHVWSODFHIRUFUDFNGHWHFWLRQLVZLWKLQDEDFNFOLSSLQJSODQHRI
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DIUXVWXPYLHZZKHUHDILHOGRIYLHZDQJOHLVÛ, and the viewing direction is along a horizontal 
direction (Figure 10). For example, if the scanner is 5.0m away from the building and mounted 
2.0m above the ground level, the back clipping plane is defined by a pair of coordinates (x [-
1.34m, 1.34m], y [0.66m, 3.34m], where the projected scanner mount on the vertical wall has a x-
coordinate of 0.0m and a y-coordinate of 2.0m. In urban areas with narrow footpaths, such locations 
may impede street usage. Finally, the accuracy of the crack width can be obviously improved when 
a scan unit with a higher sampling step and high accuracy of point measurement is used.   
 
Figure 10. Diagram to determine the best place of the crack 
Clearly, crack width-based TLS data in this study are less accurate than that obtained from manual 
measurement and digital image-based on edge detection techniques, which have been shown to be 
respectively ±1mm and at least 1 pixel [13, 17]. However, TLS usage circumvents scaffold usage 
[38] DQG WKH QHHG WR NQRZ D FDPHUD¶V IRFDO OHQJWK DQG GLVWDQFH WR WKH WDUJHW VXUIDFH [13]. 
Additionally there are issues of speed and permanency. Herein, each position of each sample took 
approximately 2.5 minutes for scanning and another 3 minutes for post-processing crack 
measurement. In a field study, Laefer et al. [38] concluded that using TLS generated more 
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consistent, as well as more cost efficient detection than manual techniques. Similarly, Olsen et al. 
[6] found that TLS compared favourably to conventional photography under laboratory conditions. 
7. Conclusions 
This paper confirmed in broad terms masonry crack detection limits of a proposed set of 
fundamental mathematics. In addition, laboratory tests showed that errors of the crack width-based 
TLS data were small when the orthogonal distances from the scanner to the samples were varied 
from 5.0-7.5m but significantly increased for more distant scanner locations. At an orthogonal 
distance of 5.0m, the maximum absolute errors were respectively, 1.16mm and 0.10mm for the 
samples having predesigned crack widths of 1-3mm and 5mm. Based on these results, it is arguably 
concluded that TLS can consistently acquire data points for detecting cracks in masonry structures 
crack widths greater than 5 mm. With the tested equipment at an orthogonal distance of 5m and a 
VFDQDQJOHRIÛ WKH DEVROXWH HUURUZDVRQO\PP:KLOH WKH VFDQDQJOH may restrict crack 
detection because of the visibility of noise on the crack's edge, the orthogonal distance is more 
influential in controlling the accuracy. As the laboratory tests herein were only for vertical cracks, 
additional experimental work is needed for development of diagonal crack limits, but arguably more 
importantly, an automatic approach to identify cracks within TLS data must be developed to 
overcome user-based detection errors. 
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Appendix A:  Error propagation of the crack width-based TLS data 
Equation 12 was established to calculate the theoretical crack width based on point cloud, which is 
to compute a distance between two corners of a crack. By substituting a number of angular step (n¶
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calculating from Equation 13 into Equation 12, this equation can be rewritten as: 
Z¶ 'WDQT Q¶'T) - DtanT       Equation 17 
where Dtan(T + n¶'T) and DtanT are respectively standing for x2 and x1 coordinates of the point P1 
and P2 (Figure 11). 
 
Figure 11. Practically determining crack width by TLS 
Equation 17 is now rewritten as: 
Z¶ [2 ± x1         Equation 18 
Equation 18 implicitly imposed that the crack width is determined from the coordinates of the point 
clouds belonging to the two opposite faces of the crack, which is shown in Equation 17. Therefore, 
an error of crack width depends on the errors of the acquired point clouds, (P1 and P2). 
By applying the addition rule of error propagation, the uncertainty of Equation 18 in quadrature is 
presented: 
   22
' 21 xxw
GGG          Equation 19 
where Gx1 and Gx2 are errors of acquired data points P1 and P2, respectively. In addition, the error of 
point cloud acquisition of TLS can be expressed as proposed by Cuartero et al. [39]: 
D
Scanner
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Y
 26 
     222 zyxp GGGG         Equation 20 
where Gx, Gy and Gz are errors of the point in each axis X, Y, and Z in Cartesian coordinate. Roughly 
assuming that the error occurs simultaneous in all three directions, Equation 20 can be rewritten: 
xp GG 3          Equation 21 
Similarly with equal errors of data points P1 and P2 in the X direction and substituting Equation 21 
into Equation 19, the error of the theoretical crack width is expressed as: 
pw GG 816.0'           Equation 22 
As part of the equipment specifications of the Trimble scanner GS 200 reported the error in point 
position by 1.4mm for a range of 5m-50m, the error of the theoretical crack width is 1.22mm. 
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