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Abstract
Affine analogue of Jack’s polynomials introduced by Etingof and
Kirillov Jr. is studied for the case of ŝl2. Using the Wakimoto repre-
sentation, we give an integral formula of elliptic Selberg type for the
affine Jack’s polynomials. From this integral formula, the action of
SL2(Z) on the space of the affine Jack’s polynomials is computed. For
simple cases, we write down the affine Jack’s polynomials in terms of
some modular and elliptic functions.
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1 Introduction
In recent years, beautiful connections between the theory of symmetric func-
tions and other branches of mathematics and physics have been studied.
Those branches include q-deformed spherical functions [M1][N], quantum-
many body problems e.g the Calogero-Moser-Sutherland models (see [CMS]
and references therein), representation theory of affine Hecke algebras [C]
and representation theory of Lie algebras and quantum groups [EK]. Among
many symmetric functions, Macdonald’s polynomials and Jack’s polynomials
[M2] have attracted so much attention which revealed the rich mathematical
structure behind them.
In their theory connecting those polynomials to the representation theory
of Lie algebras and quantum groups, P. Etingof and A. Kirillov Jr. intro-
duced an affine analogue of Jack’s symmetric functions. These functions are
called affine Jack’s polynomials even though they are not polynomials but
a generalization of characters of affine Lie algebras. They first introduced
differential operators associated to affine root systems of type A
(1)
N−1. They
are an elliptic generalization of the Calogero-Sutherland type hamiltonians
except that they contain a term of differentiation w.r.t the elliptic nome.
The affine analogue of Jack’s polynomial Ĵλˆ is labeled by the dominant in-
tegral weight λˆ and defined by two conditions: (1) it is an eigenfunction of
the affine Calogero-Sutherland type operator with a certain eigenvalue, (2)
its transition matrix w.r.t affine analogue of monomial symmetric functions
is upper triangular. The very important property of this affine Jack’s poly-
nomials is that they can be given as traces of vertex operators over highest
weight modules: Theorem 2.8. Two more of three important aspects of the
affine Jack’s polynomials can be seen from this property:
(1) Affine analogue of Jack’s symmetric functions.
(2) One point functions of Conformal Field Theory on a torus. The dif-
ferential operator is nothing but the Knizhnik-Zamolodchikov-Bernard
heat operator.
(3) Affine Jack’s polynomials can be considered as a generalization of char-
acters of affine Lie algebras. They form a basis of a space invariant
under the action of SL2(Z)
The aim of this paper is to give explicit expressions for the affine Jack’s
polynomials itself and their modular transformation property in the case of
ŝl2. In Section 3, we give an integral formula of the affine Jack’s polynomials.
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This formula is calculated by means of the Wakimoto representation of ŝl2.
In Section 4, using this integral formula, we computed the action of SL2(Z)
on the space of the affine Jack’s polynomials. And this projective represen-
tation of SL2(Z) allows us to write down the affine Jack’s polynomials in
terms of some elliptic and modular functions in Section 5. Together with
the integral formula given in Section 3, this gives some formulas for elliptic
Selberg type integrals.
In [FSV1], similar results are given for some solutions of the Knizhnik-
Zamolodchikov-Bernard heat equation. The main differences are that their
approach is geometrical and not considering the affine Jack’s polynomials
specially. Also, during the preparation of this paper we found [FSV2] which
gives a result similar to our result presented in Section 5.
2 Affine Analogue of Jack’s Polynomials
We fix our notations for ŝlN [Ka] and review the affine Jack’s polynomials.
See [EK] for the detail. In this section, we consider N = 2, 3, 4 · · · .
2.1 Affine Lie algebras
Let us fix the notation for slN first. Let h be the Cartan subalgebra and
h∗ be its dual. The standard invariant bilinear form on slN is denoted by
(·, ·) and normalized so that the induced form on h∗ satisfies (α,α) = 2
for a root α. Let α1, . . . , αN−1 be simple roots and the longest root be θ.
Let R be the root system. We fix a polarization R = R+ ⊔ R− where R±
are the subsets of positive and negative roots respectively. We denote the
fundamental weights by Λ¯i ∈ h∗ (i = 1, · · · , N − 1). Weyl vector is given
by ρ =
∑N−1
i=1 Λ¯i. Let P = {λ ∈ h∗|(λ, αi) ∈ Z} =
⊕
i ZΛi be the weight
lattice and P+ = {λ ∈ h∗|(λ, αi) ∈ Z+} =
⊕
i Z+Λi be the cone of dominant
weights.
The affine Lie algebra ŝlN can be realized as an extension of a loop algebra:
ŝlN = slN ⊗ C[t, t−1]⊕Cc⊕ Cd,
[x⊗ tn, y ⊗ tm] = [x, y]⊗ tm+n + nδm,−n(x, y)c,
c is central, [d, x⊗ tn] = nx⊗ tn.
We use the notation x[n] = x ⊗ tn. Sometimes we use a smaller algebra
ŝl
′
N = slN ⊗ C[t, t−1]⊕ Cc.
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Cartan subalgebra and its dual are given by hˆ = h ⊕ Cc ⊕ Cd, hˆ∗ =
h∗ ⊕ Cδ ⊕ CΛ0. The canonical pairing 〈·, ·〉 between hˆ and hˆ∗ is given by
〈Λ0, h⊕Cd〉 = 〈δ, h⊕Cc〉 = 0, 〈δ, d〉 = 1, 〈Λ0, c〉 = 1. Bilinear non-degenerate
symmetric form on hˆ∗ is given by (Λ0, δ) = 1, (Λ0, h
∗) = (δ, h∗) = (Λ0,Λ0) =
(δ, δ) = 0. This pairing and the bilinear form coincide with those of slN on
h and h∗. Let R̂ = {αˆ = α + nδ |α ∈ R,n ∈ Z or α = 0, n ∈ Z \ {0}} be
the affine root system. We fix the polarization by taking the set of positive
roots as R̂+ = {αˆ = α + nδ ∈ R̂ |n > 0 or n = 0, α ∈ R+}. Simple roots
are given by α0 = −θ + δ, α1, . . . , αN−1. Let Qˆ =
⊕
Zαi be the affine root
lattice and Qˆ+ =
⊕
Z+αi be the positive part. Let Λi (i = 0, · · · , N − 1) be
the fundamental weights where Λi = Λ¯i+Λ0 for i = 1, · · · , N −1. The affine
weight lattice is given by P̂ = P ⊕Zδ⊕ZΛ0 ⊂ hˆ∗ and the cone of dominant
weights is P̂+ = {λˆ ∈ hˆ∗ | 〈λˆ, α∨i 〉 ∈ Z+, i = 0, . . . , r}. For K ∈ Z, we
define P̂+K = {λ + nδ +KΛ0 |λ ∈ P+} where P+K = {λ ∈ P+ | (λ, θ) ≤ K}.
Affine Weyl vector is defined as ρˆ =
∑N−1
0=1 Λi. We set an order in P̂ by
λˆ ≤ µˆ ⇐⇒ µˆ− λˆ ∈ Q̂+.
Let C[P̂ ] =
⊕
K∈ZC[P̂K ] be the group algebra of the weight lattice. We
consider a completion:
C[P̂ ] =
⊕
K
C[P̂K ],
C[P̂K ] =
∑
λˆ∈P̂K
aλˆe
λˆ
∣∣∣∣ ∃N s.t. aλˆ = 0 for (λˆ, ρˆ) ≥ N
 .
This completion is chosen so to include the characters of the Verma modules
(and more generally, modules from the category O) over ŝlN . Let A be the
subalgebra of C[P̂ ] defined by
A =
⋂
w∈Ŵ
w
(
C[P̂ ]
)
, AK =
⋂
w∈Ŵ
w
(
C[P̂K ]
)
.
Let Ŵ be the affine Weyl group of ŝlN . One of the main objects of our study
will be the algebra of Ŵ -invariants AŴ . We introduce a formal variable
p = e−δ. Then every element of A can be written as a formal Laurent series
in p with coefficients from C[P ]. The following properties characterize A as
the affine analogue of C[P ].
Lemma 2.1. For any λˆ ∈ P̂K ,K ≥ 0 the orbitsum
mλˆ =
∑
µˆ∈Ŵ λˆ
eµˆ
belongs to AŴK .
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Lemma 2.2. If M is a module from the category O then chM ∈ A iff M is
integrable, in which case chM ∈ AŴ . In particular, the irreducible quotient
chLλˆ ∈ AŴ iff λˆ ∈ P̂+.
Lemma 2.3. AŴK = 0 for K < 0, and A
Ŵ
0 =
{∑
n≤n0
ane
nδ|an ∈ C
}
.
Theorem 2.4. For every K ∈ Z+, the orbitsums mλ+KΛ0 , λ ∈ P+K form a
basis of AŴK over the field C((p)).
We also need Rˆ which is an extension of A. Let us consider the algebra
C[P̂ ](1−eαˆ)−1, obtained by adjoining to C[P̂ ] the inverse of the form (1−eαˆ):
C[P̂ ](1− eαˆ)−1 =
{
f
g
∣∣∣∣ f, g ∈ C[P̂ ], g = ∏
αˆ∈I
(1− eαˆ) for I ⊂ R̂
}
.
We have a morphism for every w ∈ Ŵ :
τw : C[P̂ ](1 − eαˆ)−1 → w
(
C[P̂ ]
)
,
(1 − eαˆ)−1 7→
∞∑
n=0
e−nαˆ for αˆ ∈ wR̂+.
Then Rˆ is given by
Rˆ =
{∑
an
∣∣ an ∈ C[P̂ ](1− eαˆ)−1, ∑ τw(an) ∈ w(C[P̂ ]) for ∀w ∈ Ŵ}.
2.2 Affine Analogue of Jack’s Polynomials
Throughout this paper we consider parameters K and k (introduced below)
as K ∈ Z, k ∈ N.
Let us introduce the following differential operators, which we consider
formally as derivations of the algebra C[P̂ ]:
∆̂eλˆ = (λˆ, λˆ)eλˆ,
∂αˆe
λˆ = (αˆ, λˆ)eλˆ, αˆ ∈ hˆ∗.
If we use the notation p = e−δ and write elements of C[P̂K ] as functions of
p with coefficients from C[P ]: C[P̂K ] = e
KΛ0C[p, p−1][P ] then
∆̂ = −2Kp ∂
∂p
+∆h,
∂α+nδ = ∂α + nK
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where ∆h is the Laplace operator on h:
∆he
λ = (λ, λ)eλ, λ ∈ h∗.
Let δˆ = eρˆ
∏
αˆ∈R̂+(1− e−αˆ) be the affine Weyl denominator.
Definition 2.5. The Calogero-Sutherland operator L̂k for the affine root
system R̂ is the differential operator which acts on RˆK :
L̂k = ∆− 2Kp ∂
∂p
− k(k − 1)
∑
α∈R+
n∈Z
pneα
(1− pneα)2 (α,α). (1)
We mainly use the operator M̂k conjugated by the affine Weyl denominator:
M̂k = δˆ
−k ◦ (L̂k − k2(ρˆ, ρˆ)) ◦ δˆk (2)
= ∆̂− 2k
∑
αˆ∈R̂+
1
1− eαˆ ∂αˆ + 2k∂ρˆ. (3)
Definition 2.6. Affine Jack’s polynomial Ĵλˆ, λˆ ∈ P̂+ is the element of AŴ
defined by the following conditions:
(1) Ĵλˆ = mλˆ +
∑
µˆ<λˆ
cλˆ,µˆmµˆ,
(2) M̂kĴλˆ = (λˆ, λˆ+ 2kρˆ)Ĵλˆ.
Remark. We use the terminology ‘polynomial’ following [EK] even though it
is not a polynomial but a theta function.
We denote by Lλˆ an irreducible highest weight representation of the high-
est weight λˆ ∈ P̂ . Let V be the finite dimensional irreducible representation
of slN . The evaluation module based on V is defined as
V (ζ) = V ⊗ C[ζ, ζ−1],
piV (ζ)(a[n]) = ζ
npiV (a),
piV (ζ)(c) = 0, piV (ζ)(d) = ζ
d
dζ
.
Let SN(k−1)CN be a symmetric tensor of the vector representation of
slN . Let µˆ ∈ P̂+. A non-zero intertwiner of ŝl′2
Φ : Lµˆ 7→ Lµˆ ⊗
(
SN(k−1)CN
)
(ζ) (4)
exists iff µˆ = λˆ+(k− 1)ρˆ, λˆ ∈ P̂+; if it exists, it is unique up to a constant.
We will denote such an intertwiner by Φλˆ.
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Definition 2.7.
ϕλˆ =
∑
µˆ
eµˆ tr|L
λˆ
[µˆ](Φλˆ). (5)
It takes values in the weight zero subspace
(
SN(k−1)CN
)
[0]. This sub-
space is one-dimensional and can be identified with C. This identification
and the normalization of Φλˆ are so chosen that ϕλˆ = e
λˆ+(k−1)ρˆ + · · · . Here-
after we basically consider ϕλˆ as a scalar function in this way.
Theorem 2.8.
(1) ϕ0 = δˆ
k,
(2) Ĵλˆ =
ϕλˆ
ϕ0
.
From this formula it is easy to see that Ĵλˆ+nδ = p
nĴλˆ.
Let us consider the following domain
Y = h× C×H
where H is the upper half-plane: H = {τ ∈ C| Im τ > 0}. Then every
element eλˆ ∈ C[P̂ ] can be considered as a function on Y as follows: if
λˆ = λ+ aδ +KΛ0 then put
eλˆ(h, u, τ) = e2pii[〈λ,h〉+Ku−aτ ].
Note that this in particular implies that p = e−δ is given by p = e2piiτ .
It is easy to see that if f ∈ C[P̂ ] then f(h, u, τ + 1) = f(h, u, τ), so we
can as well consider f as a function of h, u, p, where p ∈ C is such that
0 < |p| < 1. Note that f ∈ C[P̂K ] ⇐⇒ f(h, u, τ) = e2piiKuf(h, 0, τ); in this
case we say that f is a function of level K.
Theorem 2.9. For every λˆ ∈ P̂K , Ĵλˆ and ϕλˆ converge on Y .
Now let us recall some facts about the modular group and its action.
The modular group Γ = SL2(Z) is generated by the elements
S =
(
0 −1
1 0
)
, T =
(
1 1
0 1
)
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satisfying the defining relations (ST )3 = S2, S2T = TS2, S4 = 1. This group
acts in a natural way on Y as follows:(
a b
c d
)
(h, u, τ) =
(
h
cτ + d
, u− c(h, h)
2(cτ + d)
,
aτ + b
cτ + d
)
.
In particular,
T (h, u, τ) = (h, u, τ + 1),
S(h, u, τ) =
(
h
τ
, u− (h, h)
2τ
,−1
τ
)
.
Also, for any j ∈ C we will define a right action of Γ on functions on Y as
follows: if α =
(
a b
c d
)
then let
(f [α]j)(h, u, τ) = (cτ + d)
−jf(α(h, u, τ)). (6)
This is a projective action, which is related to the ambiguity in the choice
of (cτ + d)−j for non-integer j.
Definition 2.10. Let K ∈ Z+, λ ∈ P+K . Normalized affine Jack’s polyno-
mial Jλ,K is defined by
Jλ,K = Ĵλ+αδ+KΛ0 , (7)
α =
k(ρ, ρ)
2h∨
− (λ+ kρ, λ+ kρ)
2(K + kh∨)
(8)
where h∨ is the dual Coxeter number of ŝlN .
Remark
Jλ,K =
1
δˆ′ k−1
trLλ+KΛ0+(k−1)ρˆ
(
Φλ+αδ+KΛ0 p
L0−
cV
24 e2piih
)
, (9)
δˆ′ k−1 = trL(k−1)ρˆ
(
Φλ+αδ+KΛ0 p
L0−
cV
24 e2piih
)
, δˆ′ = (p
(ρ,ρ)
2h∨ δˆ)k−1 (10)
where cV is the central charge for the action of the Virasoro algebra on
Lλ+KΛ0+(k−1)ρˆ: cV = (K + (k − 1)h∨) dim slN/(K + kh∨).
Theorem 2.11. Let K ∈ Z≥0. Denote
VK =
⊕
λ∈P+
K
C Jλ,K .
Consider elements of VK as functions on Y . Then VK is preserved by the
action of Γ with weight j = − K(k−1)r2(K+kh∨) . In particular, this means that VK is
naturally endowed with a structure of a projective representation of Γ.
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3 Integral formula via Wakimoto representation
Hereafter we restrict our attention to ŝl2.
3.1 Wakimoto representation
Let us introduce the bosonic ghost βn, γn (n ∈ Z), the boson φn (n ∈ Z), Q
and the degree operator L0 by
[βn, γm] = δn+m,0,
[φn, φm] =
2n
κ
δn+m,0, [φ0, Q] =
2
κ
,
[L0, bn] = nbn (b = β, γ, φ).
Other combinations are commutative. Currents are defined as
β(ζ) =
∑
n∈Z
βnζ
−n−1, γ(ζ) =
∑
n∈Z
γnζ
−n,
φ(ζ) = Q+ φ0 ln ζ −
∑
n 6=0
φn
n
ζ−n, ∂φ(ζ) =
∑
n∈Z
φnζ
−n−1.
We define the Fock spaces FJ ,Fβγ ,FφJ by
FJ = Fβγ ⊗FφJ ,
Fβγ = C[β−1, · · · , γ0, · · · ]|vac〉,
βn|vac〉 = 0 (n ≥ 0), γn|vac〉 = 0 (n > 0),
FφJ = C[φ−1 · · · ]|2J + 1〉,
φ0|2J + 1〉 = 2J
κ
|2J + 1〉, φn|2J + 1〉 = 0 (n > 0),
L0|2J + 1〉 = hJ |2J + 1〉, hJ = J(J + 1)
κ
.
We also use abbreviated notations 2Jm,m′+1 = m−m′κ,Fm,m′ = FJm,m′ ,Λm,m′ =
ΛJm,m′ , Lm,m′ = LΛm,m′ .
Wakimoto representation is given by the following theorem [W2] (See
also [FF]).
Theorem 3.1 (Wakimoto representation). Let J, κ be complex numbers
with κ 6= 2, 0. Then the following (piκ,FJ ) gives a level κ− 2 representation
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of ŝl2 on the Fock space FJ :
piκ
(
e(ζ)
)
=
∑
n∈Z
piκ(e[n]) ζ
−n−1 = β(ζ),
piκ
(
h(ζ)
)
=
∑
n∈Z
piκ(h[n]) ζ
−n−1 = −2 : γ(ζ)β(ζ) : +κ∂φ(ζ),
piκ(f(ζ)
)
=
∑
n∈Z
piκ(f [n]) ζ
−n−1 = − : γ(ζ)2β(ζ) : + : κγ(ζ)∂φ(ζ) : +(κ− 2)∂γ(ζ),
piκ(d) = L0
where : : denotes the normal ordering. This representation is isomorphic
to the Verma module with highest weight ΛJ = (κ− 2− 2J)Λ0+2JΛ1−hJδ.
We define the screening current S(ζ) by
S(ζ) = β(ζ) : e−φ(ζ) :
The screening charge Qn can be defined as a map Qn : Fm,m′ 7→ Fm−2n,m′
when n ≡ m mod p by
Qn =
∫
C
n∏
j=1
dξjS(ξ1) · · · S(ξn).
and commutes with ŝl2: [Qn, x] = 0 (x ∈ ŝl2). The contour C is given in
Figure 1.
1
2
3
ξ
ξ
ξ
0 1
Figure 1: The contour C for k = 4.
To realize a irreducible representation with a dominant integral highest
weight, we use the following theorem due to [BeFe].
Theorem 3.2 (BRST/BGG-resolution). If the level is rational
κ = p1/p2
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where p1, p2 are coprimes, then for 1 ≤ n ≤ p1 − 1, 0 ≤ n′ ≤ p2 − 1 the
following sequence is exact
· · · −−−−→
−1
F2p1−n,n′
Qp1−n−−−−→
0
Fn,n′ Qn−−−−→
1
F−n,n′ −−−−→ · · ·.
And its zero-th cohomology group is isomorphic to the irreducible highest
weight representation
Hi =
{
Ln,n′, i = 0,
0, i 6= 0.
Let us consider bosonic counter part of the intertwiner Φ of (4). This
operator is called vertex operator and denoted by Φ¯. It satisfies
Φ¯(ζ) : Fm,m′ → Fm,m′ ⊗ U(ζ),
(x⊗ 1 + 1⊗ x) Φ¯(ζ) = Φ¯(ζ)x (x ∈ ŝl′2),
and given by
Φ¯(ζ) =
2(k−1)∑
n=0
Φ¯n(ζ)⊗ un,
Φ¯n(ζ) =
(−)n
n!
∫
C
k−1∏
j=1
dξjVn(ζ)S(ξ1)S(ξ2) · · · S(ξk−1),
Vn(ζ) = γ(ζ)
2(k−1)−n : e(k−1)φ(ζ) : .
In the above we took basis of U(ζ) as
U(ζ) =
2(k−1)⊕
n=0
Cun ⊗ C[ζ, ζ−1],
un = f
nu0, hu0 = 2(k − 1)Λ¯1u0.
3.2 Integral Formula
From now on we consider representations which satisfy the conditions
2J + 1 = m ∈ Z, m′ = 0, p2 = 1,
κ = p1 ∈ Z≥0
and abbreviate notations as Fm = Fm,m′=0, Lm = Lm,m′=0.
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Proposition 3.3. We can naturally consider Φ¯(ζ) as an intertwiner for a
irreducible highest weight representation:
Φ¯(ζ) ∈ Hom(Lm,m′ , Lm,m′ ⊗ U(ζ)).
Then the trace function J¯−m(z|τ) defined as
J¯−m(z|τ) = trLm
(
Φ¯k−1(1) p
L0−cV /24e2piizh[0]
)
(11)
is given by
J¯−m(z) = I−m(z|τ)− e−2pii
m(k−1)
κ Im(z|τ), (12)
I−m(z|τ) = 1
iϑ1(2z)
∫ 1
0
k−1∏
j=1
dvj ϑ−m,κ
(
−2z + 2
κ
V
∣∣∣ τ)F (v1, · · · , vk−1; z|τ),
(13)
F (v1, · · · , vk−1; z|τ) = (−)k−1
k−1∏
j=1
E(−vj)−
2(k−1)
κ
∏
1≤j<j′≤k−1
E(vj − vj′)
2
κ ×
k−1∏
j=1
G(vj ; z|τ),
E(v) = 2pii
ϑ1(v)
ϑ′1(0)
, G(v; z|τ) = ϑ
′
1(0)ϑ1(v + 2z)
ϑ1(2z)ϑ1(v)
,
ϑ−m,κ(x|τ) =
∑
l∈Z+m
2κ
pκl
2
e2pii(−x)κl, V =
k−1∑
j=1
vj.
The contour is the result of the change of variables: ξj = e
2piivj and depicted
in Figure 2. The definition of ϑ1(v) = ϑ1(v|τ) is given in Appendix A.
Differentiation of ϑ′1(0) is taken w.r.t v.
10
τ
v1
2v
3v
Figure 2: The contour for k = 4.
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Proof. Step 1: We have
trFm
(
Vk−1(ζ)S(ξ1)S(ξ2) · · ·S(ξk−1)pL0e2piizh[0]
)
=
pcV /24
iϑ1(2z)
eipim(2z−
2
κ
V )+ipiτ m
2
2κ e2piiy
(k−1)(m−k)
κ
×
k−1∏
j=1
E(y − vj)−
2(k−1)
κ
∏
1≤j<j′≤k−1
E(vj − vj′)
2
κ × (k − 1)!
k−1∏
j=1
1
2piiξj
G(vj − y; z|τ)
where ξj = e
2piivj , ζ = e2piiy.
Step 2: Set
Ξ(ζ; z|τ) = Φ¯k−1(ζ) pL0−c/24e2piizh[0],
Ξ2l(ζ; z|τ) = Ξ(ζ; z|τ), Ξ2l−1(ζ; z|τ) = e−2pii
m(k−1)
κ Ξ(ζ; z|τ).
Then the following diagram is commutative
· · · Q
m
−−−−→
−1
F2κ−m Q
κ−m
−−−−→
0
Fm Q
m
−−−−→
1
F−m Q
κ−m
−−−−→ · · ·yΞ−1 yΞ0 yΞ1
· · · Q
m
−−−−→ F2κ−m Q
κ−m
−−−−→ Fm Q
m
−−−−→ F−m Q
κ−m
−−−−→ · · · .
Hence
trLm
(
Ξ(ζ; z|τ)
)
=
∑
l∈Z
trFm−2lκ
(
Ξ2l(ζ; z|τ)
)
−
∑
l∈Z
trF−m−2lκ
(
Ξ2l−1(ζ; z|τ)
)
.
Let κ = K + 2k, K ∈ Z≥0, λ = (l − k)Λ¯1.
Theorem 3.4 (Integral formula for Ĵλˆ).
Jµ,K(zh[0], τ) =
J¯−m(z|τ)
〈m|Φ¯k−1(1)|m〉
1
δˆ′k−1
(14)
where J¯−m(z|τ) is given by Prop.3.3 and
〈m|Φ¯k−1(1)|m〉 =
∫
C
k−1∏
j=1
dξj
k−1∏
j
ξ
−m+1
κ
j (1− ξj)−
2(k−1)
κ
−1
∏
1≤j<j′≤k−1
(ξj − ξj′)
2
κ .
(15)
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4 Modular transformation
We study modular transformation property of J¯−m(z|τ) using the technique
proposed in [FeSi].
To simplify calculations we introduce j
[s]
−m and i
[s]
−m
j
[s]
−m(z|τ) = i[s]−m(z|τ) − i[s]m (z|τ),
i
[s]
−m+s(z|τ) = e−piis(−s+2m+κ−1)/2κepiim(k−1)/κ I [s]−m(z|τ)
where
I
[s]
−l(z|τ) =
1
iϑ1(2z)
∫ τ
0
k−1∏
j=k−s
dvj
∫ 1
0
k−s−1∏
j=1
dvj ϑ−m,κ
(
−2z + 2
κ
V
∣∣∣ τ)F (v1, · · · , vk−1; z|τ).
Note that j−m(z|τ) = epiim(k−1)/κ J¯−m(z|τ).
4.1 S transformation
Lemma 4.1.
2 sin
(pi
κ
l
)
i
[s]
−l(z|τ) = i[s−1]−l+1(z|τ)− i[s−1]−l−1(z|τ),
2 sin
(pi
κ
l
)
j
[s]
−l(z|τ) = j[s−1]−l+1(z|τ) − j[s−1]−l−1(z|τ).
Proof. The lemma follows from
(1− e 2piiκ (s−l)) I [s]−l(z|τ) = I
[s−1]
−l (z|τ)− e
2pii
κ
(s−k)I
[s−1]
−l+2(z|τ). (16)
Consider contours for vk−s given in Figure 3, 4 and 5.
10
γ
γ
τ
'
Figure 3: The contours γ and γ′.
10
τ
γ2
~γ2
Figure 4: The contours γ2 and γ˜2.
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10
τ
~γ3
γ
3
Figure 5: The contours γ3 and γ˜3.
Contours for I
[s]
−l(z|τ) is as follows. The variable vk−s is on γ. The
contours of vj (k − s+ 1 ≤ j ≤ k − 1) are between [0, τ ] and γ from right to
left. The contours of vj (1 ≤ j ≤ k − s − 1) are between [0, 1] and γ′ from
bottom to top.
We deform the contour of vk−s in I
[s]
−l(z|τ) as
∫ ∏
j 6=k−s
dvj
∫
γ
dvk−s ϑ−l,κ
(
−2z + 2
κ
V |τ
)
F (· · · , vk−s, · · · ; z|τ)
=
∫ ∏
j 6=k−s
dvj
(∫
γ′
+
∫
γ2
−
∫
γ3
)
dvk−s ϑ−l,κ
(
−2z + 2
κ
V
∣∣∣ τ)
× F (· · · , vk−s, · · · ; z|τ) (17)
Then by carefully studying crossing of contours, we can show
∫ ∏
j 6=k−s
dvj
∫
γ2
dvk−s ϑ−l,κ
(
−2z + 2
κ
V
∣∣∣ τ)F (· · · , vk−s, · · · ; z|τ)
=
∫ ∏
j 6=k−s
dvj
∫
γ˜2
dvk−s ϑ−l,κ
(
−2z + 2
κ
(V + 1)
∣∣∣ τ)F (· · · , vk−s + 1, · · · ; z|τ)
= e−
2pii
κ
(s−1)
∫ ∏
j 6=k−s
dvj
∫
γ
dvk−s e
−2pii l
κϑ−l,κ
(
−2z + 2
κ
V
∣∣∣ τ)
× e 2piiκ (2s−1)F (· · · , vk−s, · · · ; z|τ),
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and∫ ∏
j 6=k−s
dvj
∫
γ3
dvk−s ϑ−l,κ
(
−2z + 2
κ
V
∣∣∣ τ)F (· · · , vk−s, · · · ; z|τ)
=
∫ ∏
j 6=k−s
dvj
∫
γ˜3
dvk−s ϑ−l,κ
(
−2z + 2
κ
(V + τ)
∣∣∣ τ)F (· · · , vk−s + τ, · · · ; z|τ)
= e−
2pii
κ
(k−s)
∫ ∏
j 6=k−s
dvj
∫
γ′
dvk−s e
−2pii τ
κ e−2pii(−2z+
2
κ
V )ϑ−l+2,κ
(
−2z + 2
κ
V
∣∣∣ τ)
× e 2piiκ (2V +τ−1)e−4piizF (· · · , vk−s, · · · ; z|τ).
Throughout this calculation contours of vj (j 6= k − s) remain the same as
in I
[s]
−l(z|τ). Plugging in these equations to (17), we obtain (16).
Lemma 4.2.
i−m
(z
τ
∣∣∣− 1
τ
)
= i e
pii
2
(k−1)(κ−k)
κ τ
(k−1)k
κ e2pii
κ−2
τ
z2 1√
2κ
2κ−1∑
l=0
e−
pii
κ
ml i
[k−1]
−l (z|τ),
im
(z
τ
∣∣∣− 1
τ
)
= i e
pii
2
(k−1)(κ−k)
κ τ
(k−1)k
κ e2pii
κ−2
τ
z2 1√
2κ
2κ−1∑
l=0
e−
pii
κ
ml i
[k−1]
l (z|τ),
Proof. Transformation of theta functions under the action of S is given by
ϑ1
(v
τ
∣∣∣− 1
τ
)
=
1
i
√
τ
i
e
ipi
τ
v2ϑ1(v|τ),
ϑ′1
(
0
∣∣∣− 1
τ
)
=
τ
i
√
τ
i
ϑ′1(0|τ),
E
(
−v
τ
∣∣∣− 1
τ
)
= τ−1e
ipi
τ
v2E(−v|τ),
G
(v
τ
;
z
τ
∣∣∣− 1
τ
)
= τe
pii
τ
4vz G(v : z|τ),
ϑ−m,κ
(x
τ
∣∣∣− 1
τ
)
=
√
τ
i
eipi
κ
2τ
x2 1√
2κ
2κ−1∑
l=0
e−
pii
κ
ml ϑ−l,κ(x|τ).
Here the branch of
√
τ/i is
√
τ/i = 1 for τ = i. Hence from (13), with the
change of a variable vj 7→ vj/τ , we obtain
I−m
(z
τ
∣∣∣− 1
τ
)
= i τ
(k−1)k
κ e2pii
κ−2
τ
z2 1√
2κ
2κ−1∑
l=0
e−
pii
κ
ml I
[k−1]
−l (z|τ)
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where
τ
(k−1)k
κ = τ
2(k−1)
κ · · · τ 2(k−1)κ︸ ︷︷ ︸
k−1
τ−
2
κ · · · τ− 2κ︸ ︷︷ ︸
(k−12 )
and τ
2(k−1)
κ , τ−
2
κ are of certain branches.
For i−m(z|τ), we use i−m+2κ(z|τ) = i−m(z|τ).
From these lemmas, this proposition follows.
Proposition 4.3.
j−m
(z
τ
∣∣∣− 1
τ
)
= i e
pii
2
(k−1)(κ−k)
κ τ
(k−1)k
κ e2pii
κ−2
τ
z2 1√
2κ
2κ−1∑
l=0
(
UAk−1
)
m,l
j−l(z|τ),
(18)
Um,l = e
−pii
κ
ml,
Am,l = δm−1,l
(
2 sin
(pi
κ
m
))−1
− δm+1,l
(
2 sin
(pi
κ
m
))−1
,
where δ−1,2κ−1 = δ2κ,0 = 1.
To rewrite the sum in the R.H.S. of (18) as a sum over λ ∈ P̂+K , we need
one more proposition.
Proposition 4.4.
(1) Fusion rule:
j
[s]
−m(z|τ) = 0 for 0 ≤ m ≤ (k − 1)− s,
j
[s]
−(κ−m)(z|τ) = 0 for 0 ≤ m ≤ (k − 1)− s.
(2) j
[s]
m+κ(z|τ) = −j[s]κ−m(z|τ).
Proof. (1) We prove an equivalent statements:
i
[s]
−m(z|τ) = i[s]m (z|τ) for 0 ≤ m ≤ (k − 1)− s, (19)
i
[s]
−κ−m(z|τ) = i[s]−κ+m(z|τ) for 0 ≤ m ≤ (k − 1)− s (20)
by induction.
(i) l = 0 trivial.
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(ii) l = 1 Set l = 0 in Lemma 4.1.
(iii) Suppose the statement is true for l ≤ m, then
i
[s−1]
−m+1(z|τ)− i[s−1]−m−1(z|τ)
= 2 sin
(pi
κ
m
)
i
[s]
−m(z|τ)
= 2 sin
(pi
κ
m
)
i[s]m (z|τ)
= −i[s−1]m+1 (z|τ) + i[s−1]m−1 (z|τ)
the first and third equality is valid for 1 ≤ s ≤ k − 1. Hence
i
[s−1]
−m+1(z|τ) − i[s−1]−m−1(z|τ) = −i[s−1]m+1 (z|τ) + i[s−1]m−1 (z|τ) for 1 ≤ s ≤ (k − 1)−m.
Combining this with
i
[s−1]
−m−1(z|τ) = i[s−1]m+1 (z|τ) for 1 ≤ s ≤ (k − 1)−m,
we get
i
[s]
−m(z|τ) = i[s]m (z|τ) 0 ≤ s ≤ (k − 1)−m.
which is equivalent to (19). A similar argument with l = κ instead of 0 in
Lemma 4.1 gives (20).
(2)
j
[s]
m+κ(z|τ) = i[s]m+κ(z|τ) − i[s]−m−κ(z|τ)
= i
[s]
m−κ(z|τ) − i[s]−m+κ(z|τ)
=− j[s]κ−m(z|τ).
From Proposition 4.3 and 4.4, we obtain the main statement of this
subsection.
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Proposition 4.5.
j−m
(z
τ
∣∣∣− 1
τ
)
= e
pii
2
(k−1)(κ−k)
κ τ
(k−1)k
κ e2pii
κ−2
τ
z2 2√
2κ
κ−k∑
l=k
S(K, k)m,l j−l(z|τ),
(21)
S(K, k) = U(K, k)A(K, 1)A(K, 2) · · · A(K, k − 1), (22)
U(K, k) =

s(k) s(2k) . . . . . s(k(κ− 1))
s(k + 1)
. . . . . . . . s((k + 1)(κ − 1))
...
. . .
...
s(κ− k) . . . . . . . . . . . . s((κ− k)(κ− 1))
 , (23)
A(K, l) =
1
2

−s(l)−1
0 −s(l+ 1)−1
s(l + 2)−1 0
. . .
0 s(l + 3)−1
. . . −s(κ− l − 2)−1
. . . 0
s(κ− l)−1

(24)
where s(k) = sin(pik/κ).
Example 1 k = 1: S(K, 1) = U(K, 1) recovers the known result for the
character.
Example 2 p = 2k: Using
S(2k, k) = (−1)k−1
√
k,
we can be show that behavior of j−m(z|τ) and δˆ′k−1 under the action of Γ
are the same.
It is known that elements of the matrix for S-transformation are related
to special values of Macdonald’s polynomial [Ki][FSV1]. Here we give explicit
expression for this interesting connection.
We adopt the definition and notation for Macdonald’s polynomial Pλ(x; q, t)
in [M2]. Special values we consider is denoted by P
(k)
l (m) and defined as
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follows:
P
(k)
l (m) = PlΛ¯1(x1 = q
−m, x2 = q
m; q2, q2k), q = epii/κ. (25)
Proposition 4.6.
S(K, k) = (−2)k−1

∏k−1
j=1 s(k − j) ∏k−1
j=1 s(k + 1− j)
. . . ∏k−1
j=1 s(κ− k − j)

(26)
×

P
(k)
0 (k) P
(k)
0 (k + 1) · · · P (k)0 (κ− k)
P
(k)
1 (k)
. . .
...
. . .
P
(k)
κ−2k(k) P
(k)
κ−2k(κ− k)


s(k)
s(k + 1)
. . .
s(κ− k)
 .
Before giving proof we prepare two lemmas. Set
S(K, k) =

σ
(k)
k,k σ
(k)
k,k+1 · · · σ(k)k,κ−k
σ
(k)
k+1,k
. . .
...
. . .
σ
(k)
κ−k,k σ
(k)
κ−k,κ−k
 .
Lemma 4.7.
σ(k)n,m =
σ
(k−1)
n,m+1
2s(m+ 1)
− σ
(k−1)
n,m−1
2s(m− 1) .
Proof. Use
S(K, k − 1)A(K, k − 1) =

∗ · · · · · · ∗
S(K, k + 1)
∗ · · · · · · ∗
 .
Lemma 4.8.
P (k)n (x+ 1)− P (k)n (x− 1) = 4 s(−n)s(x)P (k+1)n−1 (x).
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Proof. Theorem 4.1 of [FSV1].
Proof. We prove by induction
σ(k)n,m = 2
k−1s(m)
k−1∏
j=1
s(−n+ j) × P (k)n−k(m).
k=1:
L.H.S = s(nm) = s(m)
s(nm)
s(m)
= s(m)P
(1)
n−1(m) = R.H.S.
Step of induction:
σ(k)n,m =
σ
(k−1)
n,m+1
2s(m+ 1)
− σ
(k−1)
n,m−1
2s(m− 1)
= 2k−3
k−2∏
j=1
s(−n+ j)× (P (k−1)n−(k−1)(m+ 1)− P (k−1)n−(k−1)(m− 1))
= 2k−1s(m)
k−1∏
j=1
s(−n+ j)× P (k)n−k(m).
4.2 T transformation
Proposition 4.9.
j−m(z|τ + 1) =epii
(
m2
2κ
− 1
4
)
j−m(z|τ)
Proof. Use
ϑ1(v|τ + 1) = epii/4ϑ1(v|τ),
ϑm,κ(v|τ + 1) = epii
m2
2κ ϑm,κ(v|τ).
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4.3 Affine Jack’s polynomials
We rewrite the integral formula (14) (15) using j−m(z|τ):
Jλ,K(h, u, τ) = e
2pii(κ−2k)uJλ,K(h, τ),
Jλ,K(h, τ) = gl,K,k
j−l(z|τ)
δˆ′k−1
, (27)
gl,K,k =
e−piil(k−1)/κ
〈l|Φ¯k−1(1)|l〉
(28)
where λ = (l − k)Λ¯1. From (15), if we take branches of the integrand
appropriately, the factor gm,K,k is given by the following formula:
g−1m,K,k = e
pii(k−1)( 1
κ
+1)(2i)k−1
k−2∏
n=0
sin
(
pi
(−m+ 1 + n
κ
+ 1
))
(29)
×
k−2∏
n′=1
n′∑
j=0
epii
n′−2j
κ ×Bk−1
(−m+ 1
κ
+ 1,−2(k − 1)
κ
,
1
κ
)
where
Bn(α, β, γ) =
∫
∆n
n∏
j=1
tα−1j (1− tj)β−1
∏
0≤j<k≤n
(tj − tk)2γ (30)
=
1
n!
n−1∏
j=0
Γ(1 + (1 + j)γ)Γ(α + jγ)Γ(β + jγ)
Γ(1 + γ)Γ(α+ β + (n+ j − 1)γ) (31)
and ∆n = {t ∈ Rn | 0 ≤ tn < · · · < t1 ≤ 1}.
We consider (15) as analytic continuation of parameters m,k, κ from the
region where each curve of the contour C can be deformed to [0, 1] + [1, 0]
and related to ∆n. Completely rigorous treatment of this subject using the
cohomology with coefficients in local systems is beyond the scope of this
paper. Let us consider k = 2 case as an example. In this case we consider∫
dξ ξα−1(1− ξ)β−1
for arbitrary α, β as analytic continuation from α, β > 0. If we take the
Pochammer loop as the contour, it can be shrunk around ξ = 1 since β > 0
and gives the double of C.
Now we can state our main result about modular transformation of the
affine Jack’s polynomials.
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Theorem 4.10.
(1) Jλ,K(z, u, τ + 1) = e
2pii−kκ+2l
2
8κ Jλ,K(z, u, τ),
(2) Define SJ(K, k)m,l by
Jµ,K
(z
τ
, u− z
2
τ
,−1
τ
)
=
∑
λ∈P+
K
SJ(K, k)m,l Jλ,K(z, u, τ)
where λ = (l − k)Λ¯1, µ = (m− k)Λ¯1. Then
SJ(K, k) = (−1)k−1 epii2 (k−1) K2κ τ−(k−1) K2κ 2√
2κ
(
GS(K, k)G−1
)
,
Gm,l = gm,K,k δm,l.
The point is that we can give an explicit expression for matrix elements:(
GS(K, k)G−1
)
m,l
=
gm,K,k
gl,K,k
S(K, k)m,l
where S(K, k)m,l is given in Proposition 4.5 or 4.6 and
gm,K,k
gm+n,K,k
=
m+n−k∏
j=m+1−k
Γ
(
j
κ
)
Γ
(
K + k − j
κ
)
n−1∏
j′=0
Γ
(
m+ j′
κ
)
Γ
(
K + k −m− j′
κ
) (32)
for n ∈ N.
Proof. (1) Proposition 4.9.
(2) Based on Proposition 4.5 and 4.6. Note
∑
λ∈P+
K
=
∑κ−k
l=k .
About the choice of a branch in the calculation, we note the following:
Since δˆ′ = iϑ(2z|τ)(
j−m
δˆ
′k−1
)(z
τ
∣∣∣− 1
τ
)
=
(
1
i
√
τ
i
)−(k−1)
e
pii
2
(k−1)(κ−k)
κ τ
(k−1)k
κ e2pii
κ−2k
τ
z2 2√
2κ
κ−k∑
l=k
S(K, k)m,l
j−l
δˆ′k−1
(z|τ).
From the fact at K = 0:
j−l
δˆ′k−1
(z|τ) = 1,
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we have
(
1
i
√
τ
i
)k−1
= (−1)k−1τ k−12 epii2 k−12 .
Taking the factor e2pii(κ−2k)u into account, we obtain the formula.
4.4 Relation to [FSV1]
Let us make some comments on the relation between the results of [FSV1]
and ours. We represent the objects of [FSV1] with the quotation marks ‘ ’.
In [FSV1] they studied holomorphic solutions of the KZB-heat equation
with certain properties which are called conformal blocks. A set of solutions
‘u
[p]
n (λ, τ)’ are given in terms of elliptic Selberg type integrals. These were
obtained in [FV] from geometrical point of view. It is shown that the so-
lutions ‘u
[p]
n (λ, τ)’ form a basis of the space of conformal blocks which are
invariant under the action of SL(2,Z). And the projective action of the
modular group with respect to this basis is computed and the relation to
special values of Macdonald’s polynomials is studied.
These results are completely parallel to ours obtained from representation
theoretical viewpoint. Details of the correspondence are as follows. For
parameters and arguments, we have ‘κ’ = κ, ‘τ ’ = τ, ‘p’ = k − 1, ‘λ’ =
−2z. The KZB-heat equation is the eigenvalue problem for the operator
L̂k of (1) instead of M̂k. For fixed κ, ‘p’, the space of conformal blocks
and its basis ‘{u[p]n (λ, τ)|p + 1 ≤ n ≤ κ − p − 1}’ correspond to the space
of W -symmetric theta functions AŴK and its basis {Jλ,K |λ ∈ P+K}. The
correspondence is in some sense the most apparent at the level of integrals:
‘J
[k]
κ,n(λ, τ)’ corresponds to I
[s]
−l(z|τ) with ‘k’ = k − s− 1, ‘n’ = l.
As for the action of SL(2,Z), the projective action on the space of con-
formal blocks is equivalent to the action described is Theorem 4.10. The
transition matrices are concretely given in Prop. 6.2 of [FSV1]. (But in the
paper [Ki], on which the calculation of Prop.6.2 is based, the normalization
of affine Jack’s polynomials are not rigorously considered due to the limit of
the technique. Hence the formulas in Prop. 6.2 needs some corrections.)
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5 Affine Jack’s polynomials in terms of modular
and elliptic functions
It seems very difficult to perform integrals in the integral formula in Theorem
3.4 since J¯−m(z|τ) is given by multi-integral of multivalued function. But
when the level K is small, we can use modular transformation property to
write down Jλ,K in terms of modular and elliptic functions.
5.1 Affine Jack’s polynomials in terms of modular and ellip-
tic functions
The main result of this section is the following theorem which gives Jλ,K
in terms of characters of ŝl2. Together with the integral formula given in
Section 3, this gives some formulas for elliptic Selberg type integral. The
proof is given in the subsequent subsections.
Theorem 5.1. Let χλˆ(z, u, τ) = trLλˆ
(
e2piizh[0]pL0−
cV
24
)
e2piiKu be the nor-
malized character of Lλˆ.
(1) Level one:
J0,1(z, u, τ) = η(τ)
− k−1
κ χΛ0(z, u, τ), (33)
JΛ¯1,1(z, u, τ) = η(τ)
− k−1
κ χΛ1(z, u, τ). (34)
Here η(τ) = p
1
24
∏∞
j=0(1− pj) is the Dedekind’s η-function.
(2) Level two:
J0,2(z, u, τ) =
χ2Λ0(z, u, τ) + χ2Λ1(z, u, τ)
2h1(τ)
+
χ2Λ0(z, u, τ) − χ2Λ1(z, u, τ)
2h2(τ)
,
(35)
JΛ¯1,2(z, u, τ) =
(
1√
2
) k−1
k+1 χΛ0+Λ1(z, u, τ)
h3(τ)
, (36)
J2Λ¯1,2(z, u, τ) =
χ2Λ0(z, u, τ) + χ2Λ1(z, u, τ)
2h1(τ)
− χ2Λ0(z, u, τ) − χ2Λ1(z, u, τ)
2h2(τ)
,
(37)
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where
h1(τ) =
(
η(τ/2)η(2τ)
η(τ)
) k−1
k+1
, h2(τ) =
(
η(τ)2
η(τ/2)
) k−1
k+1
, h3(τ) =
(
1√
2
η(τ)2
η(2τ)
) k−1
k+1
.
(38)
Corollary 5.2.
SJ(1, k) =
(
e
pii
2 τ−1
)(k−1) K
2κ 1√
2
(
1 1
1 −1
)
, (39)
SJ(2, k) =
(
e
pii
2 τ−1
)(k−1) K
2κ 1
2
 1
√
2
1+ k−1
k+1 1√
2
1− k−1
k+1 0 −√21−
k−1
k+1
1 −√21+
k−1
k+1 1
 . (40)
The matrix SJ(1, k) can be easily calculated from theorems is Section 4.
The point is the expression of SJ(2, k) which reveals its nice k dependence.
We tried to find this kind of simple k dependence for K = 3, 4 by numerical
calculation but failed.
5.2 S(K, k)
Define J¯λ,K(z, u, τ) by
J¯λ,K(z, u, τ) = e
2pii(κ−2k)u j−l(z|τ)
δˆ′k−1
,
Jλ,K = gl,K,k J¯λ,K ,
then
J¯µ,K
(z
τ
, u− z
2
τ
,−1
τ
)
= (−1)k−1 epii2 (k−1) K2κ τ−(k−1) K2κ 2√
2κ
∑
λ∈P+
K
S(K, k)m,l J¯λ,K(z, u, τ)
=
∑
λ∈P+
K
SJ¯(K, k)m,l J¯λ,K(z, u, τ).
The S(K, 1) = SJ¯(K, 1) = SJ(K, 1) is the matrix of S-transformation for
the characters of affine Lie algebra and has nice symmetry [Ka][W1]. Below
we show the expressions of S(K, k) for some lower K which reflect this
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symmetry:
S(0, k) = (−1)k−1
√
κ
2
,
S(1, k) = (−1)k−1
√
κ
22
(
1 1
1 −1
)
,
S(2, k) = (−1)k−1
√
κ
23
 1 1/s(k) 12s(k) 0 −2s(k)
1 −1/s(k) 1
 ,
S(3, k) = (−1)k−1 1
2
√
κ
1 + b′c′

1 c′ c′ 1
b′ 1 −1 −b′
b′ −1 −1 b′
1 −c′ c′ −1

= (−1)k−1
√
κ
4(a′′2 + b′′c′′)

a′′ c′′ c′′ a′′
b′′ a′′ −a′′ −b′′
b′′ −a′′ −a′′ b′′
a′′ −c′′ c′′ −a′′
 ,
b′ =
s(3)
s(1)
, c′ =
s(k + 1)
s(k)
,
a′′ = s(1), b′′ = s(2k), c′′ = s(k + 1)
s(1)
s(k)
,
S(4, k) = (−1)k−1
√
κ
8e2

1 d g d 1
b e 0 −e −b
c 0 −2 0 c
b −e 0 e −b
1 −d g −d 1
 ,
b =
s(4)
s(1)
, d =
s(k + 1)
s(k)
, e =
s(2)
s(1)
, g =
1
s(k)
,
c =
s(k + 1)s(k)
s(1)s(2)
P
(k)
2 (k),
P
(k)
2 (k) = m(2) +
(1 + q2)(1 − q2k)
(1− q2(k+1)) m(1,1),
= q2k + q−2k +
(1 + q2)(1− q2k)
(1− q2(k+1)) .
ForK = 4, we also have gc+2 = 2bd = 2e2 which implies c = 2s(k)
((
s(2)
s(1)
)2
− 1
)
.
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In the rest of this subsection we demonstrate a way to calculate these
S(K, k) for K = 2 case.
Step 1 : From Proposition 4.5 we can identify matrix elements to some
extent:
S(2, k) =
a c ab 0 −b
a −c a
 .
Step 2 : From Proposition 4.6, we have
S(2, k) = (−2)k−1
k∏
j=1
s(j)
1 s(k)s(1)
s(k)s(k+1)
s(1)s(2)

×
 1 1 1P (k)1 (k) P (k)1 (k + 1) P (k)1 (k + 2)
P
(k)
2 (k) P
(k)
2 (k + 1) P
(k)
2 (k + 2)

1 s(k+1)s(k)
1

= (−2)k−1
k∏
j=1
s(j) ×
 1
1
s(k) 1
s(2)
s(1) 0 − s(2)s(1)
1 − 1s(k) 1

where we used
P
(k)
1 (l) = 2 cos
(
l
κ
pi
)
.
Step 3 : We consider the constraint
(SJ¯)2 ×
(
e−
pii
2 τ
)−(k−1) K
2κ
= (phase factor)× id (41)
which originates from the relation S4 = 1 in Γ. Since we are dealing with a
projective representation of Γ, there can be a phase factor.
From  1
1
s(k) 1
s(2)
s(1) 0 − s(2)s(1)
1 − 1s(k) 1

2
∝ id,
we have 1s(k)
s(2)
s(1) = 2. This with (41) implies
2
κ
(−2)k−1 k∏
j=1
s(j)
2 × 4 = ±1.
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But clearly the R.H.S is +1 and
2k−1
k∏
j=1
s(j) =
√
κ
8
.
5.3 Jλ,K from J¯λ,K
Here we show how to obtain Jλ,K , taking K = 2 as an example.
Step 1 : Find SJ¯(κ, k): See Subsection 5.2.
Step 2 : Guess the transition matrix from its modular transformation:
Set a¯i,j(τ) by
 χ2Λ0χΛ0+Λ1
χ2Λ1
 =
a¯0,0 0 a¯0,20 a¯1,1 0
a¯2,0 0 a¯2,2
 J¯0.KJ¯Λ¯1.K
J¯2Λ¯1.K
 .
From modular transformation of χλ, J¯λ,K , we have
a¯0,0 = a¯2,2, a¯0,2 = a¯2,0,
a¯0,0(τ + 1) = e
2pii k−1
16(k+1) a¯0,0(τ),
a¯2,0(τ + 1) = e
2pii 9k+7
16(k+1) a¯2,0(τ),
a¯1,1(τ + 1) = a¯1,1(τ),
a¯0,0(−1/τ)a¯2,0(−1/τ)
a¯1,1(−1/τ)
 = 1
4
(
e
pii
2 τ−1
)− k−1
2(k+1)
 2 2 2
√
2s(k)
2 2 −2√2s(k)
2
√
2/s(k) −2√2/s(k) 0
a¯0,0(τ)a¯2,0(τ)
a¯1,1(τ)
 .
To find a¯i,j(τ), introduce hi(τ) by the base change
h1(τ)h2(τ)
h3(τ)
 =
1 1 01 −1 0
0 0
√
2s(k)
a¯0,0(τ)a¯2,0(τ)
a¯1,1(τ)
 ,
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then h1(−1/τ)h2(−1/τ)
h3(−1/τ)
 = (epii2 τ−1)− k−12(k+1)
1 0 00 0 1
0 1 0
h1(τ)h2(τ)
h3(τ)
 ,
h1(τ + 1)h2(τ + 1)
h3(τ + 1)
 =
 0 e2pii
k−1
16(k+1) 0
e
2pii k−1
16(k+1) 0 0
0 0 1

h1(τ)h2(τ)
h3(τ)
 .
This transformation formulas looks similar to those of the Virasoro character
appear in c = 1/2 conformal field theory. From these we can guess the form
of hi as given in Theorem 5.1.
Step 3 : Construct J¯λ,K with the hypothetical transition matrix obtained in
the last step:
J¯0,2 =
a¯0,0χ2Λ0 − a¯2,0χ2Λ1
a¯20,0 − a¯22,0
=
χ2Λ0 + χ2Λ1
2h1
+
χ2Λ0 − χ2Λ1
2h2
,
J¯2Λ¯1,2 =
−a¯2,0χ2Λ0 − a¯0,0χ2Λ1
a¯20,0 − a¯22,0
=
χ2Λ0 + χ2Λ1
2h1
− χ2Λ0 − χ2Λ1
2h2
,
J¯Λ¯1,2 =
χΛ0+Λ1
a¯1,1
=
√
2s(k)
h3(τ)
χΛ0+Λ1 .
After normalization we obtain candidates for Jλ,K :
J0,2 = J¯0,2,
J2Λ¯1,2 = J¯2Λ¯1,2,
JΛ¯1,2 =
(
1√
2
)k−1
k+1 χΛ0+Λ1
h3
.
Step 4 : Check the defining relations for the Jλ,K ’s:
Define a transition matrix bλ,µ(τ) by
Jλ,K(z, u, τ) =
∑
µ∈P+
K
bλ,µ(τ)χµ,K(z, u, τ).
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We rewrite the defining condition (2) of Definition 2.6 as a first order differ-
ential equation for bλ,µ(τ)∑
µ∈P+
K
(k − 1) bλ,µ ∆ˆχµ,K + 2(K + kh∨) (p∂pbλ,µ)χµ,K = 0, (42)
∆ˆ = − 1
8pi2
∂zz − 1
2pi2
∂u∂τ . (43)
Using the following lemma, we can check that this equation is satisfied by
bλ,µ given in Theorem 5.1.
Lemma 5.3.
χΛ0+Λ1(z, u, τ) = e
4piiuϑ2(2z|τ)η(2τ)
η(τ)2
, (44)
∆ˆχΛ0+Λ1
χΛ0+Λ1
= 4p∂p ln
η(τ)2
η(2τ)
, (45)
χ2Λ0(z, u, τ) − χ2Λ1(z, u, τ) = e4piiuϑ0(2z|τ)
η(τ/2)
η(τ)2
, (46)
∆ˆ(χ2Λ0 − χ2Λ1)
χ2Λ0 − χ2Λ1
= 4p∂p ln
η(τ)2
η(τ/2)
, (47)
χ2Λ0(z, u, τ) + χ2Λ1(z, u, τ) = e
4piiuϑ3(2z|τ) η(τ)
η(τ/2)η(2τ)
, (48)
∆ˆ(χ2Λ0 + χ2Λ1)
χ2Λ0 + χ2Λ1
= 4p∂p ln
η(τ/2)η(2τ)
η(τ)
. (49)
Proof. Let
Θn,m(z, u, τ) = e
2piimu
∑
l∈Z+n/2m
e2piim(l
2τ+lz) (50)
= e2piimuϑn,m(z|τ). (51)
See Appendix A for ϑi(v|τ) (i = 0, 1, 2, 3).
For (44)
ϑ2,4(z|τ) − ϑ−2,4(z|τ) = iϑ1(2z|2τ),
ϑ1(2z|2τ) = ϑ1(z|τ)ϑ2(z|τ)η(2τ)
η(τ)2
.
For (46)(
Θ1,4 −Θ−1,4 − (Θ3,4 −Θ−3,4)
)
(z, u, τ) = ie8piiuϑ1(z|τ/2)
= ie8piiuϑ1(z|τ)ϑ0(z|τ)η(τ/2)
η(τ)2
.
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For (48) (
Θ1,4 −Θ−1,4 +Θ3,4 −Θ−3,4
)
(z, u, τ + 1)
= epii/8
(
Θ1,4 −Θ−1,4 −Θ3,4 +Θ−3,4
)
(z, u, τ)
= epii/8ie8piiuϑ1(z|τ/2).
The defining condition (1) of Definition 2.6 can be easily checked. This
completes the procedure to find Jλ,K for K = 2.
Remark For the case of level one, the equation (42) reduces to
∆ˆχΛi
χΛi
= 2p∂p ln η(τ).
Remark It is possible to find bλ,µ by solving (42) for level one and two. In
fact this is done in [FSV2] and some more result is obtained.
As byproducts, we have this lemma.
Lemma 5.4.
(1)
gk+1,2,k
gk,2,k
×√21+
k−1
k+1 s(k) = 1,
(2) gm,K,k = gp−m,K,k.
Direct proof is also available from (29).
A Theta functions
Here we summarize the definition of theta functions ϑi(v|τ) (i = 0, 1, 2, 3).
ϑ1(v|τ) = i
∑
n∈Z
(−1)neipiτ(n− 12 )2eipiv(2n−1),
ϑ2(v|τ) =
∑
n∈Z
eipiτ(n−
1
2
)2eipiv(2n−1),
ϑ3(v|τ) =
∑
n∈Z
eipiτn
2
eipiv 2n,
ϑ0(v|τ) =
∑
n∈Z
(−1)neipiτn2eipiv 2n.
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