Abstract. Iteratively reweighted 1 algorithm is a popular algorithm for solving a large class of optimization problems whose objective is the sum of a Lipschitz differentiable loss function and a possibly nonconvex sparsity inducing regularizer. In this paper, motivated by the success of extrapolation techniques in accelerating first-order methods, we study how widely used extrapolation techniques such as those in [4, 5, 22, 28] can be incorporated to possibly accelerate the iteratively reweighted 1 algorithm. We consider three versions of such algorithms. For each version, we exhibit an explicitly checkable condition on the extrapolation parameters so that the sequence generated provably clusters at a stationary point of the optimization problem. We also investigate global convergence under additional Kurdyka-Lojasiewicz assumptions on certain potential functions. Our numerical experiments show that our algorithms usually outperform the general iterative shrinkage and thresholding algorithm in [21] and an adaptation of the iteratively reweighted 1 algorithm in [23, Algorithm 7] with nonmonotone line-search for solving random instances of log penalty regularized least squares problems in terms of both CPU time and solution quality.
1. Introduction. Originally proposed for unveiling underlying sparse solutions of an underdetermined system, the iteratively reweighted 1 algorithm has been widely studied for minimizing optimization models that attempt to induce sparsity in the solutions; see, for example, [11, 13, 18, 23, 35, 39] . Here, we consider this algorithm for solving the following class of optimization problem (1) v := min x∈R n F (x) := f (x) + δ C (x) + Φ(|x|), where f : R n → R is a smooth convex function with a Lipschitz continuous gradient whose Lipschitz modulus is L, C is a nonempty closed convex set, and x → Φ(|x|) is a sparsity inducing function: specifically, we assume that Φ(y) = n i=1 φ(y i ), where φ : R + → R + is a continuous concave function with φ(0) = 0 that is continuously differentiable on (0, ∞), and the limit := lim t↓0 φ (t) exists. We also assume that F is level-bounded and hence v > −∞ as a consequence. Problem (1) arises naturally in applications such as compressed sensing [12, 19] and statistical variable selections [17, 33, 38, 40] , where f is typically a loss function for data fidelity, C is a simple closed convex set (encoding, for example, nonnegativity constraints or box constraints), and φ can be, for example, the smoothly clipped absolute deviation (SCAD) function [17] , the minimax concave penalty (MCP) function [38] or the log penalty function [27] .
iteration, and the resulting subproblem is then approximately solved to produce the next iterate. These subproblems may not have closed form solutions in general due to the function f , and a variant of the algorithm was proposed in [23] that allows majorization of the smooth function f by a quadratic function with a constant Hessian in each iteration to simplify the subproblem. Moreover, a line-search strategy was incorporated for empirical acceleration; see [23, Algorithm 7] .
While performing line-search provides an empirical way for accelerating an optimization method, incorporating extrapolation is another classical technique for empirical acceleration. The application of extrapolation techniques has a long history, dating back to Polyak's heavy ball method [30] . During the past decade, Nesterov's extrapolation techniques [24] [25] [26] 28] have been widely adopted and so-called optimal first-order methods have been developed for convex composite optimization problems; see, for example, [4] [5] [6] 22, 24, 32] . Roughly speaking, these are first-order methods that exhibit a function value convergence rate of O(1/k 2 ), where k is the number of iterations. Extrapolation techniques have also been applied to the proximal gradient algorithm for some classes of nonconvex problems and good empirical performance has been observed; see, for example, [20, 34, 37] .
In view of the success in accelerating first-order methods such as the proximal gradient algorithm empirically via extrapolations, in this paper, we investigate how extrapolation techniques can be suitably incorporated into iteratively reweighted 1 algorithms for solving (1) . We specifically consider extrapolation techniques motivated from three popular optimal first-order methods: the fast iterative soft-thresholding algorithm (FISTA) [5, 28] , the method by Auslender and Teboulle [4] and the method by Lan, Lu and Monteiro [22] . We call the corresponding iteratively reweighted 1 algorithms with extrapolation IRL 1 e 1 , IRL 1 e 2 and IRL 1 e 3 , respectively. For each algorithm, we show that the sequence generated clusters at a stationary point of (1) under certain condition on the extrapolation parameters. These conditions are satisfied by many choices of extrapolation parameters: for instance, one can pick the parameters as in FISTA with fixed restart [29] in IRL 1 e 1 . Furthermore, under some additional assumptions such as the Kurdyka-Lojasiewicz property on some suitable potential functions (see for example, [2, 3] ), we show that the whole sequence generated by IRL 1 e 1 and IRL 1 e 3 are indeed convergent. We then perform numerical experiments comparing our algorithms (with our proposed choices of extrapolation parameters) against the general iterative shrinkage and thresholding algorithm (GIST) [21] and an adaptation of the iteratively reweighted 1 algorithm [23, Algorithm 7] with nonmonotone line-search (IRL 1 ls) for solving log penalty regularized least squares problems on random instances. In our experiments, our iteratively reweighted 1 algorithms with extrapolation usually outperform GIST and IRL 1 ls in both CPU time and solution quality. Moreover, IRL 1 e 1 and IRL 1 e 3 usually perform better than IRL 1 e 2 .
The rest of the paper is organized as follows. We present notation and some preliminary results in Section 2. The convergence analyses of IRL 1 e 1 , IRL 1 e 2 and IRL 1 e 3 are presented in Sections 3, 4 and 5 respectively, and our numerical experiments are presented in Section 6. Finally, some concluding remarks are given in Section 7.
2. Notation and preliminaries. In this paper, we use R n to denote the ndimensional Euclidean space with inner product ·, · and Euclidean norm · and use · 1 and · ∞ to denote the 1 and ∞ norms, respectively. We denote the set of vectors whose components are all nonnegative as R n + . We also let a • b denote the Hadamard (entrywise) product of a, b ∈ R n and let |x| denote the vector whose ith entry is |x i |.
We say that an extended-real-valued function f : R n → (−∞, ∞] is proper if its domain domf := {x : f (x) < ∞} = ∅. A proper function f is said to be closed if it is lower semicontinuous. For a proper function f , the regular subdifferential of f at x ∈ domf is defined bŷ
The subdifferential of f at x ∈ domf (which is also called the limiting subdifferential) is defined by
. Moreover, we set ∂f (x) = ∂f (x) = ∅ for x / ∈ dom f by convention, and we write dom ∂f := {x : ∂f (x) = ∅}. It is known that the limiting subdifferential reduces to the classical subdifferential in convex analysis when f is also convex; see [31, Proposition 8.12] . Moreover, ∂f (x) = {∇f (x)} if f is continuously differentiable at x [31, Exercise 8.8] . On the other hand, for a locally Lipschitz function f , we recall that the Clarke subdifferential of f at a point x ∈ R n is given by
It is known from [10, Theorem 5.
For a nonempty closed set C ⊆ R n and a vector a ∈ R n , we write for notational simplicity the following set
The indicator function δ C of C is defined as
The normal cone of C at an x ∈ C is defined as N C (x) := ∂δ C (x), and the distance from a point x ∈ R n to C is denoted by dist(x, C). We next recall the Kurdyka-Lojasiewicz (KL) property [1] [2] [3] 7] . This property is satisfied by a large class of functions such as proper closed semi-algebraic functions; see, for example, [2, 3] . For notational simplicity, we use Ξ a to denote the set of all concave continuous functions ϕ : [0, a) → R + that are continuously differentiable on (0, a) with positive derivatives and satisfy ϕ(0) = 0. Definition 2.1 (KL property). We say that a proper closed function h satisfies the Kurdyka-Lojasiewicz (KL) property atx ∈ dom ∂h if there exist an a ∈ (0, ∞], a neighborhood V ofx and a ϕ ∈ Ξ a such that for any x ∈ V with h(x) < h(x) < h(x) + a, it holds that
If a function h satisfies the KL property at any point in dom∂h, we say that it is a KL function.
The next lemma concerns the uniformized KL property and was proved in [8, Lemma 6] .
Lemma 2.2 (Uniformized KL property). Suppose that h is a proper closed function and let Γ be a compact set. If h is a constant on Γ and satisfies the KL property at each point of Γ, then there exist , a > 0 and ϕ ∈ Ξ a such that
for anyx ∈ Γ and any x satisfying h(x) < h(x) < h(x) + a and dist(x, Γ) < .
Before ending this section, we prove two auxiliary lemmas that will be used in our convergence analysis. The first lemma concerns properties of the regularizer φ in the objective function of (1).
Lemma 2.3. Let φ : R + → R + be a continuous concave function with φ(0) = 0 that is continuously differentiable on (0, ∞). Moreover, suppose that := lim t↓0 φ (t) exists. Then the following statements hold:
(i) φ (t) is nonincreasing and nonnegative when t > 0, and = φ + (0) 0.
Proof. Note that (i) can be proved directly using the concavity, continuity and nonnegativity of φ. Here, we only prove (ii). Write g(t) = φ(|t|). Then g is differentiable at any t = 0 with ∂g(t) = φ (|t|)∂|t|.
We now consider the case t = 0. In this case, we note first from the definition of regular subdifferential that
In addition, from [9, Theorem 6.2.5] and the formula of ∇g(t) when t = 0, we have
Since = φ + (0) according to (i), the above equality together with (2) gives
where the first inclusion follows from the definition of the subdifferentials and the second inclusion follows from [10, Theorem 5.2.22].
Our second auxiliary lemma has to do with the first-order necessary condition of (1). Recall that a pointx is said to satisfy the first-order necessary condition of (1) if show that the subdifferential in (3) equals the sum of ∇f (x), the normal cone of C atx and the set Φ + (|x|) • ∂|x|; here and throughout this paper, for any y ∈ R n , we write
Notice that Φ + (|y|) ∈ R n + for all y ∈ R n is a consequence of Lemma 2.3(i).
Lemma 2.4. The objective of (1) satisfies the following equation for any x ∈ C:
Proof. Since ∂δ C (x) = ∅ at any x ∈ C, by [31, Corollary 8.11] and [31, Proposition 8.12], we know that f and δ C are regular at any point in C.
Letφ : R → R be defined so thatφ(t) = φ(t) when t > 0 andφ(t) = t otherwise. Thenφ is continuously differentiable in view of Lemma 2.3(i) and φ(|t|) = max{φ(t),φ(−t)} for all t ∈ R. Using these, we deduce from [ 
where the second equality follows from [31, Proposition 10.5] and Lemma 2.3(ii).
3. Iteratively reweighted 1 algorithm with type-I extrapolation. In this section, we propose and analyze an iteratively reweighted 1 algorithm with an extrapolation technique motivated from FISTA [5, 28] : this technique has been widely studied in both convex and nonconvex settings; see, for example, [5, 6, 28, 32, 34] . We call the algorithm based on this extrapolation technique the iteratively reweighted 1 algorithm with type-I extrapolation (IRL 1 e 1 ). This algorithm is presented in Algorithm 1 below.
Algorithm 1 Iteratively reweighted 1 algorithm with type-I extrapolation (IRL 1 e 1 )
Step 0. Input an initial point
Step 2. If a termination criterion is not met, set k = k + 1 and go to Step 1.
We next present our global convergence analysis. We will first characterize the cluster points of the sequence generated by the algorithm under suitable assumptions on {β k }, and then show that the whole sequence is convergent under further assumptions. Our analysis makes extensive use of the following auxiliary function, and is similar to the analysis in [34] :
We start by showing that any accumulation point of the sequence {x k } generated by IRL 1 e 1 is a stationary point of (1) under the additional assumption that sup k β k < 1. This assumption is general enough to accommodate a wide variety of choices of extrapolation parameters such as those used in FISTA with both fixed and adaptive restart strategies [29] . This latter choice of {β k } was shown empirically to be highly effective in accelerating the proximal gradient algorithm for convex composite optimization problems [29] and the proximal difference-of-convex algorithm for a class of difference-of-convex optimization problems [34] .
Theorem 3.1. Suppose that sup k 0 β k < 1 and let {x k } be the sequence generated by IRL 1 e 1 for solving (1) . Then the following statements hold:
is a nonincreasing convergent sequence. Moreover, there exists a positive constant D 1 such that
Proof. First we prove (i). We write l f (x; y) := f (y)+ ∇f (y), x − y for notational simplicity. Recall that ∇f (x) is Lipschitz continuous with modulus L. Then, we have
where the second inequality follows from the concavity of φ and the definition of s k+1 . Notice that x k+1 is the minimizer of a strongly convex objective function by its definition in (4) . Using this together with the above inequality, we see further that
where the second inequality follows from the convexity of f , while the equality follows from the definition of y k in (4). Rearranging (7) and invoking the definition of H 1 and the fact that sup k β k < 1, we have
which implies that {H 1 (x k , x k−1 )} is nonincreasing and (6) holds with
exists and (i) holds. In addition, we have from (8) and the definition of H 1 that
Since F is level-bounded, we conclude from this inequality that {x k } is bounded. Moreover, summing (8) from k = 0 to ∞, we obtain
Since sup k β k < 1, we have lim k x k+1 − x k = 0. This proves (ii). Now we prove (iii). Letx be an accumulation point of {x k } and let {x kj } be a subsequence such that x kj →x. Using the first-order optimality condition of the subproblem in (4), we have
here we made use of the subdifferential calculus rules in [31, Proposition 10.5] and [31, Proposition 10.9] . Combining this with the definition of y k in (4) and rearranging terms, we deduce that
Next, we claim that
To prove this, we first consider those i corresponding tox i = 0. Since φ is continuously differentiable, we have from the definition of s kj +1 that lim j s
On the other hand, for those i corresponding tox i = 0, we have lim j s
n for all x ∈ R n , meaning that the setvalued mapping x ⇒ Φ + (x) • ∂|x| is bounded. Using this, [31, Proposition 5 .51], the closedness of convex subdifferentials, (10) and the fact that lim k x k+1 −x k = 0 from (ii), we see by passing to the limit in (9) that
where the last equality follows from Lemma 2.4. Thus (iii) holds.
Corollary 3.2. Suppose that sup k 0 β k < 1 and let {x k } be the sequence generated by IRL 1 e 1 for solving (1) . Then the set of accumulation points of {(x k , x k−1 )}, denoted by Ω 1 , is a nonempty compact subset of dom ∂H 1 , and
Proof. From Theorem 3.1(ii), we know that the set of accumulation points of {x k }, denoted by Λ 1 , is nonempty and compact. Moreover, since lim k x k+1 − x k = 0, we see that Ω 1 = {(x, x) : x ∈ Λ 1 }, which is clearly nonempty and compact. Furthermore, since Λ 1 belongs to {x : 0 ∈ ∂F (x)} ⊆ dom ∂F according to Theorem 3.1(iii), it is routine to check that Ω 1 ⊂ dom ∂H 1 .
Next, choose any (x,x) ∈ Ω 1 and let {x kj } be a subsequence of {x k } with x kj →x. Then
where the second equality follows from the continuity of F on C and Theorem 3.1(ii).
Since {H 1 (x k , x k−1 )} is convergent thanks to Theorem 3.1(i) and (x,x) ∈ Ω 1 is chosen arbitrarily, we obtain that
on Ω 1 . This completes the proof.
Next, we prove under additional assumptions on H 1 and φ + that the whole sequence {x k } generated by IRL 1 e 1 is convergent to a stationary point of (1). We start with an auxiliary lemma.
Lemma 3.3. Suppose that sup k 0 β k < 1 and that φ + is Lipschitz continuous on [0, ∞). Let {x k } be the sequence generated by IRL 1 e 1 for solving (1) . Then there exists a positive constant C 1 such that for all k 1,
Proof. First, using the first-order optimality condition of the subproblem in (4) and the definition of s
where the equality follows from [ 
On the other hand, from the definition of η k and (11), we see that
where the first inequality follows from the elementary inequality a • b ≤ b ∞ a for any a, b ∈ R n and the fact that ξ k ∞ ≤ 1 since ξ k ∈ ∂|x k |, the second inequality follows from the Lipschitz continuity of φ + (with modulus ρ); the third inequality holds because ∇f is Lipschitz continuous; and we made use of the definition of y k and the fact that {β k } ⊂ [0, 1) for the last inequality. The desired conclusion now follows immediately from (12) and (13) .
We are now ready to prove convergence of the whole sequence {x k } generated by IRL 1 e 1 under suitable assumptions. Our proof is similar to standard convergence arguments making use of KL property; see, for example, [2, 3] . We include the proof for completeness.
Theorem 3.4. Suppose that sup k 0 β k < 1 and that φ + is Lipschitz continuous on [0, ∞). Suppose in addition that H 1 is a KL function. Let {x k } be the sequence generated by IRL 1 e 1 for solving (1) . Then ∞ k=1 x k −x k−1 < ∞ and {x k } converges to a stationary point of the problem (1).
Proof. In view of Theorem 3.1(iii), it suffices to show that
To this end, note first from Theorem 3.1(i) that
} is nonincreasing by Theorem 3.1(i). Combining this with (6), we obtain that x k = x k when k k , i.e. the sequence generated converges finitely and thus the conclusion of this theorem holds in this case. Thus, from now on, we assume that H 1 (x k , x k−1 ) > w 1 for all k. According to Corollary 3.2, H 1 is constant (which equals w 1 ) on the nonempty
where the last inequality follows from (6) . Using Lemma 3.3 to upper bound the term dist 0, ∂H 1 (x k , x k−1 ) in the above relation, we further deduce that
where the second inequality follows the relation 4ab (a + b) 2 for a, b ∈ R. Taking square root on both sides of the above inequality and rearranging terms, we have
Summing this inequality from k = N + 1 to ∞, we obtain that
which also implies the convergence of {x k }. This completes the proof. [4] : this was described as the second APG method in [32] and was shown empirically to be the most efficient optimal first-order method in the numerical experiments of [6] . We call the algorithm based on this extrapolation technique the iteratively reweighted 1 algorithm with type-II extrapolation (IRL 1 e 2 ). This method is presented as Algorithm 2 below.
Iteratively reweighted
Algorithm 2 Iteratively reweighted 1 algorithm with type-II extrapolation (IRL 1 e 2 )
Step 0. Input initial points x 0 , z 0 ∈ C and a sequence
We will show that any accumulation point of the sequence {z k } generated by IRL 1 e 2 is a stationary point of F under suitable assumptions. Our convergence arguments also make use of H 1 defined in (5), and are inspired by [32, Appendix A] . In our analysis below, the parameters {θ k } in IRL 1 e 2 have to satisfy (15) . We will demonstrate in Section 6 how such {θ k } can be chosen in our numerical experiments.
Theorem 4.1. Suppose that the {θ k } in IRL 1 e 2 is chosen so that
and let {x k , y k , z k } be the sequences generated by IRL 1 e 2 for solving (1). Then the following statements hold.
(
(iii) The sequence {z k } is bounded. (iv) Any accumulation point of {z k } is a stationary point of (1).
Proof. In this proof, we write l f (x; y) := f (y) + ∇f (y), x − y for notational simplicity. Since ∇f is Lipschitz continuous with modulus L > 0, we have
where the first equality follows from the definitions of x k+1 and y k in (14) so that
the second equality follows from the definition of x k+1 , and the last inequality follows from the definition of z k+1 as a minimizer and the strong convexity of the objective of the minimization problem defining z k+1 . From the convexity of f and (17), we see further that
where the second inequality follows from the fact that s k+1 = Φ + (|x k |) and the concavity of φ.
Next, observe from the last relation in (14) that for each i = 1, . . . , n,
Combining this with (18) and the nonnegativity of s k i , we obtain further that for all k 1 that
where the last equality follows from the last relation in (14) .
Observe that for k 0,
Using these and the definition of H 1 , we obtain from (19) that for k 1,
where
2 }, which is positive thanks to (15) . Thus,
This proves (i).
Next, summing (20) from k = 1 to ∞, we have
Therefore, lim k x k − z k+1 = 0, which further implies that
where the first and second equalities are due to the last relation in (14) and the third equality is due to the second relation in (14) . Then we have
This proves (ii). We now prove (iii). Notice from (20) and the definition of H 1 that
Since F is level-bounded, we conclude from this inequality that {x k } is bounded. In view of this and the second equality in (21), we conclude that {z k } is also bounded, i.e., (iii) holds. Now we prove (iv). Let z * be an accumulation point of {z k } and let {z kj } be a subsequence such that z kj → z * . Clearly z * ∈ C. From (16), we know that
Using the definition of z k as the minimizer of the optimization problem in (14) 
Next we show that
We consider two cases. First, for those i satisfying z * i = 0, we have from the definition of s k and (22) 
n for all x ∈ R n . Using this, [31, Proposition 5.51], the closedness of convex subdifferentials, (24) and (22), we see by passing to the limit in (23) that
where the equality follows from Lemma 2.4. This completes the proof.
5.
Iteratively reweighted 1 algorithm with type-III extrapolation. In this section, we propose and analyze yet another version of iteratively reweighted 1 algorithm with an extrapolation technique motivated from the method by Lan, Lu and Monteiro [22] : this was stated as algorithm LLM in [6] and was the first of its kinds whose complexity has been established in some nonconvex settings [15, 20] . We refer to the algorithm based on this extrapolation technique as the iteratively reweighted 1 algorithm with type-III extrapolation (IRL 1 e 3 ). The method is presented as Algorithm 3 below. Now we present convergence analysis for this algorithm. Our analysis is inspired by [15, Section 8] and relies heavily on the following auxiliary function:
We start by characterizing the accumulation points of the sequence generated by IRL 1 e 3 under suitable assumptions on {θ k }, and establish the convergence of the whole sequence under additional assumptions. In particular, we require {θ k } to be chosen so that (26) holds: we will demonstrate how such {θ k } can be chosen to satisfy this condition in our numerical experiments in Section 6.
Theorem 5.1. Suppose that {θ k } in IRL 1 e 3 is chosen so that for some γ ∈ (0, 1),
Algorithm 3 Iteratively reweighted 1 algorithm with type-III extrapolation (IRL 1 e 3 )
Step 0. Input initial points x 0 , z 0 ∈ C and a sequence {θ k } ⊂ (0, 1]. Set k = 0. Step 1. Set
Let {x k , y k , z k } be the sequences generated by IRL 1 e 3 for solving (1) and define
Then the following statements hold:
is a nonincreasing convergent sequence. Moreover, there exists a positive constant D 3 such that
(iv) Any accumulation point of {x k } is a stationary point of (1).
Proof. In this proof, we write l f (x; y) := f (y) + ∇f (y), x − y for notational simplicity. Since ∇f is Lipschitz, we have
, and the second inequality follows from the definition of x k+1 as the minimizer of the strongly convex subproblem for the x-update. Plugging the definition of w k+1 into the first three terms in the last inequality above and invoking the definition of y k , we see that
Applying the relation
| to the inequality above and grouping terms, we obtain further that F (x k+1 ) is bounded above by
where the inequality follows from the definition of z k+1 as the minimizer of the strongly convex subproblem for the z-update.
Applying the convexity of f , the concavity of φ and the fact that s k+1 = Φ + (|x k |) to the above upper bound, we further have
Now, observe that w
for any k 1, we thus have
Using this and the inequality that (a + b)
1−γ , where γ ∈ (0, 1) is as in (26), we deduce further from (29) that F (x k+1 ) is bounded above by
Using the assumptions on θ k , we then obtain the following estimate:
1−γ , which is positive according to (26) , and the equality follows from the definition of w k so that
. Rearranging terms in the above inequality and invoking the definition of H 3 , we have for all k 1 that
This proves (i). Next, we have from (30) that for any k 1 that
Since F is level-bounded, we conclude from this inequality that {x k } is bounded and therefore (ii) holds.
We now prove (iii). Summing (30) from k = 1 to ∞, we obtain
Thus, we have
Combining these relations with the definition of w k , we have
Combining this with (31), we see further that
Combining this with the definition of y k and (31), we obtain
Using this together with (33) and (31), we deduce that
Finally, using (35), we have
which also goes to zero thanks to (31) . This proves (iii). Finally, we prove (iv). Letx be an accumulation point of {x k } and let {x kj } be a subsequence such that x kj →x. From the first-order optimality condition of the second subproblem in (25) 
Using the same arguments as in the proof of Theorem 3.1(iv), we have lim j s kj +1 = Φ + (|x|).
n so that the set-valued mapping x ⇒ Φ + (x) • ∂|x| is bounded. Using these, (28) , the closedness of convex subdifferentials and [31, Proposition 5.51], passing to the limit as j goes to ∞ in (36), we have
where the last equality follows from Lemma 2.4. Thus (iv) holds and this completes the proof.
Corollary 5.2. Suppose that the {θ k } in IRL 1 e 3 is chosen so that (26) holds. Let {x k , z k } be the sequences generated by IRL 1 e 3 for solving (1) and define
by Ω 3 , is a nonempty compact subset of dom ∂H 3 . Moreover, it holds that
Proof. First, we see from Theorem 5.1(ii) that the set of accumulation points of {x k }, denoted by Λ 3 , is nonempty and compact. Moreover, in view of Theorem 5.1(iii), we deduce that Ω 3 = {(x, x, x) : x ∈ Λ 3 }, which is clearly nonempty and compact. Finally, since Λ 3 ⊆ {x : 0 ∈ ∂F (x)} ⊆ dom ∂F according to Theorem 5.1(iv), it is routine to check that Ω 3 ⊂ dom ∂H 3 as required. Now, fix any (x,x,x) ∈ Ω 3 and let {x kj } be a subsequence of {x k } with x kj →x. Then
where the second equality follows from the continuity of F on C and Theorem 5.1(iii). Since {H 3 (x k , x k−1 , w k )} is convergent according to Theorem 5.1(i) and (x,x,x) ∈ Ω 3 is chosen arbitrarily, we conclude that
. This completes the proof.
Next, we show under some assumptions on H 3 and φ + that the sequence {x k } generated by IRL 1 e 3 converges to a stationary point of (1). We first prove the following auxiliary lemma.
Lemma 5.3. Suppose that the {θ k } in IRL 1 e 3 is chosen so that (26) holds and that φ + is Lipschitz continuous. Let {x k , z k } be the sequences generated by IRL 1 e 3 for solving (1) and define
Then there exists a positive constant C 3 such that for all k 2,
Proof. First, using the optimality condition of the x-update in (25) and the definition of s k , there exist a ξ k ∈ ∂|x k | and a ζ k ∈ N C (x k ) such that for all k 2,
here the equality follows from [31, Exercise 8.8] , [31, Proposition 10.5] and Lemma 2.4. Hence, there exists a C 0 > 0 so that for all k 1,
Next, from the definition of η k and (37), we see further that
where the first inequality follows from the elementary inequality a • b b ∞ a for any a, b ∈ R n and the fact that ξ k ∞ 1 since ξ k ∈ ∂|x k |; the second inequality follows from the Lipschitz continuity of φ + (with modulus ρ); the third inequality holds because ∇f is Lipschitz continuous. The desired conclusion now follows from (38) , (39) and the relations (32), (33) , (34), (35) , which state that
with coefficients at most 2.
We will now establish the convergence of the whole sequence {x k } generated by IRL 1 e 3 under some assumptions. Our analysis is similar to standard convergence analysis based on KL property; see, for example, [2, 3] . We include the proof for the convenience of the readers.
Theorem 5.4. Suppose that the {θ k } in IRL 1 e 3 is chosen so that (26) holds, that H 3 is a KL function and that φ + is Lipschitz continuous. Let {x k } be the sequence generated by IRL 1 e 3 for solving (1) . Then ∞ k=1 x k −x k−1 < ∞ and {x k } converges to a stationary point of (1).
Summing this inequality from k = N + 1 to ∞, using (33) and the fact that
which implies the convergence of {x k } and
6. Numerical test. In this section, we perform numerical experiments to study the behaviors of IRL 1 e 1 , IRL 1 e 2 and IRL 1 e 3 . All codes are written in Matlab, and the experiments are performed in Matlab 2015b on a 64-bit PC with an Intel(R) Core(TM) i7-4790 CPU (3.60GHz) and 32GB of RAM.
We consider the following log penalty regularized least squares problem [21] :
This is a special case of (1) with f being the least squares loss function, C = R n and φ(t) = λ log(t + ) − λ log . Thus, we deduce from Theorem 4.1 that the sequence generated by IRL 1 e 2 for a choice of {θ k } satisfying (15) clusters at a stationary point of (40) . In addition, one can check that the corresponding H 1 and H 3 are continuous subanalytic functions [16, Section 6.6] , and hence they are KL functions [7, Theorem 3.1] . Consequently, we know from Theorem 3.4 (resp., Theorem 5.4) that if sup k β k < 1 (resp., {θ k } satisfies (26)), then the whole sequence generated by IRL 1 e 1 (resp., IRL 1 e 3 ) converges to a stationary point of (40) .
In our experiments below, we compare IRL 1 e 1 , IRL 1 e 2 and IRL 1 e 3 with two other state-of-the-art algorithms for solving (40) : the general iterative shrinkage and thresholding algorithm (GIST) [21] and an adaptation of the iteratively reweighted 1 algorithm [23, Algorithm 7] with nonmonotone line-search (IRL 1 ls). We discuss the implementation details of these algorithms below.
IRL 1 e 1 . For this algorithm, we set L = λ max (AA T ) and choose {β k } as in FISTA [5, 28] with both the adaptive and fixed restart schemes [29] : 
It is clear that sup k β k < 1. We initialize this algorithm at the origin and terminate it when 2L
Notice from (9) that this termination criterion implies that dist (0, ∂F (x k+1 )) 10 −4 max 1, x k+1 . IRL 1 e 2 . For this algorithm, we set L = λ max (AA T ), and let θ k be as in FISTA [5, 28] for the first 50 iterations, i.e., θ 0 = 1 and
θ 50 = θ 49 , and we update θ k = θ 99−k for 51 k 99 and set θ k = θ mod(k,100) for k 100. It can be verified with simple computation that this choice of {θ k } satisfies (15) . We initialize the algorithm at the origin and terminate it when
Observe from (23) that this termination criterion implies that dist (0, ∂F (z k+1 )) 10 −4 max 1, z k+1 . IRL 1 e 3 . For this algorithm, we set L = λ max (AA T ), and we generate a sequence {ρ k } as in FISTA in the first 57 iterations and fix it from then on, i.e., ρ 0 = 1 and
We then set θ k = ρ k+6 for all k ≥ 0. It can be verified that the above {θ k } satisfies (26) with γ = 0.95. We initialize the algorithm at the origin and terminate it when
Note from (36) that this termination criterion implies that dist (0, ∂F (x k+1 )) 10 −4 max 1, x k+1 . GIST. This algorithm was proposed in [21] ; see also [36] . 
whose closed form solution can be found in [21] . We initialize the algorithm at the origin and terminate it when
this condition implies that dist (0, ∂F (x k+1 )) 10 −4 max 1, x k+1 . IRL 1 ls. This algorithm is an adaptation of [23, Algorithm 7] , which was originally designed for solving (1) with φ(t) = λ min{p(ts − [23, Algorithm 7] and that of [36] . Step 0. Let 0 < L min < L max , τ > 1 and c > 0 be given. Input an initial point x 0 and set k = 0.
Step
Step 3. If 41). We initialize the algorithm at the origin and terminate it when
From
Step 2 in Algorithm 4, one can observe that this termination criterion implies that dist (0, ∂F (x k+1 )) 10 −4 max 1, x k+1 at termination. We compare the above algorithms on random instances. We first generate an m × n matrix A with i.i.d. standard Gaussian entries and then normalize this matrix to have unit column norms. A subset T of size r = [ m 9 ] is then chosen uniformly at random from {1, 2, 3, ..., n} and an r-sparse vector y ∈ R m supported on T with i.i.d. standard Gaussian entries is generated. We then set b = Ay + 0.01 · ω, where ω ∈ R m has i.i.d. standard Gaussian entries.
In our experiments, we set (m, n) = (720i, 2560i), with i = 1, . . . , 10. We pick λ = 5×10 −4 in (40) and experiment with = 0.1 and 0.5. We present the corresponding results in Tables 1 and 2 , respectively, where we report the time for computing λ max (A T A) (t 0 ), the CPU times in seconds (time) and the function values at termination (fval), averaged over 20 random instances. One can see that our algorithms are usually faster than GIST and IRL 1 ls and return slightly better function values at termination. Moreover, IRL 1 e 1 and IRL 1 e 3 are usually faster than IRL 1 e 2 . 7. Concluding remarks. In this paper, we study how popular extrapolation techniques such as those presented in [4, 5, 22, 28] can be incorporated into the iteratively reweighted 1 scheme for solving (1) . We proposed three versions of such algorithms, namely IRL 1 e 1 , IRL 1 e 2 and IRL 1 e 3 , and analyzed their convergence under suitable assumptions on the extrapolation parameters. Convergence of the whole sequence is also established for IRL 1 e 1 and IRL 1 e 3 under additional Lipschitz differentiability assumption on φ and KL assumption on some suitable potential functions.
One future research direction is to look at other extrapolation techniques such as those used in the third APG method in [32] . It is also interesting to investigate whether the analysis in [15, 20] can be adapted to analyze the iteration complexity of IRL 1 e 1 , IRL 1 e 2 and IRL 1 e 3 .
