Financial institutions require sophisticated tools for risk management. For company-wide risk management both sides of the balance sheet should be considered, resulting in an integrated asset liability management approach. Stochastic programming models suit these needs well and have already been applied in the eld of asset liability management to improve nancial operations and risk management. The dynamic aspect of the nancial planning problems inevitably leads to multiple decision stages trading dates in the stochastic program and results in an explosion of dimensionality. In this paper we show that dedicated model generation, specialized solution techniques based on decomposition and high performance computing are the essential elements to tackle these large scale nancial planning problems. It turns out that memory management is a major bottleneck when solving very large problems, given an e cient solution approach and a parallel computing facility. We report on the solution of an asset liability management model for an actual Dutch pension fund with 4,826,809 scenarios, 12,469,250 constraints and 24,938,502 variables, which i s t h e largest stochastic linear program ever solved. A closer look at the optimal decisions reveals that the initial asset mix is more stable for larger models, demonstrating the potential bene ts of the high-performance computing approach for ALM.
Introduction
We are concerned in this paper with the real-life nancial planning problem of a Dutch pension fund. The majority of Dutch pension funds use operations research techniques to plan their investment decisions, funding decisions and risk management. Most Dutch pension funds rely on the commercial hybrid simulation and optimization system described by Boender 1997 . The system of Boender only considers static investment strategies or dynamic strategies based on a given decision rule. One way of modeling the dynamic features of the underlying decision problem is to apply the stochastic programming approach. This approach seems to bewidely accepted for solving dynamic asset liability management problems Bradley Unfortunately, there are two factors that cause an explosion of dimensionality in the stochastic programming approach applied to asset liability management. The size of the problem grows exponentially with the number of portfolio rebalancing dates. Moreover, to be su ciently precise, a discrete approximation of the conditional distribution of the asset returns requires a considerable numberof realizations. The dimension of the resulting optimization problem grows as p T , where p is the number of realizations for the one-period asset returns and T is the number of portfolio rebalancing dates. This creates a challenge of how to generate the models, how to solve them and which computing platform to select. In this paper we show h o w t o i n tegrate all the necessary elements and we reach the limit of what can be done with the technology available today. We demonstrate, in particular, that the generation of huge models is a key issue for success.
The generation of the deterministic equivalent form of a realistic stochastic program is a di cult task that requires a huge amount of computer resources both memory and time. It seems to be a bottleneck that prevents the solution of very large problems in practice. To overcome this drawback, both the generation and the optimization strategy have to work with smaller manageable parts of the problem. Decomposition is a suitable optimization approach for this purpose. Decomposition methods split the problem up into a coordinator task the master problem and a set of loosely coupled subproblems; the latter can be solved independently. The advantage of this solution strategy is that subproblems can be generated when needed and forgotten afterwards. When problems are huge and the available memory is a bottleneck, this feature of decomposition becomes critical. However, for the whole process to bee cient, the generation of every subproblem has to be done very quickly, otherwise the overhead of repeated generation would slow d o wn the solution method. We generate the subproblems with the modeling tool LEQGEN Kouwenberg 1999 , which is a fast and e cient C-code for general stochastic linear and quadratic programs.
When very large stochastic programs are solved, the master and the subproblems themselves are linear programs of considerable size. Their repeated solution represents the main computational e ort in the decomposition algorithm. It is crucial to reduce the numberofsubproblem solves to a minimum. We meet this requirement b y applying the primal-dual column generation method Gondzio and Sarkissian 1996 . In the context of stochastic programming, our decomposition approach simply reduces to the Benders decomposition Benders 1962, Van Slyke and High Performance Computing for Asset Liability Management 2 Wets 1969, which is clearly an attractive candidate for parallelization Ariyawansa and Hudson 1991 . Decomposition methods are particularly well suited to a distributed computing environment Bertsekas and Tsitsiklis 1988: independent subproblems can besolved simultaneously by di erent processors. Finally, to achieve e cient subproblem solves, we use the primal-dual interior point code HOPDM Gondzio 1995. Summing up, we gathered three crucial factors: an e cient model generation tool, a suitable optimization method and high-performance computing power. This integration allowed us to solve a practical asset liability management problem with 4,826,809 scenarios. The corresponding stochastic linear program has 12,469,250 constraints and 24,938,502 variables. To the best of our knowledge, this problem is the largest linear program ever solved. We solved it on a 16 processor PARSYTEC CC16 parallel machine at the University of Cyprus. The model generator, LEQGEN is written in ANSI C, the decomposition solver based on HOPDM is written in ANSI C and FORTRAN 77 and the parallel communication uses PVM Geist et al., 1994 . Although we have done our computations on a true parallel machine, our code is easily portable to any distributed computing environment, including a cluster of PC's running under Linux operating system.
One might question whether solving very large ALM problems is actually necessary to improve the operations of nancial institutions? Theoretically one would expect that large scale models are required in order to include multiple decision dates, while simultaneously approximating the underlying return distributions with su cient realizations and precision. In the numerical section of the paper we address this issue by studying the optimal initial asset mix and objective value of the ALM model. We nd that the initial optimal solution di ers drastically between the smaller models, while it stabilizes for the larger models. Our results therefore demonstrate the potential bene ts of solving large ALM models. Although a full investigation is beyond the scope of this paper, we believe that convergence and scenario generation are highly relevant issues for successful implementations of stochastic programming models for ALM. The high-performance computing approach presented here could be an important t o o l to facilitate future research in this area.
The paper is organized as follows. In Section 2 we discuss the asset liability management model of a Dutch pension fund and the application of the stochastic programming approach. In Section 3 we brie y recall the Benders decomposition Benders 1962 and its variant for twostage stochastic programs called the L-shaped method Van Slyke and Wets 1969. In Section 4 we explain why in solving very large stochastic programming problems a specialized generation tool is essential, and we discuss key features of the model generator LEQGEN. In Section 5 we discuss numerical results and nally, in Section 6, we give our conclusions.
Asset-Liability Management
Risk management has become essential for nancial service providers like banks, pension funds and insurance companies. Considering both assets and liabilities is crucial for proper risk management, leading to an integrated asset-liability management ALM approach see Mulvey and Ziemba 1998. As an example of an ALM risk management problem, we will consider the -3 nancial planning problem of an actual Dutch pension fund. The goal of the pension fund is to provide its participants with a bene t payment equal to 70 of their nal salary. In return, the participants and their employers pay contributions to the pension fund in each y ear prior to retirement. The pension fund has to decide how t o i n vest these contribution payments, in order to ful ll its long term obligations and to meet short term solvency requirements.
An ALM model for the pension fund should recommend an investment policy and a contribution policy, given the economic expectations and the preferences of the pension fund. In the Netherlands most pension funds use a decision support system for ALM based on simulation Boender 1997. Note that the planning horizon of most pension funds stretches out for decades, as a result of the long term commitment t o p a y bene ts to the retired workers. However, the pension fund should also reckon with short term solvency requirements imposed by regulatory authorities. The trade-o between long term gains and short term losses should bemade carefully, while anticipating future adjustments of the policy. This setting therefore seems to be suited for a m ulti-stage stochastic programming approach with dynamic investment strategies. Stochastic programming models have been applied previously to ALM problems by Bradley and Crane 1972, Kusy and Ziemba 1986, Carino et al. 1994 , Mulvey and Vladimirou 1992, Zenios 1995 and Consigli and Dempster 1998. We will now brie y introduce stochastic programming models, with a strong focus on nancial planning applications.
The Stochastic Programming Approach
Stochastic programming models allow for progressive revelation of information through time and multiple decision stages, where each decision is adapted to the available information Birge and Louveaux 1997, Kall and Wallace 1994 . The stochastic programming framework is suited for a wide range of planning problems including telecommunication, power management and nancial planning. Stochastic programming models have been applied successfully, especially in the eld of nance. For a nancial application the decision stages of a stochastic program typically represent trading dates, at which the decision maker could rebalance his portfolio of assets. Modeling of uncertainty is required because the returns on assets such as real estate and stocks are random variables. Finally, the investor will update his optimal portfolio in the future as information about the asset returns becomes available. Later on we will introduce a stochastic programming model for the nancial planning problem of a pension fund, which includes these elements of decision making under uncertainty. First we will present the stochastic programming approach in its general formulation.
We consider the problem of a decision maker who has to decide right now about an optimal policy x with costs c 0 x, while facing uncertainty about the state of the world after one period. In a nancial planning model x could represent the initial numberofassets bought at price c.
Uncertainty is described by the random variable, which i s r e v ealed at the planning horizon after one period. Given the realized scenario at the planning horizon, the decision maker chooses a recourse action y which leads to the additional costs q 0 y. In a nancial context could represent the state of the economy after one period while y could bethe numberof assets sold at price ,q. We now assume that the sample space of the random variable consists of a nite number of realizations n = W n ; q n ; h n ; T n , for n = 1 ; 2; ::; N. The sample space has an associated discrete probability measure p n 0 for n = 1 ; 2; ::; N, where the probabilities sum up to 1. Qx; n = min yn q 0 n y n j W n y n = h n , T n x; y n 0 ; n = 1 ; 2; ::; N: Equivalent to the two-stage case, the multi-stage stochastic linear problem 7-8 can be reduced to a deterministic equivalent linear program if the underlying sample space is discrete. In the discrete case the realizations tn = W tn ; q tn ; h tn ; T tn for n = 1 ; 2; ::; N t of the random variable can be described by a n e v ent tree Figure 1 . Each n o d e n at time t in the event tree is denoted by t; n and represents a realization tn with associated probability o f p tn . We usen to denote the predecessor at time t , 1 o f n o d e n at time t.
ALM Model for Pension Funds
We will now introduce a multi-stage stochastic programming model for asset liability manage- Ltn is called the funding ratio. The pension fund avoids de cits as long as the funding ratio stays above 1, i.e. the value of the assets is higher than the value of the liabilities. A complete dictionary of variables, coe cients and parameters of the ALM model is provided in Appendix A. For a more detailed description of this model we refer to Kouwenberg 1998. Objective of the ALM model:
The objective of the model is to minimize the sum of the average contribution rates, while taking into account the risk aversion of the pension fund and the state of the fund at the planning horizon. Risk aversion is modeled with a penalty on de cits Z tn in the objective function rst downside moment of the funding ratio. To measure the nal wealth of the pension fund, the funding ratio is restored to the target level F end at the planning horizon by setting the contribution rate at cr end s . Without this nal contribution, end e ects could occur and moreover it would be di cult to compare solutions. The asset inventory equation speci es that the amount i n vested in an asset class at the beginning of a period is equal to the amount i n vested at the end of the previous period adjusted for buying and selling. Total asset value at the end of a period:
This equation speci es the total asset value at the end of a period, which is used to measure de cits.
X h i;t,1;n 1 + r itn + 1 + r l tn m l t,1;n , 1 + r b tn m b t,1;n ; t = 1 ::T; n = 1 ::N t : 14 Measuring de cits and nal wealth:
Whenever at the end of the year the funding ratio is less than the minimum level F min , de cits are measured and penalized in the objective. At the end of the horizon the funding ratio should be greater than F end . The contribution rate cr end n is set to lift the funding ratio to this target level. In this way w e a void end e ects and measure the nal wealth of the pension fund.
A tn F min L tn , Z tn ; t = 1 ::T; n = 1 ::N t ; 15 A T n F end L T n , cr end n S T n ; n = 1 ::N T ; Policy restrictions for the contribution rates:
The level and the change of the contribution rate are bounded, as speci ed by the pension fund.
cr lo cr tn cr up ; t = 0 ::T , 1; n = 1 ::N t ; 18 dcr lo cr tn , cr t,1;n dcr up ; t = 1 ::T , 1; n = 1 ::N t : 19 Policy restrictions for the asset mix:
The weights of the asset mix are bounded, as speci ed by the pension fund.
X h itn ; i = 1 ::I; t = 0 ::T , 1; n = 1 ::N t : 20 3 Decomposition
The size of stochastic programming models grows exponentially with the number of decision stages. In order to cope with this curse of dimensionality it is crucial to take advantage of the special structure of the problem with a suitable optimization algorithm. One can exploit the structure of these problems within a direct solution approach, e.g., an interior point method Birge and Qi 1988, Jessup et al. 1994 or by a suitable decomposition method.
In this section we brie y review Benders decomposition applied to the two-stage stochastic Problem 22 has an optimal solutionŷ j and an associated dual optimal solutionû j . Then we can construct the subgradient inequality for Q j x:
Q j x Q j x ,û 0 j T j x , x; 8x: z j Q j x k , u k j 0 T j x , x k ; 8j N;and 8k such that Q j x k +1; 0 u k j 0 h j , u k j 0 T j x; 8j N;and 8k such that Q j x k = + 1:
The optimal solutionx of this problem is a candidate for the next query point, while the optimal objective v alue is a lower bound for the optimal value of problem 6.
Benders decomposition for two-stage stochastic program works in the following way. All sub- 
Implementation of the L-shaped Decomposition Method
In this paper we apply straightforward Benders decomposition to solve the asset liability management problems. Subproblems in this decomposition approach are themselves linear programs of considerable sizes reaching tens of thousand of rows and columns; hence we use an interior point solver, in this case HOPDM of Gondzio 1995. The restricted master problems are also large linear programs, which suggests the use of interior point technology: we apply the Gondzio and Sarkissian 1996 primal-dual column generation method. This approach o ers an easy control of the degree of optimality required in master solves. In the case of decomposition of structured linear programs it is usually advantageous to solve restricted master problems to optimality. We have done so in our computations.
For the sake of storage savings we had to disable the warm start facility o f HOPDM Gondzio 1998 and Gondzio and Vial 1999 and always solved subproblems from scratch. Storing advanced solutions would have required remembering a few vectors of dimension equal to the numberof variables in the deterministic equivalent problem. Note that one vector of dimension nearly 25 million requires already 200 MB of memory to be saved. Certainly, exploiting warm start facility could reduce the overall solution time but at the cost of reducing the size of problems solved.
Classical Benders decomposition can beapplied to dual block-angularly structured linear pro-grams. Multistage stochastic linear programs display nested dual block-angular structure. However, by aggregating several initial stages into one large rst stage, they can be converted into two-stage problems. The decomposition approach can take advantage of a good guess of the rst stage variables. In order to get a reliable initial solution we solve a 3-period version of the 6-period nancial planning model. This requires a negligible computational e ort compared to the total solution time. The start-up approach stabilizes the algorithm and reduces the number of outer iterations master solves.
Although many o f earlier mentioned decomposition algorithms have been run on parallel computing platforms Vladimirou and Zenios 1997, to the best of our knowledge, none of them have e v er been applied to solve problems of sizes comparable to those of the problems discussed in this paper. An alternative strand of literature directly exploits the structure of multi-stage stochastic programs in the implementation of an interior point algorithm Birge Interior point algorithms seem to bevery e ective for solving large-scale stochastic programming problems, both when they are adjusted to exploit structure directly as in Yang and Zenios 1997 and when they are applied to solve master-and subproblems in a decomposition method as in this paper.
Model Generation
The largest model reported in this paper is a nancial planning problem with 7 decision stages and a total of 4,826,809 scenarios at the planning horizon. The deterministic equivalent of this program consists of 24,938,502 columns, 12,469,250 rows and 63,552,952 non-zero elements. Loading this deterministic equivalent problem directly into the LP solver HOPDM would require about 14159 MB of workspace. It seems obvious that e cient memory management is crucial for solving truly large scale models. Decomposition methods are potentially suited for e cient memory management, because subproblems are solved independently.
During the iterations of the L-shaped method there is no need to hold the entire deterministic equivalent problem in the memory of the parallel machine. The algorithm only needs to access the master problem and one second stage subproblem for each processor simultaneously. While one subproblem is solved and returns cut to the master, the other subproblems could be temporarily stored on an external storage device like a harddisk. However, for the huge models discussed in this paper the available disk-space might be insu cient. As a nal resort, we will therefore generate the data of a subproblem each time when it is needed and throw it away immediately afterwards. Clearly, the generation of subproblems has to be done very e ciently in order to avoid dominating the total solution time.
In the approach used by Fragni ere et al. 1998, the complete deterministic equivalent of the stochastic linear program was generated by the GAMS algebraic modeling language Brooke et al. 1992 . This problem was then passed to the parallel decomposition solver that split data across di erent processors. The generation of the deterministic equivalent problem and later splitting it into subproblems were clearly opposite operations that not only contributed High Performance Computing for Asset Liability Management 12 signi cantly to the overall solution time but also created a huge peak memory requirement. In the approach presented in this paper a dedicated model generation tool, LEQGEN of Kouwenberg 1999, is used to avoid these drawbacks.
Although it is far less general than any commercial algebraic modeling language, our generator is optimized for speed and memory requirements when building stochastic linear programs. Moreover, it easily generates any user-speci ed subset of constraints or variables of the deterministic equivalent problem. This is a key feature used extensively in our integrated optimization environment when the decomposition code calls the generator to build only one speci ed subproblem. A detailed discussion of the LEQGEN design is beyond the scope of this paper. We refer the interested reader to Kouwenberg 1999.
To illustrate the e ciency of our model generation tool, we generated an instance of the asset liability model presented in Section 2, both with LEQGEN and with GAMS. The problem consists of 6 trading dates for rebalancing the investment portfolio 7 decision stages. Four branches emanate from each node in the event tree to describe the conditional return distributions of 3 asset classes and the wage in ation. More details about the implementation of the ALM model are provided in Section 5. The deterministic equivalent of this stochastic program consists of 17,741 rows, 35,484 columns and 92,800 non-zero elements in the constraint matrix. It is the smallest problem reported in this paper.
LEQGEN takes 2 seconds to generate the problem on a Pentium 200 Mhz PC with 64 MB of RAM, while GAMS needs 1630 seconds: this gives a speedup of 815 over GAMS, a commercial algebraic modeling language. More important, the speed of LEQGEN allowed us to regenerate subproblems during the iterations of a decomposition method at an acceptable overhead cost. Indeed, the time of generating subproblem never exceeds 28 of the solution time with the interior point code HOPDM.
Numerical Results
In this section we report the computational results of experiments with the multi-stage asset liability model for pension funds presented in Section 2. We solve ALM models with 6 trading dates 7 decision stages, separated by a one-year period. At each trading date the pension can invest in the following asset classes: bonds, stocks and real estate. Each transaction, either buying or selling, incurs a proportional cost of 1. Each y ear the plan sponsor pays contributions to the pension fund, in order to fund current and future pensions. Both the level and the yearly change of the contribution payments are restricted, in order to prevent large uctuations. The objective of the model is to minimize the payments by the plan sponsor, while penalizing de cits.
The parameters of the model are displayed in Table 1 .
High Performance Computing for Asset Liability Management 13 The multi-stage ALM model needs as input an event tree with asset returns and actuarial information about the liabilities of the pension fund. In order to generate the actuarial scenarios we use the simulation system of Boender 1997 for projecting the careers of the participants. This model is widely used by Dutch pension funds. In order to generate economic scenarios, the returns of the assets and the wage in ation are modeled with a Vector Auto-Regressive model, which w as calibrated using 40 years of historical data see Boender 1997 and Kouwenberg 1998.
We construct the event for the stochastic programming model with the tree tting method of H yland and Wallace 1999 and Kouwenberg 1998. Let p denote the numberof successors in each node of the event tree, that can be used for approximating the conditional return distribution. We solve a small non-linear optimization model to t the mean, the covariance, the skewness and the kurtosis of the return distribution with the available p nodes. The decision variables in the non-linear model are the asset returns for the p nodes, while the probabilities are xed at 1=p. For some of the smaller models the skewness and the kurtosis could not be tted, due to an insu cient n umber of degrees of freedom 4p. Consequently, w e expect that the quality of the solutions will increase with the number of succeeding nodes p. Kouwenberg 1998 analyses the performance of a 5-period version of the ALM-model with rolling horizon simulations, while applying three di erent scenario generation methods. The results show that the scenario generation procedure has a major impact on the solutions of the model. Moreover, tting the rst few moments of the return distribution greatly improves the performance of the model. If we want to t higher order moments, include more asset classes in the model or increase the numberof trading dates, then we require larger event trees and consequently the size of the stochastic programming models increases. We will now demonstrate that an integrated high-performance computing approach can be applied to solve truly large scale ALM problems.
The models are solved on a PARSYTEC CC16 parallel machine, consisting of 16 Motorola PC-604 RISC processors. 1 Each processor has 64 MB of memory, except for the two input output entry nodes which have 128 MB. We use the PVM3 protocol to run parallel applications and to pass information between the master and the subproblems. Although we have done our computations on a true parallel machine, our code is easily portable to any distributed computing environment, including a cluster of PC's running under the Linux operating system.
Model Sizes
Di erent sizes of the ALM problem are created by v arying the number of branches p emanating from each node in the event tree for the 6-period model. Table 2 reports the size of the deterministic equivalent linear program. This size refers to a standard linear program with equality constraints: slacks are added to the inequalities and free variables are split. The large scale models reported in Table 2 not only require considerable computational e ort to be solved, they also need a huge amount o f w orkspace to be stored. The second column of Table 3 reports the estimate of the memory that the interior point code HOPDM would require if it was applied to solve the deterministic equivalent linear programs. The memory requirement includes all workspace needed for storing the problem data and the Cholesky factors. Direct solution of the largest problem with the interior point solver would have required, for example, more than 14 GB of memory. This greatly exceeds the capacities of the majority o f t o d a y's computers.
In order to apply two-stage Benders decomposition, we divide the 6 period problem into a rst stage problem from time 0 up to time T sub , 1 and a set of second stage subproblems from time T sub up to the planning horizon T. In the third column of Table 3 of these second stage subproblems at time 3. Storing these subproblems simultaneously might still be infeasible, because it requires about 15 GB of memory. As an alternative, we could use LEQGEN to generate a subproblem when it is needed by the L-shaped algorithm and throw i t away immediately afterwards. This is the approach used to solve the largest problems.
Model Generation and Solution Times
We solved the 6-period ALM problems reported in Table 2 with the L-shaped method on a Parsytec CC16 parallel machine with 16 processors. 2 In panel A of Table 4 we report the solution times of models that are split into a rst stage master problem and a set of second stage subproblems starting at time 2. The third column of Table 4 shows the number of parallel processes used for solving the subproblems, while the fth column reports the solution time in seconds needed by the decomposition solver excluding model generation overhead. As a rst approach, the subproblems are generated before the start of the decomposition algorithm and stored in memory during the iterations. The model generation time in panel A refers to the time needed by LEQGEN to generate the subproblems on each processor before the start of the algorithm. For the problems with p 8 the available memory was insu cient to store all subproblems and therefore the problems could not be solved. In the second experiment w e exploited LEQGEN's ability t o generate subproblems quickly: we report these results in panel B of Table 4 . In these runs, every subproblem was regenerated at each outer iteration of the decomposition algorithm. Once the subproblem was solved and produced a cut, the whole data of this subproblem was discarded.
The sixth column in panel B of Table 4 reports the total time in seconds spent by LEQGEN to generate subproblems during the iterations of the decomposition algorithm, on one processor of the parallel machine. In all cases the overhead for regenerating the subproblems during the iterations is less than 28 of the solution time needed by the decomposition code excluding model generation. Note however that the approach results in a huge increase of the size of models which can be solved: the largest problem corresponds to p = 11. For p 12 the memory requirement for a second stage subproblem at time 2 is too big see Table 3 , so we could not report the results.
In order to limit the memory requirements even further, we split the 6-period nancial planning problem into a rst stage master problem and a set of second stage subproblems at time 3. The computational results of this experiment are reported in panel C of Table 4 . As before, the subproblems are regenerated during each iteration of the decomposition algorithm. Due to the relatively small sizes of the second stage subproblems at time 3, we can now solve models with up to p = 13 realizations at every node of the event tree on the parallel machine.
In the case of the largest problem, the algorithm solved 13 3 = 2; 197 subproblems 8 times, i.e. a total of 17,576 linear programs were solved in the overall time of 14,138 seconds. The generation of these problems took only 2,294 seconds both the generation and solution were executed in parallel on 13 processors. Note that the overhead of regenerating the subproblems with LEQGEN is limited: the generation time never exceeds 28 of the solution time with the 4  64  4  11  78  56  5  125  5  11  235  114  6  216  6  10  380  182  7  343  7  10  767  277  8  512  8  10  1438  408  9  729  9  10  2612  614  10  1000  10  11  4876  988  11  1331  11  9  6296  1311  12  1728  12  9  10256  2071  13  2197  13  8  14138  2294 decomposition code for problems with p 8. In other words, an increase of about 30 of the overall CPU time needed by the integrated generation-optimization approach is a small price to pay for the ability of solving truly large problems, compared with an approach in which the whole problem is generated once and stored throughout the whole solution process.
E ciency of the Parallel Implementation
In this section we report the speed-ups achieved by the parallel code. Due to the large number of subproblems, the e ort needed to solve the restricted master problems is negligible. Hence only the subproblems are solved in parallel. The restricted master problem is solved by the rst processor, while the other processors remain idle temporarily. Observe that the communication between di erent processors is restricted to the minimum: the processor that handles the master problem sends the query point to the remaining processors and receives cuts back from them.
We solve the nancial planning model with six branches in each node of the event tree p = 6 o n 1 up to 12 processors of the parallel machine. This stochastic programming problem has 46,656 scenarios, which results in a deterministic equivalent linear program with 158,623 rows and 317,248 columns. HOPDM requires approximately 181 MB of memory to solve the deterministic equivalent L P . W e split the model into a rst stage problem and a set of second stage problems starting at time 2, so there are 36 subproblems which return cuts to the master. Table 5 shows the solution times and speed-ups if we divide the workload of solving the 36 subproblems over 1 up to 12 processors. With 3 processors or more we generate the 36 subproblems before the start of the algorithm and store each subproblem in the distributed memory of the parallel machine during the iterations. With 2 processors or 1 processor this approach fails due to lack of memory, s o w e regenerate the subproblems during the iterations of the decomposition algorithm.
The third column of Table 5 shows the speed-ups of our decomposition solver run on multiple processors, relative to the solution time on one processor. With more than 4 processors these speed-ups are super-linear. However, these results are due to the model-generation procedure. With 1 or 2 processors the subproblems are regenerated during the iterations of the algorithm and this causes some additional overhead which is included in the solution time. With 3 processors the available memory is insu cient and disk swapping slows the solution down.
We get a better view of the speed-ups by using the solution time with 4 processors as a benchmark reported in the fourth column of Table 5 . In this case the speed-ups are slightly worse than linear for more than 5 processors, which might be expected as the communication between the master and the subproblems increases. Moreover, if the number of subproblems is not a multiple of the numberof processors then the workload is not divided equally. We expect imperfect speed-ups in these cases i.e. for 5,7,8,10 or 11 processors, as the master cannot solve the rst stage problem until the cuts of each subproblem have been returned. However, better parallel performance could be obtained by splitting up the multi-stage problem into a larger number of second stage subproblems.
Bene ts of Solving Larger Models
In the previous sections we have concentrated on the computational aspects of solving large scale models. A crucial issue that remains to be addressed is whether solving huge models is truly bene cial for practical asset liability management problems. Theoretically, one would expect that solving large scale models is important as it allows for more ne-grained event trees and more future decision dates. Multiple decision dates are required to incorporate the dynamic aspect of the decision problem, while ne-grained event trees are necessary to reduce the approximation error relative to the true underlying return distributions.
Concentrating on the scenario generation issue, Kouwenberg 1998 shows that the approximation error in the event tree can seriously in uence the optimal decisions of the ALM model for pension funds. Given a 5-period version with 5760 scenarios of the ALM model in Section 2, Kouwenberg 1998 compares scenario generation methods based on random sampling, adjusted random sampling and tree-tting with rolling horizon simulations. The results indicate that the tree-tting method and the adjusted random sampling method lead to better ALM performance than straightforward random sampling. With the tree-tting method for scenario generation the stochastic programming model could outperform a xed mix benchmark model in terms of risk and return.
Given these results, in this paper we h a ve employed tree-tting to construct the event trees for the large scale ALM models. For all event trees we could t the mean and the standard deviation of the underlying normal return distributions i.e. wage growth and the return on bonds, stocks and real estate. For the event trees with p 5 nodes we could also t the correlations between the series, for p 6 we could include skewness 3rd moment and nally for p 11 we could also match the kurtosis perfectly 4th moment. As a result, we expect that the quality of the optimal solutions will improve with the number of nodes in the event tree.
In Figure 2 we display the optimal initial asset mix and the objective v alue of the ALM models with 4 p 13 nodes. If we concentrate on the smaller models with p 8, then it is clear that the optimal solution changes drastically from one model to the next. However, if we look at the larger models with p 9 then the solution seems to stabilize: the weight of bonds varies between 62 and 78, the stock weight is between 19 and 38, while real estate is mostly absent in the asset mix. A possible explanation for these results might be the increasing t to With a small number of nodes the kurtosis of the underlying normal return distribution is underestimated in the event tree. In order to match the kurtosis it is necessary to include at least one large outlier in the set of nodes e.g. a return of -21 for stocks. In order to preserve the symmetry of normal distribution at the same time i.e. match the skewness, a negative outlier must be compensated with a corresponding positive outlier. With a small numberof nodes it becomes very hard to include two outliers, while additionally tting the mean and the variance of the distribution. With more nodes p 9 the kurtosis is tted more accurately, while the worst case negative return in the scenarios tends to become more negative. It seems that only in these large event trees the risk of stocks and real estate is represented properly and hence the increasing allocation to the safe asset class bonds.
The explanation for the results in Figure 2 is tentative. It is clear however, that solving large scale models p 9 could be crucial for getting a reliable solution of the ALM model. In this example the solutions of the smaller models p 8 seem to be partly misleading, due to approximation errors in the small-sized event tree with asset returns. A full investigation of the convergence and scenario generation issues for stochastic programming models is beyond the scope of this paper. We hope however that our solution approach can provide the computational means to address these relevant questions in the future.
High Performance Computing for Asset Liability Management 20 6 
Conclusions
Dynamic asset liability management problems form an important class of real-life nancial planning problems that require sophisticated techniques for risk management. Stochastic programming is one of the possible approaches that can be used to model these problems. Taking into account both uncertainty approximating the conditional distribution of the asset returns and the dynamic structure of the decision problem multiple portfolio rebalancing dates inevitably leads to an explosion of dimensionality in stochastic programming models for ALM. This paper shows that very large instances of stochastic programming models for ALM can be solved if an e cient model generation tool and a decomposition technique for optimization are integrated in a high-performance computing environment. We solve these stochastic programming problems with a two-stage Benders decomposition algorithm that employs the interior point solver HOPDM to optimize both the restricted master problem and the second stage subproblems.
The most important nding in this paper is that given a good solution technique, the bottleneck in solving truly large problems is the available amount of memory. In order to increase the e ciency of memory management, we have developed the specialized modeling tool LEQGEN for generating stochastic linear programs. The e ciency and speed of this code allow us to regenerate subproblems during the iterations of the Benders decomposition algorithm, which results in a drastic decrease of memory use. The repeated generation of subproblems allows much larger problems to be solved and increases the overall solution time by no more than 28.
Our integrated generation-optimization code was run on a PARSYTEC CC16 machine, using at most 13 processors with 64 MB of RAM each. On this particular parallel computer we could solve a problem with 12,5 million rows and 25 million columns in less than 5 hours. It is important, however, to note that the integrated system we developed could berun on any distributed computing platform including a cluster of PC's, a technology certainly a ordable for any company.
A closer look at the optimal solutions of the ALM model revealed that the initial asset weights of stocks, bonds and real estate varied signi cantly between the smaller models with up to 8 nodes. The initial solutions of the larger models with more than 8 nodes changed in a regular and relatively stable way, probably due to reduced approximation errors in the event tree with asset returns. This result demonstrates the potential bene t of solving large stochastic programming models for practical purposes. More research in the interesting areas of convergence and scenario generation is certainly needed and we hope that the high-performance computing approach developed in this paper will provide the required tools.
