Introduction

26
The ATLAS experiment's [1] offline software is responsible for reconstructing, simulating and 27 analysing petabytes of data collected by the detector at the Large Hadron Collider. It is 28 composed of multiple "projects" that are each built up out of many "packages". The software is mainly distributed to the users through CVMFS [2] , but it is also important 35 to be able to install the software on an offline computing node with as little effort as possible.
36
ATLAS, together with LHCb, used the CMT [3] build system for building its offline software 37 until recently, but the experiment has been looking for a build system with much wider 38 community support to replace CMT since a few years. Finally at the beginning of 2016 the 39 build of the software release meant to reconstruct and simulate data in 2017 and beyond has 40 been switched over to be built by CMake [4] . 
43
• Shared libraries to be used by other packages;
44
• Module libraries used by the software framework to load software components;
45
• Executables performing specialised tasks;
46
• Scripts, configuration files, etc. to be installed alongside the build targets of the package.
47
A package declares explicitly which other packages it requires for its own build, what software 48 products it needs to build, and what already existing files it needs to install.
49
A software "project" is just a collection of packages, built in an order consistent with the , the yellow boxes represent ATLAS online software built with their own configuration, and Gaudi [6] is built using its own CMake configuration.
The implementation
56
While the concept of packages is taken from the CMT build system, we wanted to keep the same 57 structure with CMake as well. We used CMake's subdirectory concept to keep the configuration 58 of the CMT packages separated with CMake. In this setup we have a master CMakeLists.txt 59 file describing the project, which needs to:
60
• Set up some basic properties of the project, like its name and version;
61
• Find the base project(s) that it depends on;
62
• Find all subdirectories in the source tree that have a CMakeLists.txt file in them, and
63
include them as subdirectories of the sofware project;
64
• Set up all variables necessary for using CTest and CPack with the project.
65
All of the common code used by the project and package configuration code is collected into 66 two special packages in the source tree:
67
• AtlasCMake provides a large number of functions and macros all sharing the atlas prefix, The atlas prefixed functions take care of setting up the build and installation of components 111 according to some common rules used in the build. They also take care of declaring the shared 112 libraries to be exported, so that child projects can make use of them.
113
Every package declares two helper targets:
114
• Package PkgName builds all library and executable targets in the package;
115
• Package PkgName tests builds all of the test executables declared in the package.
116
They are meant to help during development, when the user set up the build of many packages 117 at the same time. into the current project, making it capable of using the atlas prefixed functions.
139
The atlas project function is responsible for doing the heavy lifting in the project's 140 configuration. It:
141
• Sets up all general build flags for the project, including the output directories for all file 142 types inside of the build directory;
143
• Looks up all of the packages in the source directory tree, and includes them with CMake's 144 built-in add subdirectory call;
145
• After having included all packages, it includes the shared libraries from its base project(s) it makes a copy of that imported target, removing the project name prefix from its name. The ATLAS offline software uses a large number of software products that are not developed
167
by ATLAS, and are not part of the base operating system that we use the offline software on.
168
Some of these externals we build as part of the offline software, but most of them we pick up 169 for the build from custom locations.
170
Most of the used externals are picked up from software bundles provided by the LCG project.
171
CMake finds those externals for the build using the AtlasLCG code described earlier.
172
Unfortunately CMake does not provide a built-in way for setting up a custom environment for 173 the built/installed project, as its base assumption is that the build results should work without 174 any special setup on the build host. This is however not true in our case. We have to ensure This is done by the build generating simple shell scripts for setting up the necessary runtime 178 environment. At the end of the project configuration we iterate over all external packages 179 that were found during the configuration of the project, and generate a setup script that saves 180 information on how to extend the environment for running our software.
181
In order to simplify the environment setup when building multiple projects, these setup As the projects must be installable in any location, we need to be careful with setting up both 187 the CMake configuration files generated during the CMake installation, and the environment 188 setup scripts generated by our private code. Neither of them can hold any absolute path names 189 in order to make the projects relocatable.
190
As we have full control over the generation of the environment setup scripts, there all that
191
we do is to define a small number of environment variables that, when defined before using the 192 setup script, direct the code to the correct directory to set up the externals from.
193
Making the CMake project files generated during the installation step is a bit more difficult.
194
Since the file generated by CMake cannot be made relocatable out of the box, we use a custom 195 script that processes the CMake generated code, and makes it relocatable. We make use of the 
Conclusions
212
In an effort to streamline its software build procedures, and use a system in common with many taking.
217
The new build system, together with migrating the experiment's software to Git, makes the 218 development procedures followed by the ATLAS software developers much more in common 219 with practices used in the software development community on the whole.
220
The new system has so far met the requirements of the experiment both in features provided,
221
and performance. And so it is expected to be kept for LHC's Run 3 and beyond. 
