Anytime reliable communication systems are needed in contexts where the property of vanishing error probability with time is critical. This is the case of unstable real time systems that are to be controlled through the transmission and processing of remotely sensed data. The most successful anytime reliable transmission systems developed so far are based on channel codes and channel coding theory.
I. INTRODUCTION
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Francisco J. Escribano is with the Department of Signal Theory and Communications, Universidad de Alcalá, 28805 Alcalá de Henares, Spain (e-mail: francisco.escribano@ieee.org). medium. Chaos-based systems, on the contrary, can be driven to perform coded modulation, thus avoiding the usage of two separate steps for the same puspose [15] , [20] . On the other hand, chaos-based transmitters and receivers are easy to implement and usually require lower complexity and/or processing delay [19] , whereas anytime reliable variable-memory binary codes may not be as efficient in this respect. Moreover, chaos-based waveforms and their nonlinear nature are a better fit to nonlinear transceivers or to nonlinear signal propagation media whose importance is growing nowadays [23] (e.g. free-space optical communications), thus avoiding the usually complex steps required to linearize such communication channels. This opens the scope to deploy hypothetical chaos-based anytime reliable systems in a wider variety of channels, not to mention their potential against dispersive phenomena [21] . Additionally, chaotic signals have low autocorrelation and may thus provide inherent interference rejection and self-synchronisation capabilities [18] .
To the best of our knowledge, this paper represents the first application of chaos-based communications for anytime reliability. These are the main contributions of the paper:
• We propose two CCM schemes, where the first has fixed bandwidth efficiency and adaptive instantaneous power, while the second has adaptive bandwidth efficiency and instantaneous power.
• For both schemes, we derive sufficient conditions for anytime reliability on the AWGN channel, and derive lower bounds to their respective anytime exponents.
• Through numerical simulations, we assess the performance of the schemes for different choices of the parameters defining the schemes, and thus obtain useful hints for the design of a practical anytime reliable CCM scheme.
From the theoretical point of view, it is not mandatory that there exists feedback between receiver and transmitter to achieve anytime reliability [1] , [5] . The chaos-based alternatives proposed in this paper do not inherently require feedback to achieve anytime reliability, and the ensuing mathematical demonstrations will not consider any hypothetical return channel. On the other hand, to render anytime reliable systems usable, it is convenient to have feedback in order to dinamically adjust the parameters of the transmission and keep the required resources within practical limits. As a consequence, and for the purpose of getting illustrative simulation results, April 29, 2019 DRAFT the algorithms describing the operation of the proposed chaos-based anytime reliable systems will consider the presence of a return channel, dedicated to communicating the decoding state to the transmitter. We stress that, unlike our approach, for which feedback is needed to meet the practical constraint of limited use of resources such as power and bandwidth, for the schemes in [12] , [13] , feedback is essential to achieve anytime reliability at finite length.
The structure of the paper is as follows. In Section II, we briefly define an anytime reliable system. In Section III, we describe the first proposed CCM scheme, i.e., adaptive-size CCM, and derive sufficient conditions for its anytime reliability on the AWGN channel. In Section IV, we describe the second proposed CCM scheme, adaptive-bandwidth CCM, and also derive conditions for it to be anytime reliable on the AWGN channel. For both schemes, in Section V, we show simulation results and give design hints for a practical implementation of the proposed architectures. Finally, in Section VI, we draw some conclusions.
II. ANYTIME RELIABLE SYSTEMS
Consider a dynamical system that, at discrete time instants, produces vectors of m bits to be transmitted through an AWGN channel. In the following description, we will suppose m = 1 for simplicity, but the generalization is straightforward. Let b n be the bit produced by the system at time instant n. The system encodes causally all the bits it has produced up to this time into a channel input s n . If E (n) denotes the encoder at time n, we have
At time n, the receiver receives a corrupted version r n of s n and calls a causal decoder D (n) , which takes as input all the received symbols and outputs estimates of the past information bits:
where b k n is the estimate of information bit b n produced by the decoder at time k, with k ≥ n.
We say that the communication scheme is anytime reliable if, for every n and
K and γ being positive constants. The infimum of the values of γ for which the above condition holds is called the anytime exponent of the encoder-decoder pair.
Anytime reliable schemes find their application in control theory, in the scenario when the controller has access only to noisy versions of the system measurements. Consider the discretetime dynamic time-invariant system
where x t ∈ R nx is the state of the system at time step t, A and B are n x × n x and n x × n u real matrices, respectively, u t ∈ R nu is the control input, and v t ∈ R nx is a zero-mean bounded noise process. The system in (2) is supposed to be unstable, i.e., it is characterized by ρ(A) > 1, where
is the spectral radius of the matrix A, that is the largest magnitude of the eigenvalues of A. Sukhavasi and Hassibi derive in [5] the conditions under which an anytime reliable encodingdecoding scheme can be used to stabilize the system of (2) in the mean-square sense, so that the expected value of x t 2 is bounded for all t. It is shown in [5] that, when using hypercuboidal filters, mean-square sense stability is achieved by a code with anytime exponent γ satisfying γ > 2 log ρ(A), where A is the n x × n x matrix whose elements are the absolute values of the elements of A.
III. ADAPTIVE-SIZE CCM
We consider in this paper a time-discrete chaotic map, defined as a nonlinear map
. Examples of chaotic maps will be given later in this section. We define the invariant cdf F f of the map as the one which is preserved by the map itself, i.e., if ξ is a R.V. satisfying
We define in the following a CCM scheme able to encode a semiinfinite binary information
In order to do that, we need two fundamental ingredients:
• A mapper M f that maps semiinfinite binary sequences into [0, 1], such that the uniform distribution on binary sequences is transformed into the invariant density on [0, 1], and 1 It is straightforward to generalize the description to a chaotic map defined on a generic interval I.
• A family of (possibly nonuniform) quantizers (Q
maps a continuous R.V. ξ defined over the interval [0, 1] into a set of Q = 2 n equally likely discrete levels.
Notice that the requirement that the mapper output is distributed according to the invariant density is desirable to obtain a system whose statistical properties are stationary. Ideally, given b, the symbols to be transmitted are obtained by quantization of chaotic samples z 1 , z 2 , . . . as follows. First,
where δ n is a nonnegative integer whose value will be determined later, and f (δn) means that the chaotic map is applied δ n times. Then the quantized chaotic samples are obtained as
where q n is a positive integer representing the number of quantization bits at time n. We require the CCM scheme to be causal, so that the quantized sample z Q n depends only on the length-q n subsequence b n n−qn+1 . In this way, the CCM encoder is practically feasible even if the sequence b is not fully known in advance and fits the description of Section II. Let us define a time-shift operator T defined as follows:
The conditions that the mapper must satisfy in order to yield the causality property are the following.
It is worth noting that, for a map f with nonuniform invariant density, we can always
, where f u is the map with uniform invariant density that is topologically conjugate with f . Moreover, we can always choose Q
U is a uniform quantizer on [0, 1] with 2 n levels.
The symbol to be transmitted is denoted s n , which is a scaled and zero-mean version of z and makes the scheme more energy-efficient. Let r n 1 be the received sequence of samples, which will be supposed to be corrupted by Gaussian noise, i.e.,
where w n 1 = (w 1 , . . . , w n ) is a vector of i.i.d. Gaussian noise samples with zero mean and variance σ 2 . The optimal receiver is based on the Viterbi algorithm on a time-varying trellis with Q n = 2 qn states at time n and outputs the ML estimate of the transmitted chaotic sequence,
i.e.,
A demapper then outputs the estimated bits b n 1 . In the following, we make the assumption that the receiver uses a rule to discriminate the bits which are reliably decoded from the bits whose decoding is still unreliable. Suppose that, at time n, the oldest (i.e., lowest-indexed) information bit which is not yet reliably decoded is bit ǫ n . We will also suppose that the receiver is able to convey the value of ǫ n to the transmitter through a noise-free dedicated feedback channel. By iterating map f a number of times equal to δ n = ǫ n − ǫ n−1 , the transmitter will discard from the encoder input all bits that are older than b ǫn and use only bits b ǫn , . . . , b n+1 to generate z Q n+1 . Thus, at time n + 1, q n+1 = n − ǫ n + 2.
Algorithm 1 reports the ideal steps of adaptive CCM, as they have been described above. Notice that, if at time n the decoder is not able to decode reliably any of the previously unreliable bits, then ǫ n = ǫ n−1 , so that the chaotic map is not applied (δ n = 0) and the number of bits in the quantizer increases by 1. Instead, if all bits up to the current one are found to be reliably decoded, then ǫ n = n + 1 so that the bit queue is emptied and at the next time q n+1 = 1.
Examples of CCM schemes with different maps are the following, for all of which E{z
• Bernoulli shift map (BSM): This chaotic map is defined by the recurrence
April 29, 2019 DRAFT Algorithm 1: Adaptive-size CCM.
• The initial condition is set to z 1 = M f (b) and ǫ 0 = 1.
• Then, for n = 1, 2, . . . 1) The transmitter sets q n = n − ǫ n−1 + 1. The chaotic sample z n is quantized over
2) The quantized chaotic sample is normalized and centered around zero, i.e.,
where Γ qn is a size-dependent normalization constant. Then, s n is transmitted.
3) The receiver performs CCM decoding and sends back to the transmitter through the feedback channel the value of ǫ n . 4) δ n = ǫ n − ǫ n−1 steps of the chaotic map are performed, i.e., z n+1 = f (δn) (z n ).
It is easily seen that the invariant pdf is the uniform one, so that F BSM (x) = x. Moreover, the binary sequence is mapped into
interpreted as the binary expansion of the chaotic sample.
• Tent map: It is defined by the recurrence
As in the BSM case, the invariant pdf is the uniform one, so that F Tent (x) = x. What differs from the BSM case is the mapping of binary sequences, which corresponds for the tent map to a Gray mapping, namely,
• Logistic map: The logistic map is defined by
The invariant pdf is the arcsine distribution, given by
April 29, 2019 DRAFT which corresponds to
Since the logistic map can be seen as a nonlinear transformation of the tent map (with
Log (x)), binary sequences are mapped to chaotic samples according
Remark 1: It is possible, for certain cases, to describe the proposed scheme without reference to chaos-theoretic terms. For example, when using the BSM map (see (11)), adaptive-size CCM is equivalent to variable-size ASK with natural mapping. However, casting the technique into an application of chaotic communications allows generalizing the scheme at once to an entire family of schemes whose properties can be studied parametrically according to the map features.
It is in this way that the CCM based on the logistic map, which overcomes (as we will see) the one based on BSM in terms of performance, could be derived. Thus, the benefits of introducing concepts of chaos theory in the description of adaptive-size CCM consist in the availability of a set of options and, to a certain extent, of a toolbox ready to use for the analysis and design.
A. Anytime reliability of adaptive-size CCM
In this section, we will always make the hypothesis that there is no feedback from the receiver, so that no bit gets out of the encoder queue, i.e., ǫ n = 1, for every n. As a consequence, q n = n and no steps of the chaotic map are ever performed. The transmitted symbol sequence depends then on f only through the mapping M f and the quantizer Q f (which in turn depend on F f ).
More precisely, let s n (b) be the symbol transmitted at time n, where we have explicitly denoted the dependence on the input bit sequence. As ǫ n = 1, we have that
U is a uniform quantizer on [0, 1] with 2 n levels, defined as
where
. Thus, the transmitted symbol at time n will be given by
where, for brevity, m n = E{z Q n }. Consider now the n-th bit in the information sequence, b n , and let b n+d−1 n be the receiver
In the hypothesis that there is no feedback from the receiver, the probability P d n (e) can be rewritten as
In the following, we will derive an upper bound on P be the corresponding vector of received samples. The idea is to upper-bound the probability of incorrectly decoding bit b n by computing the probability that the received vector is outside a sphere of radius ρ(n, d, b
) centered on the transmitted symbol sequence
where ρ(n, d, b
) is chosen so that all points within the sphere centered on s(b
) with that radius lead to correct decoding of bit b n . The following proposition specifies a possible value for ρ(n, d, b
).
April 29, 2019 DRAFT Lemma 3.1: For an adaptive-size CCM scheme, the TSB (21) holds true when choosing
where we have defined, for ι = 1, . . . , 2 n − 1,
Proof: The proof is reported in Appendix A.
Notice that, whenever
By substituting the value of the radius specified in Lemma 3.1 into (21), the obtained TSB
where Γ(k, x) is the upper incomplete gamma function. The following proposition provides a sufficient condition for anytime reliability of the adaptive-size CCM.
Proposition 3.1:
Consider an adaptive-size CCM scheme with the following properties.
• The invariant pdf
• The normalization constant Γ n satisfies Γ n ≥ λ2 n , for λ > 0.
Then, the following facts holds.
i) For every n and
ii) For σ 2 < σ 2 sup , the adaptive-size CCM is anytime reliable with anytime exponent satisfying
where σ 2 sup is the unique solution smaller than β of the following equation:
Proof: i) From (23) , in the hypotheses of the proposition, we can bound (ρ (n, d, ι)) 2 as follows.
where the fraction above is the squared difference quotient of function
f (x) is increasing and its derivative is bounded away from zero in every point of its domain, thanks to (26). Taking ρ(n, d, b n 1 ) as in Lemma 3.1 yields the proof of i).
ii) It is easy to verify that, if (28) is satisfied, then β/σ 2 sup > log 2. Thus, we have, for σ 2 < σ 2 sup
and for every b
As a consequence, we can use the following upper bound that can be found in [24] , which holds for x > a log 2,
to upper-bound the numerator of each term in (25) as follows:
Moreover, the following lower bound to the gamma function Γ(a) for a ≥ 1 can also be derived
Substituting both the upper and the lower bound into (25), we obtain the following looser upper
which implies that the scheme is anytime reliable with an anytime exponent not lower than γ. The fact that γ is larger than zero follows from (28) and from the fact that x − log x is monotonically increasing for x > 1.
It is worth noting that the logistic map does not satisfy the conditions of Proposition 3.1, since
which has a vanishing derivative for x → 0, 1.
B. Average energy expenditure
The condition Γ n ≥ λ2 n of Proposition 3.1 implies that the instantaneous power increases exponentially with n when there is no feedback from the receiver. However, when feedback is allowed, the instantaneous power depends on q n , which can be kept small provided that the noise variance is low enough.
In this paragraph, we analyze the average energy expenditure of anytime reliable adaptive-size CCM. More precisely, we will consider the worst-case scenario in which, for every n and
and derive bounds on the distribution of q n , which is the modulation efficiency at time n, when feedback from the receiver allows to shorten the input bit queue. The result is given in the following proposition.
Proposition 3.2:
For an anytime reliable adaptive-size CCM scheme satisfying (36), when there is feedback from the receiver, the modulation efficiency distribution at time n + d − 1, n = 1, 2, . . . , satisfies
1 − e −γ e −γd ,
April 29, 2019 DRAFT Proof: We first find an upper and a lower bound to P{q n+d−1 ≥ d} for d ≥ d 0 and then we use such bounds to derive (37).
We have, for d ≥ d 0 ,
where the first inequality is the union bound. Moreover
Using (38) and (39), we obtain, for
With the above result, we can easily bound the average energy expenditure at time n + d − 1.
Notice that, because of ergodicity, such result is useful also to bound the mean energy expenditure over time for a given realization of the adaptive-size CCM scheme. To make things simple, we 
where E 0 is the average energy for d < d 0 and is clearly finite. The second term is finite as long as γ > ln 4, in which case
April 29, 2019 DRAFT Algorithm 2: Adaptive-bandwidth CCM.
• A pair of initial conditions are set to
for suitable semi-infinite binary sequences u 0 and u 1 . Moreover, ǫ 0 = 1.
• Then, for n = 1, 2, . . . 1) Set q n = n − ǫ n−1 + 1. The transmitted symbol s n is a size-q n vector
2) The components of s n are transmitted through orthogonal channels. Each of these components is a sample taken from one of two possible chaotic sequences, and carries information about a single bit.
3) The receiver performs optimal ML decoding and sends back to the transmitter through the feedback channel the value of ǫ n .
Analogously, for the m-th moment,
as long as γ > m ln 4.
IV. ADAPTIVE-BANDWIDTH CCM
In this section, we propose a different time-varying CCM scheme, in which, instead of increasing the modulation size, we use an orthogonal modulation to accommodate all bits transmitted at a given time. Each bit then is allocated to a different channel and, within this channel, it is modulated by one of two possible chaotic sequences. From the practical point of view, such adaptive-bandwidth CCM system could be implemented as an adaptive-size FSK one.
For a given chaotic map f , the system works as showed in Algorithm 2. The definition of q n and ǫ n is the same as in Algorithm 1.
If each orthogonal channel is AWGN, the received sample at time n will be
where w n = (w 
Remark 2: The idea to use a time-varying multi-dimensional system may be also implemented in the simple form of a binary repetition coding scheme with time-varying efficiency. Under certain circumstances (to be demonstrated for the chaos-based system in the sequel) both kinds of systems would offer growing reliability with a growing number of channel uses, but the usage of a chaotic waveform offers additional advantages with respect to the classical counterpart. As mentioned before, a CCM system offers the availability of a whole family of chaotic systems that may be tailored to meet different statistical properties. For example, there is the possibility of self-synchronisation at the receiver, without the need of additional signals or protocols, due to the properties of chaotic waveforms of low autocorrelation out of the origin. Moreover, they may offer as well low probability of interception in absence of third-party knowledge of the specific chaotic dynamics.
A. Anytime reliability of adaptive-bandwidth CCM
In this subsection, we study the anytime reliability properties of the adaptive-bandwidth CCM, as described above. Due to the intrinsic symmetry, the probability thatb
is not equal to b n can be written as
which, after some algebra, leads to
is the squared Euclidean distance between the chaotic trajectory starting at z (1) and the one starting at z (0) after d steps, and d 2 j represents the individual quadratic difference at instant j.
Using the bound erfc (x) ≤ e −x 2 ,
As is already known, anytime reliability conditions would be proven if, for certain d 0 > 0 and 2) The initial condition z (1) is chosen according to a binary symbolic sequence u 1 = u complementary of the one corresponding to z (0) , so that z
In this case, for
The BSM case corresponds to g (x) = x, with β = 1 4 mr +1 . Proof: In the presence of a run of up to m r bits in u, the minimum individual squared distance between the two orbits is reached at iteration j when the symbolic sequence of f j z
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or the complementary one. The bits after u j+mr+2 can take any value. This is the point where
are closest to the separation point 1/2. Indeed, we can verify
and therefore
Moreover, it is easy to see that
Given that
, it is straightforward to verify that
since these are the closest points both trajectories could reach simultaneously under the conditions of the proposition, on opposite sides of the separation point g (1/2). 2) The initial condition z (1) is chosen according to a binary symbolic sequence u 1 = u complementary of the one corresponding to z (0) , so that z (1) = g (M TM (u)).
In this case, for
For the tent map g (x) = x, and in this case β = 1 9 .
Proof: Considering the mapping corresponding to the tent map, it is easy to verify that, at a given iteration j, the difference between mappings would be
The worst case (minimum value) would correspond to a semi-infinite sequence u ∞ j where the first term in the summation has a given sign, and the remaining terms the opposite one. There is an infinite number of such sequences. Calculating (59) for this case yields
This is the situation, under the conditions of the proposition, where the mappings may come closest to each other, and so would do
Therefore, ∀ j > 1, it is verified that, under the conditions of the proposition,
B. Average bandwidth and energy expenditure
For the adaptive-bandwidth CCM, the modulation efficiency is related to the number of dimensions in the signal vector, and hence to the required bandwidth and energy. Assuming a required bandwidth per dimension of ∆f , the total bandwidth for efficiency d is given by
Suppose that the error probability P d n (e) satisfies (36). In such a case, with the help of (37), the average bandwidth can be bounded as 
where E 0 is the average energy for d < d 0 . (a) Bit error probability as a function of the decoding delay. We first consider adaptive-size CCM with the BSM map, when the normalization constant is
V. PERFORMANCE RESULTS

A. Performance results for the adaptive-size CCM scheme
In this setting, thanks to (24) , the conditions of Prop. 3.1 are satisfied with Figure 1 (a), which shows the bit error probability as a function of the decoding delay for each bit position in the block, we can see that the scheme is anytime reliable. Indeed, the performance is quite independent on the position in the block, and the bit error probability drops exponentially fast to zero. We can also see the residual error appearing below 10 −5 . Figure 1(b) shows the histogram of the modulation efficiency, which, as predicted by the theoretical analysis of Section III, also drops to zero exponentially, for d ≥ 3. The empirical mean of the modulation efficiency is about 2.76. In none of the 10 6 blocks the modulation efficiency went over 13 bits.
In Figure 2 , we compare in terms of measured P It can be seen that all curves exhibit an exponential decrease of P d n (e) with d, up to a certain level. Moreover, the slope increases with decreasing values of σ 2 . It is also important to notice that, while BSM and tent map show a similar anytime exponent, the logistic map shows a faster slope (i.e., a larger anytime exponent), which is essentially due to the nonlinear transformation in (16) . Thus, although the logistic map does not satisfy the conditions of Proposition 3.1, it is anytime reliable all the same. Finally, notice that we can observe at a certain point an error floor (due to bits incorrectly considered well estimated at the receiver), giving rise to a residual bit error probability, which is however always lower than the target value P res e = 10 −5 . we can see that the scheme is anytime reliable, with a residual error below 10 −5 . Indeed, the performance is quite independent of the position in the block, and the bit error probability drops exponentially to zero. We can see there are some slope changes for particular bits, specially as we approach and reach the maximum efficiency d attained. This is related to the chaotic nature of the encoding, where the evolution of the log-likelihood ratios (LLRs) at the decoding stage is linked to the evolution of the differences among possible trajectories f j z (0) − f j z (1) . In Figure 4 , we compare in terms of measured P It can be seen that, for the particular values of the randomly chosen initial condition pair for each kind of map, the tent map performs poorer than the BSM and the logistic map, which have similar behavior. The best one is the logistic map, for reasons similar to what was seen in the case of the adaptive-size CCM: its nonlinear transform makes it perform better. It is to be noted that β is a very conservative parameter: though for the BSM it takes a value several orders of magnitude lower than the one for the tent map (β = 1/9), the experiments show a better trend for the first one. This is related to the fact that its calculation resorts to the worst case possible for the difference among chaotic trajectories, and the frequency of the related event is really small. Notice also that the residual bit error probability is lower than P res e for the curves going down to 10 −5 . This error floor phaenomenon was already identified in the case of the adaptive-size CCM. In Table I, In Table II , we have the values of the empirical average signal-to-noise ratio (SNR), expressed in dBs, for the two setups considered, and the same kind of maps. The simulation parameters are as before. We can see now the whole picture: while there is an advantage for the adaptive-size CCM from the point of view of the average modulation efficiency, the adaptive-bandwidth CCM case has an advantage in SNR. Its values are always bounded around 10 dB, whereas for the adaptive-size CCM they explode when the noise power is high. This is related to the fact that the power in this case grows exponentially with d, while in the previous case it grows linearly.
B. Performance results for the adaptive-bandwidth CCM scheme
C. Comparison among different CCM schemes
The trends show that for the adaptive-size CCM a duplication of the noise power is reflected in almost a squaring of the average signal power. In the case of the adaptive-bandwidth CCM, a duplication of the noise power essentially leads to a duplication of the average signal power, and this keeps the average SNR largely constant along the range. It is worth noting that, typically, the pure coding schemes described, e.g., in [12] , [13] have problems whenever the amount of information to be transmitted at each time is very low. For example, Figure 7 of [13] shows that, when transmitting 16 coded bits per time step, the performance curves of P d n (e) show a very relevant slope loss. As an example, for the best performing design, P d n (e) ≃ 7 × 10 −5 for d = 50 at a signal-to-noise ratio of 0.5 dB. Moreover, Figure 14 of the same paper shows that feedback does not dramatically improve the performance on the AWGN channel. On the contrary, our scheme does not suffer from the short length of the information word at each time step. Indeed, our discussion has focused on the particular case where a single information bit is generated at each time step. Such scenario can arise when scalar measurements are differentially encoded, and the transmitted bit is thus simply a flag that denotes whether the state variable is increasing or decreasing. So, in our opinion, our scheme is particularly well suited when the system throughput is very low. On the contrary, pure coding schemes are well suited whenever at each time step there is a considerable information to be conveyed through the channel.
VI. CONCLUSIONS
In this paper, we have presented two alternatives to define anytime reliable systems using chaos-based communications. In both cases, we have studied the conditions needed for anytime reliability, and we have provided relevant design criteria. We have also developed formal proofs Before facing the proof of Lemma 3.1, we prove a simple property of sequences for any adaptive-size CCM scheme. Let s n (b n 1 ) be the symbol transmitted at time n. We remind that there is no feedback from the receiver, so that ǫ n = 1 for every n. 
Proof: As ǫ n = 1, we have that
, where f u is the map with uniform invariant density that is topologically conjugate with f , and that Q
U is a uniform quantizer on [0, 1] with 2 n levels. Thus:
where we have defined
f is increasing and the scaling and offset of (10) preserves ordering, s n (b
U . In other words, each of the quantization intervals of Q (n) U is partitioned into 2 n ′ −n subintervals, which correspond to the quantization intervals of Q (n ′ )
U . It trivially follows that Q (n)
. A pictorial representation of the forward ordering property is in Figure  5 . As is shown, the "cone" of sequences that share the same value of s n (b 
having defined
and 
We can lower-bound the RHS of (75) , j ≥ n .
It is easy to see that, whatever is the bit mapping, ι j (b + ) = 2 j−n ι n (b 
As a consequence of (78), all points r Exactly the same procedure can be followed to show that all points r 
