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Resumo
Neste trabalho apresentaremos espaços normados clássicos estudados em Analise Funcional, incluindo 
espaços de sequências, espacos de funções contínuas e os espaços Lp e L^>. Tambám apresentaremos 
e demonstraremos alguns resultados cláassicos dessa teoria, a saber: o Teorema de Banach-Steinhaus, 
o Teorema da Aplicaçcaõo Aberta, o Teorema do Graáfico Fechado e, as formas vetoriais e versõoes 
geomáetricas do Teorema de Hahn-Banach.
Palavras-Chave: Espaços Normados, Espaços de Banach, Operadores Lineares Contínuos
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Abstract
In this work we will present some classical normed spaces studied in Functional Analysis, including 
spaces of sequences, spaces of continuous functions and the spaces Lp and L^>. We will also present 
and demonstrate some classic results of this theory, namely: the Banach-Steinhaus Theorem, the 
Open Mapping Theorem, the Closed Graph Theorem, and the geometric and analytic versions of the 
Hahn-Banach Theorem.
Key-Words: Normed Spaces, Banach Spaces, Continuous Linear Operators
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Capítulo 1
Introdução
O estudo da Analise Funcional tem como foco principal os espaços vetoriais normados, entre eles 
os espaços de Banach, e as transformacões lineares contínuas entre tais espacos. Pode-se perceber 
então que a teoria de Analise Funcional tem relacao com a teoria de Algebra Linear. A diferenca que 
temos entre o estudo dessas teorias íe que em Aníalise Funcional preocupa-se com a continuidade das 
transformaçcõoes lineares em espacços de dimensaõo qualquer enquanto a Aí lgebra Linear nõao. Isto se deve 
ao fato de que uma transformaçcaõo linear definida em um espaçco vetorial de dimensaõo finita, munido 
de uma norma qualquer, íe sempre contínua.
Em 1903, J. Hadamard começcou a chamar transformacçõoes lineares que assumem valores em um 
corpo de escalares de funcionais e, em 1922, P. Levy publicou um livro onde apareceu pela primeira 
vez o nome desta teoria chamada Análise Funcional.
O conceito de norma surgiu entre 1920 e 1922 em trabalhos publicados pelos matemíaticos N. 
Wiener, E. Helly, Banach e H. Hahn. A definiçcõao usada atualmente foi apresentada por Banach em 
sua tese defendida em 1920 e publicada em 1922. Quando a teoria surgiu, Banach e seus colegas 
chamaram os espacos vetoriais normados completos de espaços de tipo B. Mais tarde, em 1928, M. 
Fréchet cunhou o termo espaço de Banach, que é um dos conceitos básicos da Analise Funcional.
Um dos teoremas principais da Aníalise Funcional íe o Teorema de Banach-Steinhaus, que foi provado 
em 1927 em um artigo publicado por Banach e Steinhaus. Ambos deram grandes contribuiçcoões em 
Aníalise Funcional e tiveram papíeis centrais na escola polonesa do síeculo XX. Mais tarde em 1932 mais 
dois teoremas importantes foram provados. Conhecidos hoje como Teorema da Aplicaçcõao Aberta e 
Teorema do Gríafico Fechado tais resultados foram provados por Banach e sõao considerados o marco 
fundador da Aníalise Funcional.
Formas diversas do Teorema de Hahn-Banach foram provadas por Helly em 1912 e por Hahn em 
1922. Em 1927 Hahn publicou uma demonstracçõao do teorema para funcionais lineares definidos em 
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espaços de Banach. So em 1929 Banach demonstrou o Teorema de Hahn-Banach para funcionais em 
espaços normados. O caso complexo do Teorema de Hahn-Banach foi demonstrado em 1936 por F. 
Murray para funcionais lineares definidos no espaçco Lp, p > 1. O caso mais geral foi mostrado mais 
tarde em trabalhos publicados por G. A. Soukhomlinov e por H. F. Bohnenblust e A. Sobczyck.
Em 1933 uma primeira versão das formas geométricas do Teorema de Hahn-Banach foi mostrada 
por Mazur. A partir de então resultados similares passaram a ser chamados da mesma maneira.
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Capítulo 2
Espaços Normados
Neste capátulo serõao apresentadas desde as definiçcõoes báasicas, tais como norma e espaçco vetorial 
normado, seguindo em direçcõao a resultados sobre espaçcos de Banach. Pelo caminho serõao estudados 
os comportamentos de espaçcos normados especiais na teoria de Anáalise Funcional, sõao eles: os espaçcos 
Lp, p > 1 e os espacos de sequencias.
Como todo espaçco normado áe um espaçco máetrico, tambáem estudaremos um pouco da topologia em 
tais espaçcos, em particular, as propriedades que dizem respeito a compacidade e separabilidade. Essas 
propriedades saõo essenciais para o estudo dos operadores lineares contánuos. Neste capátulo utilizamos 
como referencias principais [1] e [5].
2.1 Definições e primeiros exemplos
Definição 2.1.1. Seja E um espaco vetorial sobre K (onde K = R ou C). Uma função || • || : E R 
e chamada de norma se satisfaz as seguintes propriedades:
1. ||x|| > 0 para todo x G E e ||x|| = 0 o x = 0.
2. ||ax|| = |a|||x|| para todo a G K e todo x G E.
3. ||x + y|| < ||x|| + ||y|| para quaisquer x,y G E.
Um espaçco vetorial munido de uma norma chama-se espaçco vetorial normado ou espaçco nor- 
mado. Todo espacço normado áe um espacço máetrico com a máetrica dada por d(x, y) = ||x - y||, como 
podemos verificar abaixo:
1. d(x, x) = ||x - x|| = 0.
2. x = y d(x,y) = ||x - y|| > 0.
11
3. d(x, y) = ||x-y|| = ||y - x|| = d(y, x).
4. d(x,z) = ||x - z|| = ||x - y + y - z|| < ||x - y|| + ||y - z|| = d(x,y) + d(y,z).
Dizemos que a metrica d e induzida pela norma || • ||. Assim podemos aplicar toda a teoria de espaços 
métricos aos espaços normados. Em particular, uma sequência em um espaço normado E é convergente 
para um vetor x G E se limn^x ||xn - x|| = 0.
Definição 2.1.2. Uma sequência (xn)X=1 de elementos de um espaço métrico E é dita de Cauchy, se 
para todo e > 0 existe n0 G N tal que, para todos m, n G N com m,n> n0, temos
xn) < e
Ha uma relacõo entre sequências de Cauchy e sequencias convergentes. E possével demonstrar que 
toda sequêencia convergente ée de Cauchy mas nem toda sequêencia de Cauchy ée convergente. E ée por 
este fato que temos a seguinte definiçcaõo:
Definição 2.1.3. Um espaço metrico E e dito completo quando toda sequência de Cauchy de ele­
mentos de E e convergente.
Com estas definicçõoes podemos definir e demonstrar alguns resultados importantes em Anaélise 
Funcional.
Definição 2.1.4. Um espaço vetorial normado e chamado espaço de Banach quando for um espaço 
metrico completo com a metrica induzida pela norma.
Exemplo 2.1.1. Seja X um conjunto não-vazio. Uma funcão f : X K e limitada se sua imagem 
for um subconjunto limitado de K, ou seja, existe M > 0 tal que |f(x)| < M para todo x G X. O 
conjunto B(X) de todas as funções limitadas f : X K e um espaço vetorial com as operações usuais 
de funçcãoes. E torna-se um espaçco de Banach com a norma
\\f x = sup \f (x)|.
xex
Vejamos que ||.||x satisfaz as condicães para ser norma.
1. ||f ||x = sup{|f(x)| : x G X} > 0 e ||f ||x = sup{|f(x)| : x G X} = 0 o f(x) = 0, V x G X.
2. ||af||x = sup{|af(x)| : x G X} = sup{|a||f(x)| : x G X} = |a| sup{|f(x)| : x G X} = |a|||f||x .
3. ||f + g||x = sup{|f(x) + g(x)| : x G X} < sup{|f(x)| + |g(x)| : x G X} < sup{|f(x)| : x G 
X} + sup{|g(x)| : x G X} = ||f||x + ||g||x .
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Então, llf ||ro e uma norma em B(X).
Mostremos que B(X) e espaco de Banach, para isto só falta mostrar que este e um espaco completo. 
Seja (fn)n=í uma sequência de Cauchy em B(X). Dado e > 0 existe n0 G N tal que ||fm — fn|| < e, 
para todo n, m > n0. Assim, dado x G X tem-se
|fm(x) — fn(x)| < sup{|fn(x) — fm(x)| : x G X} < 2, V m, n > no.
Então (fn(x))n=1 e de Cauchy em K, para todo x G X, e como K e completo (fn(x))n=1 e convergente. 
Defina f : X K por f (x) = limn^^> fn (x). Vamos mostrar que f G B(X) e que fn f.
Fazendo m temos
sup{|fn(x) — f(x)| : x G X} < 2 < e, V n > no . (2.1)
Como (fn)n=1 e de Cauchy, (fn)n=1 e limitada. Assim existe M > 0 tal que ||fn||^ < M, para todo 
n G N, ou seja, |fn(x)| < M, para todo x G X e para todo n G N. Como fn f, dado e = 1, existe 
no G N tal que
|fn(x) — f(x)| < 1, V n > no, x G X. 
Em particular, para no vale que
|fn0(x) — f(x)| < 1, V x G X
—|fn0(x)| + |f(x)| < 1, V x G X
|f(x)| < 1 +|fn0(x)| = 1 +M, V x G X.
Assim, mostramos que f e uma função limitada, logo f G B(X). E voltando em (2.1) segue que 
fn f. Dal, podemos concluir que B(X) é espaço de Banach.
Proposição 2.1.1. Sejam E um espaço de Banach e F um subespaço vetorial de E. Então F e um 
espaçco de Banach com a norma induzida por E se, e so se, F e fechado em E.
Demonstração. (^) Suponha que F é um espaco de Banach e tome (xn)n=1 uma sequencia em F 
tal que xn x em E. Então, (xn)n=1 é de Cauchy em F e, portanto, convergente em F, pois F é 
completo por hipétese. Entao existe y G F tal que xn y. Pela unicidade do limite da sequencia, 
temos que x = y. Logo, F ée fechado.
(^) Suponha F fechado em E e seja (xn)n=1 uma sequência de Cauchy em F. Então (xn)n=1 e de 
Cauchy em E e, portanto, existe x G E tal que xn x. Como F e fechado segue que x G F. Logo,
F ée completo. □
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Exemplo 2.1.2. Seja C[a, b] o conjunto das funções conténuas de [a, b] em R. C[a, b] é um subespaço 
vetorial do espaço de Banach B [a, b] e portanto e um espaço normado com a norma
||f||x = sup{|f(x)| : x G [a,b]} = máx{|f(x)| : x G [a,b]}.
Vejamos que C[a, b] e um espaçco de Banach pela Proposicçaõo 2.1.1, logo basta provar que C[a, b] e 
subespaco fechado de B[a, b]. Para isto observe que se fn ç C[a, b] e fn f em B[a, b]. Segue de ([2], 
Teorema 9.2) que f e continua por ser limite uniforme de funções continuas, ou seja, f G C[a, b].
Exemplo 2.1.3. Definimos o espaçco das funçcoões continuamente diferenciaveis por
C 1[a, b] := {f : [a, b] R : f á diferenciável em [a, b] e f' G C[a, b]}.
De forma usual, nos extremos consideraremos os limites laterais correspondentes. Podemos observar 
que C 1[a, b] e subespaco vetorial de C[a, b]. Entretanto, veremos mais adiante que C 1[a, b] nao e 
fechado em C[a, b] e portanto nõo e completo na norma ||.||x, pela Proposiçõo 2.1.1. Consideremos 
outra norma neste espaçco
||f ||c i = ||f ||x + ||f '||x
Vejamos que ||.||C1 satisfaz as condicçoões para ser norma.
1. ||f||c 1 = ||f||x + ||f'||~ > 0
e
||f ||C 1 = ||f x + ,f' x = 0 o ||f x = 0 e ,f' x = 0 o f = 0.
2. ||af||ci = ||af||x + ||af'||x = |a|||f||x + |a|||f'||x = |a|(||f||x + ||f||x) = |a|||f||ci.
3 ||f + g||C1 = ||f + g X + ||(f + g)/| x < ||f x + g x + f/ x + '/ x = ||f||c1 + ||g||C1.
Assim, C1[a, b] e um espaçco normado com a norma ||.||C1.
Provemos que (C 1[a, b], ||.||ci ) e um espaco completo. Dada uma sequência de Cauchy (fn)n=1 em 
(C 1[a,b], ||.||ci), como ||f||x < ||f||ci e ||f'||x < ||f||c i, segue que as sequências fffi e (fn)x=i 
sõao sequêencias de Cauchy em C[a, b]. Do exemplo anterior sabemos que C[a, b] e completo, logo existem 
f, g G C[a, b] tais que fn f e ff g uniformemente. Por outro lado, pelo Teorema Fundamental 
do Calculo podemos escrever
/• x
fn(x) - fn(a) = / (fn)'(t)dt,
a
para todos x G [a, b] e n G N. Tomando o limite quando n w, concluímos que f G C 1[a, b] e que 
f' = g. Segue que fn f em C 1[a, b]. Assim, podemos concluir que C 1[a, b] e completo e portanto 
espaçco de Banach.
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Podemos definir o espaço das funções duas vezes continuamente diferenciáveis por
C2[a, b] = {f : [a, b] o R : f é diferenciável em [a, b] e f' G C 1[a, b]}.
De forma anaáloga, C2[a, b] se torna espaçco de Banach com a norma
||f ||c 2 = ||f ||- + ||f '||- + ||f ''||-.
Indutivamente, para k G N, definimos o espaço das funções k vezes continuamente diferenciáveis por
Ck = {f : [a, b] o R : f á diferenciavel em [a, b] e f' G Ck-i[a, b]}.
Temos de maneira anaáloga que Ck se torna espaçco de Banach com a norma
| | f | | C k = | | f | | - + | | f' | | - + ••• + | | f (k)| | -
Agora o objetivo seráa demonstrar que todo espaçco de dimensõao finita áe completo, para isto seráa 
necessaário o lema a seguir.
Lema 2.1.1. Seja B = {x1, . . . , xn} um conjunto de vetores linearmente independentes de um espaçco 
normado. Então existe uma constante c > 0, que depende do conjunto B, tal que
||aixi + a2X2 +-------+ anXn|| > c(|ai| + |«2| +-------- + K|),
para todos a1, . . . , an G K.
Demonstraçao. Vejamos que || • ||a : Rn —0 R, dada por
|| (ai , . . . , an) || A =
n
ajxj
j=i
áe uma norma em Rn:
1. ||(ai,.. .,an)||A = ||j aj Xj || > 0e = ||(ai,... ,a™)||A0 o p2n=1 °j' Xj || =0 ::-Xj; . °j' Xj = 0 
o aj = 0, Vj — 1, ...,n o (ai,... ,an) = 0 .
2. ||a(a1,..., an) || A — || Ej=i a(aj xj) || — ||a Ej=i aj xj || — | a| || Ej=i aj xj || — | a| • || (ai, . . . , an) ||.
3. || (ai, . . . , an) + (bi, . . . , bn)||A — ||Ej=i(aj + bj)xj — Ej=i ajxj + Ej=i bjxj Ej=i ajxj || +
||Sj=i bj xj
—||(ai,...,an)||A+||(bi,...,bn||A.
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Como ||(a1,..., an)|| 1 = |a11 + • • • + |an| tambem e norma em Rn, por ([3], Teorema 8]), existe c > 0 
tal que
IlaiXi + a2X2 +-------+ anXnll > c(|ai| + |a2| +--------+ M).
A demonstração é analoga no caso de Cn. □
Teorema 2.1.1. Todo espaço normado de dimensão finita é um espaço de Banach. Consequente­
mente, todo subespaço de dimensão finita de um espaço normado E e fechado em E.
Demonstração. Sejam E um espaco normado de dimensão finita e B = {^1... ,fin} uma base nor­
malizada de E. Dada uma sequencia de Cauchy (xk)k=1 em E, para cada k G N, existem unicos 
escalares (a^,..., a^) tais que xk = a(1k)^1 + ...a^^n. Dado e > 0, pode-se tomar n0 G N tal 
que ||xk — xm|| < ce para todos k,m > n0, onde c é a constante do lema anterior para o conjunto 
linearmente independente B. Segue que
n
j=1
(m) 1
— a( )| < - jc
n
È(a(k) —
j=1
= 1 ||Xfc — Xm|| < e, Vk, m > n0.
Daí, para cada j = 1,... ,n, a sequencia de escalares (a(k))k=1 é de Cauchy e, portanto, convergente. 
Seja bj = limk^^> ajk) para j = 1,..., n. Neste caso, temos
n
lim |ajk) — bj| = 0.
k j=1
Definindo x = b1^1 + • • • + bnfin, temos x G E e
lim ||xk — x|| = lim
kk
n
^(j — bj M
j=1
n
< lim |ajk) — bj| = 0.
k j=1
Assim, podemos concluir que xk x. Portanto, E é espaco de Banach.
Aléem disso, sendo E um espaçco normado qualquer, todo subespaçco de dimensaão finita de E seréa
Banach pelo que acabamos de provar e, em particular, sera fechado em E pela Proposicao 2.1.1. □
Vejamos agora que entre espaçcos normados de dimensãao infinita existem espaçcos de Banach e 
espaçcos que nãao sãao de Banach.
Exemplo 2.1.4. Denotaremos por c0 o conjunto de todas as sequências de escalares convergentes para
0, ou seja,
c0 = {(ak)k=1 : ak G K para todo k G N e ak 0}.
Podemos ver que c0 e um espacço vetorial com operacçoães usuais de soma e multiplicacçaão por escalar 
de sequêencias. Alem disso, c0 e um espacço normado com a seguinte norma:
||(«fc)k=i||~ = sup{|ak| : k G N}.
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De fato, vejamos que ||.||x satisfaz as condições para ser norma:
1. ||(ak)k=i||~ = sup{|ak| : k G N} > 0 e
||(ak)k=1||~ = sup{|ak| : k G N} = 0 o |afc| = 0, V k G N o ak = 0, Vk G N.
2. ||a(ak)X=1||x = sup{|aak| : k G N} = sup{|a||ak| : k G N} = |a| sup{|ak| : k G N} =
|a|.||(ak| x.
3. ||(ak + bk)k=1||x = sup{|ak + bk| : k G N} < sup{|ak| : k G N} + sup{|bk| : k G N} = 
||(ak)kx=1||x + ||(bk)kx=1||x .
Mostremos agora que c0 e um espaço de Banach. Seja (xn)n=1 uma sequência de Cauchy em c0. 
Escrevamos xn = (a(nk))kx=1 para cada n G N. Para cada j G N, vale a desigualdade
|a(nj) - a(mj)| < sup{|a(nk) - a(mk)| : k G N} = ||xn - xm||x .
Assim a sequência (an^)X==1 e uma sequência de Cauchy em K. Logo (an^)X==1 e convergente. Quando 
n temos a„;) aj para cada j G N. Chamando x = (aj)j=1, vamos checar que x G c0 e que
xn x.
Primeiramente mostremos que x G c0. Dado e > 0, existe n0 G N tal que
m, n > n0 ||xm xn||x < e
sup{|ank) — amk)| : para todo k G N} < e 
tók)—4^ <e
Fazendo m temos |an0 — aj | < e para todo k G N. Dai, |aj | < e + ^01 para todo j G N.
Agora xn0 = (an0) G c0. Então existe j0 G N tal que se j > j0 então |anj)| < e, o que implica 
|aj| < e + ^01 < 2e. Logo, aj 0, ou seja, x G c0.
Mostremos que xn x. Dado e > 0, existe n0 G N tal que
m, n > n0 || xm xn|| x < e.
Dai, segue que
m,n > no ||xm — x„||x = sup{|ank) — | : k G N} < e.
Fazendo m temos
||xra — x||x = sup{|ank) — ak| : k G N} < e, V m,n > no.
Portanto, xn x.
Portanto, c0 e espaço de Banach.
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Exemplo 2.1.5. Denotemos agora por c00 o subespaçco de c0 formado pelas sequêencias eventualmente 
nulas, ou seja,
c00 = {(ak) G c0 : existe k0 G N tal que ak = 0 para todo k > k0}.
Considere os vetores x1 = (1, 0,0,...), x2 = (1, 2,0,...),... ,xn = (1,1,..., n, 0,...),.... Temos 
entao que (xn) e sequência em c00 . Tomando x = (1) X=1 G c0, segue que ||xn - x||x = n+i 0, 
ou seja, xn x em c0. Como x G c00, resulta que c00 não e fechado. Da Proposicão 2.1.1, c00 e um 
espaçco normado incompleto, portanto nãao e espacço de Banach.
2.2 Espaços de sequências
Para cada nuémero real p > 1, definimos
x
/7, = {(aj)j=1 : aj G K para todo j G N e |flj|p < rc>}.
j=1
Consideremos em £p a seguinte norma
||(aj)jx 1||p =
Vamos mostrar que Ç, é um espaco normado e espaco de Banach com a norma anterior, para isto 
alguns resultados sõao necesséarios.
Proposição 2.2.1. (Desigualdade de Holder para sequências) Sejam n G N e p, q > 1 tais que
1 + 1 = 1. Então 
|ajbj| < 
j=1
para quaisquer a1, . . . , an, b1, . . . , bn.
Demonstracçãao. Primeiramente demonstremos que a desigualdade abaixo ée véalida para quaisquer a e 
b positivos:
ii a b ap • b 1 < a + -. (2.2)
pq
Para isso, consideremos para cada 0 < a < 1, a funcõo f = fa : (0, rc>) R dada por f (t) = ta - at. 
Note que f tem maximo em t = 1 e portanto ta < at + (1 - a) para todo t > 0. Fazendo t = a e 
a = p obtem-se (2.2). De fato,
(a) < a (a) + (1 - a) aa • b1-a < aa + b(1 - a).
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Note que 1 — a = 1. Daí temos que
ab 
- - + -.pq
1 1 
a p • b q
Observe que para a = 0 ou b = 0, (2.2) íe víalida.
Tomemos a, b da seguinte forma
a= 1°, I” 
m=i |ajI”
b= \b, \q 
m=i ibj iq.
Substituindo a e b em (2.4) obtemos
í \a, I” A1 í \b,|q A < 1 í \a,\” A +1 í \bj|q A
Un=i \aj\J a, \bj\a < n j \a,\J+ q Un=i ib>\q;
. ", \ \bj \ 1 í \ a,\p A + 1 í \bj\q A
(E"=ila, lp)1 ■ (S5=i.b, \ q)1 < p Ui\ a, U + q Ui\ bj \ J
__________ \ a,b, \__________
(m=i \ a, i p)1 (m=i \ b, \ q)q
<1 f \ a, \ ”
- A E?=i \ a, I”
1( Ib,\q \ 
q Un=i \ b, \ Q) Vj = 1,2,
Somando as desigualdades para cada j, teremos
________________________ < 1( rn=i \ a, \ A +1( m=i I b, I A = 1 +1 = !
I a, \p) 1 (En=i I b, \q) 1 41 a, q Un=i \ b, \ q) p q .
,n=i a,.b,
,n=i b, q
Assim, podemos concluir que
a,b, <
,=i
e
Proposição 2.2.2. (Desigualdade de Minkowski para sequências) Para p > 1, temos
(
n \ 1 / n \ 1 / n \p
E\ a, + b, I ”1 - lE\ a,I”) + ÍElb, I ”1
para quaisquer n G N e escalares ai,..., an, bi,..., bn.
Demonstração. Se p = 1, a desigualdade segue da desigualdade triangular do valor absoluto. Suponha 
p > 1. Temos que
nn
\ ", + b, \” = \ ", + b, \ ”_i-\ ", + b, \
,=i ,=i
nn
< \ ", \\ ", + b, \ ”— + \ bj\\ ", + b, \ ”_i-
,=i ,=i
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Se p + I = 1, entao (p — 1)q = p, e segue da Desigualdade de Holder que
e
n
E |ajMbj + aj|p-1 <
j=1
1 
qp
n
£|bj |.|bj + «j|p-1 < 
j=1 n
n
E|«j + bj|p
n
|E b
1 
q
Logo, teremos
n
E|“j+' <
j=1
n \ q
E|“j + bj |P|
/ n \ P
((E-r) 1
Como 1 — 1 = 1, obtemos entao
n \ P
E|“j + I <
□
Verifiquemos que £p á espaço normado para 1 < p < w. Observe que £p á um espaço vetorial com 
as operações usuais de soma de sequências e multiplicação por escalar. Mostremos que ||.||p á norma 
em £p. Sejam x = (x-)X=1 e y = (y-)X=1 G £p.
1. ||x||p = (E“1 |x |p) P 0 e tambáem
2. Seja a G K,
|| x|| p = 0 o = 0 o |x-|p = 0 o |x-|p = 0, V j G N o x- = 0,
j=1
V j G N.
||ax||p=
x \ P
= |a|
x \ P
& |pl = |a|||x||p.
3. Temos pela desigualdade de Minkowski para sequêencias que
||x + y||p = (E“i |x + y-|p)p < (Ej=i MP + (— |»j |p)P = ||x||p + ||y||p.
Logo, £p e um espaco normado com a norma ||.||p.
Mostremos agora que £p á espaço de Banach. Seja (xn)X=1 uma sequência de Cauchy em £p. Seja 
xn = (xjn))j=1 para cada n G N. Entao, dado e > 0, existe n0 G N tal que
x \ p
E |x(n) — x(m)|p I < e, V m,n > n0. (2.3)
j=1
||xn xm||p — 1
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Em particular,
|x(n) - x(m)| — ||xm - Xn||p — e, V m, n > no e V j G N.
Logo, (xjn))n=i é uma sequência de Cauchy em K para cada j G N. Seja aj — lim xjn) para cada
j n^— j
j G N, e seja x — (aj)j=i. Provemos que x G tp e que (xn)—=i converge a x.
Segue de (2.3) que
" |xjn) — xjm) |p^ — e, V m, n > n0 e k G N.
Fazendo m o w, obtemos
" |xjn) — aj|p^ — e, V n > n0 e k G N.
Logo,
( — \ p|xjn) — ajM — e, V n > no.
Assim, xn — x G tp e ||xn — x||p — e, para todo n > n0. Daí, x — (x — xn) + xn G tp e ||xn — x||p o 0.
Portanto, podemos afirmar que tp e espaco de Banach.
Para p — w, definimos t— como o espaço das sequencias limitadas de escalares, ou seja,
t— — {(aj)°=i : aj G K, V j G N e sup |aj| < w}. 
jeN
Podemos observar que t— é espaco vetorial com as operações usuais de soma de sequências e multi­
plicação por escalar.
Mostremos que || ( aj)j—=1||— — sup{|aj | : j G N} é uma norma em t—.
1. ||x||— —sup{|aj| : j GN} > 0 e
||x||— —sup{|aj| : j GN} —0o|aj| —0,V j GNoaj —0,Vj G N.
2. ||ax||— —sup{|aaj| : j G N} —sup{|a||aj| : j GN} —|a|sup{|aj| : j G N} —|a|||x||—.
3. ||x+y||— —sup{|aj+bj| : j G N} — sup{|aj| : j G N}+sup{|bj| : j G N} —||x||—+||y||—
Concluimos que t— e espaco normado com a norma ||.|| —.
Mostremos agora que t— e espaço de Banach. Seja (xn)—=i uma sequencia de Cauchy em .
Escrevamos (xn) — (ajn))j=i para cada n G N. Dado e > 0, existe n0 G N tal que
||xn—xm||— — ||(ajn))j=i —(ajm))j=i||— — ||(ajn)—ajm))j=i||— — sup{|ajn)—ajm)| : j G N} < e, V m,n > no. 
21
Observe que |ajn) — ajm)| < sup{|ajn) — ajm)| : j G N} < e, para todo m,n > n0. Daí, (ajn))’=1 
é sequência de Cauchy em K. Como K e completo segue que (ajn))n=1 converge em K. Digamos 
limn^’ ajn) = aj para todo j G N e seja x = (aj)j’=1. Provemos que x G l’ e xn x. Sabemos que
sup{|a(n) — ajm)| : j G N} < e, V m,n > n0.
Fazendo m temos
sup{|a(n) — aj| : j G N} < e, V n < n0.
Logo, xn — x = (aj) — aj) G l’ e ||xn — x||’ < e para todo n > n0. Segue que x = (aj) = 
(ajn)) — (a(n) — aj) G l’. Assim x = (aj)j=1 G l’ e ||xn — x||’ 0. Daí, podemos concluir que l’ é
espaçco de Banach.
O fato de toda sequência convergente ser limitada implica que c0 e subespaco de l’ e por c0 ser 
Banach, c0 e subespaco fechado de l’ pela Proposição 2.1.1.
2.3 Os espaços Lp(x ^, M)
Nesta seçcaão iremos utilizar alguns conceitos basicos de medida e integraçcãao.Para um estudo detalhado 
de tais conceitos indicamos a referêencia [2].
Sejam (X, S,p) um espaco de medida e 1 < p < rc>. O conjunto de todas as funçães mensuráveis 
de X em K tais que
||f||p = (Á |f|Pd^)P <
sera denotado por Lp(X, S,p).
Teorema 2.3.1. (Desigualdade de Holder para integrais) Sejam p, q > 1 tais que 1 +1 = 1 e (X, S,p) 
um espaco de medida. Se f G Lp(X, S, p) e g G Lq(X, S, p), então fg G L1(X, S, p) e
||fg||1 <||f ||p • ||g||q
Demonstraçcaão. Se ||f||p = 0 ou ||g||q = 0, e facil verificar a desigualdade. Suponhamos entaão ||f||p =
0 = ||g||p. Considere a desigualdade provada na Proposicçaão 2.2.1
1,1 a b ap • bq < —+ -.pq (2.4)
Tomando
a = If (x)|p 
a = ||f IIP eb=
|g(x)|q
I|g|iq
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e substituindo na desigualdade (2.2), temos:
i,i a b a p • b q < —+ - pq
/1f (x) |p\ p / |g(x)| \ 1 1 / |f (x)| V 1 / |g(x)| V
k Ilf||p ) A||g||V -?k||f"J J||g||q7
|f (x)| |g(x)| _( |f (s)|\p , _ (|g(x)| V
||f||p ||g||q “pk ||f||p 7 + A||g||q7
|f (x)g(x)| _ / |f (x)|\p , _ / |g(x)| V
||f||p||g||q “ A ||f||J ' A ||g|U .
Aplicando a integral nos membros da desigualdade anterior, temos
Í |f(x)g(x)| , =
Jx ||f||p||g||q
| | f | |p | |g 11 qL'f (X)g(X)| * 117ÍM | g | q ’ (2.5)_
/_ |fP=
X p ||f||p
_ _ _ 
f Jx'f(x)'Pd" = f f = P
1
■ ’ p
1 |g(x)|q 1 q 1
Jx q • q d = • • ' ' = q
(2.6)
(2.7)•| | g | | q = q.
Podemos concluir de (2.5), (2.6) e (2.7) que
"fg"i < _ , _ = _
||f"p^g^q “ p q
Logo "fg"i < ||f"p • "g"? □
Teorema 2.3.2. (Desigualdade de Minkowski para integrais) Sejam 1 < p < w e (X, S, ^) um espaço 
de medida. Se f, g G Lp(X, S,^), então f + g G Lp(X, S,^) e
||f + g||p < ||f||p + ||g||p (2.8)
Demonstração. Se p = 1 ou ||f + g||p = 0, observemos que a desigualdade (2.8) e valida. Vamos supor
|| f + g|| p = 0 e p > 1. Para todo x G X, temos
|f(x) + g(x)|p < (|f(x)| + |g(x)|)p
< (máx{|f(x)|, |g(x)|} + max{|f(x)|, |g(x)|})p
< (2 máx{|f(x)|’ |g(x)|})p
< 2p(|f(x)|p + |g(x)|p).
Aplicando a integral na desigualdade anterior, teremos
Í |f(x)+ g(x)|pd^ < Í 2p(|f(x)|p + |g(x)|p)dM = 2p Í |f(x)|pdM + 2p / |g(x)|pd^< w.
x x x x
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Assim,
|f(x) + g(x)|pd/ < -x - |f(x)| + |g(x)|p
1
p
< f + g G Lp(X, E,g).
Agora vamos provar que a desigualdade (2.8) e valida. Veja que
|f(x) + g(x)|p = |f(x) + g(x)| • |f(x) + g(x)|p 1
<|f (x)+ g(x)|p-1 • (|f (x)| + |g(x)|)
= |f(x)| • |f(x) + g(x)|p-1 + |g(x)| • |f(x) + g(x)|p-1, para todo x G X,
ou seja,
|f(x)+ g(x)|p < |f(x)|.|f(x)+ g(x)|p 1 + |g(x)||f(x)+ g(x)|p 1, para todo x G X. (2.9)
Tomando q > 1 tal que 1 + 1 = 1 temos que (p — 1)q = p e, portanto, |f + g|p 1 = |f + g| q G
p
Lq(X, E,/), pois fx(|f + g|q)qd/ = fx |f + g|pd/ < rc>. Da Desigualdade de Holder, temos: 
/ |f| • |f + g|p-1 d/ < (£ |f|pd/) P • |f + g|(p-1)qd/) q , (2.10)
1 1
f |g| • |f + g|p-1d/ < (£ |g|pd/)P • |f + g|(p-1)qd/}q.
Somando as equaçcãoes (2.10) e (2.11) e tambéem utilizando (2.9) teremos
ÇJx|f \Pd^P + (X |g|Pd/)P+g|pd^ < (^jf+g|p4
Dividindo ambos os membros da desigualdade anterior por (Jx |f + g|pd/)q , temos
(Á|f|P+ ÇJx .fx |f + g|Pd^
1 <
(fx |f + g|pd^ q
Logo, obtemos
(£|f + g|pd/)‘ q <
o que implica ||f + g||p < ||f||p + ||g||p.
(Á |f P + (Á |g|Pd^) P
5
Note que || • ||p não é em geral uma norma em Lp(X, E,/), pois tem-se o caso em que ||f ||.
(2.11)
□
p = 0 para 
f não identicamente nula. De modo geral, se (X, E,/) é um espaço de medida, introduzimos então 
uma relacao de equivalência dizendo que duas funçoes f, g : X K são equivalentes se f = g /-quase 
sempre, isto é, se existe um conjunto A G E tal que /(A) = 0 e f(x) = g(x) para todo x G A- 
Denotando a classe de equivalêencia de uma funçcãao f por [f], no conjunto quociente
Lp(X, E,/) := {[f] : f G Lp(X, E,/)},
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as operações [f + g] = [f] + [g] e [cf] = c[f] estão bem definidas e tornam Lp(X, S,^) um espaco 
vetorial. Alem disso, definindo
||[f]||p = ||f||p,
corrigimos assim o que faltava para ||.||p ser norma. Mostremos agora que ||.||p é de fato uma norma
Lp(X, S,^) :
1. ||[f]||p = ||f||p = (J* |f|W)p > 0 e ||[f]||p = ||f||p = 0 O (J* |f|pd^)p = 0
O (Jx |f |pd^) =0 O f = 0,^-quase sempre.
1 1
2. ||c[f]||p = ||[cf]||p = (Jx |cf p = |c| (Jx |f p = |c|||[f]||p.
3. ||[f + g]||p = ||f + g||p < ||f||p + ||g||p = ||[f]||p + ||g||p.
Logo, Lp(X, S, ^) e um espaço normado com a norma || • ||p.
Teorema 2.3.3. Se 1 < p < <x>, então Lp(X, S, ^) e um espaco de Banach com a norma
||[f]||p= C/jH p
Demonstração. Basta mostrar que Lp(X, S,^) e completo. Seja ([fn])0=i uma sequencia de Cauchy 
em Lp(X, S, ^). Entao, dado e > 0, existe M = M(e) G N tal que
Seja (gk)k=1 uma subsequência de (fn)0=i tal que ||gk+1 — gk||p < 2 k, para todo k G N. Considere a
/ |fn — fm|W = ||fn — fm||p < ep, V m, n > M.
x
Sabemos que g e mensuravel e naõo negativa. Alem disso,
funcao
o
g : X R U{^}, g(x) = |gi(x)| + è |gk+i(x) — gk(x)|. (2.12)
k=i
np
|g(x)|p = lim |g1(x)| + |gk+1(x) — gk(x)| .
n^o \ z—/k=1
Pelo Lema de Fatou, temos que
Mpd^ = J Jim, (|gi| + è |gk+i — gkd/'
= Jimoinf (^|gi| + è |gk+i — gkd^
< lim inf / |gi| + V |gk+i — gk| d^.
''' k=i J
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Assim, temos que
í |g|Pd^
X
< lim inf / ( |gi| + V l^fc+x - gk| d^.
■' k=1 J
Elevando ambos os membros a p, obtemos
GW < lim inf n|gi| + |gk+ik=i p- gk |
= lim inf
n
|gi|+ |gk+i - gk |k=i
< lim inf
n
||gi||p + ||gk+i - gk||pk=i
1
p
n
< lim inf ||gi||p + 2-k = ||gi||p + 1
k=i
Então, definindo A = {x G X : g(x) < rc>}, podemos concluir que ^(X — A) = 0. Logo, a série (2.12) 
converge exceto talvez no conjunto de medida nula X — A, isto é, a série converge quase sempre. Segue 
que a funcao g • xa G Lp(X, S,g), onde xa é a funcao característica de A. Defina entao f : X K 
por
. I gi(x) + Ek=i(gk+i(x) — gk(x)) se x G A
f (x) = <
0, se x G/ A.
Como gk = gi + (g2 — gi) + (g3 — g2) +------ + (gk — gk-i), temos
k-1
|gk(x)| < |g1(x)| + |gj-1(x) — gj(x)| < g(x)
j=1
para todo x G X e gk(x) f(x) para todo x G A, isto é, a sequencia (gk)k=i converge para
f ^-quase sempre. Pelo Teorema da Convergencia Dominada, segue que f G Lp(X, S,g). Como 
|f—gk|p < (|f | + |gk|)p < (2g)p• XA^-quase sempre, e iimk. .x |f — gk|p = 0, ^-quase sempre, novamente 
pelo Teorema da Convergencia Dominada, temos
lim í |f — gk'""d/' = í 0 d// = 0.
k Jx Jx
Concluímos que gk f em Lp(X, S,g), e portanto [gk] [f] em Lp(X, S,g). Assim [fn] é uma
sequencia de Cauchy que tem uma subsequencia ([gk])k=i que converge para [f]. Logo, [fn] [f] em
Lp(X, S,g). □
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2.4 O espaço LTO(X, S,^)
Seja L(X(X, S,p) o conjunto de todas as funções mensuráveis que sao limitadas p-quase sempre, isto 
á, existem um conjunto N G Se um numero real k tais que p(N) = 0 e |f (x)| < k para todo x G N. 
Se f G L^(X, S, p) e N G S e um conjunto de medida nula, definimos
Sf (N) = sup{|f (x)| : x / N} e ||f ||^> = inf {Sf (N) : N G Se p(N) = 0}.
Pode-se observar que podemos ter ||f ||^ = 0 com f nao identicamente nula. Para resolver este 
problema vamos utilizar as classes de equivalencia análogas as definidas na secõo anterior e considerar 
o conjunto L^(X, S, p) de todas as classes de equivalencia das funções mensuráveis f : X K que sao 
limitadas p-quase sempre. O conjunto L^(X, S,p) é um espaco vetorial com as operacoes anteriores. 
Se [f] G L^(X, S,p) definimos
||[f ]||~ = ||f ||~.
Vamos demonstrar que ||.|| está bem definida em L^(X, S,p). Tome h G [f]. Logo, existe N G S 
tal que f(x) = h(x) para todo x G/ N e p(N) = 0. Assim,
Sf(N) = sup{|f(x)| : x G/ N} = sup{|h(x)| : x G/ N} = Sh(N).
Segue que
||f ||~ = inf {Sf (N) : N G Se p(N) = 0} 
= inf {Sh(N) : N G Se p(N) = 0} = ||h||~
Portanto, ||[f]||^ = ||f ||^ esta bem definida.
Agora, vamos demonstrar que ||.||^ é uma norma em L^(X, S,p).
1. Seja f G L^(X,S,p). Entõo Sf(N) = sup{|f(x)| : x G N} > 0 para todo N G S de medida 
nula. Logo, ||f ||^ = inf {Sf (N) : N G Se p(N) = 0} > 0. Além disso, temos que
Sf(N) =0 o sup{|f(x)| : x G N} = 0 o f = 0 para todo x G N.
Daí, ||f ||^ o inf {Sf (N) : N G Se p(N) = 0} = 0 o 3N G S tal que p(N) = 0 e Sf (N) = 
0 o f = 0 p-quase sempre.
2. Observe que para a G K, Saf = sup{|af(x)| : x G/ N} = sup{|a||f(x)| : x G/ N} = |a| sup{|f(x)| : 
x G/ N} = |a|Sf(N).
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Daí, temos
\ \ af \ \ = inf {Saf (N) : N G Se ^(N) = 0}
= inf {\ a \ Sf (N) : N G Se ^(N) = 0}
= \ a \ inf {Sf (N) : N G Se ^(N) = 0}
= I a \ \ \ f \ \
3. Veja que Sf+g(N) = sup{ f(x)+g(x) : x G/ N} - sup{ f(x) + g(x) : x G/ N} - sup{ f(x) : x G/
N} + sup{ \ g(x) \ : x G N} = Sf (N) + Sg (N). Observe que se Ni, N2 G Se ^(Ni) = ^ (N2) = 0
temos N = Ni U N2 G S, ^(N) = 0 e
Sf(N) + Sg(N) = sup f(x) + sup g(x) - sup f(x) + sup g(x) = Sf(Ni) + Sg(N2).
x(/N x(/N x(/Ni x/N2
Daí,
\ \ f + g \ \ ~ = inf{Sf+g (N): N G S e ^(N) = 0}
- inf {Sf (N) + Sg (N) : N G Se ^(N) = 0}
- inf {Sf (Ni) + Sg (N2) : Ni, N G Se XM) = = 0}
= inf {Sf (Ni) : Ni G Se ^(Ni) = 0} + inf {Sg (N2) : N2 G S e XN2) = 0}
= \ \ f \ \ ro + \ \ g \ \ ro-
Logo, \ \ . \ \ é norma.
Vejamos que se [f]ro G Lro(X, S,^), então \ f(x) \ — \ \ f \\ ro, ^-quase sempre. Pela definição de 
\ \ f \ \ ro existe uma sequencia de conjuntos (Nn)n=i de medida nula tais que
lim Sf (Nn) = \\ f \\ e \ f(x) \ — Sf(Nn), V x G Nn. (2.13)
n^ro
Tomando N = nro=i Nn resulta que N tem medida nula e f(x) - Sf(Nn) para todo x G/ N. Fazendo 
n ro, temos \ f (x) \ — \ \ f \ \
Teorema 2.4.1. Lro(X, S,^) e um espaço de Banach.
Demonstração. Vamos mostrar que Lro(X, S, ^) é completo. Seja ([fn])n=i uma sequencia de Cauchy 
em Lro(X, S,^). Por (2.13), para cada (m,n) G N2 existe Mm,n G S com ^(Mm,n) = 0 e
fn(x) — fm(x) - fn — fm ro, V x G/ Mm,n.
Seja M = (Jron=i Mm,n. Entao ^(M) = 0 e para quaisquer m,n G N,
fn(x) — fm(x) - fn — fm ro, V x G/ M. (2.14) 
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Entaão, para cada x G/ M, a sequêencia (fn(x))nx=1 áe de Cauchy em K e, portanto, convergente. Podemos 
então definir f : X K como
I lim„ .x f (x), se xGM
f (x) = <
^0, se x G M.
Segue que f e mensurável. Por (2.14) e como [fn]X=1 á de Cauchy, dado e > 0, existe n0 G N tal que
sup |fn(x) — fm(x)| < e, V m,n > no.
x(/M
Fazendo m w temos
sup |fn(x) — f(x)| < e, V n > no. (2.15)
x/M
Assim, (fn)X=1 e uniformemente convergente para f em X — M. De (2.15) resulta que fn — f G 
Lx(X, S, ^) para n suficientemente grande. Daí, como f — fn — (fn — f) segue que [f] G Lx(X, S, ^). 
Assim, podemos reescrever (2.15) e concluir que
||[fn] — [f]||x — ||fn — f||x < sup |f„(z) — f(x)| < e, V n > no.
x/M
Portanto ([fn])x=1 converge para [f] em Lx(X, S,^). □
A ocorrência mais frequente dos Lp(X, S, ^) se da quando X — [a, b] Ç R, S e a sigma algebra dos 
conjuntos Lebesgue mensuráveis (que contem os borelianos) e //.. e a medida de Lebesgue. Neste caso 
escreve-se Lp[a, b].
2.5 Conjuntos Compactos em espacos vetoriais normados
Definição 2.5.1. Um subconjunto K de um espaço métrico e compacto, se toda sequência formada 
por elementos de K possui subsequência convergente em K.
Proposição 2.5.1. Se E e um espaço vetorial normado de dimensão finita, então os compactos em 
E sao precisamente os conjuntos limitados e fechados.
Demonstracçãao. Conjuntos compactos em espaçcos metricos saão sempre fechados e limitados. Basta 
entãao provar que todo conjunto limitado e fechado K Ç E e compacto. Suponha que dim E — n e 
seja {e1, . . . , en} uma base normalizada de E. Como estamos em espacços metricos, basta mostrar que
toda sequêencia em K admite subsequêencia convergente em K. Seja portanto (xm)mx=1 uma sequêencia 
em K. Para cada m existem escalares a(1m), . . . , a(nm) tais que xm — jn=1 a(jm)ej. Como K e limitado, 
existe L > 0 tal que ||xm|| < L para todo m. Pelo Lema 2.1.1 existe c > 0 tal que
L > ||xm|| — E
j=1
(m) a(jm)ej — c||(a(1m) 1
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para todo m G N. Assim, a sequência f(a1m\ ..., a£m))') e limitada em Kn. Pelo Teorema de
\ / m=1
Bolzano-Weierstrass esta sequência possui subsequencia ((a(mk),..., a^)H que converge para 
1 k=1
um certo b = (b1, . . . , bn) G Kn. De
nn
(mk)
j
j=1 j=1
ej - bj ej
n
< E|a'mk) - bj| = ||(■),... 
j=1
anmk}) - b|i 0,
concluímos que xmk ]>2n=1 bj ej. Por K ser fechado sabemos que ^2n=1 bj ej G K. □
Definição 2.5.2. Seja E um espaço normado. O conjunto
BE = {x G E : ||x|| < 1}
e chamado de bola unitária fechada de E.
Corolário 2.5.1. A bola unitaria fechada em um espaço normado de dimensao finita e compacta
Apresentamos abaixo um lema que seráa necessáario para demonstrar que a bola unitáaria fechada 
em espaços de dimensão infinita nunca será compacta.
Lema 2.5.1. (Lema de Riesz) Seja M um subespaçco fechado proprio de um espacço normado E e seja 
d um numero real tal que 0 < d < 1. Então existe y G E — M tal que ||y|| = 1 e ||y — x|| > d para todo 
x G M.
Demonstraçcaão. Seja y0 G E - M e considere o nuámero
d = dist(y0, M) := inf ||y0 - x||.
xeM
Como M áe fechado e y0 G/ M, temos d > 0. De fato, suponha d = 0. Entaão existiria uma sequêencia de 
elementos de M convergindo para yo, e nesse caso teríamos yo G M, pois M á fechado. Como d > d, 
podemos escolher x0 G M tal que
"yo — xo" < d.
Escolhendo
y= yo — xo 
"yo— xo" ’
as condiçcoães requeridas sãao satisfeitas. Podemos observar que y tem norma 1 e nãao pertence a M. Seja
x G M. Como M áe subespaçco vetorial, (xo+||yo—xo||x) G M, e portanto d < ||yo—(xo+||yo—xo||x)||.
Por fim,
||y — x|| = yo — xo 
"yo— xo"
||yo — (xo + ||yo — xo||x)||
||yo — xo||
d d.
□
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Teorema 2.5.1. Um espacço normado E tem dimensãao finita se, e somente se, a bola unitaria fechada 
de E e compacta.
Demonstraçcãao. O Corolaírio 2.5.1 garante a prova da ida da afirmacçaão. Resta provar que se a bola íe 
compacta, entaão o espacço tem dimensaão finita. Suponha que E tem dimensaão infinita. Escolha xi G E 
de norma 1. Como dimE = ro, o subespaçco [xi] gerado por xi íe um subespacço príoprio de E. Por ter 
dimensao finita, [xi] é subespaço fechado de E pelo Teorema 2.1.1. Pelo Lema de Riesz, com 0 = j, 
existe x2 G E — [xi] de norma 1 tal que
\ \ x2 — xi \ \ > 1.
Aplicando novamente o mesmo argumento para o subespaçco [xi,x2], que continua sendo um subespacço 
fechado proíprio pelas mesmas razãoes, existe x3 G E — [xi, x2] de norma 1 tal que
I I x3 — x, \ \ > 1 para j=1,2.
Podemos continuar esse processo indefinidamente pois em todas as etapas teremos um subespaçco de 
dimensao finita de E, logo fechado e préprio. Procedendo dessa forma , construímos uma sequência 
(xn)nro=i em BE tal que
\ \ xm xn \ \ > 2
sempre que m = n. Assim, (xn)nro=i íe uma sequêencia em BE que naão possui subsequêencia convergente, 
o que impede que BE seja compacta. □
2.6 Espacos Separáveis
Definição 2.6.1. Um espaço métrico M é separável quando contém um subconjunto denso e enu- 
meravel.
Exemplo 2.6.1. Espaçcos normados de dimensãao finita sãao separaveis. Seja E um espaçco normado 
de dimensaão finita n. Escolha {xi, . . . , xn} uma base de E e, no caso real, considere o conjunto
n I
a,x, : n G N e ai, a2, . . . , an G Q,
,=i 
das combinacçoães lineares dos vetores da base com escalares em Q. No caso complexo podemos substituir 
Q por Q + i Q = { p + iq : p, q G Q } .
Mostremos que A e denso em E e enumerável. Fixemos x = rixi + • • • + rnxn G E e e > 0. 
Como Q e denso em R, temos que para todo ri G R, existe ai G Q tal que \ ri — ai \ < n■ Assim, 
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y = aixi + • • • + anxn G A e tal que
||x - y|| < ||(rixi +--------+ rnXn) - (aixi +--------+ OnXra)||
= ||(ri - ai)xi +--------+ (rn - On)xra||
< |ri - ai|||xi|| +--------+ |rra - an|||xra||
e e< —+ • • • +— 
nn = e.
Logo, podemos concluir que A e denso em E.
Para mostrarmos que A é enumeravel basta considerar a função f : Q x Q x • • • x Q A, dada 
por f (ai;..., an) jn= n=i ajXj. Como f e bijetora, então segue que A e enumeravel.
Disto obtemos que A e separavel.
Dado um subconjunto A de um espaço vetorial E, denotamos por [A] o subconjunto E gerado por 
A, isto é, o conjunto de todas combinações lineares finitas de elementos de A.
Lema 2.6.1. Um espaçco normado E e separavel se, e somente se, existe um subconjunto enumeravel 
A Ç E tal que [A] e denso em E.
Demonstração. (^) Se A for enumerével e denso em E, então E = A Ç [A] Ç E e portanto [A] é 
denso em E.
(^) Reciprocamente, suponhamos que exista um subconjunto enumeravel A Ç E tal que [A] = E. 
Chamemos de B o conjunto formado por todas combinaçcãoes finitas dos elementos de A com coeficientes 
em QK, onde QR = Q e QC = Q + iQ, ou seja, para cada n G N definimos
Bn — aixi + • • • + anxn • xi, . . . , xn G A, ai, • • • , an G QK
e assim obtemos que 
B — U Bn
n=i
Podemos ver que B e enumeravel, pois cada Bn e enumeravel. Provaremos que B e denso em E. Sejam 
x G E e e > 0. Como [A] — E, existe y0 G [A] tal que ||x - y01| < 2• Digamos y0 — bixi + • • • + bkxk, 
onde k G N, bi, . . . , bk G K e xi, . . . , xk G A. Como QK e denso em K, existem ai, . . . , an G QK tais
que
|aj - bj| <
e
2 (1+ Ek.i ||Xí||)
para todo j — 1, . . . , k.
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Tomando y = aixi + • • • + akxk temos que y G B e
||x - y|| = ||x - y0 + y0 - y||
< ||x -yo11 + ||yo-y\\
< 2 + ll(bi - ai)xi +-------+ (bk - ak)xk\\
< 2 + maxj=i,...,k\bj - aj\(\\xi\\ +--------+ ||xk||)
e
< 2 +
e
2+(i+Ek-i
E hxíH
i-i
e e
<2+2=2
o que prova que B = E. Assim B C E e enumerável e denso em E, completando a demonstração de 
que E á separável.
□
Exemplo 2.6.2. c0 e íp, 1 < p < x>, são separáveis.
Para cada n G N, considere en = (0,0,..., 0,1,0 ...) a sequência formada por 1 na n-ésima 
coordenada e 0 nas demais. Os vetores e1, e2,... são chamados vetores unitarios canênicos dos espaços 
de sequências. Dado x = (aj)°=1 G c0, temos
lim
k
x - ajej
j-i
lim \\(0,0,..., 0, ak+i,ak+2,... )\U = limsup\aj \ = 0, 
k^^ k j>k
pois aj 0 quando j <x>, e resulta que^jj-i aj ej x quando k em c0. Logo, x G [A] onde
A = {ei, e2,..., en}. Segue do lema anterior que c0 e separavel. Dado x = (aj)°=i G £p, como
lim
k^<x>
k
x - ajej
j-i
p
= lim ||(0,...,ak+i,ak+2,...)||p = lim |aj|p =0,
j-k+ip
pois a serie j—i \aj\p e convergente, o mesmo argumento mostra que íp e separavel.
Exemplo 2.6.3. não e separaveJ.
Suponha que contenha uma sequência (xn)n-i densa. Para cada n G N escrevamos xn = 
(ajn))j=i. Seja y = (bj)°=i a sequência definida por bj = 0 se \a(j)\ > 1; e bj = ajj) + 1 se \a(j)\ < 1. 
Podemos observar que y G pois \bj \ < 2 para todo j. Da densidade da sequência (xn)n=i existe 
n0 G N tal que \\y — xn0\\^ < 1. Mas
\\y - xnH» = sup{\bi - ain)\, \b2 - a2n) \ ,..., \bn - \, \ bn+i - a^+i \ ,... } > \bn - ann)\.
Agora,
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|bn -an | =
|0 - a(nn)|,
|a(nn) +1-a(nn)|,
se |a(n') | > 1 
se |a(nn)| < 1.
Logo, teremos que
||y - Xra||, > |bn - a^ | = | |a(nn)|,
1,
se |a(nn)| > 1
n > 1, 
se |a(nn)| < 1
para todo n G N, o que e uma contradição. Segue que l, não é separável.
Agora para mostrar a separabilidade do espaco C[a, b] precisamos de um teorema clássico .
Teorema 2.6.1. (Teorema da Aproximação de Weierstrass) Seja f : [a, b] R uma função conténua.
Então para todo e > 0 existe um polinomio P : R R tal que |P(x) — f (x)| < e para todo x G [a, b].
Exemplo 2.6.4. C[a, b] e separável.
Para cada n G N considere a função t G [a, b] fn(t) = tn G N. Tomando A = {fn : n G N} temos 
A Q C[a, b] e [A] e o conjunto dos polinômios. Segue do Teorema da Aproximação de Weierstrass que 
[A] = C[a, b] e portanto C[a, b] e sepo/rdvel pelo Lema 2.6.1.
Exemplo 2.6.5. Lp[a, b], 1 < p < <x>, e separavel.
Sejam f G Lp[a, b] e e > 0 dado. O conjunto das funcães continuas e denso em Lp[a, b] [1, Teorema
1.7.1] e portanto existe g G C[a, b] tal que ||f — g||p < 2. Do Teorema da Aproximação de Weierstrass 
existe um polinômio P tal que ||g — P||, < 2(b-a)■ Assim,
||f-P||p < ||f- g||p+||g- P||p
e
2 +< a |g— P|p
<
1 
p
e
2 + sup{|g(x) — P(x)| : x G [a, b]}p
1 
p
e i
= 2 + ((b — a)||g — P ||,)p 
< 2+(b—a)||g—p, 
< e.
Logo, o conjunto dos polinôomios e denso em Lp[a, b]. A separabilidade de Lp[a, b] segue como no 
exemplo anterior.
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Capítulo 3
Operadores Lineares Contínuos
Neste capítulo demonstraremos algumas propriedades basicas dos operadores lineares contínuos. Essas 
seraão necessarias pois os resultados principais da teoria de Analise Funcional (o Teorema de Hahn- 
Banach, o Teorema de Banach-Steinhaus, o Teorema da Aplicação Aberta e o Teorema do Grafico 
Fechado) sao resultados cujo objeto principal de estudo são tais operadores. Neste capítulo utilizamos 
as referêencias [1] e [5].
Definição 3.0.1. Sejam E e F espaços normados sobre K. Uma função T : E F e um operador 
linear contínuo se e linear, isto e,
(i) T(x +y) — T(x) +T(y), para quaisquer x, y G E,
(ii) T(ax) — aT(x) para todo a G K e x G E,
e tambem continua, isto e, para todos x0 G E e e > 0, existe ô > 0 tal que ||T(x) — T(x0)|| < e, sempre 
que x G E e ||x — x0|| < ô.
Denotaremos o conjunto de todos os operadores lineares contínuos de E em F por L(E,F). E 
facil ver que L(E, F) e um espacço vetorial com as operaçcoães usuais de funçcoães. Quando F — K, 
escreveremos Ez no lugar de L(E, K), chamamos esse espaço de dual topológico de E ou de dual 
de E, e dizemos que seus elementos sao funcionais lineares contónuos.
Definiçcãao 3.0.2. Sejam E e F espacços vetoriais normados. Dizemos que estes sãao topologicamente 
isomorfos ou isomorfos se existir um operador linear continuo bijetor T : E F cujo inverso 
T-1 : F E e contínuo. Tal operador T e chamado de isomorfismo topológico.
Definição 3.0.3. Sejam E e F espacos vetoriais normados. Uma função f : E F, nao necessa­
riamente linear, tal que ||f(x)|| — ||x||, para todo x G E e chamada isometria. Um operador linear 
T : E F que e uma isometria e chamado de isometria linear.
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3.1 Caracterizações dos operadores lineares contínuos
Teorema 3.1.1. Sejam E, F espaços normados sobre K e T : E F linear. As seguintes condiçães 
sãao equivalentes:
(a) Té lipschitziano.
(b) Te uniformemente continuo.
(c) Te continuo.
(d) Te continuo em algum ponto de E.
(e) Te continuo na origem.
(f) sup{||T(x)|| : x G E e ||x|| < 1} < to.
(g) Existe uma constante C > 0 tal que ||T(x)|| < C||x||, para todo x G E.
Demonstração. (a b) Seja T lipschitziano. Entao existe c > 0 tal que
||T(x) — T(y)|| < c||x — y||, Vx, y G E.
Daí, dado e > 0, existe ô = c > 0 tal que
x, y G E, ||x — y|| < ô ||T(x) — T(y)|| < c||x — y|| < c • - = e.c
Assim, pode-se concluir que T e uniformemente cont ínuo.
(b c) Trivial.
(c d) Trivial.
(d e) Suponha T cont ínuo no ponto x0 G E. Seja e > 0. Entao existe ô > 0 tal que ||T(x) —T(x0) || < 
e, sempre que ||x — x0|| < ô. Tome x G E tal que ||x — 0|| = ||x|| < ô. Entao ||(x + x0) — x0|| = ||x|| < ô. 
Portanto
||T(x) — T(0)|| = ||T(x) — 0|| = ||T(x)||
= ||T(x) — T(x0) + T(x0)||
= ||T(x + xo) — T(xo)|| < e.
Provando assim que T e cont ínuo na origem.
(e f) Como T e cont ínua na origem, existe ô > 0 tal que ||T(x) || < 1 sempre que ||x|| < ô. Se 
||x|| < 1, temos ||^X|| < ô, e entao, 2||T(x)|| = ||T (2x) || < 1. Isso prova que sup{||T(x)|| : x G 
E e ||x|| < 1} < 2 < to.
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(f g) Para x G E, x = 0, temos
I I T (x) \ \
I I x \ \
- sup{ T(y) : y - 1},
e portanto \ \ T(x) \ \ — (sup{ \ \ T(y) \ \ : \ \ y \ \ — 1}) • \ \ x \ \ para todo x = 0. A desigualdade para x = 0 é 
claramente víalida.
(g a) Dados xi,x2 G E, temos que
T(xi) — T(x2) = T(xi — x2) — C xi — x2 ,
e portanto T e lipschitziano com constante C. □
Corolário 3.1.1. Seja T : E F um operador linear bijetor entre espaços normados. Então T e 
um isomorfismo se, e so se, existem constantes Ci, C2 > 0 tais que Ci xi — T(x) — C2 x , para 
todo x G E.
Demonstração. (^) Como T e contínuo, existe C2 > 0 tal que \ \ T(x) \ \ — C2 \ \ x \ \ para todo x G 
E. Observe que C2 = 0, caso contrario teríamos T identicamente nulo, o que nao ocorre pois T e 
isomorfismo. Como T e isomorfismo, T-i e contínuo. Daí, existe C > 0 tal que \ \ T-i(y) \ \ — C \ \ y \ \ , 
para todo y G F. Observe que C = 0, pois T-i íe bijetor. Em particular, para todo x G E temos 
que \ \ x \ \ = \ \ T-i(T(x)) \ \ — C \ \ T(x) \ \ , o que implica que C \\ x \ \ — \ \ T(x) \ \ . Chamando Ci = C, temos 
Ci x — T(x) — C2 x .
(^) Por hipotese existe C2 > 0 tal que \ \ T(x) \ \ — C2 \ \ x \ \ , para todo x G E. Logo, pelo teorema 
anterior, T íe contínuo. Por outro lado, existe Ci > 0 tal que Ci x — T(x) , para todo x G E. 
Assim, Ci \\ T-i(y) \ \ — \ \ T(T-i(y)) \ \ = \ \ y \ \ para todo y G F, o que implica \\ T-i(y) \ \ — C- \\ y \ \ para 
todo y G F. Pelo teorema anterior, T-i íe contínua e portanto T íe um isomorfismo.
□
Proposiççaão 3.1.1. Sejam E e F espaçcos normados.
(a) A expressãao T = sup{ T(x) : x G E e x — 1} define uma norma no espacço L(E, F).
(b) T(x) — T . x para todos T G L(E, F) e x G E.
(c) Se F for Banach então L(E,F) tamMm e Banach.
Demonstraçcaão. (a) Mostremos que sup{ T(x) : x G E e x — 1} íe uma norma.
1. T = sup{ T(x) : x G E e x — 1} > 0
e
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||T|| = sup{"T(x)" : x G E e ||x|| < 1} = 0 O ||T(x)|| = 0, Vx G E : ||x|| < 1 O T(x) =
0, Vx G E.
2. Observe que
||aT|| = sup{||aT(x)|| : x G E e ||x|| < 1}
= sup{|a|||T(x)|| : x G E e ||x|| < 1}
= |a| sup{||T(x)|| : x G E e ||x|| < 1}
= |a|||T||.
3. Aláem disso,
||T + S|| = sup{||(T + S)(x)|| : x G E e ||x|| < 1}
< sup{||T(x)|| + ||S(x)|| : x G E e ||x|| < 1}
< sup{||T(x) : x G E e ||x|| < 1} + sup{||S(x)|| : x G E e ||x|| < 1}
= ||T|| + ||S||.
Por 1, 2 e 3 podemos concluir que L(E, F) á espaco normado com a norma || • ||.
(b) Para x G E e x = 0, temos que
||T (x)||
||x||
< sup{||T(y)|| : y G E e ||y|| < 1}
e assim segue que
||T(x)|| < sup{||T(y)|| : y G E e ||y|| < 1}||x||.
Como a desigualdade acima é claramente verdadeira para x = 0, obtemos ||T(x) || < ||T|| • ||x|| 
para todo x G E.
(c) Seja (Tn)n=1 uma em L(E, F). Dado e > 0, existe no tal que ||Tm — Tn|| < e para todo m, n > no.
Logo,
||Tn(x) — Tm(x)|| = ||(Tn — Tm)(x)|| < ||Tn — Tm||.||x|| < e"x" (3.1)
para todos x G E e m, n > no. Segue que para cada x G E, a sequêencia (Tn(x))n=1 áe de Cauchy 
em F, logo convergente pois F áe Banach. Podemos entãao definir
T : E F, T(x) = lim Tn(x).
38
A linearidade de T segue das propriedades dos limites. Fazendo m w em (3.1) obtemos
||(Tn — T)(x)|| — ||Tn(x) — T(x)|| < e||x|| (3.2)
para todos x G E e n > no. Em particular,
||(Tno — T)(x)|| — ||Tno(x) — T(x)|| < e||x||
para todos x G E, o que nos garante que (T — Tn0) G L(E, F). Portanto T — (T — Tn0) +Tn0 G 
L(E, F). De (3.2) segue tambem que ||Tn — T|| < e, para todo n > n0, o que implica Tn T 
em L(E, F).
□
Tambem e verdadeira a seguinte igualdade
||T|| — inf{C : ||T(x)|| < C||x|| para todo x G E}.
No caso de funcionais lineares, a norma dos operadores se transforma em
||0|| — sup{|^(x)| : x G E e ||x|| < 1}
para todo espaco normado E e todo funcional linear G E'.
Corolório 3.1.2. O dual E' de qualquer espaco normado E e um espaço de Banach.
3.2 Exemplos
Podemos verificar que em qualquer espaçco normado E, a identidade em E e um operador linear 
contínuo de norma 1. Seja T : E E onde T(x) — x para todo x G E. Assim, teremos que
||T|| — sup{||T(x)|| : x G E e ||x|| < 1}
— sup{||x|| : x G E e ||x|| < 1}
— 1.
Podemos verificar da mesma maneira que entre dois espaçcos normados quaisquer E e F, o operador 
nulo e um operador linear contínuo de norma 0. Utilizando a mesma ideia podemos observar que se 
G Ez, y G F e ® y : E F e dado por ® y(x) — ^(x)y, entao ® y e um operador linear de
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norma ||^||||y||. De fato,
||0 ® y|| — sup{||(^ ® y)(x)|| : x G E e ||x|| < 1}
— sup{|0(x)|||y|| : x G E e ||x|| < 1}
— ||y|| sup{|^(x)| : x G E e ||x|| < 1}
— |m|y||.
Agora vejamos alguns exemplos em espaços específicos.
Exemplo 3.2.1. Seja 1 < p < w. Escolhamos uma sequência (bj)j=i G e consideremos o operador
T : i\- £p dado por T((aj)°=i) — (ajbj)°=r
Observe T satisfaz as condiçcãoes para ser linear:
1. T((aj + Cj)j=i) — ((aj + Cj) j)j=i — (ajbj+ (Cjb — T((aj)j=J + T((Cj)j=J.
2 T((aaj)j=i) — (aajbj)j=i — a(ajbj)j=i — a(T(aj)j=i).
Temos que
1 
p
||T (aj j=i||p — ||(aj bj j=i||p — <
, 1
\ p
£ |bj|p I sup|aj| — ||(bj)j“,||p • ||(Oj)j“,||M, 
j=i j
para toda sequência (aj)j=i G Podemos observar que a sequência (bj)j=i efixa, ou seja, ||(bj)°=i||p
e uma constante a qual podemos chamar de C. Então temos que ||T(aj)||p < C||aj||^>. Pelo Teorema 
3.1.1, T e continuo e ||T|| < ||(bj)j=i||p. Tomando x — (1,1,...,G 1^, temos ||x||^ — 1 e que
||T(x)||p — ||(bj)9=i||p, logo ||T|| — ||(bj)j=i ||p. Este operador T e chamado de operador diagonal
pela sequência (bj)j=i.
Exemplo 3.2.2. Transportando o exemplo acima para os espaços de funçoes, considere 1 < p < w 
e escolha uma funcao g G Lp[0,1]. Assim como antes, o operador T : C[0,1] Lp[0,1] dado por 
T(f) — fg e linear e cont inuo. Observe que T satisfaz as condiçcãoes para ser linear:
1. T(f + h) — (f + h)g — fg + hg — T(f) + T(g).
2 T(af) — (af)g — a(fg) — aT(f).
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Alem disso,
||T(f)||p = ||f • g||p = (J°
=ú
< (j(i
max
xe[o,i]
1
|fgR^)
1
|f |p|g|pdMy
1
f max |f (x)^ Mpd^) 
W1 J J
|f(x)| (/ |g|pd^)
= ||f ||o Q1 |g|p = ||f ||o||g||p.
Como g e fixa, temos uma constante C = ||g||p > 0 tal que ||T(f)|| < C||f ||. Assim T e contínuo e 
||T|| < ||g||p. Se tomarmos f(x) = 1 para todo x G [0,1], temos ||f||o = 1 e ||T(f)||p = ||g||p, logo 
podemos dizer que ||T|| = ||g||p.
Este operador e chamado de operador multiplicação pela função g.
Exemplo 3.2.3. Considere o subconjunto P[0,1] de C[0,1] formado pelas funccoães polinomiais. E facil 
observar que P[0, 1] e subespaçco vetorial de C[0, 1], logo ele e subespacço normado com a norma || • ||o 
herdada de C[0,1]. E claro tamMm que o operador derivacao, T : P[0,1] P[0,1] onde T(f) = f' e 
linear. Suponha que T seja continuo. Neste caso existe C > 0 tal que ||T(f)||o < C||f ||o para todo 
f G P[0, 1]. Para cada n G N tome fn G P[0,1] a funccãao dada por fn(t) = tn. Assim teremos que
n = |f||o = ||T(fn)||o < C||fn||o = C
para todo n G N, e isso e contradiccaão. Logo f e descont inuo.
3.3 O Teorema de Banach-Steinhaus
Antes de enunciarmos e demonstrarmos o Teorema de Banach-Steinhaus provaremos um resultado 
preliminar.
Teorema 3.3.1. (Teorema de Baire) Sejam (M, d) um espacco metrico completo e (Fn)n=i uma 
oc
sequência de subconjuntos fechados de M tais que M |^J Fn. Então existe n0 G N tal que
n=i
int(Fno) = 0.
Demonstracão. Seja int(A) o interior de um subconjunto A, onde A Ç M. Suponha por absurdo que 
int(Fn) = 0, para todo n G N. Chamando An = (Fn)C = (M — Fn), cada An e aberto pois cada Fn e 
fechado. Alem disso,
An = (Fn)C = (int(Fn))C = 0C = M
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para todo n G N. Podemos concluir que cada An ée naão vazio. Seja x1 G A1 , como cada A1 ée aberto, 
existe 0 < 51 < 1 tal que a bola fechada B[x1, 51 ] Ç a1. Jé que A2 = M, temos que A2 0B(x1, 51) = 0. 
Daí como A2 0 B(x1,51) é aberto, existem x2 G A2 e 0 < ã2 < 1 tais que B[x2, ^2] Ç A2 0 B(x1, 51) Ç 
A20B[x1, ^i]. Prosseguindo desta maneira construímos uma sequencia (xn)n=1 em M e uma sequência 
(5n)-=1 de numeros reais tais que
0 < ^n < n e B[xn+b ^n+1] Ç An+1 0 B [xn $n]
para todo n G N.
Dado e > 0 escolha n0 G N tal que n0 > |. Se m, n > n0, como B[xn, 5n] 0B[xm, 5m] Ç B[xn0, 5n0],
temos
d(xm,xn) < d(xm, xno) + d(xn,xno) < 2dno
2
< — < e. 
n0
segue que xn x onde x G M.Isso mostra que (xn)n=1 de Cauchy em M. Como M é completo,
Jé que xm G B[xm,5m] Ç B[xn,5n] para todo m > n e B[xn,5n] é um conjunto fechado, temos que 
x G B[xn, 5n] Ç An. Portanto,
x G An = (Fn)C
n=1 n=1
/ <x \ C
ÍU fJ = mc = 0,
o que é uma contradição. Logo, existe n0 G N tal que int(Fn) = 0. □
Teorema 3.3.2. (Teorema de Banach-Steinhaus) Seja E um espaço de Banach, F um espaço normado 
e (Ti)i ei uma família de operadores em L(E, F) satisfazendo a condiçao de que para cada x G E, existe 
Cx < tc tal que
sup ||Ti(x)|| < Cx. 
i I
(3.3)
Então sup 11Ti 11 < tc. 
i I
Demonstração. Por hipétese cada Ti e conténuo, o que implica que o conjunto
{x G E :||Ti(x) 11 < n} = ( 11 -||o Ti)-1([0,n])
ée fechado para cada n e cada i G I . Dessa forma, o conjunto
An := í x G E : sup ||Ti(x)|| < n j = Q{x G E : ||Ti(x)|| < n} 
i I i I
ée fechado por ser uma interseçcãao arbitréaria de fechados. De (3.3) segue que E = An e, portanto,
n=i
pode-se aplicar o Teorema de Baire. Assim, existe algum An0 que possui o interior naão vazio. Sejam 
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a G int(An0) e r > 0 tais que {x G E : ||x — a|| < r} Ç int(An0). Tome y G E com ||y|| < 1. Se 
x = a + ry então ||x — a|| = ||ry|| < r e portanto x G An0. Daá,
||Ti(x — a)|| < ||Ti(x)|| + ||Ti(a)|| < no + no
para todo i G I. Logo ||Ti(ry)|| = ||Ti(x — a)|| < 2no e ||Ti(y)|| < , para todo i G I.
Portanto, sup^i ||T;|| < . □
O Teorema de Banach-Steinhaus tambem é conhecido como Teorema da Limitacão Uniforme. O 
práximo corolário trata-se de uma propriedade interessante das sequencias de operadores contánuos 
definidos em espacos de Banach.
Corolário 3.3.1. Sejam E um espaco de Banach, F um espaco normado e (Tn)n=1 uma sequência 
em L(E,F) tal que (Tn(x))n=1 e convergente em F para todo x G E. Se definirmos T : E F, onde 
T(x) = lim Tn(x), então T é um operador linear continuo.
Demonstracao. A linearidade de T segue de que
T(x + y) = lim Tn(x + y) = lim Tn(x) + Tn(y)
= lim Tn(x) + lim Tn(y)
= T(x) + T(y)
e tambáem de que
T(ax) = lim Tn(ax) = lim aTn(x)
= a lim Tn(x)
= aT(x),
para todos x,y G E e a G K. Por hipátese, para cada x G E a sequência (Tn(x))n=1 e convergente,
e portanto limitada. Assim sup||Tn(x)|| < w para todo x G E. Pelo Teorema de Banach-Steinhaus, 
neN
existe C > 0 tal que sup||Tn|| < C. Como cada Tn áe contánuo, para cada n G N e para todo x G E 
neN
temos que
||Tn(x)|| < ||Tn||||x|| < C||x||.
Fazendo, n w, temos ||T(x)|| < C||x|| para todo x G E. Logo T é contánuo. □
Definição 3.3.1. Sejam E1,E2 e F espaços vetoriais. Uma aplicação B : E1 x E2 F e dita,
bilinear se B(x1, •) : E2 F e B(-,x2) : E1 F são operadores lineares para quaisquer x1 G E1 e 
x2 G E2 fixados.
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Corolório 3.3.2. Sejam E1, E2 e F espaços vetoriais normados, E2 completo e B : E1 x E2 F uma 
aplicação bilinear. Suponha B separadamente continua, isto e, B(x, •) : E2 F e B(-,y) : E1 F 
são operadores lineares contínuos para quaisquer x G E1 e y G E2 fixados. Então B : E1 x E2 F e 
uma aplicação continua.
Demonstraçao. Considere F — {B(x, •) : x G E1, ||x|| < 1} Ç L(E2, F). Por hipotese B(-,y) e linear e 
contínuo para cada y G E2, portanto, para todo x G E1, ||x|| < 1, temos
||B(x,y)H < ||B(‘> y)||L(Ei,F) —: Cy.
Assim, a famália F áe pontualmente limitada e, pelo Teorema de Banach-Steinhaus, existe C tal que 
sup sup ||B(x, y)|| < C.
I|x||<1 l|y||<1
Segue da bilinearidade de B que
||B(x,y)||< C||x|| • ||y||
para todos x G E1 e y G E2. A continuidade de B segue da seguinte maneira. Seja (xn,yn) (x,y)
em E1 x E2. Então xn x em E1 e yn y em E2. Em particular, existe M > 0 tal que ||xn|| < M 
para todo n G N e || y|| < M. Daá,
||B(xn, yn) — B(x, y)|| < ||B(xn, yn) — B(xn, y)|| + ||B(xn, y) — B(x, y)||
— ||B(xn, yn — y)|| +||B(xn — x, y)||
< C||xn||||yn — y|| +C||xn — y||||y||
< CM(||xn — x|| + ||y„ — y||) 0.
Assim podemos concluir que B e contánua. □
Notemos no exemplo abaixo a necessidade do espaço do dománio ser completo no Teorema de 
Banach-Steinhaus.
Exemplo 3.3.1. Para cada n G N, considere o funcional linear continuo o,,. : c00 K onde
((aj)j=1) — nan. Podemos observar que (^n)’=1 Ç (c00)z e que
HO — sup{|^n((aj)j=1)| : (aj)j=1 G c00 e ||(aj < 1}
— sup{|nan| : (aj)°=1 G coo e ||(aj)j=1|| < 1}
— n sup{|an| : (aj)°=1 G coo e ||(aj)°=11| < 1}
—n
para todo n G N. Dada uma sequência (aj)j=1 G c00, tomando jo tal que aj — 0 para todo j > jo,
segue que ^n((aj)j’=1) — 0 para todo n > j0. Assim, supn |^n(x)| < w para todo x G c00, mas
SUPn||^n|| — w.
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3.4 O Teorema da Aplicação Aberta
Lema 3.4.1. Sejam E um espaço de Banach, F um espaço normado e T : E F um operador linear 
conténuo. Se existirem R, r > 0 tais que T(BE(0, R)) D BF(0, r), entao T(BE(0, R)) D BF (0, -) .
Demonstracão. Como para qualquer conjunto M C E e a G K vale que aM = aM, temos que
Bf(0, ar) C aT(Be(0, R)) = T(Be(0, aR)) (3.4)
para todo a G R positivo. Seja y G BF (0, 2) . Temos que mostrar que y G T(BE(0, R)). Por (3.4) 
existe x1 G Be (0, RR) tal que ||y — T(x1)|| < 4, isto á, y — T(x1) G BF (0, 4) . Novamente por (3.4) 
existe x2 G Bf (0, RR) tal que
r
||y — T(xi) — T(x2)h < 8.
Como (3.4) vale para todo a > 0, podemos continuar este processo indefinidamente de forma a construir 
uma sequencia (xn)n=1 em E tal que xn G BE (0, R e
r
||y — T(xi)------------T^n^ < 2n.| (3.5)
para todo n G N.
,
A serie £||xn|| é convergente pois ||xn|| < R para todo n. Logo 
n=1
m
£ xj 
j=n
m
< || xj || 0 quando m > n oo,
j=n
e portanto a sequencia (Zj=1 xj) n=1
converge para algum x G E. Daí,
/n \~ 
e de Cauchy em E. Como E á Banach, a sequência I £ xJ I 
j=1 n=1
||x||=
n
lim xj
j=1
n
< lm £ ||xj|| 
j=1
oo
= ||xi|| + £ ||x„||
n=2
, R
< £ = R2n
n=i
e portanto x G BE(0, R). Fazendo n x x em (3.5), obtemos
(
n
ljm £ xj
n
j=1
lim
lim
||y — T (xi)---------T (xn)||
r
2n+1 ,
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e assim y = T(x). Concluindo que y G T(BE(0, R)). □
Teorema 3.4.1. (Teorema da Aplicação Aberta) Sejam E e F espaços de Banach e T : E F 
linear, continuo e sobrejetor. Então T e uma aplicacao aberta. Em particular, todo operador linear 
contínuo e bijetor entre espacos de Banach e isomorfismo.
Demonstraçcaão. Como E = BE(0, n) e por hipáotese T áe sobrejetor, temos a igualdade
n-i
F = T(E) = J T(Be(0,n)) = J T(Be(0,n)).
n-i n-i
Pelo Teorema de Baire, existe n0 G N tal que T(BE(0, n0)) tem interior não vazio. Assim existem 
b G F e r > 0 tais que BF(b, r) C T(BE(0, n0)). Como
T (be (0,no)) = -T (be (^«o)),
resulta que
Bf(-b, r) = -Bf(b, r) C T(Be(0, no)).
Como x = j(b + x) + j(-b + x),
Bf(0, r) C 1 Bf(b, r) + 1 Bf(-b, r)
C 2T(Be(0,no)) + 2T(Be(0,no))
= T (be (0, «o)),
onde a ultima igualdade á válida pois T(BE(0,no)) é convexo. Pelo lema anterior sabemos que 
T(Be(0,no)) D Bf(0,p) para p = 2. Vejamos que T(BE(x,cn0)) D BF(T(x),cp) para todo x G E e 
todo c > 0. Observe que BE(x, cno) = x + BE(0, cno), o que implica
T(BE(x, cno)) = T(x) + T(BE(0, cno))
D T(x) + BF(0, cp) = BF(T(x), cp).
Mostremos que T(U) áe aberto em F para cada U aberto em E, para concluir que T áe uma aplicaçcãao 
aberta. Sejam x G U e c > 0 tais que BE(x, cno) C U. Entãao BF(T(x), cp) C T(BE(x; cno)) C T(U), 
mostrando assim que T(U) áe aberto.
Caso o operador T seja bijetor, como T(V ) áe aberto em F para cada aberto V em E podemos 
concluir que T-i é continuo, logo o operador T é isomorfismo. □
Vejamos no exemplo abaixo que a hipotese dos espaçcos serem completos e essencial.
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Exemplo 3.4.1. Seja T : coo coo o operador linear dado por T ((an)n=1) = (a1, Or, 03,...).
Mostremos que T satisfaz as hipoteses de ser linear, bijetor e cont inuo, mas nãao e um isomorfismo, 
ou seja, T-1 nãao e cont inuo. O operador T satisfaz as condicçoães para ser linear. De fato,
T ((an + bn)n=i) = (ai + bi, 2 '',...)
= T((an)n=1) + T((bn)n=1) ,
e tambem T((aan)n=1) = (aa1, a02,...) = a (a1, af,...) = aT((an)n=1).
Mostraremos que T e cont inuo. Vamos tentarutilizaro Teorema3.1.1 item (g). Seja(an)n=i G coo.
Assim pela definicão de coo existe no G N tal que an = 0 para todo n > no. Dai
||T ((«„ )n=1)||~ = ||(oi’y ’... )L
= sup f | — | : n G N J 
fIan I 1= max •! I — | : n < no >
n
< max {|an| : n < no}
= sup{|an| : n G N} 
= ||(an)n==1| X
Logo T e cont inuo.
Mostremos agora que T e bijetor. Primeiramente verifiquemos que T e injetor. Sejam (an)n=1, 
(bn)n=1 G coo. Entaão
T((an)n=1) = T((bn)n=1)
03
~3 ’...
a1 = b1
b3
3
M "2 = b2
(an)n=1 = (bn)n=1.
Podemos concluir T ser injetor. Vejamos que T e sobrejetor. Dados (yn)n=1 G coo, queremos mostrar 
que existe (an)n=1 G coo tal que T((an)n=1) = (yn)n=1, ou seja, (yn)n=1 = (01, O2, a3,— ) . Basta 
tomar(an)n=1 = (y1, 2y2, 3y3, .. .) o que implica T(y1, 2y2, 3y3 ... ) = (y1, y2, y3 . ..). Podemos concluir 
entãao que T e sobrejetor. Logo o operador T e bijetor.
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Falta mostrar entao que o operador T-i nao e continuo. Observe que T-i : c00 c00 onde
T-i((an)n=i = (ai, 2a2, 3a3, . . . ). Suponha que T-i e cont inuo. Logo, pelo Teorema 3.1.1 item (g) 
existe C > 0 tal que
||T-i(an)n=i|| < C||(an)n=i||,
ou seja,
sup{n|an| : n G N} < C sup{|an| : n G N}.
Para cada n G N, considere a sequêencia ei = (1, 0, 0, . . . ), e2 = (0, 1, 0, . . . ), . . . , en = (0, 0, . . . , 1, 0, . . . ),
(j)onde 1 esta n-esimo termo. Observe que en G coo para todo n G N. Segue da i que se en e a j-esima 
entrada en, entaão
n = sup{n|ej)| : j G N} < Csup{|ej)| : j G N} = C, V n G N,
o que e uma contradiccaão. Logo, podemos concluir que T-i e descont inuo.
3.5 O Teorema do Gríafico Fechado
Sejam E e F espacos normados e T : E F um operador linear. O gráfico de T e o conjunto
G(T) = {(x, y) : x G E e y = T(x)}
= {(x, T(x)) : x G E} Ç E x F.
G(T) e subespaco vetorial de E x F com qualquer uma das normas usuais. Vejamos que o fato de 
G(T) ser fechado determina que T e contínuo.
Teorema 3.5.1. (Teorema do Grafico Fechado) Sejam E e F espacos de Banach e T : E F um 
operador linear. Entaão T e cont inuo se, e somente se, G(T) e fechado E x F.
Demonstração. Suponha T contínuo. Então a função f : E x F R, dada por
f(x,y) = ||T(x) — y||
e contínua, e portanto G(T) = f-i({0}) e fechado por ser a imagem inversa do fechado {0} pela 
funcão contínua f.
Reciprocamente, suponha G(T) fechado. Queremos mostrar que T e contínuo. Temos que E x F 
é espaco de Banach com a norma da soma denotada por || • ||i. A função n : G(T) E dada por
n(x, T (x)) = x
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e linear e bijetora. Alem disso, n e contínua pois
||n(x,T (x))H — ||xH
< ||x|| + ||T(x)||
— ||(x, T(x))||i.
Do Teorema 3.4.1 segue então que n e isomorfismo, ou seja, n-i e contínua, e portanto existe C > 0 
tal que ||(x, T(x))||i < C||x|| para todo x G E. Logo
||T(x)|| < ||T(x)|| + ||x|| — ||(x, T(x))||i < C||x||
para todo x G E. Isso prova que T e contínuo. □
Exemplo 3.5.1. Sejam E um espaco de Banach e T : E E' um operador linear simetrico, isto e,
T e linear e
T(x)(y) — T(y)(x) para todos x, y G E.
Mostremos que T e cont inuo. Pelo Teorema do Grafico Fechado, basta verificar que G(T) e fechado.
Para isto seja (xn)n=i uma sequência convergindo para x em E e suponha T(xn) em E'. Fixado 
y G E, temos
T(y)(xn) T(y)(x) — T(x)(y)
quando n w e, alem disso, dado e > 0, existe n0 G N tal que
n > no ||T(xn) - ^|| <707||y||
||T(xn)(y) - ^(y)|| <
||T(xn)(y) - ^(y)H < e
ou seja, T(xn)(y) ^(y). Agora temos que
^(y) T(xn)(y) — T(y)(xn) T(y)(x) — T(x)(y).
Assim podemos concluir que ^>(y) — T(x)(y). Como y G E foi escolhido arbitrariamente, — T(x), e 
portanto G(T) e fechado.
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Capitulo 4
Teoremas de Hahn-Banach
Neste capitulo apresentaremos a demonstração do Teorema de Hahn-Banach, que se trata do estudo da 
extensãao de funcionais lineares conténuos em subespaçcos vetoriais para espaçcos normados sob algumas 
condicçãoes. Depois disso seguiremos para as demonstraçcoães da Primeira e Segunda Formas Geoméetricas 
do Teorema de Hahn-Banach. Utilizamos como referêencia [1] e [5].
4.1 O teorema da extensão de Hahn-Banach
Para demonstrarmos o Teorema de Hahn-Banach(caso real) ée necessaério o Lema de Zorn.
Lema 4.1.1. (Lema de Zorn) Todo conjunto parcialmente ordenado, nãao vazio e no qual todo sub­
conjunto totalmente ordenado tem cota superior, tem elemento maximal.
Teorema 4.1.1. (Teorema de Hahn-Banach (caso real)) Sejam E um espaçco vetorial sobre R e 
p : E R uma função que satisfaz as seguintes propriedades:
1. p(ax) = ap(x) para todos a > 0 e x G E.
2. p(x + y) < p(x) + p(y) para todos x, y G E.
Sejam G subespaço vetorial de E e : G R um funcional linear tal que ^>(x) < p(x) para todo
x G G. Entao existe um funcional linear : E R que estende isto é, (x) = ^>(x) para todo
x G G, e que satisfaz ^'(x) < p(x) para todo x G E.
Demonstraçcaão. Vamos considerar a famélia P de funcionais lineares definidos em subespaçcos de E que 
contéem G :
: D(^) Ç E R : D(^) é subespaço vetorial de E,
P = o é linear, G Ç D(^), ^(x) = ^>(x) para todo x G G > • 
e ^(x) < p(x) para todo x G D(^)
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Em P, definimos a relaçcãao abaixo
^1 < ^2 D(^1) Ç D(</>2) e o2 estende ^1, isto e, ^2(x) — ^1(x) para todo x G D(^1).
Esta áe uma relaçcaão de ordem parcial sobre o conjunto P, pois satisfaz as seguintes propriedades para 
todos ^1, ^2 e o3 em P:
1. ^1 < ^1, pois D(^1) Ç D(^1) e ^1 estende ^1.
2. Se ^1 < o2 e o2 < ^1, então D(^1) Ç D(^2), D(^2) Ç D(^1), ^2 estende ^1 e ^1 estende ^2, 
então ^1 — ^2.
3. Se ^1 < o2 e o2 < ^3, entao D(^1) Ç D(^2), D(^2) Ç D(^3), ^2 estende ^1 e o3 estende ^2, 
então D(^1) Ç D(^3) e o3 estende ^1. Logo, ^1 < ^3.
A famália P nao á vazia pois G P. Vamos utilizar o Lema de Zorn para a famália P, para isto vejamos 
que todo subconjunto totalmente ordenado de P admite uma cota superior. Seja Q Ç P totalmente
ordenado com a relação < definida no conjunto P. Defina óq : D(^) R por
D(0q) — U D(^) e 0q(x) — 0(z) se x G D(0).
0eQ
Observe que oq está bem definida. De fato, dado y G D(^q), se y G D(0i) e y G D(0j) com i — j, 
como Q á totalmente ordenado devemos ter 0i < 0j ou 0j < 0i. Suponhamos sem perda de generalidade 
0i < 0j, neste caso D(0i) Ç D(0j) e 0j(x) — 0i(x) para todo x G D(0i). Em particular 0i(y) — 0j(y). 
Assim óq esta bem definida. Notemos que oq g P, pois satisfaz todas as propriedades da famália P, 
e mostremos oq e cota superior para Q.
Temos que mostrar que para todo G Q, temos < ^q. Mas isso pode ser mostrado apenas 
verficando a forma como a funcão óq está definida:
D(^Q)— U D(0) D(^),
0eQ
e alem do mais ^q(x) — ^(x) para todo x G D(^). Logo oq á cota superior de Q.
Utilizando o Lema de Zorn podemos concluir que P admite um elemento maximal ^'. Agora para 
finalizarmos a prova do teorema basta mostrarmos que D(<^') — E. Suponhamos por absurdo que
D(^') — E. Assim podemos escolher x0 G E — D(^') e definir : D(^') R por
D(#) : D(^') + [xo] e 0'(x + txo) — ^'(x) + ta,
onde a sera uma constante escolhida de tal maneira que G P. Queremos primeiramente que a 
satisfacça as desigualdades abaixo:
^>'(x) + a — ^'(x + xo) < p(x + xo) para todo x G D(</) e
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^>'(x) - a = o'(x - xo) < p(x - xo) para todo x G D(</).
Note que devemos ter
a < p(x + xo) - ^'(x) e a > ^'(x) - p(x - xo),
o que implica
a < inf {p(x + xo) - </(x)} e a > sup </(x) - p(x - xo).
xeD(^') xeD(^')
Para isso ocorrer basta escolher a de modo que
sup {^'(x) - p(x - x0)} < a < inf {p(x + x0) - </(x)}.
xeD(^') xeD(^z)
Esta escolha é possivel pois para x, y G D(<^') temos que
^'(x) + </(y) = ç>'(x + y) < p(x + y)
= p(x + xo + y - xo)
< p(x + xo) + p(y - xo),
e daí segue
^'(y) - p(y - xo) < p(x + xo) - (x)
para quaisquer x,y G D(^>'), isto significa que podemos escolher a satisfazendo as duas desigualdades 
anteriores. Agora observemos que
1. Para t > 0
0'(x + txo) = <f>' (t (x + xo)) = t0' + xo) < tp (X + xo) = p(x + xo).
2. Para t < 0
0'(x + txo) = (-t (—t - xo)) = -t# Ç— - xo) < -tp (—x - xo) = p(x + txo).
3. Para t = 0
^'(x + txo) = ^'(x) = <p'(x) < p(x) = p(x + txo).
Assim podemos concluir que ^' G P, <p' < ^' e ^' = ^'. Contradizendo assim a hipotese da maximili- 
dade de ^'. Temos entao que D(<p') = E. □
Teorema 4.1.2. (Teorema de Hahn-Banach ) Sejam E um espaçco vetorial sobre o corpo K = R ou 
C e p : E R uma funcão que satisfaz
p(ax) = a p(x) para todos a G K e x G E, (4.1)
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p(x +y) < p(x) +p(y) para todos x,y G E. (4.2)
Se G Ç E e um subespaco vetorial e : G R ou C um funcional linear tal que |^(x)| < p(x) 
para todo x G G, então existe um funcional linear : E K que estende a E e que satisfaz 
|^'(x)| < p(x) para todo x G E.
Demonstração. Primeiramente vejamos que p(x) > 0 para todo x G E. Da equacao (4.2) temos que
p(0) = p(0 + 0) < 2p(0)
e assim p(0) > 0. Da equacçaão (4.1) resulta que p(x) = p(—x) e assim, para todo x G E,
2p(x) = p(x) + p(—x) > p((x) + (—x)) = p(0) > 0.
Mostremos primeiro o caso em que K = R. Nesse caso a hipítese nos garante que <^(x) < p(x) 
para todo x G E. Assim, recaímos nas hipóteses do Teorema de Hahn-Banach(caso real) que garante 
que existe um funcional linear : E R que estende a E e que satisfaz ^'(x) < p(x) para todo 
x G E. Da equaçcãao (4.1) temos que
—^>z(x) = ^z(—x) < p(—x) = | — 1|p(x) = p(x),
para todo x G E. Logo |^'(x) | < p(x) para todo x G E.
Provemos agora o caso em que K = C. Nesse caso E e um subespaço vetorial complexo e assume 
valores em C. Definiremos ^i,^2 : G R por ^i(x) = Re(^(x)) e ^2(x) = Im(^(x)). Temos que ^i 
e ^2 sao funcionais lineares reais e ^>(x) = ^i(x) + i^2(x). Chamemos de ER e GR os espaços vetoriais 
reais subjacentes a E e G, ou seja, como conjunto o espaçco respectivo íe o mesmo, a adicçaão íe a mesma 
e apenas a multiplicacao por escalar e feita apenas em R. Então ^i e ^2 sao funcionais lineares sobre 
GR. Para x G GR, obtemos
^i(x) < |^i(x)| < Kx)| < p(x).
Pelo Teorema de Hahn-Banach (caso real), existe um funcional linear : Er R que estende ^i a 
Er e que satisfaz ^(x) < p(x) para todo x G ER. Mostremos o caso de ^2. Para cada x G G,
i(^i(x) + i^2(x)) = i^(x) = ^(ix) = ^i(ix) + i^2(ix).
Portanto ^>2(x) = —^i(ix) para todo x G G. Definindo entao
: E C onde ^z(x) = ^i(x) — i^i(ix),
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segue que <^'(x) = ^>(x) para todo x G G. De fato,
</(x) = ^1(x) — i^1(ix)
= ^i(x) — i^i(ix)
= ^(x) + i^2(x)
= ^(x).
Mostremos que ip' á funcional linear no espaco complexo E. Observe que <^'(x + y) = <^'(x) + p'(y) 
para todo x, y G E. Dados a + ib G C e x G E,
</((a + ib)x) = ^>1(ax + ibx) — i^1((i(a + ib)x))
= a^1(x) + b^1(ix) — i(a^1(ix) — b^1(x))
= (a + bi)(^1(x) — i^1(ix))
= (a + ib)^'(x).
Mostremos agora que |<^'(x)| < p(x) para todo x G E. Se <^'(x) = 0, então a desigualdade e verdadeira 
porque p(x) > 0. Tome x G E tal que ^>'(x) = 0. Entao existe 0 tal que ^>'(x) = |^>'(x)|ei0. Segue que 
|^>'(x)| = e-i0<^'(x) = ^>'(e-i0x). Como |^'(x)| á real, pela equação (4.1), obtemos
|^>'(x)| = ^'(e-i0x) = ^>1(e-i0x) < p(e-i0x) = |e-i0|p(x) = p(x).
□
Corolário 4.1.1. Seja G um subespaço de um espaço normado E sobre K = R ou C e seja : G — K 
um funcional linear continuo. Entao existe um funcional linear continuo : E — K cuja restriçao a 
G coincide com e ||<^'|| = ||<^||.
Demonstracao. Seja p(x) : E -
dades:
-> R onde p(x) = ||<^||||x||. Observe que p satisfaz as seguintes proprie-
1. p(ax) = |MHM| = |M|H||xH = |a|p(x);
2. p(x + y) = M||x + y|| < M(||x|| + ||y||) = ||^||||x|| + M|y|| = p(x) + p(y).
Como por hipotese G C E e um subespaço vetorial de E e : G — K e um funcional linear contínuo, 
vale a desigualdade abaixo
k(x)| < |M|||xh = p(x)
para todo x G G. Daí, aplicando o Teorema de Hahn-Banach, existe ^' : E — R funcional linear tal 
que |^'(x)| < ||^||||x|| = p(x). Logo ||^'|| < ||^||. Por outro lado, ||^(x)|| = ||^'(x)|| < ||^'||||x|| para 
todo x G G. Então ||<^|| < ||<^'||. Assim, podemos concluir que ||<^|| = ||<^'||. □
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Corolário 4.1.2. Seja E um espaco normado. Para todo x0 G E, x0 — 0, existe um funcional linear
G E' tal que ||<p|| — 1 e <p(x0) — ||x0||.
Demonstracao. Sejam G — [x0] subespaço vetorial de E e : G K com ^(ax0) — a||x0|| funcional 
linear contínuo. Pelo Corolério 4.1.1, existe ^' : E K funcional linear contínuo cuja restricao a G 
coincide com e
||^'|| — ||^|| — sup{|^(axo)| : axo G G e ||axo|| < 1}
— sup{|a|||x0|| : ax0 G G e |a|||x0|| < 1}
— 1.
Falta mostrar que ^'(x0) — ||x0||. Para isto observe que
<£>' (xo) — (xo) — ||xo||.
□
Corolaário 4.1.3. Sejam E um espaçco normado, E — {0}, e x G E. Entãao
||xb— sup{Hx)|: g e' e <1}
— méx{|^(x)| : G E' e ||<p|| < 1}.
Demonstração. Para cada G E' com ||<^|| < 1, temos que |^(x)| < ||^>||||x|| < ||x||. Isso mostra que 
sup{Hx)|: g e' e <1} < ||x||>
O fato do supremo ser atingido em um funcional de norma 1 e garantido pelo corolério anterior. □
4.2 Versões vetoriais do Teorema de Hahn-Banach
Definição 4.2.1. Seja E um espaco de Banach. Um operador linear continuo P : E E e uma 
projeção se P2 — P ◦ P — P.
Observe que se P — 0 ée uma projecçaão entaão, ||P|| > 1.
Proposição 4.2.1. Seja F um subespaco do espaço de Banach E. As seguintes afirmaçães sao 
equivalentes:
1. Existe uma projeção P : E E cuja imagem coincide com F, ou seja, Im(P) — F. Neste caso 
diremos que P e uma projeçcãao sobre F.
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2. F e fechado e existe um subespaço fechado G de E tal que E = F ® G, isto e, E = F + G e 
F n G = {0}.
Neste caso F = {x G E : P(x) = x} e G = ker(P).
Demonstração. (a) (b) Primeiramente iremos mostrar que a igualdade abaixo e valida
F = {x G E : P(x) = x}.
Se x G F, tomando y G E tal que P(y) = x, resulta que x = P(y) = P(P(y)) = P(x). Se x = P(x), 
entao x G Im(P) = F. Chamaremos de idE o operador identidade em E. Assim
F = {x G E : P(x) = x} = {x G E : (P -idE)(x) = 0} = (P -idE)-1({0}),
e o conjunto F sera fechado pois é a imagem inversa do fechado {0} pela funçao contínua (P — idE).
Tome agora G = ker(P). Temos assim que G é subespaço fechado de E. Para todo x G E vale que 
( x — P ( x )) G G, pois P ( x — P ( x )) = P ( x ) — P ( P ( x )) = 0 , P ( x ) G F e x = ( x — P ( x )) + P ( x ). Se
x G G n F, temos x = P(x) pois x G F e P(x) = 0 pois x G G. Daí, x = 0.
(b) (a) Para cada x G E, existem unicos x1 G F e x2 G G tais que x = x1 + x2. O operador
P : E E dado por P(x) = x1 esta bem definido, é linear, P2 = P, Im(P) = F, ker(P) = G e 
F = {x G E : P(x) = x}. Resta provar que P é contínuo. Seja (xn)n=1 uma sequencia em E tal
que xn x e P(xn) y. Para cada n G N, escreva xn = yn + zn com yn G F e zn G G. Entao
zn = xn — yn = xn — P(xn) x — y. Como G é fechado, x — y G G, e portanto P(x) = P(y). Mas 
por outro lado, yn = P(xn) y. Como F é fechado, y G F. Assim y = P(y) = P(x). Pelo Teorema 
do Grafico Fechado temos que P é contínuo. □
Definição 4.2.2. Um subespaço F do espaço de Banach E e complementado se satisfaz as condiçães 
da proposição anterior. Dizemos que F e A— complementado, A > 1, se F é complementado por 
uma projecao de norma igual a A.
Segue da proposicão anterior que todo subespaco complementado de um espaço de Banach é 
fechado.
Exemplo 4.2.1. Todo subespaçco de dimensaão finita de um espaçco de Banach e complementado.
Seja F um subespaco de dimensão n do espaço de Banach E e {e1, e2,..., en} base de F. Para 
n
cada j = 1,... ,n, considere o funcional linear continuo G F' dado por akek = aj. Pelo
k=1
n
Teorema de Hahn-Banach, existe <^j- G Ez extensão de a E. Falta mostrar então que P = E4 ej 
j=1
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é uma projeção de E sobre F. Primeiramente mostremos que P é uma projeção:
P2(x) = p(p(x)) = p pj(x)ej
n
= S Pj(x)P (ej) 
j=i
nn
= S Pj(X) S Pk(ej)ek 
j=1 \k=1 /
nn
= S pj(x) S pfc(ej)efc
j=1 k=1
n
= 52 pj (x)ej = P (x).
j=1
n
Agora mostremos que P e projeção de E sobre F. Como P(x) pj (x)ej G F temos que Im(P) = F.
j=1
Exemplo 4.2.2. Sejam E e F espaços de Banach. Por meio da projeção (x,y) G E x F -—> (x, 0) G
E x F, observemos que E = E x {0} e 1-complementado em E x F. De fato, P e uma projeçao,
Im(P) = E x {0} e
||P(x,y)|| = sup{||P(x,y)|| : (x,y) G E x F e ||(x,y)|| < 1}
= sup{||(x,0)|| : (x,y) G E x F e ||(x,y)|| < 1}
1
se considerarmos em E x F qualquer uma das normas classicas.
Observaremos que operadores definidos em subespaços complementados podem ser estendidos ao 
espaco todo.
Proposição 4.2.2. Sejam G um espaço normado, F um subespaço complementado do espaço de 
Banach E e T G L(F, G). Então existe T G L(E, G) extensão de T a E.
Demonstração. Sejam P uma projeção de E sobre F e T = T ◦ P G L(E, G). Então, para todo x G F, 
temos que
T(x) = T ◦ P(x) = T(P(x)) = T(x).
□
Quando o subespaco não é complementado os operadores lineares contínuos nem sempre podem 
ser estendidos, como veremos na proposicão abaixo.
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Proposição 4.2.3. Sejam E um espaco de Banach e F um subespaço não complementado de E. 
Entao não existe operador linear continuo T : E F tal que T(x) = x para todo x G F, ou seja, o 
operador identidade em F nãao pode ser estendido continuamente a E.
Demonstracao. Suponha que existe T : E F tal que T(x) = x, para todo x G F. A inclusão 
íf : F E e linear e contínua, logo íf ◦ Te um operador linear contínuo de E em E. Como T (x) G F 
para todo x G E, segue que T2(x) = T(T(x)) = T(x) para todo x em E. Assim iF ◦ T seria projecao 
sobre F, o que contradiz o fato de F nãao ser complementado em E. □
Teorema 4.2.1. (Teorema de Phillips) Sejam F um subespaço do espaço normado E e T G L(F, l^).
Entao existe T G L(E,l^) extensão de T a E. Mas ainda, 11T11 = 11T 11.
Demonstracao. Considere o funcional linear continuo de norma 1:
<^n : K onde <£>n((aj)°=i) = an.
Assim, ^n ◦ T G F' para todo n e T(x) = (ten ◦ T)(x))n=i para todo x G F. Pelo Teorema de Hahn- 
Banach, para cada n existe extensao de ^>n ◦ T a E com 11^>n ◦ T 11 = 1111 • Podemos observar que 
o operador T : E onde T(x) = (^n(x))n=i á linear. Para todo x G F temos que
T(x) = (^n(x))~i = ten ◦ T (x))~i = T (x),
ou seja, T estende T. Note que
||ÍT(x)|| = sup x
n
< sup iWkll
n
= sup||^ ◦T ||||x|1
n
< sup ||^n||||T||||x|1
n
= ||T||||x||,
e portanto T é contínuo e ||T|| < ||T||. Como T estende T, obtemos que ||T|| < ||T’||. Logo ||T|| = 
||f||. □
Corolário 4.2.1. Se e subespaco fechado de um espaco de Banach E entao e 1-complementado 
em E.
Demonstracao. Utilize o Teorema de Phillips para o operador linear identidade em para obter 
T : E b^ que estende a identidade e ||T|| = 1. Sendo i o operador inclusao de b^ em E, temos que 
i ◦ Te uma projeção de E sobre b^ de norma 1. □
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4.3 Aplicações do Teorema de Hahn-Banach em espacos separáveis
Como vamos observar os espaçcos separaíveis tem propriedades especiais que tornam a teoria dos espaçcos 
separíaveis bem mais rica que a geral. Relembre que, se A íe um subconjunto de um espaçco normado 
E e x G E, entãao
dist(x,A) = inf{||x — y|| : y G A}.
Proposição 4.3.1. Sejam E um espaço normado, M um subespaço fechado de E, y0 G E — M e 
d = dist(y0, M). Então existe um funcional linear 0 G E' tal que ||0|| = 1, 0(yo) = d e 0(x) = 0, para 
todo x G M.
Demonstraçcãao. Seja N = M + [yo]. Entãao para z G N existem uínicos a G K e x G M tais que 
z = x + ayo. Defina
0o : N —> K, 0o(x + ay0) = ad.
Podemos observar que 0o e linear. De fato, dados z = x + ay0 e w = y + by0, onde a, b G K e x, y G M, 
temos que
0o(z + w) = 0(x + y + (a + b)yo) = (a + b)d = ad + bd = 0o(z) + 0o (w)
e tambíem
0o (az) = 0(ax + aayo) = aad = a(0o(z)).
Alíem disso, 0o(M) = {0} e 0o(yo) = d. Provemos que ||0o|| = 1. Seja z = x + ayo G N. Para a = 0,
vale 
x
||z|| = ||x + ayo|| = |a| -------yo a
> d|a| = |0o(z)|,
e para a = 0, como ||x|| > 0, a desigualdade ||z|| > |0o(z)| íe direta. Segue que ||0o|| < 1.
Agora, dado e > 0, existe xe G M tal que
d < ||yo — xe|| < d + e.
Tome ze = |g_X‘|| • Entao ze G N, ||ze|| = 1 e
dd
0o (ze) = n---------rr > -r—.
||yo — xe || d + e
Como e e arbitrário, temos ||0o|| > 1. Logo, ||0o|| = 1. Pelo Teorema de Hahn-Banach, existe 0 G E' 
que estende 0o a E tal que ||0|| = ||0o|| = 1. □
Teorema 4.3.1. Se E' e separável, entao E e separável. 
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Demonstracão. Seja SE/ a esfera unitaria de E', isto e, SE/ — {rá G E' : ||^|| — 1}. E possével mostrar 
que todo subconjunto de espaço metrico separável tambem e separável, logo SE e separável. Seja 
{on : n G N} um subconjunto enumeravel e denso de SE. Para cada n G N podemos tomar xn G SE 
tal que |^n(xn)| > 2. Chamemos M — [x1,x2,...] e provemos que M — E. Para tanto, suponhamos 
M — E e escolhamos y0 G E - M. Pela proposicão anterior, existe um funcional G E' com ||^|| — 1 
tal que ^(y0) — d — dist(y0, M) e ^(x) — 0 para todo x G M. Então
||0 - 0n|| — sup |(0 - 0n)(x)| > |(0 - 0n)(Zn)| — |0n(zra)| > 1,
x€Be 2
o que é um absurdo, jé que {on : n G N} e denso em SE/. Portanto M — E e a separabilidade de E 
segue do Lema 2.6.1. □
Proposição 4.3.2. Todo espaço normado separável e isomorfo isometricamente a um subespaço de 
tx.
Demonstracçaão. No caso em que E — {0} naão haé o que fazer. Suponha entaão que E — {0}. Sejam E 
um espaçco normado separaével e D — {xn : n G N} um subconjunto enumeraével denso em E. Podemos 
supor 0 G D. Pelo Corolario 4.1.2, para cada n G N existe um funcional linear G E' tal que 
||0n|| — 1 e ^n(xn) — ||xra||. Considere
T : E -^ tx, T(x) — (^n(xn))X=x.
E claro que |^n(x)| < ||^n||||x|| — ||x|| para todos n G N e x G E, portanto T esta bem definido, isto 
(0n(x))n=1 G 'x , para todo x G E. Alem disso, T e linear e
||T(x)|| — sup{|^n(x)| : n G N} < ||x||,
o que prova que T ée conténuo. Note que
||T(xk)|| — sup{|^n(xk)| : n G N} > |0k(xk)| — ||xfc||
(4.3)
(4.4)
para todo k G N. De (4.3) e (4.4) resulta que ||T(xk)|| — ||xk||, para todo k G N. Da densidade do 
conjunto {xn : n G N} e da continuidade da função x G E -—> ||T(x)|| G R segue que ||T(x)|| — ||x||, 
para todo x G E .De fato, dado x G E, existe (yk)k=1 C D tal que yk —> x. Daí,
||x||^-||yk || — ||T (yk )||-^||T (x)||.
Assim, T e um isomorfismo isometrico entre E e T(E) C tx. □
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4.4 Formas geométricas do Teorema de Hahn-Banach (caso real)
Definição 4.4.1. Seja V um espaço vetorial nao nulo. Um hiperplano de V e um subespaço W = V 
tal que se W1 e um subespaço de V e W Ç W1, entao W1 = V ou W1 = W.
Notemos na proxima proposiçcaão que os hiperplanos saão exatamente os nucleos dos funcionais 
lineares.
Proposição 4.4.1. Sejam V um espaço vetorial, V = {0} e W um subespaço vetorial de V. Então 
W e um hiperplano de V se, e somente se, existe um funcional linear não nulo tal que : V R tal 
que ker(^) = W.
Demonstraçao. Suponhamos que W seja hiperplano de V. Queremos mostrar que ker(^) = W para 
algum : V R não nulo. Como W = V, podemos escolher v0 G V — W. Tomando W' = [W U {v0}], 
como W Ç W' e W = W', podemos concluir que W' = V. Assim cada v G V pode ser escrito de 
maneira unica como v = u + av0 com u G W e a G R. O funcional : V R onde <^(u + av0) = a 
e não nulo, linear, e ker(^) = W.
Reciprocamente, seja : V R funcional linear não nulo tal que ker(^) = W. Temos ker(^) = V 
pois = 0. Seja W1 subespaço de V tal que ker(^) Ç W1. Basta mostrar que ker(^) = W1, então 
W1 = V. Suponhamos que ker(^) = W1 e escolhamos v0 G W1 — ker(^). Dado v G V, tomando 
u = v — y(V)), temos entao que u G ker(^) Ç W1. Segue que v = u + ^^J)0 G W1.
□
Definiççãao 4.4.2. Se H e um hiperplano de V e v0 G V, o conjunto
v0 + H = { v0 + v : v G H }
e chamado hiperplano afim de V.
Da Proposiçcãao 4.4.1 sabemos que os hiperplanos afins sãao os conjuntos da forma
{v G V : <p(v) = a},
onde e um funcional linear nao nulo em V e a G R. Chamaremos muitas vezes os hiperplanos afim 
simplesmente de hiperplanos.
Proposição 4.4.2. Seja H = {x G E : ^>(x) = a} um hiperplano afim de um espaço normado E, 
onde e funcional linear em E e a G R. Então o hiperplano afim H e fechado se, e somente se, o 
funcional linear e continuo.
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Demonstração. Supondo contínuo, o hiperplano afim H = ^>-i({a}) e fechado. Reciprocamente, 
suponha que H seja fechado. Então E — He aberto e não vazio, logo existem x0 G E — H e r > 0 tais 
que B(xo,r) Ç E — H. Como <^(xo) = a, podemos supor <^(xo) < a. Mostremos que então <^(x) < a 
para todo x G B(xo, r). Note que se existisse x1 G B(xo,r) com <^(xi) > a, tomando t = ^X^'-)—X,) 
teríamos txo + (1 — t)x1 G B(xo, r) e
^(txo + (1 — t)xi) = t^(xo) — (1 — t)^(xi)
= a,
y(xi) — a 
<p(zi) — <Xzo)
+ 1 y(zi) — a^(xi) — ^(xo) ^(xi)
o que contradiz B(xo,r) Ç E — H. Então podemos afirmar que <^(x) < a para todo x G B(xo, r).
Portanto <^(xo) + r^(z) = ^>(xo + rz) < a para todo z G E com ||z|| < 1. Como || — z|| = ||z||, temos
y(xo) — a
r < ^(z) <
a — y(xo)
r
para todo z G E com ||z|| < 1. Entao ||<^|| < a-y(xo)r o que prova a continuidade do operador □
Definição 4.4.3. Seja C um subconjunto convexo, aberto e que contem a origem do espaço normado 
E. A aplicação
pC : E R, onde pC (x) = inf {a > 0 : x G c} ,
e chamada de funcional de Minkowski de C.
Proposicçãao 4.4.3. O funcional de Minkowski tem as seguintes propriedades:
a) pC(bx) = bpC(x), para todo b > 0 e x G E.
b) C = {x G E : pC(x) < 1}.
c) Existe M > 0 tal que 0 < pC(x) < M||x|| para todo x G E.
d) pC(x + y) < pC(x) + pC(y) para todos x, y G E.
Demonstracçãao. (a) Observe que
pC(bx) = inf bx— G aa > 0 :
inf bd > 0 : bx
bd
inf bd > 0 : GCx
d
= b inf d > 0 : ? G C}
= bpC(x).
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(b) Como C é um conjunto aberto, para todo x G C existe r > 0 tal que (1 + r)x G C. Assim 
(1+x)-i G C e portanto pc(x) < (1 + r)-1 < 1.
Reciprocamente, suponhamos que pc(x) < 1. Então da definição de ínfimo existe 0 < a < 1 tal 
que a G C. Como C é convexo temos que x = a (a) + (1 — a)0 G C.
(c) Seja r > 0 tal que B(0, r) Ç C. Para 0 < s < r temos que s||Xj| G C, para todo x G E e x = 0. 
De (a) e (b) obtemos que
1 > p C = rArPc (x)x
Pc(x)
para todo x G E não nulo. A desigualdade também é valida para x = 0. Assim, tomando M = 1, 
temos 0 < pc(x) < M||x||.
(d) Sejam x, y G E e e > 0 dados. Vejamos que p (X)+, G C. Por (a) obtemos a igualdade abaixo 
pC (x)+^
P^ Pc (x) + 0 (Pc (x) + e)Pc (x) < 1
e pelo item (b) segue que p (X)+, G C. Da mesma forma p (y<)+, G C. Como C é convexo, tomando 
pC (x)+^ pC (y)+^
0 < t < 1 onde t = —, , temos quepc (x)+pc (y)+<G
x + y 
Pc (x) + Pc (y) + 2e
t (pc (x) + e) + (1 — t)
Pc (y) + ej
G C.
De (a) e (b) concluémos que
Pc (x) + Pc (y)+2ePc (x + y) Pc
x + y 
Pc (x) + Pc (y) + 2e
< 1,
e assim pc (x + y) < pc (x) + pc(y) + 2e. Quando e 0 obtemos Pc(x + y) < Pc(x) + Pc(y). □
Lema 4.4.1. Seja C um subconjunto convexo, aberto, próprio, e não vazio do espaço normado E e 
seja x0 G E — C. Então existe um funcional linear p G E' tal que p(x) < p(x0) para todo x G C.
Demonstraçcaão. Suponha 0 G/ C. Escolha z0 G C, considere D = {x—z0 : x G C} e y0 = x0—z0. Temos 
que y0 G D, 0 G D e D ée convexo aberto. Podemos entaão considerar o funcional de Minkowski PD de 
D. Sejam G = [y0] e g(ty0) = tPD(y0) para todo t G R, temos que g(x) < PD(x) para todo x G G. De 
fato, para t > 0, temos que
g(ty0) = tPD(y0) = PD(ty0),
pela proposicaão anterior. Para t < 0, temos
g(ty0) = tPD(y0) < 0 < PD(ty0), 
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pois pd (x) > 0 para todo x G E. Pelo Teorema de Hahn-Banach existe um funcional linear : E R 
tal que ^>(x) = g(x) para todo x G G e ^>(x) < pD(x) para todo x G E. Da Proposição 4.4.3 (c) existe 
M > 0 tal que <^(x) < pD(x) < M||x|| para x G E. Pode-se concluir entao que é contínuo. Da 
Proposição 4.4.3 (b) segue que <^(y) < pD(y) < 1 para todo y G D. Como pD(yo) > 1 pois yo G D, 
temos
^(y) < 1 > pd(yo) = g(yo) = ^(yo) = ^(yo - zo)
para todo y G D. Da desigualdade anterior e da definiçcãao de D segue que
^(x) = ^(x - zo) + <p(zo) < ^(xo - zo) + <p(zo) = <p(xo)
para todo x G C. Se 0 G C, basta tomar zo = 0. Segue que <^(x) < <^(xo) para todo x G C. □
Lema 4.4.2. Sejam E um espaco normado real, G E' um funcional linear não nulo e A um 
subconjunto convexo, nao vazio, aberto de E. Entao <^(A) e um intervalo aberto (não necessariamente 
limitado).
Demonstração. Como = 0, então é sobrejetor, pois sua imagem é um subespaco vetorial de R. 
Note que <^(A) é convexo . De fato, dados ^(x1),^(x2) G <^(A) temos que t^(x1) + (1 — t)^(x2) = 
^(tx1 + (1 — t)x2) G <^(A), ja que A é convexo. Logo, <^(A) é um intervalo.
No caso, em que <^(A) é limitado superiormente, chamemos de a sua extremidade superior. Supo­
nhamos que a G <^(A). Entao existe x G A tal que <^(x) = a e <^(y) < a para todo y G A. Como A é 
aberto existe e > 0 tal que a bola aberta de centro x e raio e esta contida em A. Seja z G E um vetor 
nãao nulo. De
ez
x + 2 z x
podemos concluir que x + 2nZlf G A. Nesse caso,
e
a >
e||z
2Hz = 2 <e
e
w
x+ ez2ÍW = ■ ' + anz? ■ =a + ^(z).
Assim podemos concluir que <^(z) < 0. Como z é vetor não nulo arbitrário, isso contradiz o fato 
de ser sobrejetora, e portanto a G ^(A). Da mesma maneira prova-se que: se <^(A) é limitado 
inferiormente, então <^(A) não contem sua extremidade inferior, mostrando assim que <^(A) é um 
intervalo aberto.
□
Teorema 4.4.1. (Primeiraformageometrica do Teoremade Hahn-Banach) SejamA e B subconjuntos 
convexos, não vazios e disjuntos do espaco normado E. Se A e aberto, entao existem um funcional 
linear G E' e a G R tais que
^(x) < a < ^(y)
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para todo x G A e y G B. Podemos dizer que o hiperplano fechado H = {z G E : <^(z) = a} separa A 
e B.
Demonstraçcaão. Seja C = {a — b : a G A e b G B}. Notemos que:
1. C áe aberto, pois pode ser escrito da seguinte maneira C = {a — b : a G A}.
beB
2. C áe convexo. De fato, dados xi, x2 G A, yi, y2 G B e 0 < t < 1, temos que
t(xi— yi)+(1 — t)(x2— y2) = (txi+(1 —t)x2) —(tyi+(1 —t)y2) G C.
3. 0 = C = E, pois A e B sao disjuntos e não vazios.
Como 0 G C, pois A A B = 0, pelo Lema 4.4.1 existe um funcional G E' tal que <^(z) < <^(0) = 0 
para todo z G C. Logo,
^(x) = ^(x — y)+ ^(y) <^(y) (4.5)
para todo x G A e y G B. Por B ser nao vazio, a := sup^(x) á um numero real. Temos que 
xe A
^>(A) C (—x, a] e da equacao (4.5) segue que a < ^>(y) para todo y G B. Do Lema 3.4 sabemos que 
^>(A) e intervalo aberto, logo ^>(A) C (—x,a), isto á, ^>(x) < a para todo x G A. Podemos concluir 
que ^>(x) < a < ^>(y) para todos x G A e y G B. □
Teorema 4.4.2. (Segunda forma geometrica do Teorema de Hahn-Banach) Sejam A e B subconjuntos 
convexos, nãao vazios e disjuntos do espaçco normado E. Se A e fechado e B e compacto, entãao existem 
um funcional G E' e a, b G R tais que
^>(x) < a < b < ^>(y)
para todos x G A e y G B. Para c G (a, b) diz-se que o hiperplano fechado H = {z G E : <^(z) = c} 
separa A e B estritamente.
Demonstracão. Mostremos que á possível escolher e > 0 de modo que A + B(0, e) e B + B(0, e) sejam 
abertos, disjuntos e convexos.
1. Para qualquer escolha de e > 0, os conjuntos A + B(0, e) e B + B(0, e) são abertos, pois
A + B(0, e) = U (a + B(0, e)) = B(a, e).
aeA aeA
Da mesma maneira temos que B + B(0, e) á uma união qualquer de conjuntos abertos.
2. Para qualquer escolha de e > 0, como A e B sao convexos e B(0,e) tambám á convexo, temos 
que A + B(0, e) e B + B(0, e) são convexos.
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3. Basta então provar que é possável escolher e > 0 tal que A + B(0, e) e B + B(0, e) sejam disjuntos.
Suponha que naão seja possável. Nesse caso, para cada n G N
(A+B( n (B+B( 0-n))=0.
Logo existem (xn)n=i Ç A, (yn)£=i Ç B e (Zn)n=i, (Wn)n=i Ç B (0, n) tais que xn + Zn = yn + Wn 
para todo n G N. Assim,
2
||xn - yn|| = ||Zn - Wra|| <- (4.6)n
para todo n G N. Como B é compacto, (yn)n=i tem subsequência convergente em B, digamos 
que ynk fi G B. Pela equação (4.6) segue que xnk fi. Como A á fechado, fi G A. Logo 
fi G A n B, o que contradiz A e B serem disjuntos.
Fixemos e > 0 tal que A+B(0, e) e B + B(0, e) sejam disjuntos. Pela Primeira Forma Geometrica 
do Teorema de Hahn-Banach existe um hiperplano fechado H = {z G E : <^(z) = c} de E que 
separa A + B(0, e) e B + B(0, e). Logo para x G A e y G B temos
^(x) + sup <p(zi) <
||zi||<e
c < ^(y)+ inf ^2),
I|z2||<e
e da linearidade de temos
^(x) + e • sup < c < ^(y) + e • inf
ZT ll<i
Resulta que ^>(x) + e||<^|| < c < ^>(y) — e||<^|| para todo x G A e y G B. Basta tomar a = c — e 
e b = c + e . Assim teremos para x G A
^(x) < c —
<.(x) — e M
< a.
Daá, podemos concluir que ^>(x) < a para todo x G A. E tambem obteremos para y G B 
c + 2<c + e||^H
< ^(y).
Logo temos que b < ^>(y) para todo y G B. Podemos concluir que ^>(x) < a < b < ^>(y) para 
todos x G A e y G B.
□
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Corolário 4.4.1. Seja M um subespaço fechado do espaço normado E. Entao para todo x0 G E — M 
existe um funcional G E' tal que ^(x0) = 1 e ^>(x) = 0 para todo x G M.
Demonstraçcãao. Pela Segunda Forma Geometrica do Teorema de Hahn-Banach para A = M e B = [x0], 
existem um funcional linear 0 G E' e c G R tais que 0(x) < x < 0(x0) para todo x G M. Mas a imagem 
de um subespaco por um operador linear é um subespaço no contradomínio, logo 0(x) = 0 para todo 
x G M. Assim 0(x0) > 0 e portanto basta tomar ) 0, o que implica ^(x0) = ^0) = 1 e
^>(x) = 0 para todo x G M. □
Corolário 4.4.2. Seja M um subespaço do espaço normado E. Então para todo x0 G E, x0 G M se, 
e somente se, ^(x0) = 0 para todo G E' tal que ^>(x) = 0 para todo x G M. Podemos representar M 
da seguinte maneira
M = Q{ker(^>) : G E' e M Ç ker(^>)}.
Demonstração. (Ç) Suponha x0 G M. Para todo G E' tal que M Ç ker(^), M Ç ker(^) = ker(^), 
pois ker(^) é fechado.
(D) Suponha x0 G M. Como M é um subespaço fechado de E, pelo corolario anterior existe um 
funcional linear G E' tal que ^0(x0) = 1 e ^>0(x) = 0 para todo x G M. Logo,
x0 Q{ker(^) : G E' e M Ç ker(^>)}.
□
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