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Abstract 
Gao, Z. and L.B. Richmond, Central and local limit theorems applied to asymptotic enumeration IV: 
multivariate generating functions, Journal of Computational and Applied Mathematics 41 (1992) 177-186. 
Flajolet and Soria (1989, 1990) discussed some general combinatorial structures in which central limit theorem 
and exponential tail results hold. In this paper, we shall use Flajolet and Odlyzko’s “transfer theorems” (1990) 
to extend Bender and Richmond’s (1983) central and local limit theorems to a wider class of generating 
functions which will cover the above-mentioned combinatorial structures. The local limit theorem provides 
more accurate asymptotic information and implies the superexponential tail results. 
Keywords: Generating function; limit tbeorem; asymptotic enumeration. 
1. Introduction 
We first introduce some notation. Throughout this paper, all boldface letters denote row 
vectors with d components and operations are performed componentwise; e.g., 1 x 1 is a vector 
whose ith component is 1 xi 1 and ex is a vector whose ith component is ext. A vector to a 
vector power is an exception; i.e., X’ =x:1 l l l x$d. x’ is the transpose of X. 
Let P and j denote vectors of integers. With a sequence a,(k) of nonnegative numbers we 
associate the normalized sequence 
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say that a,(R) satisfies a central limit theorem (or CLT) with mean m, and covariance 
= u~B if 
c P,(j)- /(2 ;d,e, / 
jdu,u+m, Tr XdU 
erp(-~~_lr.)drl=o(l), 
rmly for all u. 
e say that a,(k) satisfies a local limit theorem (or LLT) if 
o,dP&%u + 4) - 
1 
1 
i(2=)dlBl 
exp( -;uB-‘u’) = o(l), 
rmly for u is any compact subset of ( - 00, mJd. 
We say that a,(R) admits a superexponential t il if 
ondpn(iqd +m,]) d exp( -$.Pu’)(l +0(l)), 
uniformly for u in any compact subset of ( -a~, =Jd, where C is a constant independent of the 
set. 
Clearly? the LLT implies the superexponential tail. In the univariate case, Flajolet and Soria 
ned a CLT for a,(K) which arises from’some general combinatorial structures. In [3, 
41, they also discussed exponential tail results. They remarked that an alternative 
ach to deriving superexponential tail results could be “to consider asymptotic estimates 
densities (‘local limit theorem’) in the style of [Bender, i973]. This may involve, however, 
rather delicate estimates away from the center.” In this paper, we shall see that, without too 
many delicate estimates, one can extend Bender’s CLT and LLT to cover the combinatorial 
structures discussed by Flajolet and Soria. Moreover, shifting the mean away from the center 
allows one to obtain asymptotic information away from the center. We shall see this when we 
iscuss polynomial factorization. 
Throughout the paper, let F(z, x) = Ca,(k)xRZ” be the generating function associated with 
Q,(R) and f,(s) = [z”]F(z, x) where x = log X. Let R be a compact subset of ( -m, 09~. An E 
neighborhood of R is denoted by N( R, E). We shall say that F(z, x) is of algebraico-Zogrithmic 
typeinRifwecanwrite 
F(z, x) =g(s) 1 ( - +J”“‘( ?log(l - -&)-l)fi(‘;l +E(z, s)), (1) 
where 
(iI g(s) is continuous and nonzero in N( R, ~1; 
(ii) a(s), /3(s) and r(s) have continuous third partial derivatives in N(R, E) and either 
&)4(0, -1, -2,J or acts) is a constant in N(R, E); 
(iii) E(z, s) is analytic in A - {r(s)} and E( z, s) = o(I) as z + r(s) uniformly for all 
A=@: Izi <r(s)+& iarg(z-r(s))1 28), 0/:8<$~. 
e following theorem is an immediate consequence of the “transfer theorems” of [2]. 
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Theorem 1. Suppose that F(z, x) is of type (l), then 
(i) ifa(s)E{O, -1, -2 ,... }, then 
g(s) 
f,(s) m r((y(s)) r(s)-nn”(“)-‘(~og n) /3(s) 9 
uniformly in N(R, E); 
(ii) if arts) = k E (0, - 1, -2 ,...I and fib&O forallsER, then 
f,(s) u (- l)k( -k)! P(s)g(s)r(s)-“n”-‘(log n)‘(‘)-‘, 
uniformly in N(R, e). 
In terms of functions T(S), a(s) and P(S), we define 
m,(s) = -V log r(s), B,(s) = - 
a2 log r(s) 
3s as ' 
i j 
a*cq s) 
B,(s) = Eas . . 
a*;(,; 
Bpw = as.0 
1 i 
(2) 
(3) 
(4) 
2. Limit theorems 
Theorem 2. Suppose that 
f,(s) +s)r(s)-nn”(s)(log n)‘(“, 
uniformly in N(0, E), where A(s) is uniformly continuous and r(s), cy(s) and p(s) have 
continuous third partial derivatives. Then a,(k) satisfies a CLT with 
(1) mean m, = run,(O) and covariance matrix B,, = nB,(O), if B,(O) is nonsingular; 
(2) mean m, = nm,(O) + (log &m,(O) and covariance matrix B,, = (log n)B,(O), if B,(O) = 0 
and B,(O) is nonsingular; 
(3) mean m, = run,@) + (log &m,(O) + (log log n)mp(O) and covariance matrix B,, = 
(log log &BP(O), if B,(O) = B,(O) = 0 and BP(O) is nonsingular. 
Proof. The proof is similar to that of [l, Theorem l]. Consider the characteristic function 
hlw = 
exp( - im,s’/qJf,(Wa,) 
f,(O) 
9 
-.- 
for the sequence p,,(k - m,,)/o-,), where on = &, I/log and /log log n , respectively in cases 
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q (21 and (3. Since A(s) is continuous at s = 0 and u, + 00, we have 
4,(s) = exp 
im,s’ 
---n log 
‘(is/% ! 
on 
r(Q) +(log n!(# -4O!) 
+(log log n) p ( (E) -P@)))o + W!!. (5) 
since 
- log 
?w%l! im,(O!s’ sBJO)s 
r(Q) = on - 20,z 
? 
- a(0) = 
im,(O)s’ sB,(@!s’ 
a - 
24 
9 
a, 
-/3(O)= 
imJO!s 
o;r 
is the length of s, the theorem now follows from [S, VU, Theorems 1 and 71. q 
Corollary 3. If F( z, x) is of type (1) with R = {O}, then a,(k) satisfies a CLT as stated in Theorem 
2. 
f. It follows immediately from Theorems 1 and 2. 0 
Theorem 4. Suppose that 
f,(s) m A( s)r( s)-“n”(“)(log n)““‘, @! 
ly for Re s E R and that A(s), (r(s), /3(s) and r(s) are continuous for Re s E R. Let 
denote the set I-b, b]” - [-a, a]“. Then: 
(11 If B,(t) i s nonsingular for all t E R, 1 r(s) 1 2 1 r(Re s) I+6 for Re s E R and Im s E 
Sk, zJ, and m,( t J = k/n has a solution t E R, then 
a,(k) ry 
A( t)r( t)?z”(‘)(log n)“” e-“’ 
/M ’ 
(71 
ly for all such k. W%en 0 E R, a,!k) satisfies an LLT with mean m, = nm,(O) and 
corariance matrix B,, = nB,(O). 
(2) If r(s) = r is a constant, B,(t) is nonsingular for all t E R and Re cu(s) < Re cu(Re s) - S 
for Re s E R and Im s E Sk, T), and m,(t) = k/log n has a solution t E R, then 
a (k) A( t)r-“na(‘)(log n)‘(” evrk’ 
Y R I 
\j(27i log n)d I B,(t) I ’ 
(8) 
unifomtly for all such k. when 0 E R, a,(k) satisfies an LLT with mean m, = (log n)m,(O) and 
corariance matrix B, = (log n) B,(O). 
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(3) If r(s) = r and cy(s) = ar are constants, I&(t) is nonsinbwlar for all t E R and Re p(s) < 
Re p(Re s) - 6 for Re s E R and IIm s 1 E Sk, ~1, and m,(t) = k/log log n has a solution 
t E R, then 
a*(k) N 
A( t)r-“n”(log n)p(r, e+’ 
\/(2rr log log n)d I l&(t) I ’ 
(9) 
uniformly for all such k. When 0 E R, a,,(k) satisfies an LLT with mean m, = (log log n)rn,#) 
and covariance matrix B,, = (log log n)B&O). 
Proof. The proof of case (1) is essentially the same as that of [I, Corollary 21. We shall only give 
the proof for case (2), case (3) then follows similarly. in what follows, we simply use B to 
denote B,(t) and m to denote nm,( t) + (log n)m,( t ). Let &(s) be the characteristic function 
of the sequence {a,(k) erk’} with mean shifted by -m and the variables then scaled by 
v;’ = (log n)- ‘I2 Much as in the proof of Theorem 2 we obtain . 
d&(S) = 
f,,(t + is/u,) exp( -ism’/qJ 
f,(t) 
= exp( +Bs’) 1+0 
( 
uniformly for all t E R. By elementary calculus, 
/$,( t + p) exp( - E) ds = (2v*n)da,(k) erk’, 
where P=P, X --- x Ed and Pi = [ -rcr,, ~a,]. Since 
-isu’ - $sBs’) ds = - +uB%‘), 
we have 
a,(k) erk’ exp( - +uB-‘u’) - 
-isu;6,Js) ds - jrn exp( -isu’ - $Bs’) ds , 
-m 1 
where u = (k - m)/a,. We now show that 
)/ 
Pe-i”u$,I(s) ds - Irn exp( -isu’ - $Bs’) ds( = o(1). 
-m 
We break the absolute value into four parts: 
o I, is the difference of the integrals with limits [ -K, KY; 
o I2 is the first integral outside [ -K, Kid and inside [ -EC,, qJd; 
w 
(12) 
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o Z3 is the first integra! outside [ -q, eo,jd; 
o Za is the second integral outside [-K, Kid. 
The same argument used in the proof of [l, Theorem 21 leads to 
I, I + I r, I = o(l). 
For ZSs we have from (10) that 
G 
/ 
4,(s) I ds = o,d 
fnV + is) ds 
xcu, .xo;t) f,(t) l 
Using (6) and that r(s) is a constant, we have 
=O(ln a(t+is)-a(t)(log n)B(t+is)-8(tl 1). 
Since Re ar(t + is) < Re a(t) - 6 for s E Sk, ~1, I f,(t + id/f,(t) I = dn-‘h Thus 113 I = 
(iog n)d%-‘) = o(l). 
Using (61, (11) and (121, we obtain 
a,(k) -A( t)r-‘W(‘)(log n)@(‘) 
exp( -tk’ - $uB- ‘u’) 
/(27i log n)dlBI ’ 
(13) 
unifoe for all t E R and u = (k - m)/a, in any compact subset of ( -00, a?. Setting u = 0 in 
(13, we obtain (8). When 0 E R, setting t = 0 in (13), we obtain the LLT for a,(k). q 
g Theorems 1 and 4, we obtain the following result. 
corolfar3p 5. Zf F(z, XI is of type (1) and g(s), a(s), p(s) and r(s) are continuous for Re s E R, 
GIMW a,(k) sati@es an LLT as stated in Theorem 2. 
3. Applications 
In this section, we sometimes refer to R as a compact subset of (0, @. In that case, we 
mean that R = {x: x = es). 
3.1. ltinomial co@cients 
Let 
n! 
a,(k) = k , 
1’ - - - k,!(n -k, - l - l -k,)! m 
Then 
F(z, x) = xa,,(k)xLzn = 
1 
1 - (1 + CXj)Z l 
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We have r(s) = l/(1 + C es)), CY(S) = 1, 
il n d 
-v log r= Xl m,= xd 
1 1+ C~j”“’ 1+ C~j ’ 
B,(L i) = 
+(I+ ZXi) 
!Nhere B,(i, j) is the (i, j)th entry of the matrix B,. Thus a,(k) satisfies a CLT with mean 
In 
t n 
=n(l;(d + I),..., 
i+ 1)2 
l/(d + 1)) and covariance matrix Bn whose diagonal elements are nd/(d 
and offdiagonal elements are -n/(d + 1)2. 
: Since Ci-#j 1 B,(i, j) 1 < 1 B,( j, j) 1 for all 1 <j \< d and x 2 0, B, is nonsingular for all s. It is 
!Fasy to check that other conditions of Theorem 4 (case (1)) are satisfied. Thus a,(k) satisfies an 
;LLT and the asymptotic formula (7) for all t. 
t 
B 
13.2. Cycle structures in a permutation 
; 
i 
i Let a,(k) be the number of permutations in S, which have kj cycles of length congruent to 
1’ mod cr’. Then the generating function for a,(k)/n! is 
c 
2” ld -1 -=- c 6’j log(1 -&) ) 
n=jmodd n d,=, 
i where o = e2ni/d, we obtain 
F( =, x) = If (1 _ wlz)-(EY=P-“xj)/de 
I=1 
Since F(z, x) has d singularities on the unit circle, we cannot apply Corollaries 3 and 5 
directly. Nevertheless, the following lemma together with Theorems 2 and 4 will give the 
desired results. 
Lemma 6. Let A ={z: lzl G 1 +S} and zl,..., zI be some points, which are not 1, on the unit 
circle. Suppose that f(z)=(l-z)-ag(z), where c&(0, -1, -2,...) and g(z) is analytic in 
A - {zl,. . . , zJ. Zf g(z) = O( 1 z -zj 1 -“I as z + zj for all 1 <j < I, and g(l) # 0, then 
Proof. The proof is essentially the same as that of [2, Theorem 3A]. Let C be the Hanke? 
contour as shown in [2, Fig. 2a] with the radius 2 replaced by 1 + 6, and let Ci be the circle, 
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ented clockkse, with center z, and radius l/n. Then 
1 
f( 1 
I- (1 --+%G 
Z 
= G Jc,- 
i 
Z”+l 
dz-k ij 
(1 -zF%z) dz) 
Z n+ 1 j-1 C, I’ 
By the similar argument used in the proof of 12, Theorem 3A], we have 
1 [ (1 -z)-ag(z)dz g(W-’ 
zr;ilc, (1 -zy+’ 
h)-- 
44 ’ 
The lemma now follows from the fact that 
1 
/ 2ai c 
(1 -Sxz) dz 
z”+ 1 
J 
In our case now, 
1 d 
c P’di_Ixj~ 
Since 
for all x > 0 and I < I < d - 1, a,(k)/n! (and hence a,,(k)) satisfies a CLT and an LLT with 
mean 
log n 
m?a = - d (1 
,...,l) 
md covariance matrix 
47 
log n 
= --diag(l,...,l). 
3.3. Logarithmic functions 
Flajolet and Soria [3] defined a function G( z) to be logarithmic if 
-1 
G(z)=c log +E(z), 
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where a and r are positive and E(t) is analytic in 
A,= (2: Izi <r+& zG [r, r+S]) 
and E(r)-K+o(log(l -Z/T)-‘) as z+r in A,. 
If C(z) and C(z) are logarithmic and the r corresponding to C(z) is less than 1, Flajolet 
and Soria showed that sequences t?,,(k) = [z”d] exp(u&)) and a,(k) = [z”u’] exp(C, >, 
ukC( zk)/k) satisfy a CLT. By our Theorem 4 (case (2)), the sequences i&(k) and a,(k) also 
satisfy an LLT. To see ho-w Theorem 4 cou!d be applied to obtain an asymptotic expression for 
a,,(k) such that k is away from the center, let us discuss the polynomial factorization over a 
finite field (see [3, Example 21). Let P(z, u) = exp(ul(r) + S(z, u)), where Z(z) and S(z, u) are 
defined in [3]. From [3], we have 
Z(z) =log(l-42)’ +E(z), 
where E(z) = Ck a zp (k) log(l -qzk)-l/k. Since Z(zk) is analytic 
JzJ<q-‘+S and k>,2, S( 2, u) is analytic for 1 u 1 <q-’ -E 
Theorem 4 (case (2)) could be applied to obtain 
and II( <C]zk] for 
and lz) Q-* +S. Thus 
[zJJuk]P(z, u) - 
exp(uR(q-‘) + s(q-‘9 ‘)) 
, nL1 
r(u)\;2nu log n 
-lU-kqn 
9 
as n + q where u = k/log n E (0, q). Since q > 2, the interval (O, 4) contains u = 1, which 
corresponds to the center. 
3.4. Cyclic partitions of an n-set 
To give an example which has a logarithm factor, we consider cyclic partitions of an n-set, 
that is, partitions whose blocks are in cyclic order. Let a,(k) be the number of cyclic partitions 
of an n-set which have k blocks. Then 
a,,(k )xkz ” 1 
F(z,x)= c nr = log 
na0 . 1 --x(e’- 1). 
Thus 
1 
F(z9X)=10g(l+X)+)(l--&) 
(1 +E(z, x)), 
where -r( x > = I& +x-l) and E(z, x) is analytic in ! z 1 s 1 r(x)! +E and E(z, x) = o(l) as 
z + r(x) uniformly in AXi, E) (cf. [4]). 
To obtain an LLT, we need to verify the cundition 
I r(x) I < I r(x eie) I, for O< 101 <7~, xEN(1, E). (14) 
Since 1 +x-l eie = 2 cos $ e ie/2(l + O(E)) uniformly for x E N(1, E) and ! 0 ! < T, we have 
I r(x eie) I 2 = h(8)(1 + O(E)) uniformly for x E N(1, E) and 18 I < n, where hW = 
10g2(2 cos +e)+ +e2. 
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It is easy to check that 
h(B)<h(8), forO< lel G?r. 
Xwrefore. ( W is satisfied and thereby an LLT is obtained for an( k 1. 
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