Polymer flooding can be a viable alternative to improve recovery of heavy oil reservoirs. The comparison of water and polymer flooding demands a detailed simulation results. The analysis of relevant data including uncertainties seeks to improve the decision process and requires a high number of simulation runs. Reservoir engineers usually bypass this problem using fast models to reduce computational time; however, it is important to maintain the reliability of heterogeneous reservoir models. This work presents an evaluation of fast models considering precision of results and simulation time in specific wells of interest. The fast model is required in this case because the simulation time of the entire reservoir would demand excessive computation effort for probabilistic approaches used in the decision analysis. Therefore, the main objective of the proposed work is to establish an innovative approach to evaluate and quantify how the grid size impacts the accuracy of results and both the time and computational resources. Based on the well location, three procedures are compared: (1) original grid size model (OTM), (2) selection of grid size based on streamlines to set a limited region defined by drainage area of wells of interest and a reliable results production index (DA), and (3) upscaling of the simulation model (UP). These two fast models are compared with the OTM model by evaluating water and polymer flooding production indicators. The results show an average simulation time reduction of 65% for the DA method and 34% for the UP method in comparison with OTM model (considering DA and UP cases with acceptable results). The DA method shows better accuracy than the UP method. In conclusion, the DA method offers a good alternative yielding a faster and reliable tool. This work presents a methodology used to build a fast model which can evaluate the impact of fast models in decision analysis comparing water and polymer flooding, especially when using EOR strategies and/or complex reservoirs.
INTRODUCTION
Petroleum reservoir discoveries have declined sharply during last decades. Therefore, studies that seek to increase oil recovery are playing a key role in meeting the global demand for petroleum and gas (Alvarado & Manrique, 2010). Enhanced Oil Recovery (EOR) combines several important methods to improve oil recovery efficiency and detailed studies that target the use of less resources and lower costs, which are very important to the profitability of the engineering project. According to Al Adasani and Bai (2011), one of the most used advanced oil recovery methods is a chemical EOR described as polymer flooding with 8% world's shares.
Polymer flooding is based mainly on raising the viscosity of the water injected and decreasing permeability aiming the reduction on mobility ratio between water and oil and, consequently, improving sweep efficiency. The mobility ratio is also improved by the increase of the effective permeability in water phase. The technical feasibility of this EOR method has been proved on several large-scale reservoirs such as the Daqing mature field in northern China, using a low cost hydrolyzed polyacrylamide (Delshad et al., 2008).
Mature fields were used most commonly to implement the polymer flooding technique, after several years of water injection, to recover the bypassed oil left in the reservoir. However, if polymer flooding process is developed in early ages of the field, it can significantly increase the amount of oil recovered, especially in high heterogeneous reservoirs where the oil saturation is well above residual oil saturation (Sorbie, 1991; Gao, 2011) . Therefore, it is very important to perform prediction cases of water and polymer production strategies, before implementing changes, using production strategy optimization.
The major objective of production strategy optimization is to maximize one or more objective functions, such as the net present value, altering several parameters using reservoir simulation. Due to the high number of possible variable combinations (e.g. operational, project, and economic) and new advances in geostatistical techniques that generate finer models (Ligero et al., 2004) , the study of the optimization process becomes more detailed. Consequently, the results are more reliable for use in the reservoir management decision-making process.
Nonetheless, the optimization process can consume an elevated computational time when models with refined or high number of blocks are used. Additionally, this issue becomes more problematic when deciding which production strategy should be made using an uncertainty approach, for it demands many simulation runs. In this case, the workflow optimization process might be unfeasible -especially within the probabilistic approach. Fast models, derived from a base case model, are solutions used largely in the industry (Gorell & Basset, 2001) to assure not only the use of less computational time, but fewer disk space requirements.
Upscaling is used to create fast simulation models and it consists of a representation of a geostatistical refined models in reservoir simulation scale applying averaging or flow-based techniques. In one example of this process, according to Gorell and Basset (2001), the upscaled model ran about 200 times faster than the refined model, reducing from 200,000 grid blocks to 15,000. Nevertheless, it also showed a loss on precision results due to simplifications made on spatial variation on heterogeneity.
Another method available consists of cutting the reservoir model with less grid blocks but keeping the base model resolution to study a specific region of the field that contains, for example, wells of interest. The problem with this procedure is to predict which volume can be cut without compromising the boundary conditions and consequently the production results. The analysis of the drainage area in wells of interest and how they interact with each other in agile way, using streamlines for example, is very important for the success of this method.
Ligero et al. (2003)
made comparisons between upscaling methods and streamlines aiming the decrease of simulation time and the impact on risk analysis. The study shows no accuracy problems on the authors' model using a coarse grid and streamlines in comparison to the fine grid. However, the applied model has a much simpler grid if compared to the model presented in this work, and it only considers water injection. Consequently, the impact of the upscaling process was not significant. (1)
This work proposes the analysis of the influence of the reservoir simulation grid on production parameters considering water and polymer flooding as recovery mechanisms for production strategy. The focus here is not only the models generated on the upscaling process but, additionally, to find out how many blocks are necessary to simulate in a reliable way when cutting the grid of the simulation model. Thus, the paper shows a comparative study that allows choosing which of these two methods best reduces computational time, maintaining the accuracy of results. Furthermore, it also evaluates the impact of reservoir heterogeneity on those methods, especially when the main focus of the research is a specific area of interest.
MATERIAL AND METHODS
The methodology is based on medium to large scales refined reservoir grid models with comparisons between water and polymer flooding taken separately. The general steps to accomplish the objective proposed of this work are:
1. Choose wells or area of interest from base field (BASE model): this choice can be made depending on user's objective. For example, study (1) the behavior of a particularly complex area that intersects some wells, (2) the relationship dependence between specific close wells or, in the case of this paper, (3) compare important aspects of an injection strategy. 2. Perform an optimization process for number and location of wells using some objectivefunction (e.g. NPV or recovery factor) -OTM model. 3. Drainage Area determination -DA method:
a. Generate streamlines for wells of interest. It is recommended to generate both water and oil streamlines to produce a more accurate result. b. Cut the reservoir around wells of interest within the streamlines. This step is very important. If the region doesn't consider streamlines as boundary conditions, it might interfere on production results and, consequently, on the 3.c. step. c. Compare production results with optimized strategy. NQDS is a very useful tool to quantify the accuracy between two or more curves for several production parameters, helping the user to make the decision if a region is reliable to represent the interest wells. If the results are not accurate, the user must re-cut the model changing the region and, for example, include a well or representative fault. 4. Generate a coarser model by UP method. The upscaling procedure can vary from each user's propose but it must take into consideration that the simulation time of the final model has to be close to the drainage area method's final model. 5. Comparison between drainage area (DA method) and upscaled models (UP method) using the optimization strategy of wells (OTM model) as reference.
The decision of which model to use must take into consideration two fundamental parameters: (1) model accuracy in relation to optimized strategy and (2) lower simulation time. Furthermore, the user can add one or more parameters to the decision making process, depending on the objective of the study. The summary workflow proposed in this work's methodology is illustrated in Figure 1 and the four most important steps that generate models for comparison are represented in Figure 2 .
Step 2 is crucial for the success of the methodology in relation to creating a more realistic scenario for the wells of interest. Not considering in the simulation model that a specific well will eventually be surrounded by other wells in an optimized strategy that might lead to misrepresented data. The reason is that the wells of interest will drain oil from regions that normally would not be drained in a real production lifetime. One example of the impact of production strategy for streamlines of a generic well is shown in Figure  3 . Consequently, the production results would be overestimated, leading to erroneous interpretations and conclusions.
For comparison purposes, the model without any production strategy and the one with only the 3 wells (P01, P02 and I01) are named "Base model" in this work.
Additionally, it is important to highlight that
Step 2 (OTM) is the most time consuming step of the methodology if compared to the other steps, but the time consumption depends on the kind of optimization method used. However, if number and location of wells have already been optimized as a strategy for the field base model, the user may start the procedure at Step 3 without losing any benefit of it. The model description for proposed methodology application is presented below.
A highly heterogeneous with heavy oil is used to apply the proposed procedure and it is considered a 30-year simulation time. The base model has 103x102x188 cells with 196.157 active blocks in a corner point grid. Each cell has 100 meters in "i" and "j" directions and 5 meters in "k" direction resulting in approximately 10,000 m² with 30 meters of height. The model has three horizontal wells as reference for production results indicators presented in the next session, in which two are producers (P01 and P02) and one is injector (I01). Figure 4 shows the location of reference wells in the base model (Base).
The main geological and fluid characteristics are listed in Table 1 . Wells operational constrains are detailed in Table 2 . For this study, two different types of injection strategies are considered: water and polymer flooding. The polymer has an important aspect that can present a better sweep efficiency when compared to water flooding. This difference impacts directly the drainage area of the producers and it is a good tool for comparing and applying the methodology. The polymer strategy has a concentration of 1500 ppm and the slug injection starts after one year of water injection. The process to generate the number and location for optimization model (OTM) uses the maximization of net present value (NPV) as objective function, calculated with Equation 2. Figures 5 and 6 illustrate the location of wells for water and polymer for each production strategy respectively.
(2)
The drainage area method is based on the results of streamlines generation for each strategy and it is demonstrated in the next session. It is important to consider the length of each well (horizontal) not to cut the reservoir splitting the perforations, compromising the production/injection of that specific well and consequently the results of the methodology. Furthermore, as the base grid has an average dimension of 100 meters (i direction) to 100 meters (j direction) to 5 meters (k direction), the upscaling method was made only for the vertical direction. The porosity calculation for the merged cells was made by arithmetic average and for the permeability by geometric average. The Figure 7 illustrates a generic IK plane cut of the simulation model before (left) and after (right) the upscaling. The well location in "i" and "j" directions are preserved and the completed blocks in k directions are modified to be as close as possible to the OTM model.
The machine configuration used to perform the simulations is demonstrated in Table 3 . 
RESULTS AND DISCUSSIONS
On this section, the results are presented in accordance with each step of the methodology.
Steps 1 and 2
A fast comparison between Base and OTM models oil streamlines shows that the reference wells P01 and P02 drain water from locations that would not be observed if other wells were surrounding them. Figure 8 shows streamlines length and density differences strengthening the idea that a strategy with other wells is needed to develop a reliable study of a specific well or location using production indicators. It is important to establish the OTM model as reference for production indicators of P01, P02, and I01 in the next steps for success evaluation between DA method and UP method.
Step 3
Fourteen models for water strategy and six models for polymer strategy were developed for the DA method to generate representations with enough accuracy to OTM model. The water injected in the heterogeneous reservoir creates zones with higher permeability where the water flows easily due to the high mobility difference from heavy oil, usually called viscous fingers. Polymer injection minimizes this effect by lowering the mobility ratio between fluids, increasing the sweep efficiency. The result is a more challenging determination of the drainage area for the water strategy, confirmed by the difference in the number of models created. Tables 4 and 5 show the cumulative water injected (W inj ), cumulative oil produced (N p ), cumulative water produced (W p ), and cumulative polymer produced (P prod ) for each drainage area model generated. It is clear that Base model is much more overestimated than OTM model for both strategies adopted. Figure 9 illustrates this idea by representing the cumulative oil production of a well P01 1 surrounded by wells P02 and I01 (red curve) and the same well with an optimized production strategy (blue curve) around it.
It is difficult to decide which model described above does best represent the OTM model by the production indicators used. Moreover, a simple comparison of the cumulative oil production at just one of the simulation times may lead to an erroneous model selection (step 3c of the methodology). NQDS is an important tool to consider the variation of a production parameter through time. Tables 6 and 7 illustrate NQDS index for each production result in a direct and easy way. The tolerance adopted in this work is 10%. The acceptance range of NQDS is between 1 and -1 (green boxes). The curve is more adjusted when the NQDS index is closer to zero. Tables 8 and 9 show the relation among simulation time, active blocks and number of wells for each DA model developed. The models deemed more reliable in relation to OTM and that presented a shorter simulation time to represent the DA model for P01, P02, and I01 were models 14 and 2 for water and polymer strategies, respectively.
Step 5
After choosing which DA model best represents the OTM model for both strategies, the next step is the comparison between the chosen model and UP model. Table 10 shows a summary of the most important parameters for NQDS for wells P01, P02, and I01. It is important to highlight that this table has the results for the Base model for comparison just for didactic proposes. The magnitude of NQDS numbers for Base model, such as P02 cumulative oil, demonstrates why this model shouldn't be used as reference for study. Tables 11 and 12 summarize the simulation time, active blocks, and number of wells used for each model for water and polymer strategies, respectively. Tables 11 and 12 show a very important tendency the closer the simulation time is for water strategy, the better the accuracy is in the DA model if compared to the UP model, where the results are very disparate. While the DA model has all NQDS parameters inside a 10% tolerance, the UP model shows a worse resolution. In addition, UP model for polymer strategy has a higher simulation time when compared to DA model. Figure 10 shows a plot in which closer the value of the graphic is to the point (0,0), the more accurate with less simulation time the model is, representing a good decision-making tool for the user. The NQDS number is an average of all NQDS used on Table 10 and the OTM model in Figure 10 has NQDS equal to zero because it is the reference case. Despite of having a good decrease on simulation time (68% and 48% reduction for water strategy and polymer strategies, respectively), the UP model has higher numbers of absolute average NQDS, demonstrating a lower accuracy. This can be explained by the resolution loss of the grid blocks during the upscaling procedure generated by the properties change when the cells are merged. Due to changes on the geological properties, the calculation for water sweep front is altered, leading different results between coarse and refined grid, especially on highly heterogeneous reservoirs.
CONCLUSIONS
An informed decision requires a high number of simulation runs. The goal of this work is to enhance the velocity of the decision process with safety in mind by developing fast models for decisionmaking processes. This work elaborates a study that seeks to speed up the analysis of polymer injection using two procedures: (1) cutting the reservoir around the drainage area (DA) and (2) upscaling (UP). The goal is to decrease simulation time preserving the quality of the results. We propose using the NQDS index to compare the quality of the solution. The two models were developed in a systematic process for water and polymer flooding. With these DA models it is possible to compare both techniques with good degree of accuracy.
Moreover, this work aims at evaluating the impact of fast models for decision analysis to compare water and polymer flooding. This work proposes an organized process to generate fast models for study areas of interest in a fast and robust way, especially when using EOR strategies and complex reservoir numerical models. Among the methods investigated, the DA presented the best prospects, that is, an average of 65% reduction of simulation time with good results. 
