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In this paper, the notion and characteristics of very large databases for online
storage and processing are motivated. The database computer requirements for very
large databases are given. The limitations and bottlenecks of the conventional database
computer (i.e., the database management system, DBMS, utilizing either the mainframe
computer or the backend computer) are delineated. Unlike the database computer for
small and simple databases, the database computers for very large and complex data-
bases cannot rely on the upgrade of a conventional mainframe or a backend computer.
Nor can it rely on the latest introduction or version of the DBMS. Instead, database
computers for very large databases require new hardware organizations and novel
software techniques in order to handle the databases cost-effectively and performance-
efficient ly.
This paper recommends the kinds of hardware architectures and software tech-
niques which may make database computers for very large and complex databases effec-
tive in both operation and cost and efficient in both response time and transaction
throughput.
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1. INTRODUCTION
The notion and characteristics of very large databases are motivated and presented
in this section. In particular, we ask the question: what is a very large database? A
very large database can be characterized by its size, growth, complexity, performance
and cost. To this end, we are introducing each of the characteristics in the following
subsections. We are also including in the subsections the database computer require-
ments for handling the unique characteristics of the very large databases.
We will not motivate the need of very large databases. As we are entering the
information age and high-tech era, where we are increasingly relying on the use of
database-oriented and database-driven systems, the need for very large databases should
be obvious.
1.1. The Size of Very Large Databases
In considering the size of a very large database that can be placed in online stores
and processed by the computer, we exclude certain kind of storage devices such as mag-
netic tapes, optical disks, magnetic cartridges, and floppy disks. The exclusion is based
on our observation that they have one or more of the following limitations: the
sequential-access operation, read-only operation, very slow access time, and very limited
capacity. We are primarily interested in high-capacity magnetic disks with both the
read and write operations, such as the I3M 3380 disk drive which has slightly over one
gigabyte (10 9 bytes) of storages capacity [l]. Consequently, today a manageable and
processable database of very large sizes is in tens of gigabytes.
The aggregation of many locally-processed databases interconnected by a computer
network may be in hundreds of gigabytes. However, if we cannot process a local data-
base efficiently and effectively, we cannot expect the network to provide effective and
efficient database operations. Thus, we will not focus on the aggregate size of the
locally-processed databases. Instead, we focus on the individual sizes of the locally-
processed databases. Such a database is limited by the current capacity of the database
store to tens of gigabytes (say, about 10 10 bytes).
The storage density of magnetic disks tends to double every other year; we can
expect the trend to continue in the next decade. Also, with the maturity of magneto-
optical disks, the introduction of vertical recording, and the use of thin-film read/write
heads, we may in ten years have very large databases in hundreds of gigabytes (say.
reaching a terabyte, i.e., 10 12 bytes in size) [2]. Thus, when we characterize the sizes of
very large databases for the present and for the near future, we are referring to sizes of a
few gigabytes to several gigabytes on the basis of our understanding of the disk technol-
ogy and trend. The database computer for very large databases is therefore required to
handle tens and hundreds of gigabyte disks.
1.2. The Growth of Very Large Databases
Most databases tend to grow in size. As the storage density increases and the cost
per byte for storage decreases, there is the incentive to have even larger databases.
Updated data may serve as the "corporate memory" of the past and present. Conse-
quently, we tend to accumulate data instead of purging data. In one decade we may
grow from a very large database of few gigabytes into an even larger database of several
gigabytes. Thus, a very large database is characterized by its tendency to grow larger.
One of the requirements of very large databases is that despite their growth the
response times of the transactions written for the databases must stay invariant. In
other words, we do not want the response time of a transaction changing, say, from,
several seconds to a few minutes over a period of database growth. Whereas seconds
may be acceptable for now, minutes may not be acceptable for the near future.
As the databases are growing in size, there may be an increase in the number of
users of the databases. Consequently, both the frequency of the usage and the number
of transaction will increase which, in turn, may increase the response times for the exist-
ing and new transaction. Any such increase in response times will render the use of the
very large and growing database time-consuming. By maintaining and even improving
the response times of the transactions against the very large and ever growing data-
bases, the database computer can continue to make the databases useful and viable to
the user during the database growth period. Both the response-time invariance in spite
of the database growth and the response-time improvement for all transactions for
stable databases are the requirement for a high-performance database computer.
1.3. The Complexity of Very Large Databases
Unlike physical resources of a computer where one piece of a physical resource (say,
a reel of blank tape) does not have information related to another piece of the physical
resource (say, another reel of blank tape), data in a database are used to represent
related information. In fact, most of these relationships are also represented in data.
This is because we are not merely using the data as information items (i.e., physical
resources) so that we must schedule and manage their utilization, but we are also using
the data for related information (i.e., logical resources) so that we can process the
related data for our transactions and manipulate the relationships for deriving new
information and relationships.
Data models have been used to represent the relationships. In a contemporary
database management system (DBMS) where the database is small and simple, the
DBMS supports only a single data model and model-based data language. Conse-
quently, we have, for example, three separate types of DBMS, one is the relational
DBMS which supports the relational data model and relational data language, one is the
hierarchical DBMS which supports the hierarchical data model and hierarchical data
language and one is the Codasyl DBMS which supports the Codasyl data model and
Codasyl data language. For different applications, we may thus use, for example, a rela-
tional DBMS for handling tables, forms, and ad hoc queries a hierarchical DBMS for
managing designs of assemblies, subassemblies, components and parts, and a Codasyl
DBMS for exercising inventory control of supplies and demands [3,4].
For a very large and complex database where the database applications are diverse,
and involved, there may be applications for example, in table handling, design manage-
ment and inventory control. A single data model and model-based data language will
not suffice, since what the model and language are good for in one application may not
be adequate for in another application. What we need for very large databases is a sin-
gle database computer which can support a variety of data models and a large number
of model-based data languages. With the presence of multiple models and languages,
the database computer allows the user to explore the strong points of these models and
languages for their applications. Consequently, stored data and written transactions
may best be developed for the intended applications. The requirement for multiple data
models and data languages in a single database computer is prompted by the characteri-
zation of the very large and complex database of diverse and involved applications.
1.4. The Performance of Very Large Databases
Regardless of the models being used to characterize the databases, there are two
kinds of stored data ~ the meta data and the base data. The meta data consist of the
relationships of and facts about the base data. The base data are the literal representa-
tion of the information units. A database is therefore a collection of meta data and
their base data. The meta data are different from the base data in size, kind and opera-
tion. If the database is small and simple, we may overlook their differences and store
and process them together. However, for very large databases, these differences are pro-
nounced and have great impact on performance. They must therefore be stored, pro-
cessed and utilized differently. In size, the meta data are much smaller than the base
data in a database, say, ten per cent of the database.
In kind, the meta data consist of some schemas and descriptors and mostly indices
of the base data whereas the base data consist of attribute values. Due to their differ-
ence in size and kinds, a page of meta data may comprise, for example, many indices
whereas a page of base data may comprise a few sets of attribute values. Thus, we use
blocks to hold records, i.e., full sets of attribute values. Consequently, the storage struc-
tures of the meta data and of the base data are different.
For performance reasons, we may desire to access a large number of smaller pages
of meta data quickly, and to access a larger number of larger blocks of base data readily.
The performance issue is particularly acute for a very large database where the meta
data may be in tens of gigabytes and the base data in hundreds of gigabytes. What we
want to do is to partition the meta data in terms of their attributes so that the required
indices in the desired partitions can be found with very few accesses to the disks and
without involving the majority of the other partitions. Furthermore, disk accesses for
different pages of a partition should be made simultaneously to allow parallel processing
of the partition. This requirement suggests that for a database computer, the meta data
of the database are to be processed in a page-(index-)serial-and-partition-parallel
fashion, so that a large number of smaller pages of meta data can be accessed quickly.
For the base data of the database, the attribute-value sets (conventionally called records
or tuples) may have to be clustered on the basis of both explicit and implicit indices. In
this way. high performance is achieved by narrowing on a few clusters for disk accesses.
Again, the requirement suggests that for a database computer, the base data of the
database are to be accessed in a block- (record-)serial-and-cluster-parallel fashion, so that
a large numbers of larger blocks of base data can be accessed quickly.
In the index-serial-and-partition-parallel access operation, the individual index
pages are accessed directly and processed serially, i.e., finding an index page directly on
the disk and reading the page one index at a time for processing. However, the entire
partition of indices having the common attribute or attribute-value range can be pro-
cessed in parallel. For a partition with hundreds and thousands of indices of the same
attribute or attribute-value range, the effective access and processing time of the parti-
tion is reduced to the time required to access and process a few (say, one or two) index
pages. Thus, a voluminous partition may be accessed and processed at the page rate —
an indication of high-performance meta data management and processing. Similarly,
the record-serial-and-cluster-parallel access operation accesses individual record blocks of
a cluster directly and processes each accessed block one record at a time; but the blocks
of the cluster are accessed and processed in parallel. Consequently, for a large cluster of
hundreds or even thousands of records, the effective access and processing time of the
cluster is reduced to the time required to access and process a few (say, one or two)
record blocks. Thus, large clusters may be accessed and processed at the block rate —
an indication of high-performance base data management and processing.
Typically, for a given transaction, the index-serial-and-partition-parallel operations
are initiated first and followed by the record-serial-and-cluster parallel operations.
Thus, for a given transaction, there is a set of sequential operations consisting of two
sets of parallel operations, namely, the set of index-partition operations and the set of
record-cluster operations. Again for the performance reason, it is required that the set
of index-partition operations for one transaction is to be overlapped with the set of
record-cluster operations for another transaction. In this way, we achieve concurrent
operation of two sets of parallel operations without being hindered by their built-in
requirements for sequentiality.
The performance of very large database is therefore characterized by the database
computer's capability in performing the index-serial-and-partition-parallel and record-
serial-and-cluster-parallel operations, the index partition operation at the page rate and
the record-cluster operation at the block rates, and the index-partition operation and
the record-cluster operation, concurrently.
1.5. The Cost of the Very Large Database
There are three types of cost associated with a very large database. First there is
the storage cost of the database. This cost is high despite the low cost per byte of the
magnetic disks, since we are dealing with the database in gigabytes and insisting on
treating meta data and base data differently. We may have to bear the cost of one
smaller set of disks for the meta data and one larger set of disks for the base data.
Nevertheless, such expenses are necessary.
What we have to watch out for is the 'fat-disk' phenomenon. A fat disk has many
unused disk spaces. In other words, the database loading factor of the disk is low. For
example, using hashing schemes to generate record addresses for placing records on the
disks for storage is a sure way of creating fat disks. For a small database, a small per-
centage of wasteful or unused disk space is not a detrimental factor. For a very large
database, even a small percentage of unused disk space may mean hundreds of
megabytes or even few gigabytes. Furthermore, it requires the database computer to
support more disk drives (since they are fat) which complicates the management and
control of the disk systems.
The second cost associated with the very large database is the cost of the database
computer. Regardless of the necessary new hardware organizations and software tech-
niques for very large databases, both the hardware and software must be cost-effective.
For example, the associative registers and arrays are very useful for predicate-processing
and content-addressing. However, associative registers and arrays of several megabytes
in size would be prohibitively expensive and impractical.
The third cost associated with the very large database is the cost of upgrade. Since
the response times of transactions of a very large, growing database should be invariant,
or the response times of transactions of a very large, stable database may need improve-
ment, there is the necessity of upgrading the hardware and software regularly in order
to maintain or improve the response-time performance. The cost of regular upgrades
must be effective. Ideally, the cost of such upgrades is proportional either directly to
the amount of database capacity growth for the same response times or inversely to the
amount of response time reductions for the same database capacity.
1.6. A Summary of the Notion and Characteristics of Very Large Databases
From the viewpoint of computer architects and system designers, a computerized,
very large database is characterized by its size, growth, complexity, performance and
cost. Sizes are in bytes. In this and coming decades, a very large database many have
tens of gigabytes of meta data and hundreds of gigabytes of base data. The total size of
a very large database may grow to a terabyte. The architects and designers must find
ways to handle hundreds of high-capacity disks, e.g., the gigabyte disks.
Since growth is indicative of a very large database, the computer architects and
system designers must come up with ways to hold constant the response times of tran-
sactions, for the growing database and to improve the response times of the transactions
for the stable databases. Response-time invariance for the growing databases and
response-time reduction for the stable databases are the very large database issues which
must be overcome.
Very large databases are also very diverse in applications, simply because there are
more users, more information needs and more transaction types. The complexity of
very large databases is measured in terms of the database computer's capability to sup-
port multiple data models and multiple model-based data languages. It is these data
models which capture various data representations for the information contents. It is
these model-based data languages which enable various transactions to be written for
the information needs. It is these database applications which provides the diversity
and complexity of the very large databases. Multi-model and multi-lingual are two
user-system interfaces that the architects and designers must strive for the very large
databases.
Database operations for very large databases must be considered in terms of paral-
lel operations on meta data, parallel operations on base data and concurrent execution
of meta and base data operations. The meta data operations are index-serial-and-
partition-parallel and the base data operation are record-serial-and-cluster-parallel. In
addition, the index-partition operations for one transaction should be concurrently exe-
cuted with the record-cluster operations for another transaction.
Database operations for very large databases must also be considered in terms of
units and rates of data access, transfer and processing. For meta data, the unit should
be in page size. The rate of page processing should match the rate of page transfer. For
base data, the unit should be in block size, e.g., a disk track size. The rate of block pro-
cessing should match the rate of block transfer. With matching rates of transfer and
processing and with parallel and concurrent operations, the performance of the very
large databases may fare better. The architects and designers must provide the neces-
sary hardware and software designs for such performance operations and rates.
Although the system cost of a very large database may be high, the unit cost of
database storage and processing should be lower. In fact, it should be lower than the
unit cost of database storage and processing for small and simple databases. This is a
real challenge to the architects and designers. In other words, how can the architects
and designers meet all the other requirements of very large databases such as size,
growth, complexity, performance and upgrade with low cost?
In a later section, we will present some low-cost solutions in hardware and software
for very large databases. Before presenting the solutions, however, let us look into the
issues and problems of the conventional DBMS and the typical database computer in
meeting the challenge of the very large database applications.
2. Conventional Solutions to Very Large Databases
In this section, we examine the conventional solutions to database management and
processing. In the examination, we attempt to relate the solutions to the characteristics
of the very large database outlined in the previous section. More specifically, we del-
ineate the adequacy and inadequacy of the conventional solutions with respect to the
issues of size, growth, complexity, performance and cost.
From an architectural viewpoints, there are essentially two conventional classes of
solutions: the mainframe-based solutions and the single-backend solutions. We address
each of the two classes in the following subsections.
2.1. The Mainframe-Based Solutions to Database Management and Process-
ing
The mainframe-based solutions to database management and processing dominate
the field of the conventional database management system (DBMS) where the system
software runs as an application of the operating system on the mainframe computer. As
depicted in Figure 1, there are several, different applications. For illustrative purposes,
we have only shown two types, one for databases and the other for compiler-languages.
Typically, the user writes the transactions in a data language and submits the tran-
sactions to the mainframe computer for execution. The operating system of the main-
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Figure 1: The Mainframe-Based Approach To Database
Management and Processing
transactions to the running DBMS. For accessing the database, the DBMS relies on the
disk I/O operations and the I/O control subsystem (IOCS) of the operating system.
Meanwhile, the database of the DBMS co-exists, for example, with the program files and
subroutine libraries of other non-database applications on the disk system of the main-
frame computer. It is important to note that the database stored on the disks are
modeled on a give data model on which the data language of the transactions is also
based.
Similarly, the user may write programs in a given compiler-language, and submit
the programs to the mainframe computer for execution. The operating system of the
mainframe computer first causes the compiler-language system (CLS) software to be
executed, and then passes the programs to the running CLS. For accessing program
files and subroutine libraries, the CLS relies on the diskv I/O operations and IOCS of
the operating system. Meanwhile, the program files and subroutine libraries of the CLS
co-exists with the database of the DBMS on the disk system of the mainframe com-
puter. We note that in this setting the DBMS must share the use and control of the
physical resources with all of the other (non-database) applications (such as compiler-
language programs) of the mainframe computer.
By sharing the use and control of the physical resources such as data channels, disk
controllers and disk drives, the DBMS cannot support very large sizes of databases effec-
tively and efficiently. The ineffectiveness is due to the limitation in storage capacity
where the disk space is also being used for other applications. The inefficiency is due to
the reliance on a general-purpose and all-embracing operating system to provide disk
I/O operations and control. A specialized database operating system for more efficient
disk I/O operations and control and for highly parallel access operations of indices and
records has not been found in the contemporary mainframe computer.
In database growth, there is no way for the DBMS to hold the response times of
the transactions constant. When the database capacity has doubled or tripled, the
response times of the same transactions tend to double or triple also. Fine-tuning the
DBMS software may only allow a small fraction of the response-time improvement. It
does not reduce the response times by one half or two thirds. Replacement of the
present mainframe computer with an advanced model may improve the raw perfor-
mance of the computer hardware such as faster CPU cycles, shorter memory cycles,
higher channel capacities, and greater disk-transfer rates. Raw performance gains are
measured in fractions (say, 50% faster) and factors (say, 2 times higher). The raw per-
formance gains do not impact the over-all system performance such as the response
times proportionally. In other words, the response-time improvements are not in the
same corresponding fractions and factors of the raw performance gains. In fact, the
corresponding gains tend to disappear at each level rather rapidly, as we measure them
at the hardware level, then at the operating-system level, next at the DBMS level, and
finally at the transaction level.
Additionally, mainframe replacement is costly. It is costly because we are replacing
either the entire computer or the most expensive parts of the computer. New models
and subsystems tend to be more expensive at their introduction. The more economical
way to improve the system performance is to add and use the same types of hardware.
However, as long as we are insisting on the mainframe-based approach, we cannot sim-
ply double or triple the number of CPUs, channels, main memories, and controllers in
order to hold the response times of the transactions constant for the two-fold or three-
fold increase in database capacity. The mainframe-computer components are tightly
coupled. They do not lend themselves for hardware extension and software replication.
Mainframe replacement is also disruptive. The upgrade due to database growth
(and for response-time invariance also) causes the other non-database applications
software to be upgraded to the new replacement. Ideally, the upgrade should be done in
real time without any interruption of the on-going programs and transactions. However,
the mainframe upgrade (say, replacing with a faster CPU) requires the disruption of the
on-going work. While the upgrade for the DBMS is taking place, all other application
software are also disrupted.
In performance, there is little room to carry out parallel database operations in a
mainframe computer. Even with the clever use of multiple buffers, buffer-switching
techniques, multiple channels, and multiple controllers, the degree of channel overlap-
ping of disk I/O operations for the same transaction does not exist. For a major instal-
lation, the mainframe may have several channels. However, few of the channels are
dedicated to the disk I/O operations of a single transactions. In fact, it is likely that a
single channel is shared by the disk I/O operations of several transactions. The shared
channel is known as the multiplexer channel. Most channels of a mainframe computer
are multiplexer channels.
On the other hand, for the performance of very large database, we desire such
operations as index-serial-and-partition-parallel and record-serial-and-cluster-parallel on
a per-transaction basis. Consequently, we need tens and hundreds of dedicated channels
(known as the selector channels) for simultaneous accesses and transfers of index pages
and record blocks. Such a large number of parallel operations are difficult, if not impos-
sible, to carry out in the mainframe computer. The difficulty lies in the configuration
and cost of tens and hundreds of selector channels, the introduction of a database
operating system for scheduling and controlling database disk I/O, and the load and
presence of other application system software.
Finally, every mainframe-based DBMS provides only a single data model for the
database construction and single model-based data language for the transaction develop-
ment. Thus, if we are interested in the relational model and its SQL data language [5,
6], and the hierarchical model and its DL/l data language [7, 8], we must have two
DBMSes on the mainframe, namely, for example, SQL/DS [9] and IMS [10]. If we are
interested in several data models and model-based data languages, we must have several
DBMSes. Having multiple DBMS is not only costly, but the databases of the DBMSes,
although they reside in the same disk system, are not compatible. Consequently, a
database constructed in one data model cannot be accessed by a transaction written in a
data language based on another data model.
In summary, the mainframe-based DBMS is adequate for small, simple and stable
databases. It cannot support very large databases adequately due (a) to its inability to
accommodate very large sizes, rapid growth, and complex applications, (b) to deliver
desired performance with or without hardware upgrades and (c) to provide low cost of
upgrade, high level of diverse applications, and low level of disruption during upgrades.
2.2. The Single-Backend Solutions to Database Management and Process-
ing
Unlike the mainframe-based approach, the single-backend solutions to database
management and processing are a rather recent introduction [11]. To overcome the
problems of performance degradation and resource sharing and control, the database-
system software is off-loaded from the mainframe computer to a separate, dedicated
computer with its own disk system, known as the backend of the mainframe as depicted
in Figure 2.
This approach, called single-backend approach, is characterized by the architectural
configuration where the DBMS is placed in a dedicated backend computer with its own
operating system, disk controllers and disk drivers. As far as the mainframe computer is
concerned the presence of the backend computer appears to it as a peripheral system
much like the communications frontend computer which handles terminals and serves as
the gate-way to a computer network. In comparison with other peripheral systems of
the mainframe computers such as the disk system, the tape system and the unit-record
devices, the database backend computer consists of considerable software, firmware and
hardware. This is because, in addition to the DBMS software, there is the need of inter-
facing software for the backend and mainframe computers.
As a dedicated computer for the database backend. the software, firmware and
hardware of the computer can also be specialized and tailored. For example, larger and
faster buffer memories may be used as "disk caches." A faster CPU and IOCS may be
included so that the database processing can keep up the rate of disk transfers of the





































Figure 2: The Single-Backend Approach To Database Management and Processing
backend computer, both the mainframe and backend computers have simpler control
and use of their respective resources. A notable absence is the large and software-laden
DBMS in the mainframe computer. (See Figure 2 again.) The presence of small inter-
face software in the operating system of the mainframe computer for routing the tran-
sactions to the backend and for directing the results to the user has little impact on the
mainframe. The major benefit to the mainframe is the absence of the DBMS software
which frees up considerable CPU and memory cycles and the main memory space of the
mainframe. In fact, the mainframe computer configuration depicted in Figure 2 should
provide better overall services to the user than the mainframe computer configuration
depicted in Figure 1. Consequently, we may retain the mainframe computer longer and
improve its overall performance by adding a single-backend computer for database
management and processing cost-effectively.
However, there are limitations of the single-backend approach as was originated at
the Bell Laboratories in their work on XDMS [12]. As quoted below, the main goals of
XDMS were to:
(1) obtain a cost saving and a performance gain through spe-
cialization of the database operations on a dedicated backend
processor,
(2) allow the use of shared databases [by different mainframe
computers, now called hosts],
(3) provided centralized [i.e, physical] protection of the
11
database, and
(4) reduce the complexity when developing software for a
stand-alone and new machine.
Single-backend database computers can achieve goals 3, and 4, but have had diffi-
culty in meeting goals 1 and 2 entirely. Although single-backend computers may be
cost-effective, these computers suffer from performance problems; in fact they suffer
from the same performance problems of the DBMS running on the mainframes. As the
use of a single-backend database computer increases and the growth of the database
intensifies, the single backend can no longer maintain the desired performance which
had been gained by offloading the database software from the mainframe and by utiliz-
ing the dedicated software, firmware and hardware. Like the hardware upgrade of
mainframe computers, the conventional approach to the hardware upgrade of single-
backend database computers is to use the next more powerful backend. Although this
type of upgrade is not as disruptive to the mainframes, the upgrade does not yield pro-
portional performance gains in terms of response-time reduction and invariance with
respect to very large databases and very rapid database growth.
The single-backend computer is not amenable to parallel operations, since the
number of database backends is one. Consequently, high-performance single backends
are not in sight. All of the single backend computers support only a single model and
its model-based language. The use of multiple single-backend computers, each of which
supports a different data model and data language, preclude the sharing of databases as
remarked in goal 2. Furthermore, upgrading multiple single-backend computers is not a
cost-effective and time-saving effort.
In summary, the single-backend computers are good for small, simple and stable
databases. They differ from the mainframe-based DBMS in that they allow more cost-
effective upgrade and little disruption to other non-database applications. They also
provide better physical protection of the databases and more incentives for retaining the
use of the mainframe computers (i.e., hosts) for a longer period of time. Nevertheless,
the problems and issues have confronted the mainframe computers on very large data-
base sizes, growth, complexity, performance and cost have not been resolved; they are,
instead, merely being deferred to the single-backend computers.
3. Towards Efficient and Effective Management and Processing of Very
Large Databases
There is not much of a prospect in improving either the mainframe-based or the
single-backend database computer for handling very large databases. The characteris-
tics and requirements of very large databases have overwhelmed the capacity and per-
formance of the conventional database computers and their solutions to database
management and processing. What we need are unconventional and innovative solu-
tions to the management and processing of very large databases. These solutions must
meet the characteristics and requirements of very large databases and yield substantial
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efficiency and effectiveness.
In the following subsections, we recommend an unconventional architecture for very
large database management and processing. We discuss the architecture in terms of the
characteristics and requirements of the very large databases. In the discussion, we
examine the architectural designs in meeting the characteristics and requirements.
These designs are the designs of hardware components and software algorithms for very
large database operations. We then present these components and algorithms in some
detail.
3.1. The Architecture of A Database Computer for Very Large Databases
The new kind of the database computers (depicted in Figure 3) is of the multiple-
backend approach where no database system is mainframe-based and each database sys-
tem consists of one or more backend controllers (starting with one) and one or more
backends (beginning with two usually) with their disk systems interconnected by a com-
munications network. Examples of the multiple-backend approach to database manage-
ment can be found in the experimental Multi-Backend Database System (MBDS) utiliz-
ing an Ethernet interconnection [13] and the commercial Teradata DBC/1012 system

































Figure 3. The Multiple-Backend Approach to Very Large
Database Management and Processing
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Unlike the mainframe-based and single-backend approaches, the multiple-backend
approach to database management and processing has resulted in a parallel architecture
of database processors and their database stores. Unlike a fixed parallel system, where
the number of processors once built-in cannot be changed, the processor-store pair of the
multiple-backend database computer can be added and deleted without requiring any
reprogramming of the system software or any modification of the system hardware.
Thus, this is a variably parallel system. The number of backends (i. e., parallel data-
base processors and their disk systems in a given system) may be in tens as in the case
of MBDS or hundreds as in the case of DBC/1012.
3.1.1. The Backend Controllers
All of the backend controllers have identical hardware and replicated software
which handle the preprocessing of the transactions, broadcast the transactions to the
backends, keep track of the execution progress of the transactions, assemble the
responses from the backends, and route the responses to the users or user transactions
originated at the host or terminals. The number of backend controllers in a given sys-
tem is usually one but may be more for redundancy and reliability.
3.1.2. The Interconnecting Network
The interconnecting network can range from a broadcasting network to a cross-bar
network. However, since database management involves aggregate functions such as
maximum and minimum and sort-and-merge functions such as sequencing and merging
(relation joins), the network may have local memories and processors for such functions.
Since backends are intended to perform most of the database operations on their meta-
data partitions and base-data clusters independent of one another, there are minimal
communications among the backends and between the controller and its backends.
Thus the interconnecting network does not have to be a high-bandwidth communica-
tions network. Instead, the network may assist the backends in performing aggregate
and sort-and-merge functions. As there is usually only one controller, the use of broad-
casting and tree-like networks becomes common.
3.1.3. The Expandable Capability
The multiple-backend database computer is expandable. The expansion requires
only the use of the same backend hardware and the replication of the existing backend
software on the new hardware. The redistribution of the partitions and clusters on the
old and disks achieves the desirable effect where multiple transactions being executed in
the backends are reading (or writing) and processing multiple data streams of partitions
and clusters coming from (or going to) disks.
3.1.4. The Database Organization
A database must have its meta data partitioned and its base data clustered at the
database-creation time. Each partition (cluster) must be placed on the respective disks
of the separate backends one page (block) at a time. The data placement algorithm is
usually a round-robin algorithm which attempts to achieve even distribution of the
index pages (record blocks) among the index (record) disks of the separate backends. In
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the following, we show how this database computer is the likely candidate to provide
efficient and effective solutions to the management and processing of very large data-
bases.
3.2. On Handling the Very Large Database Size
Since primary database operations are replicated in all the database backends and
each backend can handle a separate disk system, the management and control of a large
number of disk systems become an easier task. As far as the disks are concerned, we are
applying distributed management, control and processing. Consequently, in a multiple-
backend database computer, the task of handling hundreds of disk drives is a well-
distributed and straightforward function of the computer.
Due to the use of partitions and clusters and the absence of any replication of base
data, the database backend of one disk system is not required to consult the database
backend of another disk system for transaction processing and data accesses. Conse-
quently, there is little traffic among the backends regarding their disk systems. Disk
access operations, whether they are for the meta data or for the base data, can be car-
ried out in parallel among the backends for a transaction and concurrently among the
backends for different transactions without being tightly coupled for synchronization
and control.
To increase the size of the database due to insertion and update, the multiple back-
end database computer facilitates the addition of disk drives to the backends or the
expansion of backends and their disk systems. Since large numbers of backends and
their disks are intrinsic to the multiple-backend database computer, there is no need to
freeze the numbers and to replace the present computer and its disks with the next
greater-performance, higher-capacity and more-expensive model. This orderly expansion
and addition will also eliminate the disruptive and costly upgrade.
3.3. On Dealing With the Very Large Database Growth
The growth of a database is also characterized by the amounts of the responses to
the same transaction. As the database grows, the responses to the same transaction also
increases. Consequently, the capacity growth of one multiple-backend computer over
the other one is also characterized by the amounts of their responses and the sizes of
their databases. What we want to achieve is the response time of a transaction to be
held constant despite the capacity growth. To compensate for the extra work necessary
in capacity growth, the multiple-backend database computer offers the configuration
with additional backends. Obviously, if we are to have, for example, twice the amount
of the responses to a transaction in the new configuration over the amount of responses
to the transaction in the old configuration, the size of the database in the new confi-
guration is likely to be a multiple of (say, twice) the size of the database in the old con-
figuration. To compensate for the increase in the database size and the response-set
size, the new configuration is given a corresponding increase in number of backends and
their disk systems. For this example, if the database size disks in the new configuration
would be doubled. Therefore, the invariance of the response time of the same transac-
tion is achieved as the size of response sets and the number of backends increase in the
same proportions. We characterize the database growth in terms of the response-time
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Figure 4. The Response-Time-Invariance Formula
Let x
,
the number of backends for configuration X, be 20, and z the number of
backends for configuration Z, be 60, then ideally we would like the ratio of response
times of configuration Z of 60 backends and configuration X of 20 backends to be 1.
Consequently, the response-time invariance of the 60-backend database computer over
the 2-backend database computer would be 0, i.e., no variance. Of course, in this exam-
ple, the transaction receives three times more responses in the 60-backend database
computer than the response to the same transaction in the 20-backend database com-
puter.
This example illustrates that if we triple the number of backends of an existing
multiple-backend database computer for the grown database, we would expect to main-
tain the same response time of the transaction despite the fact that the transaction is
now processing three times more responses than before. For the purpose of maintaining
the same response time of a transaction, it is ideal if the number of backends added to
the existing configuration is in proportion to the increase in the amount of the
responses. In this example, we need to add three times as many new backends and their
disk systems to the existing database computer in order to hold the response time con-
stant.
In reality, some variance in response times will always exist. The issue is therefore
how close a given multiple-backend database computer can maintain its ideal response-
time invariances. As shown in Figure 5, we must measure (benchmark) a sufficient
number of configurations for a given transaction and a similar number of databases in
order to determine the system overheads and their impact on the response times. Prel-
iminary benchmarking results of MBDS are excellent for a small number of backends.
Ideally, we would expect that in Figure 5, 5, = t for t = 1, 2, ..., n and for large n.
However, in typical cases, (5, = and 6 2 < 6 S < •• < S n , where <5, is the system over-
head incurred in handling the transaction in the t'-backend configuration. In studying
Figure 5. we may expect the benchmarking effort to address the following issues:
(1) What are the values of S, for the given t-backend computers under benchmarking?
(2) How large will n be when there is no invariance in response time (i.e., S„ ^ 5n+ , )?
(3) How large will n be when the system overhead becomes pronounced (i.e..
ill! » 1*. )?
n + 1 n '"
Although this new capability of the multiple-backend database system requires
additional benchmarking work to determine its overhead (i.e., S, ) and its threshold
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Figure 5. The Response-Time Invariance Measure
(i.e., n where 5„ >= 5n+ , ), it is promising. In fact, this is the only way to hold the
response time constant despite the growth of database and the increase of responses to
the transactions. Furthermore, the ease of adding the backend hardware and replicating
the backend software without resorting to the next model of the hardware and latest
version of the software makes this capability cost-effective and performance-effective.
Even if the overhead turns out to be higher at a large threshold, this capability is
attractive and viable [15].
3.4. On Resolving the Very Large Database Complexity
The way to resolve the complex and diverse applications of the very large databases
is to provide the multi-model and multi-lingual capability via the multiple-backend
database computer. Although it is possible to have a large number of backends each of
which supports a single and different model and its model-based data language, we forgo
this approach. Had we pursued this approach, the backend software would not be
identical and replicatable. Furthermore, the multiple-backend database computer would
become a collection of heterogeneous DBMSes whose databases and resources could not
be shared and optimized for performance gains, capacity growth and system upgrade.
Before presenting a new approach to multi-model and multi-lingual capability, let us
review the evolution of operating systems.
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The early operating systems, like the present database systems, individually sup-
ported a specific set of data structures and a single programming language which defines
and manipulates the structured data. For example, the Fortran Monitor System of the
late fifties supported an operating system environment for a single programming
language (i.e., Fortran) and its corresponding data structures (e.g., Fortran arrays and
variables). As operating systems evolved through the sixties and seventies and into the
eighties, the same operating environment supported a variety of data structures and
their programming languages. For example, the Unix operating system supports tradi-
tional programming languages, such as C, Pascal, and Fortran, list-processing program-
ming languages, such as Lisp, and logic programming languages, such as Prolog. Each
of these programming languages has its own set of data structures. All programs writ-
ten in the aforementioned languages and data structures can be run in the same operat-
ing system which is also responsible for managing all of the physical resources shared by
the running programs and their data structures.
Given this characterization of the operating-systems evolution, we can draw an
interesting analogy between operating systems and database systems. The concepts of
the modern operating systems, programming languages, data structures, and shared
resources are analogous to the concepts of modern database systems, data languages,
data models and shared databases. Since a modern operating system executes and sup-
ports the user's programs in different programming languages and data structures, a
modern database system should also execute and support the user's transactions in dif-
ferent data languages and data models. Since a modern operating system provides
access to and management of a common set of resources for the running programs, a
modern database system should also provide access to and management of a large collec-
tion of shared databases for the running transactions. Finally, as a modern operating
system provides many modes of access, such as interactive programming and batch pro-
cessing, a modern database system should also provide many modes of access, such as
ad-hoc queries and transaction processing. With this analogy, we say that the
multiple-backend database system should support multiple data models and their dif-
ferent data languages and provide various modes of access to the databases. Such a
modern database-system capability is termed the multi-lingual database-system (MLDS)
capability [16].
The MLDS capability has been demonstrated in MBDS. At the present, five dif-
ferent data models and their data languages are being supported by MBDS. They are
the relational model and SQL, the hierarchical model and DL/1, the Codasyl model and
DML, the entity-relationship model and Daplex, and the attribute-based model and
ABDL. Basically, for the MBDS, the database is constructed in the attribute-based
model, and the primary operations are a realization of the ABDL. All databases struc-
tured under other data models are converted into the attribute-based storage structures.
All transactions written in other data languages such as SQL, DL/1, DML or Duplex
are translated into the ABDL transactions [17-20]. In this way, there is only one data-
base system with many and expandable translators and converters. Since all databases
have the same storage structures, it is possible to share databases among transactions.
For example, a SQL transaction accesses a hierarchical database or even a Codasyl data-
base.
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3.5. On Providing the Very Large Database Performance
As a parallel computer, the multiple-backend databases computer can conduct
parallel processing and accessing with ease. The performance gain in terms of response-
time reductions or in numbers of transaction executions per time unit (i.e., throughput)
are achieved through a high degree of parallel processing and accessing. In other words,
we are essentially configuring the multiple-backend computer for multiple-instructions-
and-multiple-data-streams (MIMD) operations. For the multiple-backend database
computer, these instructions are, of course, meta-and-base-data-access-and-processing
operations; and the data streams consist of index pages and record blocks. Conse-
quently, in order to maintain a high degree of MIMD operations, the database must be
stored in the disk system in a multiple-data-streams fashion.
At the database-creation time, the meta (base) data of a database must be parti-
tioned (clustered). Each partition (cluster) must be placed on the respective disks of
the separate backends one page (block) at a time. For a round-robin database place-
ment algorithm, if a partition (cluster) is, for example, of 25 pages (blocks) and the first
available disk track to be used is at Backend 2. then for a 10-backend database system
Backend 2 through Backend 6 will have 3 pages (blocks) of indices (records) on each of
their respective disks, while Backend 1 and Backend 7 through Backend 10 will have
only two pages (blocks) or indices (records) on each of their respective disks. (See Fig-
ure 6.)
The controller is responsible for determining the first page (block) (i.e., the first
backend) to be used for the data placement and the backends are responsible for placing
the indices (records) on their available tracks. Although different partitioning (cluster-
ing) schemes and database placement algorithms may be utilized for a given system, the
design of the schemes and algorithms is to create the partition(cluster)-parallel-and-
page(block)-serial effect for the subsequent access operations of the system. More specif-
ically, in the above example we can conclude intuitively that the access and process
times for the 25 pages (blocks) of indices (records) are shortened to the times for 2 or 3
pages (blocks) of indices (records). Thus, a 10-backend database computer may have a
throughput of, at least, 8 times that of a single-backend database computer or of a
mainframe-based database system.
As new indices (records) are being inserted into a database, the database placement
algorithm will be activated frequently to place the new records on the next available
pages (blocks). This does not require any redistribution of the database. However, as
the new backends are being added to the system, it becomes necessary to execute the
database placement algorithm for the entire existing database in order to maintain the
optimal effect of partition(cluster)-parallel-and-page(record)-serial operations. This is
termed the redistribution of the database. Such redistribution, although time-
consuming, is infrequent (i.e., new backends are not added every day), has the desirable
effect on system performance (i.e., new distribution of partitions and clusters allows a
higher degree of parallel access and processing operations), and can be performed during
the off-hours.
The concurrent execution of the index-partition operations of one transaction and
the record-cluster operations of another transaction is facilitated by maintaining two
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Figure 6. A Round-robin Database Placement Algorithm for Placing
25 Blocks of Base Data in a 10-Backend Database Computer.
queues at each backend, one for the index-partition operations and the other for the
record-cluster operations. The concurrency control mechanisms of the backends make
certain such concurrent executions of operations from the different queues do not violate
the requirement of sequentiality for a given transaction.
In addition to parallelism and concurrency at the level of database operations, there
is a way to improve the performance of the multiple-backend database computer at the
architectural level. This way is similar to the way we have employed to accommodate
response and database growth. In other words, we try to make performance gains in
terms of the response-time reductions. For example, in a certain configuration X, we
have x number of backends and one distribution of the database. In configuration Y, we
have y number of backends and a redistribution of the same database. Since all of the
software and the hardware of the backend. the backend controller and the interconnect-
ing network are the same, the formula in Figure 7 establishes the performance-gains












Figure 7. The Response-Time-Reduction Formula
Again, let i, the number of backends for configuration X, be 20, and y , the number
of backends for configuration Y, be 60, then ideally we would like the ratio of response
times of configuration Y of 60 backends and configuration X of 20 backends to be 1/ 3.
Consequently, the response-time reduction of the 60-backend database computer over
the 20-backend database computer would be 2/ 3. This example illustrates that if we
triple the number of backends of an existing multiple-backend database computer and
redistribute the same database on the existing and new disks, we would expect to cut
the response time of a transaction by two-thirds. In other words, the response-time
reduction is inversely proportional to the ratio of the numbers of backends of the two
configurations.
In reality, the response-time reductions are not likely to reach their ideal propor-
tions. The issue is therefore how close a given multiple-backend database computer can
reach its ideal response-time reductions, although preliminary benchmarking results are
excellent for a small number of backends. As shown in Figure 8, we must measure
(benchmark) a sufficient number of configurations for a given transaction and database
in order to determine the system overheads and their impact on the response times
(therefore, on the response-time reductions) of the transaction and the database.
Ideally, we would expect that in Figure 8, R, = — for t = 1, 2, ..., n , and for large
t
n. Typically, A, = and A 2 < A, < < A„ where A, is the system overhead incurred
in handling the transaction in the t-backend configuration. In studying Figure 8, we
may expect the benchmarking effort to address the following issues:
(1) What are the values of A, for the given t-backend computers under benchmarking?
(2) How large will n be when there is no further reduction in response time (i.e.,
Rn > «„+, )?
(3) How large will n be when the system overhead becomes pronounced (i.e..
A - A
n + l n '
Even if the overheads (i.e., A, ) are not very low and the threshold (i.e., n where
R n 5? #n +i ) >s not very large, this approach to performance gains (i.e., the response-time
reduction) is attractive. We do not have to restore to the new and expensive hardware
replacement and the lastest software version, we simply add same backends and their
disk systems, replicate the system software and redistribute the database. This is a
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Figure 8. The Response-Time Reduction Measure
3.6. On Minimizing the Very Large Database Costs
Let us consider the cost issue in four different categories: upgrade cost, system
cost, operational cost and application cost. The upgrade cost is associated the cost of
upgrading the multiple-backend database computer for either performance gains or
capacity growth. In either case, the emphasis of the upgrade is on expanding the
multiple-backend database computer with more and same backend hardware and
software. Such upgrade is definitively more cost-effective and less disruptive than the
conventional approach of relying on an advanced hardware model and new software ver-
sion. In addition, the architecture of the multiple-backend database computer tends to
correlate the number of additions directly to the degree of performance gains. In other
words, it pays to double or triple the number of backends, since the response-time
reductions and the database-capacity increases tend to double or triple too. Neither the
mainframe-based nor the single-backend database computer can be double or tripled
with replicated software and identical hardware for upgrade.
On the operational side, the cost of database redistribution is the only additional
one which is not found in the mainframe-based and single-backend DBMS. However,
the redistribution operation is only needed at the time when the new backends and their
disks are added. Consequently, it is not frequently done. As an automatic operation
performed by the database placement system software, it can use the off-hours for redis-
tribution. The cost is therefore minimal. The payoff in terms of MIMD operations is
high.
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On the application side, the cost of multi-model and multi-lingual software is not
found in the conventional DBMS. In order to have the same capability of multi-model
and multi-lingual, there must be multiple DBMSes running on several mainframe-based
or single-backend computers. Obviously, multiple, separate DBMSes on their respective
computers cost more than a single multiple-backend database system with an integrated
user-system interface for multi-lingual translation and multi-model conversion. Further-
more, the former does not allow database sharing and the latter encourages database
exchange. Finally, the cost and effort of upgrading several DBMSes and their main-
frames or single backends is higher than the cost and effort of upgrade of a single
multiple-backend database computer.
On system cost, the use of a backend controller and an interconnecting network
seems to be a higher initial investment. However, this investment allows us to have a
variably parallel system. As a parallel system, certain high-performance operations can
be achieved cost-effectively. For example, since access and processing operations for
indices (or records) are done in parallel, the effective access and processing rate of the
indices (records) is several times higher than the physical rate of access, transfer and
processing. Thus, we do not have to rely on expensive hardware for improving the phy-
sical rates of access, transfer and processing. Instead, we simply utilize a large number
of standard hardware and software for the effective rates.
3.7. Concluding Remarks
The multiple-backend database computer may indeed have the hardware and
software solutions to the efficient processing of very large databases. Its use of distri-
buted management and control of disk systems enables the database computer to handle
very large numbers of disk drives and therefore very large databases. Its variably paral-
lel architecture permits the addition of identical hardware and replicated software to
compensate for the growth of the database and the increase in the size of responses to
the transactions. This compensation holds the response times of the transactions con-
stant. By providing the multi-model conversion and multi-lingual translation, a wide
range of databases and large number of data languages become available in the
multiple-backend computer. The transaction for diverse and complex applications can
be written and databases for different models can be shared. The issue of complexity is
no longer present.
The multiple-backend database computer also provides software solutions such as
the data placement and redistribution algorithms based on the notions of index parti-
tions, record clusters, index-serial-and-partition-parallel and record-serial-and-cluster-
parallel processing. By providing a parallel architecture, the multiple-backend database
computer is carrying out the index-serial-and-partition-parallel and the record-serial-
and-cluster-parallel operations in the MIMD fashion. Consequently, the performance
should remain high.
The multiple-backend database computer is cost-effective. By relying on off-the-
shelf hardware, replicable software and built-in expandability, the multiple-backend
database computer does not have to rely on the traditional and conventional approach
to upgrade, and thereby achieves more orderly, inexpensive and flexible upgrades.
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As a new architectural solution to very large database management and processing,
the multiple-backend database computer will be subject to more studies, benchmarks
and improvements. In this paper, we hope that we have at least provided an introduc-
tion to its arrivals at the scene of very large database management and processing.
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