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Abstract
We develop an analytical framework and numerical methods for the determination
of the coefficient of self-diffusivity for the transport of a rarefied gas in channels, in
the limit of large Knudsen number. We provide an effective method for determining
the influence of channel surface microstructure on the value of diffusivity. We also
show how characteristic numbers of the system, namely geometric parameters of
the microstructure, the spectral gap of a Markov transition operator defined for a
given microstructure, and the tangential momentum accommodation coefficient of a
commonly used model of surface scattering, are related. Examples of microstructures
are investigated regarding the relation of these quantities numerically and analytically.
1 Introduction
In the idealized experiment shown in Figure 1, a pulse of inert gas at low pressure is pumped
into a long but finite tube, which we refer to as the channel. The inner surface of the channel
has some degree of roughness due to its molecular structure and surface irregularities. The
experimenter is able to measure the rate of gas outflow using some device such as a mass
spectrometer, which generates data of the kind represented by the graph on the right-hand side
of the figure. From such data, transport characteristics of the gas flow through the channel can
be derived, as described in [6]. We assume a sufficiently small pulse, under vacuum conditions,
to insure that molecular mean free path is much larger than the diameter of the channel. Thus
collisions between the gas molecules can be ignored while gas-surface interaction is expected to
influence transport properties most prominently. The property of interest here, which can be
indirectly measured from such an experiment, is the Knudsen self-diffusivity coefficient of the
gas, as explained, for example, in [6]. The central question we wish to address is: How do the
surface characteristics affect the Knudsen self-diffusivity?
∗Department of Mathematics and Statistics, Mount Holyoke College, 50 College St, South Hadley, MA 01075
†Department of Mathematics and Statistics, Washington University, Campus Box 1146, St. Louis, MO 63130
1
ar
X
iv
:2
00
5.
14
31
8v
1 
 [m
ath
.D
S]
  2
8 M
ay
 20
20
In this paper, we assume that gas-surface interaction amounts to perfectly elastic, or billiard-
like, collisions between point masses (the gas molecules, also referred to here as particles) and
the channel surface, hence energy exchange between surface and molecules will be ignored. We
assume moreover that the channel is two-dimensional and that its surface microstructure is
static and periodic, and can be described by a relatively small number of geometric parameters.
Thus the mathematical problem we pose here is to determine how the Knudsen self-diffusivity
explicitly depends on these parameters.
The analysis developed in this paper does not require in an essential way all the assumptions
just made. In a future work we will consider three-dimensional cylindrical channels and parallel
plates and allow for energy exchange between gas and surface at a given surface temperature.
But the greater simplicity of the present set-up will help to make clearer the main points.
In the large Knudsen number limit (i.e., for large mean free paths), molecular trajectories are
independent of each other and the diffusion process is derived from an analysis of individual
trajectories of particles undergoing a random flight inside the channel. This random flight is
governed by a Markov operator P that gives, at each particle-surface collision, the post-collision
velocity of the particle as a random function of the pre-collision velocity. All the information
about the periodic surface geometry relevant to the task of obtaining diffusivity is encoded in P .
In fact, diffusivity corresponds to the variance of a one-dimensional Wiener process obtained
from the random flight determined by P via a Central Limit Theorem. (As explained in [6],
this variance can be obtained from the mean exit time in the limit of long channel lengths
in the context of the above idealized experiment. The mean exit time, as a function of the
channel length, is the only information that needs to be extracted from the exit flow rate data.
We won’t deal here with this particular aspect of the analysis and assume, in effect, that the
channel is infinite in length.) Our two main goals are, first, to derive the functional dependence
of the variance on the geometric parameters and, second, obtain effective numerical methods for
finding this dependence for any given geometric microstructure.
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Figure 1: Idealized experiment for measuring diffusivity of a rarefied gas flow through a channel.
In the limit of large mean free path, trajectories of gas molecules (point masses) injected into the
channel as a short pulse, are independent of each other and their stochastic behavior provides
information about the geometric microstructure of the inner surface of the channel. From exit
flow rate data one determines the Knudsen self-diffusivity. The mathematical problem posed in
this paper is the explicit determination of the diffusivity constant as a function of geometric
parameters defining the microstructure.
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As a bonus, we establish analytic relations among a few important characteristic quantities of
the system. Among these we first have the geometric parameters of the microstructure. For
example, in the case of the surface microstructure consisting of a periodic pattern of circular
bumps (depicted in the lower left corner of Figure 1) the relevant parameter is h = K2/12,
where K is a dimensionless curvature of the bumps to be defined soon. (This simple geometric
model will be used at various places here to illustrate the theory.) The quantity h, referred
to in this paper as the flatness of the microstructure, has a general definition that applies to
an essentially arbitrary periodic microstructure, as will be seen. It is closely related to the
tangential momentum accommodation coefficient ϑ expressing the fraction of collisions that
reflect diffusely in the Maxwell-Smoluchowski collision model. (For a more detailed discussion of
ϑ see, for example, [3], where this quantity is denoted f . The flatness parameter was introduced
in [11], although this name was not used there.) A second set of characteristic numbers is
the spectrum of P , in particular its spectral gap. We have shown previously that P (see, for
example, [10] or [13]; more details will be given in Section 3 of the present paper) is a self-adjoint
operator on an appropriate Hilbert space, often compact or quasi-compact, thus having a
positive spectral gap. Finally, we have the dimensionless coefficient of self-diffusivity η. This is
defined as the quotient of the Knudsen self-diffusivity of the given system over the Knudsen
self-diffusivity of the corresponding i.i.d. random flight, for which ϑ = 1. (In this paper, the
term “(Knudsen) self-diffusivity,” common in the applied literature, or simply “diffusivity,” will
refer to the variance of the Wiener process obtained as the limit of the random flight in long
channels.) The realization that the Legendre differential operator plays a central role in the
determination of diffusivity for small surface roughness, and the related fact that all the relevant
geometric features affecting diffusivity are summarized by the single parameter h, are the main
novel results of this paper. These observations are not particular to dimension 2; a multivariable
Legendre operator on the unit disc, whose spectral theory is explicitly known, plays the same
role in higher dimensions as we will show in a future paper.
An explicit expression of the diffusivity as an integral over the spectrum of P can be obtained
from [15] as will be seen in Section 4. Numerical experiments will show, in fact, that often
the spectral gap largely determines the diffusivity and thus η. A close connection between
the flatness parameter and the spectral gap of P can be derived from a perhaps surprising
relationship between P , for general microstructures with small h, and the Legendre differential
operator. The latter arises as the infinitesimal generator of the diffusion in (post-collision)
velocity space when the surface exhibits a relatively small degree of roughness (equivalently,
small values of h, or small values of the accommodation coefficient ϑ).
The second central concern of this paper is to obtain and validate effective numerical methods
for computing the self-diffusivity in terms of the geometric microstructure parameters. This will
be discussed in detail in Subsections 2.4 and 2.6 and Sections 4 and 5. A number of numerical
experiments involving different microstructures will also be explored.
Better understanding of rarefied gas transport has practical implications for a number of
engineering fields including high altitude gas dynamics, porous media, vacuum technology,
nano- and microfluidics, among others. These applications have stimulated much experimental
work. The following list of papers is a far from thorough or systematic sample of such work:
[1, 16, 18, 20, 23]. The reader interested in the more applied side of the subject should
consult these sources and others cited in them. From a purely mathematical perspective, this
is a rich source of well motivated and potentially fruitful problems in the general theory of
3
stochastic processes, and, more specifically, in the study of the stochastic dynamics of random
billiard systems. This is our main motivation for studying the subject. We mention from the
mathematical literature the following, also necessarily incomplete, list: [2, 4, 7, 9, 14].
The rest of this paper is organized as follows. In Section 2 we detail our main results after
introducing the necessary definitions; we define what we call the random billiard Markov chain
model in detail and state some of its basic properties. Among the main results stated in Section
2 (and proved in more general form later in the paper) we have that under certain geometric
conditions on the boundary microstructure, the Markov chain has positive spectral gap and is
uniformly ergodic. Numerical evidence for this is then given for a few examples. With ergodicity
in hand, we discuss the central limit theory of the Markov chain providing explicit expressions
for the variance of the limit diffusion in terms of the Markov operator P . The main analytic
technique for computing diffusivity, based on a Galerkin method for solving a Markov-Poisson
equation and a key observation that P is closely related to the Legendre differential operator, is
also given in this introductory section. This approach for obtaining diffusivity is then compared
with other more straightforward methods for a family of microstructures we call the simple
bumps family. A few more examples of microstructures are explored, having in mind the relation
between geometric parameters, diffusivity, and spectral gap.
Section 3 is dedicated to stating and proving the analytical results of the paper in their general
form, while Section 4 details, and adds further information, to the numerical methods and their
validation.
2 Main definitions and results
2.1 The billiard cell and its transition operator P
The notation P(Ω) will be used below to denote the space of probability measures on a measurable
space Ω. If µ is a measure on Ω and f ∶ Ω→ R is µ-integrable, we write the integral of f with
respect to µ as
µ(f) ∶= ∫
Ω
f(ω)µ(dω).
The Hilbert space of square integrable functions with respect to µ and its subspace of functions
with mean zero will be written
L2(Ω, µ) = {f ∶ µ (f2) <∞} , L20(Ω, µ) = {f ∈ L2(Ω, µ) ∶ µ(f) = 0} ,
with inner product ⟨f, g⟩µ ∶= ∫Ω f(ω)g(ω)µ(dω) and norm ∥f∥µ ∶= ⟨f, f⟩1/2µ . Moreover, we
define a norm on the space of square integrable probability measures on Ω which are absolutely
continuous with respect to µ as follows. Let ν be such a measure, so that f is the Radon-Nikodym
derivative of ν with respect to µ. Then ∥ν∥µ ∶= ∥f∥µ.
The general set-up will be that of a two-dimensional random billiard with static, periodic,
geometric microstructure, as in [6, 8, 10, 11, 12, 13]. The periodic structure is defined by the
choice of a billiard cell M , from which the Markov operator P will be defined. The billiard cell
is a subset M of T×R, where T denotes the 1-dimensional torus (equivalently, the interval (0, `)
with periodic condition imposed at the endpoints, where ` will typically be set equal to 1.) The
boundary of the billiard cell is assumed to be a piecewise smooth curve. For some of the results
4
billiard cell
reference line
graph of 
periodic microstructure
Figure 2: A periodic microstructure and its billiard cell, with some of the notation used to define
the random billiard map and its transition operator P . For some of our results we assume that
the boundary curve is the graph of a piecewise smooth function F ∶ T→ R.
given below, the boundary will be the graph of a piecewise smooth function F ∶ T→ R, so thatM
consists of the points (r, y) such that y ≥ F (r). Choose an arbitrary value c such that c > F (r)
for all r ∈ T. The line y = c will be called the reference line. At any point (r, c) on the reference
line we define the half spaces H2− and H2+ of incoming and outgoing velocities, respectively. Thus(r, c, v) ∈ M ×H2− represents the initial conditions of an incoming particle trajectory. These
conditions uniquely specify (for almost every r and v) a billiard trajectory: upon hitting a
non-corner point on the cell boundary, the particle reflects specularly without changing speed,
and upon crossing a vertical boundary line of M (more precisely, a line separating two adjacent
cells, represented in Figure 2 by the vertical dashed lines) it reenters the other (dashed) line
with unchanged velocity. With probability 1 on the set of initial conditions (due to Poincaré’s
recurrence), the trajectory returns to the reference line, at which point we register its outgoing
velocity V (r, v) ∈ H2+ and new position r′. Without risk of confusion we may identify (through
reflection about the reference line) H2− and H2+, denoting both by H2. We have thus defined a
transformation (r, v)↦ (r′, V (r, v)) (for almost all initial conditions (r, v)) on T ×H2. We call
this transformation the return billiard map.
Note that the vector norms satisfy ∣v∣ = ∣V ∣ since collisions are elastic. We may, without loss of
generality, assume that the particle trajectories have unit speed. The incoming or outgoing state
space, consisting of initial or return velocities, can then be taken to be the interval X = (0, pi) of
angles the particle velocity makes with the reference line. We can (and often will) equivalently
define X = (−1,1) as the set of values of the cosine of those angles. Given an initial velocity
x ∈ X, we will often denote the return velocity by X(r, x) ∈ X in analogy with the earlier notation
of velocities v and V (r, v) in H2.
Let P(X) denote the space of probability measures on X. Given an incoming velocity v, let
us suppose that r = U is a random variable with the uniform distribution over T. Thus X(U,x)
becomes a random variable. We now define the Markov (or transition probabilities) operator P
as follows. Let f be any bounded and continuous function on X and define
(Pf) (x) ∶= E [f(X(U,x))] = ∫T f(X(r, x))λ(dr),
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where λ is the normalized Lebesgue measure on T. Equivalently, we define a sequence of random
variables (Xn)n≥0 with a given initial distribution µ ∈ P(X) as follows. Let (Un)n≥0 be an
independent, identically distributed sequence of random variables uniformly distributed on T,
and, for each n ≥ 0, let
Xn+1 ∶=X(Un,Xn).
The justification for assuming, at each scattering event, that the point r of entry over the
opening of a billiard cell is random and uniformly distributed is due to our regarding the billiard
cell as being very small relative to other length scales; any small uncertainty in the incoming
velocity will make r nearly fully uncertain. See [12] for a more detailed explanation of this point.
We can also regard P as a map from P(X) to itself: Given any µ ∈ P(X), let µP ∈ P(X) be
such that for any test function f (bounded and continuous),
(µP )(f) ∶= µ(Pf).
The following summarizes the basic properties of P . For their proofs, see [10, 13]. We say
that the billiard cell M is bilaterally symmetric (or simply symmetric) if it is invariant under
reflection through the middle vertical line. When the boundary of the cell is the graph of a
function F , this means that F (r) = F (` − r) for all r ∈ (0, `).
Proposition 1. The Markov operator P , for any given billiard cell, has the following properties.
1. The measure pi ∈ P(X) given by pi(dθ) = 1/2 sin θ dθ is stationary of P . That is, piP = pi.
2. As an operator on L2(X, pi), P has norm 1.
3. If M is symmetric, P is self-adjoint and the stationary Markov chain is reversible.
Note that when X = (−1,1), it is straightforward to see by a change of variables that the
stationary measure pi is given by the uniform measure pi(dx) = 1/2dx.
If the the billiard cell is not bilaterally symmetric, the adjoint of P is still closely related to P
as described in [8] and much of the analysis developed in this paper still applies. For simplicity,
we do not consider the more general type of cells here.
2.2 Spectral gap and ergodicity
Let (Xn)n≥0 be the Markov chain with transition operator P and initial distribution µ. Then
the measure µPn is the law of the nth step Xn. We are interested in the convergence of µPn
to the stationary measure pi in the sense of total variation. Recall that the total variation of a
measure µ is defined as ∥µ∥v ∶= sup
A⊂X ∣µ(A)∣.
Definition 1. A Markov chain with stationary distribution pi is pi-a.e. geometrically ergodic if
there exists 0 < ρ < 1 such that for pi-a.e. x ∈ X there exists a constantMx > 0 possibly dependent
on x such that ∥δxPn − pi∥v ≤Mxρn for all n ≥ 1.
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The operator P has spectral gap if there exists a constant 0 < ρ < 1 such that
∥Pf∥pi ≤ ρ ∥f∥pi
for all f ∈ L20(X, pi). The value γ ∶= 1 − ρ is called the spectral gap of P . It is straightforward to
see that for a compact and self-adjoint P , ρ is given by the largest eigenvalue of P restricted to
L20(X, pi) and γ > 0. Finally, we note that if P has spectral gap and is self-adjoint, then for any
initial distribution µ which is absolutely continuous with respect to pi, there exists a constant
Mµ > 0 such that ∥µPn − pi∥v ≤Mµρn.
See [19]. We will prove geometric ergodicity for a large class of microstructures satisfying certain
geometric conditions.
Figure 3: An example of billiard cell for which Theorems 1 and 2 hold. Other than being
bilaterally symmetric, its shape is essentially arbitrary below a line y = h0 whereas above it, the
boundary consists of two smooth concave lines with curvature bounded below by some positive
number K.
The following is a special case of a more general result to be stated and proved in Section 3.
We call the height of the billiard cell the supremum of the y coordinate function restricted to
the boundary of the cell.
Theorem 1. Let P be the Markov transition operator for a random billiard Markov chain whose
billiard cell is symmetric and satisfies the following property: above a certain y = h0 strictly
less than the height of the cell, the cell boundary is the union of smooth, concave curves having
curvature bounded away from 0. Then P is a self-adjoint operator with a positive spectral gap.
As a result, there exists a constant ρ ∈ (0,1) such that for each µ ∈ P(X) with ∥µ∥pi <∞,
∥µPn − pi∥v ≤Mµρn
for some constant Mµ <∞ and n ≥ 1.
Figure 3 gives an example of billiard cell for which Theorem 1 holds.
2.3 Central Limit and Diffusivity
Referring back to Figure 1, one expects for a sufficiently long channel that the molecular random
flight can be approximated by a Wiener process whose variance corresponds to the Knudsen
self-diffusivity. This is justified by a Central Limit Theorem (CLT). This diffusivity has a
convenient expression when the transition operator P is self-adjoint. We describe this expression
here and prove further details later in the paper.
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Let (Xn)n≥1 be, as above, the stationary Markov chain generated by P , with stationary
probability measure pi. Recall that Xn has values in the space of post-collision velocities X.
This space can be parametrized by the values of the cosine of the angle the velocity vector
makes with the horizontal reference line y = c. (See Figure 2.) Thus we may set X = (−1, 1). Let
f ∶ X→ R be the observable
f(x) = 2rx (1 − x2)−1/2
where r is the radius of the channel. We suppose, in the context of formulating a CLT for
molecular trajectories, that the length of the channel is infinite. Note that f(Xn) is the distance
travelled by the particle along the channel’s horizontal axis between the nth and the n + 1st
collisions with the channel wall. The total horizontal displacement up to the nth collision is
Sn(f) = n−1∑
k=0 f(Xk).
In its standard form, the CLT gives a limit in distribution for expressions of the form Sn(f)/√n
where f is an observable having mean zero and finite variance. A simple calculation shows that
the horizontal displacement function f has mean zero but infinite variance. For this reason we
consider instead the following modified, cut-off displacement observable:
(1) fa(x) ∶= f(x)1{∣f ∣≤a}(x) + a1{∣f ∣>a}(x)
for large a > 0. Here 1I(x) denotes the indicator function of the set I, which is defined as
1(x) = 1 if x ∈ I and 0 if x ∉ I. There are a number of physical mechanisms that could be invoked
to make this cut-off plausible. For example, the channel might have a slight curvature along its
length, setting an upper bound on the horizontal distance traveled. See [3] for an outline of
other mechanisms. We should also note that while the CLT with the usual scaling does not hold
for the observable f , the distribution of f(Xn) is still in the domain of attraction of the normal
law. One can check that f is slowly varying and, as a result, a CLT with nonstandard scaling
holds for random billiard Markov chains with sufficient mixing. See [6] for a detailed study of
such Markov chains. The program we outline in this paper to estimate the diffusivity should
hold in the infinite variance case as well, but we have chosen to focus on the finite variance case
for the sake of clarity of exposition. It should also be noted that for cylindrical channels in
dimension 3 (and higher), the observable that gives the distance traveled along the axis of the
channel is of finite variance.
We suppose the microstructure satisfies the same geometric assumptions of Theorem 1. In
particular, P is self-adjoint and has positive spectral gap. Let Π be the spectral resolution
of P—the projection-valued measure on the spectrum σ(P ) ⊂ [−1,1] granted by the Spectral
Theorem for bounded self-adjoint operators. Then
P = ∫ 1−1 λΠ(dλ).
Let f be any observable in L20(X, pi) (for example, the truncated displacement function fa) and
define the measure Πf supported on σ(P ) ∖ {1} by
Πf(dλ) ∶= ⟨f,Π(dλ)f⟩pi.
The following is a special case of a theorem that will be stated and proved in Section 4.
8
Theorem 2. Let (Xn)n≥0 be a Markov chain taking values in X with Markov transition operator
P and stationary measure pi. Suppose P is associated to a billiard cell satisfying the same
geometric assumptions of Theorem 1. Let f ∈ L20(X, pi). Then Sn(f)/√n converges in distribution
to a centered Gaussian random variable N(0, σ2f), where the variance is given by
σ2f = ∫ 1−1 1 + λ1 − λΠf(dλ) = ⟨f, f⟩pi + 2⟨f,P (I − P )−1f⟩pi.
The expression for the diffusivity given above suggests the following approach for computing
σ2f . Let L ∶= P − I be the Markov Laplacian and g the solution to the Markov-Poisson equation
Lg = −f . Then the dimensionless Knudsen self-diffusivity coefficient takes the form
(2) η = σ2f
σ20
= 1 + 2∥f∥−2pi ⟨f,Pg⟩pi ,
where σ20 = ∥f∥2pi is the diffusivity for the process with independent post-collision velocities with
the identical distribution pi. In the next subsection we explain one approach to carrying out
this program by approximating L by an elliptic differential operator L whose spectral theory is
well understood. It turns out that L has a canonical form as we show next.
2.4 The Legendre Equation and Diffusion Approximation
Our aim now is to show that it is possible to approximate the solution of the Markov-Poisson
equation Lg = −f for a large class of random billiard microstructures when P is close to the
identity operator I. We consider families of microstructures indexed by a scalar quantity h that,
in a sense to be made precise, characterizes a key geometric feature of the microscopic billiard
cell, namely its flatness. For each microstructure with parameter h, the corresponding Markov
operator Ph defines the dynamics of the random billiard Markov chain as discussed previously.
The key idea now is that for small values h, the operator Ph will act nearly like the identity
operator, due to the flatness of the geometry; the Markov-Laplace operator Lh ∶= Ph − I, in
the limit as h → 0 and under some general assumptions on the microscopic billiard cell, will
then have a canonical approximation by the classical Legendre differential operator, whose
spectral theory is well understood. In the rest of the subsection, we make explicit the necessary
assumptions on the geometry and give the statement of our operator approximation result and
provide examples.
Let the boundary of the billiard cell be the graph of a periodic function F ∶ T → R. (See
Figure 2.) In order to characterize how flat the microstructure boundary is, we consider the
normal vector field n ∶ T→ R2 along the graph of F , and let n¯ = n¯(r) denote its projection onto
its first (horizontal) component. Finally, we let
(3) h ∶= ∫T n¯2 λ(dr) = ∫T F ′(r)21 + F ′(r)2 λ(dr).
It will be seen in examples that h captures information about the curvature of the boundary. For
small values of h, the collision events with the boundary will be relatively simple, often resulting
in only a single collision with the cell’s boundary and only a small deviation from specular
reflection. This implies little change in the tangential momentum of the particle with high
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probability. It is in this sense that h can be thought to have a role similar to the accommodation
coefficient ϑ referred to earlier in the paper.
Let X = (−1, 1) and let L denote the differential operator acting on smooth functions f ∶ X→ R
as
(4) Lf(x) = d
dx
((1 − x2) d
dx
f(x)) .
Theorem 3. Let (Fh)h>0 be a family of piecewise smooth functions Fh ∶ T → R defining
bilaterally symmetric billiard cells, indexed by the flatness parameter h introduced in (3). Let(Ph)h>0 be the corresponding Markov transition operators. Then for any f ∈ C3(X),
Lhf(x) = 2hLf(x) +O (h3/2)
holds for each v such that every initial condition with velocity v results in a trajectory that
collides only once with the boundary of the cell.
In the context of Theorem 3 we observe that, for each x ∈ X, every initial condition with
velocity x results in a trajectory that collides only once cell boundary as long as we take h to
be sufficiently small.
The differential operator L has a well understood spectral theory that will be used to obtain
information about Ph. We recall that the eigenvalue problem Lf = λf has square integrable
solutions if and only if λ is of the form λ = −l(l + 1) for integers l ≥ 0. The associated
eigenfunctions are the Legendre polynomials φl, l ≥ 0,
φ0 = 1, φ1(x) = x, φ2(x) = (3x2 − 1)/2, . . . .
The collection (φl)l≥0 forms a complete orthogonal basis for L2(X, pi) and
⟨φn, φm⟩pi = ∫
X
φn(x)φm(x)pi(dx) = 1
2n + 1δn,m,
where δn,m is the Kronecker delta symbol.
As a first application of the approximation given in Theorem 3, we give an informal estimation
of the spectral gap γh of Ph for values of h near 0. Note that the largest eigenvalue of Ph is
1, with eigenfunctions given by the constant functions. So γh is given by 1 − λ where λ is the
second largest eigenvalue of Ph. Using the approximation in Theorem 3,
Phφl = (1 − 2hl(l + 1))φl +O(h3/2),
where φl is the Legendre polynomial associated to eigenvalue −l(l + 1). This suggests that the
second largest eigenvalue λ of Ph is given by λ ≈ 1− 4h. Equivalently, this suggests the following
asymptotic estimate of γh:
(5) γh ≈ 4h.
The idea then will be to use the approximation L of the Markov-Laplacian L in order to give
an approximation of the function g = (I − P )−1f that appears in the equation
σ2f = ⟨f, f⟩pi + 2⟨f,P (I − P )−1f⟩pi
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obtained in Theorem 2. Note that g is a solution of the Markov-Poisson equation Lg = −f .
The following thorem shows that a series solution of the Poisson equation for L can be given
explicitly in terms of Legendre polynomials.
Theorem 4. Let (Ph)h>0 be a family of random billiard Markov transition operators for a
family of billiard cells satisfying the geometric assumptions of Theorems 2 and 3. For any
function f ∈ L20(X, pi), let σ2f,h denote the diffusivity corresponding to Ph. Then
(6) σ2f,h = −⟨f, f⟩pi + 1h ∞∑l=1 2l + 1l(l + 1) ⟨φl, f⟩2pi +O(h1/2).
Remark 1. It should be noted that for the sake of numerical computations, it is natural to
consider the quantity given by truncating the series in (13) after a fixed number of terms n ≥ 1,
so that
σ2f,h = −⟨f, f⟩pi + 1h n∑l=1 2l + 1l(l + 1)⟨φl, f⟩2pi +Eh,n,
where Eh,n is the tail of the series along with the O(h1/2) error term. This quantity can be
estimated as follows:
Eh,n = 1
h
∞∑
l=n+1
2l + 1
l(l + 1)⟨φl, f⟩2pi+O(h1/2) ≤ ∥f∥2pih ∞∑l=n+1 2l + 1l(l + 1)∥φl∥2pi+O(h1/2) = ∥f∥
2
pi
h(n + 1)+O(h1/2).
The theorem implies that the dimensionless self-diffusivity coefficient satsifies
ηf = −1 + 1
h
∞∑
l=1
2l + 1
l(l + 1) ⟨φl, f/∥f∥pi⟩2pi +O(h1/2) = −1 + 1hCf +O (h1/2) ,
where Cf is defined by this identity. Thus, for small h,
(7) ηf ≈ Cf − h
h
.
Then the approximate identity (5) suggests
(8) ηf ≈ 4Cf − γ
γ
.
It is interesting to compare this expression with the one obtained under the Maxwell-Smoluchowski
model:
η = 2 − ϑ
ϑ
where ϑ is the accommodation coefficient, defined as the fraction of diffuse collisions. We thus
obtain a conceptual relation linking the purely geometric quantity h (flatness), the spectral
quantity γ (spectral gap), and the tangential momentum accommodation coefficient ϑ defined
for a standard and widely used collision model. Finally, it is worth comparing these expressions
with the exact equation
ηf = ∫ 1−1 2 − ϑϑ Πf(dϑ)
where Πf(dϑ) = Πf(dϑ)/∥f∥2pi, which is obtained from Theorem 2 by setting ϑ = 1 − λ.
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2.5 Two Examples
Consider the microscopic billiard cell, which we will refer to as the small bumps microstructure
throughout the discussion, whose boundary is given by arcs of circles as in Figure 4. The
geometric parameter of interest here is the dimensionless curvature given by K = `/R, where R
is the radius of one of the arcs and ` is the length of the opening to the billiard cell as shown in
the figure. An elementary computation using (3) gives
h = K2
12
.
As a result, the spectral gap, approximated for values of K near zero, is given by
1 − λ ≈ 4h =K2/3.
Figure 5 shows the numerically obtained values for the spectral gap and η compared to the
respective approximations as functions of the dimensionless curvature parameter K.
Figure 4: The bumps microstructure with dimensionless curvature parameter K.
A similar computation can be done for the microgeometry in Figure 6 that consists of a
mixture of the small bumps geometry together with flat, specularly reflecting lines. In this case,
the family is parameterized by the proportion of initial positions α that result in reflections
with the part of the boundary with curvature. After expressing the boundary as the graph of
an appropriately defined function and computing an elementary integral, we get that h = α/3.
Generalizing this second example, consider the transition operator
Pα = αP1 + (1 − α)I
where P1 is the operator associated to a given microstructure. Then Pα is associated to the
microstructure for which a segment of horizontal line of length d is added to the billiard cell of
the first microstructure. The parameter α is then the probability that an incoming particle will
not collide with the flat segment. It is easy to see the effect of the additional parameter α. Note
that Pα − I = α(P1 − I). An elementary algebraic manipulation starting from the expression
σ2f,α = ⟨f, f⟩pi + 2 ⟨Pαf, (I − Pα)−1f⟩pi
gives
ηf,α = ηf,1 + 2(1 − α)
α
⟨f, (I − P1)−1f⟩pi∥f∥2pi
where f is arbitrary. As it is to be expected, ηf,α approaches infinity as the probability of
specular reflection increases to 1.
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Figure 5: Left: the spectral gap of the operator P for the bumps family of microstructures depicted
in Figure 4, with dimensionless curvature parameter K, compared with the approximation of
the Markov-Laplacian by the Legendre differential operator. The solid curve is constructed from
the numerical approximation detailed in Section 2.6. Right: comparison of the dimensionless
diffusivity coefficient η obtained using (2) and a finite dimensional approximation of P (indicated
on the graph by the stars) and the approximation of η as a function of the geometric parameter
given by (7). The observable is fa with cut-off a = 50000.
Figure 6: Adding a flat segment to a given microstructure, as indicated in this diagram, gives
the transition operator Pα = αP1 + (1 − α)I, where P1 is the operator associated to the original
microstructure.
2.6 Summary of the numerical techniques and examples
In equation (13) of Theorem 4, we have given our main numerical approach of the paper
with respect to analyzing the regime of small flatness parameter h; namely, we estimate
the dimensionless self-diffusivity η = ηf by truncating the series in equation (13). In this
subsection we outline two additional numerical approaches for computing the dimensionless
self-diffusivity η (or, equivalently, the variance σ2 of the Gaussian limit of the random flight in
a channel). The purpose of introducing these two additional approaches is two-fold. First, these
additional approaches serve as numerical verification of the main approach of using equation
(13). Additionally, these methods are introduced because they are applicable to and provide
insight into a broader class of example microstructures which fall outside of the small h regime.
As we will see, these two additional approaches have the advantage of being valid for all values
of the flatness parameter. However, they have the disadvantage of requiring a discretization of
P and arre, for this reason, more computationally demanding. We conclude the subsection with
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a discussion of some additional examples that show the subtle relationship between the spectral
gap, the dimensionless self-diffusivity, and geometric features of the microstructure.
The starting point in computing η is the equation σ2f = ⟨f, f⟩pi + 2⟨f,P (I − P )−1f⟩pi , which
in turn requires that we obtain the solution g to the Markov-Poisson equation(P − I)g = −f.
We begin by introducing a relatively simple discretization scheme that allows us to approximate
P by a finite dimensional matrix. From there, we can use a standard numerical linear algebra
library to solve the linear system that approximates the Markov-Poisson equation. In the
discretization, the state space of angles that the outgoing particle velocity makes with the
reference line (see Figure 2) is subdivided into N equal length intervals. Then for each such
interval we sample the range of initial positions in T in equal steps of length . Row i of
discretizing matrix PN corresponds to angle interval Ii, and is represented by an arbitrary
angle θi ∈ Ii, say the midpoint. Each entry in the row is obtained by Monte Carlo simulation;
that is, by computing the distribution of outgoing angles of trajectories with initial condition(x, θi), where x ∈ T ranges over the uniformly sampled positions. This is done by simulation
of billiard trajectories within the billiard cell. The function f on the right hand side of the
Markov-Poisson equation is correspondingly discretized as the vector fN = (f(θi))Ni=1. The
linear system (IN − PN)g = fN , where IN is the N ×N identity matrix, is then solved and an
approximate value of the variance is obtained. We denote this approximate variance σ2BiC. (The
linear system is solved using the bi-conjugate gradient stabilized numerical method, BiCG-stab,
thus the notation.) Previously, some work has been done in the numerical analysis of this
discretization scheme in the context of Metropolis-Hastings Markov chains on general state
spaces [17], but we leave a more detailed study of this scheme in the context of random billiards
for a future work.
In the second additional numerical scheme, the classical Galerkin method is used. Here, P is
approximated by a finite matrix using the nonconstant Legendre polynomials as basis elements
of L20(X, pi). That this basis is natural for the problem is clearly suggested by Theorem 4. Thus
let Tn ∶ L20(X, pi) → Rn denote the orthogonal projection to the linear span Rn = {φ1, . . . , φn}.
We define the approximation gn ∈ L20(X, pi) of g that solves the finite dimensional linear system(I − TnP )gn = Tnf ; equivalently, we find gn ∈ Rn so that⟨(I − P )gn, ψ⟩pi = ⟨f,ψ⟩pi
for all ψ ∈ Rn. Writing gn = ∑nj=1 αjφj and defining
x = (α1, . . . , αn)⊺, y = (⟨f, φ1⟩pi, . . . , ⟨f, φn⟩pi)⊺, G = (⟨φj , φi⟩pi − ⟨Pφj , φi⟩pi)ni,j=1 ,
we look for the solution x to Gx = y. This gives the solution gn to the finite dimensional linear
system, and from it the approximate value σ2GM,n.
The following theorem provides an error estimate for this approximation. A proof is given in
Section 5. Figure 7 illustrates convergence and error bound for σ2GM,n as given by the theorem.
Theorem 5. Let f ∈ L20(X, pi), where X = (−1, 1), be such that the first derivative f ′ is absolutely
continuous and the second derivative f ′′ is of bounded variation. Let σ2f be defined by the equation
σ2f = ⟨f, f⟩pi + 2 ⟨Pf, (I − P )−1f⟩pi .
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Then limn→∞ σ2GM,n = σ2f . Moreover, we have the following rate of convergence:
∣σ2f − σ2GM,n∣ ≤ C4n − 6
where C is a constant depending on f and P but independent of n.
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Figure 7: Error bound for the Galerkin approximation of σ2f given in Theorem 5.
The three methods are compared in the plots of Figure 8 for the simple bumps family
introduced in the previous subsection and the observable fa defined in (1).
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Figure 8: Comparison of the variance, computed using the methods described in this section, for
the simple bumps family with observable f given by the horizontal displacement function along
the length of the channel with cut-off a = 50000. The value of σ2Lser,n is computed using (13)
where we have used the first n = 500 terms in the series. For σ2GM,n we used dimension n = 200.
On the left, the dimensionless curvature parameter K is relatively small, while on the right it is
relatively large.
We conclude the section with the result of two more numerical experiments. A first example is
given by the family of microstructures depicted in Figure 9. There are two competing curvatures,
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which are fixed while the height parameter d varies over a range of positive and negative values.
When d < 0, the higher curvature bump is more exposed and when d > 0 the smaller curvature
bump is on top.
Figure 9: The two-bumps family. By varying the parameter d keeping the curvatures constant,
we can investigate how the two curvatures compete against each other in the determination of
the spectral gap and the dimensionless coefficient of self-diffusivity η. The result is shown in
Figure 10.
The numerical results are shown in the plots of Figure 10. The interpretation is somewhat
straightforward: when the bigger curvature bump is more exposed to collision with the particles,
scattering is more diffuse, spectral gap is larger, and diffusivity is smaller (slower diffusion),
than when the less curved bump rises about the other. Perhaps more surprising is the near
perfect mirror symmetry between the two graphs.
−0.8 −0.6 −0.4 −0.2 0.0 0.2 0.4 0.6 0.8
0.20
0.25
0.30
0.35
0.40
Spectral Gap
η
0.2
0.4
0.6
0.8
1.0
1.2
1.4
height of larger curvature segment
s
p
e
c
tr
a
l 
g
a
p
d
im
e
n
s
io
n
le
s
s
 d
if
fu
s
iv
it
y
 c
o
e
ff
ic
ie
n
t
Figure 10: Spectral gap and dimensionless coefficient of self-diffusivity for the microstructure of
Figure 9.
In the second example we obtain the dimensionless diffusivity and spectral gap for the one-
parameter family of microstructures indicated in Figure 11. Here the parameter investigated
is the (dimensionless) width of the flat top wall, while the radius R of the curved part is kept
constant. Diffusivity is computed using the Galerkin method (dimension 200) while the spectral
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gap is obtained more directly by computing eigenvalues of the finite dimensional approximation
of P .
Figure 11: Bumps with flat top wall microstructure. The geometric parameters we vary are the
relative width w and height d of the flat top wall.
The results are now somewhat harder to interpret. The interplay between the flat wall top,
the curvature of the middle bumps, and reflection on the sides of the walls creates a qualitatively
more complicated effect. Nevertheless, both this and the previous example show a marked
transition in the values of diffusivity and spectral gap as the height of the wall (with curved
top in the first example and flat top in the second) crosses the height of the adjacent curved
segments. Once again, we observe near mirror symmetry in the graphs of spectral gap and
diffusivity as functions of the geometric parameter. This is an interesting observation that
merits further investigation.
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Figure 12: Spectral graph and diffusivity coefficient η for the microstructure shown in Figure
11. The geometric parameters being varied are the relative height d of the flat top wall and its
relative width w.
17
3 Spectral gap and ergodicity
The theorems of the previous sections will be strengthened and proved in this and following
sections. We begin this section by introducing a useful technique for decomposing the operator
P . The idea will be to condition on the event that a billiard trajectory within the microscopic
cell satisfies certain properties, which will allow us to focus attention on geometric features of
the microgeometry that create mixing in the dynamics. More specifically, we show here that
under assumptions to be stated, the transition probability operator P for the random billiard
Markov chain has a spectral gap by showing that for certain components of the decomposition it
is a Hilbert-Schmidt operator. This, along with an additional geometric assumption that yields
a reversible Markov chain, in turn will give ergodicity.
Let N ∶= T × X be the space of initial conditions of a scattering event and let N1,N2, . . .
be a measurable partition of N . For each x ∈ X and i ≥ 1, let Ni(x) ∶= {r ∈ T ∶ (r, x) ∈ Ni}.
Define αi(x) ∶= λ(Ni(x)), where λ ∈ P(T) is the normalized Lebesgue measure on T. For each
f ∈ L2(X, pi), define
(Pif)(x) = ⎧⎪⎪⎨⎪⎪⎩
1
αi(x) ∫Ni(x) f(X(r, x))λ(dr) if αi(x) ≠ 0
0 if αi(x) = 0.
We refer to Pi as the conditional operator associated to partition element Ni. Note that Pi1A(x)
is the conditional probability that the outgoing velocity vector is in A ⊂ X given pre-collision
velocity x and given that the event Ni holds. Let pii denote the measure on X such that
pii(dx) = αi(x)/(λ⊗ pi)(Ni)dx. Then pii is the conditional measure given by pi conditioned on
the event that Ni holds. Finally, observe that for any f ∈ L2(X, pi), it makes sense to decompose
P as follows:
(9) (Pf)(x) =∑
i
αi(Pif)(x).
We now outline some properties of the conditional operators and the resulting decomposition of
P . For details of proofs, see [13].
Proposition 2. Let Pi, i ≥ 1, be the conditional operators associated to the measurable partition
N1,N2, . . . of the space N of initial conditions of billiard trajectories within billiard microcell
M , and let pij be the conditional measures associated to the partition. Then for each i ≥ 1,
1. Pi has norm 1.
2. Each term αiPi in the decomposition has norm at most ∥αi∥∞ .
3. If Ni is symmetric—that is, it is invariant under the map (r, x) ↦ (1 − r, Jx) where Jx
denotes the reflection across the vertical axis in H2− of the velocity vector corresponding
to x and T is identified with the unit interval— then Pi is self-adjoint as an operator on
L2(X, pii).
The following assumptions will be shown to be sufficient for ergodicity.
Assumption 1. The billiard cell is symmetric with respect to reflection across the vertical axis
given by the map (x, y)↦ (−x, y).
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Assumption 2. There exists a measurable partition N1,N2, . . . whose elements are symmetric
and such that the following holds for at least one partition element Nj.
1. The trajectories with initial conditions in Nj collide only with portions of the boundary of
the microscopic billiard cell consisting piecewise smooth concave curves whose curvatures
are bounded below by a constant K > 0.
2. infv∈X αj(v) > 0.
Note that these assumptions are not optimal—for example, billiard cells with convex sides
have been shown to give geometrically ergodic random billiard Markov chains in [6]—but
capture a large class of examples like those in Section 2. The key idea of Assumption 2 is that
partitioning the phase space and subsequently decomposing the Markov transition operator into
corresponding conditional operators allows us to focus our study of the operator only on the
features that create enough dispersion to yield ergodicity.
Theorem 6. Let P be the Markov transition operator for a random billiard Markov chain whose
billiard cell satisfies Assumptions 1 and 2. Then P is a self-adjoint operator with spectral gap.
As a result, there exists a constant ρ ∈ (0,1) such that for each probability measure µ ∈ P(X),
absolutely continuous with respect to pi with ∥µ∥pi <∞, there exists a constant Mµ <∞ such that∥µPn − pi∥v ≤Mµρn.
Note that Theorem 6 generalizes Theorem 1. Indeed, for billiard cells that satisfy the geometric
property in the hypotheses of Theorem 1, it is clear that for each x, there exists an open set
W 1x ⊂ T such that for each r ∈W 1x , the billiard trajectory with initial condition (r, x) results in
one collision with the boundary of the billiard cell before returning to the reference line. Letting
N1 = {(r, x) ∶ x ∈ X, r ∈W 1x} and N2 = N ∖N1, it is clear that Assumptions 1 and 2 are satisfied.
The proof of Theorem 6 requires a series of lemmas, which we now introduce. Note that
these lemmas are adapted from a series of lemmas in [10] but the present statements have more
relaxed hypotheses on the geometry of the billiard cell and thus are stronger.
Before stating the first lemma, we need to introduce some notation. Consider a measurable
partition satisfying the conditions in Assumption 2, where Nj and Pj are the partition element
and corresponding conditional operator that satisfy the restrictions in the assumption. Let
W ix ∶= {r ∈ T ∶ (r, x) ∈ Ni} for each partition element Ni. For each x ∈ X, we let Xx ∶ T → X be
the function given by Xx(r) =X(r, x), where X(r, x) is the return velocity at the reference line
of the billiard cell for a trajectory with initial condition (r, x).
Lemma 1. Suppose the billiard cell satisfies Assumption 2, with partition element Nj and
conditional operator Pj satisfying the conditions in the assumption. Then for all x ∈ X, the set
W jx = {r ∈ T ∶ (r, x) ∈ Nj} consists of a countable union of open intervals Wx,i ⊂ T. Moreover, the
restriction Xx,i ∶=Xx∣Wx,i is a diffeomorphism from Wx,i onto its image Vx,i. Finally, when we
use the convention X = (0, pi), we have that for all f ∈ L2(X, pij), Pjf(x) = ∫X f(φ)ω(x,φ)pij(dφ)
where
(10) ω(x,φ) ∶= (λ⊗ pi)(Nj)
αj(x)αj(φ) ∑i 1Vx,i(φ) (12 ∣X ′x,i (X−1x,i(φ))∣ sinφ)
−1
and 1Vx,i denotes the indicator function of the set Vx,i.
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Proof. We begin by outlining some standard facts in the theory of classical billiards. See [5]
for details. Let Γ denote the boundary of the billiard cell Q and note that Γ = ⋃i Γi consists
of a union of smooth component curves, or walls. We denote by Γ0 the reference line, which
is identified with T. Let M = ⋃iMi be the collision space, where each set Mi consists of pairs(q, v) where q ∈ Γi and v points into the interior of Q. The billiard map F ∶M→M is the map
defined so that F(q, v) gives the pair (q′, v′) where q′ is the first intersection of the ray q + tv,
t > 0, with ∂Q. The normalized measure m⊗ pi ∈ P(M), where m is the normalized arclength
measure on ∂Q, is left invariant by F. Moreover, if we let T ∶ N → N be the first return map
of billiard orbits, the measure λ⊗ pi, where λ is the normalized Lebesgue measure on T, is left
invariant by T . By Poincaré recurrence, there is a subset E0 ⊂ N of full λ⊗ pi measure of orbits
that start at and return to Γ0 in a finite number of steps, and the orbits are non-singular, ie.
they do not hit corners of boundary and there are no grazing tangential collisions. As a result,
for each (q, v) ∈ E0, there is an open neighborhood in N whose elements return to N in the
same number of steps as (q, v) and the return map on this set is smooth. In a similar fashion, it
follows that the map Xx ∶ T→ X is smooth on an open subset of T and its restriction to the set
W jx is likewise a diffeomorphism on an open set which consists of a countable union of open
intervals Wx,i ⊂ T. It is also the case that for dispersing billiards, e.g. those billiards for which
∂Q consists of smooth convex curves with positive curvature, the restriction Xx,i of Xx to the
set Wx,i has the property that X ′x,i ≠ 0. Moreover, the summation in (10) is well defined; see [5,
Lemma 5.56].
We conclude the proof with a verification that the function ω defined in (10) is a kernel for
Pj . Let A ⊂ X be a measurable set and let Ax,i = {r ∈Wx,i ∶Xx,i(r) ∈ A}. Then
∫
A
ω(x,φ)pij(dφ) = 1
αj(x)∑i ∫A∩Vx,i (12 ∣X ′x,i (X−1x,i(φ))∣ sinφ)
−1
pi(dφ)
= 1
αj(x)∑i ∫Xx,i(Ax,i) (∣X ′x,i (X−1x,i(φ))∣)−1 dφ= 1
αj(x)∑i ∫Ax,i λ(dr)= Pj1A(x).
Since this relation holds for indicator functions, it follows by a standard argument using linearity
and the density of simple functions in L2(X, pij) that Pj has kernel ω for all f ∈ L2(X, pij).
The next intermediary lemma gives an estimate on the kernel in Lemma 1. Its proof follows
from [10, Lemmas 6.5, 6.6, 6.7] with only minor modifications.
Lemma 2. Consider a billiard cell satisfying Assumption 2 and let ω be the kernel given in
(10). Then ω ∈ L2(X ×X, pij ⊗ pij).
The following lemma is adapted from [22, Theorem 9.9]. It will be used to show that for an
operator P which admits a decomposition as in (9), it suffices to show that one conditional
operator is compact in order to prove that P has spectral gap. The notation ∥ ⋅ ∥ is used to
denote the canonical Hilbert space operator norm.
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Lemma 3. Let K and T be bounded self-adjoint operators on a Hilbert space and suppose that
K is compact. Then the essential spectrum of T +K is contained in the essential spectrum
of T . In particular, if ∥T + K∥ = 1 and ∥T ∥ < 1, then the spectral gap of T + K satisfies
γ(T +K) ≥ min{1 − ∥T ∥, γ(K)}.
We conclude with the proof of the section’s main theorem.
Proof of Theorem 6. That P is self adjoint follows from Assumption 1 and Proposition 1. To see
that P has spectral gap, we apply Lemma 3. Using the notation of the lemma, we let K = αjPj
and T = ∑i≠j αiPi. Then, applying Lemmas 1 and 2, we have that K is a Hilbert-Schmidt
integral operator and hence it is compact. It is clear that T is bounded and self-adjoint and∥T +K∥ = ∥P ∥ = 1, where ∥ ⋅ ∥ is the L2-operator norm. Moreover, 1 − ∥T ∥ ≥ infv∈X αj(v) > 0. It
follows that the spectral gap of P is strictly positive. The concluding statement of exponential
convergence to the stationary measure in total variation then follows immediately using the
Cauchy-Schwarz inequality since ∥µ∥v ≤ 1/2∥µ∥pi.
4 Diffusivity
Let f ∶ X → R be a function on the state space of the random billiard Markov chain (Xn)n≥0
with Markov transition operator P . We refer to f as an observable (or functional) of the
Markov chain. Without loss of generality, we suppose that it has mean zero with respect to the
stationary distribution: pi(f) = 0. Our focus in this section will be on the limiting distribution
(after appropriate scaling) of partial sums of the functional of the Markov chain given by
Sn(f) ∶= n−1∑
k=0 f(Xk).
It is well known that under appropriate mixing conditions for the Markov chain, Sn(f)/√n
converges in distribution to a centered Gaussian distribution with variance parameter σ2f . As
a preliminary result, we show that random billiard Markov chains with microstructure have
sufficiently fast mixing for a (central) limit theorem of this kind to hold. However, our primary
focus will be to show that the variance σ2f of the limiting Gaussian distribution, which we refer
to as the diffusivity of the system, can be rigorously approximated, and formulas can be derived
in terms of geometric parameters for families of random billiard microstructures.
We use here a result adapted from [15], which states that the central limit theorem holds for
reversible Markov chains satisfying a nondegeneracy condition on σ2f .
Theorem 7. Let (Xn)n≥0 be a Markov chain with stationary measure pi and let f ∈ L20(X, pi). If
the Markov chain is reversible, then Sn(f)/√n converges in distrubtion to a centered Gaussian
random variable N(0, σ2f) as long as σ2f <∞.
In the discussion that follows, it will be useful to express σ2f in terms of the spectrum of
P , viewed as an operator on L2(X, pi). We first note that since P is a bounded, self-adjoint
operator on L2(X, pi) with norm 1, there exists a projection-valued measure Π, supported on
the spectrum σ(P ) ⊂ [−1,1] of P , defined so that
P = ∫ 1−1 λΠ(dλ).
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For each f ∈ L20(X, pi), we further define a measure Πf supported on σ(P ) ∖ {1} by Πf(dλ) ∶=⟨f,Π(dλ)f⟩pi . Now, observe that
σ2f = ⟨f, f⟩pi + 2 ∞∑
k=1 ⟨f,P kf⟩pi= ⟨f, f⟩pi + 2 ⟨f,P (I − P )−1f⟩pi(11) = ∫ 1−1 1 + λ1 − λΠf(dλ).(12)
Using the expression in (12), we show that the existence of a positive spectral gap is sufficient
for the central limit theorem to hold.
Corollary 1. Let (Xn)n≥0 be a Markov chain with Markov transition operator P and stationary
measure pi. Let f ∈ L20(X, pi). If the Markov chain is reversible and P has spectral gap γ > 0,
then Sn(f)/√n converges in distrubtion to a centered Gaussian random variable N(0, σ2f).
Proof. Since P has spectral gap, there exists 0 < ρ < 1 such that for every λ ∈ supp (Πf), λ ≤ ρ.
Therefore, σ2f , as given by (12), is finite since σ
2
f ≤ (1 + ρ)/(1 − ρ)pi(f2) <∞.
4.1 Diffusion approximation and diffusivity
We now prove Theorem 3. Recall that the boundary of the billiard cell is assumed to be the
graph of a periodic function F ∶ T→ R. Also recall the definitions of h and L from Subsection
2.4.
Proof of Theorem 3. When only a single boundary surface collision occurs, the relationship
between the initial and return velocity vectors, v = (x, v0) and V (r, v) respectively, is straight-
forward. Indeed, let n ∶ T → R2 denote the vector field of normal vectors along the boundary
of the billiard cell and let n¯ and n0 denote the first (horizontal) and second (vertical) com-
ponents of n. If collision with the boundary surface occurs at the point (r′, F (r′)), then
V (r, v) = v − 2 ⟨v, n(r′)⟩n(r′), where ⟨⋅, ⋅⟩ denotes the Euclidean inner product. Note that by
elementary geometry
n(r′) = 1√
1 + F ′(r′)2 (−F ′(r′),1)⊺ , r = r′ − (F (r′) − c)x/v0.
It now follows that for any smooth function f ∶ (−1,1)→ R
Pf(x) = ∫T f (x − 2 ⟨v, n(r′)⟩ n¯(r′)) λ(dr)= ∫T f(x − 2(α + β)n¯(r′)) (1 + α/β) λ(dr′),
where α = n¯x, β = n0v0. Moreover, by Assumption 1, the symmetry relations n¯(` − r) = −n¯(r)
and n0(` − r) = n0(r) hold. Using these relations, and suppressing the explicit dependence of n¯
on r′ for the sake of simplicity of notation, and we get
Pf(x) = 1
2
∫T [f(x − 2(α + β)n¯) (1 + α/β) + f(x + 2(−α + β)n¯) (1 − α/β)] λ(dr′).
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From here we use the second order Taylor approximation of φ centered about x. Observe that
for w ∈ (−1,1)
f(x +w) = f(x) + f ′(x)w + f ′′(x)
2
w2 +Rx(w),
where R is the usual Taylor remain term Rx(w) = f ′′′(c)w3/3! for some c in the interval between
x and w. Using this, together with straightforward algebraic manipulation that we omit for the
sake of clarity of exposition, we get that
Pf(x) = f(x) − 4xf ′(x)∫T n¯2 λ(dr′) + f ′′(x)∫T n¯2(6α2 + 2β2)λ(dr′) +E(x)= f(x) − 4xf ′(x)h + 2 (1 − x2) f ′′(x)h +O(h2) +E(x)
= f(x) + 2h d
dx
((1 − x2) f ′(x)) +O(h2) +E(x),
where h = ∫T n¯2 λ(dr′) and E is an error term. The error term arises from the remainder R and
is bounded as follows: ∣E∣ ≤ Cφp(x, v0)I3, where Cφ is a constant that depends only on the third
derivative of φ, p(x, v0) is a polynomial in x, v0 of degree at most 3 with coefficients that do not
depend on φ, and I3 ∶= ∫T n¯3 λ(dr′).
4.2 Computing the diffusivity
The differential operator L defined in (4) has a well understood spectral theory. We will take
advantage of this in the following to give a method for computing σ2f . Before going on, we first
note a few well known facts about L.
Proposition 3. Let L be the Legendre differential operator defined in (4). The following
properties hold.
1. The eigenvalue problem Lf = λf has solutions if and only if λ is of the form λ = −l(l + 1)
for integers l ≥ 0.
2. The solutions of the eigenvalue problem are the polynomials φl, l ≥ 0, known as the
Legendre polynomials. The first few are given by φ0 = 1, φ1(x) = x,φ2(x) = (3x2 − 1)/2.
3. The collection (φl)l≥0 of Legendre polynomials form a complete orthogonal basis for
L2(X, pi) and ⟨φn, φm⟩ ∶= ∫
X
φn(x)φm(x)pi(dx) = 1
2n + 1δn,m,
where δn,m is the Kronecker delta symbol.
We are now ready to discuss the diffusivity σ2f introduced at the start of the section. The
idea will be to use the diffusion approximation L of the Markov-Laplacian L in order to give
an approximation of the function g = (I − P )−1f that arises in (11). Note that g is a solution
of the Markov-Poisson equation Lg = −f . We first show that a series solution of the classical
Poisson equation can be given explicitly in terms of Legendre polynomials.
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Lemma 4. For any f ∈ L20(X, pi), the equation Lg = −f has solution given by
g = ∞∑
l=1alφl, al = 2l + 12l(l + 1) ⟨φl, f⟩pi .
Proof. Let f ∈ L20(X, pi). Since the Legendre functions form a complete orthogonal basis for
L20(X, pi), f = ∑∞l=1 blφl, where bl = (2l+1) ⟨φl, f⟩pi. Now, let g = ∑∞l=1 alφl, where al = bl/(l(l+1)).
Observe that Lg = ∑∞l=1 alLφl = −∑∞l=1 all(l + 1)φl = −f.
With the lemma in hand, we now give our main approximation result. The idea of the proof
will be to contruct a series solution approximation of the Markov-Poisson equation using the
series solution of the Poisson equation along with the diffusion approximation of P . We use the
estimates in Theorem 3 to control the error terms in our approximation.
Theorem 8. Let (Ph)h>0 be a family of random billiard Markov transition operators for a family
of microscopic billiard cells satisfying Assumptions 1 and 2. For any function f ∈ L20(X, pi), let
σ2f,h denote the diffusivity corresponding to Ph. Then
(13) σ2f,h = −⟨f, f⟩pi + 1h ∞∑l=1 2l + 1l(l + 1) ⟨φl, f⟩2pi +O(h1/2).
Proof. Let h > 0 and let gh be the solution of the Poisson equation Lg = −f/(2h). Note that by
Lemma 4, gh = ∑∞l=1 al,hφl where
al,h = 2l + 1
2hl(l + 1) ⟨φl, f⟩pi .
By Theorem 3, Lgh = 2hLgh+O(h1/2) = −f+O(h1/2). Note that the error in the above expression
is of lower order than that in the theorem because the right hand side in the Poisson equation
contains a factor of h−1. Next observe that
⟨Pf, gh⟩pi = ⟨f,Pgh⟩pi= ⟨f, gh⟩pi + 2h ⟨f,Lgh⟩pi +O(h1/2)= 1
2h
∞∑
l=1
2l + 1
l(l + 1) ⟨φl, f⟩2pi − ⟨f, f⟩pi +O(h1/2).
Using the expression above, along with the formula for σ2f,h given in (11), the result then
follows.
5 Analysis of the Galerkin method
In this section, we conclude with an analysis of the Galerkin method introduced in Subsection
2.6, including a proof of Theorem 5. We begin with a result on the decay rates of Legendre
series truncation which will be useful. It is taken from Theorem 2.2 from [21], restated slightly
here to fit our notation and context.
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We will give estimates in terms of the following weighted semi-norm, defined on the space of
functions u ∶ (−1,1)→ R such that the following integral is defined:
∥u∥w = ∫ 1−1 ∣u′(x)∣(1 − x2) 14 dx.
Theorem 9 (Adapted from Theorem 2.2 in [21]). Let m ≥ 1, and let u ∶ (−1,1) → R be a
function such that u,u′, . . . , u(m−1) are absolutely continuous and the m-th derivative u(m) is
of bounded variation. Furthermore, assume that ∥u(m)∥
w
<∞. Let an = (2n + 1)⟨u,φn⟩ be the
sequence of coefficients in the Legendre expansion of u such that u(x) = ∑∞n=0 anφn(x). Then,
for n ≥m + 1,
∣an∣ ≤ ∥u(m)∥w√
pi(2n − 2m − 1) m∏k=1 22n − 2k + 1 .
We are now ready to prove Theorem 5. We begin by recalling some notation introduced in
Subsection 2.6. Let Tn ∶ L20(X, pi) → Rn denote the orthogonal projection to the linear span
Rn = {φ1, . . . , φn} of the first n non-constant Legendre polynomials. The solution of the finite
dimensional linear system (I − TnP )x = Tnf , where f ∈ L20(X, pi) is the given observable, will be
written as gn. Note that gn ∈ Rn, and writing gn = ∑nj=1 αjφj , it is straightforward to see that
we aim to find a solution x to the system Gx = y where
x = (α1, . . . , αn)⊺, y = (⟨f, φ1⟩pi, . . . , ⟨f, φn⟩pi)⊺, G = (⟨φj , φi⟩pi − ⟨Pφj , φi⟩pi)ni,j=1 .
The solution gn will in turn be used to give the approximation σ2GM,n ∶= ⟨Tnf, Tnf⟩+2⟨TnPf, gn⟩
of the diffusivity σ2f .
Proof of Theorem 5. Throughout the proof, we take P to be the restriction of the Markov
operator to the space L20(X, pi) so that ∥P ∥ < 1, where ∥ ⋅ ∥ denotes L2-operator norm. Observe
that from the definition of σ2GM,n,
(14) ∣σ2f − σ2GM,n∣ ≤ ⟨f, f⟩pi − ⟨Tnf, Tnf⟩pi ∣ + 2 ∣⟨Pf, g⟩pi − ⟨TnPf, gn⟩pi ∣ .
Our aim is to show that the two terms of the right hand side above are bounded by a common
factor in terms of n, which we will then show decays as in the statement of the theorem. For
the first term on the right hand side of (14), we see that⟨f, f⟩pi − ⟨Tnf, Tnf⟩pi = ∥f∥2pi − ∥Tnf∥2pi≤ 2∥f∥pi(∥f∥pi − ∥Tnf∥pi)≤ 2∥f∥pi∥f − Tnf∥pi,(15)
and for the second term,
∣⟨Pf, g⟩pi − ⟨TnPf, gn⟩pi ∣ = ∣∫
X
[Pf(x)g(x) − TnPf(x)gn(x)]pi(dx)∣
≤ ∫
X
∣Pf(x)(g(x) − gn(x))∣pi(dx) + ∫
X
∣gn(x)(Pf(x) − TnPf(x))∣pi(dx)≤ ∥Pf∥pi∥g − gn∥pi + ∥gn∥pi∥Pf − TnPf∥pi≤ ∥Pf∥pi∥(I − TnP )−1∥∥g − Tng∥pi + ∥gn∥pi∥Pf − TnPf∥pi,
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where in the last step we have used the fact that g − gn = (I − TnP )−1(g − Tng).
It is straightforward to see that TnP = PTn. Indeed, for any function f ∈ L20(X, pi), with
Legendre expansion given by f = ∑∞k=1 akφk, we have that Pf(x) = ∑∞k=1 akPφ(x). Applying Tn
to both sides of this equation, we get that TnPf(x) = ∑nk=1 akPφ(x) = PTnf(x). It now follows
that ∥Pf − TnPf∥pi = ∥Pf − PTnf∥pi ≤ ∥P ∥∥f − Tnf∥pi.
Moreover, a similar argument gives that∥g − Tng∥pi ≤ ∥(I − P )−1∥∥f − Tnf∥pi ≤ (1 − ∥P ∥)−1∥f − Tnf∥pi.
Finally, we note that ∥(I − TnP )−1∥ ≤ (1 − ∥TnP ∥)−1 ≤ (1 − ∥P ∥)−1,
and consequently,
gn = (I − TnP )−1Tnf ≤ (1 − ∥P ∥)−1∥f∥pi.
We then have for the second term on the right hand side of (14),
(16) ∣⟨Pf, g⟩pi − ⟨TnPf, gn⟩pi ∣ ≤ ∥P ∥(2 − ∥P ∥)(1 − ∥P ∥)−2∥f∥pi∥f − Tnf∥pi.
Applying the estimates in (15) and (16) to (14) and simplifying, we have that
(17) ∣σ2f − σ2GM,n∣ ≤ 2∥f∥pi(1 − ∥P ∥)−2∥f − Tnf∥pi.
It is now evident that the convergence rate will depend on the decay rate of f with it’s Legendre
series truncation. Observe that
∥f − Tnf∥pi ≤ ∞∑
k=n+1ak∥φk∥pi =
∞∑
k=n+1(2k + 1)−1/2ak,
where ak = (2k + 1)∣⟨f, φk⟩pi ∣. Using Theorem 9 with m = 1 we get
∣ak ∣ ≤ 2∥f ′∥w√
pi(2k − 1)√2k − 3 .
Thus ∥f − Tnf∥pi ≤ 2sn∥f ′∥w√
pi
,
where
sn ∶= ∞∑
k=n+1
1(2k − 1)√2k + 1√2k − 3 .
Further, for n > 2 we have
sn < ∞∑
i=n+1
1(2i − 3)2
≤ ∫ ∞
n
dx(2x − 3)2= 1
4n − 6 .
The result now follows by applying these estimates to (17).
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