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Michele Vendruscolo and Eytan Domany
Background: Two problems are of major importance in protein fold prediction:
how to generate plausible conformations, and how to choose an energy
function to identify the native state. Contact maps are a simple representation of
protein structure and offer a promising framework to address these two issues.
Results: In this work we develop Monte Carlo dynamics in contact map space.
The procedure is divided into four steps: non-local dynamics, in which large-scale
‘cluster’ moves are performed (clusters are in approximate correspondence with
secondary structure elements); local dynamics, in which secondary structure
location is optimized; reconstruction, in which the physicality of the contact map
is restored; and refinement, which consists of a further Monte Carlo energy
minimization in real space. We demonstrate that such a dynamical procedure is
effective in producing uncorrelated low-energy states.
Conclusions: The procedure introduced in this paper very effectively
generates a representative ensemble of conformations. We are able to show
that existing sets of pairwise contact energy parameters are not suitable to
single out the native state within this ensemble. The remaining outstanding
issue in protein folding is to find an energy function that can discriminate the
native state from decoys.
Introduction
The usual approach to protein folding, dating back to Lev-
inthal, assumes that the prediction of the native state of a
protein molecule is possible if we understand the dynamical
mechanisms of folding. Along this line, using molecular
dynamics calculations we can try to solve Newton’s equa-
tions, using an interatomic force field defined for a detailed
all-atom representation of a protein structure. This approach
is still beyond the possibilities of existing computers and is
hindered by the imprecise knowledge of the exact potential.
We have chosen to depart from this line by trying to fold
proteins in the space of contact maps [1–3]. Contact maps
are minimalistic representations of protein structure and
have gained considerable attention recently [1–6]. The
contact map of a protein with N residues is an N × N matrix
S, whose elements are defined as: 
(1)
One can define a contact between two residues in different
ways. The first is to consider two amino acids in contact
when their two Cα atoms are closer than a threshold dis-
tance RU (we used RU = 8.5 Å [2]). The second definition
is based on the minimal distance between two atoms that
belong to the two residues [1,7]. Given all the inter-residue
contacts, or even a subset of them, it is possible to recon-
struct quite well a protein’s structure, by means of either
distance geometry [8], molecular dynamics [9] or Monte
Carlo simulation [2].
Using the contact map representation has numerous advan-
tages. A successful search of the native state is accom-
plished by solving three methodological problems. First,
find a procedure to determine whether a contact map is
physical; if it is not, produce its closest physical counter-
part. Second choose an energy function and tune its para-
meters to guarantee that the native state is the one with
the lowest energy. Third, find an efficient way to generate
low-energy contact maps. We have already discussed the
first two points in separate publications. In this paper we
present the method that we use to solve the third problem.
Here, we will write the energy in the pairwise contact
approximation. The energy function for threading sequence
A onto a fold whose contact map is S has the form:
(2)
The 210 parameters w(ai,aj) represent the energy gained
by bringing amino acids ai and aj into contact. The method
presented here is of general applicability, independent of
the particular energy function that is being used.
Results and discussion
Dynamic rules
The space of contact maps is divided into two parts. One
part is formed by all the maps that correspond to a physi-
cal chain. For a sequence of length N the number of such
physical contact maps is expected to scale as O(eaN); on a
two-dimensional square lattice a = 0.83 ([10]; M.V., E.D.,
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I. Kanter, B. Subramanian and J. Lebowitz, unpublished
observations). The second part is formed by all the O(e bN2)
remaining maps. The predicted native state of a sequence
is given by the map of lowest energy within the subspace
of physical maps.
Previously [1], we introduced local dynamics based on heuri-
stic rules to restrict the possible changes one is allowed to
make to a contact map. By performing an unconstrained
search in the space of contact maps, i.e. freely flipping
matrix elements from 1 to 0 and vice versa, one obtains maps
of very low energy that have no physical meaning because
they do not correspond to realizable conformations of a poly-
peptide chain. It was argued that if one starts with a physi-
cally realizable map, the moves allowed by restricted dyna-
mic rules will generate maps that are likely to be physically
realizable. Details about these rules are given elsewhere [1].
This is, however, a heuristic method. It is not possible to
prove that the resulting maps are indeed always physical.
In order to perform an extended search in contact map
space, we present a robust method to restrict the search
to the physical subspace. Our algorithm is divided into
four steps.
Step 1, non-local dynamics: we start from an existing map
and perform large-scale ‘cluster’ moves, which will be
described in detail below. At this stage, no attempt is made
to preserve physicality. The contact map that is obtained by
this procedure is typically uncorrelated to the starting map.
Step 2, local dynamics: the resulting map is refined by
using local moves of different kinds, which will also be
described below.
Step 3, reconstruction: we use a previously introduced
reconstruction algorithm [2] to restore physicality by pro-
jecting the map obtained from the second step onto the
physical subspace.
Step 4, refinement: we perform a further optimization by
using an energy minimization in real space employing a
standard Metropolis crankshaft technique [3,11].
The projection procedure from a contact map to its three-
dimensional counterpart is the bottleneck of the method.
The dynamic rules that we introduce are aimed at gener-
ating uncorrelated starting points for this reconstruction.
In this way, after each move of four steps we obtain a good
candidate map for the native state. The contact energy
(Equation 2) is used in steps 1, 2 and 4 following the stan-
dard Metropolis prescription for the acceptance of a move.
Non-local dynamics
Non-local dynamical rules have been used successfully in
the simulation of equilibrium properties of spin systems
[12] and surfaces [13]. Under suitable conditions, systems
with a large number of degrees of freedom arrange them-
selves in conformations in which the degrees of freedom
are ‘coherently’ grouped together. Using an incoherent
dynamic procedure, the time it takes to go from one coher-
ent conformation to another can be prohibitively long.
Physical intuition guides the choice of non-local rules to
obtain efficient dynamics. Because in our case we are
developing a minimization algorithm, we are not con-
cerned with detailed balance and we can optimize the
dynamics by choosing moves that minimize the energy.
We now expound the physical considerations that guided
our choice of non-local moves. The unknown interactions
between amino acids dictate the rules that determine the
stability of protein folds. Such rules govern the chain
topology in a rather stringent way. The overall number of
existing protein families is estimated to be ~1000 [14,15].
The CATH classification of protein structures [16] exem-
plifies the situation. At the top level, proteins are classi-
fied according to the gross secondary structure content.
There are four classes, mainly α, mainly β, αβ and short
proteins. At the second level, the classification identifies
the arrangement of secondary structures. For example,
α proteins are assigned to three subclasses, bundle, non-
bundle and short. In bundle proteins, helices lie approxi-
mately parallel or antiparallel to one another. Secondary
structure elements are also easily identified in a contact
map as clusters of points of characteristic size, shape and
location. In the contact map representation, secondary
structures can be handled very efficiently by binary oper-
ations. For example, a parallel β sheet is created by turn-
ing from 0 to 1 a set of contacts forming a cluster with the
shape of a thin band parallel to the main diagonal. To
turn a 2-α bundle from an up–down topology to the alter-
native up–up topology, a rotation of a cluster of points is
required. The operations described provide only a scaf-
fold, which is non physical, and must be rectified by the
other two steps of the dynamics. The procedure yields a
completely new topology every time. A molecular
dynamics simulation could obtain the same result only by
completely (or at least partially) unfolding and refolding
the protein.
In contact maps of experimentally determined protein
structures, clusters of contacts can be divided in four
classes. Thick bands of adjacent contacts along the main
diagonal represent α helices (see region 1 in Figure 1a).
Thin bands represent parallel β sheets if they are parallel
to the main diagonal (region 2 in Figure 1a) and antiparal-
lel β sheets if they are antiparallel (region 3 in Figure 1a).
Small clusters or isolated points represent structurally rel-
evant contacts between amino acids that are well sepa-
rated along the sequence. These features characterize
protein-like contact maps and should be preserved by the
dynamics in contact map space.
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Figure 1
Contact maps. (a) Contact map for the native state of ubiquitin (1ubq).
There are 218 contacts (contacts (i, i + 1) and (i, i + 2) are not
included). Region 1 is an α helix, region 2 is a parallel β sheet, and
region 3 is an antiparallel β sheet. Contact maps (b) after a step of the
non-local dynamics, (c) after a step of the local growth dynamics (the
untwisting of a helix is shown in the box), (d) after a step of the local
conservative dynamics, (e) after reconstruction, and (f) after final
minimization in real space. In (c–f), squares are the current map and
circles the previous map. Below the diagonal the current map is shown
alone, and above the diagonal the current map is shown together with
the previous one.
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As preliminary information, we determine the expected
number of contacts (Nc*) and the number of clusters (Ns*)
that are expected to appear in the contact map. These
numbers will be stochastically conserved during the dyna-
mics. We have already presented evidence [2] to the effect
that Nc* = aNν, where N is the length of the protein, ν ∼ 1
and a depends on the threshold that is used to define a
contact. As for Ns*, there are algorithms to predict the sec-
ondary structure content, such as the PHD [17] or GOR [18]
algorithms. Alternatively, having a good starting guess for
the native contact map, one can determine Nc* and Ns*
directly. The cluster algorithm is divided into three steps:
labeling, deletion and creation.
Labeling. Starting from an existing map, the first step is to
identify the clusters that are present, which is done using
the Hoshel–Kopelman algorithm [19]. With our definition
of contact, contacts Sij with i – j ≤ 2 are always present as
a result of chain connectivity (Figure 1a). Our dynamical
rules do not violate these topological constraints. Cluster
labeling is made in the upper triangle, excluding the first
three diagonals. Symmetrically, it is sufficient to perform
all the dynamics in this region. At this stage we calculate
the number of contacts Nc and the number of secondary
structures Ns. Secondary structures are defined as a cluster
of more than 10 points. After this labeling procedure, each
point (i,j) in the map has label L(i,j) = (C,K) with a class C
and a number K inside the class. Five classes are consid-
ered. In class α we put the clusters that are formed by
bands along the main diagonal. In class β|| we put the clus-
ters that constitute bands parallel to the main diagonal, but
apart from it. In class β⊥ we group clusters that are in the
form of bands perpendicular to the main diagonal. In the
fourth class we gather all the remaining irregular clusters.
In the fifth class we put all the points that do not belong to
any cluster (e.g. isolated points).
Deletion. N– existing clusters are deleted from the map. N– is
chosen from a uniform random distribution between 1 and
Ns. Destruction is simply realized by choosing at random a
label (C,K) and by turning contacts in the corresponding
cluster from 1 to 0.
Creation. N+ clusters are created in the map. N+ is drawn
from a Gaussian distribution of mean Ns* – (Ns – N–) and
variance 1. If Ns – N– > Ns* then N+ = 0. Each time we
make M attempts to create a cluster (typically M = 100),
and we choose the one with the more favorable energy,
according to Equation 2. At each creation we first decide
with probability P(α), P(β||) and P(β⊥) whether to grow an
α, a β|| or a β⊥. Typically P(α) = P(β||) = P(β⊥) = 1/3. The
length of the created band is a uniform random number in
the interval (5, 30) for α, and (5, 12) for β|| and β⊥. Cre-
ation starts by randomly selecting a seed point on the map.
For α clusters this point is chosen on the principal diago-
nal, for β|| the point is chosen at a position displaced from
the principal diagonal by more than the length of the
cluster. No restrictions are imposed on the seed of β⊥.
From this point we lay down a cluster in the form of a
band as shown in Figure 1b. We do not allow secondary
structures to overlap or to be closer than four spacings on
the map because this is not commonly observed in actual
contact maps. If while growing the cluster we encounter a
point that already has a label that violates this condition
we restart the creation. The result of a non-local move for
1ubq, starting from the native map shown in Figure 1a, is
shown in Figure 1b.
Local dynamics
The principal aim of these moves is to allow local
rearrangements of the secondary structures that have been
placed by the non-local dynamics.
Secondary structure growth. Secondary structure formation
can be viewed as a ‘growth’ process. Starting from a random
coil, an α helix is formed by twisting one turn at a time [20].
Analogously, an α helix can translate locally by untwisting
a turn at one extreme and reforming it at the opposite end,
in a movement reminiscent of the reptation dynamics of
polymers [21]. A β sheet is created and removed by
zipping and unzipping together two β strands [22].
We now give the dynamical rules to deal with α helices.
Consider a helix of n amino acids, which we have previously
identified as starting from amino acid i and ending on i + n.
Typically, n ranges from 5 to 30. To increase the size from
the head, we add the two contacts (i + n + 1, i + n – 2),
(i + n + 1, i + n – 3). The tail is increased by adding the two
contacts above the diagonal (i – 1, i + 2) and (i – 1, i + 3). To
decrease the size of the helix, one removes the contacts
(i + n, i + n – 3) and (i + n, i + n – 4) on the head and (i, i + 3)
and (i, i + 4) on the tail. To translate the helix, one performs
a reptation-like move in which one turn is removed from
one end and added to the other, using the same rules.
Similar rules govern the growth and the translation of
β sheets. First, consider an antiparallel β sheet formed by
two strands. The first strand extends from amino acid i to
i + n and the second from j to j + m. By unzipping amino
acids i + n and j, we reduce the size at the end closer to the
main diagonal. This move is realized by setting to 0 (irre-
spective of their state) the five contacts (i + n, j + 2),
(i + n – 1, j + 2), (i + n – 1, j + 1), (i + n – 2, j + 1) and
(i + n – 2, j). Opening the sheet from the other side is real-
ized by setting to 0 the contacts (i + 2, j + m), (i + 2,
j + m – 1), (i + 1, j + m – 1), (i + 1, j + m - 2) and (i, j + m – 2).
Zipping together the ends is realized by setting the corre-
sponding contacts to one. Translating the sheets, as in the
case of helices, is realized by opening one end while closing
the other. Rules that are entirely similar are applied to
parallel β sheets. In the general case, the sheet might pre-
sent irregularities, which would appear as supplementary
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contacts at the extremities. Because we do not attempt to
realize a physical map here, we implement these simple
rules and rely on the reconstruction procedure to take care
of the local structural details. The resulting contact map
after this step is shown in Figure 1c.
Conservative dynamics. We use the conservative dynamics
introduced by Mirny and Domany [1] to refine further the
resulting map; the result is shown in Figure 1d. Typically,
minor local rearrangements take place.
Reconstruction
As already observed, a generic contact map is not guaran-
teed to correspond to any real chain conformation in space.
This is likely to be the case for the contact map obtained
after the first two steps of the dynamics. By using the recon-
struction method discussed in [2], we project this contact
map onto its closest physical counterpart (i.e. we create a
contact map that is ‘close’ to the starting one, as measured
by the Hamming distance, and is guaranteed to be physical,
i.e. there is a real chain conformation that has that contact
map). To achieve this result, we construct a backbone con-
formation in Cartesian space and try to force it to have the
contacts specified in the input contact map. If an input
contact map is non-physical, existing contacts are discarded
and potentially new contacts are introduced. But because
any difference in the number and locations of contacts is
penalized, the contact map of the resulting conformation is
necessarily close to the starting one [2]. Monomers are not
allowed to invade each other’s space. This is ensured by
introducing a lower threshold RL, below which they experi-
ence a hard-core repulsion. The lowest Cα–Cα distance
found in PDB proteins is ~3.5 Å. We chose RL = 5.0 Å.
With such a value, it is still possible to reconstruct all the
PDB proteins and the tendency to overcompactification,
typical of the contact energy approximation, is minimized.
The result of the reconstruction is shown in Figure 1e.
Refinement
We perform further optimization by an energy minimiza-
tion in real space using a standard Metropolis crankshaft
technique ([11]; M.V., R. Najmanovich, and E.D., unpub-
lished observations). The result of the minimization is
shown in Figure 1f. In this calculation we used a set w153
of contact energy parameters, which was derived using the
method presented in [1], applied to the database of 153
proteins listed in [3] with the present definition of contact.
The initial energy of the native fold of 1ubq is 25.72 and
the energy of the final map is much lower, –84.20.
Applications
In this section we perform different tests on the procedure
that we have introduced.
First, by computing the autocorrelation time τ, we show
that after each four-step move the method produces a
contact map essentially uncorrelated with the preceding
one, independent of the chain length N.
Second, in the case of the simple Go- potential, for which
the folding problem is solvable, the method is shown to
find the ground state quickly and reliably.
Third, the contact energy approximation is shown to lead
to a failure in the prediction of the correct fold.
Fourth, if the contact potential is optimized to fold a
single protein, the situation improves, but a complete
solution remains elusive. We show that the recently deter-
mined potential for crambin is able to predict only to a
limited extent the correct ground state.
Estimation of the autocorrelation times
The autocorrelation time τ gives an estimate of the
number of time steps needed to produce two uncorrelated
values of a given quantity A(t), measured at different times
t during the simulation. The normalized autocorrelation
function ρ(t) of A(t) is defined by:
(3)
where the average 〈 〉 is performed over s. Typically ρ(t)
decays exponentially, ρ(t) ~ e–t/τ. The (integrated) auto-
correlation time τ is given by:
(4)
Since ρ(t) is obtained from a finite time series of A(t),
t < tmax, for t ~ tmax we have poor statistics for ρ(t). Hence,
at large separations in time, ρ(t) is dominated by statisti-
cal noise, resulting in an estimate of τ with diverging
variance [23]. To determine τ, one must restrict the
analysis of Equation 4 to times in a window [1, tw] and
look for the convergence with respect to the truncation
time tw of:
(5)
The remainder, r (tw), is evaluated from the exponential
decay of ρ(t):
(6)
In general, different quantities have different correlation
times. We have considered the end-to-end distance Ree,
the radius of gyration Rg and, most relevant to our purpose,
the energy E. We have considered different proteins, with
lengths ranging from N = 46 (1cbn) to N = 249 (6tim). In
Figure 2 we show for the protein 2ci2 the autocorrelation
function ρ(t) as a function of t. In all the cases considered, τ
was between 1 and 3, without an appreciable dependence
on N, as shown in Figure 3.
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Test on the Go- potential
There is a simple case for which the native contact map of
a protein is stabilized by a contact potential. Protein
folding is a solvable problem using the Go- potential [24],
which is defined by the following choice of the N × N
matrix u of interactions:
u = Sn (7)
The energy of a contact map Sµ is given by:
(8)
This energy is simply the number of non-zero contacts in
common between the native map Sn and Sµ (with a minus
sign). This is an important test because it gives a measure of
the efficiency of the algorithm that we have introduced. We
have analyzed sequences ranging from N = 46 to N = 249. In
all but a few cases considered, a few steps of the dynamics
were sufficient to converge to the ground state. This posi-
tive result is easily understood, because by construction our
algorithm tries to lie down clusters in the energetically more
favorable regions of the contact map. Convergence is char-
acterized by the correct arrangement of the secondary struc-
ture elements in the contact map. Thus the correct topology
of the fold is nailed down. A failure is typically found for a
protein, for example 4-helix bundles. The signature on a
contact map of spatial proximity of two α helices is a set of
scattered contacts. We are currently working on modifying
the non-local dynamical rules to take this case into account.
The results will be reported in a future publication.
Folding of selected proteins
We have used contact map dynamics to fold several pro-
teins using existing sets of contact energy parameters. The
contact map of lowest energy found during a simulation of
1ubq using the contact energy parameters w153 is shown in
Figure 4. The energy of such a contact map is several stan-
dard deviations below the energy of the native state. The
standard deviation is derived from the histogram of the
energy of conformations generated by the dynamics and is
shown in Figure 5. In a previous publication [3] we showed
an analogous result for one protein (1cbn), using several
sets of energy parameters taken from the literature. Our
results show that existing sets of contact energy parameters
are not suitable to discriminate among a sophisticated set
of decoys.
Folding of crambin
Previously ([3]; M.V., R. Najmanovich and E.D., unpub-
lished observations), we discussed how to optimize a set of
pairwise contact energy parameters to identify the native
state of one protein (crambin), and we showed that the
contact energy function (Equation 2) is unsuitable to single
out the native state.
Here, we further illustrate this conclusion by showing,
using the search algorithm presented in this paper, that it
is possible to generate contact maps for crambin that differ
significantly from the native map and have lower energy.
We define the overlap Q between contact maps as:
(9)Q
N
N
p
c
=
( )E S uij ij
ij
A S u, µ, = −∑
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Figure 2
Estimate of the normalized autocorrelation function ρ(t) of Ree, Rg and
E. The protein used is 2ci2, with length N = 65.
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Figure 3
Dependence of the autocorrelation time τ on the chain length N.
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where Np is the number of contacts present in the native
map and in the predicted one and Nc is the total number of
contacts in the native map (contacts (i, i + 1) and (i, i + 2)
are not counted). We generated 1000 low energy contact
maps, using a set of energy parameters optimized for
crambin (M.V., R. Najmanovich and E.D., unpublished
observations). The histogram of the fraction of contact
maps with a given overlap Q with the native state is shown
in Figure 6a. The distribution peaks at ~0.40, which
means that typically we are able to correctly predict 40%
of the native contacts. The quality of this prediction
cannot be improved by using the present straightforward
approach to search for maps of low energy in the contact
approximation. The main conclusion of the work pre-
sented in [3] and by M.V., R. Najmanovich and E.D.
(unpublished observations) is that there is no set of
contact energy parameters that assign to the native contact
map the lowest energy among all the possible physical
contact maps. For any given set of parameters it is possible
to find remarkably different maps of energy lower than
the native one. We show in Figure 6b the plot of E versus
Q for the 1000 generated decoys. E is the difference
between the energy of the decoy and the energy of the
native map. Maps with an energy lower than the native
map (E < 0) are found with overlap 0.3 < Q < 0.6. The cor-
responding root mean squared distance is 8.5 ± 1.3 Å. The
contact map with the lowest energy found is shown above
the diagonal in Figure 7a (the native contact map is shown
below the diagonal). A typical conformation corresponding
to the predicted map is shown in Figure 7b. For this par-
ticular prediction, the overlap with the native map is
Q = 0.43, the energy is –1.56 (compared with –1.34 of the
native map) and the root mean squared distance from the
crystallographic structure of crambin is 7.8 Å.
Conclusions
In any attempt to predict protein folds one has to face two
main problems. Creditable candidate conformations must be
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Figure 4
Lowest energy contact map (above the diagonal) generated in the
simulation, versus the native contact map of 1ubq (below the diagonal).
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Figure 5
Histograms of the energy distributions of the contact maps generated
by the dynamics for proteins 1ubq, 1mba, 4lzm and 6tim. The energies
are translated, so that the native map has zero energy (arrow), and
normalized by N.
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Figure 6
Result of the folding experiment on crambin described in the text in
which we generated 1000 low-energy decoys. Q is the fraction of
correctly predicted contacts and E is the energy difference between
the decoy and the native state.
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generated, and an energy function capable of discriminating
between them must be constructed.
These questions have been addressed using real-space
representations of protein structure [25,26]. We have pre-
sented an alternative approach based on the contact map
representation, which we are currently developing [2,3].
We have established that contact map space is amenable
to an extensive search of low-energy conformations. A still
open and much more challenging problem is to find an
energy function to stabilize the native maps of proteins.
The contact potential used in this work is the simplest
approximation that can be used in the contact map repre-
sentation. Armed with the presented robust simulation
technique, we can explore more complex and promising
energy functions.
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Figure 7
Result of the folding experiment on crambin. (a) Above the diagonal,
generated contact map of lowest energy (E = –1.56); below the
diagonal, native contact map of crambin (E = –1.34). The overlap
between the two maps as defined in Equation 9 is Q = 0.43.
(b) Three-dimensional representation of the Cα trace corresponding to
the contact map of lowest energy. The root mean squared distance
from the crystallographic structure of crambin is 7.6 Å.
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