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Abstract
In this paper, we introduce a specific kind of doubly reflected Backward
Stochastic Differential Equations (in short DRBSDEs), defined on probability
spaces equipped with general filtration that is essentially non quasi-left contin-
uous, where the barriers are assumed to be predictable processes. We call these
equations predictable DRBSDEs. Under a general type of Mokobodzki’s con-
dition, we show the existence of the solution (in consideration of the driver’s
nature) through a Picard iteration method and a Banach fixed point theorem.
By using an appropriate generalization of Itô’s formula due to Gal’chouk and
Lenglart [14, 21], we provide a suitable a priori estimates which immediately
implies the uniqueness of the solution.
Keywords: Doubly reflected Backward Stochastic Differential Equations, predictable
DRBSDEs, non quasi-left continuous, Picard iteration methode, fixed point theorem.
AMS MSC: 60H20, 60H30, 65C30.
1 Introduction
The theory of Backward stochastic differential equations (BSDEs, in short) has
been widely studied in the literature due to their affiliation with many problems
in different mathematical areas. We mention, among others, partial differential
equations, theoretical economies, mathematical finance, stochastic optimal control,
game theory, and other optimality problems. These equations can be traced back
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to Bismut [3] who presented them in a linear form as the equation for the con-
jugate variable in the stochastic Pontryagin maximum principle. Afterwards, Par-
doux and Peng [23] generalized them to the nonlinear case when the noise is driven
by a Brownian motion. Precisely, given a filtered probability space (Ω,F ,F =
(F )t∈[0,T ],P) generated by an R
d- valued Brownian motion W , a solution for the
BSDE associated with data (g,ξ ) and terminal time T , consists of a pair of measur-
able processes (Y,Z) in suitable spaces, mainly satisfies:
Yt = ξ +
∫ T
t
g(s,Ys,Zs)ds−
∫ T
t
ZsdWs; for all t ∈ [0,T ], (1.1)
where the generator g is Lipschitz continuous in (y,z) and the terminal value ξ is
square-integrable.
Thereafter a new kind of BSDEs, called reflected backward stochastic differ-
ential equations (RBSDEs, in short), has been introduced by El Karoui et al. [13]
in the case of a Brownian filtration and a continuous obstacle. In their setting, the
first component of the solution is forced to remain greater than or equal to a given
process called obstacle or barrier. An additional nondecreasing predictable process
appeared in the expression (1.1); the function of this additional process is to push
upwards the process Y in order to keep it above the barrier ξ . One important use
of RBSDEs is their application to the pricing of American options, especially in
constrained markets.
The theory of RBSDEs has been extended to the case where the obstacle is not
necessarily continuous and a larger filtration than the Brownian filtration by several
authors, we quote [11], [19], [25], [4] and references therein. In all of the mentioned
works, the barrier has been assumed to be at least right-continuous. The first paper
dealing with RBSDEs in a general framework, where the obstacle is not necessar-
ily right-continuous, is the paper of Grigorova et al. (2016) [17]. More recently,
Bouhadou and Ouknine [2] considered the theory of BSDEs in the predictable set-
ting. That is, where the filtration is non quasi-left continuous and the terminal value
ξ belongs to L2(FT−). A significant use of these equations is to generate a new
family of "non linear expectations", called predictable g-conditional expectations.
These operators present a crucial tool to study the main problem of their paper,
namely the optimal stopping problem. In [2], Bouhadou and Ouknine introduced
also the reflected BSDEs in the predictable framework, where the lower obstacle is
given by a left-limited predictable process.
In the current paper, we generalize the previous equations to the case of two
reflecting barrier processes, that is, to a setting where, the filtration is non quasi-left
continuous and the solution has to remain between two left-limited, predictable pro-
cesses ξ and ζ , with ξ ≤ ζ and ξT = ζT . We establish the existence and uniqueness
of the solution, in appropriate Banach space, to the following doubly RBSDE:
Yτ = ξT +
∫ T
τ
g(s,Ys,Zs)ds−
∫ T
τ
ZsdWs− (MT−−Mτ−)+AT −Aτ
− (A′T −A
′
τ)+BT−−Bτ−− (B
′
T−−B
′
τ−), for all τ ∈T
p
0 . (1.2)
We call these equations predictable DRBSDEs, the solution is given by (Y,Z,M,
A,B,A′,B′), whereM is a square integrable martingale. The predictable non-decreasing
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processes A,A′,B and B′ have the role to keep the solution between the two obsta-
cles ξ and ζ . It is important to underline that in modelling, the predictable context
is interesting since it gives more information compared to the classical cases; the
work [2] provided much of the inspiration and motivation for our work.
Carrying on the work [13], Cvitanic´ and Karatzas have introduced the doubly
reflected BSDEs (DRBSDEs, in short) in the case of continuous obstacles and a
Brownian filtration in [5], and then extended to the case of a not necessarily contin-
uous obstacles and a larger filtration in [18], [4], [10], [6]. The first paper dealing
with BSDEs with two reflecting barriers that are not right-continuous, is the paper
of Grigorova et al. (2018) [16]. Precisely, motivated by the problem of pricing of
game options (derivative contracts that can be terminated by both counterparties at
any time before a maturity date T [7]) in the case of imperfections in the market
model, the authors showed that a doubly reflected BSDE with general filtration,
where the barriers are assumed to be optional processes, admits a unique solution if
and only if the so calledMokobodzki’s condition holds (there exist two supermartin-
gales such that their difference is between ξ and ζ ).
Inspired by ideas of [16], under an extended type of Mokobodzki’s condition,
we will show the existence and uniqueness of the solution to the predictable DRB-
SDE (1.2). In the proof of our result, we use a Picard iteration method to show the
existence of a solution when the driver g does not depend on the solution, and then,
in the general case, we construct a contraction that has a fixed point which is the
solution of our predictable DRBSDE (1.2).
The rest of the paper is organized as follows: Section 2 begins by listing nec-
essary notations and definitions. Next, we give the definition of our predictable
DRBSDEs and some properties. In section 3, we investigate the question of exis-
tence and uniqueness of the solution in the case where the driver g does not depend
on y, z, that is, when it is given by a process g(t). Therefore, we show that in
this particular case the solution can be given in terms of the solution of a coupled
system of two predictable RBSDEs. Under Mokobodzki’s condition, by applying a
Picard iteration method we show that this system admits a solution, and hence the
predictable DRBSDE admits a solution as well. In Subsection 3.2, we provide a
suitable a priori estimates, which implies the uniqueness of the solution. The gen-
eral case is treated in Section 4 by using the a priori estimates of Section 3 and a
fixed point argument.
2 Notations and definitions
Throughout the paper, we work with a finite time horizon T > 0, a probability
space (Ω,F ,P) and a right-continuous complete filtration F = {Ft : t ∈ [0,T ]}.
Essentially, we assume that the filtration F is not quasi-left continuous. LetW be a
one-dimensional F-Brownian motion.
Notation 2.1 We denote by P (resp. O) the predictable (resp. optional) σ -algebra
on Ω× [0,T ]. We recall that a stopping time τ is called predictable if there exist a
sequence (τn)n∈N of stopping times that are strictly smaller that τ on {τ > 0} and
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increase to τ a.s. Moreover, we denote by T p0 the set of all predictable stopping
times τ with values in [0,T ]. More generally, for a given stopping time S in T
p
0 , we
denote by T
p
S (resp. T
p
S+
) the set of predictable stopping times τ in T p0 such that
S≤ τ a.s. (resp. S< τ a.s. on {S< T} and τ = T a.s. on {S= T}).
The following spaces will be frequently used in the sequel.
• L2(FT−) is the set of random variables which are FT−-measurable and
square-integrable.
• H2 is the set of real-valued predictable processes ξ with
‖ξ‖2
H2
:= E
[∫ T
0
|ξt |
2dt
]
< ∞.
• S2,p is the vector space of real-valued predictable (not necessarily cadlag)
processes ξ such that
|||ξ |||2S2,p := E[esssup
τ∈T
p
0
|ξτ |
2]< ∞.
The mapping |||.|||S2,p is a norm on the space S
2,p. Moreover, the space S2,p
endowed with this norm is a Banach space. This follows by using similar
arguments as in the proof of Proposition 2.1 in [15].
• M2 is the set of square integrable martingales M = (Mt)t∈[0,T ] with M0 = 0.
We can endowM2 with the norm
‖M‖M2 := E{M
2
T}
1
2 .
This space equipped with the scalar product
(M,N)M2 = E{MTNT}= E{<M,N >T}= E{[M,N]T}, for M,N ∈M
2
,
is an Hilbert space.
• M2,⊥ is the subspace of martingales N ∈M2 satisfying< N,W >.= 0.
Remark 2.1 The condition < N,W >.= 0 expresses the orthogonality of N (in the
sense of the scalar product (., .)M2) with respect to all stochastic integrals of the
form
∫
.
0 hsdWs, where h ∈H
2 (cf. e.g. , [24] IV. 3 Lemma 2, p. 180).
For a ladlag process φ , we denote by φt+ and φt− the right-hand and left-hand
limit of φ at time t. We denote by ∆φt := φt −φt− the size of left jump of φ at time
t, and by ∆+φt := φt+−φt the size of right jump of φ at time t.
Definition 2.1 A predictable process (φt) is said to be left upper-semicontinuous
(resp. left lower-semicontinuous) along predictable stopping times if for each τ ∈
T
p
0 , for each nondecreasing sequence of stopping times (τn) such that τn ↑ τ , a.s.,
we have φτ ≥ limsupn φτn (resp. φτ ≤ limsupn φτn) a.s.
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The following orthogonal decomposition property of martingales in M2 can be
found in [20] (Chapter III, Lemma 4.24, p. 185):
Lemma 2.1 For each M ∈M2, there exists a unique couple (Z,N) ∈ H2×M2,⊥
such that
Mt =
∫ t
0
ZsdWs+Nt , ∀t ∈ [0,T ] a.s. (2.1)
Definition 2.2 A predictable process Y = (Y )t∈[0,T ] is a predictable strong super-
martingale if
1. For every bounded predictable time τ , Yτ is integrable.
2. For every pair of predictable times S , τ such that S≤ τ ,
YS ≥ E[Yτ |FS−] a.s. (2.2)
Remark 2.2 Let Y be a predictable strong supermartingale. If τ is a stopping time,
then
Yτ ≥ E[Yτ+ |Fτ ]. (2.3)
(see [9], Remark c, p. 410). By taking conditional expectation with respect to Fτ−
in (2.3) and using the fact that Y is predictable, we get, for all τ ∈T
p
0
Yτ ≥
pY+τ . (2.4)
The following theorem can be found in [8] (Theorem 86, p. 220).
Theorem 2.1 (Section theorem) Let X = (Xt) and Y = (Yt) be two optional (resp.
predictable) processes. If for every finite stopping time τ one has, Xτ =Yτ , then the
processes (Xt) and (Yt) are indistinguishable.
Definition 2.3 (Driver, Lipschitz driver). A function g is said to be a driver if
(i) g : Ω× [0,T ]×R2 → R
(ω, t,y,z) 7→ g(ω, t,y,z) is P⊗B(R2)− measurable,
(ii) g(.,0,0)∈H2.
A driver g is called a Lipschitz driver if moreover there exists a constant K ≥ 0 such
that dP⊗dt-a.s., for each (y1,z1) ∈ R
2, (y2,z2) ∈ R
2,
|g(w, t,y1,z1)−g(w, t,y2,z2)| ≤ K(|y1− y2|− |z1− z2|).
We recall the definition of mutually singular random measures associated with
non decreasing cadlag predictable processes from [6] (Definition 2.3., p. 5).
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Definition 2.4 Let A=(At)0≤t≤T and A
′=(A′t)0≤t≤T be two real-valued predictable
non-decreasing cadlag processes with A0 = 0, A
′
0 = 0, E[AT ] < ∞ and E[A
′
T ] < ∞.
We say that the random measures dAt and dA
′
t are mutually singular (in a proba-
bilistic sense), and we write dAt ⊥ dA
′
t , if there exists D ∈ O such that:
E
[∫ T
0
1DcdAt
]
= E
[∫ T
0
1DdA
′
t
]
= 0, (2.5)
which can also be written as
∫ T
0 1D
c
t
dAt =
∫ T
0 1DtdA
′
t a.s., where for each t ∈ [0,T ],
Dt is the section at time t of D, that is, Dt := {ω ∈Ω,(ω, t) ∈ D}.
Definition 2.5 (Predictable admissible obstacles). Let ξ = (ξt)t∈[0,T ] and ζ =
(ζt)t∈[0,T ] be two processes in S
2,p such that ξt ≤ ζt , 0≤ t ≤ T , a.s. and ξT = ζT a.s.
A pair of processes (ξ ,ζ ) satisfying the previous properties will be called a pair of
predictable admissible obstacles, or a pair of predictable admissible barriers.
2.1 Doubly RBSDE whose obstacles are predictable in the case
of non quasi-left continuous filtration
Let g be a driver. Let (ξ ,ζ ) be a pair of ladlag predictable admissible obstacles.
Definition 2.6 A process (Y,Z,M,A,B,A′,B′)∈ S2,p×H2×M2,⊥×(S2,p)2×(S2,p)2
is said to be a solution to the predictable doubly RBSDE with parameters (g,ξ ,ζ ),
where g is a driver and (ξ ,ζ ) is a pair of predictable admissible obstacles, if
Yτ = ξT +
∫ T
τ
g(s,Ys,Zs)ds−
∫ T
τ
ZsdWs− (MT−−Mτ−)+AT −Aτ
− (A′T −A
′
τ)+BT−−Bτ−− (B
′
T−−B
′
τ−), for all τ ∈T
p
0 , (2.6)
with
(i) ξτ ≤ Yτ ≤ ζτ , a.s. for all τ ∈T
p
0 ,
(ii) A and A′ are nondecreasing right-continuous predictable processes with A0=
A′0 = 0 and such that∫ T
0
1{Yt−>ξt−}
dAt = 0 a.s. and
∫ T
0
1{Yt−<ζt−}
dA′t = 0 a.s. (2.7)
(iii) B and B′ are nondecreasing, right-continuous predictable purely discontinu-
ous processes with B0− = B
′
0−
= 0,
(Yτ −ξτ)(Bτ −Bτ−) = 0 and (Yτ −ζτ)(B
′
τ −B
′
τ−) = 0 a.s. for all τ ∈T
p
0 ,
(2.8)
(iv) dAt ⊥ dA
′
t and dBt ⊥ dB
′
t .
The equations (2.7) and (2.8) are called minimality conditions or Skorohod con-
ditions.
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Remark 2.3 Note that a process (Y,Z,M,A,B,A′,B′)∈ S2,p×H2×M2,⊥×(S2,p)2×
(S2,p)2 satisfies equation (2.6) in the above definition if and only if, almost surely,
for all t in [0,T ],
Yt = ξT +
∫ T
t
g(s,Ys,Zs)ds−
∫ T
t
ZsdWs− (MT−−Mt−)+AT −At
− (A′T −A
′
t)+BT−−Bt−− (B
′
T−−B
′
t−). (2.9)
Remark 2.4 Note that, if we abandon the mutually singularity constraint (2.6),
the processes A and A′ (resp. B and B′) can increase at the same time on {ξt− =
ζt−} (resp. on {ξt = ζt}). This constraint permits us to obtain the uniqueness of
the nondecreasing processes A,A′,B and B′ without the usual strict separability
condition ξ < ζ (see, e.g., [12]).
Remark 2.5 If we rewrite the equation (2.9) forwardly, we obtain −(Yτ −Yτ−) =
∆Aτ −∆A
′
τ a.s., for each predictable stopping time τ ∈ T
p
0 . Hence, the left jump
process ∆Y satisfy: ∆Y ≡ ∆A′−∆A. Indeed, the processes Y , A and A′ are pre-
dictable. Thus, ∆Y , ∆A and ∆A′ are also predictable. The result follows from an
application of Theorem 2.1.
This together with the condition dAt ⊥ dA
′
t ensures that for each τ ∈ T
p
0 , ∆Aτ =
(∆Y )− a.s., and ∆A′τ = (∆Y )
+ a.s.
Remark 2.6 We restrict our attention to the fact that the term M− in the equation
(2.6) satisfied by Y is not a martingale but the predictable projection of the martin-
gale M.
Remark 2.7 We note also that, for each τ ∈ T
p
0 , ∆Bτ −∆B
′
τ =−(
pY+τ −Yτ). This
equality follows from the fact that M is a right-continuous martingale, hence, pM =
M− and the fact that A,A
′,B and B′ are predictable processes.
This together with the condition dBt ⊥ dB
′
t ensures that for each τ ∈ T
p
0 , ∆Bτ =
(pY+τ −Yτ)
− a.s., and ∆B′τ = (
pY+τ −Yτ)
+ a.s.
Remark 2.8 In the case where the filtration is quasi-left-continuous, martingales
have only totally inaccessible jumps. Hence, from the equation (2.6) we can see that
for each τ ∈T
p
0 , ∆Bτ−∆B
′
τ =−∆+Yτ . This, together with the condition dBt ⊥ dB
′
t ,
ensures that for each τ ∈ T
p
0 , ∆Bτ = (∆+Yτ)
− and ∆B′τ = (∆+Yτ)
+ a.s.
We point out that in the case of a general filtration, this property does not necessar-
ily hold. Indeed, by equation (2.6), for each τ ∈T
p
0 , we have ∆+Yτ = ∆Mτ +∆B
′
τ −
∆Bτ a.s. and ∆Mτ is here not necessarily equal to 0, since in this case martingales
may admit jumps at some predictable stopping times.
Proposition 2.1 Let g be a driver and (ξ ,ζ ) be a pair of admissible obstacles. Let
(Y,Z,M,A,B,A′,B′) be a solution to the predictable doubly reflected BSDE with
parameters (g,ξ ,ζ ).
(i) For each τ ∈ T
p
0 , we have
Yτ = (
pY+τ ∨ξτ)∧ζτ a.s. (2.10)
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(ii) If ξ (resp. ζ ) is right continuous, then B= 0 (resp. B′ = 0).
(iii) If ξ (resp. ζ ) is left upper-semicontinuous (resp. left lower-semicontinuous)
along predictable stopping times, then the process A (resp. A′) is continuous.
PROOF. Let τ ∈ T p0 . By Remark 2.7, we have ∆Bτ = (
pY+τ −Yτ)
− and ∆Bτ =
(pY+τ −Yτ)
+ a.s. Since B and B′ satisfy the Skorokhod condition (2.8), we get
(pY+τ −Yτ)
− = 1{Yτ=ξτ}(
pY+τ −Yτ)
− and (pY+τ −Yτ)
+ = 1{Yτ=ζτ}(
pY+τ −Yτ)
+
Hence, on the set {ξτ <Yτ < ζτ}, we haveYτ =
pY+τ a.s., which implies that (
pY+τ ∨
ξτ)∧ζτ = Yτ a.s. Now, on the set {ξτ < Yτ = ζτ}, we have (
pY+τ −Yτ)
− = 0 a.s.,
which gives pY+τ ≥Yτ = ζτ > ξτ a.s. Hence, (
pY+τ ∨ξτ)∧ζτ =
pY+τ ∧ζτ = ζτ =Yτ
a.s.
Similarly, on the set {ξτ = Yτ < ζτ}, we have (
pY+τ ∨ ξτ)∧ ζτ = Yτ a.s. The first
assertion thus holds.
We now prove the second assertion. Suppose that ξ is right-continuous. Let
τ ∈T
p
0 . We show that ∆B= 0 a.s. From the remarks above, we have
∆Bτ = 1{Yτ=ξτ}(
pY+τ −Yτ)
− = 1{Yτ=ξτ}(
pY+τ −ξτ)
− = 1{Yτ=ξτ}(
pY+τ −
pξ+τ )
− a.s.,
where the last inequality follows from the fact that ξ is right-continuous predictable
process. Since Y ≥ ξ , we derive that, for all τ ∈T
p
0 , ∆Bτ = 0 a.s. Since, B is purely
discontinuous non decreasing process, null at 0, it follows that B = 0. Similarly, it
can be shown that if ζ is right-continuous, then B′ = 0. Hence the second assertion
holds.
It only remains to prove the third assertion. Suppose that ξ is left upper-
semicontinuous along predictable stopping times. We show ∆Aτ = 0 a.s. Let
τ ∈T p0 . By Remark 2.5 and condition (2.7), we derive that
∆Yτ =−∆Aτ +∆A
′
τ =−∆Aτ1{Yτ−=ξτ−}∩K +∆A
′
τ1{Yτ−=ζτ−}∩K
′ a.s., (2.11)
Where K = {∆Aτ > 0} and K
′ = {∆A′τ > 0}. Note that K and K
′ belong to Fτ− .
Since dAt ⊥ dA
′
t , we get K∩K
′ = /0 a.s. Hence, on {Yτ− = ξτ−}∩K, we have
∆Yτ =−∆Aτ ≤ 0 a.s.
Since ξ is left-u.s.c along stopping times, we hence drive that on {Yτ− = ξτ−}∩K,
we have
ξτ− ≤ ξτ ≤Yτ ≤ Yτ− a.s.
and the inequalities are even equalities (still on the set {Yτ− = ξτ−}∩K). Hence,
∆Yτ = 0 a.s. on {Yτ− = ξτ−}∩K. By (2.11), we derive that ∆Aτ = 0 a.s. This
equality being true for every predictable stopping time τ ∈ T
p
0 , it follows that A is
continuous. Similarly, it can be shown that if ζ is left lower-semicontinuous along
predictable stopping times, then A′ is continuous, and the proof is complete.
Remark 2.9 If ξ and ζ are predictable obstacles such that ξ is l.u.s.c. and ζ is
l.l.s.c. along stopping times. Then Y is left-continuous. This is a direct consequence
of the third assertions of the proposition above and Remark 2.5.
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We now give a necessary condition for the existence of a solution of the doubly
reflected BSDE from Definition 2.6.
Definition 2.7 (MOKOBODZKI’S CONDITION IN THE PREDICTABLE SITTING)
Let (ξ ,ζ ) ∈ S2,p×S2,p be a pair of predictable admissible barriers. We say that
the pair (ξ ,ζ ) satisfies Mokobodzki’s condition if there exist two nonnegative pre-
dictable strong supermartingales H p and H
p
in S2,p such that:
ξt ≤ H
p
t −H
p
t ≤ ζt 0≤ t ≤ T a.s. (2.12)
Lemma 2.2 Let g ∈ H2. Let (ξ ,ζ ) be a pair of predictable admissible barriers.
Then, Mokobodzki’s condition is a necessary condition for the existence of a so-
lution to the predictable DRBSDE associated with the driver process (gt) and the
barriers ξ and ζ .
PROOF. Let (Y,Z,M,A,B,A′,B′) ∈ S2,p×H2×M2,⊥× (S2,p)2× (S2,p)2 be a
solution to the predictable DRBSDE associated with driver g and the barriers ξ and
ζ . Since Y is predictable, we have E(Yt |Ft−) = Yt . From this and equality (2.9), it
follows that
Yt = E(ξ
+
T +
∫ T
t
g+(s,Ys,Zs)ds+AT −At +BT−−Bt−|Ft−)
+E(ξ−T +
∫ T
t
g−(s,Ys,Zs)ds+A
′
T −A
′
t +B
′
T−−B
′
t− |Ft−)
−E(MT−−Mt−|Ft−).
Otherwise, by noting that M is a (càdlàg) uniformly integrable martingale and by
applying the predictable stopping theorem in [1] (Theorem 4.5, p 358), we obtain
that the last term in the equality above is equal to zero. Hence, Y =H p−H
p
, where
H p and H
p
are the two non-negative predictable strong supermartingale defined by
H
p
t := E(ξ
+
T +
∫ T
t
g+(s,Ys,Zs)ds+AT −At +BT−−Bt−|Ft−);
H
p
t := E(ξ
−
T +
∫ T
t
g−(s,Ys,Zs)ds+A
′
T −A
′
t +B
′
T−−B
′
t−|Ft−).
Since ξ ≤Y ≤ ζ , we get ξ ≤H p−H
′p≤ ζ , which guarantee that the Mokobodzki’s
condition holds.
3 The (y,z)-independent case
Let (ξ ,ζ ) be a pair of predictable admissible barriers. Let g be a driver. We
assume that g does not depend on (y,z) i.e., P-a.s., g(t,ω,y,z)≡ g(t,ω), for any t,y
and z.
9
In this section, we are going to prove the existence and uniqueness, under the
above assumptions on g, ξ and ζ , of the solution to the predictable doubly RBSDE
from Definition 2.6. The idea of the proof is the same as in the paper of Grigorova,
Imkeller, Ouknine and Quenez in [16], in which the authors proved the results for
the doubly RBSDE with a not necessarily continuous obstacles and general filtra-
tion.
3.1 Existence of a solution to the predictable DRBSDEwith driver
process (gt)
As a first step, we suppose that there exists a solution of the predictable DRB-
SDE associated with the driver g and we show that up to the process E(ξT +∫ T
t gsds|Ft−), the first component of this solution can be written as the difference
of the solutions of two coupled predictable reflected BSDEs.
Let (Y,Z,M,A,B,A′,B′) ∈ S2,p×H2×M2,⊥× (S2,p)2× (S2,p)2 be a solution to
the predictable DRBSDE associated with driver g and the barriers ξ and ζ . Let Y˜
the predictable process defined by Y˜t := Yt −E[ξT +
∫ T
t gsds|Ft−], for all t ∈ [0,T ].
From this definition together with equation (2.9), we get
Y˜t = J
g,p
t − J¯
g,p
t for all t ∈ [0,T ] a.s., (3.1)
where the processes Jg,p and J¯g,p are defined, for all t ∈ [0,T ], by
J
g,p
t := E[AT −At +BT−−Bt− |Ft−] and J¯
g,p
t := E[A
′
T −A
′
t +B
′
T−−B
′
t−|Ft− ].
(3.2)
Remark 3.1 Note that since A, A′, B and B′ are non-decreasing processes belong
to S2,p, Jg,p and J¯g,p are two nonnegative predictable strong supermartingales in
S2,p such that J
g,p
T = J¯
g,p
T = 0 a.s.
We introduce the following predictable processes (which also depend on the
process g):
ξ˜ g,pt := ξt−E[ξT +
∫ T
t
gsds|Ft−], ζ˜
g,p
t := ζt −E[ζT +
∫ T
t
gsds|Ft−], 0≤ t ≤ T.
(3.3)
Remark 3.2 Note that since g ∈ H2 and ξ ∈ S2,p, ξ˜ g,p and ζ˜ g,p belong to S2,p .
Moreover, we have ξ˜
g,p
T = ζ˜
g,p
T = 0 a.s.
In the following lemma, we prove that the processes Jg,p and J¯g,p satisfy a cou-
pled system of predictable reflected BSDEs.
Lemma 3.1 Let Y ∈ S2,p be the first component of a solution of the predictable
doubly RBSDE with parameters (g,ξ ,ζ ), where g is a driver and (ξ ,ζ ) is a pair of
predictable admissible obstacles. We then have
Yt = J
g,p
t − J¯
g,p
t +E[ξT +
∫ T
t
gsds|Ft−], 0≤ t ≤ T, a.s.,
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where the process Jg,p and J¯g,p satisfy the following coupled system of predictable
reflected BSDEs:
Jg,p = Pre[(J¯g,p+ ξ˜ g,p)1[0,T )]; J¯
g,p = Pre[(Jg,p− ζ˜ g,p)1[0,T )], (3.4)
where Pre is the operator associated to the predictable RBSDE with driver 0 (cf.
Definition 5.2).
PROOF. From the definition of Y˜ and equality (3.1), it follows that
Yt = J
g,p
t − J¯
g,p
t +E[ξT +
∫ T
t
gsds|Ft−], 0≤ t ≤ T, a.s.
By Remark 3.1 and (3.2), the processes (J¯g,p+ ξ˜ g,p)1[0,T) and (J
g,p− ζ˜ g,p)1[0,T )
belongs to S2,p. Otherwise, from ξ ≤Y ≤ ζ and the definitions of Y˜ , ξ˜ g,p, ζ˜ g,p, we
get ξ˜ g,p ≤ Y˜ = Jg,p− J¯g,p ≤ ζ˜ g,p. Therefore,
Jg,p ≥ J¯g,p+ ξ˜ g,p and J¯g,p ≥ Jg,p− ζ˜ g,p.
By the above, Jg,p and J¯g,p are two nonnegative predictable strong supermartin-
gales in S2,p, hence of class (D) (i.e. {Jg,pτ ;τ ∈ T
p
0 } and {J¯
g,p;τ ∈ T p0 } are uni-
formly integrable). Applying Mertens decomposition for predictable strong super-
martingales of class (D) (see [22], p. 143), we conclude that
Jg,p = Nt−−A
1
t −B
1
t− ; J¯
g,p = N¯t−−A
2
t −B
2
t−, (3.5)
where; N and N¯ are two càdlàg. uniformly integrable martingales,
A1 and A2 two nondecreasing right-continuous predictable processes,
B1 and B2 two nondecreasing right-continuous predictable purely disconti-
nuous processes.
Since otherwise,
J
g,p
t = E[AT +BT− |Ft−]−At−Bt− ;
J¯
g,p
t = E[A
′
T +B
′
T− |Ft−]−A
′
t−B
′
t− ,
the uniqueness of Mertens decomposition implies that A1 ≡ A, B1 ≡ B, A2 ≡ A′ and
B2 ≡ B′.
Now, by the orthogonal decomposition property of martingales inM2 (Lemma 2.1),
there exist (L,M1), (L¯,M2) ∈H2×M2,⊥ such that
Nt =
∫ t
0
LsdWs+M
1
t ; N¯t =
∫ t
0
L¯sdWs+M
2
t , (3.6)
Therefore, combining equation (3.5) with (3.6), we get
J
g,p
t =−
∫ T
t
Lsds− (M
1
T −M
1
t−)+AT −At +BT−−Bt−; (3.7)
J¯
g,p
t =−
∫ T
t
L¯sds− (M
2
T −M
2
t−)+A
′
T −A
′
t +B
′
T−−B
′
t−. (3.8)
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Next, we have Y −ξ = Y˜ − ξ˜ g,p = Jg,p− J¯g,p− ξ˜ g,p. By the Skorokhod condition
(2.8) satisfied by B, we get
∆Bτ(J
g,p
τ − (J¯
g,p
τ + ξ˜
g,p
τ )) = 0 a.s. for all τ ∈ T
p
0 . (3.9)
We also have {Yt− > ξt−} = {J
g,p
t−
> J¯
g,p
t−
+ ξ˜ g,p
t−
}. Hence, the skorokhod condition
(2.8) satisfied by A can be expressed in the form:
∫ T
0
1{Jg,p
t−
>J¯
g,p
t−
+ξ˜
g,p
t−
}dAt = 0 a.s. (3.10)
We conclude that (Jg,p,L,M1,A,B) is the solution of the predictable reflected BSDE
associated with the driver 0 and the barrier (J¯g,p+ ξ˜ g,p)1[0,T ).
1
We prove similarly that (J¯g,p, L¯,M2,A′,B′) is the solution of the predictable reflected
BSDE associated with the driver 0 and the barrier (Jg,p− ζ˜ g,p)1[0,T ).
2 This com-
pletes the proof.
This lemma shows that the existence of the solution to the predictable DRBSDE
with parameters (g,ξ ,ζ ), implies the existence of the solution to the coupled system
of predictable RBSDEs (3.4). In the following proposition, we prove that this can
be seen as an equivalence relation.
Proposition 3.1 Let g ∈ H2. Let ξ and ζ be two reflected admissible obstacles in
S2,p. The following assertions are equivalent:
(i) The predictable DRBSDE (2.6) with driver process g(t) has a solution.
(ii) There exist two predictable processes Jp. ∈ S
2,p and J¯p. ∈ S
2,p satisfying the
coupled system of predictable DRBSDEs:
Jp = Pre[(J¯p+ ξ˜ g,p)1[0,T )]; J¯
p = Pre[(Jp− ζ˜ g,p)1[0,T )], (3.11)
where ξ˜ g,p and ζ˜ g,p as above.
In this matter, the predictable process Y defined by
Yt := J
p
t − J¯
p
t +E[ξT +
∫ T
t
gsds|Ft−], a.s. (3.12)
gives the first component of the solution to the predictable DRBSDE.
PROOF. The implication (i)⇒ (ii), has been proved in Lemma 3.1. Let us
prove (ii)⇒ (i). The steps of the proof are similar of those used in the literature
(see eg. [6], [16]). Let (Jp,L,M1,A,B) and (J¯p, L¯,M2,A′,B′) be two solutions in
S2,p×H2×M2,⊥× (S2,p)2× (S2,p)2 of the coupled system (3.11) . We define the
process Y as in (3.12).
By assumptions, the processes Jp and J¯p belongs to S2,p. Hence, the difference
1Note that this barrier is equal to E(A′T −A
′
t +C
′
T−
−C′
t−
|Ft−)− ξ˜
g,p
t if t < T , and 0 if t = T .
2Note that this barrier is equal to E(AT −At +CT− −Ct− |Ft−)− ζ˜
g,p
t if t < T , and 0 if t = T .
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Jp− J¯p and thus the process Y are well defined. Further, since JpT = J¯
p
T = 0 a.s.,
we get YT = ξT a.s. By the formulation of the coupled system (3.11), we get J
p
τ ≤
J¯
p
τ + ξ˜
g,p
τ and J¯
p
τ ≤ J
p
τ − ζ˜
g,p
τ a.s. for all τ ∈T
p
0 . Then, we derive that ξτ ≤Yτ ≤ ζτ
a.s. for all τ ∈ T
p
0 .
We note also that equations (3.7) and (3.8), with Jp and J¯p in place of Jg,p and
J¯g,p, still hold. Otherwise, we can see that the process (E(ξT +
∫ T
t gs|Ft−))t∈[0,T ]
coincide with the first component of the solution to the (non-reflected) predictable
BSDE with terminal condition ξ and driver g (cf. [2], p. 2). Thus, there exist
(L′,M¯) ∈H2×M2,⊥ such that:
E(ξT +
∫ T
t
gs|Ft−) = ξT +
∫ t
t
gsds−
∫ T
t
L′sdWs− (M¯T−− M¯t−). (3.13)
From this, together with (3.12) and equations (3.7) and (3.8) for Jp and J¯p, we get
Yt = ξT +
∫ T
t
gsds−
∫ T
t
ZsdWs− (MT−−Mt−)+AT −At − (A
′
T −A
′
t)
+BT−−Bt−− (B
′
T−−B
′
t−), (3.14)
where Z := L− L¯+L′, M =M1−M2+ M¯.
We now prove that A, A′, B and B′ satisfying the Skorokhod conditions (2.7) and
(2.8). From the above, it follows that the processes A, B (resp. A′, B′) satisfy
the Skorokhod conditions for the predictable RBSDEs. Accordingly, we have: for
all τ ∈ T p0 , ∆Aτ = 1{Jp
τ−
=J¯p
τ−
+ξ˜ g,p
τ−
}∆Aτ = a.s.; ∆Bτ = 1{Jpτ =J¯
p
τ +ξ˜
g,p
τ }
∆Bτ a.s.; and∫ T
0 1{Jpt >J¯
p
t +ξ˜
g,p
t }
dAct = 0 a.s. (see [2], Lemma 7, p. 12). Similar conditions hold for
A′ and B′. By the definition of Y and ζ˜ g,p, we get
{J
p
t > J¯
p
t + ξ˜
g,p
t }= {Yt > ξt},
{J
p
τ = J¯
p
τ + ξ˜
g,p
τ }= {Yτ = ξτ},
{J
p
τ− = J¯
p
τ− + ξ˜
g,p
τ− }= {Yτ− = ξτ−}.
This, together with the previous observation, we get
∫ T
0 1{Yt−>ξt−}
dAt = 0 a.s. and
∆Bτ = 1{Yτ=ξτ}∆Bτ a.s. for all τ ∈T
p
0 . By the samemanner, we get
∫ T
0 1{Yt−>ξt−}
dAt =
0 a.s. and ∆Bτ = 1{Yτ=ξτ}∆Bτ a.s. for all τ ∈ T
p
0 . The only point remaining con-
cerns the behavior of the random measures dAt , dA
′
t and dBt , dB
′
t .
If dAt ⊥ dA
′
t and dBt ⊥ dB
′
t , then the vector (Y,Z,M,A,B,A
′,B′) is a solution
to the predictable doubly RBSDE with parameters ( f ,ξ ,ζ ), which is the desired
conclusion. If not, by the canonical decomposition of an RCLL predictable process
with integrable total variation (see Proposition A.7 in [6], p. 30), there exist a pair
(C,C′) (resp. (D,D′)) of nondecreasing right-continuous predictable processes be-
longing in S2,p, such that A−A′ =C−C′ (resp. B−B′ = D−D′) with dCt ⊥ dC
′
t
(resp. dDt ⊥ dD
′
t ). Moreover, dCt ≪ dAt , dC
′
t ≪ dA
′
t , dDt ≪ dBt and dD
′
t ≪ dB
′
t .
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Since otherwise
∫ T
0 1{Yt−>ξt−}
dAt = 0 a.s., we get
∫ T
0 1{Yt−>ξt−}
dCt = 0 a.s. Sim-
ilarly, we obtain
∫ T
0 1{Yt−<ζt−}
dC′t = 0 a.s. The processes C and C
′ thus satisfy the
Skorokhod conditions (2.7). Therefore, the observation dDt ≪ dBt implies that D
is purely discontinuous and ∆Dτ = 1{Yτ=ξτ}∆Dτ a.s. for all τ ∈T
p
0 . Similarly,D
′ is
purely discontinuous and ∆D′τ = 1{Yτ=ζτ}∆D
′
τ a.s. for all τ ∈ T
p
0 . Hence, the pro-
cesses D and D′ thus satisfy the Skorokhod conditions (2.8). We conclude that the
process (Y,Z,M,C,D,C′,D′) is a solution to the predictable doubly RBSDE with
parameters ( f ,ξ ,ζ ). Which completes the proof.
We have thus proved that the existence of a solution to the coupled system
(3.11), is a sufficient condition for the existence of a solution to the predictable
DRBSDE associated with driver process (gt). In the following, by constructing a
Picard-type iterative procedure, we prove that under Mokobodzki’s condition, the
coupled system has a solution.
Set Jp,0. = 0 and J¯
p,0
. = 0 . We define recursively, for each n∈N, the processes:
3
Jp,n+1 := Pre[(J¯p,n+ ξ˜ g,p)1[0,T )]; J¯
p,n+1 := Pre[(Jp,n− ζ˜ g,p)1[0,T )] (3.15)
Since ξ˜ g,p, ζ˜ g,p ∈ S2,p. By induction, one can see that the processes Jp,n and J¯p,n
are well defined.
Lemma 3.2 Let (ξ ,ζ ) ∈ S2,p × S2,p be a pair of predictable admissible barri-
ers satisfies Mokobodzki’s condition. The sequences of processes (Jp,n. )n∈N and
(J¯p,n. )n∈N are nondecreasing. The processes J
p
. and J¯
p
. defined by
Jp. := lim
n→+∞
Jp,n. and J¯
p
. := lim
n→+∞
J¯p,n. (3.16)
are nonnegative strong supermartingales in S2,p and satisfying the system (3.11) of
coupled predictable RBSDEs.
PROOF. See Appendix.
Proposition 3.2 The processes Jp. and J¯
p
. are minimal in the following sense: if
H and H¯ are two nonnegative predictable strong supermartingale such that ξ˜ g,p ≤
H− H¯ ≤ ζ˜ g,p, then we have Jp ≤ H and J¯p ≤ H¯.
PROOF. Let H and H¯ be two nonnegative predictable strong supermartingale
such that ξ˜ g,p ≤ H − H¯ ≤ ζ˜ g,p. We begin by proving recursively that for each
n ∈ N,
Jp,n ≤ H and J¯p,n ≤ H¯. (3.17)
First, we have Jp,0 = 0 ≤ H and J¯p,0 = 0 ≤ H¯. Suppose now that, for some fixed
n ∈ N, equation (3.17) holds at rank n. By the hypotheses H¯+ ξ˜ g,p ≤ H, we derive
that
J¯p,n+ ξ˜ g,p ≤ H¯+ ξ˜ g,p ≤ H.
3We omit the exponent g in the notation for Jp,n and J¯p,n for sake of simplicity.
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As the operator Pre is nondecreasing, we get
Jp,n+1 = Pre[J¯p,n+ ξ˜ g,p]≤Pre[H],
since H is a predictable strong supermartingale, by Remark 5.2 in Appendix, we
have Pre[H] = H. Further, Jp,n+1 ≤ H. Similarly, we get J¯p,n+1 ≤ H¯, which is the
desired conclusion. The proof is completed by letting n tend to +∞ in (3.17).
By the previous Lemma and Proposition 3.1, we derive the following existence
result.
Theorem 3.1 Let g = (gt) ∈ H
2,p be a driver process. Let (ξ ,ζ ) be a pair of pre-
dictable admissible barriers satisfying Mokobodzki’s condition. Then, there exists
a solution of the predictable doubly RBSDE associated with the driver g. The first
component of this solution is given by
Yt := J
p
t − J¯
p
t +E[ξT +
∫ T
t
gsds|Ft−], a.s. (3.18)
where Jp and J¯p are the processes defined in (3.16).
3.2 Uniqueness of the solution of the predictable DRBSDE with
driver process (gt)
The proof of the uniqueness of the predictable doubly RBSDE solution, asso-
ciated with the driver process (gt) ∈ H
2,p, is based on the following useful results.
Let β > 0. We first state some notations:
• For φ ∈H2,p, we define ‖φ‖2β := E[
∫ T
0 e
β sξ 2s ds].
• For ξ ∈ S2,p, we define |||ξ |||2β := E[esssupτ∈T p0
eτβ |ξτ |
2].
• ForM ∈M2, ‖M‖2
M2β
:= E(
∫ T
0 e
sβd[M]s).
Note that ‖φ‖2β (resp. |||ξ |||
2
β , ‖M‖
2
β ,M2
) is a norm on H2,p (resp. S2,p, M2) equiva-
lent to the norm ‖ξ‖2
H2
(resp. |||ξ |||2S2,p , ‖M‖
2
M2
).
We recall the change of variables formula for optional semimartingales which
are not necessarily cad. We recall the result in our framework in which the underly-
ing filtered probability space satisfies the usual conditions. The result can be seen as
a generalization of the classical Itô formula and can be found in Gal’chouk (1981)
[14], (Theorem 8.2), Lenglart (1980) [21], (Section 3, page 538).
Theorem 3.2 (Gal’chouk-Lenglart) Let n∈N. Let X be an n-dimensional optional
strong semimartingale, i.e. X = (X1, . . . ,Xn) is an n-dimensional optional process
with decomposition X k = X k0 +M
k+Ak+Bk , for all k ∈ {1, . . . ,n}, where Mk is a
left-continuous local martingale, Ak is a right-continuous adapted process of finite
variation such that A0 = 0, and B
k is a left-continuous process of finite variation
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which is purely discontinuous and such that B0 = 0. Let F be a twice continuously
differentiable function on Rn. Then, almost surely, for all t ≥ 0,
F(Xt) = F(X0)+
n
∑
k=1
∫
]0,t]
DkF(Xs−)d(A
k)s+
n
∑
k=1
∫
[0,t[
DkF(Xs)d(B
k+Mk)s+
+
1
2
n
∑
k,l=1
∫
]0,t]
DkDlF(Xs−)d <M
k,c
,Ml,c >s
+ ∑
0<s≤t
[F(Xs)−F(Xs−)−
n
∑
k=1
DkF(Xs−)∆X
k
s ]
+ ∑
0≤s<t
[F(Xs+)−F(Xs)−
n
∑
k=1
DkF(Xs)∆+X
k
s ], (3.19)
where Dk denotes the differentiation operator with respect to the k-th coordinate,
and Mk,c denotes the continuous part of Mk.
Corollary 3.1 Let Y be a one-dimensional optional semimartingale with decompo-
sition Y = Y0+M+A+B, where M, A, and B are as in the above theorem. Let
β > 0. Then, almost surely, for all t ≥ 0,
eβ tY 2t =Y
2
0 +
∫
]0,t]
βeβ sY 2s ds+2
∫
]0,t]
eβ sYs−d(A)s
+
∫
]0,t]
eβ sd <Mc,Mc >s +2
∫
[0,t[
eβ sYsd(B+M)s+
+ ∑
0<s≤T
eβ s(Ys−Ys−)
2+ ∑
0≤s<T
eβ s(Ys+−Ys)
2
. (3.20)
PROOF. It suffices to apply the change of variables formula from Theorem 3.2
with n= 2, F(x,y) = xy2, X1t = e
β t and X2t = Yt . (see [2], Corollary 5).
We now give a priori estimate on the norm of the solution, the following lemma
will be used in the sequel.
Lemma 3.3 (A priori estimate) Let (Y,Z,M,A,B,A′,B′)∈ S2,p×H2×M2,⊥×(S2,p)2×
(S2,p)2 (resp. (Y¯ , Z¯,M¯, A¯, B¯, A¯′, B¯′) ∈ S2,p×H2×M2,⊥×(S2,p)2×(S2,p)2) be a so-
lution to the predictable DRBSDE associated with driver g = (gt) ∈ H
2,p (resp.
g¯= (g¯t) ∈H
2,p) and the admissible barriers ξ and ζ . Then, there exists c> 0 such
that for all ε ≥ 0, for all β > 1
ε2
, we have
‖Z− Z¯‖2β +‖M− M¯‖
2
M2
β
≤ ε2‖g− g¯‖2β ; (3.21)
and
|||Y − Y¯ |||
2
β ≤ 2ε
2(1+8c2)‖g− g¯‖2β . (3.22)
PROOF. Let β > 0 and ε > 0 be such that β > 1
ε2
. We set Y˜ :=Y−Y¯ , Z˜ := Z− Z¯,
M˜ :=M− M¯, A˜ := A− A¯, A˜′ := A′− A¯′, B˜ := B− B¯, B˜′ := B′− B¯′ and g˜ := g− g¯.
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Note that Y˜T := ξT −ξT = 0. Further, Y˜ can be defined as follow:
Y˜t =
∫ T
t
g˜sds−
∫ T
t
Z˜sdWs− (M˜T−− M˜t−)+ A˜T − A˜t − (A˜
′
T − A˜′t)
+ B˜T−− B˜t−− (B˜
′
T−− B˜
′
t−), a.s. for all t ∈ [0,T ].
(3.23)
From (3.23), it is easy seen that Y˜ is an optional strong semimartingale in the vo-
cabulary of [22] with decomposition
Y˜t = Y˜0+Mt +At +Bt ,
where, Mt :=
∫ t
0 Z˜sdWs+ M˜t− , At :=−
∫ t
0 g˜sds− (A˜t − A˜
′
t) and Bt :=−B˜t− + B˜
′
t− .
Applying Corollary 3.1 to eβ tY˜ 2t and using the property < M˜
c
,W >= 0, we obtain
almost surely, for all t ∈ [0,T ],
eβT Y˜ 2T = e
β tY˜ 2t +
∫
]t,T ]
βesβ Y˜ 2s ds−2
∫
]t,T ]
eβ sY˜s− g˜sds+
∫
]t,T ]
eβ sd < M˜c >s
−2
∫
]t,T ]
esβ Y˜s−dA˜s+2
∫
]t,T ]
esβY˜s−dA˜
′
s−2
∫
]t,T ]
esβ Y˜s−dB˜s+2
∫
]t,T ]
esβY˜s−dB˜
′
s
+2
∫
[t,T [
eβ sY˜sZ˜sdWs+2
∫
[t,T [
eβ sY˜sdM˜s+
∫
]t,T ]
eβ sZ˜2s ds
+ ∑
t<s≤T
eβ s(Y˜s− Y˜s−)
2+ ∑
t≤s<T
eβ s(Y˜s+− Y˜s)
2
.
Since Y˜T = 0, we obtain: almost surely, for all t ∈ [0,T ],
eβ tY˜ 2t +
∫
]t,T ]
eβ sZ˜2s ds+
∫
]t,T ]
eβ sd < M˜c >s=−
∫
]t,T ]
βesβ Y˜ 2s ds+2
∫
]t,T ]
eβ sY˜s− g˜sds
+2
∫
]t,T ]
esβ Y˜s−dA˜s−2
∫
]t,T ]
esβY˜s−dA˜
′
s+2
∫
]t,T ]
esβ Y˜s−dB˜s−2
∫
]t,T ]
esβY˜s−dB˜
′
s
−2
∫
[t,T [
eβ sY˜sZ˜sdWs−2
∫
[t,T [
eβ sY˜sdM˜s
− ∑
t<s≤T
eβ s(Y˜s− Y˜s−)
2− ∑
t≤s<T
eβ s(Y˜s+− Y˜s)
2
. (3.24)
By applying the inequality 2ab≤ ( aε )
2+ε2b2, valid for all (a,b)∈R2, to the second
term on the r.h.s. of equality (3.24), we get: a.s. for all t ∈ [0,T ],
−
∫
]t,T ]
βesβ Y˜ 2s ds+2
∫
]t,T ]
eβ sY˜s− g˜sds≤ (
1
ε2
−β )
∫
]t,T ]
eβ sY˜ 2s−ds+ε
2
∫
]t,T ]
eβ sY˜s− g˜
2
sds.
Since β < 1
ε2
, we get: a.s. for all t ∈ [0,T ],∫
]t,T ]
βesβ Y˜ 2s ds+2
∫
]t,T ]
eβ sY˜s− g˜sds≤ ε
2
∫
]t,T ]
eβ sg˜2sds. (3.25)
Our next objective is to show that the third term and fourth term (resp. the fifth
and sixth) terms on the right-hand side of inequality (3.24) are non-positive. The
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proof is based on property (2.7) (resp. property (2.8), the non-decreasingness of
almost all the trajectories of B, B¯, B′ and B¯′) and the inequalities ξ ≤ Y ≤ ζ and
ξ ≤ Y¯ ≤ ζ . The details, are similar to those in the case of predictable RBSDE with
one lower obstacle (cf. the proof of Lemma 2 in [8]).
Hence, equality (3.24) can be put in this form:
eβ tY˜ 2t +
∫
]t,T ]
eβ sZ˜2s ds+
∫
]t,T ]
eβ sd < M˜c >s≤ ε
2
∫
]t,T ]
eβ sg˜2sds
−2
∫
[t,T [
eβ sY˜sZ˜sdWs−2
∫
[t,T [
eβ sY˜sdM˜s
− ∑
t≤s<T
eβ s(Y˜s+− Y˜s)
2
. (3.26)
We are now in a position to derive an estimates for ‖Z˜‖2β and ‖M˜‖
2
M2β
.
First, by using the fact that ∆+Y˜ = ∆M˜+∆B˜′−∆B˜, we get:
∑
t<s≤T
eβ s(∆M˜s)
2− ∑
t≤s<T
eβ s(∆+Y˜ )
2 =− ∑
t≤s<T
eβ s(∆B˜′s−∆B˜s)
−2 ∑
t≤s<T
eβ s∆M˜s(∆B˜′s−∆B˜s). (3.27)
Recall that, for all t ∈ [0,T ], [M˜]t :=< M˜
c,M˜c >t +∑s≤t ∆M˜
2
s . This, together with
equality (3.27), yields
eβ tY˜ 2t +
∫
]t,T ]
eβ sZ˜2s ds+
∫
]t,T ]
eβ sd[M˜]s ≤ ε
2
∫
]t,T ]
eβ sg˜2sds
−2
∫
[t,T [
eβ sY˜sZ˜sdWs−2
∫
[t,T [
eβ sY˜sdM˜s
−2 ∑
t≤s<T
eβ s∆M˜s(∆B˜′s−∆B˜s). (3.28)
By applying Cauchy-Schwartz inequality, we get
E
[√∫ T
0
e2β sY˜ 2s Z˜
2
s ds
]
≤
∣∣∣∣∣∣Y˜ ∣∣∣∣∣∣
S2,p
‖Z˜‖2β < ∞. (3.29)
Hence, the term
∫ t
0 e
β sY˜sZ˜sdWs has zero expectation. The same result hold for the
martingale
∫ t
0 e
β sY˜sdM˜s, as
E
[√∫ T
0
e2β sY˜ 2s d[M˜]s
]
≤
∣∣∣∣∣∣Y˜ ∣∣∣∣∣∣
S2,p
‖M˜‖M2
β
< ∞. (3.30)
Let as show that E
[
∑0≤s<T e
β s∆M˜s(∆B˜′s−∆B˜s)
]
= 0. The process M˜ is a right-
continuous uniformaly integrable martingale. Accordingly, for each predictable
stopping time τ , we have E[∆M˜τ |Fτ−] = 0 (cf., e.g., Theorem 4.5 p. 358 in [1]).
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Otherwise, B˜ and B˜′ are predictable, then (∆B˜′τ −∆B˜τ) is Fτ−-measurable. This
gives:
E[(∆B˜′τ −∆B˜τ)M˜τ |Fτ−] = (∆B˜
′
τ −∆B˜τ)E[M˜τ |Fτ−] = 0
We thus get E
[
∑0≤s<T e
β s∆M˜s(∆B˜′s−∆B˜s)
]
= 0.
By taking expectation on both sides of (3.28) with t=0, we obtain:
Y˜ 20 +‖Z˜‖
2
β +‖M˜‖
2
M2
β
≤ ε2‖g˜‖2β , (3.31)
which established the first inequality of Lemma 3.21.
What is left is to determine the estimate for
∣∣∣∣∣∣Y˜ ∣∣∣∣∣∣2
β
. From inequality (3.28), we
obtain, for all τ ∈ T
p
0
eβτY˜ 2τ ≤ ε
2
∫ τ
0
eβ sg˜2sds+2
∫ τ
0
eβ sY˜sZ˜sdWs+2
∫ τ
0
eβ sY˜sdM˜s
−2
∫ T
0
eβ sY˜sZ˜sdWs+2
∫ T
0
eβ sY˜sdM˜s. a.s. (3.32)
By taking first the essential supremum over τ ∈ T p0 , and then the expectation on
both sides of the previous inequality, we obtain
E[esssup
τ∈T
p
0
eβτY˜ 2τ ]≤ ε
2‖g˜‖2β +2E[esssup
τ∈T
p
0
|
∫ τ
0
eβ sY˜sZ˜sdWs|]+2E[esssup
τ∈T
p
0
∫ τ
0
eβ sY˜sdM˜s|],
(3.33)
By Burknolder-Davis-Gundy inequalities (applied with p= 1), we get
2E[esssup
τ∈T p0
|
∫ τ
0
eβ sY˜sZ˜sdWs|]≤ 2cE
[√∫ T
0
e2β sY˜ 2s Z˜
2
s ds
]
≤ 2cE
[√√√√esssup
τ∈T
p
0
eβτY˜ 2τ
∫ T
0
eβ sZ˜2s ds
]
≤
1
4
∣∣∣∣∣∣Y˜ ∣∣∣∣∣∣2
β
+4c2‖Z˜‖2β , (3.34)
where c is a positive "universal" constant (which does not depend on the other pa-
rameters). By using similar arguments, we get
2E[esssup
τ∈T p0
∫ τ
0
eβ sY˜sdM˜s|]≤
1
4
∣∣∣∣∣∣Y˜ ∣∣∣∣∣∣2
β
+4c2‖M˜‖2
M2β
. (3.35)
From the inequalities (3.33), (3.34) and (3.35), we get
∣∣∣∣∣∣Y˜ ∣∣∣∣∣∣2
β
≤ 2ε2‖g˜‖2β +8c
2‖Z˜‖2β +8c
2‖M˜‖2
M2
β
.
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This inequality, joined with the estimates (3.31), give the following estimate for∣∣∣∣∣∣Y˜ ∣∣∣∣∣∣2
β
: ∣∣∣∣∣∣Y˜ ∣∣∣∣∣∣2
β
≤ 2ε2(1+8c2)‖g˜‖2β . (3.36)
This completes the proof.
From this result, we derive the following uniqueness result for the predictable
DRBSDE associated with the driver process g(t).
Theorem 3.3 Let ξ and ζ be two predictable admissible barriers satisfying Moko-
bodzki’s condition. The predictable DRBSDE (2.6) associated with driver process
g(t) admits a unique solution (Y,Z,M,A,B,A′,B′) ∈ S2,p×H2×M2,⊥× (S2,p)2×
(S2,p)2.
PROOF. We only need to show the uniqueness of the solution, Theorem 3.1
gives the existence. For this purpose, let (Y,Z,M,A,B,A′,B′) be a solution of the
predictable DRBSDE associated with driver process g(t) and obstacles (ξ ,ζ ). The
previous estimates (3.21) and (3.26) in Lemma 3.3 (applied with g = g¯), gives the
uniqueness of (Y,Z,M). The uniqueness of A,B,A′ and B′ follows from the unique-
ness of Mertens decomposition of predictable strong supermartingales, which com-
pletes the proof.
4 The general case
In this section, we are given a Lipschitz driver g. We prove existence and unique-
ness of the solution to the predictable DRBSDE from Definition 2.6, in the case of
a general Lipschitz driver g. The proof is based on a fixed point theorem (applied
in an appropriate Banach space) and the estimates given in Lemma 3.3.
For each β > 0, we write K2β for the space S
2,p×H2 equipped with the norm:
‖(Y,Z)‖2
K2β
:= |||Y |||2β +‖Z‖
2
β , for (Y,Z) ∈ S
2,p×H2.
Note that since (S2,p, |||.|||2β ) and (H
2,‖.‖2β ) are Banach spaces, K
2
β is also a Banach
space.
Theorem 4.1 Let ξ and ζ be two predictable admissible barriers satisfying Moko-
bodzki’s condition and let g be a Lipschitz driver. There exists a unique solution to
the predictable DRBSDE (2.6) associated with parameters (g,ξ ,ζ ).
PROOF. For β > 0, we introduce a mapping Φ from K2β into itself. This map is
defined by: for a given (U,V) ∈K2β , Φ(U,V ) := (Y,Z), where Y , Z are the first two
components of the solution (Y,Z,A,B,A′,B′) to the predictable DRBSDE associ-
ated with driver gt := g(t,Ut,Vt) and with the pair of predictable admissible barriers
20
(ξ ,ζ ). Note that by Theorem 3.1, the mapping Φ is well-defined.
Our goal is to prove that with a convenient choice of the parameter β > 0, Φ is
a contraction and hence, by the Banach fixed-point theorem, admits a unique fixed
point (Y,Z) ∈K2β . By the definition of Φ, the process (Y,Z) will be equal to the first
two components of the unique solution (Y,Z,A,B,A′,B′) to the predictable DRB-
SDE associated with the driver process h(ω, t) := g(ω, t,Yt(ω),Zt(ω)) and with the
pair of barriers (ξ ,ζ ). Thus, we have the existence and uniqueness of the solution
to the predictable DRBSDE (2.6).
To this end, consider (U,V ) and (U¯,V¯ ) two elements of K2β . we set (Y,Z) =
Φ(U,V), (Y¯ , Z¯) = Φ(U¯ ,V¯ ), Y˜ := Y − Y¯ , Z˜ := Z− Z¯, U˜ :=U −U¯ and V˜ :=V − V¯ .
Hence, Lemma 3.3, shows that∣∣∣∣∣∣Y˜ ∣∣∣∣∣∣2
β
+‖Z˜‖2β ≤ ε
2(3+16c2)‖g(t,Ut,Vt)−g(t,U¯t,V¯t‖
2
β . (4.1)
By using the Lipschitz property of g, we obtain
∣∣∣∣∣∣Y˜ ∣∣∣∣∣∣2
β
+‖Z˜‖2β ≤ 2ε
2K(3+16c2)
[
‖U˜‖2β +‖V˜‖
2
β
]
. (4.2)
Note that ‖U˜‖2β ≤ T
∣∣∣∣∣∣U˜∣∣∣∣∣∣2
β
. Indeed, by Fubini’s theorem, we get
‖U˜‖2β := E[
∫ T
0
eβ s|Us|
2ds] =
∫ T
0
E[eβ s|Us|
2]ds;
≤
∫ T
0
E[esssup
τ∈T
p
0
eβτ |Uτ |
2]ds;
≤ TE[esssup
τ∈T
p
0
eβτ |Uτ |
2] = T
∣∣∣∣∣∣U˜∣∣∣∣∣∣2
β
.
This, combined with (4.2), gives
∣∣∣∣∣∣Y˜ ∣∣∣∣∣∣2
β
+‖Z˜‖2β ≤ 2K(1+T )ε
2(3+16c2)
[∣∣∣∣∣∣U˜ ∣∣∣∣∣∣2
β
+‖V˜‖2β
]
. (4.3)
Consequently, by choosing ε > 0 such that 2K(1+T )ε2(3+16c2)< 1 and β such
that β ≥ 1
ε2
, we deduce that the mapping Φ is a contraction, which completes the
proof.
5 Appendix
Let T be a fixed positive real number. Let ξ = (ξt)t∈[0,T ] be a predictable process
in S2,p, called obstacle or barrier in S2,p.
21
Definition 5.1 (One barrier predictable reflected BSDE with driver 0) A process
(Y,Z,M,A,B) ∈ S2,p×H2×M2,⊥× (S2,p)2 is said to be solution to the predictable
reflected BSDE with (lower) barrier ξ and driver 0, if
Yτ = ξT −
∫ T
τ
ZsdWs − (MT− − Mτ−) + AT − Aτ + BT− − Bτ−, (5.1)
with
(i) ξτ ≤ Yτ , a.s. for all τ ∈T
p
0 ,
(ii) A is a nondecreasing right-continuous process with A0 = 0 and such that∫ T
0
1{Yt>ξt}dA
c
t = 0 a.s. and (Yτ−−ξτ−)(A
d
τ −A
d
τ−) = 0 a.s. for all τ ∈T
p
0 ,
(5.2)
(iii) B is a nondecreasing right-continuous adapted purely discontinuous process
with B0− = 0, and such that
(Yτ −ξτ)(Bτ −Bτ−) = 0 a.s. for all τ ∈T
p
0 . (5.3)
The following result established by S. Bouhadou and Y. Ouknine in [2] (cf.
Theorem 2):
Proposition 5.1 Let ξ be a process in S2,p. There exists a unique solution
(Y,Z,M,A,B) ∈ S2,p×H2×M2,⊥× (S2,p)2 of the predictable reflected BSDE from
Definition 5.1.
We introduce the following operator:
Definition 5.2 (Operator induced by a predictable RBSDE with driver 0)
Let ξ be a process in S2,p. We denote by Pre[ξ ] the first component of the solution
to the predictable BSDE from Definition 5.1 in the case where the driver is 0.
Remark 5.1 Note that by Proposition 5.1, the operator Pre : ξ →Pre[ξ ] is well
defined on S2,p.
Here are some elementary properties of this operator.
Lemma 5.1 The operator Pre is nondecreasing, i.e. for ξ ,ξ ′ ∈ S2,p such that ξ ≤
ξ ′ we have Pre[ξ ]≤Pre[ξ ′]. Further, for each ξ ∈ S2,p, Pre[ξ ] is a predictable
strong supermartingale and satisfies Pre[ξ ]≥ ξ .
PROOF. By definition, Pre[ξ ] is the first component of the solution of the
predictable reflected BSDE (5.1). Hence, Theorem 2 in [2] shows that Pre[ξ ] is
the predictable value function associated with the reward ξ , that is for each stopping
time S ∈T p0
Pre[ξ ]S = esssup
τ∈T
p
S
E(ξτ |FS−).
Thus, the operator Pre is nondecreasing and the process (Pre[ξ ])t∈[0,T ] is char-
acterized as the predictable Snell envelope associated with the process (ξ )t∈[0,T ],
that is the smallest predictable supermartingale greater than or equal to ξ (cf. [2],
Lemma 15) and the lemma follows.
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Remark 5.2 If ξ ∈T p0 is a predictable strong supermartingale, then Pre[ξ ] = ξ .
Indeed, it remains to show that Pre[ξ ]≤ ξ . Let S ∈ T
p
0 , since ξ is a predictable
strong supermartingale, for each stopping time τ ∈T pS , we have
E(ξτ |FS−)≤ ξS.
By definition of the essential supremum, we get Pre[ξ ]S ≤ ξS. Consequently,
Pre[ξ ] = ξ .
Remark 5.3 The limit of a nondecreasing sequence of predictable strong super-
martingales is also a predictable strong supermartingale (It can be shown using
Lebesgue’s dominated convergence theorem and the fact that every trajectory of a
predictable strong supermartingale is bounded on all compact interval of R+).
PROOF OF LEMMA 3.16. Let n ∈ N, we begin by proving that the processes
Jp,n and J¯p,n are valued in [0,+∞]. By definition, we have:
J
p,n
T = J¯
p,n
T = 0 a.s. for each n. (5.4)
Hence, Jp,n and J¯p,n are non negative since they are predictable strong supermartin-
gales. From ξ˜ p,gT = ζ˜
p,g
T = 0, it follows that (J¯
p,n+ ξ˜ g,p)1[0,T ) = (J¯
p,n+ ξ˜ g,p) and
(Jp,n− ζ˜ g,p)1[0,T ) = (J
p,n− ζ˜ g,p). We prove that (Jp,n)n∈N and (J¯
p,n)n∈N are non
decreasing sequences of processes.
We have Jp,0 = 0 ≤ Jp,1 and J¯p,0 = 0 ≤ J¯p,1. Suppose that Jp,n−1 ≤ Jp,n and
J¯p,n−1 ≤ J¯p,n. The nondecreasingness of the operator Pre give
Pre[Jp,n−1− ζ˜ g,p]≤Pre[Jp,n− ζ˜ g,p];
Pre[J¯p,n−1+ ξ˜ g,p]≤Pre[J¯p,n+ ξ˜ g,p].
Thus, Jp,n−1 ≤ Jp,n and J¯p,n−1 ≤ J¯p,n, which is the desired conclusion.
The processes Jp := lim ↑ Jp,n and J¯p := lim ↑ J¯p,n are predictable (valued in
[0,+∞]) as the limit of sequences of predictable nonnegative processes. By (5.4),
we get J
p
T = J¯
p
T = 0 a.s. Moreover, J
p and J¯p are strong supermartingales valued in
[0,+∞] (cf. Remark 5.3).
We next prove that Jp and J¯p belong to S2,p. For this purpose, consider H p
and H¯ p the nonnegative predictable strong supermartingales that come from Moko-
bodzki’s condition for (ξ ,ζ ). Then, we define two processes Hg,p and H¯g,p as
follows:
H
g,p
t := H
p
t +E[ξ
−
T |Ft−]+E[
∫ T
t
g−(s)ds|Ft−];
H¯
g,p
t := H¯
p
t +E[ξ
+
T |Ft−]+E[
∫ T
t
g+(s)ds, |Ft−].
It is easy to check that Hg,p and H¯g,p are nonnegative predictable strong super-
martingales in S2,p. From Mokobodzki’s condition, we get
ξ˜ g,p ≤ Hg,p− H¯g,p ≤ ζ˜ g,p. (5.5)
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Let us now show by induction that Jp,n ≤ Hg,p and J¯p,n ≤ H¯g,p, for all n ∈ N. First,
we have Jp,0 = 0 ≤ Hg,p and J¯p,0 = 0≤ H¯g,p. Suppose that, for a fixed n ∈ N, we
have Jp,n ≤ Hg,p and J¯p,n ≤ H¯g,p. From equation (5.5), we get Jp,n ≤ H¯g,p+ ζ˜ g,p
and J¯p,n ≤ Hg,p− ξ˜ g,p. As the operator Pre is a non decreasing operator (see
Lemma 5.1), we get
Jp,n+1 = Pre[J¯p,n+ ξ˜ g,p]≤Pre[Hg,p] and J¯p,n+1 = Pre[Jp,n− ζ˜ g,p]≤Pre[H¯g,p].
Since Hg,p and H¯g,p are predictable strong supermartingales, it follows by Re-
mark 5.2 that Pre[Hg,p] = Hg,p and Pre[H¯g,p] = H¯g,p. Hence, Jp,n+1 ≤ Hg,p and
J¯p,n+1 ≤ H¯g,p, which is the desired conclusion.
By letting n tend to +∞ in Jp,n ≤ Hg,p and J¯p,n ≤ H¯g,p, we get Jp ≤ Hg,p and
J¯p ≤ H¯g,p. Hence, Jp and J¯p belong to S2,p.
The proof is completed by showing that the processes Jp and J¯p satisfy the
system (3.11). Note that (J¯p,n + ξ˜ g,p)n∈N is a non decreasing sequence of pro-
cesses belonging to S2,p. As the operator Pre is a nondecreasing, the sequence
(Pre[J¯p,n+ ξ˜ g,p])n∈N is also nondecreasing. Hence, for each n ∈ N, the following
property
Jp,n+1 = Pre[J¯p,n+ ξ˜ g,p]≤Pre[J¯p+ ξ˜ g,p],
holds. By letting n go to +∞, we get
Jp ≤Pre[J¯p+ ξ˜ g,p]. (5.6)
Now, by definition of Pre[J¯p,n+ ξ˜ g,p] as the solution of the predictable reflected
BSDE with obstacle J¯p,n+ ξ˜ g,p, we have Pre[J¯p,n+ ξ˜ g,p] ≥ J¯p,n + ξ˜ g,p, for all
n ∈ N. Thus, by letting n go to +∞, we get Jp ≥ J¯p+ ξ˜ g,p. Hence,
Pre[Jp]≥Pre[J¯p+ ξ˜ g,p] (5.7)
Since Jp is a predictable strong supermartingale, Remark 5.2 impliesPre[Jp] = Jp.
From inequality (5.6), It follows that Jp = Pre[J¯p+ ξ˜ g,p]. We show similarly that
J¯p = Pre[Jp+ ζ˜ g,p]. Since, J
p
T = J¯
p
T = 0, we conclude that J
p and J¯p are solutions
of the system (3.11), and the lemma follows.
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