A note on time-harmonic Maxwell equations on Riemannian manifolds by Assylbekov, Yernat M.
ar
X
iv
:1
61
2.
03
49
8v
2 
 [m
ath
.A
P]
  2
8 F
eb
 20
17
PARTIAL DATA INVERSE PROBLEMS FOR THE
TIME-HARMONIC MAXWELL EQUATIONS
YERNAT M. ASSYLBEKOV
Abstract. In this paper we consider an inverse boundary value problem in
electromagnetism. We prove that the electromagnetic material parameters of
the medium can be uniquely recovered by measuring electric boundary data on
a certain part of the boundary and measuring magnetic boundary data roughly
on the rest of the boundary. This is an analog of the corresponding result for the
partial data Caldero´n’s inverse conductivity problem due to Kenig, Sjo¨strand
and Uhlmann.
Contents
1. Introduction 1
2. Preliminaries 6
3. Properties of HdΩ
m(M) and HδΩ
m(M) spaces 8
4. Reduction to system with the Hodge-Laplacian principal part 12
5. Local Carleman estimates acting on functions 13
6. Carleman estimates acting on 1-forms 27
7. Complex geometrical optics solutions 31
8. Proof of main result 39
Appendix A. Direct problem and the admittance map 45
Appendix B. Transversal semiclassical pseudodifferential operators 55
Appendix C. Proofs of technical results 56
References 58
1. Introduction
In the current paper we consider an inverse boundary value problem in electromag-
netism. The problem is to recover the electromagnetic material parameters of the
medium by making electromagnetic measurements on the boundary. We are inter-
ested in the case of the time-harmonic Maxwell equations. We are also considering
the case when the measurements are made only on certain parts of the boundary.
Let us state more precise mathematical formulation of the problem.
Let (M, g) be a compact 3-dimensional Riemannian manifold with smooth bound-
ary. By d and ∗ we denote the exterior derivative and the Hodge star operator on
1
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(M, g), respectively. Consider the time-harmonic Maxwell equations for complex
1-forms E and H {
∗dE = iωµH,
∗dH = −iωεE, (1.1)
where ω > 0 is a fixed frequency. The complex functions µ and ε represent the
material parameters (permettivity and permeability, respectively). We assume that
ε ∈ C3(M) and µ ∈ C2(M) have positive real parts in M .
Let ı : ∂M →֒M be the canonical inclusion. Then we introduce tangential trace of
m-forms by
t : C∞Ωm(M)→ C∞Ωm(∂M), t(w) = ı∗(w), w ∈ C∞Ωm(M).
We work with following Hilbert space which is the largest domain of d acting on
m-forms:
HdΩ
m(M) := {w ∈ L2Ωm(M) : dw ∈ L2Ωm+1(M)}
endowed with the inner product
(w1|w2)HdΩm(M) := (w1|w2)L2Ωm(M) + (dw1|dw2)L2Ωm+1(M)
and the corresponding norm ‖w‖2HdΩm(M) := (w|w)HdΩm(M). Then the tangen-
tial trace operator has its extensions to bounded operators t : HdΩ
m(M) →
H−1/2Ωm(∂M) and t : H1Ωm(M) → H1/2Ωm(∂M). In fact, t is bounded from
HdΩ
m(M) into
THdΩ
m(∂M) := {t(w) : w ∈ HdΩm(M)}
with the topology defined by the norm
‖f‖THdΩm(∂M) := inf{‖w‖HdΩm(M) : t(w) = f, w ∈ HdΩm(M)}.
We refer the reader to Section 3 for more details.
For open subsets Γ1,Γ2 of ∂M , we define the Cauchy data set C
ε,µ
Γ1,Γ2
to consist of
pairs
(t(E)|Γ1 , t(H)|Γ2) ∈ THdΩ1(∂M)|Γ1 × THdΩ1(∂M)|Γ2
where (E,H) ∈ HdΩ1(M)×HdΩ1(M) solves (1.1) with supp t(E) ⊂ Γ1. The partial
data inverse problem is to determine ε and µ from the knowledge of the Cauchy
data set Cε,µΓ1,Γ2 .
In Appendix A, we show that there is a discrete set Σ of frequencies such that for
all ω /∈ Σ, the knowledge of Cε,µΓ1,Γ2 is equivalent to the knowledge of the partial
admittance map
Λε,µω,Γ1,Γ2 : f 7→ t(H)|Γ2 , f ∈ THdΩ1(∂M), supp f ⊂ Γ1,
where (E,H) ∈ HdΩ1(M) × HdΩ1(M) is the unique solution of the system (1.1)
with t(E) = f .
It was shown by Lassas [19] that this problem can be regarded as a generaliza-
tion of Caldero´n’s inverse conductivity problem [3]. More precisely, the latter can
be regarded as low-frequency limit of the time-harmonic inverse electromagnetic
problem.
Let us now describe previous results. We start with Euclidean setting.
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A standard approach to solve this problem is to adopt the method of construction of
exponentially growing solution, also known as complex geometrical optics solutions,
following the celebrated paper of Sylvester and Uhlmann [29] where they solve
Caldero´n’s inverse conductivity problem. One of the main challenges in adopting
the method of [29] is the fact that the system of Maxwell’s equations is not elliptic.
In the full data case, Somersalo, Isaacson and Cheney [27] prove uniqueness for the
linearized problem at constant material parameters. For the nonlinearized problem,
uniqueness was given by Sun and Uhlmann [28] when the coefficients of the Maxwell
equations are close to constants. In this paper, to get ellipticity, the Maxwell’s
system was reduced to a system with principal part being the Hodge-Laplacian.
However, this reduction gives first order terms. For material parameters that are
nearly constant, they were able to deal with the first order terms and produce
complex geometrical solutions for the Maxwell’s system.
The first global uniqueness result was proven by Ola, Pa¨iva¨rinta and Somersalo [24].
This proof was later simplified by Ola and Somersalo [23]. The important point
in the simplified proof is the connection of the Maxwell’s system with a Hodge-
Schro¨dinger equation via certain Hodge Dirac operator, which allowed them to avoid
first order terms and construct complex geometrical optics solution for Maxwell’s
system. This technique became very popular in subsequent works on various aspects
of inverse electromagnetic problem. For C1 coefficients, uniqueness result was given
by Caro and Zhou [6].
Much less is known when the boundary data is incomplete. In the work of Caro,
Ola and Salo [5], uniqueness result is given when M is a bounded domain in R3
and Γ1 = Γ2 = Γ ⊂ ∂M provided that the inaccessible part of the boundary for
measurements is either part of a hyperplane or part of a sphere. The work is based
on reflection approach, following Isakov [15]. There is also a recent uniqueness result
with local data due to Brown, Marletta and Reyes [1] when the material parameters
are assumed to be known near the boundary.
Now, we describe previous results for non-Euclidean geometries. For this, let us
introduce the notion of admissible manifolds.
Definition. A compact Riemannian manifold (M, g) with smooth boundary of
dimension n ≥ 3, is said to be admissible if (M, g) ⊂⊂ R× (M0, g0), g = c(e ⊕ g0)
where c > 0 smooth function on M , e is the Euclidean metric and (M0, g0) is a
simple (n − 1)-dimensional manifold. We say that a compact manifold (M0, g0)
with boundary is simple, if ∂M0 is strictly convex, and for any point x ∈ M0 the
exponential map expx is a diffeomorphism from its maximal domain in TxM0 onto
M0.
Compact submanifolds of Euclidean space, the sphere minus a point and of hyper-
bolic space are all examples of admissible manifolds.
The notion of admissible manifolds were introduced by Dos Santos Ferreira, Kenig,
Salo and Uhlmann [13] as a class of manifolds admitting the existence of limiting
Carleman weights. In fact, the construction of complex geometrical optics solutions
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are possible on such manifolds via Carleman estimates approach based on the exis-
tence of limiting Carleman weights. Such an approach was introduced by Bukhgeim
and Uhlmann [2] and Kenig, Sjo¨strand and Uhlmann [17] in the setting of partial
data Caldero´n’s inverse conductivity problem in Rn.
If (M, g) is admissible, points of M can be written as x = (x1, x
′), where x1 is
the Euclidean coordinate. For the purpose of the paper it is enough to note that
the function ϕ(x) = ±x1 is a natural limiting Carleman weight in (M, g); see [13]
for this fact and for the precise definition and for properties of limiting Carleman
weights on manifolds.
On admissible manifolds, the uniqueness result for the full-data inverse electromag-
netic problem was given by Kenig, Salo and Uhlmann [16].
The results of [16, 23] were extended by Chung, Ola, Salo and Tzou [10] to the case
of partial data when Γ1 = ∂M and Γ2 ( ∂M is a certain open set. They generalize
Carleman estimate approach of [2, 17] to Maxwell’s system by reducing the latter
to Hodge-Schro¨dinger-type equation as in [23]. However, this reduction has certain
negative parts in the partial data setting. Roughly speaking, appropriate complex
geometrical optics solutions for a Hodge-Schro¨dinger equation were produced using
Carleman estimates with boundary terms for the Hodge-Laplacian derived in [9].
Then, in order to relate these solutions to Maxwell’s system, certain Hodge-Dirac
operators are applied. This is exactly the step in [10] which causes certain technical
difficulties. More precisely, such obtained solutions have only H−1 regularity. In
order to use these solutions in a certain integral identity, relating boundary mea-
surements and solutions, one needs to integrate them against complex geometrical
optics solutions with H1 regularity. The method used in [10] to get complex ge-
ometrical optics solutions with H1 regularity does not allow to control boundary
behavior of these solutions on ∂M \Γ1. Therefore, the authors of [10] have to work
with the case when Γ1 is the whole boundary.
To state the main result of the paper, let us introduce some notations. For the
limiting Carleman weight ϕ(x) = ±x1, we define
∂M+,ϕ = {x ∈ ∂M : ∂νϕ(x) ≥ 0}, ∂M−,ϕ = {x ∈ ∂M : ∂νϕ(x) ≤ 0},
where ν is the unit outer normal to ∂M . If ϕ(x) = x1, then we simply write ∂M+
and ∂M−.
In the current paper we improve the result of [10] by assuming that Γ1 and Γ2 are
open neighborhoods of ∂M− and ∂M+, respectively, in ∂M and the overlap Γ1∩Γ2
can be arbitrary small. The following theorem is the main result of this paper.
Theorem 1.1. Let (M, g) be an admissible manifold of dimension 3 and let ϕ be the
limiting Carleman weight ϕ(x) = x1 on M . Assume (εj , µj) ∈ C3(M) × C2(M),
j = 1, 2 are complex valued such that Re(εj),Re(µj) > 0 in M . Suppose that
Cε1,µ1Γ+,Γ− = C
ε2,µ2
Γ+,Γ−
, at fixed frequency ω > 0, for some open neighborhoods Γ± of
∂M± in ∂M . Then ε1 = ε2 and µ1 = µ2 in M .
Throughout the paper we also use the notation Γ+,ϕ to denote a neighborhood of
∂M+,ϕ in ∂M mentioned in Theorem 1.1. In other words, we have Γ+,ϕ = Γ+ if
ϕ(x) = x1 and Γ+,ϕ = Γ− if ϕ(x) = −x1.
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We also state the following particular case of Theorem 1.1 in R3. By ch(Ω) we
denote the convex hull of Ω.
Theorem 1.2. Let Ω ⊂ R3 be a bounded domain with C∞ boundary and let
ω > 0. Assume (εj , µj) ∈ C3(Ω) × C2(Ω), j = 1, 2 are complex valued such that
Re(εj),Re(µj) > 0 in Ω. For a given x0 /∈ ch(Ω), define
B(x0) = {x ∈ ∂Ω : (x− x0) · ν(x) ≥ 0}, F (x0) = {x ∈ ∂Ω : (x− x0) · ν(x) ≤ 0}.
Suppose that Cε1,µ1
B˜,F˜
= Cε2,µ2
B˜,F˜
for some open neighborhoods B˜ and F˜ of B(x0) and
F (x0), respectively, in ∂Ω. Then ε1 = ε2 and µ1 = µ2 in Ω.
This is an analog of the corresponding result for the partial data Caldero´n’s inverse
conductivity problem of Kenig, Sjo¨strand and Uhlmann [17]. Theorem 1.2 can
be obtained from Theorem 1.1 using a logarithmic limiting Carleman weight and
appropriate change of coordinates as in [10].
In the current work, instead of reducing to a Hodge-Schro¨dinger equation, follow-
ing [28], we reduce the Maxwell equations to a system with principal part being
the Hodge-Laplacian. Then complex geometrical optics solutions for the reduced
system are essentially solutions for the Maxwell’s system. Moreover, using this re-
duction gives an integral identity whose relation to Maxwell’s equation as well as
to its reduced system is more transparent, in constrast to [10]. The latter relation
is important in avoiding the loss of regularity of constructed complex geometrical
optics solutions.
To construct suitable complex geometrical optics solutions, one needs to derive dif-
ferent Carleman estimate than the one used in [10]. We adopt the idea of Chung [7]
to get a Carleman estimate for the Hodge-Laplacian controlling value of 1-forms on
an appropriate subset of the boundary. This estimate is also useful in dealing with
first order terms in the above mentioned reduced system by getting solutions with
sufficient regularity as in the case of magnetic Schro¨dinger operators; see [7, 13].
The paper is organized as follows. In Section 2 we briefly present basic facts on
differential forms and trace operators. Then the trace operators are extended to
HdΩ
m(M) and to the closely related spaceHδΩ
m(M). This is discussed in Section 3
where we also study some other important properties of HdΩ
m(M) and HδΩ
m(M).
Section 4 contains the reduction of the Maxwell equations to a system whose princi-
pal part is the Hodge-Laplacian. In Section 5, we derive a local Carleman estimate
for Laplace-Beltrami operator, acting on functions, which allows us to control the
information about the behavior of the solutions on the boundary. Then in Sec-
tion 6, we use partition of unity to glue these local Carleman estimate for functions
to get a global Carleman estimate for 1-forms. Then we give the construction of the
complex geometrical optics solutions for the system to which the Maxwell equations
were reduced in Section 4 and then relate these solutions to the Maxwell equations.
This is the context of Section 7. We use these solutions to prove Theorem 1.1 in
Section 8. Appendix A is devoted to the well-posedness of the Maxwell equations
and the corresponding admittance map. In this section, we also solve the eigenvalue
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problem for the homogeneous Maxwell equations with homogeneous boundary con-
dition. Finally, Appendix B and Appendix C contain the proofs of some technical
results used in Section 5.
Acknowledgements. The author is grateful to Professor Gunther Uhlmann for
many helpful discussions and for suggesting to use the reduction as in [28]. The
author would like to thank Professor Ting Zhou and Professor Mikko Salo for their
suggestions on an earlier version of this paper. The work of the author was partially
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2. Preliminaries
In this section we briefly present basic facts on differential forms and trace operators.
For more detailed exposition we refer the reader to the manuscript of Schwarz [26].
Let (M, g) be a compact oriented n-dimensional Riemannian manifold with smooth
boundary. The inner product of tangent vectors with respect to the metric g is
denoted by 〈·, ·〉g, and | · |g is the notation for the corresponding norm. By |g| we
denote the determinant of g = (gij) and (g
ij) is the inverse matrix of (gij). Finally,
there is the induced metric ı∗g on ∂M which gives a rise to the inner product 〈·, ·〉ı∗g
of vectors tangent to ∂M .
2.1. Basic notations for differential forms. In what follows, for F some func-
tion space (Ck, Lp, Hk, etc.), we denote by FΩm(M) the corresponding space of
m-forms. In particular, the space of smooth m-forms is denoted by C∞Ωm(M).
Let ∗ : C∞Ωm(M) → C∞Ωn−m(M) be the Hodge star operator. For real valued
η, ζ ∈ C∞Ωm(M), the inner product with respect to g is defined in local coordinates
as
〈η, ζ〉g = ∗(η ∧ ∗ζ) = gi1j1 · · · gimjmηi1...imζj1...jm .
This can be extended as a bilinear form on complex valued forms. We also write
|η|2g = 〈η, η〉g. The inner product on L2Ωm(M) is defined as
(η|ζ)L2Ωm(M) =
∫
M
〈η, ζ〉g dVolg =
∫
M
η ∧ ∗ζ, η, ζ ∈ L2Ωm(M),
where dVolg = ∗1 = |g|1/2 dx1 ∧ · · · ∧ dxn is the volume form. The corresponding
norm is ‖·‖2L2Ωm(M) = (·|·)L2Ωm(M). Using the definition of the Hodge star operator
∗, it is not difficult to check that
(η|ζ)L2Ωm(M) = (∗η| ∗ ζ)L2Ωn−m(M). (2.1)
Let d : C∞Ωm(M)→ C∞Ωm+1(M) be the external differential. Then the codiffer-
ential δ : C∞Ωm(M)→ C∞Ωm−1(M) is defined as
(dη|ζ)L2Ωm(M) = (η|δζ)L2Ωm−1(M)
for all η ∈ C∞0 Ωm−1(M int), ζ ∈ C∞Ωm(M). The Hodge star operator ∗ and the
codifferential δ have the following properties when acting on C∞Ωm(M):
∗2 = (−1)m(n−m), δ = (−1)m(n−m)−n+m−1 ∗ (d ∗ ·). (2.2)
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For a given ξ ∈ C∞Ω1(M), the interior product iξ : C∞Ωm(M)→ C∞Ωm−1(M) is
the contraction of differential forms by ξ. In local coordinates,
iξη = g
ijξi ηji1...im−1 , η ∈ C∞Ωm(M).
The interior product acts on exterior products in the following way
iξ(η ∧ ζ) = iξη ∧ ζ + (−1)mη ∧ iξζ, η ∈ C∞Ωm(M), ζ ∈ C∞Ωk(M). (2.3)
It is the formal adjoint of ξ, in the inner product 〈·, ·〉g on real valued forms, and
has the following expression
iξη = (−1)n(m−1) ∗ (ξ ∧ ∗η), η ∈ C∞Ωm(M). (2.4)
Using this, one can also show that
δ(fw) = fδw − idfw, f ∈ C∞(M), w ∈ C∞Ωm(M). (2.5)
The Hodge Laplacian acting on Ωm(M) is defined by −∆ = dδ + δd.
Finally, the inner product on L2Ωm(∂M) is given by
(u|v)L2Ωm(∂M) =
∫
∂M
〈u, v〉ı∗g dσ∂M , u, v ∈ L2Ωm(∂M),
where 〈·, ·〉ı∗g is extended as a bilinear form on complex forms on ∂M , and dσ∂M =
ı∗(iνdVolg) is the volume form on ∂M induced by dVolg.
2.2. The normal and parallel parts of differential forms. The outward unit
normal ν to ∂M can be extended to a vector field near ∂M by parallel transport
along normal geodesics (initiating from ∂M in the direction of −ν), and then to a
vector field on M via a cutoff function. For w ∈ C∞Ωm(M), we introduce
η⊥ = ν ∧ iνη, η‖ = η − η⊥.
Using (2.3), one can see that iνη⊥ = iνη, so iνη‖ = 0. Since t(ν) = 0, we also have
t(η⊥) = 0, so t(η) = t(η‖). It is clear that ν ∧ η⊥ = 0.
2.3. Integration by parts. Let us first prove the following simple result which
will be used in formulating integration by parts formula in appropriate way.
Lemma 2.1. If η ∈ C∞Ωm(M) and ζ ∈ C∞Ωm+1(M), then for an open subset
Γ ⊂ ∂M the following holds
(t(η)|t(iνζ))L2Ωm(Γ) =
∫
Γ
t(η ∧ ∗ζ).
Proof. First, we show that 〈η, iνζ〉g dσ∂M = t(η ∧ ∗ζ). Since 〈ν ∧ η, ζ〉g = 〈η, iνζ〉g ,
we have
〈η, iνζ〉g dσ∂M = 〈ν ∧ η, ζ〉g dσ∂M = 〈ν ∧ η, ζ〉gt(iνdVolg) = t(iν((ν ∧ η) ∧ ∗ζ)).
Using (2.3) and t(ν) = 0, this gives
〈η, iνζ〉g dσ∂M = t(η ∧ ∗ζ)− t(ν) ∧ t(iν(η ∧ ∗ζ)) = t(η ∧ ∗ζ).
Next, we show that 〈η, iνζ〉g = 〈t(η), t(iνζ)〉ı∗g on ∂M . Indeed, observe that
(iνζ)⊥ = 0. Therefore, iνζ = (iνζ)‖ and hence on ∂M we get
〈η, iνζ〉g = 〈η, (iνζ)‖〉g = 〈η‖, (iνζ)‖〉g = 〈t(η), t(iνζ)〉g = 〈t(η), t(iνζ)〉ı∗g.
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Collecting all these, we get 〈t(η), t(iνζ)〉ı∗g dσ∂M = t(η ∧ ∗ζ). Finally, integrating
over Γ ⊂ ∂M we get the result. 
For η ∈ C∞Ωm(M) and ζ ∈ C∞Ωm+1(M), using Stokes’ theorem, Lemma 2.1 (with
Γ = ∂M) and (2.2), we have the following integration by parts formula for d and δ
(t(η)|t(iνζ))L2Ωm(∂M) = (dη|ζ)L2Ωm+1(M) − (η|δζ)L2Ωm(M). (2.6)
2.4. Extensions of trace operators. The tangential trace operator t has an ex-
tension to a bounded operator from H1Ωm(M) to H1/2Ωm(∂M). Moreover, for
every f ∈ H1/2Ωm(∂M), there is u ∈ H1Ωm(M) such that t(u) = f and
‖u‖H1Ωm(M) ≤ C‖f‖H1/2Ωm(∂M);
see [26, Theorem 1.3.7] and comments.
Next, the operator t(iν · ) is bounded from H1Ωm(M) to H1/2Ωm−1(∂M). More-
over, for every h ∈ H1/2Ωm−1(∂M), there is ζ ∈ H1Ωm(M) such that t(iνζ) = h
and
‖ζ‖H1Ωm(M) ≤ C‖h‖H1/2Ωm−1(∂M).
In fact, we can take ζ = ν ∧ w, where w ∈ H1Ωm−1(M) such that t(w) = h and
‖w‖H1Ωm−1(M) ≤ C‖h‖H1/2Ωm−1(∂M).
Finally, if f ∈ H1/2Ωm(∂M) and h ∈ H1/2Ωm−1(∂M), there is ξ ∈ H1Ωm(M) such
that t(ξ) = f , t(iνξ) = h and
‖ξ‖H1Ωm(M) ≤ C‖f‖H1/2Ωm(∂M) + C‖h‖H1/2Ωm−1(∂M).
This time, we can take ξ = u‖ + ζ⊥, where u ∈ H1Ωm(M) such that t(u) = f
and ‖u‖H1Ωm(M) ≤ C‖f‖H1/2Ωm(∂M) and ζ ∈ H1Ωm(M) such that t(iνζ) = h and
‖ζ‖H1Ωm(M) ≤ C‖h‖H1/2Ωm−1(∂M).
3. Properties of HdΩ
m(M) and HδΩ
m(M) spaces
Let (M, g) be a compact oriented n-dimensional Riemannian manifold with smooth
boundary. In this paper we work with the Hilbert spaces HdΩ
m(M) and HδΩ
m(M)
which are the largest domains of d and δ, respectively, acting on m-forms:
HdΩ
m(M) := {w ∈ L2Ωm(M) : dw ∈ L2Ωm+1(M)},
HδΩ
m(M) := {u ∈ L2Ωm(M) : δu ∈ L2Ωm−1(M)}
endowed with the inner products
(w1|w2)HdΩm(M) := (w1|w2)L2Ωm(M) + (dw1|dw2)L2Ωm+1(M),
(u1|u2)HδΩm(M) := (u1|u2)L2Ωm(M) + (δu1|δu2)L2Ωm−1(M)
and the corresponding norms
‖w‖2HdΩm(M) := (w|w)HdΩm(M), ‖u‖2HδΩm(M) := (u|u)HδΩm(M).
In the present section we prove some important properties of these spaces.
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3.1. Trace operators. In this subsection we show that there are bounded exten-
sions t : HdΩ
m(M)→ H−1/2Ωm(∂M) and t(iν · ) : HδΩm+1(M)→ H−1/2Ωm(∂M).
Let (·|·)∂M be the distributional duality on ∂M naturally extending (·|·)L2Ωm(∂M)
Proposition 3.1. (a) The operator t : H1Ωm(M) → H1/2Ωm(∂M) has its ex-
tension to a bounded operator t : HdΩ
m(M) → H−1/2Ωm(∂M) and the following
integration by parts formula holds
(t(η)|t(iνζ))∂M = (dη|ζ)L2Ωm+1(M) − (η|δζ)L2Ωm(M)
for all η ∈ HdΩm(M) and ζ ∈ H1Ωm+1(M)
(b) The operator t(iν · ) : H1Ωm+1(M) → H1/2Ωm(∂M) has its extension to a
bounded operator t(iν · ) : HδΩm+1(M) → H−1/2Ωm(∂M) and the following inte-
gration by parts formula holds
(t(iνζ)|t(η))∂M = (ζ|dη)L2Ωm+1(M) − (δζ|η)L2Ωm(M)
for all ζ ∈ HδΩm+1(M) and η ∈ H1Ωm(M).
Now we introduce the following space on the boundary ∂M
THdΩ
m(∂M) := {t(w) : w ∈ HdΩm(M)},
THδΩ
m(∂M) := {t(iνu) : u ∈ HδΩm(M)}
endowed with the norms
‖f‖THdΩm(∂M) := inf{‖w‖HdΩm(M) : t(w) = f, w ∈ HdΩm(M)},
‖h‖THδΩm(∂M) := inf{‖u‖HδΩm(M) : t(u) = h, u ∈ HδΩm(M)}.
Then Proposition 3.1 implies that the operators t : HdΩ
m(M)→ THdΩm(∂M) and
t : HδΩ
m(M)→ THδΩm(∂M) are bounded under these topologies.
Proof of Proposition 3.1. Let us first prove part (a). Let w ∈ C∞Ωm(M) and
f ∈ H1/2Ωm(∂M). Then using integration parts formula (2.6), we have
(t(w)|f)L2Ωm(∂M) = (t(w)|t(iνζ))L2Ωm(∂M)
= (dw|ζ)L2Ωm+1(M) − (w|δζ)L2Ωm(M),
where ζ ∈ H1Ωm+1(M) such that t(iνζ) = f and ‖ζ‖H1Ωm+1(M) ≤ C‖f‖H1/2Ωm(∂M).
Then
|(t(w)|f)L2Ωm(∂M)| ≤ C‖w‖HdΩm(M)‖ζ‖H1Ωm+1(M) ≤ C‖w‖HdΩm(M)‖f‖H1/2Ωm(∂M).
Therefore, t can be extended to a bounded operator HdΩ
m(M)→ H−1/2Ωm(∂M).
In fact, if η ∈ HdΩm(M), then we define t(η) as
(t(η)|t(iνζ))∂M = (dη|ζ)L2Ωm+1(M) − (η|δζ)L2Ωm(M),
where ζ ∈ H1Ωm+1(M).
Now we prove part (b). Let w ∈ C∞Ωm+1(M) and f ∈ H1/2Ωm(∂M). Then using
integration parts formula (2.6), we have
(t(iνw)|f)L2Ωm(∂M) = (t(iνw)|t(u))L2Ωm(∂M)
= (w|du)L2Ωm+1(M) − (δw|u)L2Ωm(M),
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where u ∈ H1Ωm(M) such that t(u) = f and ‖u‖H1Ωm(M) ≤ C‖f‖H1/2Ωm(∂M).
Therefore, we can estimate
|(t(iνw)|f)L2Ωm(∂M)| ≤ C‖w‖HδΩm+1(M)‖ζ‖H1Ωm(M) ≤ C‖w‖HδΩm+1(M)‖f‖H1/2Ωm(∂M).
Thus, t(iν · ) can be extended to a bounded operatorHδΩm+1(M)→ H−1/2Ωm(∂M).
In fact, if ζ ∈ HδΩm+1(M) we define t(iνζ) as
(t(iνζ)|t(η))∂M = (ζ|dη)L2Ωm+1(M) − (δζ|η)L2Ωm(M),
where η ∈ H1Ωm(M). 
3.2. Embedding property. We will also need the following embedding result.
Proposition 3.2. If u ∈ HdΩm(M) ∩HδΩm(M) with t(u) ∈ H1/2Ωm(∂M), then
u ∈ H1Ωm(M) and
‖u‖H1Ωm(M) ≤ C
(‖u‖HdΩm(M) + ‖δu‖L2Ωm−1(M) + ‖t(u)‖H1/2Ωm(∂M))
for some constant C > 0 independent of u.
In Euclidean setting, this was proven in the case m = 1 by Costabel [11]; see also
[18, 22]. Here we give a new proof, which can be carried out over manifolds and for
arbitrary m. Our proof is based on the following result from [26]. We write
HmD (M) := {u ∈ H1Ωm(M) : du = 0, δu = 0, t(u) = 0}.
Lemma 3.3. Let k ≥ 0 be an integer. Given w ∈ HkΩm+1(M), v ∈ HkΩm−1(M)
and h ∈ Hk+1Ωm(M), there is a unique ψ ∈ Hk+1Ωm(M), up to a form in HmD (M),
that solves
dψ = w, δψ = v, t(ψ) = t(h)
if and only if
dw = 0, t(w) = t(dh), δv = 0
and
(w|χ)L2Ωm+1(M) = (t(h)|t(iνχ))L2Ωm(∂M), (v|λ)L2Ωm−1(M) = 0
for all χ ∈ Hm+1D (M), λ ∈ Hm−1D (M). Moreover, ψ satisfies the estimate
‖ψ‖Hk+1Ωm(M) ≤C
(‖w‖HkΩm+1(M) + ‖v‖HkΩm−1(M))
+ C
(‖t(h)‖Hk+1/2Ωm(∂M) + ‖t(∗h)‖Hk+1/2Ωn−m(∂M)).
Proof. Follows from [26, Theorem 3.2.5]. 
Proof of Proposition 3.2. For a given u ∈ HdΩm(M) ∩HδΩm(M), write w = du ∈
L2Ωm+1(M) and v = δu ∈ L2Ωm−1(M). Since t(u) ∈ H1/2Ωm(∂M), by discussion
in Section 2.4 there is h ∈ H1Ωm(M) such that t(h) = t(u), t(iνh) = 0 and
‖h‖H1Ωm(M) ≤ C‖t(h)‖H1/2Ωm(∂M) = C‖t(u)‖H1/2Ωm(∂M). (3.1)
We wish to use Lemma 3.3, and hence we need to show that w, v and h satisfy the
hypothesis of Lemma 3.3. Obviously, we have dw = 0 and δv = 0. Integrating by
parts and using that t(u) = t(h), we can show that for all χ ∈ Hm+1D (M)
(w|χ)L2Ωm+1(M) = (du|χ)L2Ωm+1(M) = (t(h)|t(iνχ))L2Ωm(∂M).
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Similary for all λ ∈ Hm−1D (M), using the integration by parts formula in part (b)
of Proposition 3.1, we can show that
(v|λ)L2Ωm−1(M) = (δu|λ)L2Ωm−1(M) = −(t(iνu)|t(λ))∂M = 0.
Next, we show that t(w) = t(dh). For arbitrary ϕ ∈ H1/2Ωm+1(∂M), as dis-
cussed in Section 2.4, there is ζ ∈ H1Ωm+2(M) such that t(iνζ) = ϕ. Then, using
integration by parts formulas in Proposition 3.1, we get
(t(w)|ϕ)∂M = (t(du)|t(iνζ))∂M = −(du|δζ)L2Ωm+1(M) = −(t(u)|t(iνδζ))∂M .
Since t(u) = t(h), using integration by parts formulas in Proposition 3.1, gives
(t(w)|ϕ)∂M = −(t(h)|t(iνδζ))∂M = −(dh|δζ)L2Ωm+1(M) = (t(dh)|ϕ)∂M ,
which implies t(w) = t(dh). Therefore, applying Lemma 3.3 we find ψ ∈ H1Ωm(M)
such that dψ = w, δψ = v and t(ψ) = t(h) = t(u) and satisfying
‖ψ‖H1Ωm(M) ≤C
(‖w‖L2Ωm+1(M) + ‖v‖L2Ωm−1(M))
+ C
(‖t(u)‖H1/2Ωm(∂M) + ‖t(∗h)‖H1/2Ωn−m(∂M)).
Using boundedness of t : H1Ωn−m(M)→ H1/2Ωn−m(∂M) and (3.1),
‖t(∗h)‖H1/2Ωn−m(∂M) ≤ C‖∗h‖H1Ωn−m(M) ≤ C‖h‖H1Ωm(M) ≤ C‖t(u)‖H1/2Ωm(∂M).
Therefore, ψ satisfies the estimate
‖ψ‖H1Ωm(M) ≤ C
(‖w‖L2Ωm+1(M) + ‖v‖L2Ωm−1(M) + ‖t(u)‖H1/2Ωm(∂M)).
Write ρ = u − ψ, then dρ = 0 and δρ = 0. Therefore, ρ solves −∆ρ = 0 with
t(ρ) = 0, t(δρ) = 0. By [26, Theorem 2.2.4], it follows that ρ = 0. This clearly
implies the result. 
3.3. Density properties. In this subsection we prove the following two results
regarding the density of C∞Ωm(M) in both HdΩ
m(M) and HδΩ
m(M).
Proposition 3.4. The space C∞Ωm(M) is dense in HδΩ
m(M).
Proof. The statement is equivalent to showing that if u ∈ HδΩm(M) is orthogonal
to C∞Ωm(M) in HδΩ
m(M)-inner product, then u = 0. Suppose that
(u|φ)HδΩm(M) = (u|φ)L2Ωm(M) + (δu|δφ)L2Ωm−1(M) = 0, φ ∈ C∞Ωm(M). (3.2)
Let M˜ be a compact manifold with smooth boundary such that M ⊂⊂ M˜ int and
let by g on M˜ we denote a smooth extension of g from M to M˜ . Let u˜ and δ˜u
denote the extensions of u and δu to M˜ by zero. It is clear that u˜ ∈ L2Ωm(M˜) and
δ˜u ∈ L2Ωm−1(M˜). By (3.2), u˜ and δ˜u satisfy
(u˜|φ)
L2Ωm(M˜)
+ (δ˜u|δφ)
L2Ωm−1(M˜)
= 0, φ ∈ C∞0 Ωm(M˜ int).
This in particular implies that u˜ = −dδ˜u. Since u˜ ∈ L2Ωm(M˜), we have δ˜u ∈
Hd,0Ω
m−1(M˜). Therefore, δu = δ˜u|M ∈ HdΩm−1(M)∩HδΩm−1(M). Since δ˜u = 0
in M˜ \M , we have t(δu) = t(δ˜u) = 0 on ∂M . Then by Proposition 3.2, δu ∈
H1Ωm−1D (M). There is a sequence {φk}∞k=1 ⊂ C∞0 Ωm−1(M int) such that ‖δu −
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φk‖H1Ωm−1(M) → 0 as k → ∞. Note also that, in particular, (3.2) gives u = dδu.
Using all these facts, we can show that
(u|u)L2Ωm(M) + (δu|δu)L2Ωm−1(M) = (u|dδu)L2Ωm(M) + (δu|δu)L2Ωm−1(M)
= lim
k→∞
[
(u|dφk)L2Ωm(M) + (δu|φk)L2Ωm−1(M)
]
= lim
k→∞
[
(dδu|dφk)L2Ωm(M) + (δu|φk)L2Ωm−1(M)
]
.
Integrating by parts and using (3.2), we get
(u|u)L2Ωm(M) + (δu|δu)L2Ωm−1(M)
= lim
k→∞
[
(δu|δdφk)L2Ωm(M) + (u|dφk)L2Ωm−1(M)
]
= 0.
This implies u = 0 as desired. 
Proposition 3.5. The space C∞Ωm(M) is dense in HdΩ
m(M).
Proof. This follows from Proposition 3.4 using the fact that the Hodge star operator
∗ is an isometry between HdΩm(M) and HδΩn−m(M). 
4. Reduction to system with the Hodge-Laplacian principal part
In this section we describe the reduction of the Maxwell equations to a system whose
principal part is the Hodge-Laplacian. We follow the arguments in [28], although
we use different notations. As in the papers [2, 17], we work with the following
Hilbert space
H1∆Ω
m(M) := {w ∈ H1Ωm(M) : ∆w ∈ L2Ωm(M)}.
Proposition 4.1. Let ω > 0 be a fixed frequency and let ε, µ ∈ C2(M) are complex
valued with positive real parts in M . If (E,H) ∈ HdΩ1(M) × HdΩ1(M) satisfies
(1.1), then E satisfies
Lε,µE = (−∆− d ◦ id log ε + id logµ ◦ d− ω2εµ)E = 0, δ(εE) = 0 in M,
in the sense of distributions.
Here and in what follows, we take the principal branch of log.
Proof. The Maxwell equations (1.1) can be rewritten as{
dE = iωµ ∗H,
δ(∗H) = −iωεE.
Taking divergence of the both equations and using (2.4), we obtain
δdE = iωµδ(∗H)+iω∗(dµ∧∗(∗H)) = ω2εµE−iω idµ∗H = ω2εµE−id log µdE (4.1)
and δ(εE) = 0. Using (2.5), the latter implies
0 = d(ε−1δ(εE)) = dδE − d(id log εE), (4.2)
in the sense of distributions. Combining this together with (4.1), we finish the
proof. 
In the following result, we show that converse of Proposition 4.1 is also true.
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Proposition 4.2. Let ω > 0 be a fixed frequency and let ε, µ ∈ C2(M) are complex
valued. If E ∈ H1∆Ω1(M) satisfies
Lε,µE = (−∆− d ◦ id log ε + id logµ ◦ d− ω2εµ)E = 0, δ(εE) = 0 in M,
then H := (iωµ)−1 ∗ dE is in HdΩ1(M) and (E,H) satisfies (1.1).
Proof. Obviously, (E,H) satisfy the first equation in the Maxwell system (1.1). It
was shown in Proposition 4.1 that δ(εE) = 0 implies (4.2). Using (4.2) in Lε,µE = 0,
we obtain (4.1). Hence, using (2.2) and (2.4), we show
∗ dH = ∗d((iωµ)−1 ∗ dE) = (iωµ)−1id logµdE + (iωµ)−1δdE = −iωεE. (4.3)
Finally, we want to have that H ∈ HdΩ1(M). But this is clear, since H ∈ L2Ω1(M)
and, according to (4.3), dH ∈ L2Ω2(M). 
5. Local Carleman estimates acting on functions
Let (M, g) be a compact Riemannian manifold of dimension n ≥ 3 with boundary
such that
(M, g) ⊂⊂ R× (M0, g0), g = e⊕ g0,
where e is the Euclidean metric and (M0, g0) is a compact (n − 1)-dimensional
manifold Riemannian manifold with boundary.
The purpose of this section is to prove the local Carleman estimate for the operator
Lϕ,ε = h2eϕε/h(−∆g)e−ϕε/h,
where ϕε = ϕ+ hϕ
2/2ε and ϕ is the limiting Carleman weight ϕ(x) = ±x1.
Recall that we write Γ+,ϕ = Γ+ if ϕ(x) = x1 and Γ+,ϕ = Γ− if ϕ(x) = −x1. We
also use the notation Γc+,ϕ for ∂M \ Γ+,ϕ.
In what follows, for a submanifold U ⊆M we shall use the semiclassical norms
‖u‖H1scl(U) = ‖u‖L2(U) + ‖h∇u‖L2(U), ‖v‖H−1scl (U) = sup06=φ∈C∞0 (U int)
|〈v, φ〉U |
‖φ‖H1scl(U)
.
Also, when dealing with estimates in semiclassical norms, the notation A . B
means A ≤ CB where C > 0 is a constant idependent of h and A, B. If A . B and
B . A, we write A ≈ B.
Let us denote the projection of R ×M0 onto M0 by π. The main result of this
section is the following Carleman estimate. We mostly follow [7, 8, 9], adopting the
approach for the setting under consideration here.
Proposition 5.1. Let (M, g) be as described above and let ϕ be the limiting Carle-
man weight ϕ(x) = ±x1. For p ∈ Γc+,ϕ, let U be a precompact neighborhood of p in
R ×M0 such that M ∩ U has a smooth boundary. Suppose that there is a smooth
f :M0 → R such that M ∩U lies in the set Af,ϕ, which is defined as {x1 ≥ f(x′)} if
ϕ(x) = x1 and {x1 ≤ f(x′)} if ϕ(x) = −x1, and Γc+,ϕ ∩U ⊂ {x1 = f(x′)}. Suppose
that there is a choice of local coordinates on π(U) such that there are a constant
δ > 0 and a constant vector field V on π(M ∩ U) for which
|g0 − Id | ≤ δ, |∇g0f − V |g0 ≤ δ
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on π(M ∩ U). Then for 0 < h≪ ε≪ 1 we have
h
ε1/2
‖u‖L2(M∩U) . ‖Lϕ,εu‖H−1scl (Af,ϕ), u ∈ C
∞
0 (M
int ∩ U).
We give the proof only when ϕ(x) = x1. Making the change of variables (x1, x
′) 7→
(−x1, x′), we can reduce ϕ(x) = −x1 to the case ϕ(x) = x1. Since we are considering
ϕ(x) = x1, throughout this section, we omit ϕ in the notations Af,ϕ and Γ+,ϕ.
5.1. Flattening and decomposing into small and large frequency parts.
Take U1 ⊂ Af open and precompact such that U ⊂ U1 and Γc+ ⊂ ∂(M ∩ U1). We
can choose U1 so close to U so that
|g0 − Id | ≤ 2δ, |∇g0f − V |g0 ≤ 2δ (5.1)
on π(M ∩ U1). For convenience, we use the notations UM and U1,M to denote the
intersections M ∩ U and M ∩ U1, respectively.
Now, let us make the change of variables σ : (x1, x
′) 7→ (x1 − f(x′), x′). Under this
change of variables, Af is mapped to [0,∞)×M0 and Γ+ is mapped to a subset of
{0} ×M0. In new coordinate, we have ϕ(x) = x1 + f(x′).
Proposition 5.2. Let ϕ be the limiting Carleman weight ϕ(x) = x1. Then for
0 < h≪ ε≪ 1 we have
h
ε1/2
‖u‖H1scl(σ(MU1 )) . ‖Lϕ,ε,σu‖L2(σ(MU1 )),
for all u ∈ C∞0 (σ(U int1,M )), with
Lϕ,ε,σ = −(1 + |∇g0f(x′)|2g0 )h∂21 + 2
(
α+ 〈∇g0f(x′), h∇g0 · 〉g0
)
h∂1 − α2 − h2∆g0 ,
where α = 1 + (h/ε)
(
x1 + f(x
′)
)
and 〈·, ·〉g0 denotes the inner product with re-
spect to g0.
Proof. Let v ∈ C∞0 (U intM ), and let use the notation vσ(x1, x′) = v(x1 + f(x′), x′).
Then vσ ∈ C∞0 (σ(U intM )). Then by the change of variables, we get
‖vσ‖L2(σ(U intM )) ≈ ‖v‖L2(U intM ), ‖vσ‖H1scl(σ(U intM )) ≈ ‖v‖H1scl(U intM )
with implicit constants depending on f .
Since Lϕ,εv ∈ C∞0 (U int1,M ), we have (Lϕ,εv)σ ∈ C∞0 (σ(U int1,M )), and
‖(Lϕ,εv)σ‖L2(σ(U intM )) ≈ ‖Lϕ,εv‖L2(U intM ).
Therefore, by the estimate (4.5) in [13],
h
ε1/2
‖vσ‖H1scl(σ(U intM )) . ‖(Lϕ,εv)σ‖L2(σ(U intM )).
Using the chain rule, a straightforward calculation gives
(Lϕ,εv)σ(x1, x′) = Lϕ,ε,σvσ(x1, x′) + hE1vσ(x1, x′),
where E1 is a semiclassical first-order differential operator. Hence, by the change
of variables, we have
‖(Lϕ,εv)σ‖L2(σ(U intM )) . ‖Lϕ,ε,σvσ‖L2(σ(U intM )) + h‖vσ‖H1scl(σ(U intM )).
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Combining this with the previous estimate, for ε > 0 sufficiently small we obtain
h
ε1/2
‖vσ‖H1scl(σ(U intM )) . ‖Lϕ,ε,σvσ‖L2(σ(U intM )).
Now for any u ∈ C∞0 (σ(U int1,M )) we take v(x1, x′) = w(x1 − f(x′), x′). 
Now, we do a second change of variables, mapping π(σ(U1,M )) to a subset of Rn−1,
then σ(U1,M ) is mapped to a subset of Rn+, the set of points (x1, x
′) ∈ R×Rn−1 = Rn
with x1 > 0, and σ(Γ+) is mapped into the hyperplane {0} × Rn−1, that is when
x1 = 0. We denote the images of σ(UM ), σ(U1,M ) and σ(Γ+) under this change of
coordinates by U˜ , U˜1 and Γ˜+, respectively.
The following proposition can be obtained is a similar way as in Proposition 5.2 via
change of coordinates.
Proposition 5.3. Let ϕ be the limiting Carleman weight ϕ(x) = x1. Then for
0 < h≪ ε≪ 1 we have
h
ε1/2
‖u‖H1scl(U˜1) . ‖L˜ϕ,εu‖L2(U˜1),
for all u ∈ C∞0 (U˜ int1 ), with
L˜ϕ,ε = −(1 + |γf |2)h2∂21 + 2
(
α+ 〈βf , h∇g˜0 · 〉g˜0
)
h∂1 − α2 − h2L,
where γf , βf and g˜0 are the expressions for |∇g0f(x′)|g0 , ∇g0f(x′) and g˜0 in new
coordinates on U˜1, and L = g˜ı0 ∂ı with ı,  = 2, . . . , n.
Note that by (5.1), there is a constant Cδ > 0 with Cδ → 0 as δ → 0 such that
|γf − |V˜ |g˜0 | ≤ Cδ, |βf − V˜ |g˜0 ≤ Cδ, |g˜0 − Id | ≤ Cδ on U˜1, (5.2)
where V˜ is the expression for V in new local coordinates on U˜1. The constant Cδ
may depend on V , but the latter is fixed.
We also assume that γf , βf and g˜0 are extended to the whole Rn+ by keeping the
above conditions. Note that g˜0 is very close to the Euclidean metric, so | · |g˜0 ≈ | · |.
Let us denote by S(Rn+) the set of Schwartz functions on Rn restricted to Rn+.
Clearly, the functions in C∞0 (U˜
int
1 ) are also in S(Rn+).
In what follows, for u ∈ S(Rn+), by ûscl(x1, ξ) we mean the semiclassical Fourier
transform of u(x1, x
′) in the x′-variable,
ûscl(x1, ξ) = F ′sclu(x1, ξ) =
∫
Rn−1
e−ix
′·ξ/hu(x1, x
′) dx′.
Choose constants ρ1, ρ2 > 0 such that
|V˜ |2
1 + |V˜ |2
< ρ1 < ρ2 ≤ 1
2
+
|V˜ |2
2(1 + |V˜ |2)
< 1.
Take also constants δ1, δ2 such that δ2 > δ1 > 0. Then we consider a cutoff function
ρ ∈ C∞(Rn−1) such that ρ(ξ) = 0 if |ξ|2 > ρ2 or |ξ · V˜ | > δ2, and ρ(ξ) = 1 if
|ξ|2 ≤ ρ1 or |ξ · V˜ | ≤ δ1. The choice of the constants ρ1, ρ2, δ1, δ2 will depend only
on V˜ . In particular for δ2, we will need 2δ2 < V˜ .
16 YERNAT M. ASSYLBEKOV
Given u ∈ C∞0 (U˜ int), we express it in terms of small frequency and large frequency
parts u = us + uℓ, where
(̂us)scl(x1, ξ) = ρ(ξ)ûscl, (̂uℓ)scl(x1, ξ) = (1− ρ(ξ))ûscl.
We will prove the Carleman estimate for each part separately in Section 5.3 and
Section 5.4, and then combine them in Section 5.5.
5.2. The operators. In this subsection we introduce certain operators that will
be used in proving Proposition 5.1. Such operators were considered in [7, 8, 9].
Suppose that F : Rn−1 → C is smooth such that ReF (ξ), |F (ξ)| ≈ 1+ |ξ|, ξ ∈ Rn−1.
We assume that for all multi-indices α there is Cα > 0 such that
|∂αξ F (ξ)| ≤ Cα(1 + |ξ|)1−|α|, ξ ∈ Rn−1. (5.3)
For u ∈ S(Rn+), we define the operator J by
(̂Ju)scl(x1, ξ) =
(
F (ξ) + h∂1
)
ûscl(x1, ξ).
The adjoint operator J∗ of J is
(̂J∗u)scl(x1, ξ) =
(
F (ξ)− h∂1
)
ûscl(x1, ξ).
The right inverses J−1, J∗−1 are
̂(J−1u)scl(x1, ξ) =
1
h
∫ x1
0
ûscl(s, ξ)e
1
h (s−x1)F (ξ) ds,
̂(J∗−1u)scl(x1, ξ) =
1
h
∫ ∞
x1
ûscl(s, ξ)e
1
h (x1−s)F (ξ) ds.
We have the following result on boundedness of these operators, which was shown
in [7, 8], although we state it in a different way.
Lemma 5.4. The operators J, J−1, J∗, J∗−1, defined on S(Rn+), can be extended to
bounded operators
J, J∗ : H1(Rn)→ L2(Rn+), J−1, J∗−1 : L2(Rn+)→ H1(Rn+),
and the following estimates hold:
‖Ju‖L2(Rn+) . ‖u‖H1scl(Rn+), ‖J
∗u‖L2(Rn+) . ‖u‖H1scl(Rn+),
‖J−1u‖H1scl(Rn+) . ‖u‖L2(Rn+), ‖J
∗u‖H1scl(Rn+) . ‖u‖L2(Rn+).
Moreover, these extensions for J∗ and J∗−1 are isomorphisms.
By H10 (R
n
+) we denote the space of functions in H
1(Rn+) with zero trace on the
boundary, i.e. on the hyperplane x1 = 0. The dual space to H
1
0 (R
n
+) will be
denoted by H−1(Rn+).
Using the similar arguments as in [7], we prove the following properties of J , which
will be used later.
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Lemma 5.5. Assume that u, v ∈ S(Rn+) and that Q is a second-order semiclassical
differential operator with bounded coefficients in C∞(Rn+). Then for sufficiently
small 0 < h≪ 1, the following estimates hold
‖JvJ−1u‖L2(Rn+) & ‖vu‖L2(Rn+) − h‖u‖L2(Rn+)
and
‖(JQ−QJ)u‖H−1scl (Rn+) . h‖u‖H1scl(Rn+),
with implicit constants depending on the derivatives of F .
Lemma 5.6. For a given v ∈ S(Rn+), consider g defined by
ĝscl(x1, ξ) =
2ReF (ξ)
h
∫ ∞
0
v̂scl(s, ξ)e
−
F (ξ)x1+F (ξ)s
h ds.
Then
‖g‖L2(Rn+) ≤ ‖v‖L2(Rn+). (5.4)
Moreover, we have
‖Jv‖H−1scl (Rn+) ≈ ‖v − g‖L2(Rn+).
For the proofs of these results we refer the reader to Appendix C.
5.3. The case of small frequencies. In this subsection is we prove the Carleman
estimate for the small frequency part.
Proposition 5.7. There is δ0 > 0 and there are ρ1, ρ2, δ1, δ2 such that if (5.2)
holds for some δ ≤ δ0, then
h
ε1/2
‖us‖L2(Rn+) . ‖L˜ϕ,εus‖H−1scl (Rn+) +
h2
ε1/2
‖u‖L2(U˜)
for all u ∈ C∞0 (U˜ int).
Following [7, Section 6], we start with defining a function Φ : Rn−1 → C by
Φ(ξ) =
1
1 + |V˜ |2
(
1+iV˜ ·ξ+
√
2iV˜ · ξ − |V˜ · ξ|2 + (1 + |V˜ |2)|ξ|2 − |V˜ |2
)
, ξ ∈ Rn−1,
where we take the branch of the square root with non-negative imaginary part. This
function could play a role of F in the definitions of the operators in Section 5.2.
However, Φ is non-smooth and therefore our aim is to approximate it with a certain
smooth function Fs, on the support of (̂us)scl, that satisfy all the required conditions
for F in Section 5.2.
Observe that Φ is smooth away from the set of those ξ ∈ Rn−1 when
τ(ξ) = 2iV˜ · ξ − |V˜ · ξ|2 + (1 + |V˜ |2)|ξ|2 − |V˜ |2
is real-valued and non-negative, that is when V˜ · ξ = 0 and |ξ|2 ≥ (1 + |V˜ |2)−1|V˜ |2.
This is exactly when τ(ξ) is on the branch cut of the above mentioned branch of
the square root. Therefore, singular points of Φ are those points ξ ∈ Rn−1 where√
τ(ξ) has a discontinuity as a jump of size 2
√
(1 + |V˜ |2)|ξ|2 − |V˜ |2.
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Since |ξ|2 ≤ ρ2 on the support of ρ, we can choose ρ2 sufficiently close to (1 +
|V˜ |2)−1|V˜ |2 to make the size of the jump sufficiently small.
Therefore, choosing ρ2 > 0 sufficiently close to (1+ |V˜ |2)−1|V˜ |2, for arbitrary small
ǫ > 0 we can define Fs to be a smooth function on the support of (̂us)scl so that
|Φ(ξ)− Fs(ξ)| ≤ ǫ.
Taking ρ2 sufficiently close to (1 + |V˜ |2)−1|V˜ |2, in the support of ρ, we can show
that
1− (1 + |V˜ |2)(1 − |ξ|2) ≤ δ2.
Therefore, in supp (̂ws)scl, we have −2δ2 ≤ Im(τ) ≤ 2δ2 and −δ22 − |V˜ |2 ≤ Re(τ) ≤
δ2. Hence, we get |
√
τ(ξ)| ≤ δ√5 in the support of ρ.
Taking δ2 and ǫ small enough and using the well known inequality
− |z| ≤ Re(z) ≤ |z|, z ∈ C, (5.5)
one can show that on supp ρ
ReFs(ξ) ≥ ReΦ(ξ)− ǫ ≥ 1− δ2
√
5
1 + |V˜ |2
− ǫ ≥ 1− 4δ2 − ǫ(1 + |V˜ |
2)
1 + |V˜ |2
>
1
2(1 + |V˜ |2)
,
and
|Fs(ξ)| ≥ ReFs(ξ) > 1
2(1 + |V˜ |2)
.
We now fix all the constants ρ1, ρ2, δ1, δ2, ǫ. Then we can extend Fs smoothly
outside of supp ρ so that ReFs(ξ), |Fs(ξ)| ≈ 1 + |ξ| and ReFs, |Fs| > 1/2(1 + |V˜ |2)
on Rn−1.
Thus, we obtain smooth Fs : Rn−1 → C with ReFs(ξ), |Fs(ξ)| ≈ 1 + |ξ| on Rn−1
and satisfying (5.3). Then by Js, J
∗
s , J
−1
s , J
∗
s
−1 we denote the operators defined as
in Section 5.2 with F replaced by Fs.
Next we give the proof of Proposition 5.7. For this, consider χ ∈ C∞(Rn+) with
0 ≤ χ ≤ 1 such that χ = 1 on U˜ and suppχ ⊂ U˜1. For a given u ∈ C∞0 (U˜ int),
we have us ∈ S(Rn+) and support of u is away from the hyperplane x1 = 0. Then
χJ−1s us ∈ C∞0 (U˜1), and hence by Proposition 5.3 we have
h
ε1/2
‖χJ−1s us‖H1scl(U˜1) . ‖L˜ϕ,εχJ
−1
s us‖L2(U˜1).
Since χJ−1s us ∈ C∞0 (U˜1), this is same as
h
ε1/2
‖χJ−1s us‖H1scl(Rn+) . ‖L˜ϕ,εχJ
−1
s us‖L2(U˜1).
Applying Lemma 5.4, we get
h
ε1/2
‖JsχJ−1s us‖L2(Rn+) . ‖L˜ϕ,εχJ−1s us‖L2(U˜1).
Using the first estimate in Lemma 5.5 for the left hand-side, we obtain
h
ε1/2
‖χus‖L2(Rn+) . ‖L˜ϕ,εχJ−1s us‖L2(U˜1) +
h2
ε1/2
‖us‖L2(Rn+),
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where the implicit constant depends on the derivatives of Fs. The latter depends
on δ, and δ is independent of h and ε.
Let P be the semiclassical pseudodifferential operator of order 0 on Rn−1 with
symbol ρ(ξ), so us = Pu. Since suppu ⊂ U˜ int and χ = 1 on U˜ int,
χus = χPu = Pχu+ hE0u = Pu+ hE0u = us + hE0u
for some semiclassical pseudodifferential operator E0 of order 0 on Rn−1. Therefore,
h
ε1/2
‖χus‖L2(Rn+) &
h
ε1/2
‖us‖L2(Rn+) −
h2
ε1/2
‖u‖L2(Rn+),
and hence,
h
ε1/2
‖us‖L2(Rn+) . ‖L˜ϕ,εχJ−1s us‖L2(U˜1) +
h2
ε1/2
‖us‖L2(Rn+) +
h2
ε1/2
‖u‖L2(Rn+).
Taking h > 0 sufficiently small, the second term on the right hand-side can be
absorbed into the left hand-side
h
ε1/2
‖us‖L2(Rn+) . ‖L˜ϕ,εχJ−1s us‖L2(U˜1) +
h2
ε1/2
‖u‖L2(Rn+).
Since the commutator [L˜ϕ,ε, χ] = hE1 for some semiclassical first-order differential
operator E1, we obtain
h
ε1/2
‖us‖L2(Rn+) . ‖χL˜ϕ,εJ−1s us‖L2(U˜1) + h‖J−1s us‖H1scl(Rn+) +
h2
ε1/2
‖u‖L2(Rn+).
Using Lemma 5.4 and the properties of χ, this implies
h
ε1/2
‖us‖L2(Rn+) . ‖L˜ϕ,εJ−1s us‖L2(Rn+) + h‖us‖L2(Rn+) +
h2
ε1/2
‖u‖L2(Rn+).
Taking ε > 0 sufficiently small, the second term on the right hand-side can be
absorbed into the left hand-side and give
h
ε1/2
‖us‖L2(Rn+) . ‖L˜ϕ,εJ−1s us‖L2(Rn+) +
h2
ε1/2
‖u‖L2(Rn+). (5.6)
Our next step is to show that
‖v − g‖L2(Rn+) ≥
1
2
‖v‖L2(Rn+), v = L˜ϕ,εJ−1s us, (5.7)
where g is defined as in Lemma 5.6. Setting w = J−1s us and using the expression
for L˜ϕ,ε in the statement of Proposition 5.3, we can write
ĝscl =
2ReFs
h
∫ ∞
0
F ′scl(L˜ϕ,εw)e−
Fsx1+Fss
h ds
= −2ReFs
h
∫ ∞
0
F ′scl((1 + |γf |2)h2∂2sw)e−
Fsx1+Fss
h ds
+
2ReFs
h
∫ ∞
0
F ′scl(2
(
α+ 〈βf , h∇g˜0 · 〉g˜0
)
h∂sw)e
−
Fsx1+Fss
h ds
+
2ReFs
h
∫ ∞
0
F ′scl((−α2 − h2L)w)e−
Fsx1+Fss
h ds.
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Using (5.2) and the fact that |1− α| . hε−1, this can be rewritten as
ĝscl = −2ReFs
h
∫ ∞
0
F ′scl((1 + |V˜ |2)h2∂2sw)e−
Fsx1+Fss
h ds
+
2ReFs
h
∫ ∞
0
F ′scl(2(1 + V˜ · h∇′)h∂sw)e−
Fsx1+Fss
h ds
+
2ReFs
h
∫ ∞
0
F ′scl((−1− h2∆′)w)e−
Fsx1+Fss
h ds
+ Cδ
2ReFs
h
∫ ∞
0
F ′scl(E2w)e−
Fsx1+Fss
h ds,
where ∇′ and ∆′ are gradient and Laplacian operators in x′-variable in Rn−1, and
E2 is a semiclassical second-order differential operator in Rn+. We apply integration
by parts twice for the first term on the right hand-side to get
− 2ReFs(ξ)
h
∫ ∞
0
F ′scl((1 + |V˜ |2)h2∂2sw)e−
Fsx1+Fss
h ds
= −2ReFs(ξ)
h
∫ ∞
0
(Fs)
2(1 + |V˜ |2)ŵscle−
Fsx1+Fss
h ds,
with no boundary terms since ReFs > 0 and u is supported away from x1 = 0, and
hence so are both ûscl and v = J
−1
s u. Similarly, for the second term, we get
2ReFs
h
∫ ∞
0
F ′scl(2
(
1 + V˜ · ∇′)h∂sw)e−Fsx1+Fssh ds
=
2ReFs
h
∫ ∞
0
2Fs
(
1 + iV˜ · ξ)ŵscle−
Fsx1+Fss
h ds.
Therefore,
ĝscl = −2ReFs(ξ)
h
∫ ∞
0
(Fs)
2(1 + |V˜ |2)ŵscle−
Fsx1+Fss
h ds
+
2ReFs
h
∫ ∞
0
2Fs
(
1 + iV˜ · ξ)ŵscle−
Fsx1+Fss
h ds
+
2ReFs
h
∫ ∞
0
(−1 + |ξ|2)ŵscle−
Fsx1+Fss
h ds
+ Cδ
2ReFs
h
∫ ∞
0
F ′scl(E2w)e−
Fsx1+Fss
h ds.
Observe that Φ(ξ) is a solution for the equation
(1 + |V˜ |2)X2 − 2(1 + iV˜ · ξ)X + 1− |ξ|2 = 0.
Since |Φ(ξ) − Fs(ξ)| ≤ ǫ, this implies that on supp (̂us)scl (thus also on supp v̂scl)
we have
|(1 + |V˜ |2)(Fs(ξ))2 − 2(1 + iV˜ · ξ)Fs(ξ) + 1− |ξ|2| . ǫ|Fs(ξ)|,
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where the implicit constant depends only on V˜ . Therefore,
ĝscl = ǫ
2ReFs(ξ)
h
∫ ∞
0
Rŵscle
−
Fsx1+Fss
h ds+Cδ
2ReFs
h
∫ ∞
0
F ′scl(E2w)e−
Fsx1+Fss
h ds
for some R(ξ) such that |R(ξ)| . |Fs(ξ)| . 1+ |ξ|. Then, using the same reasonings
as in the proof of (5.4), we show
‖ĝscl‖L2(Rn+) . ǫ‖Rŵscl‖L2(Rn+) + Cδ‖(̂E2w)scl‖L2(Rn+).
Using the semiclassical Plancherel’s theorem, this implies
‖g‖L2(Rn+) . (ǫ + Cδ)‖w‖H2scl(Rn+). (5.8)
Using the expression for L˜ϕ,ε in the statement of Proposition 5.3 together with (5.2)
and the fact that |1− α| . hε−1, we have
‖L˜ϕ,εw‖2L2(Rn+)
&
∥∥(− (1 + |V˜ |2)h2∂21 + 2(1 + V˜ · h∇′)h∂1 − (1 + h2∆′))w∥∥2L2(Rn+)
− C2δ ‖w‖2H2scl(Rn+).
(5.9)
By semiclassical Plancherel’s theorem, the first term on the right hand-side can
expressed as
1
hn−1
∥∥(− (1 + |V˜ |2)h2∂21 + 2(1 + iV˜ · ξ)h∂1 − (1− |ξ|2))ŵscl∥∥2L2(Rn+).
By definition of w, for each x1, supp ŵscl(x1, ·) ⊂ {ξ : Rn−1 : |ξ|2 ≤ ρ2}, where as
before
ρ2 ≤ 1
2
+
|V˜ |2
2(1 + |V˜ |2)
< 1.
Observe that, for each fixed ξ such that ŵscl is non-zero, the operator
Pξ,V˜ = −(1 + |V˜ |2)h2∂21 + 2(1 + iV˜ · ξ)h∂1 − (1− |ξ|2)
is an elliptic semiclassical second-order differential operator in x1-variable with semi-
classical symbol
pξ,V˜ (s) = (1 + |V˜ |2)s2 + 2(1 + iV˜ · ξ)is− (1− |ξ|2),
where s ∈ R is a variable on a semiclassical Fourier transform side in x1-variable.
One can show that the following holds with the implicit constant depending only
on V˜
|pξ,V˜ (s)| & 1 + s2 + |ξ|2, s ∈ R, |ξ|2 ≤ ρ2 < 1, |V˜ · ξ| ≤ δ2. (5.10)
Observe also that, for each x′, u(x1, x
′) is zero for all x1 outside of (t0, t1) ⊂ (0,∞),
for some t0, t1 > 0 depending on U˜
int. In particular, u(·, x′) ∈ H10 ((t0, t1)) and hence
we can extend u(·, x′) to the rest of (−∞, 0) by zero such that u(·, x′) ∈ H1(R)
with suppu(·, x′) ⊂ [t0, t1]. This implies that, for each ξ, ŵscl(·, ξ) ∈ H1(R) with
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supp ŵscl(·, ξ) ⊂ [t0, t1]. Therefore, using the semiclassical Plancherel’s theorem in
x1-variable, the first term on the right hand-side of (5.9) is equal to
1
hn−1
∥∥Pξ,V˜ ŵscl∥∥2L2(Rn+) = 1hn
∫
Rn−1
∫
R
|pξ,V˜ (s)|2|F1scl(ŵscl)(s, ξ)|2 ds dξ,
where F1scl denotes the semiclassical Fourier transform in x1-variable. Applying
(5.10), this gives
‖L˜ϕ,εw‖2L2(Rn+) & ‖w‖
2
H2
scl
(Rn+)
− C2δ ‖w‖2H2
scl
(Rn+)
.
Taking δ > 0 sufficiently small, this implies that
‖v‖2L2(Rn+) = ‖L˜ϕ,εw‖
2
L2(Rn+)
& ‖w‖2H2scl(Rn+).
Combining this with (5.8) and recalling that w = J−1s us, we obtain
‖g‖L2(Rn+) . (ǫ+ Cδ)‖v‖L2(Rn+) =⇒ ‖g‖L2(Rn+) ≤
1
2
‖v‖L2(Rn+),
taking sufficiently small ǫ and δ. Then this clearly implies (5.12).
Using (5.12) and Lemma 5.6 in (5.6) gives
h
ε1/2
‖us‖L2(Rn+) . ‖JsL˜ϕ,εJ−1s us‖H−1scl (Rn+) +
h2
ε1/2
‖u‖L2(Rn+).
Now, applying Lemma 5.5, this implies
h
ε1/2
‖us‖L2(Rn+) . ‖L˜ϕ,εJsJ−1s us‖H−1scl (Rn+) + h‖J
−1
s us‖H1scl(Rn+) +
h2
ε1/2
‖u‖L2(Rn+).
Taking sufficiently small ε and using Lemma 5.4, the second term on the right
hand-side can be absorbed into the left hand side
h
ε1/2
‖us‖L2(Rn+) . ‖L˜ϕ,εus‖H−1scl (Rn+) +
h2
ε1/2
‖u‖L2(Rn+).
The proof of Proposition 5.7 is thus complete.
5.4. The case of large frequency. In this subsection we prove the Carleman
estimate for the large frequency case.
Proposition 5.8. There is δ0 > 0 and there are ρ1, ρ2, δ1, δ2 such that if (5.2)
holds for some δ ≤ δ0, then
h
ε1/2
‖uℓ‖L2(Rn+) . ‖L˜ϕ,εuℓ‖H−1scl (Rn+) +
h2
ε1/2
‖u‖L2(U˜)
for all u ∈ C∞0 (U˜ int).
As in Section 5.3, we consider a function Φ : Rn−1 → C defined as
Φ(ξ) =
1
1 + |V˜ |2
(
1+iV˜ ·ξ+
√
2iV˜ · ξ − |V˜ · ξ|2 + (1 + |V˜ |2)|ξ|2 − |V˜ |2
)
, ξ ∈ Rn−1,
but this time the branch of the square root has non-negative real part.
Observe that Φ is smooth away from the set of those ξ ∈ Rn−1 when
τ(ξ) = 2iV˜ · ξ − |V˜ · ξ|2 + (1 + |V˜ |2)|ξ|2 − |V˜ |2
PARTIAL DATA INVERSE PROBLEMS FOR MAXWELL EQUATIONS 23
is real-valued and non-positive, that is when V˜ · ξ = 0 and |ξ|2 ≤ (1 + |V˜ |2)−1|V˜ |2.
Since (1 + |V˜ |2)−1|V˜ |2 < ρ1, the function (̂uℓ)scl vanishes in the set of such ξ’s.
Therefore, Φ is smooth in supp (̂uℓ)scl.
Since Re
√
τ(ξ) ≥ 0, it is easy to see that ReΦ(ξ) ≥ (1 + |V˜ |2)−1, and hence by
(5.5), |Φ(ξ)| ≥ (1 + |V˜ |2)−1. Therefore, taking constants ρ0, δ0 such that
|V˜ |2
1 + |V˜ |2
< ρ0 < ρ1, 0 < δ0 < δ1,
we can take a smooth function Fℓ such that Fℓ(ξ) = Φ(ξ) for |ξ| ≥ ρ0 or |V˜ · ξ| ≥ δ0
and ReFℓ(ξ), |Fℓ(ξ)| ≥ (1 + |V˜ |2)−1 for all ξ ∈ Rn−1.
For large ξ ∈ Rn−1, one can also see that ReΦ(ξ) & 1 + |ξ| and |Φ(ξ)| . 1 + |ξ|,
where the implicit constant depends only on V˜ . Therefore, according to (5.5), we
have
ReFℓ(ξ), |Fℓ(ξ)| ≈ 1 + |ξ|, ξ ∈ Rn−1.
Thus, we obtain smooth Fℓ : Rn−1 → C that satisfy all the required conditions for
F in Section 5.2. Then by Jℓ, J
∗
ℓ , J
−1
ℓ , J
∗
ℓ
−1 we denote the operators defined as in
Section 5.2 with F replaced by Fℓ.
Using the similar approach as in the proof of (5.6), one can obtain
h
ε1/2
‖uℓ‖L2(Rn+) . ‖L˜ϕ,εJ−1ℓ uℓ‖L2(Rn+) +
h2
ε1/2
‖u‖L2(Rn+). (5.11)
Our next step is to show that
‖v − g‖L2(Rn+) + h‖uℓ‖L2(Rn+) &
1
2
‖v‖L2(Rn+), v = L˜ϕ,εJ−1ℓ uℓ, (5.12)
where g is defined as in Lemma 5.6. Unfortunately, the arguments following (5.6) in
Section 5.3 can not be carried out, since in the case of large frequency the operator
L˜ϕ,ε is not elliptic on suppuℓ.
Consider a cutoff function κ ∈ C∞(Rn−1) such that κ(ξ) = 1 if |ξ|2 ≥ ρ1 or
|V˜ · ξ| ≥ δ1, and κ(ξ) = 0 if |ξ|2 ≤ ρ0 or |V˜ · ξ| ≤ δ0. Then define
Gs(ξ) = (1− κ(ξ))Fℓ(ξ)
and
Gf±(ξ) = κ(ξ)
α+ i〈βf , ξ〉g˜0 ±
√
τf (x1, x′, ξ)
1 + |γf |2 +Gs(ξ),
where the branch of the square root has non-negative real part and
τf (ξ) = 2iα〈βf , ξ〉g˜0 − 〈βf , ξ〉2g˜0 + (1 + |γf |2)g˜ı0 ξıξ − |γf |2α2.
Observe that Gf± are smooth away from the set of those ξ ∈ Rn−1 when τf (ξ) is
real-valued and non-positive, that is when 〈βf , ξ〉g˜0 = 0 and
g˜ı0 ξıξ ≤
|γf |2α2
1 + |γf |2 .
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According to (5.2),
g˜ı0 ξıξ ≥ (1− Cδ)|ξ|2,
where Cδ → 0 as δ → 0. On suppκ, we have |ξ|2 ≥ ρ0 > (1 + |V˜ |2)−1|V˜ |2 and
hence, taking small enough δ, we get
g˜ı0 ξıξ >
|V˜ |2
1 + |V˜ |2
, ξ ∈ suppκ.
Since |α− 1| . hε−1, using (5.2) and taking small enough δ and h, this implies that
g˜ı0 ξıξ >
|γf |2α2
1 + |γf |2 , ξ ∈ suppκ.
Therefore, Gf± are smooth in suppκ. It is not difficult to check that G
f
± are symbols.
Now, let Ta denote the operator which corresponds to the symbol a. Then
(h∂1−TGf+)(1 + |γf |
2)(h∂1 − TGf−)
= (1 + |γf |2)h2∂21 − 2(α+ 〈βf , h∇g˜0 · 〉g˜0 )h∂1Tκ + (α2 + h2L)Tκ2
− 2(1 + |γf |2)TGs + (1 + |γf |2)(TGf+TGs + TGf−TGs + TGsTGs) + hE1,
where E1(x1, ·), for each x1, is a first-order semiclassical pseudodifferential operator
on Rn−1 with bounds being uniform in x1.
Write w = J−1ℓ uℓ. Then Tκw = w, Tκ2w = w and TGsw = 0 since κ = 1 on
supp(1− ρ). Therefore,
(h∂1−TGf+)(1 + |γf |
2)(h∂1 − TGf−)w
= (1 + |γf |2)h2∂21w − 2(α+ 〈βf , h∇g˜0 · 〉g˜0 )h∂1w + (α2 + h2L)w + hE1w.
This can be rewritten as
(h∂1 − TGf+)(1 + |γf |
2)(h∂1 − TGf−)w = L˜ϕ,εw + hE1w,
where E1 is modified but with the same properties as before.
Recall that v = L˜ϕ,εw. Then, writing b = (1 + |γf |2)(h∂1 − TGf−)w,
ĝscl =
2ReFℓ
h
∫ ∞
0
F ′scl(L˜ϕ,εw)e−
Fℓx1+Fℓs
h ds
=
2ReFℓ
h
∫ ∞
0
F ′scl((h∂1 − TGf+)b)e
−
Fℓx1+Fℓs
h ds
− 2ReFℓ
h
∫ ∞
0
F ′scl(hE1w)e−
Fℓx1+Fℓs
h ds.
Recall that u is supported away from x1 = 0, and hence so are w and b. Therefore,
integrating by parts, we obtain
ĝscl =
2ReFℓ
h
∫ ∞
0
F ′scl((TFℓ − TGf+)b)e
−
Fℓx1+Fℓs
h ds
− 2ReFℓ
h
∫ ∞
0
F ′scl(hE1w)e−
Fℓx1+Fℓs
h ds.
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Using (5.4) for each term on the right hand side, we come to
‖g‖L2(Rn+) ≤ ‖(TFℓ − TGf+)b‖L2(Rn+) + h‖E1w‖L2(Rn+).
To find an appropriate estimate for ‖(TFℓ − TGf+)b‖L2(Rn+), consider the symbol of
TFℓ − TGf+ on suppκ. Since Fℓ = Φ on suppκ,
κ−1(Fℓ−Gf+) =
(
1 + iV˜ · ξ
1 + |V˜ |2
− α+ i〈βf , ξ〉g˜0
1 + |γf |2
)
+
( √
τ(ξ)
1 + |V˜ |2
−
√
τf (ξ)
1 + |γf |2
)
= I + II.
These two terms can be rewritten as
I =
(1 + iV˜ · ξ)(|γf |2 − |V˜ |2)−
(
(1 − α) + i(V˜ · ξ − 〈βf , ξ〉g˜0 )
)
(1 + |V˜ |2)
(1 + |γf |2)
and
II =
(1 + |V˜ |2)2(τ − τf ) +
(
(1 + |γf |2)2 − (1 + |V˜ |2)2
)
τ
(1 + |γf |2)
(
(1 + |γf |2)
√
τ + (1 + |V˜ |2)√τf
) .
Each of these terms are first-order symbols multiplied by functions bounded by
. Cδ. Therefore, we obtain
‖(TFℓ − TGf+)b‖L2(Rn+) . Cδ‖b‖H1scl(Rn+),
and hence
‖g‖L2(Rn+) . Cδ‖b‖H1scl(Rn+) + h‖w‖H1scl(Rn+).
Since (h∂1 − TGf+)b = L˜ϕ,εw + hE1w and J
∗
ℓ = −h∂1 + TFℓ ,
‖b‖H1scl(Rn+) ≈ ‖J
∗
ℓ b‖L2(Rn+)
. ‖(TFℓ − TGf+)b‖L2(Rn+) + ‖(h∂1 − TGf+)b‖L2(Rn+)
. Cδ‖b‖H1scl(Rn+) + ‖L˜ϕ,εw‖L2(Rn+) + h‖w‖H1scl(Rn+),
where we have used the second part of Lemma 5.4. Taking δ sufficiently small, we
ensure that Cδ is small enough, and hence the first term on the last line can be
absorbed to the left side to get
‖b‖H1scl(Rn+) . ‖L˜ϕ,εw‖L2(Rn+) + h‖w‖H1scl(Rn+).
Therefore, since w = J−1ℓ uℓ, using Lemma 5.4, we come to
‖g‖L2(Rn+) . Cδ‖L˜ϕ,εw‖L2(Rn+) + h‖w‖H1scl(Rn+)
. Cδ‖L˜ϕ,εw‖L2(Rn+) + h‖J−1ℓ uℓ‖H1scl(Rn+)
. Cδ‖L˜ϕ,εw‖L2(Rn+) + h‖uℓ‖L2(Rn+).
Then for small enough δ, we have
‖g‖L2(Rn+) .
1
2
‖v‖L2(Rn) + h‖uℓ‖L2(Rn+).
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This clearly implies (5.12). Combining (5.12) with (5.11), and using Lemma 5.6,
we obtain
h
ε1/2
‖uℓ‖L2(Rn+) . ‖JℓL˜ϕ,εJ−1ℓ uℓ‖H−1scl (Rn+) + h‖uℓ‖L2(Rn+) +
h2
ε1/2
‖u‖L2(Rn+).
Using the second part of Lemma 5.5, this implies
h
ε1/2
‖uℓ‖L2(Rn+) . ‖L˜ϕ,εJℓJ−1ℓ uℓ‖H−1scl (Rn+) + h‖J
−1
ℓ uℓ‖H1scl(Rn)
+ h‖uℓ‖L2(Rn+) +
h2
ε1/2
‖u‖L2(Rn+).
Applying Lemma 5.4 and taking sufficiently small ε, the second and third terms on
the right hand-side can be absorbed to the left, finishing the proof of Proposition 5.8.
5.5. Proof of Proposition 5.1. Using Proposition 5.7 and Proposition 5.8 to-
gether with u = us + uℓ, we get
h
ε1/2
‖u‖L2(Rn+) . ‖L˜ϕ,εus‖H−1scl (Rn+) + ‖L˜ϕ,εuℓ‖H−1scl (Rn+) +
h2
ε1/2
‖u‖L2(U˜).
Taking ε sufficiently small, the last term on the right hand-side can be absorbed
into the left hand-side and give
h
ε1/2
‖u‖L2(U˜) . ‖L˜ϕ,εus‖H−1scl (Rn+) + ‖L˜ϕ,εuℓ‖H−1scl (Rn+).
Observe that (1 + |γf |2) > 1 + |V˜ |2 − Cδ for small δ. This implies that
h
ε1/2
‖u‖L2(U˜) . ‖(1 + |γf |2)−1L˜ϕ,εus‖H−1scl (Rn+) + ‖(1 + |γf |
2)−1L˜ϕ,εuℓ‖H−1scl (Rn+).
Recall that us = Pu, where P is a zeroth-order semiclassical pseudodifferential
operator on Rn−1 with symbol ρ. Since P commutes with ∂1 and since the coefficient
of h2∂21 term in (1 + |γf |2)−1L˜ϕ,ε is 1, we obtain
‖(1 + |γf |2)−1L˜ϕ,εus‖H−1scl (Rn+)
= ‖(1 + |γf |2)−1L˜ϕ,εPu‖H−1scl (Rn+)
. ‖P (1 + |γf |2)−1L˜ϕ,εu‖H−1scl (Rn+) + h‖hE0∂1u+ E1u‖H−1scl (Rn+),
where E0(x1, ·) and E1(x1, ·), for each fixed x1 ∈ (0,∞), are semiclassical pseudodif-
ferential operators on Rn−1 of order 0 and 1, respectively. Applying Proposition B.1
for each term on the right hand-side, we get
‖(1 + |γf |2)−1L˜ϕ,εus‖H−1scl (Rn+) . ‖L˜ϕ,εu‖H−1scl (Rn+) + h‖u‖L2(Rn+).
In a similar way we can obtain the estimate
‖(1 + |γf |2)−1L˜ϕ,εuℓ‖H−1scl (Rn+) . ‖L˜ϕ,εu‖H−1scl (Rn+) + h‖u‖L2(Rn+),
and hence
h
ε1/2
‖u‖L2(U˜) . ‖L˜ϕ,εu‖H−1scl (Rn+) + h‖u‖L2(Rn+).
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Taking sufficiently small ε the last term can be absorbed into the left hand-side,
giving us
h
ε1/2
‖u‖L2(U˜) . ‖L˜ϕ,εu‖H−1scl (Rn+).
Making the change of the variables back to the original one, we finish the proof of
Proposition 5.1.
6. Carleman estimates acting on 1-forms
In this section we prove a global Carleman estimate for 1-forms. Roughly speaking,
for the proof we use partition of unity to glue the local Carleman estimate for
functions proved in the previous section. We make the same assumptions on (M, g)
as in Section 5.
In what follows we use the semiclassical Sobolev norms of differential forms. One
can defined those norms, for example, as
‖η‖H1sclΩm(M) = ‖η‖L2Ωm(M) +
∑
α
n∑
j=1
‖h∇eαj (φαη)‖L2Ωm(M∩Uα), η ∈ H1Ωm(M),
‖ζ‖H−1scl Ωm(M) = sup
{ 〈ζ, w〉M
‖w‖H1sclΩm(M)
: w ∈ H10Ωm(M), w 6= 0
}
, ζ ∈ H−1Ωm(M),
where 〈·, ·〉M denotes the distributional duality on M , {Uα}α is an open cover of M
and {φα}α is a subordinate partition of unit, and {eα1 , . . . , eαn} is a local orthonormal
frame on TUα.
Recall that for the limiting Carleman weight ϕ(x) = ±x1, we use the notation Γ+,ϕ
to denote a neighborhood of ∂M+,ϕ in ∂M mentioned in Theorem 1.1.
Theorem 6.1. Let (M, g) be as described above and let ϕ be the limiting Carleman
weight ϕ(x) = ±x1. Suppose that M1 is a smooth compact manifold with boundary
such that M ⊂M1 and ∂M ∩∂M1 = Γc+,ϕ, where Γ+,ϕ is a neighborhood of ∂M+,ϕ.
Then there is 0 < ε0 ≪ 1 such that for 0 < h≪ ε < ε0 we have
h
ε1/2
‖u‖L2Ω1(M) . ‖h2eϕε/h(−∆)(e−ϕε/hu)‖H−1scl Ω1(M1), u ∈ C
∞
0 Ω
1(M int).
Let us first prove the following important consequence of Theorem 6.1 when the
Hodge-Laplacian is perturbed by a first-ordered linear differential operator.
Corollary 6.2. Let (M, g) be as described above and let ϕ be the limiting Carleman
weight ϕ(x) = ±x1. Suppose that M1 is a smooth compact manifold with boundary
such that M ⊂M1 and ∂M ∩∂M1 = Γc+,ϕ, where Γ+,ϕ is a neighborhood of ∂M+,ϕ.
Assume thatW : H1Ω1(M1)→ L2Ω1(M1) is a first-order linear differential operator
whose purely first-order part has C1 coefficients and zeroth-order linear part has
continuous coefficients. Then there is 0 < h0 ≪ 1 such that for 0 < h ≤ h0 we have
h‖u‖L2Ω1(M) . ‖h2eϕ/h(−∆+W )(e−ϕ/hu)‖H−1scl Ω1(M1), u ∈ C
∞
0 Ω
1(M int).
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Proof. Note that
h2eϕε/h(−∆+W )(e−ϕε/hu) = h2eϕε/h(−∆)(e−ϕε/hu) + hWεu+ h2Qu,
where Wε : H
1Ω1(M1)→ L2Ω1(M1) is a semiclassical first-order linear differential
operator and Q : L2Ω1(M1)→ L2Ω1(M1) is a zeroth-order linear differential oper-
ator whose coefficients are uniformly bounded with respect to h and ε. Therefore,
by Theorem 6.1
h
ε1/2
‖u‖L2Ω1(M) . ‖h2eϕε/h(−∆+W )(e−ϕε/hu)‖H−1scl (M1) + h‖u‖L2Ω1(M1)
for all u ∈ C∞0 Ω1(M int). Taking ε > 0 sufficiently small, the last term can be
absorbed into the left side, and give
h
ε1/2
‖u‖L2Ω1(M) . ‖h2eϕε/h(−∆+W )(e−ϕε/hu)‖H−1scl (M1)
for all u ∈ C∞0 Ω1(M int). Since ehϕ
2/2ε is smooth and bounded on M , we come to
the desired estimate completing the proof. 
To prove Theorem 6.1, we need the following two local Carleman estimates for the
Hodge-Laplacian ∆ acting on 1-forms. These are obtained from local Carleman esti-
mates for the Laplace-Beltrami operator ∆g (acting on functions) in Proposition 5.1
by observing that, locally, the principal part of ∆ is ∆g.
Proposition 6.3. For p ∈ Γc+, let U be a sufficiently small neighborhood of p in
R ×M0 such that M ∩ U has a smooth boundary. Suppose that there is a smooth
f : M0 → R such that M ∩ U lies in the set Af := {x1 ≥ f(x′)}, and Γc+ ∩ U ⊂
{x1 = f(x′)}. Suppose that there is a choice of local coordinates on π(U) such that
there are a constant δ > 0 and a constant vector field K on π(M ∩ U) for which
|g0 − Id | ≤ δ, |∇g0f −K|g0 ≤ δ
on π(M ∩ U). Then there is 0 < ε0 ≪ 1 such that for 0 < h≪ ε < ε0 we have
h
ε1/2
‖u‖L2Ω1(M∩U) . ‖h2eϕε/h(−∆)(e−ϕε/hu)‖H−1
scl
Ω1(Af )
, u ∈ C∞0 Ω1(M int∩U).
Proof. If we denote by x′ the above mentioned local coordinates in π(U), then x =
(x1, . . . , xn) = (x1, x
′) will be local coordinates in U . Suppose that the expression
of u ∈ C∞0 Ω1(M int ∩ U) in these local coordinates is u = uj(x) dxj . Then we have
(∆u)j(x) dx
j = (∆guj)(x) dx
j + (Eu)j(x) dx
j ,
where E is a first-order linear differential operator with smooth coefficients; see [30,
page 183]. This allows us to write
h2eϕε/h
(−∆(e−ϕε/hu))j(x) dxj = (Lϕ,εuj)(x) dxj + h(Eεu)j(x) dxj ,
where Eε is a semiclassical first-order linear differential operator with smooth coef-
ficients uniformly bounded by . (1 + h/2ε). Therefore,
‖h2eϕε/h∆(e−ϕε/hu)‖H−1scl Ω1(Af ) &
n∑
j=1
‖Lϕ,εuj‖H−1scl (Af ) − h‖Eεu‖H−1scl Ω1(Af ).
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Using Proposition 5.1, this implies
‖h2eϕε/h∆(e−ϕε/hu)‖H−1scl Ω1(Af ) &
n∑
j=1
h
ε1/2
‖uj‖L2(M∩U) − h(1 +
h
2ε
)‖u‖L2Ω1(Af )
&
h
ε1/2
‖u‖L2Ω1(M∩U) − h(1 +
h
2ε
)‖u‖L2Ω1(M∩U).
Taking sufficiently small ε > 0, we can finish the proof as in Proposition 6.3. 
Proposition 6.4. Let U be sufficiently small open set in R ×M0. Then there is
0 < ε0 ≪ 1 such that for 0 < h≪ ε < ε0 we have
h
ε1/2
‖u‖L2Ω1(U) . ‖h2eϕε/h(−∆)(e−ϕε/hu)‖H−1scl Ω1(U), u ∈ C
∞
0 Ω
1(U).
Proof. The proof is the same as in the previous proposition, except instead of Propo-
sition 5.1 one needs to use the estimate (4.7) in [13, Section 4]. 
Now we are ready to prove Theorem 6.1 by gluing the local Carleman estimates in
Proposition 6.3 and Proposition 6.4 via partition of unity.
Proof of Theorem 6.1. Let U1, . . . , Um be finite cover of M such that each M ∩ Uj
has smooth boundary. Suppose that each Γc+,ϕ∩Uj is either empty (in this case we
assume that such Uj is sufficiently small) or represented as a graph of the form x1 =
fj(x
′), for some smooth fj :M0 → R, withM∩Uj ⊂ Afj = {x1 ≥ fj(x′)} and there
is a choice of coordinates in π(Uj) such that |g0 − Id | ≤ δj and |∇g0f −Kj|g0 ≤ δj
for some constant δj > 0 and for some constant vector field Kj on π(M ∩ Uj).
Consider the partition of unity χ1, . . . , χm subordinate to U1, . . . , Um. For u ∈
C∞0 Ω
1(M int) define u˜j = χju ∈ C∞0 Ω1(M int ∩ Uj). If Γc+,ϕ ∩ Uj 6= ∅, by Proposi-
tion 6.3
h
ε1/2
‖u˜j‖L2Ω1(M∩Uj) . ‖h2eϕε/h(−∆)(e−ϕε/hu˜j)‖H−1scl Ω1(Afj ).
Otherwise, by Proposition 6.4
h
ε1/2
‖u˜j‖L2Ω1(M∩Uj) . ‖h2eϕε/h(−∆)(e−ϕε/hu˜j)‖H−1scl Ω1(M∩Uj).
Suppose that Γc+,ϕ ∩ Uj 6= ∅. Since ∂M1 ∩ ∂M = Γc+,ϕ and since ∂νϕ < 0 on Γc+,ϕ,
∂M1 must be represented as a graph of the form x1 = fj(x
′) near Γc+,ϕ, for some
smooth fj : M0 → R as above. Therefore, we can assume that each Afj coincides
with M1 near each Uj. Then there is φj ∈ C∞0 (R ×M0) such that φj ≡ 1 on Uj
and φj ≡ 0 on the complements of Afj and M int1 . Multiplication by this function is
a bounded map from H10Ω
1(Afj ) to H
1
0Ω
1(M1) and vice versa. This implies that
‖w‖H−1scl Ω1(M1) ≈ ‖w‖H−1scl Ω1(Afj ), w ∈ C
∞
0 Ω
1(M int ∩ Uj).
Therefore, for the case Γc+,ϕ ∩ Uj 6= ∅ we have
h
ε1/2
‖u˜j‖L2Ω1(M∩Uj) . ‖h2eϕε/h(−∆)(e−ϕε/hu˜j)‖H−1scl Ω1(M1). (6.1)
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Now suppose that Γc+,ϕ ∩ Uj = ∅. We can assume that Uj ⊂ M1. Therefore, for
the case Γc+,ϕ ∩ Uj = ∅ we have
h
ε1/2
‖u˜j‖L2Ω1(M∩Uj) . ‖h2eϕε/h(−∆)(e−ϕε/hu˜j)‖H−1scl Ω1(M1). (6.2)
Gluing the estimates of the form (6.1) and (6.2) together, we finish the proof. 
We finish this section with the following solvability results.
Proposition 6.5. Let (M, g) be as described above and let ϕ be the limiting Car-
leman weight ϕ(x) = ±x1. Suppose that M1 is a smooth compact manifold with
boundary such that M ⊂M1 and ∂M ∩ ∂M1 = Γc+,ϕ, where Γ+,ϕ is a neighborhood
of ∂M+,ϕ. Assume that W : H
1Ω1(M1) → L2Ω1(M1) is a first-order linear dif-
ferential operator whose purely first-order part has C1 coefficients and zeroth-order
linear part has continuous coefficients. Then there is 0 < h0 ≪ 1 such that for
0 < h ≤ h0 and for given v ∈ L2Ω1(M) there is u ∈ H1∆Ω1(M) satisfying
h2eϕ/h(−∆+W )(e−ϕ/hu) = v in M, u|Γc+,ϕ = 0
and
‖u‖H1sclΩ1(M) .
1
h
‖v‖L2Ω1(M).
Proof. Define a linear functional L on(
h2e−ϕ/h(−∆+W )eϕ/h)∗C∞0 Ω1(M int) ⊂ H−1Ω1(M1)
by
L
(
(h2e−ϕ/h(−∆+W )eϕ/h)∗w) = (v|w)L2Ω1(M), w ∈ C∞0 Ω1(M int).
Then we have∣∣∣L((h2e−ϕ/h(−∆+W )eϕ/h)∗w)∣∣∣ ≤ ‖v‖L2Ω1(M)‖w‖L2Ω1(M)
.
1
h
‖v‖L2Ω1(M)‖(h2e−ϕ/h(−∆+W )eϕ/h)∗w‖H−1scl Ω1(M1),
where in the last step we have used the Carleman estimate in Corollary 6.2. By
the Hahn-Banach theorem, we may extend L to a linear continuous functional L˜
on H−1Ω1(M1). By the Riesz representation theorem, there exists u ∈ H10Ω1(M1)
such that
L˜(f) = (u|f)L2Ω1(M), f ∈ L2Ω1(M).
In particular,
(u|(h2e−ϕ/h(−∆+W )eϕ/h)∗w)L2Ω1(M) = L˜
(
(h2e−ϕ/h(−∆+W )eϕ/h)∗w)
= (v|w)L2(M),
(6.3)
for all w ∈ C∞0 Ω1(M int). Therefore, we obtain h2e−ϕ/h(−∆+W )eϕ/hu = v and
‖u‖H1sclΩ1(M1) .
1
h
‖v‖L2Ω1(M).
Finally, u ∈ H10Ω1(M1) implies that u|Γc+,ϕ = 0. 
The following is a consequence of [16, Proposition 4.1].
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Proposition 6.6. Let ϕ be the limiting Carleman weight ϕ(x) = ±x1. There is a
small 0 < h0 ≪ 1 such that for all 0 < h≪ h0 and for every f ∈ L2(M), there is a
unique u ∈ H2(M) solving
eϕ/h(−∆g)e−ϕ/hu = f
and satisfying the estimate ‖u‖L2(M) . h‖f‖L2(M).
7. Complex geometrical optics solutions
In this section, combining the ideas of [7, 17] and [28], we give the construction
of the complex geometrical optics solutions for the system to which the Maxwell
equations were reduced in Section 4 and then relate these solutions to the Maxwell
equations. More precisely, we construct complex geometrical optics solutions for
the system
Lε,µE = 0, δ(εE) = 0, E|Γc+,ϕ = 0,
where ϕ is the limiting Carleman weight ϕ(x) = ±x1. Then using Proposition 4.2,
we obtain the appropriate solutions for the Maxwell equations.
Let (M, g) be a 3-dimensional admissible manifold. Throughout the section, we
assume that M ⊂ R×M int0 and that the metric has the form g = e ⊕ g0, where e
is Euclidean metric on R and (M0, g0) is a simple 2-dimensional manifold.
The solutions that we want to construct are of the form
E = e−(ϕ+iψ)/h(A+R− e−ρ/hB), (7.1)
where ψ is a certain real-valued phase to be chosen, A ∈ C2Ω1(M) is specific and
concentrated near geodesics on the transversal simple manifold (M0, g0), ρ ∈ C2(M)
with Re ρ ≈ dist(·,Γc+,ϕ) in a neighborhood of Γc+,ϕ, B ∈ C2Ω1(M) supported near
Γc+,ϕ and satisfy B|Γc+,ϕ = A|Γc+,ϕ , and R ∈ H1∆Ω1(M) is the correction term.
Suppose that E is of the form (7.1). Writing ζ = ϕ+ iψ + ρ we can write E as
E = e−(ϕ+iψ)/h(A+R)− e−ζ/hB.
Then the equation Lε,µE = 0 is equivalent to
e(ϕ+iψ)/hh2Lε,µe−(ϕ+iψ)/hR = F1 + F2,
where F1 := −e(ϕ+iψ)/hh2Lε,µe−(ϕ+iψ)/hA and F2 := e(ϕ+iψ)/hh2Lε,µe−ζ/hB.
To choose ψ, recall that the transversal manifold (M0, g0) is assumed to be simple.
Choose another simple manifold (M˜0, g0) such thatM0 ⊂⊂ M˜0 and choose p ∈ M˜0\
M0. Simplicity of (M˜0, g0) implies that there are globally defined polar coordinates
(r, θ) centered at p. In these coordinates, the metric g has the form
g = e⊕
(
1 0
0 m(r, θ)
)
, (7.2)
where m is a smooth positive function. Then following [13, Section 5.1], we take
ψ(x) = r. In these coordinates it is not difficult to show that
〈d(ϕ+ iψ), d(ϕ+ iψ)〉g = 0.
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Here the Riemannian inner product 〈·, ·〉g was extended as a complex bilinear form
acting on complex valued 1-forms.
7.1. Transport equation. Using [16, Lemma 6.2], one can show that
F1 = −e(ϕ+iψ)/hh2Lε,µe−(ϕ+iψ)/hA
= −〈d(ϕ+ iψ), d(ϕ+ iψ)〉gA
+ h
(
2∇∇(ϕ+iψ)A+∆g(ϕ+ iψ)A+ (id log εA)d(ϕ+ iψ)− (id logµd(ϕ + iψ))A
)
+ h2Lε,µA
= h
(
2∇∇(ϕ+iψ)A+∆g(ϕ+ iψ)A+ (id log εA)d(ϕ + iψ)− (id logµd(ϕ+ iψ))A
)
+ h2Lε,µA.
In order to get ‖F1‖L2Ω1(M) . h2, we should construct A satisfying the following
transport equation
2∇∇(ϕ+iψ)A+∆g(ϕ+ iψ)A+(id log εA)d(ϕ+ iψ)− (id logµd(ϕ+ iψ))A = 0. (7.3)
Consider the operators
∂ =
1
2
(
∂1 − i∂r
)
, ∂ =
1
2
(
∂1 + i∂r
)
.
Proposition 7.1. Let ϕ be the limiting Carleman weight ϕ(x) = ±x1 and let ψ
be the phase function ψ(x) = r. For any b ∈ C∞(S1) and arbitrary λ, s0 ∈ R,
transport equation (7.3) has a solution in C2Ω1(M) of the following form:
(a) if ϕ(x) = x1, then
A = eiλ(x1+ir)b(θ)µ1/2
{|g|−1/4ε−1/2ΨeiΦ(dx1 − idr) + s0|g|1/4 dθ},
where Φ,Ψ ∈ C2(M) are solutions for
2∂Φ = ∂r log ε, 4∂Ψ = −s0|g|−1/2ε1/2e−iΦ∂θ log ε in M.
(b) if ϕ(x) = x1, then
A = eiλ(x1+ir)b(θ)µ1/2
{|g|−1/4ε−1/2Ψ(dx1 + idr) + s0|g|1/4 dθ},
where Ψ ∈ C2(M) is a solution for
4∂Ψ = −s0|g|−1/2ε1/2∂θ log ε in M.
(c) if ϕ(x) = −x1, then
A = eiλ(x1−ir)b(θ)µ1/2
{|g|−1/4ε−1/2ΨeiΦ(dx1 + idr) + s0|g|1/4 dθ},
where Φ,Ψ ∈ C2(M) are solutions for
2∂Φ = −∂r log ε, 4∂Ψ = −s0|g|−1/2ε1/2e−iΦ∂θ log ε in M.
(d) if ϕ(x) = −x1, then
A = eiλ(x1−ir)b(θ)µ1/2
{|g|−1/4ε−1/2Ψ(dx1 − idr) + s0|g|1/4 dθ},
where Ψ ∈ C2(M) is a solution for
4∂Ψ = −s0|g|−1/2ε1/2∂θ log ε in M.
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Here and in what follows, we take the principal branch of the square root.
Proof. We first give the proof for parts (a) and (b), i.e. for the case ϕ(x) = x1.
Then the transport equation can be rewritten as
2∇∇(x1+ir)A+∆g(x1+ ir)A+(id log εA)d(x1+ ir)− (id logµd(x1+ ir))A = 0. (7.4)
Since the metric g has the form (7.2), one can show that
∇(x1 + ir) = 2∂, ∆g(x1 + ir) = ∂ log |g|
and
∇∂1 dx1 = ∇∂1 dr = ∇∂r dx1 = ∇∂r dr = 0, ∇∂r dθ = i(∂ log |g|) dθ.
Then looking for an ansatz of the form A = A1 dx1 +Ar dr +Aθ dθ, we compute
2∇∇(x1+ir)A = (4∂A1) dx1 + (4∂Ar) dr + (4∂Aθ − 2(∂ log |g|)Aθ) dθ,
(∆g(x1 + ir))A = (∂ log |g|)(A1 dx1 +Ar dr +Aθ dθ),
(id log εA)d(x1 + ir) =
(
(∂1 log ε)A1 + (∂r log ε)Ar + |g|−1(∂θ log ε)Aθ
)
(dx1 + idr),
(id logµd(x1 + ir))A = (∂1 logµ+ i∂r logµ)(A1 dx1 +Ar dr +Aθ dθ).
Substituting these expressions in (7.4), the transport equation becomes
0 =
{
4∂A1 + (∂ log |g|)A1 + (∂1 log ε− ∂1 logµ− i∂r logµ)A1
+ (∂r log ε)Ar + |g|−1(∂θ log ε)Aθ
}
dx1
+
{
4∂Ar + (∂ log |g|)Ar + (i∂r log ε− ∂1 logµ− i∂r logµ)Ar
+ i(∂1 log ε)A1 + i|g|−1(∂θ log ε)Aθ
}
dr
+
{
4∂Aθ − (∂ log |g|)Aθ − (∂1 logµ)Aθ − i(∂r logµ)Aθ
}
dθ.
Multiplying the above equation by |g|1/4 and setting a1 = |g|1/4A1, ar = |g|1/4Ar
and aθ = |g|−1/4Aθ, we obtain
0 =
{
4∂a1 + (∂1 log ε− ∂1 logµ− i∂r logµ)a1
+ (∂r log ε)ar + |g|−1/2(∂θ log ε)aθ
}
dx1
+
{
4∂ar + (i∂r log ε− ∂1 logµ− i∂r logµ)ar
+ i(∂1 log ε)a1 + i|g|−1/2(∂θ log ε)aθ
}
dr
+
{
4∂aθ − (∂1 logµ+ i∂r logµ)aθ
}
dθ.
(7.5)
To solve this equation we take
a1 = e
iλ(x1+ir)b(θ)µ1/2ε−1/2ΨeiΦ, ar = −ia1, aθ = eiλ(x1+ir)b(θ)µ1/2s0,
where λ ∈ R, b ∈ C∞(S1) and Φ,Ψ are solutions for 2∂Φ = ∂r log ε and 4∂Ψ =
−s0|g|−1/2ε1/2e−iΦ∂θ log ε. Then Φ,Ψ are in C2(M) since ∂r log ε ∈ C2(M). It is
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easy to check directly that such chosen a1 and ar satisfy the equation (7.5), proving
part (a).
To prove part (b), we make the choice
a1 = e
iλ(x1+ir)b(θ)ε−1/2µ1/2Ψ, ar = ia1, aθ = e
iλ(x1+ir)b(θ)µ1/2s0,
where λ ∈ R, b ∈ C∞(S1) and Ψ ∈ C2(M) solves 4∂Ψ = −s0|g|−1/2ε1/2∂θ log ε.
Part (c) can be treated in the following way. According to part (a), there is a
solution A for
2∇∇(x1+ir)A+∆g(x1 + ir)A + (id log ε)d(x1 + ir)− (id logµd(x1 + ir))A = 0 (7.6)
of the form
A = ei(−λ)(x1+ir)(−b(θ))µ1/2{|g|−1/4ε−1/2Ψei(−Φ)(−dx1 + idr) + s0|g|1/4 dθ},
where (−Φ),Ψ ∈ C2(M) are solutions for
2∂(−Φ) = ∂r log ε, 4∂(Ψ) = −s0|g|−1/2ε1/2∂θ log ε.
Since (7.6) is linear in A and linear in x1 + ir, taking its complex conjugate, one
can show that
A = eiλ(x1−ir)b(θ)µ1/2
{|g|−1/4ε−1/2ΨeiΦ(dx1 + idr) + s0|g|1/4 dθ}
solves (7.3) with ϕ(x) = −x1 and ψ(x) = r, and Φ,Ψ ∈ C2(M) are solutions for
2∂Φ = −∂r log ε and 4∂Ψ = −s0|g|−1/2ε1/2∂θ log ε.
Finally, one can prove part (d) following the similar reasonings as in the proof of
part (c). 
7.2. Approximate solutions for eikonal and transport equations. One can
also show that
F2 = e
(ϕ+iψ)/hh2Lε,µe−ζ/hB
= e(ϕ+iψ)/he−ζ/h〈dζ, dζ〉gB
− he(ϕ+iψ)/he−ζ/h(2∇∇ζB + (∆gζ)B + (id log εB)dζ − (id logµdζ)B)
− h2e(ϕ+iψ)/he−ζ/hLε,µB.
In order to get ‖F2‖L2Ω1(M) . h2, we want to construct ζ and B satisfying
|e(ϕ+iψ)/he−ζ/h〈dζ, dζ〉g | . h2 (7.7)
and∣∣∣e(ϕ+iψ)/he−ζ/h(2∇∇ζB + (∆gζ)B + (id log εB)dζ − (id logµdζ)B)∣∣∣ . h, (7.8)
respectively.
Proposition 7.2. There is ζ ∈ C2(M) satisfying (7.7) such that Re ζ − ϕ ≈
dist(·,Γc+,ϕ) in a neighborhood of Γc+,ϕ.
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Proof. Let (x, y) = (x1, x2, y) be the boundary normal coordinates near Γc+,ϕ such
that {y < 0} ⊂ M int. In these coordinates, {y = 0} corresponds to ∂M , ν = ∂y
and the metric has the form
g = gαβ dx
α ⊗ dxβ + dy ⊗ dy.
Here and in what follows, we use the convention that Greek indices run from 1 to 2.
Note also that x = (x1, x2) is a local coordinate on Γc+,ϕ and that |y| ≈ dist(·,Γc+,ϕ)
near Γc+,ϕ.
To construct a desired function ζ, we require
ζ|Γc+,ϕ = (ϕ+ iψ)|Γc+,ϕ .
In order to ensure that ζ will be different from ϕ+ iψ, we also require
∂νζ|Γc+,ϕ = −∂ν(ϕ+ iψ)|Γc+,ϕ .
We will look for ζ in the form
ζ(x, y) =
4∑
j=0
ζj(x)y
j .
Boundary conditions determine ζ0 and ζ1:
ζ0 = (ϕ+ iψ)|Γc+,ϕ , ζ1 = −∂ν(ϕ+ iψ)|Γc+,ϕ .
Then
dζ =
( 4∑
j=0
∂αζj(x)y
j
)
dxα +
( 4∑
j=0
jζj(x)y
j−1
)
dy,
and hence
〈dζ, dζ〉g = (gαβ∂αζ0∂βζ0 + ζ21 )
+ y(2gαβ∂αζ0∂βζ1 + 4ζ1ζ2)
+ y2(2gαβ∂αζ0∂βζ2 + 2g
αβ∂αζ1∂βζ1 + 4ζ
2
2 + 6ζ1ζ3)
+ y3(2gαβ∂αζ0∂βζ3 + 2g
αβ∂αζ1∂βζ2 + 12ζ2ζ3 + 8ζ1ζ4)
+ y4r(ζ, y),
where r is uniformly bounded in ζ and y, for sufficiently small |y| > 0. First, we
show that
|〈dζ, dζ〉g | . dist(·,Γc+,ϕ)4 (7.9)
near Γc+,ϕ. Since |y| ≈ dist(·,Γc+,ϕ) near Γc+,ϕ, this is equivalent to showing that
|〈dζ, dζ〉g | . |y|4.
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To ensure this, we would like ζ0, ζ1, ζ2, ζ3 and ζ4 to satisfy the following equations
gαβ∂αζ0∂βζ0 + ζ
2
1 = 0, (7.10)
2gαβ∂αζ0∂βζ1 + 4ζ1ζ2 = 0, (7.11)
2gαβ∂αζ0∂βζ2 + 2g
αβ∂αζ1∂βζ1 + 4ζ
2
2 + 6ζ1ζ3 = 0, (7.12)
2gαβ∂αζ0∂βζ3 + 2g
αβ∂αζ1∂βζ2 + 12ζ2ζ3 + 8ζ1ζ4 = 0. (7.13)
Since ζ0 and −ζ1 are equal to zeroth and first coefficients, respectively, of the Taylor
series expansion of ϕ + iψ in y (near Γc+,ϕ) and since 〈d(ϕ + iψ), d(ϕ + iψ)〉g = 0,
the equation (7.10) is satisfied.
Since ζ1 = −∂ν(ϕ+ iψ)|Γc+,ϕ , there is a constant ε0 > 0 such that |ζ1| > ε0 on Γc+,ϕ.
Therefore, the division by ζ1 is possible, and hence we can recursively solve (7.11),
(7.12) and (7.13) for ζ2, ζ3 and ζ4, respectively.
Thus, we have constructed ζ ∈ C2(M) satisfying the estimate (7.9) and such that
in a neighborhood of Γc+,ϕ,
∂ν Re ζ|Γc+,ϕ = −∂νϕ|Γc+,ϕ > ε0, Re ζ|Γc+,ϕ = ϕ|Γc+,ϕ .
Therefore, in a neighborhood of Γc+,ϕ, we have Re ζ −ϕ ≈ dist(·,Γc+,ϕ). In order to
prove (7.7), note that
|e(ϕ+iψ)/he−ζ/h〈dζ, dζ〉g | . e−(Re ζ−ϕ)/h dist(·,Γc+,ϕ)4.
If dist(·,Γc+,ϕ) ≤ h1/2, then we get (7.7), because Re ζ − ϕ ≈ dist(·,Γc+,ϕ) in a
neighborhood of Γc+,ϕ. If dist(·,Γc+,ϕ) ≥ h1/2, then we also get (7.7), because for
some constant C > 0 we have
e−(Re ζ−ϕ)/h ≤ e−C dist(·,Γc+,ϕ)/h ≤ e−C/h1/2 . h2.
in a neighborhood of Γc+,ϕ. 
Next, we give the construction of B.
Proposition 7.3. There is B ∈ C2Ω1(M) supported near Γc+,ϕ and satisfying (7.8),
for ζ constructed in Proposition 7.2, and such that B|Γc+,ϕ = A|Γc+,ϕ with A being
as in Proposition 7.1.
Proof. We work in the same boundary normal coordinates (x, y) = (x1, x2, y) near
Γc+,ϕ used in Proposition 7.2. We look for B of the form
B(x, y) = a(x) + yb(x) + b2c(x),
where
a(x) = aα(x) dx
α + ay(x) dy,
b(x) = bα(x) dx
α + by(x) dy,
c(x) = cα(x) dx
α + cy(x) dy.
Boundary condition B|Γc+,ϕ = A|Γc+,ϕ determine
a = aα dx
α + ay dy = A|Γc+,ϕ .
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In boundary normal coordinates (x1, x2, y), the following is true for Christoffel
symbols
Γy1y = Γ
y
2y = Γ
y
yy = Γ
1
yy = Γ
2
yy = 0.
Using this, straightforward but tedious calculation gives
2∇∇ζB + (∆gζ)B + (id log εB)dζ − (id logµdζ)B
=
{
(Lκ(a) + 2∂yζ bκ)dx
κ + (Ly(a) + 2∂yζ by)dy
}
+ y
{
(Lκ(b) + 4∂yζ cκ)dx
κ + (Ly(b) + 4∂yζ cy)dy
}
+ y2
{
Lκ(c)dx
κ + Ly(c)dy
}
where Lκ and Ly are defined for f = fα dx
α + fy as
Lκ(f) = 2g
αβ∂αζ
(
∂βfκ − Γγκβfγ − Γyκβfy
)− 2∂yζ Γγκyfγ + (∆gζ)fκ,
+ ∂κζ
(
gαβfα ∂β log ε+ fy ∂y log ε
)− (gαβ∂αζ ∂β logµ+ ∂yζ ∂y logµ)fκ,
Ly(f) = 2g
αβ∂αζ
(
∂βfy − Γγyβfγ
)
+ (∆gζ)fy
+ ∂yζ
(
gαβfα ∂β log ε+ fy ∂y log ε
)− (gαβ∂αζ ∂β log µ+ ∂yζ ∂y logµ)fy.
We first want to show that
|2∇∇ζB + (∆gζ)B + (id log εB)dζ − (id logµdζ)B| . dist(·,Γc+,ϕ)2 (7.14)
near Γc+,ϕ. Since |y| ≈ dist(·,Γc+,ϕ) near Γc+,ϕ, this is equivalent to showing that
|2∇∇ζB + (∆gζ)B + (id log εB)dζ − (id log µdζ)B| . |y|2.
To ensure this, we would like a, b and c to satisfy the following equations
(Lκ(a) + 2∂yζ bκ)dx
κ + (Ly(a) + 2∂yζ by)dy = 0,
(Lκ(b) + 4∂yζ cκ)dx
κ + (Ly(b) + 4∂yζ cy)dy = 0.
It was shown in the proof of Proposition 7.2 that ∂yζ = ζ1 + yr(ζ, y), for some r
uniformly bounded in ζ and y, for sufficiently small |y| > 0. It was also shown that
the division by ζ1 is possible. Therefore, taking |y| > 0 sufficiently small (that is
working sufficiently close to Γc+,ϕ), we can ensure that that the division by ∂yζ is
possible as well. Hence, we can recursively solve the above equations for b and c.
Thus, we have constructed B ∈ C2Ω1(M) satisfying (7.14) and B|Γc+,ϕ = A|Γc+,ϕ .
Recall that Re ζ − ϕ ≈ dist(·,Γc+,ϕ) in a neighborhood of Γc+,ϕ. In order to prove
(7.8), note that∣∣∣e(ϕ+iψ)/he−ζ/h(2∇∇ζB + (∆gζ)B + (id log εB)dζ − (id logµdζ)B)∣∣∣
. e−(Re ζ−ϕ)/h dist(·,Γc+,ϕ)2.
If dist(·,Γc+,ϕ) ≤ h1/2, then we get (7.8), because Re ζ − ϕ ≈ dist(·,Γc+,ϕ) in a
neighborhood of Γc+,ϕ. If dist(·,Γc+,ϕ) ≥ h1/2, then we also get (7.8), because as it
was shown in Proposition 7.2, we have e−(Re ζ−ϕ)/h . h2 in a neighborhood of Γc+,ϕ
for some constant C > 0.
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Finally, multiplication B by a smooth cut-off function will remain these properties
and ensure that B is supported in a neighborhood of Γc+,ϕ. 
7.3. Construction of complex geometrical optics solutions. Now we are
ready to construct complex geometrical optics solutions for the equation Lε,µE = 0
which is equivalent to
e(ϕ+iψ)/hh2Lε,µe−(ϕ+iψ)/hR = F1 + F2, (7.15)
where F1 := −e(ϕ+iψ)/hh2Lε,µe−(ϕ+iψ)/hA and F2 := −e(ϕ+iψ)/hh2Lε,µe−ζ/hB.
According to the discussions of Section 7.1 and Section 7.2, we have
‖F1 + F2‖L2Ω1(M) . h2.
Then by Proposition 6.5, there is a solution R ∈ H1∆Ω1(M) of (7.15) such that
R|Γc+,ϕ = 0 and
‖R‖H1sclΩ1(M) . h.
Since ζ|Γc+,ϕ = (ϕ + iψ)|Γc+,ϕ and B|Γc+,ϕ = A|Γc+,ϕ , setting ρ = ζ − (ϕ + iψ), we
obtain the complex geometrical optics solution E = e−(ϕ+iψ)/h(A + R − e−ρ/hB)
to Lε,µE = 0 such that E|Γc+,ϕ = 0. Note also that Re ρ ≈ dist(·,Γc+,ϕ) in a
neighborhood of Γc+,ϕ.
Now we want to show that E satisfies the divergence equation δ(εE) = 0. Recall
from the proofs of Proposition 4.1 and Proposition 4.2 that Lε,µE = 0 is equivalent
to
δ(µ−1dE) + µ−1d(ε−1δ(εE))− ω2εE = 0.
Taking the divergence, we get
δ(µ−1d(ε−1δ(εE)))− ω2δ(εE) = 0.
Setting p = ε−1δ(εE), this is equivalent to
δ(µ−1dp)− ω2εp = 0.
Now if we set q = µ−1/2p, then the latter equation can be rewritten as
−∆gq +Qq = 0, Q = µ−1/2(−∆g)µ−1/2 − ω2εµ.
Since E = e−ϕ/hE1 with E1 = e
−iψ/h(A+R− e−ρ/hB), a straightforward compu-
tation gives
q = e−ϕ/ha,
where a = µ−1/2ε−1δ(εE1) + µ
−1/2(hε)−1idϕ(εE1). Hence, a ∈ L2(M) satisfies
eϕ/h(−∆g)e−ϕ/ha = Qa.
Then according to Proposition 6.6, there is 0 < h0 ≪ 1 such that a = 0 for all
0 < h≪ h0. Therefore, we have shown that δ(εE) = 0 for all 0 < h≪ h0.
Thus, for any b ∈ C∞(S1) and for arbitrary λ ∈ R, we have constructed a solution
E ∈ H1∆Ω1(M) for the problem
Lε,µE = 0, δ(εE) = 0, E|Γc+,ϕ = 0,
of the form
E = e−(ϕ+iψ)/h(A+ R− e−ρ/hB)
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where A ∈ C2Ω1(M) is a solution of (7.3) as in Proposition 7.1, R ∈ H1∆Ω1(M)
is such that ‖R‖H1sclΩ1(M) . h, ρ ∈ C2(M) satisfies Re ρ ≈ dist(·,Γc+,ϕ) in a
neighborhood of Γc+,ϕ, and B ∈ C2Ω1(M) is supported near Γc+,ϕ and satisfy
B|Γc+,ϕ = A|Γc+,ϕ .
Now, by Proposition 4.2, we obtain the following proposition.
Proposition 7.4. Let (M, g) be an admissible manifold of dimension n = 3 with
g = e ⊕ g0. Assume (ε, µ) ∈ C3(M) × C2(M) are complex valued such that
Re(ε),Re(µ) > 0 in M . Let ϕ be the limiting Carleman weight ϕ(x) = ±x1 and
ψ(x) = r is the phase function. There is a small 0 < h0 ≪ 1 such that for all
0 < h≪ h0, for any b ∈ C∞(S1) and for arbitrary λ ∈ R, the problem{
∗dE = iωµH,
∗dH = −iωεE, E|Γ
c
+,ϕ
= 0,
has a solution (E,H) ∈ H1∆Ω1(M)×HdΩ1(M) of the form
E = e−(ϕ+iψ)/h(A+R− e−ρ/hB),
where A ∈ C2Ω1(M) is a solution of (7.3) as in Proposition 7.1, ρ ∈ C2(M)
such that Re ρ ≈ dist(·,Γc+,ϕ) in a neighborhood of Γc+,ϕ, and B ∈ C2Ω1(M) is
supported near Γc+,ϕ and satisfy B|Γc+,ϕ = A|Γc+,ϕ . Finally, R ∈ H1∆Ω1(M) is such
that ‖R‖H1sclΩ1(M) . h.
8. Proof of main result
In this section we show that the material parameters of the time-harmonic Maxwell
equations can be uniquely determined from the partial boundary measurements.
Let (M, g) be a 3-dimensional admissible manifold, that is (M, g) ⊂⊂ R× (M0, g0)
with g = c(e⊕ g0), where c > 0 is a smooth function on M and (M0, g0) is a simple
manifold of dimension two.
The first ingredient in the proof of Theorem 1.1 is the reduction to the case c = 1.
This was shown in [16, Lemma 7.1]; see also [10, Lemma 3.1].
Lemma 8.1. Let (M, g) be a compact Riemannian 3-dimensional manifold with
boundary, and let ε, µ ∈ C∞(M) with positive real parts in M . Let c > 0 be a
smooth function on M , and let Cg,ε,µΓ1,Γ2 represent the partial Cauchy data set for ε, µ
with respect to the metric g. Then Ccg,ε,µΓ1,Γ2 = C
g,c1/2ε,c1/2µ
Γ1,Γ2
.
Therefore, it is enough to prove Theorem 1.1 in the case c = 1. Thus, in the rest of
this section we assume that (M, g) ⊂⊂ R× (M0, g0) with g = e⊕g0, where (M0, g0)
is a simple manifold of dimension two.
Next ingredient is the derivation of the main integral idenity under the assumption
Cε1,µ1Γ+,Γ− = C
ε2,µ2
Γ+,Γ−
. For the proof we follow [28, Lemma 0.6].
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Proposition 8.2. Suppose (εj , µj) ∈ C3(M)×C2(M), j = 1, 2 are complex valued
such that Re(εj),Re(µj) > 0 in M . Suppose also that C
ε1,µ1
Γ+,Γ−
= Cε2,µ2Γ+,Γ− , at fixed
frequency ω > 0. Assume that (E2, H2) ∈ HdΩ1(M)×HdΩ1(M) solve{
∗dE2 = iωµ2H2,
∗dH2 = −iωε2E2
with supp t(E2) ⊂ Γ+. Assume further that (E˜, H˜) ∈ HdΩ1(M)×HdΩ1(M) solve{
∗dE˜ = iωµ1H˜,
∗dH˜ = −iωε1E˜
with supp t(E˜) ⊂ Γ−. Then
(iω(ε1 − ε2)E2|E˜)L2Ω1(M) + (iω(µ1 − µ2)H2|H˜)L2Ω1(M) = 0.
Proof. According to the hypothesis on the Cauchy data sets, there is (E1, H1) ∈
HdΩ
1(M)×HdΩ1(M) solving{
∗dE1 = iωµ1H1,
∗dH1 = −iωε1E1
with supp t(E1) ⊂ Γ+ and such that t(E1)|Γ+ = t(E2)|Γ+ and t(H1)|Γ− = t(H2)|Γ− .
First, we prove
(∗d(H2 −H1)|E˜)L2Ω1(M) + (iωµ1(H2 −H1)|H˜)L2Ω1(M) = 0. (8.1)
By direct calculations, we can show
(∗d(H2 −H1)|E˜)L2Ω1(M) + (iωµ1(H2 −H1)|H˜)L2Ω1(M)
= (∗d(H2 −H1)|E˜)L2Ω1(M) − (H2 −H1|iωµ1H˜)L2Ω1(M)
= (∗d(H2 −H1)|E˜)L2Ω1(M) − (H2 −H1| ∗ dE˜)L2Ω1(M)
= (d(H2 −H1)| ∗ E˜)L2Ω2(M) − (H2 −H1|δ(∗E˜))L2Ω1(M).
(8.2)
In the last step we used (2.1) and (2.2). We use Proposition 3.5 and choose a
sequence {Ek}∞k=1 ⊂ HdΩ1(M) such that Ek → E˜ in HdΩ1(M). Then ∗Ek → ∗E˜
in HδΩ
1(M) and
(∗d(H2 −H1)|E˜)L2Ω1(M) + (iωµ1(H2 −H1)|H˜)L2Ω1(M)
= lim
k→∞
[
(d(H2 −H1)| ∗ E˜k)L2Ω2(M) − (H2 −H1|δ(∗E˜k))L2Ω1(M)
]
= lim
k→∞
(t(H2 −H1)|t(iν ∗Ek))∂M
= lim
k→∞
(t(H2 −H1)|t(iν ∗Ek))Γc
−
.
In the last two steps we used integration by parts formula from part (a) of Proposi-
tion 3.1 and the fact that supp t(H2−H1) ⊂ Γc−. We use Proposition 3.5 again and
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choose a sequence {Hl}∞l=1 ⊂ HdΩ1(M) such that Hl → (H2 − H1) in HdΩ1(M).
Then
(∗d(H2 −H1)|E˜)L2Ω1(M) + (iωµ1(H2 −H1)|H˜)L2Ω1(M)
= lim
l→∞
lim
k→∞
(t(Hl)|t(iν ∗ Ek))L2Ω1(Γc−)
= lim
l→∞
lim
k→∞
∫
Γc−
t(Hl ∧ Ek)
= lim
l→∞
lim
k→∞
(t(iν ∗Hl)|t(Ek))L2Ω1(Γc−),
where we used Lemma 2.1 in the last two lines. Therefore,
(∗d(H2 −H1)|E˜)L2Ω1(M) + (iωµ1(H2 −H1)|H˜)L2Ω1(M)
= lim
l→∞
(t(iν ∗Hl)|t(E˜))L2Ω1(Γc−) = 0,
since supp t(E˜) ⊂ Γ−. Thus, we come to (8.1).
Next, we prove
(∗d(E2 − E1)|H˜)L2Ω1(M) − (iωε1(E2 − E1)|E˜)L2Ω1(M) = 0. (8.3)
For this, observe that t(E2 − E1) = 0. This is because, by hypothesis, t(E1)|Γ+ =
t(E2)|Γ+ and supp t(E1) ⊂ Γ+, supp t(E2) ⊂ Γ+. Then using similar arguments as
in (8.2),
(∗d(E2 − E1)|H˜)L2Ω1(M) − (iωε1(E2 − E1)|E˜)L2Ω1(M)
= (d(E2 − E1)| ∗ H˜)L2Ω2(M) − (E2 − E1|δ(∗H˜))L2Ω1(M).
We use Proposition 3.5 and choose a sequence {Hk}∞k=1 ⊂ HdΩ1(M) such that
Hk → H˜ in HdΩ1(M). Then ∗Hk → ∗H˜ in HδΩ1(M) and
(∗d(E2 − E1)|H˜)L2Ω1(M) − (iωε1(E2 − E1)|E˜)L2Ω1(M)
= lim
k→∞
[
(d(E2 − E1)| ∗ H˜k)L2Ω2(M) − (E2 − E1|δ(∗H˜k))L2Ω1(M)
]
= lim
k→∞
(t(E2 − E1)|t(iν ∗ H˜k))∂M = 0.
In the last step we used integration by parts formula from part (a) of Proposition 3.1
and the fact that t(E2 − E1) = 0. Thus, we proved (8.3).
Finally, subtracting (8.3) from (8.1), we come to
(∗d(H2 −H1) + iωε1(E2 − E1)|E˜)L2Ω1(M)
− (∗d(E2 − E1)− iωµ1(H2 −H1)|H˜)L2Ω1(M) = 0.
(8.4)
Substituting
∗d(E2 − E1)− iωµ1(H2 −H1) = iω(µ2 − µ1)H2
and
∗d(H2 −H1) + iωε1(E2 − E1) = iω(ε1 − ε2)E2
in (8.4), we obtain the desired identity. 
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First, let us consider the case ϕ(x) = x1. Then we can take Γ+,ϕ = Γ+. For
sufficiently small h > 0, for any b ∈ C∞(S1) and λ ∈ R, by Proposition 7.4, there
is (E2, H2) ∈ H1∆Ω1(M)×HdΩ1(M) solving{
∗dE2 = iωµ2H2,
∗dH2 = −iωε2E2,
E2|Γc+ = 0,
of the form
E2 = e
−(x1+ir)/h(A2 +R2 −B′2), B′2 = e−ρ2/hB2,
where A2 ∈ C2Ω1(M) solves (7.3), R2 ∈ H1∆Ω1(M) satisfy
‖R2‖H1sclΩ1(M) . h, (8.5)
ρ2 ∈ C2(M) is such that Re ρ2 ≈ dist(·,Γc+,ϕ) in a neighborhood of Γc+,ϕ, and
B2 ∈ C2Ω1(M) supported near Γc+,ϕ.
Next, we consider ϕ(x) = −x1. In this case Γ+,ϕ can be taken as Γ−. Applying
Proposition 7.4, we can also construct (E˜, H˜) ∈ H1∆Ω1(M)×HdΩ1(M) solving{
∗dE˜ = iωµ1H˜,
∗dH˜ = −iωε1E˜,
E˜|Γc
−
= 0,
of the form
E˜ = e(x1−ir)/h(A˜+ R˜− B˜′), B˜′ = e−ρ˜/hB˜,
where A˜ ∈ C2Ω1(M) solves (7.3), R˜ ∈ H1∆Ω1(M) is such that
‖R˜‖H1sclΩ1(M) . h, (8.6)
ρ˜ ∈ C2(M) satisfies Re ρ˜ ≈ dist(·,Γc−) in a neighborhood of Γc−, and B˜ ∈ C2Ω1(M)
supported near Γc−.
Since supp t(E2) ⊂ Γ+ and supp t(E˜) ⊂ Γ−, we substitude (E2, H2) and (E˜, H˜)
into the integral identity in Proposition 8.2, and get
((ε1 − ε2)E2|E˜)L2Ω1(M) + (Q ∗ dE2| ∗ dE˜)L2Ω1(M) = 0.
where
Q = ω−2(µ1 − µ2)µ−11 µ−12 .
Using (2.1), this implies that
((ε1 − ε2)E2|E˜)L2Ω1(M) + (QdE2|dE˜)L2Ω1(M) = 0.
More precisely, if we write z = x1 + ir, we have
0 =
(
(ε1 − ε2)(A2 +R2 −B′2)
∣∣(A˜+ R˜− B˜′))
L2Ω1(M)
+ h−2
(
Qdz ∧ (A2 +R2 −B′2)
∣∣ dz ∧ (A˜+ R˜ − B˜′))
L2Ω2(M)
+ h−1
(
Qdz ∧ (A2 +R2 −B′2)
∣∣ d(A˜+ R˜− B˜′))
L2Ω2(M)
+ h−1
(
Qd(A2 +R2 −B′2)
∣∣ dz ∧ (A˜+ R˜− B˜′))
L2Ω2(M)
+
(
Qd(A2 +R2 −B′2)
∣∣ d(A˜+ R˜ − B˜′))
L2Ω2(M)
(8.7)
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We start with proving that µ1 = µ2. For this, we need to show that(
Qdz ∧A2
∣∣ dz ∧ A˜)
L2Ω2(M)
= 0. (8.8)
Let us label the terms in (8.7) in the following way
0 = T1 + T2 + T3 + T4 + T5.
Since ε1 − ε2 is bounded, using (8.5), (8.6) and Lemma 8.3 below, it follows that
|T1| .
(‖A2‖L2Ω1(M) + ‖R2‖L2Ω1(M) + ‖B′2‖L2Ω1(M))
× (‖A˜‖L2Ω1(M) + ‖R˜‖L2Ω1(M) + ‖B˜′‖L2Ω1(M)) . 1.
Similarly, using that Q is bounded, we can show the following estimate∣∣T2−h−2(Qdz ∧ A2∣∣ dz ∧ A˜)L2Ω2(M)∣∣
. h−2‖A2‖L2Ω1(M)
(‖R˜‖L2Ω1(M) + ‖B˜′‖L2Ω1(M))
+ h−2
(‖R2‖L2Ω1(M) + ‖B′2‖L2Ω1(M))‖A˜‖L2Ω1(M)
+ h−2
(‖R2‖L2Ω1(M) + ‖B′2‖L2Ω1(M))(‖R˜‖L2Ω1(M) + ‖B˜′‖L2Ω1(M))
. h−2+1/2 + h−2+1/2 + h−1.
Following the same approach, we estimate the T3, T4 and T5 terms
|T3| . h−1
(‖A2‖L2Ω1(M) + ‖R2‖L2Ω1(M) + ‖B′2‖L2Ω1(M))
× (‖dA˜‖L2Ω2(M) + ‖dR˜‖L2Ω2(M) + ‖e−ρ˜/h(dB˜ + h−1dρ˜ ∧ B˜)‖L2Ω2(M))
. h−2+1/2,
|T4| . h−1
(‖A˜‖L2Ω1(M) + ‖R˜‖L2Ω1(M) + ‖B˜′‖L2Ω1(M))
× (‖dA2‖L2Ω2(M) + ‖dR2‖L2Ω2(M) + ‖e−ρ2/h(dB2 + h−1dρ2 ∧B2)‖L2Ω2(M))
. h−2+1/2
and
|T5| .
(‖dA˜‖L2Ω2(M) + ‖dR˜‖L2Ω2(M) + ‖e−ρ˜/h(dB˜ + h−1dρ˜ ∧ B˜)‖L2Ω2(M))
× (‖dA2‖L2Ω2(M) + ‖dR2‖L2Ω2(M) + ‖e−ρ2/h(dB2 + h−1dρ2 ∧B2)‖L2Ω2(M))
. h−1.
According to all these estimates, multiplying (8.7) by h2 and letting h→ 0, we can
establish (8.8).
Using parts (a) and (c) in Proposition 7.1, we take
A2 = e
−iλ(x1+ir)|g|−1/4b(θ)ε−1/22 µ1/22 eiΦ dz, A˜ = |g|−1/4ε−1/21 µ1/21 eiΨ dz,
where λ ∈ R, b ∈ C∞(M) and Φ,Ψ ∈ C2(M) are solutions solution for
∂Φ =
1
2
∂r log ε2, ∂Ψ = −1
2
∂r log ε1 in M,
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respectively. Substituting these into (8.8) and using that g has the special form
(7.2), we obtain that ∫
M
qe−iλ(x1+ir)|g|−1/2b(θ) dVolg = 0,
where
q = (µ1 − µ2)ε−1/21 ε−1/22 µ−1/21 µ−1/22 ei(Φ−Ψ).
Now we extend q as zero to R×M0. Since dVolg = |g|1/2 dx1 dr dθ, we have∫
S1
b(θ)
∫ ∞
0
eλr
(∫ ∞
−∞
qe−iλx1 dx1
)
dr dθ = 0.
Varying b ∈ C∞(M) and noting that the term in the brackets is the one-dimensional
Fourier transform (classical) of q with respect to the x1-variable, which we denote
by F1q, we get ∫ ∞
0
eλrF1q(λ, r, θ) dr = 0, θ ∈ S1.
Recall that (r, θ) are polar coordinates in M0. Therefore, r 7→ (r, θ) is a geodesic in
M0 and the integral above is the attenuated geodesic ray transform of F1q on M0
with constant attenuation λ. Then injectivity of this transform on simple manifolds
of dimension two [25, Theorem 1.1] implies that F1q(λ, ·) = 0 in M0 for all λ ∈ R.
Now, using the uniqueness result for the Fourier transform, we show that q = 0 and
hence µ1 = µ2 in M .
To show that ε1 = ε2, use µ1 = µ2, and consider the integral identity (8.7) with
Q = 0:
0 =
(
(ε1 − ε2)(A2 +R2 −B′2)
∣∣(A˜+ R˜− B˜′))
L2Ω1(M)
.
Letting h→ 0, implies that(
(ε1 − ε2)A2
∣∣A˜)
L2Ω1(M)
= 0. (8.9)
Here, we have used similar estimate approach as in the proof of (8.8).
Using parts (b) and (c) in Proposition 7.1, we take
A2 = e
−iλ(x1+ir)|g|−1/4b(θ)ε−1/22 µ1/22 dz, A˜ = |g|−1/4ε−1/21 µ1/21 eiΦ dz,
where λ ∈ R, b ∈ C∞(M) and Φ ∈ C2(M) is a solution for
∂Φ = −1
2
∂r log ε1 in M.
Substitution of these into (8.9) implies that∫
M
fe−iλ(x1+ir)|g|−1/2b(θ) dVolg = 0,
where
f = (ε1 − ε2)ε−1/21 ε−1/22 µ1/21 µ1/22 eiΦ.
Now, we can proceed similarly as in the proof of µ1 = µ2, and get ε1 = ε2, finishing
the proof of Theorem 1.1.
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Finally, let us give the proof of the following result which was used in the proof of
Theorem 1.1
Lemma 8.3. Let ϕ(x) = ±x1 be the limiting Carleman weight and let ρ ∈ C2(M)
satisfy Re ρ ≈ dist(·,Γc+,ϕ) in a neighborhood of Γc+,ϕ. Suppose that α ∈ CΩm(M)
is supported in a sufficiently small neighborhood of Γc+,ϕ. Then for sufficiently small
0 < h≪ 1,
‖e−ρ/hα‖L2Ωm(M) . h1/2,
where the implicit constant depends on α.
Proof. Let U ⊂M be an open set (in a subset topology of M) such that suppα ⊂⊂
U . We assume that U is sufficiently close to suppα so that Re ρ ≈ dist(·,Γc+,ϕ) in
U . For 0 < h≪ 1 small, let us decompose U as U = Uh,≤ ∪ Uh,≥, where
Uh,≤ = {x ∈ U : dist(x,Γc+,ϕ) ≤ h1/2}, Uh,≥ = {x ∈ U : dist(x,Γc+,ϕ) ≥ h1/2}.
Then
‖e−ρ/hα‖L2Ωm(M) = ‖e−ρ/hα‖L2Ωm(Uh,≤) + ‖e−ρ/hα‖L2Ωm(Uh,≥).
For the first term, note that ‖e−ρ/h‖L∞(Uh,≤) ≤ 1 and Volg(Uh,≤) . h1/2. Therefore,
using [14, Proposition 6.10], we get the estimate
‖e−ρ/hα‖L2Ωm(Uh,≤) . ‖e−ρ/hα‖L1Ωm(Uh,≤) . h1/2.
For the second term, recall that Re ρ ≥ C dist(·,Γc+,ϕ) ≥ Ch2/3 on Uh,≥ for some
C > 0. This implies that
‖e−ρ/h‖L∞(Uh,≥) ≤ ‖e−C dist(·,Γ
c
+,ϕ)/h‖L∞(Uh,≥) ≤ e−Ch
−1/2 ≤ o(h2).
Hence, we can obtain the estimate
‖e−ρ/hα‖L2Ωm(Uh,≥) . h2.
Combining these estimates for the two terms, we complete the proof. 
Appendix A. Direct problem and the admittance map
This section contains well-posedness results of the boundary value problem for the
time-harmonic Maxwell equations. These results are well known in Euclidean space.
But since we could not find a proper reference, proofs are included here in the setting
of Riemannian manifolds.
Let (M, g) be a compact 3-dimensional Riemannian manifold with smooth bound-
ary. For a given 1-form f on ∂M , we consider the time-harmonic Maxwell equations{
∗dE = iωµH,
∗dH = −iωεE, (A.1)
with the tangential boundary condition t(E) = f , where ω is a complex number.
The complex functions µ and ε, which are assumed to be in C2(M) with positive
real parts in M , represent the material parameters (permettivity and permeability,
respectively).
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Theorem A.1. Let (M, g) be a compact 3-dimensional Riemannian manifold with
smooth boundary. Let ε, µ ∈ C2(M) be complex functions with positive real parts.
There is a discrete subset Σ of C such that for all ω /∈ Σ and for a given f ∈
THdΩ
1(∂M) the Maxwell equation (A.1) with t(E) = f has a unique solution
(E,H) ∈ HdΩ1(M)×HdΩ1(M) satisfying
‖E‖HdΩ1(M) + ‖H‖HdΩ1(M) ≤ C‖f‖THdΩ1(∂M)
for some constant C > 0 independent of f .
For ω > 0 with ω /∈ Σ, we define the admittance map Λε,µω as
Λε,µω (f) = t(H), f ∈ THdΩ1(∂M),
where (E,H) ∈ HdΩ1(M) × HdΩ1(M) is the unique solution of the system (A.1)
with t(E) = f , guaranteed by Theorem A.1. Moreover, the estimate provided
in Theorem A.1 implies that the admittance map is a well-defined and bounded
operator Λε,µω : THdΩ
1(∂M)→ THdΩ1(∂M).
To prove Theorem A.1, we consider the following non-homogeneous problem. Let
Je and Jm be 1-forms on M representing current sources. We consider the non-
homogenous time-harmonic Maxwell equations{
∗dE = iωµH + Jm,
∗dH = −iωεE + Je
(A.2)
We also work with the space of differential forms inHdΩ
1(M) having zero tangential
trace
Hd,0Ω
1(M) := {w ∈ HdΩ1(M) : t(w) = 0}.
Theorem A.2. Let (M, g) be a compact 3-dimensional Riemannian manifold with
smooth boundary. Let ε, µ ∈ C2(M) be complex functions with positive real parts
and let Je, Jm ∈ L2Ω1(M). There is a discrete subset Σ of C such that for all ω /∈ Σ
the Maxwell’s system (A.2) has a unique solution (E,H) ∈ Hd,0Ω1(M)×HdΩ1(M)
satisfying
‖E‖HdΩ1(M) + ‖H‖HdΩ1(M) ≤ C(‖Je‖L2Ω1(M) + ‖Jm‖L2Ω1(M))
for some constant C > 0 independent of Je and Jm.
We first prove Theorem A.2 and then show that this can be used to prove Theo-
rem A.1.
Finally, in Section A.5, we also consider the eigenvalue problem for the Maxwell
equation (A.1) with t(E) = 0 under the additional assumption that both ε and µ
are real-valued. Our main result is stated in Theorem A.9.
A.1. Helmholtz decompositions of HdΩ
1(M), Hd,0Ω
1(M) and L2Ω1(M). For
the proof of Theorem A.2, we will use Helmholtz type decomposition of Hd,0Ω
1(M)
and L2Ω1(M) suitable for Maxwell’s equations. For the proofs we closely follow
[22], see also [18].
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For a given α ∈ C2(M) with positive real part, define the spaces
L2Ω1(M)0,α : = {w ∈ L2Ω1(M) : (αw|dh)L2Ω1(M) = 0, h ∈ H10 (M)},
HdΩ
1(M)α : = {w ∈ HdΩ1(M) : (αw|ϕ)L2Ω1(M) = 0, ϕ ∈ Hd(0,Ω1(M))},
Hd,0Ω
1(M)0,α : = {w ∈ Hd,0Ω1(M) : (αw|dh)L2Ω1(M) = 0, h ∈ H10 (M)}.
Proposition A.3. The space dH10 (M) = {dh ∈ L2Ω1(M) : h ∈ H10 (M)} is closed
in L2Ω1(M) and in Hd,0Ω
1(M), and the following orthogonal decompositions hold
L2Ω1(M) = L2Ω1(M)0,α ⊕ dH10 (M), (A.3)
Hd,0Ω
1(M) = Hd,0Ω
1(M)0,α ⊕ dH10 (M), (A.4)
where all of the projection operators are bounded. Moreover, the projection of
Hd,0Ω
1(M) onto Hd,0Ω
1(M)0,α is the restriction of the projection of L
2Ω1(M) onto
L2Ω1(M)0,α.
Proof. To prove closedness of dH10 (M) in L
2Ω1(M), consider a sequence {hk}∞k=1 ⊂
H10 (M) such that ‖dhk − u‖L2Ω1(M) → 0 as k → ∞ for some u ∈ L2Ω1(M).
In particular, {dhk}∞k=1 is a Cauchy sequence in L2Ω1(M). Then by Poincare´
inequality, {hk}∞k=1 is a Cauchy sequence in L2(M). Hence, {hk}∞k=1 is a Cauchy
sequence in H1(M). Therefore, u = dh for some h ∈ H1(M). Finally, by closedness
of H10 (M) in H
1(M), we have h ∈ H10 (M).
Next, to prove closedness of dH10 (M) in Hd,0Ω
1(M), consider a sequence {hk}∞k=1 ⊂
H10 (M) such that ‖dhk − u‖L2Ω1(M) → 0 as k → ∞ for some u ∈ Hd,0Ω1(M). In
particular, {dhk}∞k=1 is a Cauchy sequence in L2Ω1(M). Since dhk = 0 for all k ≥ 1,
{dhk}∞k=1 is a Cauchy sequence in L2(M). Therefore, u = dh for some h ∈ H1(M).
Finally, by closedness of dH10 (M) in L
2Ω1(M), we have h ∈ H10 (M).
To prove (A.3 – A.4), consider the sesquilinear form A on dH10 (M) defined as
A(dh, dh′) = (αdh|dh′)L2Ω1(M), h, h′ ∈ H10 (M).
It is clear that
|A(dh, dh′)| ≤ C‖dh‖L2Ω1(M)‖dh′‖L2Ω1(M)
and that
ReA(dh, dh) = (Re(α)dh|dh)L2Ω1(M) ≥ c‖dh‖2L2Ω1(M).
Thus, the form A is strictly coercive on dH10 (M). For a given e ∈ L2Ω1(M), consider
the bounded linear functional ℓe : dH
1
0 (M)→ C defined as
ℓe(dh
′) = (αe|dh′)L2Ω1(M).
Applying the Lax-Milgram’s lemma (see e.g. [22, Lemma 2.21]), we obtain a bounded
linear operator G : L2Ω1(M)→ H10 (M) such that
ℓe(dh
′) = A(Ge, dh′), e ∈ L2Ω1(M), h′ ∈ H10 (M).
This implies that
(α(e − dGe)|dh′)L2Ω1(M) = 0, h′ ∈ H10 (M), (A.5)
and hence e− dGe ∈ L2Ω1(M)0,α.
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Thus, we can claim that every e ∈ L2Ω1(M) can be uniquely decomposed as e =
e0 + dh where e0 = (e − dGe) ∈ L2Ω1(M)0,α and h = Ge ∈ H10 (M). Hence, we
have shown (A.3).
If e ∈ Hd,0Ω1(M), then e0 = e− dGe ∈ Hd,0Ω1(M) since
t(e0) = t(e)− t(dGe) = −d∂M (Ge)|∂M = 0.
From (A.5) we also can see that e0 ∈ Hd,0Ω1(M)0,α. This gives the decomposi-
tion (A.4). 
It is easy to see that closedness of dH10 (M) in L
2Ω1(M) imply closedness of the for-
mer in HdΩ
1(M). Moreover, the sesquilinear form A in the proof of Proposition A.3
can be defined on Hd(0,Ω
1(M)); see the definition of the latter space below. The
same is true for the linear functional ℓe. Furthermore, the latter makes sense even
for e ∈ L2Ω1(M). Therefore, the similar arguments, but L2Ω1(M) replaced by
Hd,0Ω
1(M) and dH10 (M) replaced by Hd(0,Ω
1(M)), imply the following result.
Proposition A.4. The space dH10 (M) is closed in HdΩ
1(M) and the following
orthogonal decomposition holds
HdΩ
1(M) = HdΩ
1(M)α ⊕Hd(0,Ω1(M)), (A.6)
where
Hd(0,Ω
1(M)) = {ϕ ∈ HdΩ1(M) : dϕ = 0}
and all of the projection operators are bounded.
A.2. Compact embedding results. We will also need the following results on
compact embedding of Hd,0Ω
1(M) ∩HδΩ1(M) and Hd,0Ω1(M)0,α into L2Ω1(M).
Proposition A.5. The inclusion Hd,0Ω
1(M)∩HδΩ1(M) →֒ L2Ω1(M) is compact
Proof. Follows from Proposition 3.2 and the compactness of the embedding
H1Ω1(M) →֒ L2Ω1(M),
see e.g. [26, Theorem 1.3.6]. 
The following compact embedding result is originally due to Weber [31] in Euclidean
case.
Proposition A.6. The inclusion Hd,0Ω
1(M)0,α →֒ L2Ω1(M) is compact.
Proof. We prove this result following [4, Proposition 2.28]. Consider a bounded se-
quence {uk}∞k=1 ⊂ Hd,0Ω1(M)0,α. Using the Helmholtz decomposition in (A.4)
for α = 1, we can write each uk uniquely as uk = u
1
0,k + dh
1
k, where u
1
0,k ∈
Hd,0Ω
1(M)0,1 and h
1
k ∈ H10 (M). Since (uk|dh1k)L2Ω1(M) = (dh1k|dh1k)L2Ω1(M), we
have ‖dh1k‖HdΩ1(M) ≤ ‖uk‖HdΩ1(M) and hence
‖u10,k‖HdΩ1(M) ≤ C‖uk‖HdΩ1(M).
Thus, the sequence {u10,k}∞k=1 ⊂ Hd,0Ω1(M)0,1 is bounded. Since Hd,0Ω1(M)0,1 ⊂
Hd,0Ω
1(M) ∩HδΩ1(M), Proposition A.5 implies that there is u ∈ L2Ω1(M) and a
subsequence {u10,k′}∞k′=1 such that
‖u− u10,k′‖L2Ω1(M) → 0 as k′ →∞. (A.7)
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Now, using the Helmholtz decomposition in (A.3), we can write u uniquely as
u = uα + dhα, where uα ∈ L2Ω1(M)0,α and hα ∈ H10 (M). Then
(α(uα − uk′)|(uα − uk′))L2Ω1(M) = (α(uα − uk′)|(uα + dhα − uk′ + dh1k′ ))L2Ω1(M)
= (α(uα − uk′)|(u − u10,k′))L2Ω1(M).
Together with (A.7) this gives that
‖uα − uk′‖L2Ω1(M) ≤ C‖u− u10,k′‖L2Ω1(M) → 0 as k′ →∞.
Thus, the subsequence {uk′}∞k′=1 converges to uα in L2Ω1(M). The proof is com-
plete. 
A.3. Proof of Theorem A.2. Now, we are ready to give the proof. For this, we
follow the standard variational-methods used in [12, 16, 18, 20, 22]. Substituting
the second equation of (A.2) into the first equation of (A.2), we obtain the following
second-order equation
δ(µ−1dE)− ω2εE = iωJe + ∗d(µ−1Jm). (A.8)
If we find a unique solution E ∈ Hd,0Ω1(M) of this equation satisfying
‖E‖HdΩ1(M) ≤ C(‖Je‖L2Ω1(M) + ‖Jm‖L2Ω1(M)),
defining H = −iω−1µ−1(∗dE − Jm) we obtain a unique (E,H) ∈ Hd,0Ω1(M) ×
HdΩ
1(M) solving the Maxwell equations (A.2) and hence satisfying
‖E‖HdΩ1(M) + ‖H‖HdΩ1(M) ≤ C(‖Je‖L2Ω1(M) + ‖Jm‖L2Ω1(M)).
Therefore, the problem is reduced to finding a unique E ∈ Hd,0Ω1(M) such that
(µ−1dE|de′)L2Ω2(M) − (ω2εE|e′)L2Ω1(M)
= (iωJe|e′)L2Ω1(M) + (µ−1 ∗ Jm|de′)L2Ω2(M)
(A.9)
for all e′ ∈ Hd,0Ω1(M).
Using (A.4), we can decomposeE uniquely asE = E0+dh, whereE0 ∈ Hd,0Ω1(M)0,ε
and h ∈ H10 (M). Since iωε−1Je ∈ L2Ω1(M), this can be uniquely decomposed as
iωε−1Je = Je,0 + dje, where Je,0 ∈ L2Ω1(M)0,ε and je ∈ H10 (M). We note here
that
‖je‖H1(M) ≤ C‖Je‖L2Ω1(M). (A.10)
Using these decompositions, (A.9) can be written as
(µ−1dE0|de′)L2Ω2(M) − (ω2εE0|e′)L2Ω1(M) − (ω2εdh|e′)L2Ω1(M)
= (εJe,0|e′)L2Ω1(M) + (εdje|e′)L2Ω1(M) + (µ−1 ∗ Jm|de′)L2Ω2(M)
(A.11)
for all e′ ∈ Hd,0Ω1(M).
Our first step is to extract h from (A.11). For this, use e′ = dh′ for arbitrary
h′ ∈ H10 (M) in (A.11). Since E0 ∈ Hd,0Ω1(M)0,ε and Je,0 ∈ L2Ω1(M)0,ε, we
obtain
−(ω2εdh|dh′)L2Ω1(M) = (εdje|dh′)L2Ω1(M)
for all h′ ∈ H10 (M). We rewrite this as
(εd(ω2h+ je)|dh′)L2Ω1(M) = 0
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and take h′ = ω2h+ je. Then we obtain h
′ = 0, which implies that h = −ω−2je.
Now, we use h = −ω−2je in (A.11) and get
(µ−1dE0|de′)L2Ω2(M) − (ω2εE0|e′)L2Ω1(M)
= (εJe,0|e′)L2Ω1(M) + (µ−1 ∗ Jm|de′)L2Ω2(M)
for all e′ ∈ Hd,0Ω1(M). Thus, our next step is to find a unique E0 ∈ Hd,0Ω1(M)0,ε
satisfying
δ(µ−1dE0)− ω2εE0 = εJe,0 + δ(µ−1 ∗ Jm). (A.12)
To solve this equation, we need the following result on existence of a solution oper-
ator
Proposition A.7. There are a constant λ > 0 and a bounded linear map Tλ :
(Hd,0Ω
1(M))′ → Hd,0Ω1(M) such that
δ(µ−1dTλu) + λεTλu = u, u ∈ (Hd,0Ω1(M))′ (A.13)
and
Tλ(δ(µ
−1de) + λεe) = e, e ∈ Hd,0Ω1(M).
Further, if 〈u, dh′〉M = 0 for all h′ ∈ H10 (M), then Tλu ∈ Hd,0Ω1(M)0,ε. Moreover,
if ε and µ are positive, then Tλ|L2Ω1(M) is self-adjoint with respect to the L2Ω1(M)-
inner product.
Here and in what follows, 〈·, ·〉M is the duality between (Hd,0Ω1(M))′ andHd,0Ω1(M)
naturally extending the L2Ω1(M)-inner product.
Proof. Consider the bilinear form on Hd,0Ω
1(M)
B(e, e′) := (µ−1de|de′)L2Ω2(M), e, e′ ∈ Hd,0Ω1(M).
Then
|B(e, e′)| ≤ C‖e‖Hd,0Ω1(M)‖e′‖Hd,0Ω1(M).
It is also easy to see that
ReB(e, e) ≥ C0‖de‖2L2Ω2(M) ≥ c0‖e‖2HdΩ1(M) − C0‖e‖2L2Ω1(M)
for some constants c0, C0 > 0 independent of e. Thus, there is constant λ > 0 such
that the form B(e, e′) + (λεe|e′)L2Ω1(M) is strictly coercive on Hd,0Ω1(M). In fact,
we can take λ > 0 satisfying λ ≥ C0/minM Re(ε). Applying the Lax-Milgram’s
lemma, we obtain a bounded linear operator Tλ : (Hd,0Ω
1(M))′ → Hd,0Ω1(M) such
that
(µ−1dTλu|de′)L2Ω2(M) + (λεTλu|e′)L2Ω1(M) = 〈u, e′〉M (A.14)
for all u ∈ (Hd,0Ω1(M))′ and e′ ∈ Hd,0Ω1(M), where 〈·, ·〉M is the duality be-
tween (Hd,0Ω
1(M))′ and Hd,0Ω
1(M). Thus, Tλ is the operator which maps u ∈
(Hd,0Ω
1(M))′ to the unique solution e ∈ Hd,0Ω1(M) of δ(µ−1de) + λεe = u.
In particular, if 〈u, dh′〉M = 0 for all h′ ∈ H10 (M), setting e′ = dh′ in (A.14) we get
(εTλu|dh′)L2Ω1(M) = 0 and hence Tλu ∈ Hd,0Ω1(M)0,ε.
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To prove that Tλ is self-adjoint, suppose ϕ, ϕ
′ ∈ L2Ω1(M). Then
(Tλϕ|ϕ′)L2Ω1(M) = (Tλϕ|δ(µ−1dTλϕ′) + λεTλϕ′)L2Ω1(M)
= (µ−1dTλϕ|dTλϕ′)L2Ω2(M) + (λεTλϕ|Tλϕ′)L2Ω1(M)
= (δ(µ−1dTλϕ) + λεTλϕ|Tλϕ′)L2Ω1(M)
= (ϕ|Tλϕ′)L2Ω1(M).
Thus, T ∗λ = Tλ. 
Then E0 ∈ Hd,0Ω1(M)0,ε solves (A.12) if and only if
E0 − (ω2 + λ)T˜λE0 = Tλ
(
εJe,0 + δ(µ
−1 ∗ Jm)
)
(A.15)
where T˜λ = Tλ◦mε◦Pε, mε is multiplication by ε, and Pε is the bounded orthogonal
projection of L2Ω1(M) onto L2Ω1(M)0,ε constructed in Proposition A.3. Note that
for all h′ ∈ H10 (M) we have
〈εJe,0 + δ(µ−1 ∗ Jm), dh′〉M = (εJe,0|dh′)L2Ω1(M) + (µ−1 ∗ Jm|d(dh′))L2Ω2(M) = 0,
since Je,0 ∈ L2Ω1(M)0,ε. Therefore, by the second part of Proposition A.7, this
implies that Tλ
(
εJe,0 + δ(µ
−1 ∗ Jm)
) ∈ Hd,0Ω1(M)0,ε.
Second part of Proposition A.7 implies also that T˜λ can be considered as a bounded
linear operator
T˜λ : L
2Ω1(M)0,ε
mε−→ L2Ω1(M)0,1 Tλ−→ Hd,0Ω1(M)0,ε →֒ L2Ω1(M) Pε−→ L2Ω1(M)0,ε
and
T˜λ : L
2Ω1(M)0,ε
mε−→ L2Ω1(M)0,1 Tλ−→ Hd,0Ω1(M)0,ε. (A.16)
The equation (A.15) has a unique solution E0 if and only if either ω
2 = −λ or (ω2+
λ)−1 /∈ Spec(T˜λ). By Proposition A.6, the inclusion Hd,0Ω1(M)0,ε →֒ L2Ω1(M) is
compact. This implies that T˜λ is compact as an operator from L
2Ω1(M)0,ε to itself.
According to Fredholm’s alternative (see e.g. [14, Theorem 0.38]), this implies that
0 /∈ Spec(T˜λ) and Spec(T˜λ) is discrete. Therefore, (A.15) has a unique solution E0
for any ω /∈ Σ, where
Σ = {ω ∈ C \ {±iλ1/2} : (ω2 + λ)−1 ∈ Spec(T˜λ)}
which is discrete. Since Id−(ω2 + λ)T˜λ : Hd,0Ω1(M)0,ε → Hd,0Ω1(M)0,ε, for all
ω /∈ Σ we have (Id−(λ+ω2)T˜λ)−1 : Hd,0Ω1(M)0,ε → Hd,0Ω1(M)0,ε. Since the right
hand-side of (A.15) is in Hd,0Ω
1(M)0,ε, this implies that the solution E0 belongs
to Hd,0Ω
1(M)0,ε and
‖E0‖HdΩ1(M) ≤ C(‖Je‖L2Ω1(M) + ‖Jm‖L2Ω1(M)),
since ‖δ(µ−1 ∗ Jm)‖(HdΩ1(M))′ ≤ C‖Jm‖L2(M).
Finally, setting E = E0−ω−2dje, we obtain a unique Hd,0Ω1(M) solution for (A.8)
such that
‖E‖HdΩ1(M) ≤ C(‖Je‖L2Ω1(M) + ‖Jm‖L2Ω1(M)),
since ‖je‖H1(M) ≤ C‖Je‖L2Ω1(M) by (A.10). The proof of Theorem A.2 is thus
complete.
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A.4. Proof of Theorem A.1. For a fixed ω ∈ C, consider the following space
Mε,µ,ω = {(E,H) ∈ HdΩ1(M)×HdΩ1(M) : (E,H) is a solution of (A.1)}.
The topology on this space is the subspace topology in HdΩ
1(M) ×HdΩ1(M). It
is not difficult to check that Mε,µ,ω is closed in HdΩ1(M)×HdΩ1(M).
For a given (E,H) ∈ Mε,µ,ω define tE(E,H) := t(E) ∈ THdΩ1(∂M). Since
the inclusion Mε,µ,ω →֒ HdΩ1(M) × HdΩ1(M) is bounded, it is clear that tE :
Mε,µ,ω → THdΩ1(∂M) is bounded.
We now prove the following proposition which clearly implies Theorem A.1.
Proposition A.8. There is a discrete set Σ ⊂ C such that for all ω /∈ Σ the
operator tE :Mε,µ,ω → THdΩ1(∂M) is a homeomorphism.
Proof. Let Σ be as in Theorem A.2 and let us take any ω /∈ Σ. If we show that the
bounded operator tE : Mε,µ,ω → THdΩ1(∂M) is one-to-one and onto, the result
follows from Open Mapping Theorem.
First, we prove injectivity of tE . Suppose that (E1, H1), (E2, H2) ∈ Mε,µ,ω satisfy
tE(E1, H1) = tE(E2, H2). Then (E,H) ∈Mε,µ and t(E) = 0, where E := E1−E2
and H := H1−H2. Uniqueness part of Theorem A.2 (with Je = Jm = 0) gives that
E = 0 and H = 0.
Now, we prove surjectivity of tE . For a given f ∈ THdΩ1(∂M), by definition of
THdΩ
1(∂M), there is E′ ∈ HdΩ1(M) such that t(E′) = f . Applying Theorem A.2
with Je = iωεE
′ and Jm = ∗dE′, we obtain a unique (E0, H0) ∈ Hd,0Ω1(M) ×
HdΩ
1(M) solving {
∗dE0 = iωµH0 + ∗dE′,
∗dH0 = −iωεE0 + iωεE′.
Then (E,H) ∈ Mε,µ with tE(E,H) = t(E) = f , where E := E0 + E′ and H :=
H0. The proof is complete. 
A.5. Spectral problem for homogeneous Maxwell equations. In this section
we consider the eigenvalue problem for the boundary value problem
∗ dE = iωµH, ∗dH = −iωεE, t(E) = 0 (A.17)
under the additional assumption that both ε and µ are real-valued. We study this
problem since the result of this section will be used in future works. Our main
result is the following theorem.
Theorem A.9. Let (M, g) be a compact 3-dimensional Riemannian manifold with
smooth boundary and let ε, µ ∈ C2(M) be positive functions. There is a sequence of
positive {ωk}∞k=1 ∈ R and the corresponding sequence {(ek, hk)}∞k=1 ∈ Hd,0Ω1(M)0,ε×
HdΩ
1(M)µ satisfying {
∗dek = iωkµhk,
∗dhk = −iωkεek.
(A.18)
The eigenvalues ωk > 0 have finite multiplicity, 0 < ω1 ≤ ω2 ≤ · · · → ∞ as k →∞.
The set {ek}∞k=1 forms an orthonormal basis in Hd,0Ω1(M)0,ε with respect to the
inner product (·, ·)L2εΩ1(M) := (ε · |·)L2Ω1(M) and the set {hk}∞k=1 forms a basis in
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HdΩ
1(M)µ which is orthonormal with respect to the inner products (·, ·)L2µΩ1(M) :=
(µ · |·)L2Ω1(M). Moreover, ω = 0 is an eigenvalue as well with infinite dimensional
eigenspace Hd,0(0,Ω
1(M))×Hd(0,Ω1(M)), where Hd,0(0,Ω1(M)) := Hd,0Ω1(M)∩
Hd(0,Ω
1(M)).
For the proof, observe that the boundary value problem (A.17) can be written as
δ(µ−1dE)− ω2εE = 0, t(E) = 0.
We first consider the case ω 6= 0. Then the latter boundary value problem has a
solution E in Hd,0Ω
1(M)0,ε if and only if
E − (ω2 + λ)T˜λE = 0,
where T˜λ is defined as in the proof of Theorem A.2. We first show that this operator
is in fact a self-adjoint operator with respect to certain inner product.
Lemma A.10. If both ε and µ are strictly positive on M , then the restriction of
T˜λ onto L
2Ω1(M)0,ε is self-adjoint with respect to the inner product (·, ·)L2εΩ1(M).
Proof. For ϕ, ϕ′ ∈ L2Ω1(M)0,ε we have T˜λϕ = Tλ(εϕ) and T˜λϕ′ = Tλ(εϕ′). There-
fore, using integration by parts,
(T˜λϕ, ϕ
′)L2εΩ1(M) = (εTλ(εϕ)|ϕ′)L2Ω1(M) = (Tλ(εϕ)|εϕ′)L2Ω1(M).
According to the hypotheses and Proposition A.7, Tλ is self-adjoint with respect to
the L2Ω1(M)-inner product. Therefore,
(T˜λϕ, ϕ
′)L2εΩ1(M) = (εϕ|Tλ(εϕ′))L2Ω1(M) = (ϕ, T˜λϕ′)L2εΩ1(M).
This finishes the proof. 
It was shown in the previous section that the operator T˜λ is bounded and compact
from L2Ω1(M)0,ε to itself. Moreover, by Lemma A.10, the assumptions that ε and
µ are strictly positive imply that the operator T˜λ is self-adjoint with respect to the
inner product (·, ·)L2εΩ1(M). Then by Fredholm’s alternative and Spectral theorem
(see e.g. Proposition 6.6 in [30, Appendix A]) there is a sequence {κk}∞k=1 ⊂
R consisting of eigenvalues of finite multiplicity such that κk ց 0 as k → ∞.
Associated to the eigenvalues κk we have the eigenfunctions ek ∈ L2Ω1(M)0,ε,
forming an orthonormal basis in L2Ω1(M)0,ε with respect to the inner product
(·, ·)L2εΩ1(M) and satisfying T˜λek = κkek. Moreover, each ek is in Hd,0Ω1(M)0,ε (by
(A.16)) and solves
ek − (ω2k + λ)T˜λek = 0
if ω2k = κ
−1
k − λ. Then ek also solves δ(µ−1dek) − ω2kεek = 0. Using this and
integrating by parts we show that
(µ−1dek|dek)L2Ω1(M) − ω2k(εek|ek)L2Ω1(M) = (δ(µ−1dek)− ω2kεek|ek)L2Ω1(M) = 0.
Since ε and µ are assumed to be strictly positive, this implies that
ω2k =
(µ−1dek|dek)L2Ω2(M)
(εek|ek)L2Ω1(M)
> 0.
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We may choose ωk > 0, and hence ωk = (κ
−1
k − λ)1/2. Since κk ց 0 as k → ∞,
we have ωk →∞ as k→∞.
Next, we define the sequence {hk}∞k=1 ⊂ L2Ω1(M) as ∗dek = iωkµhk. Then, by
direct calculations, it is not difficult to see that each (ek, hk) satisfy (A.18) and hence
also hk ∈ HdΩ1(M). Moreover, hk ∈ HdΩ1(M)µ, since for all ϕ ∈ Hd(0,Ω1(M)),
integrating by parts, we have
(hk, ϕ)L2µΩ1(M) = (µhk|ϕ)L2Ω1(M) = (iωk)−1(∗dek|ϕ)L2Ω1(M)
= (iωk)
−1(dek| ∗ ϕ)L2Ω2(M) = (iωk)−1(ek| ∗ dϕ)L2Ω1(M) = 0.
Further, using (A.18)
(hk, hl)L2µΩ1(M) = (µhk|hl)L2Ω1(M) = (ωkωl)−1(µ−1dek|del)L2Ω2(M)
= (ωkωl)
−1(δ(µ−1dek)|el)L2Ω1(M) =
ωk
ωl
(εek|el)L2Ω1(M).
Therefore,
(hk, hl)L2µΩ1(M) =
ωk
ωl
(ek, el)L2εΩ1(M) = δkl,
i.e. {hk}∞k=1 forms an orthonormal set with respect to (·, ·)L2µΩ1(M).
To show that {hk}∞k=1 is complete in HdΩ1(M)µ, with respect to (·, ·)L2µΩ1(M), take
ψ ∈ HdΩ1(M)µ such that (hk, ψ)L2µΩ1(M) = 0 for all k ≥ 1 integer. Then
0 = iωk(µhk|ψ)L2Ω1(M) = (∗dek|ψ)L2Ω1(M) = (ek|δ ∗ ψ)L2Ω1(M) = (ek| ∗ dψ)L2Ω1(M).
Setting φ = ε−1 ∗ dψ ∈ L2Ω1(M), this implies that (ek, φ)L2εΩ1(M) = 0 for all
k ≥ 1 integer. Suppose that φ ∈ L2Ω1(M)0,ε. Then by completeness of {ek}∞k=1 in
L2Ω1(M)0,ε with respect to the inner product (·, ·)L2εΩ1(M), we get φ = 0 and hence
ψ ∈ Hd(0,Ω1(M)). Then ψ = 0 according to the Helmholtz decomposition (A.6).
Now, we show that φ ∈ L2Ω1(M)0,ε. For this, we need to show that (εφ|dϕ)L2Ω1(M) =
0 for all ϕ ∈ H10 (M). By density, it is enough to consider the case when ϕ ∈
C∞0 Ω
1(M int). Then, integrating by parts,
(εφ|dϕ)L2Ω1(M) = (∗dψ|dϕ)L2Ω1(M) = (dψ| ∗ dϕ)L2Ω2(M) = (t(ψ)|t(iν ∗ dϕ))∂M .
Since t(dϕ) = d∂M (ϕ|∂M ) = 0, by Lemma 2.1, we obtain
(t(u)|t(iν ∗ dϕ))L2Ω1(∂M) =
∫
∂M
t(u) ∧ t(dϕ) = 0
for all u ∈ C∞Ω1(M). Therefore, t(iν ∗ dϕ) = 0 and hence (εφ|dϕ)L2Ω1(M) = 0.
This proves the completeness.
Finally, we mention that ω = 0 is also an eigenvalue of (A.17) with infinite dimen-
sional eigenspace Hd,0(0,Ω
1(M))×Hd(0,Ω1(M)).
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Appendix B. Transversal semiclassical pseudodifferential operators
Suppose m ≥ 0 is an integer and a ∈ C∞(Rn+ × Rn−1) is such that for all multi-
indices α = (α1, α
′) and β
|∂α1x1 ∂α
′
x′ ∂
β
ξ a(x1, x
′, ξ)| ≤ Cα,β(1 + |ξ|)m−|β|,
for some constant Cα,β > 0. Thus, for each x1 ∈ (0,∞) and α1 ≥ 0 integer,
(∂α1x1 a)(x1, x
′, ξ) is a symbol on Rn−1 of order m with bounds being uniform in x1.
Then we consider an operator A defined for u(x1, x
′) ∈ S(Rn+) as a semiclassical
pseudodifferential operator on Rn−1 acting on x′ variable, for each fixed x1 ∈ (0,∞),
with symbol a(x1, x
′, ξ) via standard quantization, i.e.
Au(x1, x
′) =
1
(2π)n−1
∫
Rn−1
eix
′·ξa(x1, x
′, hξ)û(x1, ξ) dξ,
where h > 0 is a small semiclassical parameter.
Proposition B.1. Suppose that s ∈ R and A is an operator on S(Rn+) defined
as above. Then A has an extension to a bounded operator Hs(Rn+) → Hs−m(Rn+)
satisfying the estimate
‖Au‖Hs−mscl (Rn+) . ‖u‖Hsscl(Rn+), u ∈ H
s(Rn+),
where the implicit constant depends only on s an m.
Proof. The case when s is an integer such that s ≥ m was established in [7,
Lemma 4.3]. We use this result to prove the proposition for the case when s is
arbitrary real number using duality and interpolation.
First we consider the case when s ≤ 0 is an integer. We first observe that A∗ is an
operator defined in a similar way as A but with symbol b(x1, x
′, ξ) = a(x1,−ξ, x′).
Since −s+m ≥ m, this implies that A∗ : H−s+m(Rn+)→ H−s(Rn+) is bounded and
‖A∗u‖H−sscl (Rn+) . ‖u‖H−s+mscl (Rn+), u ∈ H
−s+m(Rn+).
In particular, A∗ is bounded from H−s+m0 (R
n
+) into H
−s
0 (R
n
+). Then by duality, A
is bounded from Hs(Rn+) into H
s−m(Rn) and
‖Au‖Hs−mscl (Rn) ≤ supp
ψ∈H−s+m0 (R
n
+)
〈Au, ψ〉Rn+
‖ψ‖H−s+mscl (Rn+)
≤ supp
ψ∈H−s+m0 (R
n
+)
〈u,A∗ψ〉Rn+
‖ψ‖H−s+mscl (Rn+)
. supp
ψ∈H−s+m0 (R
n
+)
〈u,A∗ψ〉Rn+
‖A∗ψ‖H−sscl (Rn+)
. ‖u‖Hsscl(Rn+).
Now, suppose that s is any real number in (0,m). According to what we have proven
so far, we know that A is bounded from L2(Rn+) into H
−m and from Hm(Rn+) into
L2(Rn+), and the following estimates hold
‖Au‖H−m
scl
(Rn+)
. ‖u‖L2(Rn+), ‖Av‖L2(Rn+) . ‖v‖Hmscl(Rn+), u ∈ L2(Rn+), v ∈ Hm(Rn+).
56 YERNAT M. ASSYLBEKOV
By interpolation theorem, A is bounded from Hs(Rn+) into H
s−m(Rn+) and satisfy
the following estimate
‖Au‖Hs−mscl (Rn+) . ‖u‖Hsscl(Rn+),
where the implicit constant depends only on s an m; see [21, Theorems B.2 and
B.8] or [14, Theorem 6.23].
Finally, these arguments can be used to deal with the case when s ∈ R is non-integer
such that s < 0 or s > m. This finishes the proof. 
Appendix C. Proofs of technical results
Proof of Lemma 5.5. We begin with the proof of the first estimate. Let T be the
first-order semiclassical pseudodifferential operator on Rn−1 with symbol F (ξ), act-
ing on functions on Rn+ on the x
′-variable. Then we show
‖JvJ−1u‖L2(Rn+) = ‖(T + h∂1)vJ−1u‖L2(Rn+)
& ‖v(T + h∂1)J−1u‖L2(Rn+) − ‖hE0J−1u‖L2(Rn+),
where E0(x1, ·), for each fixed x1 ∈ (0,∞), is a zeroth-order semiclassical pseu-
dodifferential operator on Rn−1 with bounds being uniform in x1-variable. By
Proposition B.1, the operator E0 is bounded from L
2(Rn+) to L
2(Rn+). Hence, by
Lemma 5.4, this implies
‖JvJ−1u‖L2(Rn+) & ‖vJJ−1u‖L2(Rn+) − h‖hJ−1u‖L2(Rn+)
& ‖vu‖L2(Rn+) − h‖u‖L2(Rn+).
Now, we prove the second estimate. Since J = T + h∂1, the operator Q can be
written as
Q = A0h
2∂21 +A1h∂1 +A2,
where A0(x1, ·), A1(x1, ·) and A2(x1, ·), for each fixed x1 ∈ (0,∞), are semiclassical
differential operators of orders 0, 1 and 2 on Rn−1 with bounds being uniform in
x1-variable. Since u ∈ S(Rn+), we have Qu ∈ S(Rn+), and hence
‖(JQ−QJ)u‖H−1scl (Rn+) = ‖[h∂1 + T,A0h
2∂21 +A1h∂1 +A2]u‖H−1scl (Rn+).
Since ∂1T = T∂1, we obtain
‖(JQ−QJ)u‖H−1scl (Rn+) ≤ ‖[h∂1, Q]u‖H−1scl (Rn+) + ‖[T,A0]h
2∂21u‖H−1scl (Rn+)
+ ‖[T,A1]h∂1u‖H−1
scl
(Rn+)
+ ‖[T,A2]u‖H−1
scl
(Rn+)
.
Observe that
[h∂1, Q] = hD2, [T,A0] = hP0, [T,A1] = hP1 [T,A2] = hP2,
where D2 is a second-order semiclassical differential operator, and P0, P1 and P2
are semiclassical pseudodifferential operators of orders 0, 1 and 2. Therefore, we
have
‖(JQ−QJ)u‖H−1scl (Rn+) ≤ h‖D2u‖H−1scl (Rn+) + h‖P0h
2∂21u‖H−1scl (Rn+)
+ h‖P1h∂1u‖H−1scl (Rn+) + h‖P2u‖H−1scl (Rn+).
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Applying Lemma B.1 to the terms on the right-hand side of the above estimate, we
finish the proof. 
Proof of Lemma 5.6. Assuming g ∈ L2(Rn+), let us prove the lemma. Observe that
(̂Jg)scl(x1, ξ) = (F (ξ) + h∂1)ĝscl(x1, ξ) = 0.
This implies that
‖Jv‖H−1scl (Rn+) = sup
06=w∈H10(R
n
+)
|(Jv, w)Rn+ |
‖w‖H1scl(Rn+)
= sup
06=w∈H10(R
n
+)
|(J(v − g), w)Rn+ |
‖w‖H1scl(Rn+)
= sup
06=w∈H10(R
n
+)
|(v − g, J∗w)Rn+ |
‖w‖H1scl(Rn+)
.
Since by Lemma 5.4, the operator J∗ is an isomorphism from H1(Rn+) with semi-
classical norm to L2(Rn), we have
‖Jv‖H−1scl (Rn+) = sup
06=w∈H10 (R
n
+)
|(v − g, J∗w)Rn+ |
‖J∗w‖L2(Rn+)
, (C.1)
and hence
‖Jv‖H−1scl (Rn+) . ‖v − g‖L2(Rn+).
For the opposite side estimate, write v − g = J∗J∗−1(v − g). By Lemma 5.4, we
have J∗−1(v − g) ∈ H1(Rn+). Also, by the definition of g
̂(J∗−1g)scl(0, ξ) =
2ReF (ξ)
h
∫ ∞
0
e−
F (ξ)s
h
1
h
∫ ∞
0
v̂scl(t, ξ)e
−F (ξ)s+F (ξ)th dt ds
=
2ReF (ξ)
h
∫ ∞
0
e−
2ReF (ξ)s
h
1
h
∫ ∞
0
v̂scl(t, ξ)e
−F (ξ)th dt ds
= ̂(J∗−1v)scl(0, ξ).
Therefore, J∗−1(v − g)(0, x′) = 0 and hence J∗−1(v − g) ∈ H10 (Rn+). If v − g = 0,
then we are done by (C.1). If not, we make the choice w = J∗−1(v − g) in (C.1)
and get the desired estimate.
Finally, let us show that g ∈ L2(Rn+). Using the definition of ĝscl, the direct calcu-
lations give∫ ∞
0
|ĝscl(x1, ξ)|2 dx1 = 2ReF (ξ)
h
∣∣∣∣ ∫ ∞
0
v̂scl(s, ξ)e
−F (ξ)sh ds
∣∣∣∣2.
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Applying Ho¨lder’s inequality, we get∫ ∞
0
|ĝscl(x1, ξ)|2 dx1 ≤ 2ReF (ξ)
h
(∫ ∞
0
|v̂scl(x1, ξ)|2 dx1
)(∫ ∞
0
e−
2ReF (ξ)s
h ds
)
=
∫ ∞
0
|v̂scl(x1, ξ)|2 dx1.
Integrating overRn−1 with respect to ξ-variable and using the semiclassical Plancherel’s
theorem, we get
‖g‖L2(Rn+) ≤ ‖v‖L2(Rn+),
completing the proof. 
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