We propose a novel approach for preserving topological structures of the input space in latent representations of autoencoders. Using persistent homology, a technique from topological data analysis, we calculate topological signatures of both the input and latent space to derive a topological loss term. Under weak theoretical assumptions, we can construct this loss in a differentiable manner, such that the encoding learns to retain multi-scale connectivity information. We show that our approach is theoretically well-founded, while exhibiting favourable latent representations on synthetic manifold data sets. Moreover, on real-world data sets, introducing our topological loss leads to more meaningful latent representations while preserving low reconstruction errors.
Introduction
While recently topological features, in particular the multi-scale features derived from persistent homology, have found increasing usage in the machine learning community [8, 25, 27, 43, 46] , using topology directly as a constraint for current deep learning methods remains an unsolved problem. This is due to the inherently discrete nature of these computations, making backpropagation through the computation of topological signatures immensely difficult or only possible in certain special circumstances, such as assuming a fixed connectivity [41] or discretising a space [16] .
In this work, we present a novel approach that permits us to obtain gradients during the computation of topological signatures. This permits employing topological constraints during training of deep neural networks and to build topology-preserving autoencoders based on the following contributions: 
Background: Persistent homology
Persistent homology [20, 21] is a method from the emerging field of computational topology, which develops tools for analysing topological features of data sets. Such features describe the connectivity of data, for example in the form of connected components. To give an intuitive description of persistent homology, we first need to introduce the concept of simplicial homology. For a simplicial complex K, i.e. a generalised graph with higher-order connectivity information, simplicial homology employs reduction algorithms on a boundary matrix to assign K a family of groups, the homology groups. When working with real-world data, the underlying manifold M is usually unknown. Instead, we are working with a point cloud X := {x 1 , . . . , x n } ⊆ R d and a metric dist : X × X → R such as the Euclidean distance. Persistent homology now extends simplicial homology to this setting; instead of approximating M by means of a single simplicial complex, which would be a brittle and error-prone procedure due to the discrete nature of X, persistent homology analyses changes in the homology groups over multiple scales of the metric. This is achieved by constructing a special simplicial complex, the Vietoris-Rips complex [53, 56] . For 0 ≤ < ∞, the Vietoris-Rips complex of X at scale , denoted by R (X), contains all simplices (i.e. subsets) of X for which dist(x i , x j ) ≤ holds for all i, j. Given a matrix Aof pairwise distances of a point cloud X, we will use R (A) and R (X) interchangeably. Vietoris-Rips complexes of different thresholds satisfy a nesting relation, i.e. R i (X) ⊆ R j (X) for i ≤ j , so it is possible to track changes in the homology groups as increases; see the seminal algorithm Edelsbrunner et al. [22] for more details. Figure 1 illustrates this process. Moreover, since X contains a finite number of points, a maximum value exists after which the connectivity does not change any more; it is thus sufficient to calculate R to obtain information about topological features at all scales.
We write PH(R (X)) for the persistent homology calculation of the Vietoris-Rips complex. It results in a tuple ({D 1 , D 2 , . . .}, {π 1 , π 2 , . . .}) of persistence diagrams (first component) and persistence pairings (second component). The d-dimensional persistence diagram D d of R (X) contains coordinates of the form (a, b), where a refers to a threshold at which a d-dimensional topological feature is created in Vietoris-Rips complex, and b refers to a threshold at which it is destroyed. See Figure 1d for an illustration. If d = 0, for example, the threshold indicates at which distance two connected components in X are merged into one; this is related to spanning trees [31] . The d-dimensional persistence pairing contains indices (i, j) corresponding to simplices s i , s j ∈ R (X) that create and destroy the topological feature identified by (a, b) ∈ D d , respectively. Persistence diagrams are known to be stable with respect to small perturbations in the data set [11, 15, 18] . Two persistence diagrams D and D can be compared using the bottleneck distance
where η : D → D denotes a bijection between the points of the two diagrams, and · ∞ refers to the L ∞ norm. This calculation is extended to multiple diagrams of varying dimensions by summing over the corresponding distances according to Eq. 1. We denote the space of persistence diagrams as D and to simplify notation, we use D(X) ⊆ D to refer to the set of persistence diagrams of a point cloud X arising from PH(R (X)).
Proposed method: Topology-preserving autoencoders
We propose a generic framework for constraining autoencoders to preserve topological structures (measured via persistent homology) of the data space in their latent encodings. In Section 3.1, we outline the calculation of a Vietoris-Rips complex for obtaining the persistent homology of a point cloud. We then apply the results of this calculation in Section 3.2 to build an autoencoder with a novel topological loss term. In Section 3.3, we show that this loss term is differentiable under weak theoretical assumptions and can thus be directly used in backpropagation. Finally, Section 3.4 discusses theoretical properties concerning the stability of our method.
Vietoris-Rips complex calculation
Given a finite metric space S, such as a subsample of the original data, we first calculate the persistent homology of the Vietoris-Rips filtration of its distance matrix A S . To this end, let := max A S and R A S be the corresponding Vietoris-Rips complex as described in Section 2. Given a maximum dimension 4 of d ∈ N >0 , we denote the resulting set of persistence diagrams as D(S, d) ⊆ D, and the set of persistence pairings as π(S, d).
Simplifying π(S, d) The d-dimensional persistence pairing π d contains indices of simplices that are relevant for creating and destroying d-dimensional topological features. We observe that we can consider each pairing to represent edge indices, namely the edges that are deemed to be "topologically relevant" by the computation of persistent homology (see below for more details). This works because the Vietoris-Rips complex is a clique complex, i.e. it is fully determined by its edges [56] . Since the Vietoris-Rips calculation only depends on the fixed distance matrix of a given space, we will also write π S to refer to the persistence pairings that result from PH R A S .
Obtaining edge indices For 0-dimensional topological features, it is sufficient to look at the edge indices, i.e. the indices of "destroyer" simplices, contained in π 0 . Each of these indices corresponds to an edge in the minimum spanning tree of the data set. This calculation is computationally efficient, having a worst-case complexity of O m 2 · α m 2 , where m is the batch size and α(·) denotes the extremely slow-growing inverse of the Ackermann function [19, Chapter 22] . For 1-dimensional features, where edges are paired with triangles, we obtain edge indices by selecting the edge with the maximum weight of the triangle. While this procedure-and hence our method-generalises to higher dimensions, our implementation currently does not support higher-dimensional features.
Topological autoencoder
In the following, we consider a mini-batch X from the data space X as a point cloud. Furthermore, we define an autoencoder as the composition of two functions h • g, where g : X → Z represents the encoder and h : Z → X represents the decoder. We denote latent codes with Z := g X (m) . During a forward pass of the autoencoder, we compute the persistent homology of the mini-batch in both the data as well as the latent space, yielding the following set of tuples:
For better readability, we only consider the first set of components corresponding to the 0-dimensional persistence diagram returned by PH. In both cases, the values of the persistence diagram can be retrieved by subsetting the distance matrix with the indices provided by the persistence pairings, i.e. D X A X π X . For notational purposes, we consider A X π X as a vector in R |π X | . Informally speaking, the persistent homology calculation can thus be seen as a selection of topologically relevant edges of the Vietoris-Rips complex, followed by the selection of corresponding entries in the distance matrix. We compare both diagrams D X and D Z to construct a topological loss term L t , which we add to the standard reconstruction loss term L r to arrive at the following optimisation objective
where λ ∈ R is a parameter to control the strength of the regularisation.
Differentiable topological loss
We framed our calculation as a selection of relevant distances between a subset of samples. A straight-forward approach to impose the data space topology on the latent space would be to apply a loss on the selected distances in both spaces. However, such an approach cannot be stable as it merely compares topological features without matching the edges between R (X) and R (Z). A more elaborate approach would be to enforce similarity of the intersection of the selected edges in both complexes. When initialising a random latent space Z, the persistence pairing in the latent space could still select random edges, resulting in only 1 expected matched edge (independent of mini-batch size) between the two pairings. Thus, to obtain informative gradients and efficient training, we make use of both filtrations and account for the union of all selected edges in X and Z. To this end, our topological loss term decomposes into two components, each handling the "directed" loss occurring as topological features in one of the two spaces, i.e. either the data space X or the latent code Z,
where
respectively. The key idea for both terms is to align and preserve topologically relevant distances from both spaces. By taking the union of all selected edges (and the corresponding distances), we obtain an informative loss term that is determined by at least |X| many distances. In case the topological structures of the two spaces X and Z are aligned perfectly, we have L X →Z = L Z→X = 0 because both pairings and their corresponding distances coincide.
We assume that there is an infinitesimal neighbourhood around each point in a persistence diagram that only contains this single point. Thus, the persistence pairing π does not change upon a small perturbation of the underlying distances. This guarantees the existences of the derivative of our topological loss. More precisely, our loss term permits calculating gradients for backpropagation. Letting θ refer to the parameters of the encoder, we have
where π X denotes the cardinality of a persistence pairing and
refers to the i th entry of the vector of paired distances. This derivation works analogously for L Z→X (with π X being replaced by π Z ). Furthermore, we note that any derivative of A X with respect to θ must vanish because the distances of the input samples do not depend on the encoding by definition.
Stability
While the general stability of persistence diagrams under small perturbations of the underlying space has already been established in Section 2, we still have to analyse the behaviour of our topological approximation on the level of mini-batches. The following theorem guarantees that subsampled persistence diagrams are close to the persistence diagrams of the point cloud X. Theorem 1. Let X be a point cloud of cardinality n and X (m) be one subsample of X of cardinality m, i.e. X (m) ⊆ X, sampled without replacement. We can bound the probability of X (m) exceeding a threshold in terms of the bottleneck distance as
where d H refers to the Hausdorff distance between the point cloud and its subsample, i.e.
for a baseline distance dist(x, y) such as the Euclidean distance.
Proof. See Section A.1 in the supplementary materials.
For m → n, it is clear that lim m→n d H X, X (m) = 0. Ideally, we want to bound the convergence rate of this expression. This is known to be feasible [13, 14] , but requires more involved assumptions on the measures from which X and X (m) are sampled. Please refer to Section A.2 in the supplementary materials for an analysis of empirical convergence rates. Additionally, we can give a simple bound using the diameter diam(X) := sup{dist(x, y) | x, y ∈ X} by observing that d H X, X (m) ≤ diam(X) because the supremum is guaranteed to be an upper bound for the Hausdorff distance. This worst-case bound does not account for the sample size m. However, under certain independence assumptions, we can approximate the expected value of the Hausdorff distance
) . The calculation of an exact representation is beyond the scope of this work and requires more tools from measure theory [49] .
Theorem 2. Let A ∈ R n×m be the distance matrix between samples of X and X (m) , where the rows are sorted such that the first m rows correspond to the columns of the m subsampled points with diagonal elements a ii = 0. Assume that the entries a ij with i > m are random samples following a distance distribution F D with supp(f D ) ∈ R ≥0 . The minimal distances δ i for rows with i > m of A follow a distribution F ∆ . Letting Z := max 1≤i≤n δ i with a corresponding distribution F Z , the expected Hausdorff distance between X and X (m) for m < n is bounded by:
Proof. See Section A.3 in the supplementary materials.
Corollary 1. From Eq. 9, we obtain E[d H (X, X m )] = 0 as m → n, so the expected value converges as the subsample size is sufficiently close to the total sample size. 5 We conclude that our subsampling approach results in point clouds that are suitable proxies for the large-scale topological structures of the point cloud X.
Related work
Computational topology, in particular persistent homology (PH), has recently started gaining traction in several areas of machine learning research. We identify two major lines of research. First, PH is often used as as post hoc method for analysing topological characteristics of data sets. This leads to several publications that compare topological features of high-dimensional spaces with embeddings in order to assess the veracity or quality of a given embedding scheme [39, 44, 45, 54] . A recent publication Khrulkov and Oseledets [29] employs the same idea for comparing the sample spaces of GANs with their respective original data spaces, calculating the "geometry score" that measures to what extent topological features have been retained by a given model. More generally, PH can also be used to characterise the training of neural networks [25, 46] or their decision boundaries [42] in order to facilitate model selection. Our method crucially differs from all these publications in that we are able to obtain gradient information to update a model while training. The second line of research deals with integrating topological features in classifiers to increase classification performance. Hofer et al. [27] propose a new neural network layer that permits learning the best projection of persistence diagrams, which can subsequently be used as feature descriptors to classify graph-structured data. Likewise, different vectorisation strategies for persistence diagrams exist [1, 7] , making it possible to use them in a variety of kernel-based classifiers. These strategies have recently been subsumed [8] in a novel architecture based on deep sets [55] . The commonality of all these approaches is that they treat persistence diagrams as a fixed quantity; while they are capable of learning suitable parameters for classifying them, they cannot adjust input data to better approximate a certain topology, for example.
These topology-based adjustments have only recently become feasible. Poulenard et al. [41] showed that under certain assumptions, it is possible to optimise real-valued functions based on their topology. This was the first approach to make it possible to align persistence diagrams by modifying input data itself; it is restricted to situations in which the connectivity of the data is known, i.e. a mesh exists, and the optimised functions have to be real-valued at the vertices of the mesh. By contrast, our method works directly on distances and sidesteps connectivity calculations by using the Vietoris-Rips complex. Chen et al. [16] use a similar optimisation technique to regularise the decision boundary of a classifier. This is perhaps the closest work to ours in spirit, but it is restricted to optimising the boundary of a classifier, whereas we want to align the input space and latent representations in a topologically meaningful manner. Moreover, our work does not require discretising the input space, which can be computationally expensive.
Experiments
We consider our main task to learn a latent space in an unsupervised manner such that topological features of the data space-measured using persistent homology approximation on every batch-are preserved as much as possible. We analyse latent representations in terms of (1) low-dimensional visualisations (to assess to what extent different structures or classes have been separated correctly), (2) reconstruction errors (to validate that our method does not adversely affect autoencoder performance), and (3) multi-scale density quality metrics (to measure the overall structure of the latent representation with respect to the original space).
Experimental Setup
Synthetic data set We use a SPHERES data set that consists of ten high-dimensional 100-spheres living in 101−dimensional space that are enclosed by an additional larger sphere that consists of the same amount of points as the total of inner spheres. For more details, please refer to Section A.4.
Real-world data sets We analyse two well-known image data sets, namely MNIST and FASHION-MNIST. These data sets are particularly amenable to our topology-based analysis because real-world images are known to lie on or near low-dimensional manifolds [5, 6, 23, 32, 40] .
Baselines We compare our proposed approach against a set of deep and classic dimensionality reduction techniques. This includes UMAP [37] , t-SNE [51] , Isomap [50] , PCA, as well as standard autoencoders. For the synthetic data set, we use an MLP autoencoder (3 layers per encoder and decoder); for MNIST and FASHION-MNIST, we use an architecture similar to DeepAE [26] . For further details, please refer to Section A.5.
Training We split each data set into training and testing (using the predefined split, if available, 90% versus 10% otherwise). Additionally, we remove 15% of the training split as validation data for tuning the hyperparameters. For details regarding the hyperparameter search, please refer to Section A.5. All autoencoders employ batch-norm and are optimized using ADAM [30] . Since t-SNE is not intended for applying to unseen test samples, we evaluate this method only on the train split. Due to significant computational scaling problems, we were not able to run a hyperparameter search on Isomap (which prevents a fair comparison for this algorithm) on the real-world data sets, so we can only compare against this algorithm on for the synthetic data sets.
Measuring the quality of latent representations
In order to assess the quality of our method, it is insufficient to merely consider the reconstruction error, as this quantity will merely tell us to what extent we can recover structures. Our primary interest concerns the quality of the latent space because, among others, it can be used to visualise the data set. While we initially considered classical quality metrics from non-linear dimensionality reduction (NLDR) algorithms [3, 24, [33] [34] [35] 45] , we found that they are not suitable to determine to what extent local structures are being retained. In particular, we require a measure that is agnostic to non-linear scaling of distances [52] . We thus propose a novel measure that is loosely based on the distance to a measure density estimator [10, 12] . Definition 1 (Density distribution error). Let σ ∈ R >0 . For a finite metric space S with an associated distance dist(·, ·), we evaluate the density at each point x ∈ S as
where we assume without loss of generality that max dist(x, y) = 1. We then calculate f σ X (·) and
, normalise them such that they sum to 1, and evaluate
i.e. the Kullback-Leibler divergence between the two density estimates.
We consider KL σ to represent the error between the two density distributions. Ideally, we want the two distributions to be similar because this implies that density estimates in a low-dimensional representation are similar to the ones in the original space. In the subsequent comparisons, we will use KL σ as well as (1) the root mean square error (RMSE), and (2) the mean relative rank error (MRRE), two classical measures from NLDR [33] [34] [35] 45 ]. Figure 2 depicts the latent representations of different methods. We observe that only our method-here, integrated into a "vanilla" autoencoder architecture (denoted with AE)-is capable of assessing the nesting relationship of the high-dimensional spheres correctly (Figure 2c ). UMAP (Figure 2a) , by contrast, "cuts open" the enclosing sphere, distributing most of its points evenly among the remaining spheres. We observe a similar behaviour for t-SNE ( Figure A .2c in the appendix). In Table 1 we see that the density distribution error confirms the visual assessment that only our novel topological loss preserves the relevant structure of this dataset. The classical evaluation measures, however, favour UMAP, even though this method fails to capture the enclosing sphere manifold that accounts for half of the dataset. Figure 3 shows the latent representations of selected methods. We observe that, as we go from AE ("vanilla architecture") to our proposed TopoAE, the relationship between different classes changes. For example, the red classes appear to be separate in the AE latent space, whereas they are merged in TopoAE and UMAP (which is also motivated in terms of preserving topological structures). We observe that, as opposed to AE, which is purely driven by the reconstruction error, our method has the additional objective of preserving structure, and not merely pulling different classes apart. The corresponding rows in Table 1 indicate that, over all scales, our methods ranks among the top two in terms of the density distribution error. On this data set, we observe that finding a perfect measure is non-trivial, as PCA is ranked favourably by all of them, while exhibiting a heterogeneous latent space ( Figure A .3a in the supplementary materials). MNIST Here, Table 1 shows that our method TopoAE dominates the density distribution error, whereas t-SNE ranks thrice in the top two. While the corresponding embeddings ( Figure A.4 in the appendix) demonstrate that UMAP and t-SNE are better at clustering the data set, they also lose some of the relationship information between clusters due to isolating individual digits.
Results
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Discussion and Conclusions
In this paper, we presented a topological autoencoder, a novel method for preserving topological information (measured in terms of persistent homology) of the input space when learning latent representations with deep neural networks. Under weak theoretical assumptions, we showed how our persistent homology (PH) calculations can be combined with backpropagation; moreover, we proved that approximating PH on the level of mini-batches is theoretically justified. In our experiments, we observed that our method is uniquely able to capture spatial relationships between nested highdimensional spheres. This is relevant as the ability to cope with several manifolds in the domain of manifold learning still remains a challenging task. On real-world data sets, we observed that our topological loss leads to competitive performance in terms of preserving data space density, while not adversely affecting the reconstruction error.
In both synthetic and real-world data sets, we obtain interesting representations, as our method does not merely pull apart different classes, but tries to spatially arrange them meaningfully. Thus, we do not observe mere distinct "clouds", but rather entangled structures, which we consider to constitute a more meaningful representation of the underlying manifolds. Our topological loss calculation according to Section 3.3 is highly generic; it only requires the existence of a distance matrix between individual samples (either globally, or on the level of batches). As a consequence, our topological loss term can be directly integrated into a variety of different architectures and is not limited to standard autoencoders. For instance, we can also apply our constraint to variational setups (see Figure A. 2 for a sketch).
Employing our generic constraint to more involved architectures will be an exciting route for future work. One issue with the calculation is that, given the computational complexity of calculating R (·), we scale progressively worse with increasing batch size. In future work, this could be mitigated by approximating the calculation of persistent homology [17, 28, 48] or by exploiting recent advances in parallelising it [2, 36] . 1. Using the baseline distance dist(·, ·), we compute a distance matrix A ∈ R n×m between all points in X and X (m) .
2. For each of the n points in X, we compute the minimal distance to the m samples of X (m) by extracting the minimal distance per row of A and gather all minimal distances in δ ∈ R n .
3. Finally, we return the maximal entry of δ as d H X, X (m) .
In the subsequent proof, we require an independence assumption of the samples.
Proof. Using Observations 1 and 2 we obtain a simplified expression for the Hausdorff distance, i.e.
The minimal distances of the first m rows of A are trivially 0. Hence, the outer maximum is determined by the remaining n − m row minima {δ i | m < i ≤ n } with δ i = min 1≤j≤m (a ij ). Those minima follow the distribution F ∆ (y) with
Next, we consider Z := max 1≤i≤n δ i . To evaluate the density of Z, we first need to derive its distribution F Z :
Next, we approximate Z by Z by imposing i.i.d sampling of the minimal distances δ i from F ∆ . This is an approximation because in practice, the rows m + 1 to n are not stochastically independent because of the triangular inequality that holds for metrics. However, assuming i.i.d., we arrive at
. Since Z has positive support its expectation can then be evaluated as:
The independence assumption leading to Z results in overestimating the variance of the drawn minima δ i . Thus, the expected maximum of those minima, E[Z ], is overestimating the actual expectation of the maximum E[Z], which is why Eq. 20 to Eq. 21 constitute an upper bound of E[Z], and equivalently, an upper bound of E d H (X, X (m) ) . When increasing m, E[d H (X, X m )] decreases monotonically since for a particular m, we draw n − m samples from the minimal distance distribution F ∆ , and their maximum determines the Hausdorff distance. In contrast, our preliminary upper bound on the left-hand side of Eq. 21 forms a downwards-facing parabola due to the quadratic form in the exponent. This indicates that a tighter bound is achieved for m = n by using the minimal subsample size of m = 1. for d = 101. Crucially, to add interesting topological information to the data set, the ten spheres are enclosed by an additional larger sphere of radius 5r. The spheres were generated using the library scikit-tda.
A.5 Architectures and Hyperparameter Tuning
Architectures for synthetic datasets For the synthetically generated datasets we use a simple Multilayer perceptron architecture consisting of two hidden layer with 32 neurons each both encoder and decoder and a bottleneck of two neurons such that the sequence of hidden-layer neurons is 32 − 32 − 2 − 32 − 32. ReLU non-linearities and batch normalization were applied between the layers excluding the output layer and the bottleneck layer. The networks were fit using mean squared error loss.
Architectures for MNIST and Fashion MNIST For the MNIST and FASHION-MNIST datasets, we use an architecture inspired by DeepAE [26] . This architecture is composed of 3 layers of hidden neurons of decreasing size (1000 − 500 − 250) for the encoder part, a bottleneck of two neurons, and a sequence of three layers of hidden neurons in decreasing size (250 − 500 − 1000) for the decoder. In contrast to the originally proposed architecture, we applied ReLU non-linearities and batch normalization between the layers as we observed faster and more stable training. For the nonlinearities of the final layer, we applied the tanh non-linearity, such that the image of the activation matches the range of input images scaled between −1 and 1. Also here mean we applied mean squared error loss.
All neural network architectures were fit using Adam and weight-decay of 10 −5 .
Hyperparameter tuning For hyperparameter tuning we apply a Bayesian optimization framework provided by the scikit-optimize library [47] with 40 calls per method on the synthetic datasets and 20 calls per method on the MNIST and FASHIONMNIST datasets. We select the best model parameters in terms of density distribution error on the validation split and evaluate and report it on the test split.
Neural networks For the neural networks we sample the learning rate log-uniformly in the range 10 −4 − 10 −2 , and for the TopoAE method we sample the regularization strength log-uniformly in the range 10 −2 − 1.
Competitor methods For T-SNE we sample the perplexity uniformly in the range 5 − 50 and the learning rate log-uniformly in the range 10 − 1000. For Isomap and UMAP, the number of neighbors included in the computation was varied between 15 − 500. For UMAP, we additionally vary the min_dist parameter uniformly between 0 and 1. 
