Congruence classes in M3(Fq) (q odd)  by Corbas, B. & Williams, G.D.
Discrete Mathematics 219 (2000) 37{47
www.elsevier.com/locate/disc
Congruence classes in M3(Fq) (q odd)
B. Corbas, G.D. Williams
Department of Mathematics, University of Reading, Whiteknights, Reading RG6 6AF, UK
Received 21 August 1998; revised 14 May 1999; accepted 7 September 1999
Abstract
In dimensions 2 and 3, matrices over a eld of characteristic 6= 2 are classied up to con-
gruence by means of certain representatives which are sums of diagonal and antisymmetric
matrices. Over a nite eld, these representatives then enable us very easily to determine the
sizes of the various congruence classes. c© 2000 Elsevier Science B.V. All rights reserved.
0. Introduction
The problem of classifying the congruence classes in the ring Mn(K) of (n  n)
matrices over a eld K , or, what is the same, of classifying general (asymmetric)
bilinear forms over K up to equivalence, has been variously treated in recent years. For
example, in dimension 2 Bremser [3] gives representatives for the non-singular classes
over a nite eld, and in the same dimension representatives for all classes over an
arbitrary eld are determined in [14]. In dimension 3, representatives are given by the
authors [4], once more over a nite eld. Moreover, in [7,13] Gow and Waterhouse
give generating functions for the number of equivalence classes over a nite eld. A
corresponding formula for pairs of symmetric matrices is given in [15].
In this paper we show rst, for arbitrary elds of characteristic 6= 2, how to obtain
very simply a set of representatives in dimension 2. The method rests on representing
each class by a diagonal plus an antisymmetric part, and is similar to an idea employed
in [5,6]. It is then extended to dimension 3, where certain quadratic forms appear, and
these are used together with Witt’s extension theorem to give the classication. We
apply our results in particular to the case where K is the nite eld Fq and determine
the sizes of the various congruence classes.
The representatives obtained here are quite dierent in form from those given in
[3,4,14]. They are also dierent from those which one can derive by applying the
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general structure theory of bilinear forms due to Riehm [11] and Scharlau [12]. The
advantage that they possess is that of leading in a simple way to the determination of
the class sizes.
The method employed here is, of course, only applicable in characteristic 6= 2. The
case q even proceeds otherwise, and will form the subject of a separate note. We thank
the referees for some helpful suggestions.
1. The (2 2) case
Let K be a eld of characteristic 6= 2. Then an (nn) matrix A over K decomposes
uniquely as a sum A = As + Aa of a symmetric and an antisymmetric matrix. P will
always denote an invertible matrix, with transpose Pt . Evidently, we have:
Lemma 1. PtAP = B, PtAsP = Bs and PtAaP = Ba.
By the standard theory of quadratic forms As may be diagonalized, and we let D be
a set of diagonal representatives for all symmetric (n n) matrices up to congruence.
Choosing P such that PtAsP 2 D gives the following, in which  denotes congruence
and O(D) is the orthogonal group of (the form represented by) D.
Proposition 1. (i) Each congruence class contains a matrix of the form D+B where
D 2 D and B is antisymmetric. Moreover D + B  D0 + B0 ) D = D0.
(ii) If A= D + B and A0 = D + B0; then PtAP = A0 , P 2 O(D) and PtBP = B0.
Thus each congruence class has an underlying diagonal type, and each type is a
union of congruence classes.
For (2  2) matrices we now analyze the types in turn. Here the diagonal entries
;  are non-zero and we write B=

0 
− 0

; B0 =

0 0
−0 0

:
1) D =




: If A  A0, then by Proposition 1 there exists P 2 O(D) such
that PtBP = B0. Taking determinants and noting that det P = 1 gives 2 = 0 2, i.e.
0 =. Conversely it is clear that this implies that A  A0.
2) D =


0

: If fx; yg is the basis with respect to which the form has matrix
A = D + B and if  6= 0, replace y by −1y . Thus we may take  = 1 and there is
one non-symmetric class.
3) D =

0
0

: The form is alternating, so there is one non-symmetric class.
In summary we have proved the following, in which the elements of D have been
grouped as above according to rank:
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Theorem 1. For charK 6= 2; the bilinear forms in dimension 2 are given by the
following complete set of representatives in which D runs over D :
Symmetric, D Non-symmetric, Type D



 
 
− 

;  2 K=f1g


0
 
 1
−1 0


0
0
 
0 1
−1 0

This completes the classication over any eld for which the classication of sym-
metric matrices (quadratic forms) is known.
We now apply this to the eld K = Fq (q odd). The representatives we obtain are
1 0
0 

;

1 
− 

;

 0
0 0

;

 1
−1 0

;

0 0
0 0

and

0 1
−1 0

;
where  runs over K=f1g and = 1 or ;  being a xed non-square of K .
Thus there are 8 + 2  12 (q − 1) = q + 7 classes, in accordance with [13]. Our rep-
resentatives are quite dierent from those given in [3,14] and we leave the reader to
determine the correspondence between the two systems, which depends on whether
various elements of K are squares.
Using the representatives above, it is easy to determine the sizes of the various
congruence classes. These are the orbits of the (right) action of GL2(Fq) on M2(Fq)
via A  P = PtAP. Noting that the stabilizer Stab A of A equals Stab(As) \ Stab(Aa),
we nd that it is only necessary to determine the stabilizers of
1 0
0 

;

1 0
0 0

and

0 1
−1 0

:
These are immediately found:
Lemma 2.
Stab

1
0

=
1
c d

: d 6= 0

Stab

1


= O2;  =

a c
c a

: a2 + c2 = 1

;
the orthogonal group of

1


, and Stab

1
−1

=SL2; the special linear group.
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By the remark preceding the lemma,

 1
−1 0

has stabilizer equal to
Stab

1
0

\ Stab

1
−1

=



1
c 1

:
Similarly,
Stab

1 
− 

= O2;  \ SL2 = SO2; ;
the special orthogonal group. The order of the orthogonal group is standard (see for
example [1]) and may in any case be found at once by counting the number of solutions
of the equation a2+c2=1. It is given by jSO2; j=q−(−), where  is the quadratic
character of Fq. We now deduce:
Theorem 2. The sizes of the congruence classes in M2(Fq) ( q odd) are given by:
Representative Stabilizer jClassj

1


O2;  12q(q− 1)(q+ (−))

1 
− 

SO2;  q(q− 1)(q+ (−))


0
 1
c d

1
2 (q
2 − 1)

 1
−1 0
 


1
c 1

1
2 (q
2 − 1)(q− 1)

0
0

GL2 1

1
−1

SL2 q− 1
2. The (3 3) case
This time write
D =
0
@  

1
A ; B=
0
@ 0  − 0 
− − 0
1
A and B0 =
0
@ 0 
0 0
−0 0 0
−0 −0 0
1
A :
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Associated to B consider the column vector
B =
0
@ −

1
A in K3:
Our method rests on the next two results, the rst of which is readily veried.
Proposition 2. For P 2 GL3(K) we have PtBP = B0 , PB0 = (det P)B.
This shows the equivalence of two (right) actions of GL3(K): one by means of
congruence on the set of antisymmetric matrices, and the other on K3 via (det P)P−1.
Proposition 3. If V is a nonsingular inner product space under a quadratic form q
and u; v are non-zero vectors such that q(u)= q(v); then there is an isometry T of V
mapping u to v. If dim V>3; we may take T to be proper (det T = 1).
Proof. The rst statement is just Witt’s Extension Theorem applied to the lines
Ku and Kv (see for example [2,9]). The second is covered by a renement of the
Witt Theorem, as in [1, Theorem 3:16], but for convenience we give a short proof of
this special case. We note that (Ku)? is not totally isotropic, since its dimension is
greater than the Witt index, so there exists w 2 (Ku)? such that q(w) 6= 0. Then the
symmetry Sw dened by w xes u. If det T =−1, replace T by TSw.
As before, we analyze the various diagonal types D. In the following A = D + B;
A0 = D + B0, and ; ;  are non-zero:
1) D =
0
@  

1
A : We call this the generic case. Suppose that A  A0. By
Proposition 1 there exists P 2 O(D) such that PtBP = B0, and Proposition 2 then
implies that PB0 =B. Since P is an isometry of the quadratic form q given by D, it
follows that q(B)=q(B0), or in other words 2+2+2=02+02+02. Suppose
conversely that this condition holds and that B; B0 are non-zero. By Proposition 3 there
exists a proper P 2 O(D) such that PB0 = B, whence A  A0 using Propositions 1
and 2.
To summarize, we have proved in the generic case the following:
If B; B0 6= 0; then A  A0 , 2 + 2 + 2 = 02 + 02 + 02: (1)
There is thus one congruence class
0
@   −  
− − 
1
A of type D for each element of K
represented (non-trivially) by the quadratic form D. In addition there is the symmetric
class
0
@  

1
A :
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2) D =
0
@  
0
1
A: Write D =

D1
0

; where D1 =




; and decompose
P into the same block form. One easily checks that P 2 O(D) if and only if it is of
the form P =

P1
F 

; where P1 2 O(D1) and  2 K.
Propositions 1 and 2 now imply that:
A  A0 , there exist P1 2 O(D1);  2 K and F such that
P1

0
−0

= (det P1)


−

and F

0
−0

+ 0 = (det P1): (2)
In particular, if A  A0 then (; ) and (0; 0) are both zero or both non-zero. We treat
these cases separately:
(i) (; ) = (0; 0) = 0: Then (2) shows that A  A0 , 0 =.
Thus we have distinct congruence classes0
@  − 
0
1
A ;  = 0;  2 K=f1g:
(ii) (; ) and (0; 0) 6= 0: If A  A0, then (2) implies at once that 02 + 02 =
2(2 + 2). Conversely, if this holds for some  2 K, then by Proposition 3 we
can choose P1 2 O(D1) such that
P1

0
−0

= 


−

:
Substituting − for  if necessary, we may replace this by the rst condition in
(2) and then F may be chosen to satisfy the second condition, since (0; 0) 6= 0.
Hence:
A  A0 , 2 + 2 and 02 + 02 are in the same square-class: (3)
This is analogous to (1). We may as well take  = 0.
There is thus one class
0
@  0 0  
− − 0
1
A of type D for each square-class of K
represented by D.
3) D =
0
@  0
0
1
A : This is similar to the previous case. This time P 2 O(D) if
and only if it is of the form
P =
1
F P2

; with P2 2 GL2(K):
Hence, A  A0 , there exist P2 2 GL2(K) and F such that
0 = (det P2) and F0 + P2
−0
0

=(det P2)
−


: (4)
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Again there are two cases:
(i) = 0 = 0: If A  A0, then (; ) and (0; 0) are both zero (the symmetric case)
or both non-zero. Conversely, if this is so there exists P2 2 SL2(K) such that
P2
−0
0

=
−


:
Taking F = 0 shows that A  A0.
So there are two classes:
0
@  0
0
1
A and
0
@  1−1 0
0
1
A (say):
(ii)  and 0 6= 0: Choose any P2 such that det P2=0= and then choose F to satisfy
the second condition of (4). Thus A  A0 and there is one class.
4) D =
0
@ 0 0
0
1
A: The form is alternating, so there is one non-symmetric class.
In summary, we have proved:
Theorem 3. For charK 6=2; the bilinear forms in dimension 3 are given by the fol-
lowing complete set of representatives; in which D runs over D:
Symmetric, D Non-symmetric, Type D
0
@  

1
A
0
@   −  
− − 
1
A in 1− 1 correspondence via 2 + 2 + 2 with
the elements of K represented by the form D:
0
@  
0
1
A
0
@  − 
0
1
A ;  2 K=f1g
0
@   
− − 0
1
A, in 1{1 correspondence via 2 + 2 with
the square-classes of K represented by D:
0
@  0
0
1
A
0
@  1−1 0
0
1
A and
0
@  0 1
−1 0
1
A
0
@ 0 0
0
1
A
0
@ 0 1−1 0
0
1
A
Once again, we now apply this classication to the case K = Fq (q odd). Note
that over Fq a nonsingular quadratic form of rank >2 is universal (cf. [9]) and
hence 2 + 2 + 2 represents all elements of K (non-trivially). For D we take the
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standard diagonal matrices (1; 1; ); (1; ; 0); (; 0; 0) and (0; 0; 0), where =1 or , as
in Section 1. For each of the types considered in the proof of Theorem 3, the number
of congruence classes is thus given as follows:
Type Number of classes Total
1) q+ 1 for each of (1,1,1) and (1; 1; ) 2q+ 2
2)(i) 12 (q+ 1) for each of (1,1,0) and (1; ; 0) q+ 1
2)(ii) 12 (5 + (−1)) for (1,1,0) and 12 (5− (−1)) for (1; ; 0) 5
3) 3 each for (1,0,0) and (; 0; 0) 6
4) 2 2
Equivalently, for type 2)(ii), there are 3 classes for (1; 1; 0) and 2 for (1; ; 0) if
−1 2 K2, and vice versa if not. In all there are 3q + 16 classes, in agreement with
Waterhouse’s formula [13].
As in the (2  2) case, we now use our representatives to determine the various
class sizes, this time considering the congruence action of GL3(Fq) on M3(Fq). In the
notation of Theorem 3 and its proof, one veries at once:
Lemma 3.
Stab
0
@  

1
A= O(D);
Stab
0
@  
0
1
A=

P1
F 

: P1 2 O(D1);  6= 0

;
Stab
0
@ 1 0
0
1
A=
1
F P2

: P2 2 GL2

;
Stab
0
@ 0 1−1 0
0
1
A=

P1
F 

: P1 2 SL2;  6= 0

and Stab
0
@ 0 0 1
−1 0
1
A=

 E
P2

: P2 2 SL2;  6= 0

:
For D= (1; 1; ) we denote the orthogonal group O(D) by O3; . For both values of
 the order is 2q(q2 − 1) (see [1]). The following theorem now determines the sizes
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of the congruence classes. For each representative, the table gives the order of the
stabilizer and the class size, and  takes the values 1 and .
Theorem 4. The sizes of the congruence classes in M3(Fq) (q odd) are given by
Representative jStabilizerj jClassj
1.
0
@ 1 1

1
A 2q(q2 − 1) 12q2(q3 − 1)(q− 1)
2.
0
@ 1  − 1 
− − 
1
A 2(q− (−)) q3(q3 − 1)(q2 − 1)(q− 1)
2(q− (−))
where  = 2 + 2 + 2
3.
0
@ 1 
0
1
A 2q2(q− 1)(q− (−)) 12q(q3 − 1)(q+ (−))
4.
0
@ 1 − 
0
1
A q2(q− 1)(q− (−)) q(q3 − 1)(q+ (−))
5.
0
@ 1  
− − 0
1
A  4q if 2 + 2 6= 0
q(q− 1) if not
 1
4q
2(q3 − 1)(q2 − 1)(q− 1)
q2(q3 − 1)(q2 − 1)
6.
0
@  0
0
1
A 2q3(q2 − 1)(q− 1) 12 (q3 − 1)
7.
0
@  1−1 0
0
1
A 2q3(q− 1) 12 (q3 − 1)(q2 − 1)
8.
0
@  0 1
−1 0
1
A 2q(q2 − 1) 12q2(q3 − 1)(q− 1)
9.
0
@ 0 0
0
1
A jGL3j 1
10.
0
@ 0 1−1 0
0
1
A q3(q2 − 1)(q− 1) q3 − 1
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Proof. With the exception of lines 2 and 5, all of this follows at once, upon taking
appropriate intersections, from Lemma 3. Consider now the matrix in line 2. This is
of the form D + B, where D = (1; 1; ) and B is non-zero antisymmetric. Its stabilizer
equals O(D) \ StabB, which is the same as the stabilizer of B under the congruence
action A  O(D) ! A of O(D) on the set A of antisymmetric matrices. The force
of Proposition 3 is that B and B0 are equivalent under this action if and only if
q(B) = q(B0). Hence jOrbBj is the number of non-zero solutions of the equation
x2 + y2 + z2 = , where  = q(B) = 2 + 2 + 2.
This number may be determined by standard manipulations with Jacobi sums (see
[8,10, Theorem 6:27]). It equals q2 + q(−) (if  6= 0), q2 − 1 (if  = 0). Hence
Stab(D+B) has order jO(D)j=jOrbBj, which simplies in either case to 2(q−(−)).
Turning to line 5, we must nd the stabilizer of the matrix D + B, where this
time D = (1; ; 0) and  = 0 in B. As in the discussion of Case 2) in the proof of
Theorem 3, this consists of the matrices
P =

P1
F 

with P1 2 O(D1) = O2; ;  2 K
and satisfying PB = det P:B, or in other words:
~P1


−

= 


−

and F


−

= 0; (5)
where ~P1 = (det P1)P1. Note that P1 7! ~P1 is an automorphism of O2; .
To determine the number of such P, we rst observe, by Proposition 3, that for any
2K; O2;  acts transitively on the set of non-zero solutions of the equation x2+y2=.
Either directly, or by counting the number of these solutions, one veries that the
stabilizers of this action have order 2 (if  6= 0), 1 (if =0). The latter case naturally
only arises when (−) = 1.
Now let  = 2 + 2 and consider the rst case  6= 0. From (5) we have
 = 2, so that  = 1. Conversely, for each of  = 1 or −1, it follows from the
previous paragraph that there are two P1 2 O2;  satisfying the rst condition in (5).
Thus there are four pairs (P1; ) satisfying this condition. If = 0, on the other hand,
there is one suitable matrix P1 for each  2 K, and hence q− 1 pairs (P1; ). Since
there are q solutions F to the second condition in (5), the stabilizer of D+ B has the
order stated.
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