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ZETA INTEGRALS ON ARITHMETIC SURFACES
THOMAS OLIVER
Abstract. Given a (smooth, projective, geometrically connected) curve over a number field,
one expects its Hasse–Weil L-function, a priori defined only on a right half-plane, to admit
meromorphic continuation to C and satisfy a simple functional equation. Aside from excep-
tional circumstances, these analytic properties remain largely conjectural. One may formu-
late these conjectures in terms of zeta functions of two-dimensional arithmetic schemes, on
which one has non-locally compact “analytic” adelic structures admitting a form of “lifted”
harmonic analysis first defined by Fesenko for elliptic curves. In this paper we generalize his
global results to certain curves of arbitrary genus by invoking a renormalizing factor which
may be interpreted as the zeta function of a relative projective line. We are lead to a new in-
terpretation of the “gamma factor” (defined in terms of the Hodge structures at archimedean
places) and an (two-dimensional) adelic interpretation of the “mean-periodicity correspon-
dence”, which is comparable to the conjectural automorphicity of Hasse–Weil L-functions.
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1. Introduction
Let S be a scheme of finite type over Z. The zeta function of S is defined on ℜ(s) > dim(S)
by the Euler product
ζ(S, s) =
∏
x∈|S|
1
1− |k(x)|−s
,
where |S| denotes the atomisation of S, that is, its set of closed points, and k(x) is the residue
field at a closed point x. The question of meromorphic continuation of such zeta functions
remains open, along with the conjectural functional equation with respect to s 7→ dim(S)−s.
A basic case is when S is a proper, regular model of a smooth projective curve C over a
number field k. Associated to each e´tale cohomology group of C, one has a Hasse–Weil
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L-function L(H i(C), s) defined as the Euler product of reciprocal characteristic polynomials
of the action of Frobenius on the inertia invariants. The cases i = 0, 2 reduce to Dedekind
zeta functions of the ground field k, and so the unknown quantity is L(C, s) := L(H1(C), s).
One has the following equation
ζ(S, s) = n(S, s)
ζk(s)ζk(s− 1)
L(C, s)
.
This expression may be viewed as a definition of n(S, s), which is easily seen as a product
of explicit functions rational in a variable of the form p−s, where p ranges over the residual
characteristics of bad reduction. From this one infers that the meromorphic continuation
of ζ(S, s) is equivalent to that of L(C, s). An exercise in e´tale cohomology demonstrates
that n(S, s) admits the correct functional equation so that those of L(C, s) and ζ(S, s) are
equivalent [2].
By taking into account the additional contribution of finitely many horizontal curves on S,
in this paper we study a modified zeta function
Z(S, {ki}, s) = ζ(S, s)
n∏
i=1
ζ(ki, s/2),
where the number fields ki/k are determined by the horizontal curves. Up to sign, the
functional equation of L(C, s) is equivalent to
Z(S, {ki}, s)
2 = Z(S, {ki}, 2− s)
2,
where Z is not quite the product of the completions:
Z(S, {ki}, s) = Z(S, {ki}, s)A(S)
(1−s)/2Γ(S, s)
n∏
i=1
Γ(ki, s/2).
In the above expression A(S) denotes the conductor of S and Γ(S, s) (resp. Γ(ki, s)) denotes
the gamma factor of S (resp. ki). These quantities will be defined in the main body of this
text.
For number fields, or curves over finite fields, it is well understood that the analytic prop-
erties of zeta functions can be obtained through harmonic analysis on a commutative adelic
group - this is reviewed in section 2. These techniques have long since been extended to
various non-commutative algebraic groups. Our goal is to develop this idea on certain two-
dimensional adelic groups. We will review the theory of two dimensional local fields in
section 4.3, and two-dimensional analytic adeles in 4.4. The most fundamental issue is that
these groups are not locally compact, and so what we mean by “harmonic analysis” has to
be somewhat modified. The development of harmonic analysis on more general topological
groups is of the utmost importance, as mentioned as far back as Weil [30, Foreword].
The approach taken here is to allow our measure to take values not in R, rather in the field of
Laurent series R((X)), which is itself a two-dimensional local field. We follow the approach
of Fesenko [7, 10, 9], though we note similarities to techniques of motivic integration which
we will not seek to expose here.
Following a sketch given in [10, Section 57], section 6 introduces zeta integrals extending
those of Fesenko in the case where C = E is an elliptic curve, the primary difference being
a renormalising factor whose arithmetic interpretation is a power of ζ(P1(Ok), s). Fesenko’s
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original definition of zeta integrals diverges for higher genus curves, due to a certain incom-
patibility of the additive and multiplicative measures, which is rectified by the renormalizing
factor. Moreover, there is a simple connection between this factor and the archimedean com-
ponents (a quotient of gamma functions depending on Hodge structure) of the completed
zeta function, as will be explained.
When C has simple reduction properties (which can always be obtained after base change),
we will show that Z(S, {ki}, s)
2 is an integral over certain two dimensional “analytic adeles”,
up to the square of a rational function Q(s) of the following form
Q(s) =
D
(1− s)m
,
for constants D ∈ C and m ∈ N, each of which depend on the base field k and will be explic-
itly given. Therefore Q(s)2 is invariant with respect to s 7→ 2 − s. The required reduction
properties for the integral expressions are explained in 3, and are broadly comparable to
semistablity. When C possesses these reduction properties, the conductor A(S) arises from
counting singularities on bad fibres.
The Hasse–Weil L-function is expected to be automorphic. This expectation is not held
for the zeta function ζ(S, s), which, as a proper quotient of (conjecturally) automorphic
L-functions, is not in the Selberg class. One possible replacement is the notion of mean-
periodicity, as studied extensively in [6]. We will state the relevant conjecture in 7.1 and
conclude this paper with an adelic interpretation of the mean-periodicity condition. This is
the first step towards its verification via adelic duality.
Remark 1.1. The fact that it is the square of the modified completed zeta function ap-
pearing in the integral expressions is due to the fact we integrate over two-copies of the
multiplicative group of the analytic adeles. Of course, one might expect that integrating
over a single copy would give rise to the completed zeta function itself - this is not true
at finitely many factors. There are two further reasons for considering the square of the
zeta function. Firstly, in this way we avoid issues with the sign of the functional equation.
Secondly, there is a compatibility with two-dimensional class field theory, which is the basis
of a GL1(A(S))-theory that will not be included in this work. We also observe that the
integration theory used in the work of Fesenko and current paper plays a role in the theory
of algebraic groups over fields of the form Qp((t)), for example, we have the application in
[16].
2. Tate’s Thesis
We will begin by summarizing the content of Tate’s thesis for Dedekind zeta functions [28].
Let k be a number field with ring of integers Ok. The Dedekind zeta function of Ok is then
the zeta function of the arithmetic scheme S = Spec(Ok):
ζ(S, s) = ζ(k, s).
Associated to k one has the locally compact groups of adeles Ak and ideles A
×
k . k
× is
embedded diagonally into A×k and the module map | | : A
×
k → R
×
+ is such that for α ∈ k
×,
|α| = 1.
Let f ∈ S(Ak), the adelic Schwartz space, be defined as follows
f(α) = ⊗vfv(αv)
3
fv(αv) =

char(Ov)(αv), v ∤∞
exp(−πα2v), v real,
exp(−2π|αv|
2), v complex,
where in the case of a non-archimedean place v ∤ ∞, Ov is the ring of integers of the
completion kv. For all s > 1, the following integral absolutely converges
ζ(f, s) :=
∫
A×
k
f(α)|α|sdµ(α) = ξ(k, s),
where µ is a Haar measure on A×k . In fact, up to scalar multiplication there is a unique such
measure. Such integrals were known and studied by Artin, Weil, Iwasawa, Tate and many
other mathematicians, and we will call them “one-dimensional zeta integrals.”.
In order to proceed, one applies basic techniques of integration (the Fubini property) and
harmonic analysis on the locally compact multiplicative group of ideles. Adelic duality,
whose incarnation is the theta formula and Riemann-Roch theorem, then implies the analytic
continuation and functional equation of the zeta-function. More precisely, one shows that
there exists an entire function ηf(s) such that
ξ(k, s) = ηf(s) + ηf̂ (1− s) + ωf(s),
where f̂ ∈ S(Ak) is the Fourier transform of f , and ωf : C→ C is the Laplace transform of
a rational function:
ωf (s) =
∫ 1
0
hf (x)x
sdx
x
,
hf (x) = −µ(A
1
k/k
×)(f(0)− x−1f̂(0)).
The explicit form of hf (x) clearly implies the meromorphic continuation and functional
equation of ξ(k, s). The function hf (x) is closely related an integral over the weak topological
boundary of a global subspace of the adeles. More precisely, if A1k denotes the set of ideles
of norm 1, then
hf (x) := −
∫
γ∈A1
k
/k×
∫
β∈∂k×
(f(xγβ)− x−1f̂(x−1γβ))dµ(β)dµ(γ).
The boundary ∂k× is that of the multiplicative group k× with respect to the weak (or
“initial”) topology on Ak, which is simply k\k× = {0}. A definition of this topology may be
found in [3, I, 2.3].
More generally, one can consider one-dimensional zeta integrals where | |s is replaced by an
arbitrary quasi-character χ of the multiplicative group of ideles. In this setting one deduces
the basic analytic properties of Hecke L-functions.
Fesenko attempted to extend these ideas to dimension 2 as follows [10, 9]. Let E be a proper,
regular model of an elliptic curve E over a number field k, then [10, Section 3] shows that
there is an entire function ηE such that
A(E)1−sζ(E , s)2 = ηE(s) + ηE(2− s) + ωE(s),
where ωE(s) is defined for ℜ(s) > 2. Generalizing the embedding k →֒ Ak, there is a semi-
global ring of adeles1 B(E) →֒ A(E) such that, with respect to an inductive limit of weak
1We will see the definition of this ring in section 7.
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topologies for a given family of characters, ωE(s) is closely related to an integral over the
boundary of B(E). We will develop these ideas for higher genus curves.
3. Conventions
Let C be a smooth, projective and geometrically connected curve over a number field k.
We now specify a model S of C simplistic enough for application of two dimensional adelic
analysis in its current form. A further development of the theory of lifted harmonic analysis
should allow for application to a more general class of arithmetic surfaces. If one is willing
to base-change, no restrictions are required2.
Let B be a Dedekind scheme of dimension 1, and let π : S → B be a regular, integral,
projective, flat two-dimensional B-scheme. We will call such an S an arithmetic surface.
Closed, irreducible curves on S are either horizontal or vertical. More precisely, such curves
are either an irreducible component of a special fibre or the closure of a closed point of the
generic fibre, the latter being finite and surjective onto the base B.
Since S is regular, the special fibre Sb over a closed point b ∈ B is the Cartier divisor π
∗b. If
a given special fibre Sb contains r irreducible components Sb,i, with multiplicity di, then, as
Weil divisors
Sb =
∑
1≤i≤r
diSb,i.
An effective divisor D on a regular Noetherian scheme X is said to have normal crossings if,
at each point x ∈ X , there exist a system of parameters f1, . . . , fn of X at x such that, for
some positive integer m ≤ n, there are integers r1, . . . , rm such that OX(−D)x is generated
by f r11 . . . f
rm
m . If D = Sb is the fibre over b ∈ B, below we will ask for this property to be
true over the residue field k(b), in short, we will be asking for split singularities.
The zeta function depends only on the atomization of S, in particular the zeta function agrees
with that of the reduced part Sred. With that in mind, for the purposes of adelic analysis
we will only work with the reduced part of each fibre, tacitly using the same notation:
Sb :=
∑
1≤i≤r
Sb,i.
On finitely many reduced fibres Sb, there may well be non-smooth points. In this section we
will only work with ordinary double points. Moreover, we need Sb to be a normal crossing
divisor over k(b), so we will assume the ordinary double points are split. To summarize:
We will assume that the reduced part of each fibre on S has only split ordinary double points.
From now on, B will be Spec(Ok), where k is a number field. Let C be a smooth, projective
geometrically irreducible curve of genus g over k, such that C has good reduction in all
residual characteristics less than 2g + 1. This ensures that the Swan character is trivial and
the conductor of S can be computed by counting singularities as in [25].
Remark 3.1. Some authors describe an arithmetic surface S → Spec(Ok) as semistable if
S is a regular Spec(Ok)-curve with smooth generic fibre and all closed fibres are reduced
normal crossing divisors.
2One may be able to proceed by considering zeta integrals twisted by Galois characters and attempting a
descent to the base field. We will not do this here, as much remains to be developed.
5
Remark 3.2. One could work with a more general class of curves by incorporating extensions
of the base field. More precisely, let C be a smooth, projective geometrically connected curve
of genus ≥ 2 over the function field K of a one-dimensional Dedekind scheme B. By the
Deligne–Mumford theorem ([5], [17, Theorem 10.4.3]), there exists a Dedekind scheme B′
with function field K ′ such that the extension CK ′ has a unique stable model over S
′. One
can take the extension K ′/K to be separable. This base change required by the Deligne–
Mumford theorem is not intractable. Let G := Gal(K ′/K), which has a natural action on S,
lifting that on Spec(OK ′). The stable reduction, along with its natural G-action determines
the local factors of the L-function (for example, see [4, Theorem 1.1]).
We conclude this section with some notation to be used throughout this paper.
Notation. The function field of S is denoted by K. Closed points of S are denoted x, and y
will denote an irreducible fibre or horizontal curve. When y is an irreducible component of
a fibre, its genus is denoted gy and function field k(y). The maximal finite subfield of k(y)
has cardinality denoted q(y). The set of components of a fibre Sp is denoted by comp(Sp).
If x is a singular point on a fibre Sp, then
Sp(x) = ∪y∈comp(Sp)y(x),
where y(x) denotes the set of local branches of y at x.
4. Two-Dimensional Local Fields
Let S be a two dimensional, irreducible, Noetherian scheme and let x ∈ y ⊂ S be a complete
flag of irreducible closed subschemes. If m is a local equation for x and p is a local equation
for y, then let O = ÔS,x and
Kx,y = Frac((̂O)pO),
see, for example, [1], [24], [12], [11, Part 1] and [21, Sections 6, 7].
If x is a smooth point of y, then Kx,y is an example of a two-dimensional local field; it is a
complete discrete valuation field whose residue field is a one-dimensional local field. If x is a
singular point on y, the same construction yields a direct product of two-dimensional local
fields. Recall that y(x) is the set of local branches of y at x, then
Kx,y =
∏
z∈y(x)
Kx,z,
where Kx,z is the two-dimensional local field associated to x and the minimal prime z.
The residue field of Kx,z will always be denoted Ex,z. A lift of a local parameter from Ex,z
to Kx,z will be denoted t1,x,z, and the cardinality of the residue field of Ex,z (which is the
second residue field of Kx,z) is denoted q(x, z).
Let F be a two-dimensional local field. As a complete discrete valuation field, it has the a
discrete valuation
v2 : F ։ Z,
for which we fix a local parameter t2. We denote the ring of integers with respect to this
valuation OF .
On the residue field F we have the discrete valuation
v1 : F ։ Z.
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Together, v1 and v2 induce a “rank 2” valuation on F , which depends on t2:
v : F → Z2
α 7→ (v1(αt
−v2(α)
2 ), v2(α)),
where Z2 is given the lexicographic ordering. Let OF denote the ring of integers with respect
to v, we have:
OF = {x ∈ OF : x ∈ OF}.
Unlike the classical situation, there are infinitely many different rank 2 discrete valuations
on F , however, the ring of integers and maximal ideal do not depend on this choice.
When F = Kx,y we use the notations:
OF = Ox,y,
OF = Ox,y,
and when y = Sp is the fibre of S over p ∈ Spec(Ok) we will write
Ox,p := Ox,Sp,
Ox,p := Ox,Sp
It is well known that complete discrete valuation fields have a non-trivial R-valued Haar
measure only when their residue field is finite. In particular, there is no R-valued Haar mea-
sure on higher dimensional local fields. A lifted R((X))-valued Haar measure and integration
theory appeared in [8, 10]. In these papers Fesenko develops two approaches to the theory
of higher Haar measure on higher local fields, taking values in formal power series over R. A
third, lifting approach, suggested in [10] was further developed by Morrow in [20]. All these
approaches give essentially the same translation invariant measure on a class of measurable
subsets of F . There is also a model-theoretic approach of Hrushovski-Kazdhan [14].
Example 4.1. Let F be a two-dimensional local field, with a fixed local parameter t2 and
residue field K. On the locally compact field K we have a Haar measure µK , normalized so
that µK(OK) = 1. Let A be the minimal ring of sets generated by α + t
j
2p
−1(S), where S
is µK-measurable, the “measure” of a generator of A is X
iµK(S) ∈ R((X)). For example
µF (OF ) = 1, where OF is the rank two ring of integers. This measure extends to a well-
defined additive function on A, which is moreover, countably additive in a certain refined
sense, [7, Part 6], [8], [10].
We observe the following:
(1) Essential role was played by a choice of a local parameter t2. An analogous statement
will be true in the adelic counterpart of example 5.2.
(2) In the mixed characteristic case there are non-linear changes of variables for which
the Fubini property of the measure does not hold [19]. This could be considered as
an example of the non-commutativity inherent in studying L-functions of curves over
global fields. In this paper, such considerations will not cause a problem.
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5. Analytic Adeles
Let X be a Noetherian scheme, let M be a quasi-coherent sheaf on X , and let T be a set
of reduced chains on X . To such a triple (X,M, T ), one can associate an abelian group
A(X,M, T ) of adeles. We will call these groups “geometric adeles” and recommend the
following references for details [23], [24], [1], [15], [11] and [21, Section 8].
The adelic group A(X,M, T ) can be interpreted as a restricted product over T of local
factors, which are obtained by localising and completing along each flag. Often, one takes
T to be the set of all reduced chains on X , and we denote the resulting group by A(X,M).
A(X,M) has more structure than that of an abelian group - it admits a semi-cosimplicial
structure whose cohomology is that of M .
Let y be an irreducible curve on an arithmetic S as specified in section 3. If T is the set of
all reduced chains formed by closed points on y, then we will denote A(S,OS , T ) by A(y).
Later (remark 5.3) we will see that this space is “too big” for integration, which motivates
us to introduce the smaller spaces of “analytic” adeles A(y), following the constructions of
[10, Section 1]3.
As mentioned in 3, there are two types of irreducible curves on S - vertical and horizontal
curves. Whilst there is no real difference in the construction of A(y), we will treat the two
cases separately so as to emphasize some important aspects in each setting. In particular,
the fibres may well be singular, and the horizontal curves contain archimedean information.
5.1. Fibres. Let y be an irreducible component of the fibre Sp over p ∈ Spec(Ok). For any
n ≥ 0 and any point x ∈ y, one can define local lifting maps
lnx,y : E
⊕n
x,y →
{
Ox,y, if Kx,y is of equal characteristic.
Ox,y/t
nOx,y, otherwise,
and, subsequently, adelic lifting maps
Lny : A(k(y))
⊕n →
{
(Kx,y)x∈y
(Ox,y/t
nOx,y)x∈y.
For details of these constructions, the reader is referred to [10, Section 1.1]. The y-component
of the analytic adeles is the following ring:
A(y) = {(ax,y)x∈y : ax,y ∈ Kx,y, ∀n ≥ 0, (ax,y) + t
n
yOy ∈ im(L
n
y )}.
Recall that, when x is a singular point on y, Kx,y is in fact
∏
z∈y(x)Kx,z
For ax,y ∈ Ox,y =
∏
z∈y(x)Ox,z, let ax,y = (ax,z)z∈y(x) denote the image of ax,y under the
residue map to
∏
Ex,z. We thus have
py : A(y)→ A(k(y))
(ax,y) 7→ (ax,y).
Definition 5.1. Let Sp denote the fibre of S over p. The Sp-component A(Sp) of the analytic
adeles is
A(Sp) =
∏
y∈comp(Sp)
A(y).
3The geometric adeles A(S) exist for arbitrary Noetherian schemes S. One can consider what the general
definition of the analytic space A(S) is and what role it plays in algebraic geometry.
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We have a residue map
pp = (py) : A(Sp)→
∏
y∈comp(Sp)
A(k(y)).
The following example gives a concrete interpretation of analytic adelic spaces and the sub-
sequent remark explains why their measure theory cannot be extended to geometric adeles.
Example 5.2. Let S be a two-dimensional algebraic variety over a finite field and let y be
a nonsingular irreducible curve on S, with function field k(y). Associated to y we have the
complete discrete valuation field
Ky = Frac(Ôy).
We fix a local parameter and denote it by ty, it can be taken as a second local parameter for
all two-dimensional local fields associated to closed points x on y. We will refer to it as a
local parameter of y. The ring A(k(y)) is locally compact and has a Haar measure µA(k(y)).
We have a non-canonical isomorphism
A(y) ∼= A(k(y))((ty)).
Let p be the map to A(k(y)) sending a power series to its free coefficient. As in example 4.1,
one can construct an R((X))−measure µy on A(y). Let S be a measurable subset of A(k(y)),
then
µy(t
i
yp
−1(S)) = X iµA(k(y))(S).
Remark 5.3. As in the above situation, let y be an irreducible curve on S. If A(y) is the
group of geometric adeles associated to y on S, M = OS and T is the set of all reduced
chains of the form x ∈ y ⊂ S, then
A(y) = ∪r∈Zt
r
yA(y).
A(y) can be understood as a restricted direct product ofA(y) in which almost all components
lie in A(y). Since the measure of A(k(y)) is infinite, the measure of A(y) in the previous
example is infinite. The geometric adeles are therefore a restricted product with respect to
a set of infinite measure, and so we cannot extend the measure to A.
5.2. Horizontal Curves. Horizontal curves on S will play a crucial role in this paper. We
will begin by explaining their archimedean content, which is roughly that each horizontal
curve intersects the archimedean fibres of the surface, as we now explain in more detail.
By an archimedean fibre, we mean the fibre product
Sσ = S ×Spec(Ok) kσ.
where σ is an archimedean place of the base field k, with corresponding completion kσ. There
is a natural morphism from an archimedean fibre to the generic fibre
Sσ → S ×Ok k = Sη
∼= C.
The fibre over any closed point on the generic fibre C ∼= Sη is a finite reduced scheme. A
horizontal curve y on S is the closure {z} of a unique closed point z ∈ C, which has residue
field k(z). There are only finitely many points on Sσ which map to z, and they are the
primes of kσ ⊗k k(z), which correspond to the infinite places of k(z) extending σ on k.
At a closed point ω on Sσ we have a two-dimensional local field
Kω,σ = Frac(ÔSσ ,ω).
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The residue field of Kω,σ is denoted kσ(ω) and is either R or C. We have, respectively
Kω,σ ∼=
{
R((t))
C((t))
Let y be a horizontal curve on S, and let σ be an archimedean place of k. By the correspon-
dence just described, we have an archimedean place ω of k(y) and a two-dimensional local
field
Kω,y = k(y)ω((ty)),
where k(y)ω is the completion of k(y) at ω.
Repeating the construction from 5.1, we obtain a lifting map
lnω,y : k(y)
⊕n
ω → Oω,y
∼=
{
R[[t]],
C[[t]].
Also, at a closed point x ∈ y, we have a local lifting
lnx,y : Ex,y → Ox,y.
Altogether, we have an adelic map:
Lry : ⊕x∈yl
n
x,y ⊕ω l
n
ω,y : A(k(y))
⊕n →
∏
x∈y
Kx,y
∏
ω
Kω,y.
Definition 5.4. Let y be a horizontal curve on S. The y-component of the analytic adelic
space is:
A(y) = {((ax,y)x∈y, (aω,y)ω) ∈
∏
x∈y
Kx,y
∏
ω
Kω,y : ∀n ≥ 1, ((ax,y)x∈y, (aω,y)ω) ∈ im(L
n
y )}.
The residue maps Ox,z → Ex,z and Oω,y → k(y)ω induce
py : A(y)→ A(k(y)).
5.3. Additive Normalization. We want to extend example 5.2 to the analytic adelic rings
associated to fibres and horizontal curves. If y is a curve on S of either description, the
additive group of the ring A(k(y)) of adeles on the function field k(y) is a locally compact
abelian group. It thus has a Haar measure, which is unique up to scalar multiplication. The
R((X))-measure on A(y) will depend on a choice of normalization of the Haar measure on
A(k(y)).
Let F be a two-dimensional local field. If F is non-archimedean and ψF : F → C× is a
character, then we will refer to the orthogonal complement of OF as the conductor of ψF . If
F is an archimedean two-dimensional local field, the conductor is the orthogonal complement
of OF .
When F = Kx,z (resp. Kω,y), we denote ψF by ψx,z (resp. ψω,y). The aim is to define the
normalization of the measure on A(k(y)) through the characters ψx,z.
Lemma 5.5. For any closed point x on the fibre Sp of S, let z be a branch of an irreducible
component of Sp at x. There are characters ψx,z of the two-dimensional local fields Kx,z such
that if
ψx,p = ⊗z∈Sp(x)ψx,z,
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then the following is defined on A(Sp):
ψp = ⊗x∈Spψx,p
Moreover, the conductor Ax,p is commensurable with Ox,p, with equality at almost all x ∈ Sp,
including the singular points. There is a non-trivial
ϕp : A(k(Sp))→ C
×
such that
ψp = ϕppp.
Similarly, if y is a horizontal curve, for all points x ∈ y and archimedean places ω of k(y),
there are local characters ψx,y and ψω,y such that
ψy = ⊗x∈yψx,y ⊗ω ψω,y
is defined on A(y) with the same properties.
Proof. [10, Proposition 27]. 
From now on we fix such ψx,p (resp. ψx,y) for all closed points on fibres Sp (resp. horizontal
curves y).
Definition 5.6. Let y be an irreducible component of a fibre. If x is a nonsingular point on
y, define d(x, y) by
Ax,y = t
d(x,y)
1,x,y Ox,y,
where Ax,y is the conductor of ψx,y and t1,x,y denotes the local parameter of Kx,y. If x is
a split ordinary double point on y, and z, z′ are local branches of y at x, we will write
d(x, z) = d(x, z′) = −1.
Lemma 5.7. Let Sp be a smooth fibre on S, then∏
x∈Sp
q
d(x,p)
x,p = 1
Proof. Let k(Sp) denote the function field of Sp and let v be a place of this global field. The
residue field at v has cardinality qv. The lemma then follows from the representation of the
canonical divisor C on z as
C =
∑
v
mvv,
where Pmvv is the v-component of the conductor of the standard character on A(k(z)). We
know:
N(Pmvv ) = q
mv
v = q
deg(v)mv
So ∏
v
N(Pmvv ) = q
−deg(C),
and formula follows from the fact that deg(C) = 2g − 2. 
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Let µA(k(y)) be the Haar measure on A(k(y)) which is self dual with respect to the character
ϕy from lemma 5.5. If y is an irreducible curve on S, let L denote a measurable subset of
A(k(y)) with respect to the above Haar measure. Consider the lifted measure MA(y) on A(y)
such that
MA(y)(t
i
yp
−1
y (L)) = X
iµA(k(y))(L).
For example, let Sp be a smooth fibre of S over p. Consider the subset
OA(Sp) =
∏
x∈Sp
Ox,p,
then
MA(Sp)(OA(Sp)) = µA(k(Sp))(
∏
x∈Sp
Ox),
=
∏
x∈Sp
µk(Sp)x(Ox)
=
∏
x∈Sp
q
d(x,y)/2
x,p
= q
1−g(Sp)
p ,
where g(Sp) = g denotes the genus of the special fibre Sp.
Definition 5.8. Let g be the genus of C and Sp be a smooth fibre, define:
µA(Sp) = q(Sp)
g−1MA(y).
If Sp is a singular fibre, then
µA(Sp) =MA(Sp).
If y is a horizontal curve, let µA(y) = MA(y).
So, for all smooth fibres and horizontal curves µA(y)(OA(y)) = 1.
Definition 5.9. A simply integrable function on A(y) is a finite linear combination of char-
acteristic functions of measurable sets under the measure µA(y).
In this paper we will only integrate these simply integrable functions, for which the integral
is the linear combination of the measures. For a more general theory, see [10, 1.3].
6. Zeta Integrals on S
Two-dimensional zeta integrals were first studied by Fesenko for proper regular models of
elliptic curves [9, 10]. We extend his results to a model S as in 3, following the sketch in [9,
Part 57].
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6.1. Multiplicative Normalization. First, we recall the relationship between the measure
on the additive and multiplicative group of one-dimensional local fields and adeles.
Example 6.1. Let k be a number field. At each non-archimedean prime p we have a
normalized Haar measure dµ on the locally compact additive abelian group kp, which has
finite residue field of cardinality q(p). One then integrates on the multiplicative group k×p
with the measure
(1− q(p)−1)
dµ
| |kp
.
In turn, one integrates over the idele group A×k with the tensor product of these measures.
Similarly, on an arithmetic surface, we need a measure compatible with the multiplicative
structure of a two-dimensional local field. Let F be such a field with local parameter t2
and let t1 be a lift of the local parameter of the residue field of F . Let U denote the group
of principal units, and let q be the cardinality of the final (finite) residue field. One can
decompose the multiplicative group F× as follows:
F× =< t1 >
×< t2 >
× U.
Using this decomposition we define the R((X))−valued module | |F by
|ti2t
j
1u|F = q
−jX i.
When F = Kx,y, we use the notation | |F = | |x,y.
Let z denote a local branch of an irreducible curve on S at a point x. Motivated by exam-
ple 6.1, we will use the following measure on K×x,z:
MK×x,z =
MKx,z
(1− q(x, z)−1)| |x,z
.
Definition 6.2. A simply integrable function with respect to the above measure is a finite
linear combination of characteristic functions of measurable sets.
Example 6.3. Let Sp be a smooth fibre of S and consider the following measurable function
for each closed x ∈ y
fx,Sp = | |
s
x,Spchar(Ox,p),
and define fSp = ⊗x∈Spfx,Sp. Then, fSp is integrable and∫
A(S×p )
fSpdµ
×
A(Sp)
= ζ(Sp, s)
∏
x∈Sp
q(x,Sp)
(d(x,Sp))(1−s) = ζ(Sp, s)
∏
x∈Sp
q(x,Sp)
(1−g)(1−s).
In our case the special fibres have at worst split ordinary double singularities and we will
use an ad hoc variant of the function in example 6.3 to recover the corresponding factor of
the zeta-function - for a more complete approach see [10, 36, Remark 1, 37]. When x is a
singular point of Sp, define
MK×
x,Sp
= ⊗z∈Sp(x)MK×x,z .
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6.2. Zeta Integrals on the Projective Line. We would like to take the product over all
the fibres in order to obtain the non-archimedean part of the zeta function of S, including
the conductor. Unfortunately, the product diverges due to the additional factors appearing
in example 6.3.
To resolve this, we begin by observing something complementary that happens when we
apply the adelic analysis on the scheme P := P1(Ok). At a non-archimedean place p of the
base field k, the fibre Pp = P1(k(p)). At a closed point x ∈ Pp, define
gx,p = char(Ox,Pp),
and subsequently,
gp = ⊗x∈Ppgx,p.
Then ∫
A(Pp)×
gp| |
s
PpdµA(Pp)× = ζ(Pp, s)
∏
x∈Pp
q(1−s)x .
Combining this computation with examples 6.3 and 6.7 (later), we see that if p is a good
prime of C, then ∫
A(Sp)×
fp| |
s
SpdµA(Sp)× ·
(∫
A(Pp)×
gp| |
s
PpdµA(p)×
)g−1
.
= ζ(Pp, s)
1−gζ(Sp, s).
This is essentially a non-archimedean factor of the zeta integral in 6.5 below - complications
will arise at the bad primes.
The (1−g)th power of the zeta integral on P1(Ok) conveniently cancels the divergent part of
the zeta integral over S. But that is not all, as by a completion process for the zeta function
of P1(Ok)
1−g, we can recover the gamma factor of S up to an [s 7→ 2− s]−invariant rational
function. We will now make this idea precise.
6.3. The Gamma Factor. The gamma factor for the zeta function of S is the quotient of
the gamma factors of it’s Hasse–Weil decomposition, i.e..
Γ(S, s) =
Γ(k, s)Γ(k, s− 1)
Γ(C, s)
.
The renormalizing factor in fact induces the gamma factor in a very natural way. The zeta
function of P1(Ok) is very simple:
ζ(P1(Ok), s) = ζ(k, s)ζ(k, s− 1),
and so its gamma factor is
Γ(P1(Ok), s) = Γ(C, s)
r2Γ(R, s)r1Γ(C, s− 1)r2Γ(R, s− 1)r1.
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Applying well-known identities of the gamma function,
Γ(P1(Ok), s)
1−g =
1
(Γ(C, s)r2Γ(C, s− 1)r2Γ(R, s)r1Γ(R, s− 1)r1)g−1
=
1
(Γ(C, s)r2Γ(C, s− 1)r2Γ(C, s− 1)r1)g−1
=
π−r2(g−1)(s− 1)r2(g−1)
(Γ(C, s)2r2Γ(C, s− 1)r1)g−1
=
π−(r1+r2)(g−1)(s− 1)(r1+r2)(g−1)
(Γ(C, s)r1+2r2)g−1
=
π−(r1+r2)(g−1)(s− 1)(r1+r2)(g−1)
R(s)
Γ(S, s)
= Q(s)Γ(S, s),
where
Q(s) =
π−(r1+r2)(g−1)(s− 1)(r1+r2)(g−1)
R(s)
,
so
Q(2− s) = ±Q(s).
We thus see that completing the normalizing factor gives us the transcendental part of
Γ(S, s).
6.4. Integration on Horizontal Curves. We will remind ourselves of the Haar measure
on R and C.
µkσ(ω) =
{
Lebesgue measure, dx kσ(ω) = R,
twice Lebesgue measure, 2dz kσ(ω) = C.
One then integrates on the multiplicative group R× (resp. C×) with the measure dx
|x|
(resp.
2dx
|z|2
).
Example 6.4. We have the well-known identities:∫
R×
e−pix
2
|x|s
dx
x
= Γ(R, s),
∫
C×
e−2pi|z|
2
|z|s
2dz
|z|2
= 2πΓ(C, s).
These are precisely the Gamma factors required for the Dedekind-zeta function of a number
field at a real (respectively complex) place.
We will integrate on Kω,y with the lifted measure from k(y)ω.
Definition 6.5. A basic measurable set on Kω,y is one of the form t
i
ωµk(y)ω(A), where
A ⊂ k(y)ω is measurable with respect to the Haar measure on the archimedean local field
k(y)ω. This can be extended to finite unions by linearity.
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At all closed points x of y we have the two-dimensional local field Kx,y and the natu-
ral lifted Haar measure as described in 6.1. Altogether, we have a measure on A(y) =∏′
xKx,y
∏
ω A(ω, y) for a horizontal curve y. For reasons that will soon be apparent, we
redefine4 | |y to be
∏
x∈y | |
1/2
y .
On a set S of fibres and finitely many horizontal curves:
| |S =
∏
y∈S
| |y,
where
| |y =
∏
x∈y
| |x,y.
On a horizontal curve y, we redefine A(y)× to be a maximal subgroup such that the image
of | |y is equal to that of | |
2
y.
Example 6.6. At a nonsingular x ∈ y, let fx,y = char(Ox). At an archimedean place ω of
y, let fω,y(α) = char(Oω,y)(α)exp(Trk(y)ω/R(1)|rest0ω(α)|). Then∫
A(y)×
f | |sydµA(y)× = ζ(k, f˜ , | |
s/2
k ),
where ζ(k, g, χ) is a classical Iwasawa–Tate zeta integral and
f˜ = ⊗v f˜v
f˜v(αv) =

char(Ov)(αv), v archimedean
e−piα
2
v , v real
e−2pi|αv|
2
, v complex
by the well-known theory of Iwasawa–Tate this integral defines a meromorphic function on
C and satisfies a functional equation with respect to s 7→ 2− s.
6.5. Zeta Integrals. We are missing the factors at bad primes p. At a split ordinary double
singularity on the fibre Sp we have two local branches, so that integrating over multiplicative
group of the two-dimensional analytic adelic space for Sp gives us an additional factor that
is not present in the zeta function. One way of treating singular and smooth fibres y in a
regular way is by integrating over A(y)× × A(y)×, which we give the product measure.
Example 6.7. Let y = Sp be a fibre over p with singular point x. Let z be a branch of y at
x, then define fx,y on Ox,y × Ox,y as follows
5:
fx,y = q
−1
x char(Ox,z, t
−1
1,x,zOx,z).
For nonsingular points x ∈ y put
fx,y = char(Ox,y, Ox,y).
Combining, put fy = ⊗x∈yfx,y, then∫
fydµA(y)××A(y)× = Ap(S)
(1−s)ζ(y, s)2
∏
z∈Sp
q2(1−gz)(1−s)z .
4This potentially confusing notation will be used throughout without much further comment
5This is the image of Char(Ox,y) under Fesenko’s “diamond operator”.
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All that remains is to put everything together as an integral over the whole adelic space
A(S)×, where S is contains all fibres of S and finitely many horizontal curves.
Definition 6.8. Combining the previous examples, let
f = ⊗y∈Sfy,
where y runs over all curves in S. fy is defined as follows:
(1) Let y be a nonsingular fibre and x ∈ y be a closed point, put
fx,y = char((Ox,y, Ox,y)),
fy = ⊗fx,y
(2) Let y be a fibre with singular point x. Choose branches z, z′ ∈ y(x) and put
fx,y = q
−1
x char(Ox,z, t1,x,zOx,z).
(3) Let y be a (nonsingular) horizontal curve, for non-archimedean places of k define fx,y
as in point (1). At archimedean places ω take
fω,y(α) = char(Oω,y)(α)exp(Trk(y)ω/R(1)|rest0ω(α)|).
We introduce the following abbreviated notation:
Definition 6.9. Let k be a number field and P = P1(Ok). Let S denote a set of curves on
S, consisting of all fibres and a finite set Sh of horizontal curves on S. If f is an integrable
function on A(S)× × A(S)× and h is an integrable function on A(P)× × A(P)×, then the
zeta integral ζ
(2)
S (f, h, s) is defined to be the following product:∏
p∈Spec
(
Ok
)(
∫
A(Pp)××A(Pp)×
hp| |
s
PpdµA(Pp)×)
g−1
∫
A(Sp)××A(Sp)×
fSp| |
s
SpdµA(SP )×
×
∏
y∈Sh
∫
A(y)×
fy| |
s
ydµA(y)× ×
(
ξ(P1(Ok), s)
)1−g
.
Remark 6.10. This can be viewed as a “renormalized” integral over the adelic spaces
A(S, S)× and A(P, S)× [10, Part 57]. In the next section we will consider this as an integral
over the analytic adeles of the non-connected arithmetic scheme
S
g−1∐
i=1
P
Remark 6.11. In this section we have only specified one integrable function, for a more
complete theory see [10, Section 1.3]. In general, integrable functions will only differ at
finitely many components.
At a closed point x ∈ Pp, define hx,Pp = char(Ox,Pp, Ox,Pp), and let hPp = ⊗x∈Pphx,Pp.
Convergence of the preliminary zeta integral in some specified half plane will be a corollary
(6.13) of the following computation.
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Theorem 6.12. Let S be a set of curves consisting of all fibres and finitely many horizontal
yi, each of function field k(yi). If f is as in definition 6.8 and h is as above, then
ζ (2)(f, h, s) = Q(s)2Γ(S, s)2A(S)(1−s)ζ(S, s)2
∏
i
ξ(k(yi), s/2)
2,
where Q(s) is a rational function such that
Q(s) = ±Q(2 − s),
and ξ(k(yi), s) is the completed Dedekind zeta function of the finite extension k(yi)/k which
satisfies the functional equation:
ξ(k(yi))
(s
2
)
= ξ(k(yi))
(2− s
2
)
.
Proof. This follows from combining examples 6.3, 6.7, 6.4 and 6.6. 
Corollary 6.13. Assume that the integral in the above definition is defined at f, h, then it
converges for s ∈ {ℜ(s) > 2}.
Proof. In the case of f, h as in the theorem, the convergence of the zeta integral follows from
the well known properties of ζ(S, s) which are described in [26]. For arbitrary f, g such that
the zeta integral is defined, the calculation will differ by only finitely many factors. 
We will introduce the notation
Z(S, {yi}, s) = ζ(S, s)A(S)
(1−s)/2Γ(S, s)Q(s)
∏
i
ξ(k(yi), s/2).
Clearly, the zeta function verifies admits meromorphic continuation if and only if Z(S, {yi}, s)
does, and the functional equations are equivalent.
Let T be a two-dimensional arithmetic scheme over Spec(Ok). For p ∈ Spec(Ok), define
| |
(n)
Tp
on (A(Tp)×)×n by |(a1, . . . , an)|(n) = |a1| . . . |an|. We will use the product measure on
(A(Tp)×)×n. Let f (n) = (f, . . . , f) and g(n) = (g, . . . , g), and define ζ (n)(S, f, h, s) as the
following product:∏
p∈Spec(Ok)
(∫
(A(Pp)×)×n
g
(n)
p (| |
(n)
Pp
)sdµ(A(Pp)×)×n
)g−1 ∫
(A(Sp)×)×n
f
(n)
Sp
(| |
(n)
Sp
)sdµ(A(SP )×)×n
×
∏
y∈Sh
∫
(A(y)×)×n
f (n)y (| |
(n))sydµ(A(y)×)×nξ(P
1(Ok), s)
n(1−g)/2.
Corollary 6.14. For each positive integer m, we have
ζ (2m)(S, f, h, s) = Z(S, {yi}, s)
2m.
Proof. This follows from Theorem 6.12 and the definitions of measures above. 
When the genus of C is 1 and 2m = 2, we recover Fesenko’s zeta integrals for elliptic
curves and the formula in corollary 6.14 agrees with his first calculation. This motivates the
following definitions:
Definition 6.15. An simply integrable function on (A(S, S)×)×2 is a finite linear combina-
tion of µ(A(S,S)×)×2-measurable sets.
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Definition 6.16. Let S be a set of curves on S, for simply integrable functions
f : (A(S, S)×)×2 → C
and h on (A(P1(Ok))×)×2, the “two-dimensional unramified zeta integral” is
ζ(S, S, f, h, | |s) := ζ (2)(S, f, h, s).
We make the following conjecture, extending that of [10, Section 4]:
Conjecture 6.17. Provided the set S of curves on S contains finitely many horizontal
curves, the zeta integral ζ(S, S, f, h, | |s) meromorphically extends to the complex plane and
satisfies the following functional equation
ζ(S, S, f, h, | |s) = ζ(S, S, f, h, | |2−s).
Remark 6.18. Let S contain all fibres of S and finitely many horizontal curves, then
ζ(S, S, f, h, | |s) = ζ(S, S, f, h, | |2−s)⇐⇒ξ(S, s)2 = ξ(S, 2− s)2
⇐⇒ξ(S, s) = ±ξ(S, 2− s)
⇐⇒Λ(C, s) = ±Λ(C, 2− s).
We have integrated over two copies of the multiplicative group of the ring of analytic adeles so
as to get the correct factor of the zeta function at split ordinary double points. This is not the
only motivation for doing so. In fact, there is a certain compatibility with two-dimensional
class field theory that allows us to define “twisted” zeta integrals whose evaluation is an
analogue of Hecke L-functions for arithmetic surfaces. This will be the subject of a later
section. Before then, we will formulate the mean periodicity correspondence in terms of this
“two dimensional adelic analysis” on S.
7. Adelic Duality and Filtrations
In dimension two, there are three “levels” to the adeles - formal definitions will be given
in 7.3. On the purely local level, one has the products of fields associated to closed points
on irreducible curves. The other extreme is the global object, i.e. the function field of the
surface. In between one has the local-global (or semi-global) complete discrete valuation
fields associated to irreducible curves, or closed points on the surface. One may consider
these levels as a filtration on the adeles, from which one constructs semi-cosimplicial com-
plexes which compute the cohomology of quasi-coherent sheaves. The additive duality of the
adeles and associated quotients can then be used to deduce the Riemann–Roch theorem, for
example as in [11]. On the other hand, the duality of multiplicative, and K-theoretic, adelic
structures give rise to results in class field theory [13, Chapter IX].
It is our desire to apply additive and multiplicative adelic duality to the zeta integrals of
the previous section. Shortly we will derive a harmono-analytic expression of adelic duality
known as the “two-dimensional theta formula.” The analogous expression for elliptic sur-
faces was first proved by Fesenko in [10, §3.6]. This terminology is by analogy to the classical
theta formula, expressing the functional equation of the theta function. This classical result
can be verified through Poisson summation on the adeles and is used in the Iwasawa–Tate
method for the functional equation of Hecke L-functions.
In order to achieve this, we must construct integrals on the local-global adelic spaces. The
measures required do not factorize as a product of local factors, so the ad hoc method of
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renormalizing in the previous section is not sufficient. Instead, we will consider convergent
integrals on certain non-connected arithmetic schemes.
In 7.1 we will introduce the “boundary functions” associated to ζ(S, s), for arithmetic sur-
faces S. They are defined in terms of inverse Mellin transforms of products of zeta functions
and are a priori nothing to do with two-dimensional adeles. We will realise these functions
as adelic integrals in 7.2. In 7.3, the two-dimensional theta formula will allow us to under-
stand an important component of the boundary function as an adelic integral. Indeed, the
terminology “boundary” comes from the fact that this component is an integral over a semi-
global adelic boundary, with respect to a somewhat complicated topology. The meromorphic
continuation, functional equation, and even poles, of the zeta integrals are all reduced to the
analogous properties of this boundary integral.
7.1. Boundary Functions and Mean-Periodicity. The mean-periodicity correspondence
provides a necessary and sufficient condition under which arithmetic zeta functions admit
meromorphic continuation and the expected functional equation. Our aim in this subsection
is to provide some intuition of this result. For simplicity we will work in the strong Schwartz
space S(R×+) of functions R
×
+
6. This space is used in the theory of zeta functions elsewhere,
for example [18], and is even implicit as far back as [29]. It’s topological dual is the space of
weak tempered distributions.
Definition 7.1. A strong Schwartz function is S((R×+))-mean-periodic if there is a non-trivial
weak-tempered distribution f ∗ such that
f ∗ f ∗ = 0.
Equivalently7, f is S((R×+))-mean-periodic if
SpanC{y · f : y ∈ R
×
+} 6= S((R
×
+)),
where
y · f(x) = f(x/y).
Example 7.2. One should think about this definition in comparison to smooth periodic
functions on R. Say such a function f has period p, then it satisfies the following convolution
equation
f ∗ (δp − δ0) = 0,
where δa denotes the Dirac distribution at a. Evidently, R acts on C∞(R) by y : f(x) 7→
f(x − y), and the set SpanC{y · f : y ∈ R} is not dense in C∞(R). Unfortunately, it was
explained in [6] that the space of smooth functions is not suitable for applications to zeta
functions, though, the space of functions of not more than exponential growth may be.
Let S → Spec(Ok) be a proper, regular model of a smooth projective curve over a number
field k. For i = 0, . . . , n, let ki denote a finite Galois extension of k. Define, for c ≫ 0, the
inverse Mellin transform
f(S, {ki}) : R
×
+ → C
f(S, {ki}, x) =
1
2πi
∫
(c)
Z(S, {ki}, s)x
−sds
6Equally one could work with strong Schwartz functions on R by composing with the exponential map.
7This is equivalent as the Hahn-Banach theorem holds in S((R×+)).
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and
h(S, {ki}) : R
×
+ → C
h(S, {ki}, x) = f(S, {ki}, x)− x
−1f(S, {ki}, x
−1)
It follows from [6, Theorem 5.18] that ζ(S, s) admits meromorphic continuation to C and
satisfies the functional equation (up to sign) if and only if there is an integer n and field
extensions ki/k, i = 1, . . . , n, such that h(S, {ki}, x) is S((R
×
+))-mean-periodic. We are lead
to the following conjecture.
Conjecture 7.3. There exists a finite set of extensions {ki/k} such that h(S, {ki}, x) is
X-mean-periodic, where X = S(R×+)-mean-periodic.
The remainder of this section will focus on providing a two-dimensional adelic framework
for studying this conjecture. More precisely, we will for obtain integral representations for
the functions h(S, {ki}, x) over semi-global adelic objects.
Remark 7.4. The mean-periodicity correspondence may be compared to automorphicity of
the Hasse–Weil L-functions appearing in the motivic decomposition of the zeta function, for
example [27], [22].
7.2. A Second Calculation of the Zeta Integral. Be consistent between A and S.
As always, let S be a proper, regular model of a smooth, projective, geometrically connected
curve C over a number field k, and let P denote the relative projective line P1(Ok). Due to
the renormalizing factors of the previous section, we are interested in the zeta function of
the disjoint union
X = S
g−1∐
i=1
P.
Given any disjoint union X =
⋃
Xi of schemes of finite type over Z, one has
ζ(X, s) =
∏
ζ(Xi, s),
therefore we have
ζ(X , s) = ζ(S, s)ζ(P, s)g−1.
Let C (S) denote a set of curves on S, and C (P) denote a set of curves on P. We will assume
throughout that C (S) contains at least one horizontal curve, C (P) contains none, and each
set includes all fibres. Let C (X ) denote the union:
C (X ) = C (S) ∪ C (P).
We will define an analytic adelic space on X as the following product
A(X ,C (X )) = A(S,C (S))×
g−1 copies︷ ︸︸ ︷
A(P,C (P))× · · · × A(P,C (P)) .
To avoid cumbersome notation, for an arithmetic surface A = S,P,X and a set C (A) of
curves on A we will use the notation
T (A,C (A)) = (A(A, (A))× A(A, (A)))×.
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Note that if C (X ) contains only finitely many horizontal curves on S then the following
integral converges for s > 1: ∫
T (X ),C (X )
(f
∐
h)(α)|α|sdµ(α),
where the measure on T (X ) is simply the product measure on the multiplicative adelic
groups. Indeed, in the notation of the previous section, this is equal to the zeta integral
ζ(S,C (S), f, h, | |s).
From now on, we will assume C (X ) = C (S)∪C (P) to be fixed, and simply use the notation
T (X ) and
ζ(f, h, s) := ζ(S,C (S), f, h, | |s).
Due to the presence of a horizontal curve in C (S), we have a surjective module on T (X ),
| | : T (X )→ R×+,
given as the product of modules on S and P, which are modified at horizontal curves as in
the previous section. T1(X ) denotes the kernel of this module, namely
T1(X ) = {x ∈ T (X ) : |x| = 1}.
We may choose a splitting
T (X ) ∼= R×+ × T1(X ).
The aim is to integrate over T1(X ). In order to do so, we must first consider a finite subset
C (X )0 ⊂ C (X ) containing at least one horizontal curve on S. C (X )0 can be decomposed
into a union
C (S)0 ∪ C (P)0,
where the first set contains only curves on S and the second only those on P. For such an
C (X )0, its complement will be denoted C (X )0 = C (X )− C (X )
0. We define
TC (X )0(X ) =
∏
y∈C (S)0
(A(S, y)× A(S, y))×
∏
y∈C (P)0
g−1∏
i=1
(A(P, y)× A(P, y))×.
Again, we have a surjective map
| |C (X )0 : TC (X )0(X )→ R
×
+,
defined in the obvious manner. Its kernel is denoted
TC (X )0,1(X ),
and we have a splitting
TC (X )0(X ) ∼= R
×
+ × TC (X )0,1(X ).
Let p(C (X )0) denote the product of projections to one-dimensional adelic spaces as intro-
duced in the previous section. We will fix a Haar measure on p(TC (X )0,1(X )) such that the
Haar measure on p(TC (X )0(X )) is the product of this Haar measure and that on R
×
+, and let
µ(TC (X )0,1) denote the lift of this Haar measure. For an integrable F on T (X ), for example
F = f
∐
h defined by the functions in the previous section, let∫
T1(X )
F =
∫
T
C(X)0(X )
∫
T
C(X)0,1(X )
F (α0γ)dµ(TS0,1)dµ(TC (X )0),
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where α0 ∈ TC (X )0 is such that
|α0|C (X )0 = |α|
−1
C (X )0 .
The integral does not depend on the choice of C (X )0, and we have the following lemma as
a consequence of [10, Lemma 43].
Lemma 7.5. For an integrable function F on T (X ), we have the following∫
T (X )
F =
∫
R×+
∫
T1(X )
F (xα)dµ(α)
dx
x
.
In particular, we can decompose the zeta integrals of the previous section as
ζ(f, h, s) =
∫
R×+
ζx(f
∐
h, s)
dx
x
· ξ(P, s)1−g,
where
ζx(f
∐
h, s) =
∫
T1(X )
(f
∐
h)(mxα)|mxα|
sdµ(α).
This decomposition is the key to our second calculation of the zeta integral.
Proposition 7.6. Let f, h be as in the previous section, then we may decompose the zeta
function as a sum of the form
ζ(f, h, s) = η(s) + η(2− s) + ω(s),
where η(s) absolutely converges for all s, and so extends to an entire function on C.
Proof. We decompose the multiplicative group M = R×+ of positive real numbers as M =
M+ ∪M−, where
M± = {m ∈M : ±(|m| − 1) ≥ 0}.
We give these spaces the measure
µM± =
{
µM on M −M ∩ T1
1
2
µM on M ∩ T1.
The result then follows directly from
ζ(f, h, s) =
∫
M+
ζm(f, h, s)dµM+(m) +
∫
M−
ζm(f, h, s)dµM−(m),
and
ωm(s) = ζm(f, h, s)− |m|
−2ζm−1(f, h, s),
by writing
η(s) =
∫
M+
ζm(f, s)dµM+(m),
ω(s) =
∫
M−
ωm(s)dµM−(m).

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Let {yi} denote the complete set of horizontal curves in C (S). We will define the adelic
boundary function h(S, {yi}, ·) : R
×
+ → C as follows
h(S, {yi}, x) =
∫
T1(X )
(x2f(mxγ)− f(m
−1
x γ))dµ(γ),
where mx ∈M ⊂ T (X ) is a choice of representative of x ∈ R
×
+.
From the above proposition we deduce the following:
Corollary 7.7. Let f(S, {yi}, x) be the inverse Mellin transform of Z(S, {yi}, s), then
h(S, {yi}, x) = f(S, {yi}, x)x
2 − f(S, {yi}, x
−1).
In particular, by Mellin inversion, and the evaluation of the zeta integrals in the previous
section,
h(S, {yi}, x) = x
−1/2h(S, {k(yi)}, x).
In this way, we understand the boundary function h of the mean-periodicity correspondence
[6] as an adelic integral. The next step is to understand the role of local-global adelic
boundaries.
7.3. The Adelic Boundary Term. Our current goal is to understand the boundary func-
tion as an integral over the topological boundary of an adelic subspace (thus motivating
the terminology used throughout). This is the first step towards a verification of the mean-
periodicity conjecture stated above through two-dimensional adelic duality.
Recall that, if G is a topological group, then the weak topology is the weakest such that
with respect to which every character of G is continuous [3, I, 2.3, 2.4]. Let k be a number
field and f ∈ S(Ak) be an adelic Schwartz function. In section 2 we saw the expression
hf (x) := −
∫
γ∈A1
k
/k×
∫
β∈∂k×
(f(xγβ)− x−1f̂(x−1γβ))dµ(β)dµ(γ),
where the boundary of k× →֒ A×k is with respect to the weak topology on the locally compact
topological group A×k . Explicitly, this is the following rational function:
hf (x) = −µ(A
1
k/k
×)(f(0)− x−1f̂(0)).
We will need to use a two-dimensional analogue of the inclusion k× →֒ A×k .
Let A be an arithmetic surface (in practice, it will be S or X = S
∐g−1
i=1 P) with function
field K. If y is a curve on A, the field Ky = Frac(Ôy) is a complete discrete valuation field
whose residue field is the global field k(y). It is therefore neither truly local, nor truly global
in nature. For all closed points x ∈ y, we have an embedding
Ky →֒ Kx,y,
which together induce a diagonal embedding
Ky →֒
∏
x∈y
Kx,y.
For a curve y on A, let B(A, y) denote the intersection of the image of this embedding
with A(A, y). Informally speaking, the counting measure on k(y) lifts to an R((X))-valued
measure on B(A, y). We now make this more precise.
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Definition 7.8. A basic measurable set on B(y) is a set of the form tiyp
−1
y (A), where A ⊂ k(y)
is measurable with respect to the discrete counting measure8 µk(y) on k(y), and i ∈ Z. The
measure µB(y) of t
i
yp
−1
y (A) is X
iµk(y)(A) ∈ R((X)).
This measure can be extended by linearity. An infinite product of these measures is divergent
unless, for all but finitely many y, each A ⊂ k(y) contains precisely one point. Firstly we
will consider finite products.
Let C (A)0 be a finite set of curves on A, and define
B(A, S0) =
( ∏
y∈C (A)0
B(A, y)
)
∩ A(A,C (A)0).
We will integrate on B(A,C (A)0) with a measure induced from the product of the lifted
counting measures on each B(A, y), for y ∈ C (A)0. Explicitly, we make the following
definition:
Definition 7.9. Let A be an arithmetic surface and let C (A)0 denote a finite set of curves
on A we define the measure µB(C (A)0) by
µB(C (A)0 = ⊗y∈C (A)0µB(y).
We define the measure on B(A,C (A)0)× B(A,C (A)0) to be the product measure.
Let F be a two-dimensional local field, and let ψ be a choice of character such that all
continuous characters of F are of the form
ψa : α 7→ ψ(aα),
for a ∈ F . For an integrable function f on F , the Fourier transform F(f) with respect to ψ
is defined by
F(f)(β) =
∫
F
f(α)ψ(αβ)dα.
In particular, this applies to fields of the form Kx,y and we denote the Fourier transform on
these fields by Fx,y. For any integrable function fy on A(A, y), we may define
Fy(fy) = ⊗x∈yFx,y(fx,y).
By [10, Proposition 32], we have a “summation formula”9:
Proposition 7.10. Let C (A)0 be a finite set of curves on an arithmetic surface A, and f
be an integrable function on B(A,C (A)0) × B(A,C (A)0) then, for all α ∈ A(A,C (A)0) ×
A(A,C (A)0),∫
f(αβ)dµB(A,C (A)0)×B(A,C (A)0)(β) =
1
|α|
∫
F(f)(α−1β)dµB(A,C (A)0)×B(A,C (A)0)(β).
We want a multiplicative analogue of this statement. Let y be a curve on A, we introduce
the notation
T0(A, y) = B(A, y)
× × B(A, y)× ⊂ T (A, y).
To integrate on this space we make the following definitions.
8Such a set is a finite set of points.
9The semi-global adelic object B is discrete in A.
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Definition 7.11. Let y be a curve on an arithmetic surface A, and let µk(y)× denote the
discrete counting measure on the multiplicative group k(y)× of the function field k(y). A
basic measurable µB(A,y)× on B(A, y)
× is of the form tiyp
−1
y (A), where A is a µk(y)×-measurable
set of k(y)×, and its measure is X iµk(y)(A) ∈ R((X)). We define
µT0(A,y) = µB(A,y)× ⊗ µB(A,y)×
These measure can be extended to finite unions by linearity.
For a subset C (A)0 of finitely many curves on A, let
T0(A,C (A)
0) =
∏
y∈C (A)0
T0(A, y) ⊂ T (A,C (A)
0).
On T0(A,C (A)
0), we introduce the measure
µT0(A,C (A)0) =
∏
y∈S0
(qy − 1)
−2µT0(A,y).
Finally, let C (A) be a set containing all fibres and finitely many horizontal curves, we define
T0(A,C (A)) =
∏
y∈C (A)
T0(A, y).
On this space, we integrate using the following rule∫
T0(A,C (A))
F = lim
C (A)0⊂C (A)
∫
T0(A,C (A)0)
F ,
Integrable functions are those such that this limit is finite. Overall, we have a filtration
T0(A, S) ⊂ T1(A, S) ⊂ T (A, S).
In [10, Section 3.5], Fesenko introduces a measure on the quotient such that, for an integrable
function g on T (A,C (A)):∫
T1(A,C (A))
g =
∫
T1(A,C (A))/T0(A,C (A))
∫
T0(A,C (A))
g(γβ)dµ(β)dµ(γ)
Let C (A)0 ⊂ C (A) be a finite subset. We endow A(A,C (A)0)×A(A,C (A)0) with the weak-
est topology such that each character lifted by p is continuous. With respect to this topology,
we will call the boundary ∂T0(A,C (A)
0) of T0(A,C (A)
0) ⊂ A(A,C (A)0) × A(A,C (A)0)
the “weak boundary”. Note that this is a measurable subset of B(A,C (A)0)×B(A,C (A)0),
and we may define∫
∂T0(A,C (A)0)
g = d(C (A)0)
∫
B(A,C (A)0)×B(A,C (A)0
g · char∂T0(A,C (A)0)dµB(A,C (A)0)×B(A,C (A)0 ,
where
d(C (A)0) =
∏
y∈C (A)0
(qy − 1)
−2.
We are interested in an inductive limit of these weak boundaries:
∂T0(A,C (A)) =
⋃
S0⊂S
T0(A,C (A)
0),
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where the union runs over finite subsets C (A)0 ⊂ C (A). If g is an integrable function on
A(A,C (A))× A(A,C (A)), then one defines∫
∂T0(A,C (A))
g = lim
C (A)0⊂C (A)
∫
∂T0(A,C (A)0)
g.
The limit expressing the integral is only finite in exceptional circumstances. One such case
is expressed by the so-called “two-dimensional theta formula”.
Theorem 7.12. Let A be an arithmetic surface, S denote a set of curves on A, and f be
an integrable function on A(A, S)× A(A, S), then∫
T0(A)
(f(αβ)− F(fα)(β))dµ(β) =
∫
∂T0(A)
(F(fα(β))− f(αβ))dµ(β).
One applies this result to A = X and g = f
∐
h. Consequently, one obtains the boundary
integral contribution to h(S, {k(yi)}, x). It transpires that this boundary integral knows
much about the analytic properties of zeta.
Corollary 7.13. Let {yi} be the set of horizontal curves on S in C (X ). We may decompose
the boundary integral as follows
h(S, {yi}, x) = h1(S, {yi}, x) + h2(S, {yi}, x),
where
h1(x) =
∫
T1(X ,C (X ))
(|α−1| − 1)f(m−1x α
−1)dµ(α)
h2(x) = x
2
∫
[T1/T0](X ,C (X ))
∫
∂T0(X ,C (X ))
(|mxγ|
−1f(m−1x ν
−1γ−1β)− f(mxγβ))dµ(β)dµ(γ),
and mx are lifts of x ∈ R
×
+ to T (X ), and ν is as in [10, Section 3.4].
For elliptic curves, this result was first deduced by Fesenko. An analogous decomposition,
not involving adelic integrals, appeared in [6, Remark 5.11].
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