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The Institute for Computer Applications in Science and Engineering 
(ICASE) is operated at the Langley Research Center (LaRC) of NASA by the 
Universities Space Research Associat€on (USRA) under a contract with the 
Center. USRA is a nonpro€it consortium of major U. S. colleges and 
universities. 
The Institute conducts unclassified basic research in applied 
mathematics, numerical analysis, and computer science in order to extend and 
improve problem-solving capabilities in science and engineering, particularly 
in aeronautics and space. 
ICASE has a small permanent staff. Research is conducted primarily by 
visiting scientists from universities and from industry, who have resident 
appointments for limited periods of time, and by consultants. Members of 
NASA's research staff also may be residents at ICASE for limited periods. 
The major categories of the current ICASE research program are: 
a. Numerical methods, with particular emphasis on the development and 
b. Control and parameter identification problems, with emphasis on 
c. Computational problems in engineering and the physical sciences, 
d. Computer systems and software, especially vector and parallel 
analysis of basic numerical algorithms; 
effective numerical methods; 
particularly fluid dynamics, acoustics, and structural analysis; 
computers. 
ICASE reports are considered to be primarily preprints of manuscripts 
that have been submitted to appropriate research journals or that are to 
appear i n  conference proceedings. A list of these reports for the period 
April 1, 1986, through September 30, 1986, is given in the Reports and 
Abstracts section which follows a brief description of the research in 
progress. 
Presently, ICASE i s  operated at NASA Langley Research Center, Hampton, 
VA, under the National Aeronautics and Space Administration, NASA Contract No. 
NAS1-18107. In the past, support has been provided by NASA Contracts No. 
NAS1-17070, NAS1-17130, NAS1-15810, NAS1-16394, NAS1-14101, and NAS1-14472. 
RESEARCH IN PROGRESS 
I 
Saul Abarbanel 
Work continued in collaboration with A.  Bayliss and L. Lustman on the 
problem of non-reflecting boundary conditions for the compressible Navier- 
Stokes equations. We were able to show that under the constant total enthalpy 
assumption, long wave perturbations do not decay for M > 1.9. The 
corrected formulation (accounting for the energy equation) gives decaying 
modes for all speeds and wall temperature. The time-consistent formulation 
has been modified to allow for algorithms with local time stepping. The 
theory being developed can possibly explain the acceleration to steady state 
observed by using a local time step. Numerical experiments are being 
initiated now. 
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Research on operator splitting for hyperbolic PDE's was carried on with 
D. Gottlieb and P. Dutt. It was shown theoretically that if splitting leads 
to one of the operators being in Jordan form, polynomial growth results. 
Implications for current algorithms are being examined now. 
Loyce M. Adams 
Collaborative work with Randall LeVeque and David Young has led to the 
determination of the optimal relaxation parameter for the SOR method applied 
to the 9-point Iaplacian. We considered several orderings of the equations, 
including the natural rowwise and multicolor orderings, all of which lead to 
nonconsistently ordered matrices, and found two equivalence classes of 
orderings with different convergence behavior and relaxation parameters. 
These results were obtained by using Fourier analysis applied to the error 
equations for the SOR method. Garabedian, in 1956, viewed the SOR method for 
the 9-point Laplacian as a discretization of a time dependent partial 
differential equation and gave a relaxation parameter based on an analysis of 
t h e  PDE. Our results differ with Garabedian's and we explained why both 
results are, in a sense, correct. 
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It has been sugges ted  i n  t h e  l i t e r a t u r e  t o  modify t h e  SOR method f o r  t h e  
9-point Laplacian by u s i n g  a Red/Black o r d e r i n g  w i t h  o l d  i n f o r m a t i o n  f o r  nodes 
of t h e  same c o l o r  from the c e n t e r  p o i n t  of t h e  s t e n c i l .  By doing so ,  t h e  
method would p a r a l l e l i z e  by us ing  only  two c o l o r s .  We examined t h i s  method 
v i a  t h e  same F o u r i e r  a n a l y s i s  techniques  and showed t h a t  t h e  convergence ra te  
t o  be more l i k e  Gauss-Siedel t h a n  t r u e  SOR. 
H. T. Banks and K. Ito 
We have cont inued  our  e f f o r t s  on development of a hybr id  scheme f o r  compu- 
t a t i o n  of feedback c o n t r o l  g a i n s  i n  l a r g e  but  f i n i t e  dimensional  system LQR 
problems. Our method, based on Chandrasekhar,  Newton-Kleinman, and v a r i a b l e  
a c c e l e r a t i o n  parameter Smith method components, has  proved t o  be very  e f f e c -  
t i v e  computa t iona l ly .  I n  comparisons w i t h  t h e  P o t t e r  method, i t  has  g i v e n  
s i g n i f i c a n t  improvements on examples such as boundary f l u x  c o n t r o l  of para- 
b o l i c  equat ions  which have been approximated by l a r g e  o r d e r  f i n i t e  element 
( l i n e a r  s p l i n e s )  systems.  On t h e  examples s t u d i e d  t o  d a t e ,  we  have demon- 
s t r a t e d  t h a t  t h e  method is  O ( N )  (vs .  O ( N 3 )  f o r  t h e  P o t t e r  method) where N 
i s  t h e  dimension of t h e  approximating system. 
E. T. Banks and Fumio Kojima 
We are  s t u d y i n g  s t a t e  e s t i m a t i o n  problems f o r  t h e  s t o c h a s t i c  v i b r a t i o n  
s y s t e m  of f l e x i b l e  beams w i t h  t i p  bodies .  The system dynamics i s  d e s c r i b e d  by 
a s t o c h a s t i c  h y p e r b o l i c  p a r t i a l  d i f f e r e n t i a l  e q u a t i o n  wi th  t h e  boundary condi- 
t i o n s  which i n c l u d e  a s t o c h a s t i c  d i f f e r e n t i a l  equat ion .  Some r e s u l t s  have 
been obtained f o r  mathematical  formula t ions .  From now on, t h i s  work w i l l  be 
d i r e c t e d  a t  t h e  computa t iona l  procedures  f o r  implementing t h e  s t a t e  e s t i m a t i o n  







Addi t iona l  r e s e a r c h  was begun d i r e c t e d  a t  s o l v i n g  t h e  problem of domain 
i d e n t i f i c a t i o n  f o r  a thermal  d i f f u s i v i t y  measurement system of composi te  
m a t e r i a l s .  This  problem i s  concerned w i t h  t h e  i d e n t i f i c a t i o n  of s t r u c t u r a l  
flaws i n  aerospace systems which may n o t  be d e t e c t a b l e  by v i s u a l  i n s p e c t i o n .  
3 
B. T. Banks and Georg Propst 
Together with R. J. Silcox (Acoustics Division, LaRC) boundary conditions 
for the active noise suppression problem in the one-dimensional time domain 
have been formulated. For several possible choices of the state space the 
semigroups generated by the corresponding Cauchy problem are investigated. To 
treat the problem as a regulator problem, the most feasible formulation with 
regard to numerical approximations has to be determined. In case of a wave 
duct with parameterized sources, the analytic solution to the wave equation 
with semireflecting boundaries is used t o  investigate optimal locations, 
amplitudes, and frequencies of the inputs. 
8. T. Banks and I. G. Rosen 
We have developed computational methods for the estimation of functional 
material parameters in distributed parameter models for flexible structures. 
More specifically, we have developed spline-based finite element methods for 
the identification of spatially varying flexural stiffness and Voigt-Kelvin 
viscoelastic damping coefficients in Euler-Bernoulli models for the transverse 
vibration of flexible beams with tip appendages. Our effort has yielded a 
convergence theory and included extensive numerical studies. 
Also, we have been able to demonstrate the feasibility and effectiveness 
of our schemes using actual laboratory data taken from an experimental struc- 
ture. The data were obtained from an experiment run on the RPL structure at 
the C. S. Draper Laboratories. This structure consists (in part) of a canti- 
levered beam with a gas-jet thruster at the free end. Using measurements of 
acceleration at the tip, we were able to identify unknown parameters in a 
distributed parameter based model for the dynamics of the structure. 
Alvin Bayliss 
Work continued in collaboration with L. Maestrello (Transonic Aerodynamics 
Division, LaRC), P. Parikh (Vigyan Research Associates, Inc.), and E. Turkel 
on the computation and active control of unstable, spatially varying waves in 
a boundary layer. A three-dimensional program for spatially unstable waves 
using fourth order finite differences has been developed and tested for low 
Reynolds number flows. Computations at higher Reynolds number are being con- 
duct ed. 
In addition, a study was initiated (with L. Maestrello and P. Parikh) to 
compute the acoustic radiation generated by two dimensional, spatially growing 
wave packets in a boundary layer over a surface with concave-convex curva- 
ture. The acoustic field is calculated by computing a near field solution of 
the Navier-Stokes equations and using this solution as input to a program 
which solves the convective wave equation. The resulting acoustic field 
illustrates a super directivity (beaming in a preferred direction) for some 
choice of parameters. An ICASE report is being prepared on this work. 
Dennis W. Brewer 
Research is continuing on parameter estimation problems associated with 
linear evolution equations in infinite-dimensional spaces. A general algo- 
rithm based on quasi-linearization has been established along with its local 
convergence properties. The algorithm has been numerically tested on linear 
delay-differential equations. Numerical experiments indicate that the method 
converges rapidly when used to identify two unknown delays together with two 
or three unknown coefficients using simulated data. Future research will 
involve continuing numerical experimentation and improvements in the theory to 
accommodate a wider class of problems. 
Dennis W. Brewer and J. Steven Gibson 
We are continuing our efEorts to develop robust software routines for 
identifying parameters in robotic manipulators. The programs use numerical 
integration of nonlinear differential equation models and nonlinear 
optimization algorithms. This work is in conjunction with J. Pennington and 
5 
F. H a r r i s o n  ( In fo rma t ion  Systems Div i s ion ,  LaRC) who have provided  expe r i -  
men ta l  d a t a .  Our p rev ious  r e s e a r c h  i n d i c a t e s  a need t o  model t h e  i n t e g r a t e d  
e l ec t ro -mechan ica l  s y s t e m  t o  reduce parameter s e n s i t i v i t y .  W e  have ob ta ined  
d a t a  and have t e s t e d  models which i n c l u d e  coupled p h y s i c a l  and a c t u a t o r  dynam- 
ics. Good f i t s  t o  expe r imen ta l  d a t a  have been ob ta ined  u s i n g  t h e s e  methods. 
I n  a d d i t i o n ,  i n p u t  o p t i m i z a t i o n  should be a f r u i t f u l  a r e a  f o r  f u t u r e  r e s e a r c h .  
John Burns 
The development of f a s t  computat ional  a lgo r i thms  f o r  c o n t r o l  of v a r i o u s  
aerospace systems is  t h e  c e n t r a l  theme of a number of r e s e a r c h  i s s u e s  c u r r e n t -  
l y  be ing  s t u d i e d  w i t h  G. P r o p s t ,  K. I t o ,  and R. Fabian0 (Brown U n i v e r s i t y ) .  
The convergence of subopt imal  feedback ga in  o p e r a t o r s  t o  op t ima l  feedback g a i n  
o p e r a t o r s  i s  a s su red  only  i f  t h e  numerical  scheme is  s t a b l e  and c o n s i s t e n t  
w i th  t h e  s y s t e m  and i t s  a d j o i n t .  I f  t h e  dynamical s y s t e m  is n o t  s e l f - a d j o i n t ,  
t h e n  computa t iona l  a l g o r i t h m s  f o r  op t imal  c o n t r o l  des ign  must be developed 
t h a t  approximate bo th  t h e  s y s t e m  o p e r a t o r s  and t h e i r  a d j o i n t s .  Such problems 
occur  i n  f l u i d  flow c o n t r o l  problems, a c t i v e  f l u t t e r  s u p p r e s s i o n ,  and i n  t h e  
d e s i g n  of op t ima l  c o n t r o l l e r s  f o r  f l e x i b l e  s t r u c t u r e s  when v i s c o e l a s t i c  and 
thermodynamic damping e f f e c t s  are impor tan t .  Work i s  under way t o  deve lop  
computa t iona l  a l g o r i t h m s  f o r  c o n t r o l  of such sys t ems  t h a t  are f a s t  enough t o  
be pract ical  des ign  t o o l s  and r o b u s t  enough t o  c a p t u r e  t h e  impor t an t  system 
p r o p e r t i e s  of t h e  d i s t r i b u t e d  parameter system. 
Pravir Dutt 
Work is c o n t i n u i n g  wi th  David G o t t l i e b  and Saul Abarbanel on s p l i t t i n g  
methods f o r  low Mach number Eu le r  flows. We write t h e  E u l e r  e q u a t i o n s  as a 
symmet r i c  h y p e r b o l i c  system of equa t ions  s o  t h a t  t h e  c o e f f i c i e n t  matrices of 
t h e  d i f f e r e n t i a l  o p e r a t o r s  are f u n c t i o n s  of t h e  sound speed and f l u i d  ve loc-  
i t i e s  only .  This p e r m i t s  u s  t o  propose an op t ima l  s p l i t t i n g  t echn ique  f o r  low 
Mach number Eu le r  flows. I n  a d d i t i o n ,  we i n v e s t i g a t e  some c u r r e n t l y  used non- 
s y m m e t r i c  s p l i t t i n g  t e c h n i q u e s  and po in t  our t h e i r  d e f i c i e n c i e s .  
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Robert E. Fennel1 
The overall objective of this research is the development of analytical 
and numerical methods in a unified mathematical setting for the modeling, 
analysis, and control of multivariable systems. System structure, time delays 
(transport, communication, digital control, human operator), nonlinearities, 
and randomness will be taken into consideration. 
Developments in the control of flexible aircraft with multiple control 
surfaces, thrust vectoring, digital control implementation, and multiple 
objectives motivate this research. Attention will focus upon the problem of 
robust control system design for time delay systems. The problem of an uncer- 
tain plant stems from a basic modelling dilemma. The more detail one includes 
in a model the more difficult one makes the parameter estimation problem. 
Difficulties can be compounded by choosing an inappropriate representation of 
the plant model, for instance a model which is not robust. Since feedback 
control laws must be developed in terms of the plant representation, there is 
a temptation to ignore these difficulties and insist on models of a particu- 
larly simple Form. Computational experience suggests that input/output models 
determined by observing the response of the system to specified inputs are 
insensitive to measurement errors. Consequently control laws based upon such 
models should also be insensitive to uncertain parameters. These ideas are 
being pursued in the analysis of feedback stabilization problems for uncertain 
plants. 
Related topics under consideration include the digital approximation and 
simulation of feedback control problems for hereditary systems, the delination 
of canonical forms and related control design strategies for the decentralized 
control of large scale systems, and the development of control design methods 
for a class of nonlinear hereditary systems. 
George J. Fix 
Analysis of mixed finite element and finite volume schemes for structural 
mechanics continues. Special attention is given to composite materials and 
polymers. 
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There is also work on iterative methods for large algebraic systems. 
Attention is given to relaxation methods with spatially varying relaxation 
parameters. Emphasis is given to algorithms which can exploit parallel 
computer architectures. 
James Geer 
The development and study of a hybrid perturbation/Galerkin method to 
determine how the method might be applied to some fluid dynamic and scattering 
problems is underway. The method is based on some of the concepts and 
formalisms of the reduced basis method, which is a semi-numerical, semi- 
analytical method that has been used to solve a variety of nonlinear boundary 
value problems in solid mechanics. Several model problems are being studied 
to help better understand the method and to determine for what types of 
problems the method is applicable. At present, these model problems include 
some two-point boundary value problems with boundary layers and some simple 
exterior fluid flow and scattering problems involving a slender body. Work on 
the method itself is being done with Dr. Carl Andersen (College of William and 
Mary), while possible applications are being discussed with Dr. Eddie Liu 
(Low-Speed Aerodynamics Division, LaRC). 
Another study involves the use of the symbolic computation system MACSYMA 
and perturbation methods to investigate some free and forced nonlinear 
oscillations. The method of multiple time scales has been implemented using 
MACSYMA and applied to the problem of determining the transient responses of 
the van der P o l  and Duffing oscillators when the applied force consists of a 
sum of periodic terms with different frequencies. The conditions under which 
the system will experience frequency entrainment are being investigated. This 
work is being done with Dr. Carl Andersen (College of William and Mary). 
Research is underway to determine the possibility of using some of the 
ideas of uniform slender body theory fo r  the problem of subsonic flow past a 
fully three dimensional wing with sharp trailing edges and wing tips. A pre- 
liminary study will attempt to include trailing (wing-tip) vorticity effects 
on a three-dimensional thin wing with arbitrary planform. This work is being 
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done with Dr. Eddie Liu (Low-Speed Aerodynamics Division, LaRC) and Prof. Lu 
Ting (New York University). 
Investigations are underway concerning some fundamental properties (both 
from theoretical and computational points of view) of a class of "almost" 
singular integral equations of the first kind which are useful in representing 
the solution to certain elliptic exterior boundary value problems. These 
equations typically have the property that the domain of integration R is a 
proper subset of the domain of validity D of the equation. Special con- 
sideration is being given to the idea of analytically continuing the solution 
into the domain D. Applications of the results will be useful in several two 
and three dimensional problems involving slender or thin bodies. The symbolic 
manipulation system MACSYMA has been used in some of the preliminary investi- 
gations. 
J. S. Gibson and I. G. Rosen 
We have been developing an approximation theory for the optimal discrete- 
time linear-quadratic-Gaussian (LQP) problem for infinite dimensional 
systems. In particular, we have been looking at systems involving unbounded 
input and/or output operators. This class of problems includes control and 
estimation problems for distributed parameter systems describing the vibration 
of flexible structures with boundary control and strain or acceleration 
measurements. Our study has yielded a convergence theory for feedback control 
laws, estimator gains, and compensators. An extensive numerical study is 
currently underway. 
I 
Also ,  we are continuing our efforts to develop computational methods for 
the identification of material parameters in distributed parameter models for 
flexible structures using modal or spectral data--that is, natural frequencies 
and mode shapes. 
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David Gottlieb 
We have developed upwind spectral schemes for discontinuous hyperbolic 
equations. The method yields high accuracy far away from the shock and is 
essentially nonoscillatory. In this stage, the method is llmited to the 
Fourier-Galerkin method. Work is in progress in extending this result. 
We investigated (with P. Dutt and S. Abarbanel) splitting methods for the 
Navier-Stokes equations. The main result is that splitting should be 
symmetrlc. We suggest a new formulation of the Navier-Stokes equations in 
order to get a symmetric system of equations. 
Together with D. Funaro (Brown University and Pavia University), we study 
preconditioners for first derivative spectral matrices in two dimensions. 
Stability theory for spectral methods for hyperbolic systems is being 
developed and applied to multidomain techniques. 
Chester E. Grosch 
A three-dimensional, time dependent Navier-Stokes code in vorticity and 
velocity variables has been developed in collaboration with T. Gatski (High- 
Speed Aerodynamics Division, LaRC) and M. E. Rose. This code i s  being used to 
study three-dimensional vortex dynamics; in particular the phenomema of vortex 
breakdown is being simulated by R. Spall (Old Dominion University) and 
T. Gatski. The results of these calculations have suggested that vortex 
breakdown can be correlated by a Rossby number criterion. Examination of all 
data, experimental as well as computational, known to us (Spall, Gatski, and 
Grosch) show that this is the case. 
Calculations of the stability of a family of vortex flows are being 
carried out with M. Korani (Old Dominion University). These vortex flows are 
exact solutions of the Navier-Stokes equations. It i s  hoped that the results 
of these calculations will illuminate the dependence of the stability (or lack 
of it) on such parameters as Reynolds number and pressure gradient. 
The study, in collaboration with R. Fatoohi, of parallel algorithms for 
elliptic problems is continuing. A series of tests on the MPP at NASA Goddard 
have been completed. Both problems which fit on the array as well as oversize 
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problems have been used for the tests. Similarly, a modification of this 
relaxation algorithm has been used on FLEX/32 and performance measured as a 
function of problem size. Finally, the algorithm has been adapted to run on 
the CRAY-2 and a series of performance tests carried out. All of these 
results are now being written up. 
Ami Barten 
We continue the design and the analysis of high-order accurate essentially 
non-oscillatory (ENO) schemes for shock calculations. These schemes share 
many desirable properties with the older total-variation-diminishing (TVD) 
schemes, but they can be made accurate to any finite order, including at 
extrema of the solution. 
In designing these schemes, we have adopted Godunov’s point of view, in 
which the conservation form is an approximation to the cell-averages of the 
solution. To implement Godunov’s approach, we need to tackle two major 
tasks: (i) To find a technique to reconstruct a piecewise smooth function 
from its given cell-average, without introducing large spurious oscillations 
at discontinuities. For this purpose, we have introduced a new interpolation 
technique that when applied to piecewise smooth data gives high order accuracy 
wherever the solution is smooth, but avoids having a Gibbs phenomenon at 
discontinuities. (ii) To find a relatively simple approximation to the 
solution-in-the-small of the piecewise polynomial initial value problem (i.e., 
Generalized Riemann Problem). For this purpose, we analyze the data 
corresponding to piecewise smooth entropy solutions and show that the 
solution-in-the-small can be adequately approximated by local linearization 
techniques. 




We c o n t i n u e  t o  i n v e s t i g a t e  t h e  pro to type  problems of s t a b i l i t y  and t r a n s i -  
t i o n  i n  P o i s e u i l l e  f low,  B l a s i u s  flow, and Taylor-Couet te  flow. Some d e t a i l e d  
r e s u l t s  on t h e  fundamental  t y p e  i n s t a b i l i t y  of t h e  c e n t e r  modes i n  P o i s e u i l l e  
f low and t h e  e f f e c t  of w a l l  h e a t i n g  on t h e  secondary i n s t a b i l i t y  i n  B l a s i u s  
f low are presented  i n  ICASE Report No. 86-57. Nonlinear  i n t e r a c t i o n s  among 
d i E f e r e n t  t y p e s  of waves are under c o n s i d e r a t i o n .  P r e l i m i n a r y  r e s u l t s  on t h e  
e x i s t e n c e  of a c e r t a i n  t y p e  of secondary i n s t a b i l i t y  i n  a s u p e r s o n i c  compres- 
s i b l e  boundary l a y e r  are r e p o r t e d  i n  ICASE Report  No. 86-39. Research i s  now 
focused on t h e  i n f l u e n c e  of c o m p r e s s i b i l i t y  on t h e  i n s t a b i l i t y  mechanisms 
observed i n  low Mach number flows. In t h e  case of t h e  Taylor-Couette f low,  
some r e p r e s e n t a t i v e  r e s u l t s  p e r t a i n i n g  t o  two-ce l l /one-ce l l  exchange p r o c e s s ,  
and t h e i r  comparison w i t h  exper iments ,  a r e  p r e s e n t e d  i n  ICASE Report  No. 86- 
59. Work is  c o n t i n u i n g  on t h e  three-dimensional f low i n  f i n i t e  c y l i n d e r s  of 
small aspect r a t i o .  The purpose i s  t o  s i m u l a t e  t h e  r o u t e  t o  chaos a s  observed 
i n  some experiments  and e s t a b l i s h  t h e  r e l a t i o n  between Navier-Stokes s o l u t i o n s  
and chaos t h e o r i e s  based on model equat ions .  
Our combustion r e s e a r c h  concerns supersonic  r e a c t i n g  f lows r e l e v a n t  t o  
scramjet engines .  I n  t h e s e  f lows ,  t h e  u s u a l  assumptions of n e a r  e q u i l i b r i u m  
and f a s t  chemis t ry  may n o t  hold.  Keeping t h e  chemis t ry  s imple ,  a t t e m p t s  are 
underway t o  s t u d y  t h e  i g n i t i o n ,  flame holding,  and flame propagat ion  phenomena 
( i n c l u d i n g  flame f r o n t / s h o c k  i n t e r a c t i o n  and flame f r o n t / t u r b u l e n c e  i n t e r -  
a c t i o n ) .  The t h e o r e t i c a l  approach c o n s i s t s  of m u l t i p l e  scale asymptot ics  and 
f u l l  scale numerics. Asymptotic methods p lay  a unique r o l e  by p r o v i d i n g  w e l l  
founded r e s u l t s  i n  s u i t a b l e  l i m i t i n g  cases .  They can be used t o  v e r i f y  and be 
v e r i f i e d  by numerical  s o l u t i o n s  which provide r e s u l t s  i n  t h e  range of condi- 
t i o n s  of i n t e r e s t  no t  amenable t o  asymptot ic  t r e a t m e n t .  
T h i s  program of r e s e a r c h  i s  being c a r r i e d  o u t  i n  c o l l a b o r a t i o n  w i t h  J. P. 
Drummond (High-speed Aerodynamics Div is ion ,  LaRC) , G. E r l e b a c h e r  (High-speed 
Aerodynamics D i v i s i o n ,  LaRC), C. L. S t r e e t t  (Transonic  Aerodynamics D i v i s i o n ,  
LaRC), and T. A. Zang (High-speed Aerodynamics D i v i s i o n ,  LaRC). 
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K. Ito and R. Powers 
Optimal control problems that have unbounded input and output operators 
occur frequently in applications. Numerical methods for solving such problems 
often involve large systems which are computationally expensive. For a large 
class of problems involving bounded input and output operators, it has been 
shown that computational reductions may be achieved through solving what are 
known as the Chandrasekhar equations. We have derived an infinite dimensional 
version of these equations for a large class of unbounded input and output 
operators. Methods for numerically solving these optimal control problems via 
the Chandrasekhar equations are currently under study. 
Tom L. Jackson 
One of the most outstanding problems in combustion theory is the 
Deflagration-to-Detonation Transition (DDT) phenomenon. Experimentally, as a 
turbulent deflagration wave accelerates in a gas tube, it creates a shock wave 
ahead of it. Somewhere between the flame and shock wave a "hot spot" 
develops, eventually leading to a reacting blast wave. If the strength is 
sufficiently large, the blast wave overtakes the shock, leading to the formu- 
lation of a detonation wave. We continue our investigation into the birth 
process of hot spots in reacting gases. Recently, the initial stages of such 
a birth have been studied for interior and boundary hot spots. We are 
currently investigating techniques to develop the solution further in time, 
describing the complete history to formation of blast waves. This work is 
being done in collaboration with A. Kapila. 
A current research effort at LaRC is focused the understanding of 
important phenomena connected with supersonic reacting mixing layers. We 
develop a mathematical model that examines, qualitatively, the combustion 
process that occurs when two gases mix at supersonic speeds at the trailing 
edge. We are developing models to examine the ignition process that takes 




Implementation of the Force programming system on the FLEX/32 computer has 
led to a better understanding of some of the constructs included in this 
parallel processing extension to Fortran. The production of a common version 
of the Force running on both the Encore Multimax and on the FLEX/32 computers 
led to a regularization of the parallel name scope properties of variables. 
The parallel property of a variable name being private to one process or 
shared by all processes is strictly orthogonal to any name scope property of 
the underlying Fortran language. This is an important realization in light of 
the fact that several manufacturers have tied the parallelism scope of a vari- 
able to some language scope rule in their parallel extensions t o  sequential 
languages. 
Identical versions of the Force are now running on both the FLEX/32 and 
the Multimax, and a new manual has been produced defining the system. Timing 
tests on the FLEX/32 show good speedup and effective use of up to 18 processes 
on dense Gaussian elimination with partial pivoting on a 300 by 300 matrix. 
David Kamouite 
Multigrid algorithms have proven themselves to be powerful tools for the 
numerical solution of certain partial differential equations. However, 
numerous questions remain. In particular, what is the best selection of com- 
ponents and parameters for a given problem? In addition, when implementing 
multigrid algorithms on a parallel machine a number of issues need to be 
resolved, such as what measures are necessary to balance the computational 
work among the various processors during each multigrid cycle? 
To address these issues, we are undertaking a number of investigations. 
The first investigation consists of analyzing a particular multigrid algorithm 
for the solution of singularly perturbed boundary value problems. In this 
study, we show that the rate of convergence for the multigrid algorithm does 
not suffer due to the effects of the singular perturbation. Another investi- 
gation, conducted with Shlomo Ta’asan, consists of implementing a multigrid 




There are two areas of a c t i v i t y .  F i r s t ,  some parameter  e s t i m a t i o n  
p r o j e c t s  are coming i n t o  s h a r p e r  focus  through i n t e r a c t i o n  wi th  t h e  
Nondes t ruc t ive  Eva lua t ion  group a t  LaRC. Also, work is  c o n t i n u i n g  on 
Galerk idRunge-Kut ta  methods € o r  e v o l u t i o n  e q u a t i o n s .  
I m p l i c i t  Runge-Kutta methods have very  a t t r ac t ive  p r o p e r t i e s  w i th  r ega rd  
t o  s t a b i l i t y  and implementat ion.  However, we are d i s c o v e r i n g  some a l a rming  
cons i s t ency  c h a r a c t e r i s t i c s .  S p e c i f i c a l l y ,  i f  an IRKM wi th  "classical" 
o r d e r  v > 1 is used t o  s o l v e  a tes t  problem, f o r  which o r d e r  v i s  
obse rved ,  i t  can happen t h a t  on ly  o r d e r  1 i s  achieved  f o r  a more s e r i o u s  
problem, even i f  t h e  s o l u t i o n  is i n f i n i t e l y  smooth. The p r o o f s  show that i n  
a d d i t i o n  t o  be ing  smooth, t h e  s o l u t i o n  should  be in t h e  domain of powers of 
t h e  e l l i p t i c  o p e r a t o r ,  as f o r  example, s o l u t i o n s  of t h e  h e a t  e q u a t i o n  are. 
Never the l e s s ,  whi le  t h e r e  i s  i n t e r e s t  i n  sha rpen ing  theorems which p r e d i c t  
convergence r a t e s ,  I have found a way of implementing IRKM's s o  t h a t  h i g h  
o r d e r  convergence can  be proved wi thout  r e s t r i c t i v e  c o n d i t i o n s  on t h e  so lu -  
t i o n .  I am now assembling computa t iona l  ev idence  t o  suppor t  t h e s e  r e s u l t s .  
David Kopriva 
Research cont inued  on spectral  methods a p p l i e d  t o  t h e  e q u a t i o n s  of com- 
p r e s s i b l e  gas-dynamics. A s tudy  of t h e  smoothing of F o u r i e r  approximat ions  t o  
d i scon t inuous  problems w a s  completed i n  which a comparison was made between 
p h y s i c a l  and F o u r i e r  space  f i l t e r i n g .  High o r d e r  and spectral  accuracy  can be 
o b t a i n e d  f o r  a scalar l i n e a r  problem by f i l t e r i n g .  A mult tdomain s p e c t r a l  
method has been a p p l i e d  t o  t h e  s o l u t i o n  of s e v e r a l  s imple  f i t t e d -  
shock/ turbulence  i n t e r a c t i o n  problems. The mult idomain d i s c r e t i z a t i o n  removes 
t h e  need f o r  l a r g e  numbers of p o i n t s  o r  f o r  f i l t e r i n g .  A s tudy  of a m p l i f i c a -  
t i o n  of homogeneous i s o t r o p i c  t u r b u l e n c e  w i l l  be made next .  
I 
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Randall J. LeVeque 
A v a r i e t y  of h igh  r e s o l u t i o n  methods has  been developed r e c e n t l y  f o r  
s o l v i n g  systems of c o n s e r v a t i o n  laws (such as t h e  E u l e r  e q u a t i o n s )  i n  one 
s p a c e  dimension. Although t h e s e  can be g e n e r a l i z e d  t o  more than  one dimension 
by d imens iona l  s p l i t t i n g ,  i t  is p r e f e r a b l e  t o  d e r i v e  more f u l l y  multidimen- 
s i o n a l  a l g o r i t h m s  based on t h e  h igh  r e s o l u t i o n  p r i n c i p l e s .  One p o s s i b i l i t y  
c u r r e n t l y  be ing  s t u d i e d  i s  a f i n i t e  volume method i n  which one d imens iona l  
Riemann problems so lved  a t  c e l l  i n t e r f a c e s  are used t o  d e f i n e  two d imens iona l  
waves propagat ing  over  t h e  g r i d .  By l i n e a r i z i n g  wave i n t e r a c t i o n s ,  such a n  
approach can be used on a r b i t r a r y  u n s t r u c t u r e d  g r i d s .  One a p p l i c a t i o n  of 
p a r t i c u l a r  i n t e r e s t  i s  a C a r t e s i a n  g r i d  c u t  by an  i r r e g u l a r  boundary. 
Chris C. H. Ma 
R e s u l t s  have been obta ined  regard ing  t h e  r o b u s t n e s s  of d i s c r e t e  t i m e  
a d a p t i v e  c o n t r o l  systems.  It has  been shown t h a t  provided t h e  p e r s i s t e n c y  of 
t h e  e x c i t a t i o n  c o n d i t i o n  i s  s a t i s f i e d  by t h e  r e g r e s s o r  v e c t o r ,  a class of 
mul t i - input  mult i -output  d i s c r e t e  t i m e  a d a p t i v e  c o n t r o l  systems i s  r o b u s t l y  
g l o b a l l y  s t a b l e  a g a i n s t  no t  only nonzero unmodeled dynamics but  a l s o  bounded 
i n t e r n a l  as w e l l  as e x t e r n a l  n o i s e s .  These r e s u l t s  should enhance t h e  
p r a c t i t i o n e r ’ s  conf idence  i n  apply ing  a d a p t i v e  methodologies  i n  pract ical  
c o n t r o l  problems. 
Research w i l l  be c o n t i n u i n g  perhaps i n  t h e  area of apply ing  a d a p t i v e  
c o n t r o l  t o  a c t i v e  a c o u s t i c  no ise  c a n c e l l a t i o n  problems. 
Nessan Hac Giolla Mhuiris 
Work on v o r t e x  breakdown and v o r t e x  f low s i m u l a t i o n  i s  cont inuing .  New 
methods f o r  t h e  s o l u t i o n  of t h e  Navier-Stokes e q u a t i o n s  governing t h e  f low of 
v i s c o u s ,  incompress ib le  f l u i d s  are be ing  developed. 
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Nessan Mac Giolla t4huiris and Pravir h t t  
Work is i n  p rogres s  t o  ana lyze  the s p a t i a l  and tempora l  behavior  of tu rbu-  
l e n t  f low f i e l d s .  One a s p e c t  of our  work is  d i a g n o s t i c  i n  n a t u r e  v i z .  t o  
d e s i g n  e f f i c i e n t  and r e l i a b l e  codes which can c a l c u l a t e  t h e  Liapaunov 
exponents ,  i n fo rma t ion  dimension,  etc. of  a t u r b u l e n t  d a t a  set .  Another 
aspect would be t o  s tudy  v i a  both  computer s i m u l a t i o n  and a n a l y s i s  of  t h e  
r e l a t i o n  between E u l e r i a n  and Lagrangian  chaos f o r  s i rnpl i f  i e d  models of 
dynamical  systems which i n c o r p o r a t e  some f e a t u r e s  of t h e  Navier-Stokes 
equa t ions .  
Piyush Mehrot ra 
BLAZE is  a r e c e n t l y  des igned  s c i e n t i f i c  programming language employing 
f u n c t i o n a l  procedure  ca l l s .  The BLAZE program t r a n s f o r m a t i o n  sys tem maps 
BLAZE source  programs t o  mul t ip rocesso r  a r c h i t e c t u r e s .  Recent work has  
focused on mapping BLAZE t o  t h e  IBM Research P a r a l l e l  P r o c e s s o r ,  t o  t h e  F l e x  
Mul t ip rocesso r  a t  LaRC and Purdue, and t o  t h e  B u t t e r f l y  a t  t h e  U n i v e r s i t y  of 
Utah. 
A s  a convenient  way t o  s t u d y  program t r a n s f o r m a t i o n s  f o r  such  
a r c h i t e c t u r e s ,  w e  have des igned  an e x p l i c i t - t a s k i n g  language ,  Extended-BLAZE, 
b u i l t  on top of BLAZE. Performance a n a l y s i s  of E-BLAZE t a s k i n g  and communica- 
t i o n  c o n s t r u c t s ,  and s t u d y  of complex program t r a n s f o r m a t i o n ,  such  as 
au tomat i c  domain decomposi t ion,  i s  c u r r e n t l y  underway. 
I n  a r e l a t e d  e f f o r t ,  we  are look ing  a t  t h e  p o s s i b i l i t y  of p r o v i d i n g  
ob jec t -o r i en ted  f e a t u r e s  w i t h i n  BLAZE. These should  make i t  p o s s i b l e  t o  a l l o w  
"statel' and a b s t r a c t i o n s  i n  a f u n c t i o n a l  language i n  a r e l a t i v e l y  c l e a n  way. 
Such €eatures are necessa ry  i n  o r d e r  t o  accommodate l a r g e  d a t a  s t r u c t u r e s ,  
such  as f i l es  and d a t a  bases ,  and may a l s o  p rov ide  a n  e l e g a n t  i n t e r f a c e  t o  
programs i n  o t h e r  languages ,  such  as FORTRAN. 
Aside from the  work on BLAZE, w e  have a l s o  been s t u d y i n g  problems i n  
network design. A new class of ne tworks ,  c a l l e d  synchronized  packet  i n t e rcon-  
n e c t i o n s  networks,  o r  SPINS, has  been developed.  These networks can p r o v i d e  
very  h igh  performance,  and a l s o  p rov ide  t h e  unique c a p a b i l i t y  of  be ing  a b l e  t o  
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support architectural heterogeneity. That is, different architectural modules 
requiring differing communication channel bandwidths can be interconnected 
with the same large network. 
One interesting possibility here would be to construct heterogeneous 
embedded systems such as those required for the NASA space station. Such net- 
works can also be used in high performance cluster architectures, such as the 
Cedar architecture. The possibility of programming such systems via Object- 
BLAZE is currently being explored. 
Vijay K. Naik 
In the past two years, as typed variety general purpose MIMD architectures 
has appeared as commercial products. Many algorithms suitable for parallel 
processing have been proposed. The development, on parallel machines, of 
application codes for solving problems of practical importance has also been 
reported. In spite of these, several difficulties exist in implementing 
nontrivial problems e€ficiently on the multiprocessor systems. These 
difficulties are primarily because of the lack of methodologies and tools that 
can automate the process of matching the rates and the amounts of data that 
must be transferred among the various computational tasks, with the structure 
and the capacity of the underlying interconnection network. 
The study undertaken here is aimed at developing methodologies that will 
characterize MIMD architectures and will quantify the architecture and 
algorithm dependent parameters which contribute to the communication delays. 
Various existing as well as proposed architectures and important algorithms 
are currently under investigation. It is hoped that the outcome of this 
research will help towards automating the process of efficient parallel 
implementations. 
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Vijay K. Naik and Shlomo Ta'asan 
Algori thms based on m u l t i g r i d  t echn iques  are known t o  be among t h e  most 
e f f i c i e n t  methods f o r  s o l v i n g  p a r t i a l  d i f f e r e n t i a l  equa t ions .  On s e q u e n t i a l  
machines ,  a wide class of problems d i s c r e t i z e d  on a g r i d  wi th  n p o i n t s  
r e q u i r e s  only O(n) a r i t h m e t i c  o p e r a t i o n s  t o  o b t a i n  a s o l u t i o n  t o  w i t h i n  t h e  
t r u n c a t i o n  e r r o r  of t h e  d i s c r e t i z a t i o n .  T h i s  makes the m u l t i g r i d  methods 
op t ima l  on t h e  s e q u e n t i a l  machines. I n  a d d i t i o n  t o  t h i s  op t ima l  p r o p e r t y ,  
many a spec t s  of t he  m u l t i g r i d  a lgo r i thms  are h i g h l y  p a r a l l e l i z a b l e  making 
t h e s e  methods a t t r a c t i v e  f o r  implementat ion on mul t i -p rocesso r  systems.  
S e v e r a l  r e sea rche r s  have s t u d i e d  t h e  e f f e c t s  of p a r a l l e l i z i n g  t h e  i n t r a - g r i d  
and i n t e r - g r i d  o p e r a t i o n s .  Some r e s e a r c h e r s  have proposed s p e c i a l  purpose 
a r c h i t e c t u r e s  t h a t  a l l o w  one t o  map some impor tan t  problems d i r e c t l y  o n t o  t h e  
hardware and thus  reduce t h e  communication d e l a y  e f f e c t s .  But none of t h e s e  
s t u d i e s  have c o n c l u s i v e l y  shown tha t  the o p t i m a l i t y  observed on the s e q u e n t i a l  
machines i s  conserved i n  t i m e ,  and the  number of p r o c e s s o r s  needed, when t h e s e  
methods a r e  implemented on m u l t i p r o c e s s o r s ,  nor  i s  t h e r e  any clear unders tand-  
i n g  about  the communication and t h e  s y n c h r o n i z a t i o n  c o s t s  involved .  
The work under taken  h e r e  is t o  e x p l o r e  t h e  above mentioned q u e s t i o n s  
f u r t h e r  f o r  sha red  and non-shared memory a r c h i t e c t u r e s .  The ef Eort  i s  aimed 
a t  s tudy ing  the  e f f e c t s  of va r ious  implementa t ions  on t h e  convergence rates.  
We are  also s t u d y i n g  t h e  advantages  and d i sadvan tages  of u s ing  a large number 
of  s imple  processors  v e r s u s  a small number of powerful  p rocesso r s .  The model 
problem cons idered  h e r e  i s  t h a t  of s o l v i n g  2-D i ncompress ib l e  Navier-Stokes 
e q u a t i o n s  i n  v o r t i c i t y - s t r e a m  f u n c t i o n  fo rmula t ion ,  Experiments  are be ing  
c a r r i e d  out on  t h e  commercially a v a i l a b l e  M I M D  machines such as t h e  I n t e l  
Hyper-cube, Sequent ,  Encore,  and t h e  Flex/32.  I n  a d d i t i o n  t o  these s t u d i e s ,  
i n v e s t i g a t i o n  i s  underway towards t h e  development of new a l g o r i t h m s  t h a t  
p o s s e s s  some of t h e  numerical  p r o p e r t i e s  of m u l t i g r i d  methods,  bu t  do not  
r e q u i r e  t i g h t  synchron iza t ion .  
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David M. Nicol 
A model problem, the Game of Life, has been implemented on an Intel 
Hypercube for the purpose of empirically studying dynamic load balancing 
policies. This code will serve as a testbed for (1) centralized, static "risk 
averting" policies, ( 2 )  dynamic scheduling of risk averting policies, (3) 
dynamic remapping of exact balance policies, ( 4 )  decentralized balancing 
policies. The simplicity of the model problem should allow a comparative 
study between these various methods. This work is being done with Joel Saltz. 
We continue to develop analytic models which describe the behavior of 
dynamically evolving computations. We have recently been able to capture the 
phenomenon o€ correlation between pieces of work, derive the optimal static 
mapping of such workloads, and discuss optimal scheduling of dynamic remapping 
of these workloads. Further work will attempt to generalize this model. This 
work is also being done with Joel Saltz. 
We are porting a subset of the ABL's CORBAN simulation to the FLEX/32. 
Once implemented this testbed will allow a study of the effectiveness of 
various load balancing policies, and will also allow a comparison of various 
synchronization protocols which have been proposed in the literature for 
distributed simulation. This work is being done with Joel Saltz, Paul 
Reynolds, and Frank Willard. 
One problem which is often overlooked in parallel processing is the dis- 
tribution of the number of processors to employ in solving a problem. 
Increasing the number of processors can improve paraLlelism while increasing 
overhead costs such as communication. We are attempting to analytically 
capture the relationships between execution and communication costs in order 
to determine an optimal allocation of processors to a given task, in a given 
architecture. This work is being done with Frank Willard. 
We are attempting to explain the run-time behavior of backtracking search, 
using the N-Queens problem as a model. Two different methodologies have been 
developed for estimating the number of search tree nodes visited during a 
search; an optimally proof for the "most-constrained" dynamic search 
rearrangement strategy has also been constructed. Further work will validate 
and generalize these models. This work is being done with Harold Stone 
(International Business Machines). 
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Herrell L. Patrick 
Computing systems of t h e  f u t u r e  f o r  l a r g e  scale s c i e n t i € i c  and e n g i n e e r i n g  
computations w i l l  c o n s i s t  of many p r o c e s s o r s  and memories working i n  paral le l  
t o  s o l v e  a s i n g l e  problem. E f f i c i e n t  u s e  and ease of use of t h e s e  f u t u r e  
systems are two b a s i c  problems f a c i n g  p o t e n t i a l  u s e r s .  The development of new 
p a r a l l e l  a l g o r i t h m s ,  p a r a l l e l  e x e c u t i o n  t i m e  models which p r e d i c t  t h e  perform- 
ance of t h e  a l g o r i t h m s  on d i f f e r e n t  p a r a l l e l  a r c h i t e c t u r e s ,  and para l le l  
programming environments f o r  e x p r e s s i n g  t h e  a l g o r i t h m s  are e s s e n t i a l  f o r  pro- 
g r e s s  toward t h e  s o l u t i o n  of t h e s e  problems. 
Development of p a r a l l e l  a l g o r i t h m s  and cor responding  para l le l  e x e c u t i o n  
t i m e  models f o r  s o l v i n g  t h e  g e n e r a l i z e d  e i g e n v a l u e  problem i s  c o n t i n u i n g .  
R e s u l t s  from t h e  models w i l l  be used t o  p r e d i c t  t h e  performance of t h e  
a l g o r i t h m s  on message p a s s i n g  and s h a r e d  memory M I M D  machines. The para l le l  
a l g o r i t h m s  w i l l  be i n t e g r a t e d  i n t o  a s t r u c t u r a l  a n a l y s i s  system, NICE/SPAR, 
running  on t h e  FLEX132 as a program module used i n  t h e  dynamic a n a l y s i s  of a 
s t r u c t u r e  i n  motion. S e v e r a l  a l g o r i t h m s  have been implemented and t e s t e d  on 




~ The a lgor i thms developed w i l l  be used as a b a s i s  t o  cont inue  work w i t h  
T. P r a t t  and H. Jordan  on d e f i n i n g  t h e  e s s e n t i a l  i n g r e d i e n t s  of p a r a l l e l  pro- 
gramming languages f o r  s c i e n t i f i c  computat ions.  D i f f e r e n t  programming 
paradigms w i l l  be used t o  program t h e s e  a l g o r i t h m s  on t h e  FLEX/32 system. 
Work with L. Adam and D. Reed determined opt imal  s t e n c i l / p a r t i t i o n  p a i r s  
f o r  s o l v i n g  e l l i p t i c  p a r t i a l  d i f f e r e n t i a l  e q u a t i o n s  on M I M D  machines. The 
o p t i m a l i t y  c o n d i t i o n  w a s  t o  maximize t h e  computat ion t o  communication r a t i o .  
P a r a l l e l  execut ion  t i m e  models were developed f o r  message p a s s i n g  and s h a r e d  
memory a r c h i t e c t u r e s  t o  p r e d i c t  t h e  i m p a c t  of t h e  a r c h i t e c t u r e  on t h e  c h o i c e  
of s t e n c i l l p a r t i t i o n  p a i r s .  R e s u l t s  of t h e  models are being v a l i d a t e d  on t h e  
FLEX/32. A paper based on t h i s  work h a s  been a c c e p t e d  f o r  p u b l i c a t i o n  i n  IEEE 
T r a n s a c t i o n s  on Computers. R e s u l t s  from t h i s  work were extended by V o i g t ,  
P a t r i c k ,  and Reed and were presented  a t  "An I n t e r n a t i o n a l  Conference on Vector  
and P a r a l l e l  Computing," Loen, Norway, June 1986. 
I 
i 
A study with J. S a l t z  and R. Voigt which a t t e m p t s  t o  answer t h e  q u e s t i o n  
as t o  whether SIMD a r c h i t e c t u r e s  are s u f f i c i e n t  f o r  c a r r y i n g  o u t  many of t h e  
computations a r i s i n g  i n  t h e  s o l u t i o n  of p a r t i a l  d i f f e r e n t i a l  e q u a t i o n s  is I 
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I 
con t inu ing .  A thorough rev iew of fundamental a l g o r i t h m s  used i n  s o l v i n g  par- 
t i a l  d i f f e r e n t i a l  e q u a t i o n s  w i l l  be conducted i n  an a t t empt  t o  i d e n t i f y  t h o s e  
which r e q u i r e  M I M D  a r c h i t e c t u r e s .  
Doug Peterson 
The VAX computer w a s  r ep laced  i n  May, 1986, w i t h  a d i s t r i b u t e d  system of 
Sun 3 computers ,  c o n s i s t i n g  of a model 3/180 f i l e  s e r v e r  and twelve model 3/50 
d i s k l e s s  w o r k s t a t i o n s  connected v i a  e t h e r n e t .  A l l  machines have a 32-b i t  
a r c h i t e c t u r e  and 68020 cpu’s. Each works t a t ion  is equipped wi th  4mb of RAM, 
two se r ia l  p o r t s ,  and may be o p t i o n a l l y  equipped wi th  a 71mb d i s k  subsystem. 
S e v e r a l  w o r k s t a t i o n s  have asc i i  t e r m i n a l s  connected t o  one of t h e s e  s e r i a l  
p o r t s ,  which p rov ides  second u s e r  l o g i n  c a p a b i l i t y .  The f i l e  s e r v e r  is  
equipped w i t h  8mb of RAM, a 1600/6250bpi 9 - t r ack  t a p e  d r i v e ,  two 380mb F u j i t s u  
Eagle  d i s k  d r i v e s ,  two e t h e r n e t  c o n t r o l l e r s ,  and 16 asynchronous serial  
p o r t s .  The f i l e  s e r v e r  a l s o  suppor t s  t w o  laser p r i n t e r s ,  a do t  m a t r i x  p r i n t e r  
and s e v e r a l  i n t e r a c t i v e  t e r m i n a l  connec t ions .  A f l o a t i n g  po in t  a c c e l e r a t o r  
module has  been o r d e r e d ,  bu t  has  no t  y e t  been d e l i v e r e d .  The second e t h e r n e t  
c o n t r o l l e r  p rov ides  access t o  t h e  NAS-Net, which i n  t u r n  p rov ides  access t o  
t h e  ARPANET v i a  a gateway a t  Ames  Research Center .  A MicroVax i n  t h e  Computa- 
t i o n a l  Methods Branch, which is connected t o  t h e  NAS-Net and LaRCNET, p rov ides  
access t o  LaRCNET. I n t e r a c t i v e  a c c e s s  t o  ARPANET s i tes  i s  u n a v a i l a b l e  from 
t h e  Sun because t h e  c u r r e n t  r e l e a s e  of the Sun o p e r a t i n g  system does no t  a l l o w  
access t o  non- loca l  h o s t s .  It is expected t h a t  t h e  next  r e l e a s e ,  which w i l l  
be a v a i l a b l e  soon, w i l l  n o t  have t h i s  r e s t r i c t i o n .  I n  t h e  i n t e r i m ,  u s e r s  
r e q u i r i n g  such access may e s t a b l i s h  accounts  on o t h e r  machines on t h e  NAS-NET 
and bypass t h i s  r e s t r i c t i o n .  Th i s  c o n f i g u r a t i o n  has  provided a c c e p t a b l e  
s y s t e m  performance,  even d u r i n g  t h e  summer, when demands on system r e s o u r c e s  
i n c r e a s e  due t o  v i s i t o r s .  
A domain-based e l e c t r o n i c  mail system h a s  been e s t a b l i s h e d  which p rov ides  
service t o  t h e  c o n t i n e n t a l  US, Canada, Great B r i t a i n ,  Europe, and t h e  Middle 
Eas t ,  and i n c l u d e s  sites on CSNET, BITNET, and ARPANET. BITNET and CSNET 
s i tes  are accessed  through gateways which are ARPANET sites. U N I X  s i tes  i n  
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the continental US not accessible through these networks can be reached 
through UUCP. 
The IBM PC/AT's in the ICASE office will be networked with the Sun file 
server through ethernet using Sun Microsystems' NFS software. PC users will 
then have direct access to the file server disks, computing environment and 
communications capabilities, as well as the capability to run all current DOS 
applications on the PC. 
The locally prepared document "Computing at ICASE" has been published and 
is currently undergoing revision to reflect recent changes in the ICASE com- 
puting environment. Except for graphics, this document was prepared on the 
Sun using available UNIX editors and document formatters. Although this docu- 
ment does not contain equations, editing still provided to be a tedious task 
because of the limitations of troff. The illustrations were done on the 
Macintosh. 
An effort is currently in progress to upgrade the document publishing 
capabilities at ICASE. Systems being evaluated include WHYSIWYG systems, word 
processors, and text editors in conjunction with document formatters. The 
goal of this eEfort is to provide a complete document preparation and publish- 
ing system capable of integrating text, mathematical equations, and graphics 
from a wide range of input formats, including hand-written rough drafts and 
those prepared at other sites and transmitted to ICASE electronically. 
Additionally, the system should be able to support several ouput formats for 
electronic transmission to technical journals. 
Terrence  W. P r a t t  
The PISCES parallel programming environment allows the scientific pro- 
grammer to write parallel programs that are intended to run on various 
parallel architectures. Programming is in PISCES Fortran (an extension of 
Fortran 77) under the Unix operating system. Several "granularities" of 
parallel operations are provided. 
The PISCES 1 environment was implemented on the ICASE VAX 750 and on a 
network of Apollo Domain workstations at the University of Virginia. I n  
PISCES 1, a program i s  organized i n  clusters of t a s k s  t h a t  communicate by 
p a s s i n g  messages. 
I The PISCES 2 environment is being designed and implemented f o r  t h e  FLEX/32 
a t  LaRC. PISCES 2 e x t e n d s  PISCES 1 t o  i n c l u d e  t h e  ' force'  c o n s t r u c t s  
developed by H. J o r d a n  which a l low t h e  programmer t o  make e f f e c t i v e  u s e  of t h e  
s h a r e d  memory of t h e  FLEX/32. PISCES 2 a l s o  a l l o w s  t h e  programmer t o  c o n t r o l  
I t h e  mapping from PISCES c l u s t e r s  t o  t h e  hardware processors .  
I 
The PISCES 2 implementat ion i s  near ing complet ion and w i l l  be made a v a i l -  
a b l e  t o  ICASE and NASA r e s e a r c h e r s .  
A widely employed approximation scheme f o r  semigroups r e l a t e d  t o  l i n e a r  
If' x L2(- r ,0 ;@)  uses  s p l i n e s  f o r  t h e  h e r e d i t a r y  problems i n  t h e  s t a t e  space  
Daniel A. Reed 
Given a d i s c r e t i z a t i o n  s t e n c i l ,  p a r t i t i o n i n g  t h e  problem domain i s  an  
impor tan t  f i r s t  s t e p  f o r  t h e  e f f i c i e n t  s o l u t i o n  of p a r t i a l  d i f f e r e n t i a l  equa- 
l t i o n s  on m u l t i p l e  p r o c e s s o r  systems. In  c o l l a b o r a t i o n  wi th  Loyce Adams and 
Merrell P a t r i c k ,  we have d e r i v e d  p a r t i t i o n s  t h a t  minimize i n t e r p r o c e s s o r  
communication when t h e  number of processors  i s  known a p r i o r i  and each domain 
p a r t i t i o n  i s  a s s i g n e d  t o  a d i f f e r e n t  processor .  Our p a r t i t i o n i n g  t e c h n i q u e  
u s e s  t h e  s t e n c i l  s t r u c t u r e  t o  select  a p p r o p r i a t e  p a r t i t i o n  shapes.  For s q u a r e  





are f r e q u e n t l y  p r e f e r a b l e  t o  t h e  s t a n d a r d  s q u a r e  p a r t i t i o n s  f o r  a v a r i e t y  of 
commonly used s t e n c i l s .  We have a l s o  formal ized  t h e  r e l a t i o n s h i p  between 
p a r t i t i o n  shape, s t e n c i l  s t r u c t u r e ,  and a r c h i t e c t u r e ,  a l l o w i n g  s e l e c t i o n  of 
o p t i m a l  p a r t i t i o n s  f o r  a v a r i e t y  of para l le l  systems. 
We a r e  c u r r e n t l y  i n v e s t i g a t i n g  t e c h n i q u e s  f o r  p a r t i t i o n i n g  l i n e a r  pro- 
gramming problems f o r  p a r a l l e l  s o l u t i o n .  
Joel E. Saltz and David M. Nicol 
We cons ider  t h e  t r a d e o f f s  between t h e  b e n e f i t s  and c o s t s  of b a l a n c i n g  load  
i n  m u l t i p r o c e s s o r  s o l u t i o n s  of computa t iona l  problems t h a t  d e s c r i b e  t h e  evolu- 
t i o n  of a p h y s i c a l  system over  t h e  course  of t i m e .  The t y p e  of a r c h i t e c t u r e  
be ing  assumed is one i n  which each p r o c e s s o r  h a s  a l o c a l  memory and t h e  proc- 
e s s o r s  pass messages through e i t h e r  a communications network o r  a s h a r e d  
memory. The r e s p o n s i b i l i t y  f o r  computat ions p e r t a i n i n g  t o  a g i v e n  p o r t i o n  of 
problem domain i s  a s s i g n e d  t o  each p r o c e s s o r .  The d a t a  dependencies  i n h e r e n t  
i n  t h e  s o l u t i o n  of a t i m e  dependent problem cause  t h e  most h e a v i l y  loaded 
p r o c e s s o r  to l i m i t  t h e  r a t e  a t  which t h e  problem is  solved.  F r e q u e n t l y ,  t h e  
load  i n  the p o r t i o n  of t h e  problem a s s i g n e d  t o  each p r o c e s s o r  w i l l  v a r y ,  and 
w i t h o u t  r e d i s t r i b u t i o n  of l o a d ,  system performance d e c l i n e s .  While perform- 
ance can be improved by a r e d i s t r i b u t i o n  of l o a d ,  t h i s  r e d i s t r i b u t i o n  i t s e l f  
e x a c t s  a sometimes l a r g e  d e l a y  c o s t .  
Two p r o b a b i l i s t i c  load  models are proposed and used t o  e v a l u a t e  p o l i c i e s  
f o r  dec id ing  when load b a l a n c i n g  should be performed. Through use of t h e s e  
models,  i t  is p o s s i b l e  t o  c h a r a c t e r i z e  t h e  r e l a t i v e  performance of a number of 
d i f f e r e n t  p o l i c i e s  des igned  t o  de te rmine  when load  should  be balanced.  T h i s  
performance c h a r a c t e r i z a t i o n  i s  c a r r i e d  o u t  through t h e  d e r i v a t i o n  of a n a l y t i c  
e x p r e s s i o n s  and through s i m u l a t i o n .  Estimates of how t h e  c o s t  of b a l a n c i n g  
l o a d  i n t e r a c t  with model parameters  d e s c r i b i n g  t h e  number and a c t i v i t y  of 
p r o c e s s o r s  are o b t a i n e d .  V a l i d a t i o n  of t h e s e  r e s u l t s  is be ing  c a r r i e d  o u t  
u s i n g  a n  I n t e l  iPSC hypercube implementat ion of Conway’s game of l i f e .  This  
work i s  descr ibed  i n  r e p o r t s  86-45 and 86-46 .  
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I n  a s e p a r a t e  bu t  r e l a t e d  a c t i v i t y ,  a s t u d y  is  made of t r a d e o f f s  between 
communication c o s t s  and load  imbalance i n  m u l t i p r o c e s s o r s  wi th  p r e f e r e n t i a l  
a c c e s s  t o  l o c a l  memories, and between s y n c h r o n i z a t i o n  c o s t s ,  and load  
imbalance i n  machines where t h e  a c c e s s  t i m e  t o  a l l  memory i s  approximate ly  
equa l .  Both a n a l y t i c  model l ing  and e m p i r i c a l  s t u d i e s  on t h e  I n t e l  iPSC 
hypercube and t h e  Encore multimax are c a r r i e d  o u t .  The problem used i n  t h e  
e m p i r i c a l  s t u d i e s  i s  t h a t  of s o l v i n g  sparse l i n e a r  sys t ems  a r i s i n g  from f i n i t e  
d i f f e r e n c e  d i s c r e t i z a t i o n s  of e l l i p t i c  par t ia l  d i f f e r e n t i a l  e q u a t i o n s .  The 
method used t o  s o l v e  t h e s e  systems i s  a c o n j u g a t e  g r a d i e n t  t y p e  method 
or thomin  p recond i t ioned  w i t h  incomplete  LU f a c t o r i z a t i o n s .  Wavefront methods 
are used t o  o b t a i n  para l le l i sm i n  t h e  forward and back s o l v e  of t h e  sparse 
lower and upper t r i a n g u l a r  matrices requ i r ed  f o r  p r e c o n d i t i o n i n g .  
Parameter ized  mapping schemes a r e  developed t h a t  a l low one t o  a d j u s t  t h e  
g r a n u l a r i t y  of p a r a l l e l i s m  i n  s e v e r a l  d i f f e r e n t  ways. The mapping chosen 
i n f l u e n c e s  both  t h e  ba l ance  of load and t h e  communication and s y n c h r o n i z a t i o n  
overheads  observed.  The expe r imen ta l  r e s u l t s  w i l l  be compared w i t h  a n a l y t i c  
models of t h e s e  t r a d e o f f s  i n  a p a r t i c u l a r l y  r e g u l a r  model problem as w e l l  as 
more g e n e r a l  p r o b a b i l i s t i c  models of t hese  t r a d e o f f s .  
Joel 8. Saltz and Hillel Tal-Ezer 
The use  of s p e c t r a l  methods i n  space t o  s o l v e  t ime dependent  problems 
makes q u i t e  a t t r a c t i v e  t h e  i n v e s t i g a t i o n  of e f f i c i e n t  h i g h  accuracy  schemes t o  
march t h e  s o l u t i o n  forward i n  t i m e  q u i t e  a t t r a c t i v e .  Richardson e x t r a p o l a t i o n  
of l e a p f r o g  and Crank Nicholson time i n t e g r a t i o n  methods f o r  t h e  s o l u t i o n  of 
t h e s e  p a r t i a l  d i f f e r e n t i a l  e q u a t i o n s  can produce e f f i c i e n t  h igh  o r d e r  schemes 
and can be used i n  a number of d i f f e r e n t  ways t o  f a c i l i t a t e  e f f i c i e n t  s o l u -  
t i o n s  of spectral  problems on a v a r i e t y  of m u l t i p r o c e s s o r  a r c h i t e c t u r e s .  Our 
i n v e s t i g a t i o n  t a k e s  i n t o  account  both numer ica l  convergence a s  w e l l  as 
a l g o r i t h m  performance on message pass ing  and sha red  memory m u l t i p r o c e s s o r s .  
A d e t a i l e d  a n a l y s i s  i s  c a r r i e d  ou t  of a model h y p e r b o l i c  problem so lved  by 
t h e  p s e u d o s p e c t r a l  F o u r i e r  method i n  space and e x t r a p o l a t e d  Leap-Frog scheme 
i n  t i m e .  E s t i m a t e s  of paral le l  e f f i c i e n c y  are c a l c u l a t e d  from t h e  a n a l y s i s  of 
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several ways of mapping the model problem onto a range of message passing and 
shared memory architectures. Given a desired error tolerance for time inte- 
gration, taking into account the multiprocessor machine architecture, and the 
number of mesh points used to solve the model problem, we have developed a 
model that predicts the optimal number of extrapolations that should be 
carried out. Experimental results on the convergence and stability of the 
extrapolated algorithms have been encouraging, and an experimental analysis of 
the performance of these algorithms on the Flex/32 multiprocessor is being 
carried out. 
Paul Saylor, Joel 8. Saltz, and David M. Nicol 
A reduction in the asymptotic computational complexity of a number of 
common iterative methods appears, in some cases, to be achievable through a 
simple modification of the algorithms. Statistical estimation techniques are 
exploited in order to reduce the computation required in the calculation of 
the inner products required in the conjugate gradient method and of iteration 
matrix eigenvalues required for implementation of optimal Chebystiev accelera- 
tion. The size of the sample required for the statistical estimation and, 
consequently, the computation required to Eorm the statistical estimate vary 
with the precision required of the estimate. Methods of determining sample 
size given a priori and observed measures of the problem behavior are being 
investigated. The utility of sampling in the estimation of inner products and 
iteration matrix eigenvalues is significant in the solution of very large 
scale problems involving millions of variables. Experimental work to 
elucidate the usefulness of these methods on vector and multiprocessor 
architectures is being carried out. 
Ke-Gang Shih and Shlomo Ta'asan 
A multigrid continuation method is applied to the bifurcation problem of 
Benard convection in a rectangular box. A plan is also made to study the 
. 
27 
i m p e r f e c t  b i f u r c a t i o n  of t h i s  problem when t h e r e  are i m p e r f e c t  i n s u l a t i o n  s i d e  
w a l l s .  
Charles G. Speziale  
Subgrid s c a l e  stress and h e a t  f l u x  models have been developed i n  co l labo-  
r a t i o n  wi th  M. Y. H u s s a i n i ,  T. Zang (High-speed Aerodynamics D i v i s i o n ,  LaRC), 
and G. Er lebacher  (High-speed Aerodynamics D i v i s i o n ,  LaRC) f o r  t h e  large-eddy 
s i m u l a t i o n  o€ compress ib le  t u r b u l e n t  flows. These models have been shown t o  
c o r r e l a t e  favorably  w i t h  d i r e c t  numerical  s i m u l a t i o n s  of homogenous, compres- 
s i b l e  t u r b u l e n c e  and s a t i s f y  a l l  of t h e  necessary  i n v a r i a n c e  requirements .  A 
large-eddy s i m u l a t i o n  of homogeneous, compressible  t u r b u l e n c e  i s  c u r r e n t l y  
be ing  c o n s i d e r e d ,  and f u t u r e  a p p l i c a t i o n s  t o  aerodynamic problems i n v o l v i n g  
t h e  g e n e r a t i o n  of shock waves are envis ioned.  
The development of second-order c l o s u r e  models s u i t a b l e  f o r  t h e  a n a l y s i s  
of incompress ib le  t u r b u l e n t  f lows w i t h  in-plane c u r v a t u r e  has  been i n v e s t i -  
g a t e d  i n  c o l l a b o r a t i o n  w i t h  T. B. Gatski  (High-speed Aerodynamics D i v i s i o n ,  
LaRC). By making a n  analogy w i t h  r o t a t i n g  t u r b u l e n t  f lows ,  a m o d i f i c a t i o n  i n  
e x i s t i n g  second-order c l o s u r e s  has  been developed which appears  t o  be more 
s u i t a b l e  f o r  t h e  a n a l y s i s  of such curved t u r b u l e n t  f lows. The g o a l  of t h i s  
s t u d y  i s  t o  use  t h i s  model t o  g a i n  a b e t t e r  unders tanding  of t h e  reduced 
t u r b u l e n c e  i n t e n s i t i e s  and s h e a r  stresses t h a t  occur  i n  problems i n v o l v i n g  in-  
p l a n e  c u r v a t u r e .  This could have u s e f u l  a p p l i c a t i o n s  t o  t h e  f i e l d  of aero-  
dynamic d r a g  reduct ion .  
Eitan Tadmor 
Work on e n t r o p y  c o n s e r v a t i v e  f i n i t e  e lement  methods i s  cont inued.  The 
work on o u r  n o n o s c i l l a t o r y  c e n t r a l  d i f f e r e n c i n g  code i s  being summarized. We 
s t u d y  convenient  TVD c o n d i t i o n s  f o r  highly a c c u r a t e  schemes f o r  such  scalar 
l a w s .  
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Together with D. Gottlieb, we continue with research on spectral recovery 
of discontinuous data, including the problem of jumps locators. The work on 
implementation of such a recovery for propagation of singularities in linear 
hyperbolic problems is being summarized. 
E i l  le1 Tal-Ezer 
Previously (ICASE reports 84-8, 85-91, we have described an algorithm 
designed to solve numerically time-dependent problems. This algorithm results 
in a scheme which has spectral accuracy both in time and space. It can be 
implemented for problems where the domain OE eigenvalues of the spatial 
operator has a specific orientation: either close to the imaginary axis or 
close to the negative real axis. In many geophysical problems, the domain of 
eigenvalues is a union of the two previous cases. In our present research, we 
try to implement the approach described in 84-8 and 85-9 for these kinds of 
problems. The algorithm is based on approximating the function p z  as a 
finite sum of Faber polynomials. 
In previous ICASE reports (83-66, 86-1) it was shown that a straight- 
Eorward implementation of Chebyshev pseudospectral methods for the numerical 
solution OF a system of hyperbolic equations results in an unstable scheme. 
I n  the present research, we look into this phenomenon. One way to construct a 
stable scheme for these problems is based on characteristic variables analysis 
and modifying the boundary conditions accordingly. Another way to treat this 
phenomenon is based on the pseudospectral-Tau-Legendre method. It can be 
shown that f o r  the nondissipative hyperbolic system, the scheme which results 
is stable. The advantage of this approach is in the fact that it does not 
depend on any knowledge of characteristic variables. 
The problem of designing an iterative method f o r  the numerical solution of 
a system AX = b where A is a nonsymmetric matrix is treated. Since x = 
A-lb, we look into it as a problem of approximating the function in a 
domain in the complex plane. It is known that a polynomial approximation 
1 based on expanding -- as a sum of Faber polynomials is "almost best." An 




A p r o j e c t  w a s  completed on t h e  p r o p e r t i e s  of g l o b a l  approximat ion  
methods. We cons ide r  t h e  a b i l i t y  of such methods t o  r e s o l v e  f u n c t i o n s  wi th  
s h a r p  g r a d i e n t s  o r  w i t h  d i s c o n t i n u i t i e s  i n  some d e r i v a t i v e .  I n  p a r t i c u l a r ,  i t  
w a s  found t h a t  t h e  method r e so lved  g r a d i e n t s  b e t t e r  near  t he  boundary than  i n  
t h e  c e n t e r .  Th i s  occur red  f o r  s eve ra l  sequences of c o l l o c a t i o n  nodes.  
S i m i l a r  phenomena were i n v e s t i g a t e d  f o r  bo th  h y p e r b o l i c  and e l l i p t i c  p a r t i a l  
d i f f e r e n t i a l  equa t ions .  I n  g e n e r a l ,  i t  was found t h a t  g l o b a l  methods behave 
very  d i f f e r e n t l y  than  l o c a l  methods even though similar c o l l o c a t i o n  nodes a r e  
used. An ICASE r e p o r t  t o g e t h e r  wi th  A. Solomonoff has  been completed. 
Work a l s o  cont inued  on t h e  use of Runge-Kutta marching a lgo r i thms  t o  s o l v e  
t h e  s t eady  s ta te  E u l e r  and Navier-Stokes equa t ions .  Work has  concen t r a t ed  on 
t h e  robus tness  of such techniques  both  wi th  regard  t o  convergence rates and 
w i t h  r e s p e c t  t o  t h e  accuracy  of t h e  converged s o l u t i o n .  It was found t h a t  t h e  
s o l u t i o n  i s  very s e n s i t i v e  t o  the  a r t i f i c i a l  v i s c o s i t y .  S m a l l  changes i n  t h e  
a r t i f i c i a l  v i s c o s i t y  can change the  l i f t  and d rag  by 5-10% on i n t e r m e d i a t e  
g r i d s ,  e.g. ,  a 160x32 C mesh. Even on f i n e r  g r i d s  t h e  accuracy i s  very s e n s i -  
t i v e  t o  changes i n  t h e  a r t i f i c i a l  v i s c o s i t y .  Also l a r g e  o s c i l l a t i o n s  i n  t h e  
t o t a l  p r e s s u r e  were found near  t h e  t r a i l i n g  edge when a C mesh w a s  used.  
I 
Sherry1 Tomboulian 
Methods f o r  u s i n g  SIMD a r c h i t e c t u r e s  t o  s o l v e  l a r g e  graph-type problems, 
such as c i r c u i t  s i m u l a t i o n  and semant ic  networks,  are explored .  A s imple  SIMD 
a r c h i t e c t u r e  model t h a t  i s  b i t - s e r i a l  and u s e s  only n e a r e s t  neighbor  connec- 
t i o n s  i s  proposed. Each v e r t e x  i n  the graph is  uniquely  a s s igned  t o  a 
p rocesso r  i n  the  machine model. The connec t ions  between p rocesso r s  are 
r e a l i z e d  us ing  a marking scheme which i n s t r u c t s  t h e  p rocesso r s  t o  p a s s  
messages t o  t h e i r  immediate ne ighbors  i n  such a way as t o  gua ran tee  t h a t  no 
two message connec t ions  c o n f l i c t .  A l l  connec t ions  can be t r a v e r s e d ,  i n  
p a r a l l e l ,  i n  t i m e  O(diameter  of network x ac) ,  where ac i s  the  average  
number of connec t ions  p e r  v e r t e x  i n  t h e  graph. A new connect ion  can be added 
o r  modif ied in t h e  same t i m e .  
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Such oscillations did not appear when using an 0 mesh. The sensitivity of 
the parameters of the residual smoothing was also investigated. Improvements 
in the multigrid code were made so that now the residual is reduced by one 
order of magnitude for each ten iterations of the five-state Runge-Kutta 
algorithm on the Eine mesh. 
Bran van Leer 
There is increasing evidence that the combination of the multigrid 
strategy with explicit, non-sequential (non-sweeping) relaxation algorithms is 
potentially the most eEficient way of numerically solving the Navier-Stokes or 
Euler equations on a vector-computer. While the multigrid framework is now 
sufficiently understood and established through testing, explicit relaxation 
methods so far have been constructed by trial and error on the basis of multi- 
stage Runge-Kutta schemes. 
It can be shown that all design criteria for a multigrid-purpose relaxa- 
tion method (efficient damping of short waves in all directions) can be met by 
a sequence of two-level (predictor-corrector) schemes with a block coe€ficient 
(rather than a scalar) multiplying the residual. The research will include 
the full analysis of the short-wave filter and its application to a baseline 
of test problems. 
Jeff Yost and John Van Rosendale 
A s  parallel architectures become available, fluid dynamics problems which 
can currently be solved only with great difficulty and expense will become 
routine. In collaboration with Gordon Erlebacher (High-speed Aerodynamics 
Division, LaRC), we are studying parallel numerical methods for three- 
dimensional free-boundary problems. We are looking at several distinct 
approaches, tetrahedronal Langrangian mesh methods, SLIC methods, and the 
Hasselgar and Wolfram cellular automata models. 
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We are a l s o  s t u d y i n g  approaches t o  v i s u a l i z i n g  t h e  computed flows. One 
approach i s  based on a r e c e n t l y  developed program which i n t e r p o l a t e s  a r b i t r a r y  
p o i n t  sets u s i n g  t r i a n g u l a r  s p l i n e s  and then  forms images by r ay - t r ac ing .  
Another approach a v o i d s  e x p l i c i t  c o n s t r u c t i o n s  of t h e  i n t e r p o l a t i n g  s u r f a c e  
b u t ,  i n s t e a d ,  u ses  an i m p l i c i t  s u r f a c e  def ined  through what are c a l l e d  "blobby 
molecules." The f i r s t  approach has the advantage  t h a t  i t  a l lows  s u r f a c e  
t e n s i o n  c a l c u l a t i o n s  and f i t s  w e l l  w i t h  t e t r a h e d r o n a l  mesh programs. The 
second approach i s  b e t t e r  s u i t e d  t o  c e l l u l a r  automata models bu t  may no t  be 
a b l e  t o  produce h igh  q u a l i t y  images. 
32 
REPORTS AND ABSTRACTS 
Mac G i o l l a  Mhuir i s ,  Nessan: The c o a t 4 u & i o n  and  une 0 6  divetrgence &&e 
vec to4  expanhLonh 604 incomp4e~a ih le  6leLLid Blow c d c u h % o a .  ICASE Report  
No. 86-20, A p r i l  15 ,  1986, 21 pages.  Submit ted t o  Proceedings  of a 
S p e c t r a l  Methods Workshop. 
For incompress ib l e  f l u i d s  t h e  l a w  of mass c o n s e r v a t i o n  reduces  t o  a 
c o n s t r a i n t  on the  v e l o c i t y  v e c t o r ,  namely t h a t  i t  be d ive rgence  f r e e .  T h i s  
c o n s t r a i n t  has  long  been a source  of g r e a t  d i f f i c u l t y  t o  t h e  numer i c i s t  
s eek ing  t o  d i s c r e t i z e  t h e  Navier-Stokes and E u l e r  equa t ions .  I n  t h i s  paper  
w e  will d i s c u s s  a s p e c t r a l  method which overcomes t h i s  d i f f i c u l t y  and we 
w i l l  demonstrate  i t s  e f f i c a c y  on some s imple  problems. The v e l o c i t y  i s  
approximated by a f i n i t e  sum of d ive rgence  f r e e  v e c t o r s ,  each  of which 
s a t i s f i e s  t he  same boundary c o n d i t i o n s  as t h e  v e l o c i t y .  P r o j e c t i n g  t h e  
governing equa t ions  o n t o  t h e  space  of i n v i s c i d  v e c t o r  f i e l d s  e l i m i n a t e s  the  
p r e s s u r e  term and produces a se t  of o r d i n a r y  d i f f e r e n t i a l  e q u a t i o n s  t h a t  
must be so lved  f o r  t h e  c o e f f i c i e n t s  i n  t h e  v e l o c i t y  sum. The p r e s s u r e  can 
then  be recovered i€ i t  i s  needed. 
B a y l i s s ,  A., K. E. Jo rdan ,  B. J. LeMesurier,  and E. Turke l :  A 6outLth 04dek 
accutrate 6inite di66elrence acheme 604 t h e  compcLtation 06 e l a t i c  w a v u .  
ICASE Report No. 86-21, A p r i l  2 3 ,  1986, 4 4  pages.  Submitted t o  B u l l e t i n  of 
t h e  Se ismologica l  S o c i e t y  of America. 
A f i n i t e  d i f f e r e n c e  f o r  e l a s t i c  waves i s  in t roduced .  The model i s  
based on t h e  f i r s t  o r d e r  system of e q u a t i o n s  f o r  t h e  v e l o c i t i e s  and 
stresses. The d i f f e r e n c i n g  is  f o u r t h  o r d e r  a c c u r a t e  on t h e  s p a t i a l  de r iva -  
t i v e s  and second o r d e r  a c c u r a t e  i n  t i m e .  The model is t e s t e d  on a series 
of examples i n c l u d i n g  t h e  Lamb problem, s c a t t e r i n g  from a p lane  i n t e r f a c e  
and s c a t t e r i n g  from a f l u i d - e l a s t i c  i n t e r f a c e .  The scheme i s  shown t o  be 
e f f e c t i v e  f o r  t h e s e  problems. The accuracy  and s t a b i l i t y  are i n s e n s i t i v e  
t o  t h e  Poisson r a t i o .  For  t h e  class of problems cons ide red  h e r e  w e  f i n d  
t h a t  the  f o u r t h  o r d e r  scheme r e q u i r e s  from two- th i rds  t o  one-half  t h e  
r e s o l u t i o n  oE a t y p i c a l  second o r d e r  scheme t o  g i v e  comparable accuracy .  
Harten,  Ami, Bjorn Engqu i s t ,  S t an ley  Osher ,  and Sukumar R. Chakravar thy:  
Uni~omnLy high 04detr a c c u m t e  eaaenXi&y non-oacCeeato4y achemen 111. 
ICASE Report No. 86-22, A p r i l  29,  1986, 97 pages.  Submit ted t o  J. Comput. 
Phys. 
- --  
I n  t h i s  p a p e r ,  a t h i r d  i n  a series we  c o n t i n u e  t h e  c o n s t r u c t i o n  and t h e  
a n a l y s i s  of e s s e n t i a l l y  n o n - o s c i l l a t o r y  shock c a p t u r i n g  methods f o r  t h e  
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approximation of hyperbolic conservation laws. We present a hierarchy of 
uniformly high order accurate schemes which generalizes Godunov's scheme 
and its second order accurate MUSCL extension to arbitrary order of 
accuracy. The design involves an essentially non-oscillatory piecewise 
polynomial reconstruction of the solution from its cell averages, time 
evolution through an approximate solution of the resulting initial value 
problem, and averaging of this approximate solution over each cell. The 
reconstruction algorithm is derived from a new interpolation technique that 
when applied to piecewise smooth data gives high-order accuracy whenever 
the function is smooth but avoids a Gibbs phenomenon at discontinuities. 
Unlike standard finite difference methods this procedure uses an adaptive 
stencil of grid points and consequently the resulting schemes are highly 
nonlinear. 
Ta'asan, Shlomo: M u R X i g d d  meXhod 60% $he e q u i L i b ~ w n  equa,tionh 06 eLUticL&j 
11ALcling a compac2 scheme. ICASE Report No. 86-23, April 30,  1986, 25 
pages. Submitted to J. of Comp. Physics. 
A compact difference scheme derived in [31 for treating the equilibrium 
equations of elasticity is studied. The scheme turns out to be incon- 
sistent and unstable. A multigrid method which takes into account these 
properties is described. The solution of the discrete equations, up t o  the 
level of discretization errors, is obtained by this method in just two 
multigrid cycles. 
Reed, Daniel A , ,  Loyce M. Adams, and Merrell L. Patrick: 3 e n c i . h  and ptoblem 
pc&.iAionings : Xheih in@!uence on $he pehdOtmanCe 06 mdXipLe ptrocehb otr 
hybXem4.  ICASE Report No. 86-24, May 2 ,  1986, 47 pages. Submitted to IEEE 
Trans. Comput. 
Given a discretization stencil, partitioning the problem domain is an 
important first step for the efficient solution of partial differential 
equations on multiple processor systems. We derive partitions that mini- 
mize interprocessor communication when the number of processors is known a 
priori and each domain partition is assigned to a different processor. Our 
partitioning technique uses the stencil structure to select appropriate 
partition shapes. For square problem domains, we show that non-standard 
partitions (e.g., hexagons) are frequently preferable to the standard 
square partitions for a variety of commonly used stencils. We conclude 
with a formalization of the relationship between partition shape, stencil 
structure, and architecture, allowing selection of optimal partitions for a 
variety of parallel systems. 
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H u s s a i n i ,  M. Y. and T. A. Zang: S p e d h d  method i n  & h i d  dynmiccl. ICASE 
Report  No. 86-25, May 5, 1986, 61 pages.  Submit ted t o  Annual Review of 
F l u i d  Mechanics, 
-- 
Fundamental a s p e c t s  of  s p e c t r a l  methods are in t roduced .  Recent 
developments i n  s p e c t r a l  methods are reviewed wi th  a n  emphasis on c o l l o c a -  
t i o n  techniques.  T h e i r  a p p l i c a t i o n s  t o  bo th  compress ib le  and incompres- 
s i b l e  f lows,  t o  v i scous  as w e l l  as i n v i s c i d  f lows ,  and a l s o  t o  chemica l ly  
r e a c t i n g  f lows are surveyed.  The key r o l e  t h a t  t h e s e  methods p l ay  i n  t h e  
s imula t ion  of s t a b i l i t y ,  t r a n s i t i o n ,  and t u r b u l e n c e  i s  brought  o u t .  A 
p e r s p e c t i v e  i s  provided on some of t h e  o b s t a c l e s  t h a t  p r o h i b i t  a wider  use  
of t h e s e  methods and how t h e s e  o b s t a c l e s  are be ing  overcome. 
H u s s a i n i ,  M. Y . ,  W. D. Lakin,  and A. Nachman: On b i m L t ? d t y  06 a houndmy 
ICASE Report  No. 86-26, May 9, &Uyeh p t o h l e m  w i t h  an U p b ~ h e W  moving w a .  
1986, 25 pages.  Submit ted t o  SIAM J. Appl. Math. 
This  work d e a l s  w i th  t h e  problem of a boundary l a y e r  on a f l a t  p l a t e  
which has a c o n s t a n t  v e l o c i t y  o p p o s i t e  i n  d i r e c t i o n  t o  t h a t  of t h e  uniform 
mainstream. It has  p r e v i o u s l y  been shown t h a t  t h e  s o l u t i o n  of t h i s  
boundary va lue  problem is  c r u c i a l l y  dependent on t h e  parameter  which i s  the  
r a t i o  of t h e  v e l o c i t y  of t h e  p l a t e  t o  t h e  v e l o c i t y  of t h e  free stream. I n  
p a r t i c u l a r ,  i t  was proved t h a t  a s o l u t i o n  ex i s t s  only  i f  t h i s  parameter 
does not exceed a c e r t a i n  c r i t i c a l  v a l u e ,  and numer ica l  ev idence  was 
adduced t o  show t h a t  t h i s  s o l u t i o n  is nonunique. Using Crocco fo rmula t ion  
t h e  p r e s e n t  work proves  t h i s  nonuniqueness.  Also cons ide red  are t h e  
a n a l y t i c i t y  of s o l u t i o n s  and t h e  d e r i v a t i o n  of upper  bounds on t h e  c r i t i c a l  
va lue  of w a l l  v e l o c i t y  parameter. 
Chen, T. F. and G. J. F ix :  Leah$ AqUCVLeh hini te  d e m e n t  a i m d a t i o n  oh tkan-  
aon ic  @owes. 
Applied Numerical Mathematics. 
ICASE Report  __I_ No. 86:27, May 9 ,  1986, 28 pages.  Submit ted t o  
F i n i t e  d i f f e r e n c e  approximat ion  of t r a n s o n i c  f low problems i s  a w e l l -  
developed and l a r g e l y  s u c c e s s f u l  approach.  N e v e r t h e l e s s ,  t h e r e  i s  s t i l l  a 
rea l  need t o  develop f i n i t e  element methods f o r  a p p l i c a t i o n s  a r i s i n g  from 
f l u i d - s t r u c t u r e  i n t e r a c t i o n s  and problems wi th  compl ica ted  boundar ies .  I n  
t h i s  paper we i n t r o d u c e  a leas t  squa res  based f i n i t e  element scheme. It i s  
shown t h a t ,  if s u i t a b l y  fo rmula t ed ,  such  an  approach can l e a d  t o  p h y s i c a l l y  
meaningful r e s u l t s .  Bo t t l enecks  t h a t  a r i se  from such  schemes are a l s o  
d iscussed .  
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Kopriva, David: A d p e c t t r d  m i d t i d o m a i n  mezhod dotr -the hokWion 06 hypekbot ic  
byAtem. ICASE Report No. 86-28, May 9, 1986, 47 pages. Submitted to 
Applied Numerical Mathematics. 
A multidomain Chebyshev spectral collocation method for solving hyper- 
bolic partial differential equations has been developed. Though spectral 
methods are global methods, an attractive idea is to break a computational 
domain into several subdomains, and a way to handle the interfaces is 
described. The multidomain approach offers advantages over the use of a 
single Chebyshev grid. It allows complex geometries to be covered, and 
local refinement can be used to resolve important features. For steady- 
state problems it reduces the stiffness associated with the use of explicit 
time integration as a relaxation scheme. Furthermore, the proposed method 
remains spectrally accurate. Results showing performance of the method on 
one-dimensional linear models and one- and two-dimensional nonlinear gas- 
dynamics problems are presented. 
Ta'asan, Shlomo: MLLeXkjtr id method dotr a v o d e x  btreahdown hirnul%tion. ICASE 
Report No. 86-29, May 9, 1986, 22 pages. Submitted to AppLied Numerical 
Mathematics. 
In this paper, we study an inviscid model €or a steady axisymmetric 
flow with swirl. The governing equation is a nonlinear elliptic equation 
which has more than one solution for a certain range of the swirl 
parameter. The physically interesting solutions have closed streamlines 
that look like vortex breakdown ("bubble"-like solutions). A multigrid 
method is used to find these solutions. Using an FMG algorithm (nested 
iteration), the problem is solved in just a few multigrid cycles. 
Gunzburger, M. D. and R. A. Nicolaides: On d t h U C t U h i n g  d g o ~ t h m c l  and d a t u -  
tion Xechniquecl 6otr t h e  numetical apptroxirnaZion 06 p a t r , t i d  dkd~e t ren - t id  
EquaXionh. ICASE Report No. 86-30, May 9, 1986, 32 pages. Submitted to 
Applied Numerical Mathematics. 
Substructuring methods are in common use in mechanics problems where 
typically the associated linear systems of algebraic equations are positive 
definite. Here these methods ae extended to problems which lead to non- 
positive definite, nonsymmetric matrices. The extension is based on an 
algorithm which carries out the block Gauss elimination procedure without 
the need for interchanges even when a pivot matrix is singular. Examples 
are provided wherein the method is used in connection with finite element 
solutions of the stationary Stokes equations and the Helmholtz equation, 
and dual methods for second-order elliptic equations. 
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S t r ikwerda ,  J. C., B. A .  Wade, and K. P. Bube: R e g d d t y  UtimuZen up t o  t h e  
houndmy doh euipzic  hyhzemb 06 diddehence equdiovkr. ICASE Report  No. 
86-31, May 8, 1986, 65 pages.  Submit ted t o  SIAM J. Numer. Anal. 
W e  prove r e g u l a r i t y  estimates up t o  t h e  boundary f o r  s o l u t i o n s  of  
e l l i p t i c  systems of f i n i t e  d i f f e r e n c e  equa t ions .  The r e g u l a r i t y  estimates, 
ob ta ined  for  boundary - f i t t ed  c o o r d i n a t e  systems on domains wi th  smooth 
boundary, involve  d i s c r e t e  Sobolev norms and are proved u s i n g  pseudo- 
d iEference  o p e r a t o r s  t o  t r ea t  systems wi th  v a r i a b l e  c o e f f i c i e n t s .  The 
e l l i p t i c  systems OE d i f f e r e n c e  e q u a t i o n s  and t h e  boundary c o n d i t i o n s  which 
are cons idered  are very g e n e r a l  i n  form. We prove t h a t  r e g u l a r i t y  of a 
r e g u l a r  e l l i p t i c  system of d i f f e r e n c e  e q u a t i o n s  i s  e q u i v a l e n t  t o  t h e  
nonexis tence  of "e igenso lu t ions . "  The r e g u l a r i t y  estimates ob ta ined  are  
analogous t o  those  i n  t h e  theo ry  of e l l i p t i c  systems of p a r t i a l  
d i f f e r e n t i a l  e q u a t i o n s  and t o  t h e  r e s u l t s  of Gus ta f s son ,  Kreiss, Sundstrom 
[1972] ,  and o t h e r s  f o r  h y p e r b o l i c  d i f f e r e n c e  equa t ions .  
Burns,  J. A . ,  E. M. C l i f f ,  and R. K. Powers: CompLLtaXiond method, 604 t h e  
c o n t m l  06 din.ttcihuRed pahamete4 hyhtemb. TCASE Report  No. 86-32, May 12,  
1986, 18 pages. Submit ted t o  h o c .  of  t h e  24th  I E E E  Conf. on Decesion and 
Cont ro l .  
F i n i t e  d imens iona l  approximation schemes t h a t  work well f o r  d i s t r i b u t e d  
parameter systems are o f t e n  not s u i t a b l e  € o r  t h e  a n a l y s i s  and implementa- 
t i o n  of feedback c o n t r o l  systems. The r e l a t i o n s h i p  between approximat ion  
schemes f o r  d i s t r i b u t e d  parameter systems and t h e i r  a p p l i c a t i o n  t o  o p t i m a l  
c o n t r o l  problems i s  d i scussed .  A numer ica l  example i s  given.  
Tadmor, E i t an :  A minimum entkopy painci@e in t h e  gub dynumicn equdiovkr. 
ICASE Report No. 86-33, May 20, 1986, 20 pages.  Submit ted t o  Applied 
Numerical Mathematics.  
L e t  u ( x , t )  be a weak s o l u t i o n  of t h e  E u l e r  e q u a t i o n s ,  govern ing  t h e  
i n v i s c i d  p o l y t r o p i c  gas  dynamics; i n  a d d i t i o n ,  u ( Y , t )  i s  assumed t o  
r e s p e c t  the u s u a l  en t ropy  c o n d i t i o n s  connected wi th  t h e  c o n s e r v a t i v e  E u l e r  
equat ions .  We show t h a t  such en t ropy  s o l u t i o n s  of t h e  gas  dynamics 
equa t ions  s a t i s f y  a minimum en t ropy  p r i n c i p l e ,  namely, t h a t  t h e  s p a t i a l  
minimum oE t h e i r  s p e c i f i c  en t ropy ,  E s s  i n f  S (u (X, t ) )  is  an  i n c r e a s i n g  
f u n c t i o n  of t i m e .  Th i s  p r i n c i p l e  e q u a l l y  a p p l i e s  t o  d i s c r e t e  approxi -  
mat ions of t he  Eu le r  e q u a t i o n s  such as t h e  Godunov-type and Lax-Fr iedr ichs  
schemes. Our d e r i v a t i o n  oE t h i s  minimum p r i n c i p l e  makes use  of t h e  f a c t  
t h a t  t he re  i s  a fami ly  of  g e n e r a l i z e d  en t ropy  f u n c t i o n s  connected wi th  t h e  





Mac Giolla Mhuiris, Nessan: CC&cd&ionb 06 -the 6-tabi .Xi ty 06 aome 
axdymme-taic .@ow6 phopoaed a6 a model 06 vohXex bheakdown. ICASE Report 
NO. 86-34, May 20, 1986, 36 pages, Submitted to Applied Numerical 
Mathematics. 
-_I_- 
The term "vortex breakdown" refers to the abrupt and drastic changes of 
structure that can sometimes occur in swirling flows. It has been 
conjectured that the "bubble" type of breakdown can be viewed as an axi- 
symmetric wave travelling upstream in a primarily columnar vortex flow. In 
this scenario the wave's upstream progress is impeded only when it reaches 
a critical amplitude and it loses stability to some axisymmetric wavy 
flows, which model vortex breakdown, to three dimensional disturbances 
viewing the amplitude of the wave as a bifurcation parameter. We will also 
look at the stability of a set of related, columnar vortex flows which are 
constructed by taking the two dimensional flow at a single axial location 
and extending it throughout the domain without variation. The method of 
our investigation will be to expand the perturbation velocity in a series 
of divergence free vectors which ensures that the continuity equation for 
the incompressible €luid is satisfied exactly by the computed velocity 
field. Projections of the stability equation onto the space of inviscid 
vector fields elfminates the pressure term from the equation and reduces 
the differential eigen problem to a generalized matrix eigen problem. 
Results are presented both for the one dlmensional, columnar vortex flows, 
and also for the wavy "bubble" flows. 
Speziale, Charles G.: On -the advanXaga 06 t h e  v o h X ~ c C t y - v e l a c i t y  dohmI&cLtion 
06 .the equ&ionb ad gleLLid d y n a m i u  . ICASE Report No. 86-35, May 20, 1986, 
10 pages. Submitted to Applied Numerical Mathematics. 
The mathematical properties of the pressure-velocity and vorticity- 
velocity formulations of the equations of viscous flow are compared. It is 
shown that a vorticity-velocity formulation exists which has the interest- 
ing property that non-inertial effects only enter into the problem through 
the implementation of initial and boundary conditions. This valuable 
characteristic, along with other advantages of the vorticity-velocity 
approach, are discussed in detail. 
South, Jerry C., Jr., Mohammed M. Hafez, and David Gottlieb: S-tabi.XLty 
a n d y a h  06 intehmc?di&e boundmy c o n d i X i o M  i n  app&oxim&e 6acZotcizcLtiovr 
a c h e m u .  ICASE Report No. 86-36, May 20, 1986, 27 pages. Submitted to 
Applied Numerical Mathematics. 
The paper discusses the role of the intermediate boundary condition in 
the AF2 scheme used by Holst for simulation o€ the transonic full potential 
equation. We show that the treatment suggested by Holst led to a restric- 
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tion on the time step and suggest ways to overcome this restriction. The 
discussion is based on the theory developed by Gustafsson, Kreiss, and 
Sundstrom and also on the von Neumann method. 
Swanson, R. C. and E. Turkel: Pinaeudo-time dgolcithm 604 the  Navie&-Stoku 
equa t ioa .  ICASE Report No. 86-37, May 21, 1986, 32 pages. Submitted to 
Applied Numerical Mathematics. 
A pseudo-time method is introduced to integrate the compressible 
Navier-Stokes equations to a steady state. This method is a generalization 
of a method used by Crocco and also by Allen and Cheng. We show that for a 
simple heat equation that this is just a renormalization of the time. For 
a convection-diffusion equation the renormalization is dependent only on 
the viscous terms. We implement the method for the Navier-Stokes equations 
using a Runge-Kutta type algorithm. This enables the time step to be 
chosen based on the inviscid model only. We also discuss the use of 
residual smoothing when viscous terms are present. 
Banks, H. T. and D. W. Iles: on compactnenb 06 admbinaible pahamete4 he&:  
conveqence and h - t a h d i t y  i n  inveue  ptoblem d o t  dihttibuted pahametetr 
bys tem.  ICASE Report No. 86-38, June 9, 1986, 16 pages. Submitted to 
Proc. IFIP Conf. on Control Systems Governed by Partial Differential 
~ - - - - -  
Equations. 
We report on a series of numerical examples and compare several 
algorithms €or estimation of coefficients in differential equation 
models. Unconstrained, constrained and Tikhonov regularization methods are 
tested €or their behavior with regard to both convergence (of  approximation 
methods for the states and parameters) and stability (continuity of the 
estimates with respect to perturbations in the data or observed states). 
Erlebacher, Gordon and Yousuff Hussaini: Incipient X4anhition phenomena i n  
compmuaibte @ h # b  owe4 a 6lat p l a t e .  ICASE Report No. 86-39, June 10, 
1986, 21 pages. Submitted to Proc. 10th Inter. Conf. on NumTMethods in 
Fluid Dynamics. 
The full three-dimensional time-dependent compressible Navier-Stokes 
equations are solved by a Fourier-Chebychev method to study the stability 
of  compressible flows over a flat plate. After the code is validated in 
the linear regime, it is applied to study the existence of the secondary 
instability mechanism in the supersonic regime. 
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Iqbal, M. Ashraf : A p p t o x i m a t e  d g o t i t h m  d o t  p w r t a i o n i n g  und mhigvrment 
ptrohtem. ICASE Report No. 86-40, June 10, 1986, 16 pages. Submitted to 
IEEE Trans. Computers. 
We consider the problem of optimally assigning the modules of a 
parallel/pipelined program over the processors of a multiple computer 
system under certain restrictions on the interconnection structure of the 
program as well as the multiple computer system. We show that for a 
variety of such programs it is possible to find in linear time if a parti- 
tion of the program exists in which the load on any processor is within a 
certain bound. This method, when combined with a binary search over a 
finite range, provides an approximate solution to the partitioning problem. 
The specific problems we consider are partitioning of (1) a chain 
structured parallel program over a chain-like computer system, (2) multiple 
chain-like programs over a host-satellite system and (3) a tree structured 
parallel program over a host-satellite system. 
For a problem with m modules and n processors, the complexity of 
our algorithm is no worse than O(mnlog(WT/ E )),  where WT is the cost of 
assigning all modules to one processor and E the desired accuracy. 
Bokhari, Shahid : Mi1RR.iptocuhiin.g $he h ieve  06 EtatodRhenu.  ICASE Report No. 
86-41, June 17, 1986, 26 pages. Submitted to IEEE Computer. 
The well known Sieve of Eratosthenes for finding prime numbers dates 
back to about 200 B.C. In recent years it has seen much use as a benchmark 
algorithm for serial computers while its intrinsically parallel nature has 
gone largely unnoticed. 
We describe the implementation of a parallel version of this 
algorithm €or a real parallel computer, the Flex/32, and discuss its 
performance. It is shown that the algorithm is sensitive to several 
fundamental performance parameters o€ parallel machines, such as spawning 
time, signaling time, memory access, and overhead of process switching. 
Because of the nature o€ the algorithm, it is impossible to get any speedup 
beyond 4 OK 5 processors unless some form of dynamic load balancing is 
employed. We describe the performance of our algorithm with and without 
load balancing and compare it with theoretical lower bounds and simulated 
results. 
It is straightforward to understand this algorithm and to check the 
final results. However its efficient implementation on a real parallel 
machine requires thoughtful design, especially if dynamic load balancing is 
desired. The fundamental operations required by the algorithm are very 
simple: this means that the slightest overhead appears prominently in 
performance data. The Sieve thus serves not only as a very severe test of 
the capabilities of a parallel processor but is also an interesting 
challenge for the programmer. 
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N i c o l a i d e s ,  R. A.: C a n h ~ t u c ~ i o v l  06 highetr otrdetr accuhate vott tex and p a h t i d e  
meZhoh. ICASE Report  No. 86-42, June  13, 1986, 20 pages.  Submit ted t o  
Applied Numerical Mathematics.  
The s t anda rd  p o i n t  v o r t e x  method has r e c e n t l y  been shown t o  be of h igh  
o r d e r  of accuracy  f o r  problems on t h e  whole p l ane ,  when u s i n g  a uni form 
i n i t i a l  s u b d i v i s i o n  f o r  a s s i g n i n g  the v o r t i c i t y  t o  the  p o i n t s .  If 
o b s t a c l e s  are p r e s e n t  i n  t h e  f low,  t h i s  h igh  o r d e r  d e t e r i o r a t e s  t o  f i r s t  o r  
second-order.  This paper  i n t r o d u c e s  new v o r t e x  methods which are of 
a r b i t r a r y  accuracy  (under  r e g u l a r i t y  assumpt ions)  r e g a r d l e s s  of t h e  
presence  of bodies  and t h e  u n i f o r m i t y  of t h e  i n i t i a l  s u b d i v i s i o n .  
Lamm, P a t r i c i a  K. and Ka the r ine  A. Murphy: Ehtimation 06 a!hcon$inuoud 
coed6icientb md boundahy pahameZea 6oh hype tbo l i c  hyhZemh. ICASE Report  
No. 86-43, June 18, 1986, 39 pages.  Submit ted t o  Q u a r t e r l y  of Applied 
Math. 
We cons ide r  t h e  problem of e s t i m a t i n g  d i s c o n t i n u o u s  c o e f f i c i e n t s ,  
i n c l u d i n g  l o c a t i o n s  of d i s c o n t i n u i t i e s ,  t h a t  occu r  i n  second o r d e r  hyper- 
b o l i c  systems t y p i c a l  of t hose  a r i s i n g  i n  1-D s u r f a c e  seismic problems. I n  
a d d i t i o n ,  w e  t r e a t  t h e  problem of i d e n t i f y i n g  unknown parameters t h a t  
a p p e a r  i n  boundary c o n d i t i o n s  f o r  t h e  system. A sp l ine-based  approximat ion  
theo ry  i s  p re sen ted ,  t o g e t h e r  w i th  r e l a t e d  convergence f i n d i n g s  and 
r e p r e s e n t a t i v e  numerical  examples. 
Goldberg,  Moshe and E i t a n  Tadmor: Convenient d t a b i l i t y  ctLte&La dotr 
d i t ;  detence a p p t r o x i m d i o n s  06 h y p e t b o l i c  in.i.tiaL-boundatry value ptrobteln6 
7 1 ; -  ICASE -Report  No. 86-44, - June  25, 1986, 38 pages.  Submit ted t o  
Mathematics of Computation. 
The purpose of t h i s  p a p e r  is t o  ex tend  t h e  r e s u l t s  of [ 4 ]  i n  o r d e r  t o  
ach ieve  more v e r s a t i l e ,  convenient  s t a b i l i t y  c r i t e r i a  f o r  a wide class of 
F i n i t e - d i f f e r e n c e  approximat ions  t o  i n i t i a l  boundary va lue  problems 
a s s o c i a t e d  w i t h  t h e  h y p e r b o l i c  system ut = A y ,  + Bu + f i n  t h e  q u a r t e r -  
p l ane  x > 0 ,  t > 0. With t h e s e  c r i t e r i a ,  s t a b i l i t y  i s  e a s i l y  e s t a b l i s h e d  
f o r  a large number of examples,  t h u s  i n c o r p o r a t i n g  and g e n e r a l i z i n g  many of 
t h e  cases s t u d i e d  i n  r e c e n t  l i t e r a t u r e .  
N i c o l ,  David M. and J o e l  H. S a l t z :  PynUmiC tremapping 06 patr&el compLLtdioab 
w i t h  vatying tecloutrce demanh.  ICASE Report  No. 86-45, J u l y  18, 1986, 55 





A large class of computational problems are characterized by frequent 
synchronization and computational requirements which change as a function 
of time. When such a problem must be solved on a message passing multi- 
processor machine, the combination of these chracteristics leads to system 
performance which decreases in time. Performance can be improved with 
periodic redistribution of computational load; however, redistribution can 
exact a sometimes large delay cost. We study the issue of deciding when to 
invoke a global load remapping mechanism. Such a decision policy must 
effectively weigh the costs of remapping against the performance 
benefits. We treat this problem by constructing two analytic models which 
exhibit stochastically decreasing performance. One model is quite 
tractable; we are able t o  describe the optimal remapping algorithm, and the 
optimal decision policy governing when to invoke that algorithm. However, 
computational complexity prohibits the use of the optimal remapping 
decision policy. We then study the perEormance of a general remapping 
policy on both analytic models. This policy attempts to minimize a 
statistic W(n) which measures the system degradation (including the cost 
of remapping) per computation step over a period of n steps. We show 
that as a function of time, the expected value of W(n) has at most one 
minimum, and that when this minimum exists it defines the optimal fixed- 
interval remapping policy. Our decision policy appeals to this result by 
remapping when it estimates that W(n) is minimized. Our performance data 
suggest that this policy effectively finds the natural frequency of 
remapping. We also use the analytic models to express the relationship 
between performance and remapping cost, number of processors, and the 
computation’s stochastic activity. 
I 
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Saltz, Joel H. and David M. Nicol: StuAhtLcd rne tkodologia  dok t h e  conttrol 
06 dynamic trernapphg. ICASE Report No. 8 6 - 4 6 ,  July 8, 1986, 33 pages. 
Submitted to Proceeding ARO. 
Following an intial mapping of a problem onto a multiprocessor machine 
or computer network, system performance often deteriorates with time. In 
order to maintain high performance, it may be necessary to remap the 
problem. The decision to remap must take into account measurements oE 
performance deterioration, the cost oE remapping, and the estimated 
benefits achieved by remapping. We examine the tradeoff between the costs 
and the benefits of remapping two qualitatively different kinds of 
problems. One problem assumes that performance deteriorates gradually; the 
other assumes that performance deteriorates suddenly. We consider a 
variety of policies for governing when to remap. In order to evaluate 
these policies, statistical models of problem behaviors are developed. 
Simulation results are presented which compare simple policies with compu- 
tationally expensive optimal decision policies; these results demonstrate 
that for each problem type, the proposed simple policies are effective and 
robust. 
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Poor?, Aubrey B. : The expanded langkangian d yhtem d o t  covut ta ined  optimi- 
zaZion phoblemcl. ICASE Report No. 86-47, July 9 ,  1986,  29 pages. 
Submitted to SIAM Journal on Control and Optimization. 
Smooth penalty functions can be combined with numerical 
continuationlbifurcation techniques to produce a class of robust and fast 
algorithms for constrained optimization problems. The key to the 
development of these algorithms is the Expanded Lagrangian System which is 
derived and analyzed in this work. This parameterized system of nonlinear 
equations contains the penalty path as a solution, provides a smooth 
homotopy into the first-order necessary conditions, and yields a global 
optimization technique. Furthermore, the inevitable ill conditioning 
present in a sequential optimization algorithm is removed for three penalty 
methods: the quadratic penalty function €or equality constraints, and the 
logarithmic barrier function (an interior method) and the quadratic l o s s  
function (an exterior method) for inequality constraints. Although these 
techniques apply to optimization in general and to linear and nonlinear 
programming, calculus of variations, optimal control and parameter 
identiEication in particular, the development is primarily within the 
context o €  nonlinear programming. 
Maestrello, Lucio, Alvin Bayliss, Paresh Parikh, and E l i  Turkel: Stabi , t i ty  
and c o ~ R h o L  oh comptesaibte {Lorn ovek a hwrhace w iAh  concave-convex 
cW~vcLtuke. ICASE Re.port No. 86-48,  July 9 ,  1986,  34 pages. Submitted to 
Journal of Fluid Mechanics. 
The active control of spatially unstable disturbances in a laminar, 
two-dimensional, compressible boundary layer over a curved surface is 
numerically simulated. The control is effected by localized time-periodic 
surface heating. We consider two similar surfaces of different heights 
with concave-convex curvature. In one, the height is sufficiently large so 
that the favorable pressure gradient is sufficient to stabilize a 
particular disturbance. In the other case the pressure gradient induced by 
the curvature is destabilizing. It is shown that by using active control 
that the disturbance can be stabilized. The results demonstrate that the 
curvature induced mean pressure gradient significantly enhances the 
receptivity of the flow to localized time-periodic surface heating and that 
this is a potentially viable mechanism in air. 
Rosenfeld, M., M. Israeli, and M. Wolfshtein: A numetLicd n tudq  06 hepahaZion 
on a dpketoid cLt i nc idence .  ICASE Report No. 86-49,  July 1-1, 1986 ,  35 
pages. Submitted to AIAA. 
The three-dimensional incompressible, steady and laminar flow field 
around a prolate spheroid at incidence is considered. The parabolized 
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Navier-Stokes equations are solved numerically. The method can handle 
vortex type as well as bubble type flow separation because the pressure is 
one of the dependent variables. In the present paper the distribution of 
the skin friction is reported for two test cases. The first test case is a 
prolate spheroid of aspect ratio of 4 : l  at 6' incidence and Reynolds number 
of lo6 (based on half the major axis). The second case is a spheroid with 
a 6:l aspect ratio at 10' incidence and Reynolds number of 0.80 lo6. The 
properties of the flow field near the body are discussed on the basis of 
the pattern of the skin friction lines, and the shape of the separation 
lines. Favorable agreement with experimental results is obtained. 
Sidi, Avram and Moshe Israeli: k u m e t k d  quadtL&Ue metho& d o t  i n t e g t d b  ad 
c l i n g d m  peGodic d u n c t i o a  and theitr appficat ion t o  AingLLem and weakey 
b i n g u t m  i n t e g t d  equ&bnh. ICASE Report No. 86-50, July 16, 1986, 35 
pages. Submitted to J. of Num. Anal. 
High accuracy numerical quadrature methods for integrals of singular 
periodic functions are proposed. These methods are based on the 
appropriate Euler-Maclaurin expansions of trapezoidal rule approximations 
and their extrapolations. They are used to obtain accurate quadrature 
methods for the solution of singular and weakly singular Fredholm integral 
equations. Such periodic equations are used in the solution of planar 
elliptic boundary value problems, elasticity, potential theory, conformal 
mapping, boundary element methods, free surface flows, etc. The use of the 
quadrature methods is demonstrated with numerical examples. 
Lustman, Liviu R. and Milton E .  Rose: A th4ee dimemion& c&cu&Lion ot( 
&aLE,.k eqcLieihGum d o t  campobi&? rnde&xf?A. ICASE Report No. 86-51, Jul; 
24, 1986, 28 pages. Submitted to Tnt. Journal for Numerical Method in 
Engineering. 
A compact scheme is applied to three-dimensional elasticity problems 
for composite materials, involving simple geometries. The mathematical 
aspects of this approach are discussed, in particular the iteration 
method. A vector processor code implementing the compact scheme is 
presented, and several numerical experiments are summarized. 
Hariharan, S. I. and S. I. Sudharsanan: Wave enve&ope technique m&imode 
wuve g u i d e  p40b&m6. ICASE Report No. 86-52, July 30, 1986, 29 pages. 
Submitted to Applied Numerical Mathematics. 
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I n  t h i s  p a p e r  we  propose a fas t  method f o r  s o l v i n g  wave gu ide  
problems. I n  p a r t i c u l a r ,  we  c o n s i d e r  t h e  gu ide  t o  be inhomogeneous as w e l l  
as a l lowing  p ropaga t ion  of waves of  h ighe r -o rde r  modes. Such t echn iques  
have been handled s u c c e s s f u l l y  f o r  a c o u s t i c  wave p ropaga t ion  problems w i t h  
s i n g l e  mode and f i n i t e  l eng th .  This paper  ex tends  t h i s  concept  t o  e l e c t r o -  
magnet ic  wave gu ides  w i t h  s e v e r a l  modes and i n f i n i t e  i n  l eng th .  The method 
i s  shown and r e s u l t s  of computat ions are p resen ted .  
Nicol .  David M . :  Optima& p c u d a i o n i n g  of; tandom p t a g 4 ~ m 6  ac4obb . -  
ptocebbolLb. I C A S E  Report  NO. 86-53, August 1, 1986, 26 pages.  Submit ted 
t o  I E E E  Trans.  on Sof tware  Engineer ing.  
Recent work by Indurkya e t  a l .  d i s c u s s e s  the  op t ima l  p a r t i t i o n i n g  of 
random d i s t r i b u t e d  programs. They conclude t h a t  t h e  op t ima l  p a r t i t i o n i n g  
of a homogeneous random program ove r  a homogeneous d i s t r i b u t e d  sys tem 
e i t h e r  a s s i g n s  a l l  modules t o  a s i n g l e  p r o c e s s o r ,  o r  d i s t r i b u t e s  t h e  
modules as evenly as p o s s i b l e  among a l l  p rocesso r s .  T h e i r  a n a l y s i s  rests 
h e a v i l y  on t h e  approximat ion  which e q u a t e s  t h e  expec ted  maximum of a set  of 
independent random v a r i a b l e s  wi th  t h e  set’s maximum e x p e c t a t i o n .  I n  t h i s  
paper  we s t r e n g t h e n  Indurkya’s r e s u l t s  by p rov id ing  an  approximat ion- f ree  
proof of t h i s  r e s u l t  f o r  two p rocesso r s  under g e n e r a l  c o n d i t i o n s  on t h e  
module execu t ion  time d i s t r i b u t i o n .  We a l s o  show t h a t  use of t h i s  approxi -  
mat ion causes  two of Indurkya’s c e n t r a l  r e s u l t s  t o  be false.  
Jo rdan ,  Harry F . :  The 6o4ce on t h e  FCex: Glob& pah&elLbm and 
t o  t h e  Paral le l  P rocess ing  and Medium S c a l e  Mul t ip rocesso r s  Proceedings  of 
t h e  Army Research Workshop a t  S tan fo rd  U n i v e r s i t y ,  January  6 - 8, 1986, 
SIAM Press .  
A p a r a l l e l  programming methodology, c a l l e d  t h e  f o r c e ,  s u p p o r t s  t h e  
c o n s t r u c t i o n  of programs t o  be executed  i n  para l le l  by an  u n s p e c i f i e d ,  bu t  
p o t e n t i a l l y  l a r g e ,  number of processes .  The methodology was o r i g i n a l l y  
developed on a p i p e l i n e d ,  shared  memory m u l t i p r o c e s s o r ,  t h e  Denelcor  HEP, 
and embodies t h e  p r i m i t i v e  o p e r a t i o n s  of t h e  f o r c e  i n  a set of macros which 
expand i n t o  m u l t i p r o c e s s o r  F o r t r a n  code. A small set  of p r i m i t i v e s  i s  
s u f f i c i e n t  t o  wr i te  l a r g e  p a r a l l e l  programs, and t h e  s y s t e m  has  been used 
t o  produce 10,000 l i n e  programs i n  computa t iona l  f l u i d  dynamics. The l e v e l  
oE complexity of  t he  Eorce p r i m i t i v e s  i s  i n t e r m e d i a t e .  It is h igh  enough 
t o  mask d e t a i l e d  a r c h i t e c t u r a l  d i f f e r e n c e s  between m u l t i p r o c e s s o r s  bu t  low 
enough to  g i v e  t h e  u s e r  c o n t r o l  ove r  performance.  
The s y s t e m  i s  be ing  por ted  t o  a medium scale m u l t i p r o c e s s o r ,  t h e  
F lex /32 ,  which i s  a 20 p rocesso r  system wi th  a mix tu re  O E  sha red  and l o c a l  
memory. Memory o r g a n i z a t i o n  and t h e  type  of p rocesso r  s y n c h r o n i z a t i o n  
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suppor t ed  by t h e  hardware on t h e  two machines l ead  t o  some d i f f e r e n c e s  i n  
e f f i c i e n t  implementa t ions  of t h e  fo rce  p r i m i t i v e s ,  bu t  t h e  u s e r  i n t e r f a c e  
remains t h e  same. An L n i t i a l  implementat ion was done by r e t a r g e t i n g  t h e  
macros t o  F l e x i b l e  Computer Corporation’s Concurrent  C language.  
Subsequent ly ,  t h e  macros were caused t o  d i r e c t l y  produce t h e  sys t em c a l l s  
which form t h e  b a s i s  f o r  Concurrent  C. The implementat ion of t h e  F o r t r a n  
based system is i n  s t e p  wi th  F l e x i b l e  Computer Corporat ion’s  implementa t ion  
of a F o r t r a n  system i n  t h e  pa ra l l e l  environment. 
N i c o l ,  David M.: E x p e d e d  petdohmance 06  m-bOkLi%n backttacking. ICASE 
Report No. 86-55, August 5, 1986, 25 pages. Submit ted t o  SIAM J o u r n a l  of 
Computing. 
Th i s  pape r  d e r i v e s  upper bounds on t h e  expec ted  number of s e a r c h  tree 
nodes v i s i t e d  d u r i n g  an  m-solut ion back t r ack ing  s e a r c h ,  a s e a r c h  which 
t e r m i n a t e s  a f t e r  some p r e s e l e c t e d  number m problem s o l u t i o n s  are found. 
The s e a r c h  behavior  i s  assumed t o  have a g e n e r a l  p r o b a b i l i s t i c  s t r u c t u r e .  
Our r e s u l t s  are s t a t e d  i n  terms of node expans ion  and c o n t r a c t i o n .  A 
v i s i t e d  s e a r c h  tree node i s  s a i d  t o  be expanding i f  t h e  mean number of i t s  
c h i l d r e n  v i s i t e d  by t h e  s e a r c h  exceeds 1 and i s  c o n t r a c t i n g  o the rwise .  We 
show t h a t  i f  every  node expands,  o r  i f  every  node c o n t r a c t s ,  t hen  t h e  
number of s e a r c h  tree nodes v i s i t e d  by a s e a r c h  has  an  upper  bound which is 
l i n e a r  i n  t h e  dep th  of t h e  tree,  i n  the mean number of c h i l d r e n  a node h a s ,  
and i n  t h e  number of s o l u t i o n s  sought. We a l s o  d e r i v e  bounds l i n e a r  i n  t h e  
dep th  of t h e  tree i n  some s i t u a t i o n s  where an u p p e r  p o r t i o n  of t h e  tree 
c o n t r a c t s  (expands) ,  whi le  t h e  lower p o r t i o n  expands ( c o n t r a c t s ) .  While 
p r e v i o u s  a n a l y s e s  of 1 - so lu t ion  backt racking  have concluded t h a t  t h e  
expec ted  performance is always l i n e a r  i n  t h e  t r e e  dep th ,  our model a l lows  
s u p e r - l i n e a r  expec ted  performance. By g e n e r a l i z i n g  p rev ious  work i n  t h e  
expec ted  behavior  of b a c k t r a c k i n g ,  we are b e t t e r  a b l e  t o  i d e n t i f y  c l a s s e s  
of trees which can be sea rched  i n  l i n e a r  expec ted  t i m e .  
J ackson ,  T. L.: €idee$ od Rlze tmcd expanhion on $he a-tabiLiAy 06  $wo-teac;tmt 
&lmU. ICASE Report  No. 86-56, August 18,  1986, 13 pages. Submit ted t o  
Combined Sc ience  and Technology. 
-I
The f u l l  problem of flame s t a b i l i t y  f o r  t h e  two-reac tan t  model, which 
t a k e s  i n t o  account  thermal  expansion e f f e c t s  f o r  a l l  d i s t u r b a n c e  wave 
l e n g t h s ,  is examined. It is  found t h a t  t h e  s t a b i l i t y  problem f o r  t h e  class 
of two-reac tan t  f lames is e q u i v a l e n t  t o  t h e  s t a b i l i t y  problem f o r  t h e  class 





M. Y.: Recent developmen& i n  bpec t t rd  methock,. ICASE Report No. 
August 29 ,  1986,  19 pages. Submitted to Proc. 10th Inter. Conf. 
th. in Fluid Dynamics. 
This paper is solely devoted to spectral iterative methods including 
spectral multigrid methods. These techniques are explained with re€erence 
to simple model problems. Some Navier-Stokes algorithms based on these 
techniques are mentioned. Results on transition simulation using these 
algorithms are presented. 
Nicol, David M. and Paul F. Reynolds: Dynamic ttemapping d e c b i o a  i n  m d x i -  
phae p a h U e l  c o m p L L t d i o a .  ICASE Report No. 86-58,  September 8 ,  1986,  47 
pages. Submitted to I E E E  Trans. on Computers. 
The effectiveness of any given mapping of workload to processors in a 
parallel system is dependent on the stochastic behavior of the workload. 
Program behavior is often characterized by a sequence of phases, with phase 
changes occurring unpredictably. During a phase, the behavior is fairly 
stable, but may become quite different during the next phase. Thus a work- 
load assignment generated for one phase may hinder performance during the 
next phase. We consider the problem of deciding whether to remap a 
parallel computation in the face of uncertainty in remapping’s utility. 
Fundamentally, it is necessary to balance the expected remapping perform- 
ance gain against the delay cost of remapping. This paper treats this 
problem formally by constructing a probabilistic model of a computation 
with at most two phases. We use stochastic dynamic programming to show 
that the remapping decision policy which minimizes the expected running 
time of the computation has an extremely simple structure: the optimal 
decision at any step is followed by comparing the probability of remapping 
gain against a threshold. This theoretical result stresses the importance 
of detecting a phase change and assessing the possibility of gain from 
remapping. We also empirically study the sensitivity of optimal perform- 
ance to imprecise decision thresholds. Under a wide range of model 
parameter values, we find nearly optimal performance if remapping is chosen 
simply when the gain probability is high. These results strongly suggest 
that except in extreme cases, the remapping decision problem is essentially 
that of dynamically determining whether gain can be achieved by remapping 
after a phase change; precise quantification of the decision model 
parameters is not necessary. 
Street, C. L.  and M. Y. Hussaini: F i n i t e  l e n g t h  e66ecL3 i n  Tayloa-Couette 
b l o w .  ICASE Report No. 86-59,  September 9 ,  1986,  30 pages. Submitted to 




Axisymmetric numerical  s o l u t i o n s  of t h e  unsteady Navier-Stokes equa- 
t i o n s  f o r  flow between c o n c e n t r i c  r o t a t i n g  c y l i n d e r s  of E i n i t e  l e n g t h  are 
o b t a i n e d  by a spectral  c o l l o c a t i o n  method. These r e p r e s e n t a t i v e  r e s u l t s  
p e r t a i n  t o  two-ce l l /one-ce l l  exchange process  and are compared wi th  r e c e n t  
experiments .  
Solomonoff, A. and E.  Turkel :  G l o b a t  c o U o c a t i o n  m e t h o d  d o t  apptox imat iov l  
and Rhe h o l u t i o n  06 pmtial d i d d e t e n t i a t  equat ioa.  ICASE Report  No. 86- 
- 60,  September 17, 1986, 67 pages. Submitted t o  J o u r n a l  of Computat ional  
Phys ics .  
We apply polynomial i n t e r p o l a t i o n  methods both t o  t h e  approximation of 
f u n c t i o n s  and t o  t h e  numerical  s o l u t i o n s  of h y p e r b o l i c  and e l l i p t i c  p a r t i a l  
d i f f e r e n t i a l  equat ions .  We c o n s t r u c t  t h e  d e r i v a t i v e  m a t r i x  f o r  a g e n e r a l  
sequence of t h e  c o l l o c a t i o n  p o i n t s .  The approximate d e r i v a t i v e  i s  t h e n  
found by a m a t r i x  times v e c t o r  mul t ip ly .  We e x p l o r e  t h e  e f f e c t s  of s e v e r a l  
f a c t o r s  on t h e  performance of t h e s e  methods i n c l u d i n g  t h e  e f f e c t  of 
d i f f e r e n t  c o l l o c a t i o n  p o i n t s .  We a l s o  s t u d y  t h e  r e s o l u t i o n  of t h e  schemes 
f o r  bo th  smooth f u n c t i o n s  and f u n c t i o n s  wi th  s t e e p  g r a d i e n t s  o r  d i s c o n t i n -  
u i t i e s  i n  some d e r i v a t i v e .  We i n v e s t i g a t e  t h e  accuracy  when t h e  g r a d i e n t s  
occur  both  near  t h e  c e n t e r  of t h e  r e g i o n  and i n  t h e  v i c i n i t y  of t h e  
boundary. The importance of t h e  a l i a s i n g  l i m i t  on t h e  r e s o l u t i o n  of t h e  
approximation i s  i n v e s t i g a t e d  i n  d e t a i l .  We a l s o  examine t h e  e f E e c t  of 
boundary t rea tment  on t h e  s t a b i l i t y  and accuracy of t h e  scheme. 
B e r n a r d i ,  Canuto, Maday: G e n e k a t i z e d  i n d - h u p  cov ldL t ion  d o t  Chehyhhev 
appu?ximation 06 Rhe Nauiek-SRoka equationb. ICASE Report No. 86-61 , 
November 7 ,  1986, 67 pages. Submitted t o  SIAM J. Num. Analysis .  
We s t u d y  a n  a b s t r a c t  mixed problem and i t s  approximation;  b o t h  are 
well-posed i f  and only  i f  s e v e r a l  inf-sup c o n d i t i o n s  are s a t i s f i e d .  These 
r e s u l t s  are a p p l i e d  t o  a s p e c t r a l  Galerk in  method f o r  t h e  S tokes  problem i n  
a s q u a r e ,  when i t  is  Eormulated i n  Chebyshev weighted Sobolev spaces .  
F i n a l l y ,  a c o l l o c a t i o n  method f o r  the  Navier-Stokes e q u a t i o n s  a t  Chebyshev 
nodes i s  analyzed.  
Gunzburger,  M.D.: M a t h e m a t i c a l  a p e &  0 6  6 i n i R e  e l e m e n t  m e t h o d  d o t  
i n c o m p k e n h i b L e  v h c o u  6lowrl. ICASE Report  No. 86-62, September 18, 1986, 
46 pages.  Submitted t o  Springer-Verlag.  
We survey  some mathematical  aspects of f i n i t e  element methods f o r  
i n c o m p r e s s i b l e  v i s c o u s  f lows ,  c o n c e n t r a t i n g  on t h e  s t e a d y  p r i m i t i v e  
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v a r i a b l e  f o r m u l a t i o n .  We a d d r e s s  t h e  d i s c r e t i z a t i o n  of a weak f o r m u l a t i o n  
of t h e  Navier-Stokes e q u a t i o n s ;  we then  c o n s i d e r  t h e  d i v - s t a b i l i t y  
c o n d i t i o n ,  whose s a t i s f i c a t i o n  i n s u r e s  t h e  s t a b i l i t y  of t h e  approxima- 
t i o n .  S p e c i f i c  c h o i c e s  of f i n i t e  e lement  spaces  f o r  t h e  v e l o c i t y  and 
p r e s s u r e  are t h e n  d i s c u s s e d .  F i n a l l y ,  t h e  connec t ion  between d i f f e r e n t  
weak formula t ions  and a v a r i e t y  of boundary c o n d i t i o n s  i s  explored .  
LeVeque, Randall  J. and Lloyd N. T r e f e t h e n :  F o d e t  a n d y ~ , t h  06 t h e  SOT? 
La2?tation. -- ICASE Report No. -- 86-63, September 30, 1986, 9 pages. Submit ted 
t o  SIAM J. Num. Anal. 
The SOR i t e r a t i o n  € o r  s o l v i n g  l i n e a r  systems of e q u a t i o n s  depends upon 
an o v e r r e l a x a t i o n  f a c t o r  W .  We show t h a t  € o r  t h e  s t a n d a r d  model problem 
of  Poisson’s e q u a t i o n  on a r e c t a n g l e ,  t h e  o p t i m a l  w and cor responding  con- 
vergence r a t e  can be r i g o r o u s l y  o b t a i n e d  by F o u r i e r  a n a l y s i s .  The t r i c k  i s  
t o  t i l t  t h e  space-time g r i d  so  t h a t  t h e  SOR s t e n c i l  becomes symmetr ical .  
The t i l t e d  g r i d  a l s o  g i v e s  i n s i g h t  i n t o  t h e  r e l a t i o n  between convergence 
rates of s e v e r a l  v a r i a n t s .  

























Professor 0. Pironneau, INRIA, France: Numetrical S i m u l a t i o n  
06 Comptreshible Vdcaw F l o w  Atround Aitrplaned 
Mr. C, C. H. Ma, University of Waterloo: Z)-ikect Adapt ive 
Regu la t ion  and Tkaclung - A S t a b l e  Coptrime F a c t o t i z a Z i o n  
Appmach 
Professor Richard B. Pe lz ,  Princeton University: On t h e  
Role 06 HeLictty i n  T w r b d e n t  Flow 
M r .  Ching-Pi Wang, Rensselaer Polytechnic Institute: Accebh 
ContkoL in a Hetetrogeneoc~s V d t t i b L L t e d  Vcctaba e Management 
Sqbtem 
Mr. Saujay Rajopadhye, University of Utah: Synthebiz ing 
S y h t o l i c  Atrtrayn Atom Recukenee Equationh 
Dr. Pieter Buning, NASA Ames Research Center: Gkaphic and 
Flow V d u d i z a t i o n  i i z  ComplLtaXional FlLLid Vyuamiccj 
M s .  Lenore Zuck, The Weizmann Institute of Science, 
Israel : vet.i.(&ca.t.iOn 06 M&ipkOWhh P t r o b a b U t i c  
PkotocoLh 
Dr. Jon A. Sjogren, Duke University: 
l t e t r a t i o n  d o t  Mmkov A n a l y b d  
Mr. Chuck Romine, University of Virgini 
Yah&el Factotr izaXion Methock 
T k e e - S p l i t t i n g  
: A n a l y b d  06 
Xr. Lee Bigbie, Sullivan Computer Corporation: The CHoPP 
CompfLtek 
Mr. David R. O’Ballaron, University of Virginia: P e t t i  Net 
Liveneda RehuRh 
Professor Paul Saylor, University of Illinois: 

























Professor Antony Jameson, Princeton University: InviAcid 
Ttramonic Flow Ovek A Complete Aikplalze 
Professor Antony Jameson, Princeton University: MuAXg&Ld 
and TVV Schema 
Professor Shmuel Kaniel, The Hebrew University of Jerusalem, 
Israel : TtravlclpOa,t Appkoach t o  t h e  lsen,ttropic Comptraaible 
Flow Equationn 
Professor Shmuel Kaniel, The Hebrew University of Jerusalem, 
Israel : Numetric& So lu t ion  06 t h e  'Isen,ttropic Compkenaible 
Flow Equationn v i a  t h e  Tkan~po l t t  Appkoach 
Professor George Vahala, The College of William and Mary: 
Uecimcdion i n  TutrbuLence 
Dr. Robert Krasny, Courant Institute of Mathematical 
Sciences: ComputaXion 06 Vot t ex  Sheet R o U - U p  i n  t h e  
T t r ~ 6 6 . t ~  Plane 
Professor Moshe Israeli, Princeton University: On Pkedclawte 
Boundmy ConcLiAioa i n  Tncomptrenaible Hydtrodynamnic3 
Professor A l i  Nayfeh, Virginia Polytechnic Institute and 
State University: E66ect 06 Roughnebcla on t h e  S t a b L t i t y  06 
Boundmy Layea  
Dr. Philip Roe, Cranfield Institute of Technology, United 
Kingdom: Accwtacy 06 Ceu-VetLtex SolLLtiovLcl t o  C o ~ e t r v a t i o n  
Lcwc; 
Professor Barry Dwyer, University oE California, Davis: 
Comhuntion ModeUing w i t h  a t  Wi,thout Adaptive G&Ld 
Dr. Philip Hall, Exeter University, England: The 
In t ekac t ion  06 k h g e  Amptitude ToUmien-Sckeicht ing Waves 
and  CO&&h Volttica 
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August 4 
August 1 1 
August 13 
August 14 
September 1 1  
September 24 
Mr. P, D. Manhardt, Computational Mechanics Corporation, 
Knoxville, TN and Professor A. J, Baker, University of 
Tennessee : Ahtray Ptrocuncling 06 ,the Thtree-VirnevLclionat 
Naviet-Stokes E q u a t i o a  
M r ,  Dennis M. Bushnell, NASA Langley Research Center: 
Aehona.iCcl Beyond Xhe Yearr 2000 
Hs. Sherry Tomboulian, Duke University: Art MgotLithrn d o t  
Connected Zndarrmatiof l  Prrocuhing on SIMV ArrchLtecTutr~ 
Professor Jack Dennis, Dataflow Technology Corporation and 
Massachusetts Institute of Technology: VaRadlow 
Cornpu.tation: A C a c ; ~  Study 
Dr. E l i  lhrkel, Tel-Aviv University: M&;ticjJzid and Runge- 
KiLt;ta Methuh 604 T t r a a o n i c  Flom 
Dr.  John Cantrell, NASA Langley Research Center: Acou4Xic 
R a d i a t i o n  S t m ~  m d  .the ThetLrnodynamic PtropetrTiu 06 S o L i h  
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ICASE SUMMER ACTIVITIES 
The summer program for 1986 included the following visitors: 
NAME / AFF I L I AT I ON 
Abarbanel, Saul 
Tel-Aviv Unive rs i ty 
Adams, Loyce 
University of Washington 
Baines, Michael J. 
University of Reading 
England 
Banks, H. Thomas 
Brown University 
Bayliss, Alvin 
Exxon Corporate Research 
Rrandt, Achi 
The Weizmann Institute 
of Science, Israel 
Brewer, Dennis 
University of .4rkansas 
Burns, John A. 
Virginia Polytechnic Institute 
Canuto, Claudio 
Palazzo dell‘ University 
Italy 
Cowley, Stephen 
Imperial College of Science 
and Technology 
England 
Crowley, James M. 
U. S. Air Force Academy 
Fix, George 
Carnegie-Mellon University 
DATE OF VISIT 
8/ 4 - 10131 
7/28 - 8/15 
7/28 - 812 
6/ 9 - 6/20 
8/18 - 8/29 
7 /21  - 7/25 
6/16 - 7 / 1 1  
6/  9 - 6/20  
8/18 - 8/29 
9/ 1 - 9/26 
9/  1 - 9/26  
6/30 - 811 
AREA OF INTEREST 
Computational Fluid 
Dynamics 




Element Methods for 
Hyperbolic Equations 
Control Theory 
Numerical Methods for 














NAME / AF F I L  I ATION -- DATE OF VISIT 
51 5 - 517 





Gibson, J. Steven 
University of California, LA 
6/16 - 6/26 Control Theory 
10120 - 10131 Glowinski, Roland 
University of Houston 
Numerical Methods for 
PDE's 
6 /23  - 714 Gokhale, Maya 









5/26 - 5/30  
8 / 1 1  - 8/15 
Numerical Methods for 
PDE's 
Hall, Philip 
Exeter University, England 
6/30  - 9/26 Computational Fluid 
Dynamics 
5/19 - 6/27 Hariharan, Subramaniya I. 
University of Akron 
Computational 
Acoustics 
6/30  - 9/12 Harten, Amiram 
University of California, LA 
Numerical Methods for 
PDE' s 
Hirsch, Richard S .  
John Hopkins University 
7/  7 - 7/18 Numerical Methods for 
PDE's 
Inman, Daniel J. 
State University of New York 
Ruff alo 
6/16  - 6/20  Numerical Methods for 
Inverse Problems in 
Distributed Systems 






6/09  - 6/27 Control Theory 
6/ 9 - 6/13 Jacobs, Marc 
Air Force Office of 
Scientific Research 
Control Theory 
6 /  9 - 6/20 
8/ 4 - 818 
Jordan, Harry F. 





Kaniel, Shmuel ~ 
The Hebrew University of 
Jerusalem, Israel 
DATE OF VISIT 
6/ 2 - 6 / 6  
Kapila, Ashwani 6 /  2 - 6/6  
Rensselaer Polytechnic 
Institute 
Keeling, Stephen L. 6/ 9 - 6/13 
University of Tennessee 
Keyes, David 
Yale University 
5/27 - 7/18 
Ko j ima , Fumio 6/16 - 6/27 
Kyoto Institute oE Technology 
Japan 
Kopriva, David 7 / 2 1  - 8 / 1  
Florida State University 
Krasny, Robert 
Courant Institute 
6/30 - 7 / 1 1  
Lamm, Patricia D. 6 /  9 - 6/13 
Southern Methodist University 
LeVegue, Randall 7/28 - 8 / 6  
University of Washington 
Maday, Yvon 9/ 1 - 9/19 
Universite Pierre 
et Marie Curie, France 
Ma j da, George 





8 / 1 1  - 8/15 
6/ 2 - 6/27 
6/30 - 7 / 4  
AREA OF INTEREST 






Analysis of Methods 






Spectral Methods for 





Numerical Methods for 
PDE's 













California Institute of 
Techno logy 
Murphy, Katherine A. 
Brown University 
Napolitano, Michele 
Universita Di Bari, Italy 




University of Tokyo 
Japan 
Osher, Stanley J. 
University of California, LA 
Patrick, Merrell L. 
Duke University 
Poore, Aubrey 
Colorado State University 
Pratt, Terrence W. 
University of Virginia 
Reed, Daniel A. 
University of Illinois 
Reyna, Luis 
T. J. Watson Research Center 
Roe, Philip L. 
Royal Aircraft Establishment 
England 
Rosen, I. Gary 




DATE OF VISIT ~ 
6 /9 - 6/13 
6 /  9 - 6/20 
7/20 - 9/26 
5/19 - 5/23 
8 /11  - 8/15 
7 /  7 - 8/29 
7/  7 - 7/18 
5/12 - 6/20 
8/18 - 8/29 
6 /  9 - 6/13 
6 /  2 - 6/6 
6/  2 - 6/13 
8 / 1 1  - 8/15 
7 / 1 4  - 8 / 8  
6/  9 - 6/20  
6/16 - 6/27 

























Numerical Methods for 






University of Illinois 
Shapiro, Richard S .  
Massachusetts Institute 
of Technology 
Smith, Frank T. 
University College London, 
Eng 1 and 
Sundararajan, N. 









Universite de Paris-Sud 
France 
Trefethen, L. N. 
Massachusetts Institute of 
Technology 
Turkel, E l i  
Tel-Aviv University 
Israel 
van Leer, Bram 
Delft University of 
Technology, 
Netherlands 
Van Rosendale, John 
University of Utah 
Vavasis, Stephen 
Stanford University 
DATE OF VISIT 
5/19 - 5/30 
6/30 - 8/29 
9/  1 - 9/26  
8/ 4 - 8/29  
6/23 - 8/29  
7 /21  - 10/10 
9/19 - 9/25 
7/14 - 7/18  
6/23 - 9/26 
7 / 2 1  - 8 / 1  
5/ 5 - 51 9 
6/23 - 714 
6/23 - 9/19  
AREA OF INTEREST 
Iterative Parallel 









Adaptive Control of 
Large Space 
Structures 
Numerical Method for 
PDE’s 
Numerical Methods for 
PDE‘s 
Numerical Methods for 
PDE’s 













North Carolina State 
University 
Yost, Jeffery 
University of Utah 
DATE OF VISIT 
6/ 9 - 6/20 
6/23  - 9/12 
AREA OF INTEREST 
Control Theory and 
Parallel Algorithms 





A workshop on F i n i t e  Element Theory and A p p l i c a t i o n  hos ted  by ICASEINASA 
was he ld  J u l y  28-30, 1986, a t  t h e  She ra ton  Inn  Coliseum i n  Hampton, 
V i r g i n i a .  The purpose O E  t h i s  workshop was t o  b r i n g  l e a d i n g  mathemat ic ians  
working i n  f i n i t e  e lement  t heo ry  t o g e t h e r  w i th  l e a d i n g  p r a c t i t i o n e r s  i n  the 
areas of s t r u c t u r a l  a n a l y s i s ,  h e a t  t r a n s f e r ,  and f l u i d  dynamics. Four t een  
r e s e a r c h e r s  were i n v i t e d  t o  speak ,  and t h e i r  papers  w i l l  be c o l l e c t e d  i n t o  a 
volume publ ished by Spr inge r .  The speake r s  and t h e i r  t o p i c s  are l i s t e d  below: 
S. N. Atluri 
I. Babuska 
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