Abstract. In this paper, we investigate the performance of a class of the hybrid weighted essentially non-oscillatory (WENO) schemes with Lax-Wendroff time discretization procedure using different indicators for hyperbolic conservation laws. The main idea of the scheme is to use some efficient and reliable indicators to identify discontinuity of solution, then reconstruct numerical flux by WENO approximation in discontinuous regions and up-wind linear approximation in smooth regions, hence reducing computational cost but still maintaining non-oscillatory properties for problems with strong shocks. Numerical results show that the efficiency and robustness of the hybrid WENO-LW schemes.
Introduction
In this paper, we investigate the performance of a class of hybrid weighted essentially non-oscillatory (WENO) schemes with Lax-Wendroff time discretization, termed as hybrid WENO-LW schemes, with different discontinuity indicators for solving hyperbolic conservation laws: u t +∇· f (u) = 0, u(x,0) = u 0 (x).
(1.1)
The first finite volume WENO scheme was constructed by Liu et al. [16] , and the third and fifth-order finite difference WENO schemes in multi-space dimensions were presented by Jiang and Shu [12] , in which they setup a framework to compute the smoothness indicators and nonlinear weights which is the key of WENO schemes in the combination of lower order flux to obtain a higher order approximation. Further Balsara and Shu [1] and Gerolymos et al. [8] extended the WENO schemes to higher order. The weights for combination of lower order flux is important for WENO approximation. For the case of system, WENO schemes use local characteristic decompositions and flux splitting to avoid or reduce spurious oscillation. But the calculations of nonlinear weights and local characteristic decomposition are expensive. To overcome these drawbacks, Jiang and Shu [12] computed the nonlinear weights from pressure or entropy instead of the characteristic values for Euler equations. Pirozzoli [17] developed an efficient hybrid compact-WENO scheme, which used compact up-wind schemes to treat smooth regions of the flow field and WENO schemes to handle discontinuities regions. Hill and Pullin [11] developed a hybrid scheme which combines the tuned center-difference schemes with WENO schemes, hence achieving automatically the nonlinear weights for WENO schemes in regions of smooth flow away from shocks. But a switch was still necessary for the schemes. Li and Qiu [15] developed hybrid WENO schemes with RungeKutta time discretization which combine pure WENO schemes with simple upwind linear schemes, in which they investigated using the different troubled-cell indicators which are borrowed from discontinuous Galerkin (DG) schemes as switches to identify where WENO approximation or upwind linear approximation is applied.
The main idea of hybrid WENO schemes is using WENO approximation in discontinuity and other efficient approximation such as up-wind linear one in smooth region of solution to reduce computational cost. The troubled-cell indicators which can identify where is discontinuity of the solution are key components of hybrid WENO schemes. In [15] , Li and Qiu had investigated using the different troubled-cell indicators to identify discontinuity of the solution. There are many troubled-cell indicators based on limiters of DG schemes which are listed by Qiu and Shu [20] . Among them, the total variation bounded (TVB) limiter [4] [5] [6] [7] borrowed from the finite volume methodology is a slope limiter based on minmod function. Biswas, Devine and Flaherty (BDF) investigated the moment-based limiter [2] and Burbeau, Sagaut and Bruneau (BSB) investigated an improved moment limiter [3] . Krivodonova et al. (KXRCF) designed a limiter [13] to detect discontinuities for DG methods based on super convergent property at the outflow boundary in smooth regions. There are also many other troubled-cell indicators borrowed from finite volume and finite difference methodology, such as the monotonicity-preserving (MP) limiter [25] , and modifications of MP (MMP) limiter [22] . Qiu and Shu [21] used some limiters as troubled-cell indicators for Runge-Kutta discontinuous Galerkin (RKDG) methods with WENO limiters to compare their performance. And Zhu and Qiu [28] used these troubled-cell indicators for adaptive RKDG methods. Li and Qiu [15] applied them in hybrid WENO with Runge-Kutta (RK) time discretization schemes to identify where WENO approximation or upwind linear approximation is applied.
Hybrid WENO procedure is used to discrete the spatial derivative term. The time derivative term there must also be discretized. There are mainly two different approaches to approximate the time derivative. The first approach is to use an ODE solver, such as a Runge-Kutta or a multistep method [23, 24] , to solve the method of lines ODE obtained after spatial discretization. The second approach is a Lax-Wendroff type time discretization procedure based on the idea of the classical Lax-Wendroff scheme [14] . In Lax-Wendroff approach, all the time derivatives are converted into spatial derivatives by using temporal Taylor expansion and differentiated versions of PDE, then the spatial derivatives are discretized by, e.g., the hybrid WENO approximations. Formulation and code of Lax-Wendroff type time discretization are more complex than those of TVD Runge-Kutta time discretization [23, 24] . But less CPU time cost can rise competitive of the methods. Qiu and Shu [19] have explored a class of WENO schemes with a Lax-Wendroff time discretization procedure. They applied local characteristic decomposition and WENO approximation to reconstruct the first order time derivative, then used central difference approximations to reconstruct higher order time derivatives in order to reduce computation cost but still maintain good properties of PDE and high order accuracy.
In this paper, follow [15] , we explore fifth order finite difference hybrid WENO schemes with third order Lax-Wendroff type time discretization with different troubled-cell indicators. The emphasis of the paper is also on comparison of the performance of hybrid schemes using different indicators, with an objective of obtaining efficient and reliable indicators to obtain better performance of hybrid schemes to save computational cost. The comparison between hybrid WENO-LW schemes with hybrid WENO-RK schemes [15] is also addressed. The arrangement of this paper is as follows. In Section 2 we give the description of hybrid WENO-LW schemes with high order up-wind linear schemes and some different troubled-cell indicators. Then we provide detailed numerical studies of hybrid WENO-LW schemes in one-and two-dimensional cases, and compare with hybrid WENO-RK schemes [15] to address the issues of efficiency and non-oscillatory property in Section 3. Concluding remarks are given in Section 4.
Description of hybrid WENO schemes with Lax-Wendroff type time discretization
In this section, we describe in detail implementation of hybrid schemes of WENO schemes with Lax-Wendroff type time procedure. We start with the description in the one-dimensional scalar case.
Lax-Wendroff type time discretization
In this subsection, we review the Lax-Wendroff type time discretization method [19] . Consider the one-dimensional scalar conservation laws:
For simplicity, we denoted the cell by I i = [x i−1/2 ,x i+1/2 ], the grid points by x i = (x i−1/2 + x i+1/2 )/2 which are uniformly distributed, spatial step ∆x = x i+1/2 −x i−1/2 and time step by ∆t = t n+1 −t n . Let u n i be the approximation of the point values u(x i ,t n ), and the first three time derivatives of u by u , u , and u . By a temporal Taylor expansion for u(x,t+ ∆t) at t, we obtain:
We can also take a higher order Taylor expansion to get higher order accuracy in time. In this paper, we expand up to third order in time, although the procedure can be naturally extended to any higher order. The first three time derivatives of u will be converted to spatial derivatives by using differentiated versions of PDE (2.1), then the spatial derivatives are discretized by following procedures.
Step 1.1: The first time derivative u = − f x (u) will be discretized by hybrid WENO which will be described in subsection 2.2.
Step 1.2: For the second time derivative u =−( f (u)u ) x , and the third time derivative
will be approximated by conservative central difference formula, respectively. Due to the extra ∆t factor, if we would like to obtain (2r+1)-th order accuracy in spatial discretization, we need only an approximation of order 2r for u , and (2r−1) for u , respectively. In this paper, we consider r = 2, and would like a fourth order central difference formula to approximate u and u at the point (x i ,t n ) as follow:
For u , g i = f (u i )u i , with u i , u i denoted by the point values of u and u at (x i ,t n ), u i which are computed in Step 1.1. For u ,
For system cases, the approximation of the first time derivative u = − f (u) x should be performed in the local characteristic directions to avoid spurious oscillations. See [12] and [18] for details. For the second and higher time derivatives, we convert them to spatial derivatives as before. It is enough to ensure the ENO property by using simple central approximations, and we need neither local characteristic decomposition nor WENO approximation. But we should notice that f (u) is a matrix (the Jacobian) and f (u) is a three-dimensional matrix (tensor), etc.. So it is still very complicated of the code of LaxWendroff time discretizations methods. However, we will see in the next section that the methods would save CPU time for certain problems.
Hybrid WENO reconstruction procedure
The spatial derivative f (u) x at (x i ,t n ) can be approximated by a high order conservative finite difference scheme:
wheref i+ 1 2 are the numerical fluxes. We define an implicit function v as:
then take the derivative of equation (2.6), we have:
If the numerical fluxf i+1/2 is taken to be the (2r+1)th order approximation to
For the purpose of keeping the stability, we need consider the upwind quality of the schemes. We will split flux f (u) into two parts:
Here, a simple Lax-Friedrichs splitting is applied as
in which α is set as max u | f (u)| over the whole range of u. Letf
be the numerical fluxes at x i+1/2 which are (2r+1)th order approximation of v(x) in (2.6) with the positive and negative parts of f (u), respectively, andf i+1/2 is defined asf
Now we describe in detail for the reconstruction procedure off + i+ 1 2 , and the reconstruction procedure off
is mirror symmetric with respect to x i+1/2 of that forf
From the definition of v(x) in (2.6) for f + (u), we have
where v i is the cell average of v(x) on the I i .
Step 2.1: The troubled-cell indicator which will be described in Subsection 2.3 is applied to identify troubled cell, namely the locations of discontinuity of the numerical solution.
Step 2.2: Choose the following big stencil: T = {I i−r ,..., I i+r }, it is easy to obtain the reconstructed polynomial which satisfies
Step 2.2.1: If there is not troubled-cell in stencil T, the final reconstruction of the numerical flux of f + (u) at x = x i+1/2 is directly given byf
), and which is a linear upwind approximation to f + (u).
Step 2.2.2: If there is at least one troubled-cell in stencil T, then the numerical fluxeŝ f + i+1/2 will be reconstructed by 2r+1 order WENO approximation, the detail of 2r+1 order WENO approximation we refer to [12] .
Review of troubled-cell indicators
In this subsection, we review some troubled-cell indicators listed by [15, 20, 28] . Some of these troubled-cell indicators are designed as limiter for DG schemes. We construct a quadratic polynomial for the numerical solution on cell I j at time step t n , which is denoted by u h (x). The quadratic polynomial u h (x) should satisfies the following conditions:
where u n j is still the approximation of the point values u(x j ,t n ). And we obtain:
where
For scalar equations, we use point values of solution to construct u h (x). But for system equations, entropy values are used to construct u h (x). Now we begin to describe the formula of troubled-cell indicators:
1. The average total variation (ATV) indicator [15] . Let 12) where N is the number of cells. 0 < θ < 1 is a constant called the ATV parameter. If θ ·|u n j+1 −u n j | ≥ TV N , cells I j and I j+1 are declared as troubled cells. ATV indicator is based on the average total variation of the numerical solution at every time step. So the choice of θ is important. But it is difficult to chose accurately, because θ is problem-depended.
If the chosen of θ is too large, computational cost will increase unnecessarily; conversely, spurious oscillations will appear.
2. The minmod-based TVB limiter [6] (TVB). Let
and the function m is given by
where the minmod function m is defined as: 15) and M > 0 is the TVB parameter.
If u j (mod) = u j or u j (mod) = u j , cell I j is identified as troubled cell. The value of M is also problem-depended. For scalar equations, M is proportional to the second derivative of the initial data at smooth extremum. But it is difficult to estimate M for system of equations. If the chosen of M is too small, computational cost will increase unnecessarily because many cells are identified as troubled-cells, conversely, there will be some spurious oscillations. 3. A limiter designed by Xu and Shu (XS) [27] . Let
with α j = (u n j −u n j−1 ) 2 +ε and ξ j = (u n j−1 −u n j+1 ) 2 +ε. And u max and u min are the maximum and minimum values of u(x,t) at the time step of t n .
For avoiding denominator becoming zero, we usually take the positive constant ε = 10 −6 . XS indicator is a strong troubled-cell indicator presented in [27] . It is obvious that 0 ≤ φ j ≤ 1 and φ j = O(∆x 2 ) in the smooth regions. In strong discontinuous regions, φ j is close to 1 due to γ j β j . In this paper, we identify the cells I j and I j+1 as troubled cells when φ j > ∆x.
4. The monotonicity-preserving limiter (MP) [25] . Let
where u min
The median function is defined by 20) where m is the minmod function defined by formula (2.15). α and β are the parameters of MP indicator, which are suggested to take α = 2, and β = 4 in [25] . If u
satisfies a symmetric condition, we identify the cell I j as troubled cell. 5. Multi-resolution (MR) indicator [9] . Let
where u j = 1 2 (u j−1 +u j+1 ) is a approximation to u j using the values of u(x) at x j−1 and x j+1 . So d j is the corresponding approximation error satisfies:
MP indicator is based on the multi-resolution analysis of Harten [9] . If |d j | ≥ ε MR ∆x, the cell I j is identified as a troubled cell, where ε MR is the multi-resolution parameter. 6. BDF limiter [2] . Let are different from the first argument of (2.23), we identify I j as the troubled cell.
7. BSB limiter [3] . Let
where u
The BSB limiter is the modified moment limiter designed by Burbeau et al. [3] . If BDF indicator is enacted and u
is different from the first argument of (2.24), we identify I j as the troubled cell.
8. Modifications of MP (MMP) limiter [22] . Let
MMP limiter is a modification of the MP limiter. If φ j = 1, we identify the cells I j as the troubled cell. 9. KXRCF indicator [13] . Let 28) where ∆x is the diameter of the circumscribed circle in the element I j , k is the degree of the polynomial u h approximating to u(x), I n j is the neighbor of I j on the side of ∂I
and the norm is L 1 norm in one-dimension cases and L ∞ norm in two-dimension cases. KXRCF indicator is a shock-detection technique by Krivodonova et al. [13] . If φ j > 1, we identify the cell I j as troubled cell. From the description of troubled-cell indicators, we can find that ATV, TVB, XS, MP and MR indicators with problem depended parameters, but BDF, BSB, MMP and KXRCF indicators are parameter free.
Two-dimensional cases
Consider the two-dimensional scalar conservation laws:
(2.29)
As the one-dimensional cases, we make a temporal Taylor expansion for u(x,t+∆t) at t, and then obtain u(x,y,t+∆t) = u(x,y,t)+∆tu
If we need a third order accurate solution in time, we would like to reconstruct up to the third time derivatives: u , u , u . We again use spatial derivatives to replace time derivatives by the PDE (2.29). Then we apply the finite difference hybrid WENO procedure to approximate the first time derivative
On the other hand, as in the one-dimensional situation, the second order time
can be approximated by simple and suitable orders central differences approximation, again in a dimension-by-dimension fashion. For system cases, we would like to use local characteristic decomposition to reconstruct the first time derivative in which we apply WENO procedure.
Numerical results
In this section, we perform extensive numerical experiments on 1D and 2D Euler equations to present the performances of hybrid WENO schemes with Lax-Wendroff type time discretization using some different troubled-cell indicators and compare them with hybrid WENO schemes with Runge-Kutta time [15] . We denote TVB-1 and TVB-2 by the minmod-based TVB indicator with the TVB parameters M =0.01 and M =10. For chosen of parameter, we take the ATV parameter θ = 0.3 to the shock density wave interaction problem, and take θ = 0.7 to other problems. We take the multi-resolution parameter of MR indicator ε MR = 0.5. In all numerical tests of this paper, the CFL number is 0.5.
One-dimensional case
We first consider one-dimensional Euler equations of gas dynamics with four different initial conditions. At the same time we compare the performance with hybrid WENO-RK schemes. The PDEs are: Table 1 : Lax problem. The total CPU time for N = 100×2 n ,(n = 0,1,··· ,4) cells, the ratios of the total CPU time by hybrid WENO-LW schemes over the same order hybrid WENO-RK scheme using the same indicators. 
where ρ is density, v is velocity, p is pressure and E is energy which can be obtained by equation E = Then we present CPU-L1-error and cell-percentage curves of the two different hybrid schemes with all indicators using 100×2 n (n =0,··· ,4) uniform cells in Figure 2 . The CPU time for the hybrid WENO-LW schemes and hybrid WENO-RK schemes are shown in Table 1 . In order to save space, in this paper we only show the results by fifth order in spatial discretization and third order in time discretization, because the performances of other orders schemes are similar. We can observe that the numerical results for all cases keep sharp transition and mostly free oscillation. But hybrid WENO-LW schemes are more efficient than hybrid WENO-RK schemes even save nearly half of the CPU time. This property is more obvious with mesh refinement. In this case, for hybrid WENO-LW schemes, the best troubled-cell indicators (lead to less CPU time and smaller percentage of reconstruction of fluxes) are ATV, MR ,XS ,TVB and KXRCF indicators. The computational domain is [−5,5], we compute this problem till t = 1.8 with inflow and outflow boundary condition, respectively. We show the performance of hybrid WENO-LW schemes in Figure 3 , and the reference"exact" solution is computed by the 5th-order finite difference WENO scheme [12] using 6400 grid points. Then we present comparison of hybrid WENO-LW schemes with the two different time discretization on CPU-L1-error and cell-percentage curves of all indicators using 100×2 n (n = 0,··· ,4) uniform cells in Figure 4 . Table 2 presents the CPU time comparison among hybrid WENO-LW schemes with hybrid WENO-RK schemes, and we can observe that TVB, MR and KXRCF indicators perform better than others. Example 3.3. The blast wave interaction problem. The initial condition is Table 2 : Shock density wave problem. The total CPU time for N =100×2 n (n=0,1,··· ,4)cells, the ratios of the total CPU time by hybrid WENO-LW schemes over the same order hybrid WENO-RK scheme using the same indicators. Table 3 : Blast wave problem. The total CPU time for N = 100×2 n (n = 0,1,··· ,4)cells, the ratios of the total CPU time by hybrid WENO5-LW3 schemes over the same order hybrid WENO-RK scheme using the same indicators. 
The computational domain is [0,1], and we compute this problem till t = 0.038. A reflective boundary condition is applied at both ends [10, 26] .
For blast wave problem, we present performances of hybrid WENO-LW schemes in Figure 5 and comparison on CPU-L1-error and cell-percentage curves of all indicators using 100×2 n (n = 0,··· ,4) uniform cells in Figure 6 . Comparison on CPU time among hybrid WENO-LW schemes with hybrid WENO-RK schemes is given in Table 3 . During experiences above, we can observe that ATV, TVB, MR and KXRCF are the best indicators. 
Two-dimensional case
We have observed that ATV, TVB, MR and KXRCF indicators perform better than other troubled-cell indicators for hybrid WENO-LW schemes in one-dimensional cases. Now we consider hybrid WENO-LW schemes with the above indicators for 2D Euler equations of gas dynamics with two different initial conditions. The PDEs are:
(3.5) In Table 4 we present the CPU time and the percentages of reconstruction of fluxes by WENO approximation by the two hybrid schemes with the ATV, TVB-2, MR and KXRCF indicators. It is easy to observe that the hybrid WENO-LW schemes cost about 60% CPU time of pure WENO-LW scheme. The hybrid WENO-LW scheme is nealy similar to hybrid WENO-RK scheme for the percentages of reconstruction of fluxes by WENO ap- proximation, but cost less time. And the percentages are all less than 10% with the four indicators. The smaller percentage of reconstruction of fluxes by WENO approximation is presented with the finer meshes as we expect. This problem is also originally from [26] . The wind tunnel is 1 length unit wide and 3 length units long. The step is 0.2 length units high and is located 0.6 length units from the left-hand end of the tunnel. The problem is initialized by a right-going Mach 3 flow. Reflective boundary conditions are applied along the wall of the tunnel and in/out flow boundary conditions are applied at the entrance/exit. The corner of the step is a singular point and we treat it the same way as in [26] , which is based on the assumption of a nearly steady flow in the region near the corner. We compute the solution up to t = 4.
For forward step reflection problem, numerical results of hybrid WENO-LW schemes Table 5 indicates that hybrid WENO-LW schemes are more efficient than hybrid WENO-RK schemes, but save less time compared with pure WENO schemes because of more percentages of reconstruction of fluxes by WENO approximation.
Concluding remarks
In this paper, we have investigated the hybrid WENO finite difference scheme with Lax-Wendroff type time discretization using some different troubled-cell indicators, then compared them with hybrid WENO-RK finite difference schemes. Extensive one-dimensional simulations on the hyperbolic systems of Euler equations indicate that although some indicators pick less troubled-cell like XS, but they take more computerized time because of complex code. In summary ATV, TVB-2, MR and KXRCF indicators are better than other indicators. We then apply these four indicators to two-dimensional Euler equations. All of numerical results suggest that hybrid WENO-LW scheme with these "best" indicators are more efficient than hybrid WENO-RK schemes. And the best indicators are MR and KXRCF indicators. These approach can also be applied to the finite volume schemes. And the implementation of this method for structured curved meshes and three-dimensional problems are ongoing.
