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Abstract 
The problem of finding correspondences is considered in the article. The main objective of this method is to reduce the number 
of false matches by using structural performance. The relevance of the problem is proven. The review of existing methods of 
finding correspondences is provided. The method presented is finding correspondences based on combined use of graphs and 
descriptors. Scott and Longuet-Higgins algorithm is used in the first stage. We construct a graph the vertices of which are the 
features on the two images. Singular value decomposition of the graph matrix is performed. The correspondences based on the 
descriptor are used. An example of the algorithm is shown. Test images are researched. A comparison of the algorithm with the 
RANSAC is carried out.  The proposed approach allows excluding a significant portion of false correspondences found using the 
existing descriptors. The algorithm has high speed. 
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1. Introduction  
The problem of finding correspondences in images is the most important in computer vision. Finding 
correspondences is used in pattern recognition [1], tracking the movement of objects [2], reconstruction of three-
dimensional scenes[3-5]. The success of finding and comparing features depends on timing differences of shooting, 
shooting angles, the characteristics of a sensor. In addition, significant restrictions are imposed not only by shooting 
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parameters, but geometric and physical characteristics of the scene: the location of a light source and the elements of 
the scene, reflecting and diffusing capacities of surfaces. In the development of methods of finding correspondences 
the following indexes should be obtained: full automation process; resistance to noise, overlaps, optical effects; high 
speed processing, the invariance to affine transformations; the possibility of processing of images with different 
photometric characteristics, scale, etc. 
The proposed approach suggests using the information on relative location of points on stereo images with the 
help of graphs to improve the accuracy of comparisons. Thus, there is no comparison of separate points, and 
structures represented in the form of graphs.  
2. The review of the existing methods used to find correspondences 
To find correspondences in images, detectors and descriptors are used. The detector is a method of finding the 
characteristics of an image. Feature detectors used in computer vision can be divided into three main categories [5, 
6]: 
x edge detectors: Roberts [7], Prewitt [8], Sobel [9], Hough Transform [10], Canny [11]; 
x corner detectors: Harris [12], SUSAN [13], FAST [14], AGAST [15], STAR [16]; 
x blob detectors: MSER [17], SIFT [18], SURF [19]. 
The descriptor is a method that identifies and compares the characteristics of image features. The most famous 
descriptors are: SIFT [18], SURF [19], DAISY [20], ORB [21], BRIEF [22], BRISK [23], HoG [24]. The drawback 
of the existing approaches is that it is necessary to compare some separate features in two images, which leads to 
errors when finding correspondences. 
The use of computer vision is limited by sound and optical effects, the textured background, mutual overlapping 
of objects. An important objective when using descriptors is to reduce the number of false correspondences. One 
approach to reduce the error of the first type is to use RANSAC method (RANdom SAmple Consensus) [5]. In this 
case, based on the detected features, there is a transformation in which the number of superposed points reaches its 
maximum. It should be noted that RANSAC method results often depend on particular implementation features. 
To increase the reliability it is proposed to use structured information in the form of graphs. The advantage of 
structural methods is that they give an opportunity to analyze a big set of elements on the basis of a small quantity of 
simple components and rules of forming the graphic model. Also structural methods allow to describe the 
characteristics of the object excluding its reference to another class that increases the reliability of the recognition. 
Scott and  Longuet-Higgins used graphs to find the corresponding [25]. Our method of finding correspondences 
based on the combined use of graphs and descriptors.  
3. The algorithm for finding correspondences based on approximate comparison graphs 
To avoid false correspondences a singular matrix layout is used [25]. Suppose there are two sets of 
correspondences ^ `m,,i|fS i 111    and ^ `m,,j|fS j 122    derived from images 1I and 2I . To represent the 
graph based on the characteristics, matrix of distances G is constructed (1):  
2
22
rij
ı
ijG e

 ,  (1) 
where, jiij ffr 21   – the distance between features if1  and jf2 ; ı  – coefficient, regulating the degree of 
interaction between the features.  
The values of the matrix elements are in the range from 0 to 1. 
It is proposed to describe the degree of correspondence by using coefficient K . If a correspondence, based on a 
descriptor, is found, in this case K  = 1, otherwise K  = 0. 
In this case the algorithm for finding correspondences takes a look.  
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Step 1.The construction of matrix of distances G . 
Step 2.The performance of a singular matrix decomposition: TDUG  , where, D – an eigenvalues matrix; T , 
U  – eigenvector matrix. 
Step 3: The calculation of the correspondence matrix by replacing matrix D with identity matrix E : TEUP  . 
Step 4. The calculation of matrix ijijij PKM  , where K  - a coefficient matrix, determining the correspondence 
between i  and j features of the first and the second images. For matrix M  values the threshold 10  z  is set. If 
value zM ij  , then the correspondence, found on the basis of the descriptor used, is excluded from consideration. In 
this case, matrix L  value of  0 is recorded.
Step 5. A binary matrix formation. The idea is to get matrix L through matrix M  in which the values equal to 1 
indicate the presence of correlations between features if1 and jf2 . If a current matrix M  element is the maximum 
element in the line and the column, value 1 is written into binary matrix L  , otherwise value 0 is written. If the value 
of the element of matrix L  is equal to zero, the correspondence between the features do not exist. If the value of the 
element of matrix L  is equal to one, there is a correspondence between features with the index equal to the number 
of lines and columns. 
4. An example of the algorithm 
An example of finding false matches is shown below. The correspondence between the images found using an 
algorithm SURF (Fig. 1). 
 
Fig. 1. An example of finding of false matches is shown.  
The marking of the vertices as follows (Fig. 2): 196) (256,11  f , 151) (292,12  f , 147) (264,13  f , 
98) (235,14  f , 169) (469,21  f , 152) (444,22  f , 131) (477,23  f , 99) (431,24  f . 
 
 
Fig. 2. The marking of the vertices. 
The coefficient matrix is of the form (2). The line number indicates the number of features of the first image and 
the column number - is the number features of the second image. 
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The coefficient is approximately equal to half the distance between the most distant  features d  in images.  For 
ı  values which are few times smaller than distance, the elements of matrix ijG tend to zero, which makes the 
comparison difficult. At ı values which are a few times greater than distance  d , the elements of the matrix tend to 
unity, which also leads to erroneous results. The coefficient ı  in the example is equal to 100.  
The matrix correspondence has the form (3): 
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We obtain the matrix ijijij PKM   (4): 
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All the entries that are less than 0.6 is considered equal to 0. Thus, we obtain the following correspondences: 2-1, 
3-2, 4-4. This is true. The binary matrix has the form (3): 
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5. The study of the developed algorithm 
Studies were conducted on 30 stereo pairs of satellite images. At the initial stage correspondences were found on 
the basis of SURF method (Fig. 3). 
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Fig.3. Finding false correspondences by using the developed algorithm (false correspondences are highlighted by dark dashed lines) 
When choosing a threshold it was established that with z  decrease, the number of false correspondences 
increases, and vice versa. During the experiments it was found that at a threshold of 0.6, almost 90% of false 
correspondences are eliminated (Fig. 4). 
  
 
Fig.4. Graph representing the dependence of the number of false correspondences on selected threshold z. 
A comparison of the algorithm with the RANSAC was carried out.  The complexity of RANSAC
)))11()((( 22 nk/log/plogO  , p  – the probability of error, n  – the number of features found,  k  – the number of 
possible correspondences for each feature. The developed algorithm has complexity )(mO , m  - the number of 
matches. 
6. Conclusion 
We developed the algorithm for finding correspondences using the approximate comparison graphs. We 
suggested the model of an image description using the features incorporated into the graph. The proposed approach 
allows us to exclude a significant portion of false correspondences, found using the existing descriptors. The 
algorithm has high speed. It may be used any descriptors in the implementation of the algorithm. The algorithm can 
be used in three-dimensional reconstruction tasks, determining the position and orientation of objects, image 
recognition, etc. 
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