Abstract-Given a set D of input sequences, a genealogy for D can be constructed backward in time using such evolutionary events as mutation, coalescent, and recombination. An ancestral configuration (AC) can be regarded as the multiset of all sequences present at a particular point in time in a possible genealogy for D. The complexity of computing the likelihood of observing D depends heavily on the total number of distinct ACs of D and, therefore, it is of interest to estimate that number. For D consisting of binary sequences of finite length, we consider the problem of enumerating exactly all distinct ACs. We assume that the root sequence type is known and that the mutation process is governed by the infinite-sites model. When there is no recombination, we construct a general method of obtaining closed-form formulas for the total number of ACs. The enumeration problem becomes much more complicated when recombination is involved. In that case, we devise a method of enumeration based on counting contingency tables and construct a dynamic programming algorithm for the approach. Last, we describe a method of counting the number of ACs that can appear in genealogies with less than or equal to a given number R of recombinations. Of particular interest is the case in which R is close to the minimum number of recombinations for D.
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INTRODUCTION
O NE of the standard problems in mathematical population genetics is to compute the likelihood P ðDÞ of observing a given data set D under the assumed model of evolution. The likelihood P ðDÞ can be defined as a formal sum over all possible genealogies consistent with D. A genealogy, in turn, can be viewed as a sequence of Markov states and the likelihood P ðDÞ can be determined, in principle, by summing products of transition probabilities over all possible sequences of states in a Markov chain with given initial and final states. There are recursion relations for computing P ðDÞ exactly [1] , [2] , [15] , but that approach quickly becomes infeasible as data size grows and one must then resort to Monte Carlo methods [3] , [5] , [6] , [7] , [11] , [12] , [16] . Given a set D of input sequences, a genealogy for D can be constructed backward in time using such evolutionary events as mutation, coalescent, and recombination. An ancestral configuration (AC) can be regarded as the multiset of all sequences present at a particular point in time in a possible genealogy for D. For both deterministic and stochastic approaches, the efficiency of a method of computing P ðDÞ depends heavily on the total number of distinct ACs of D.
In this paper, we address the problem of enumerating all distinct ACs for a given data set D, consisting of binary sequences of finite length. That is, we are interested in computing the total number of distinct ACs in all possible genealogies that could have generated D. If an AC appears in two or more different genealogies, it is counted only once. We consider both the classic coalescent [9] , [10] , in which recombination is absent, and its extension, where recombination is allowed. When a mutation event occurs in a genealogy, then it always leads to a new AC in the genealogy, but a coalescent or a recombination event may lead to an AC that has already been encountered in the genealogy.
In the absence of recombination, genealogies can be represented by time-ordered binary trees, whereas a case with recombination requires a more complicated graphical representation, called the ancestral recombination graph (ARG) [5] . It is well known that the coalescent with recombination is considerably more difficult to study than the classic coalescent. One obvious reason for that contrast is that there are many more inequivalent ARGs than trees. As many computations of interest-computing P ðDÞ, for example-involve studying a set of genealogies consistent with the observed data, perhaps it is not so surprising that including recombination in the model of evolution poses many challenges. One of our goals here is to illustrate more precisely why recombination is difficult to study by comparing the total number of ACs when there is recombination with that when it is absent. It has been known to many, if not most, people in population genetics that there can be many more ACs when there is recombination than when it is absent, but we are not aware of any work that tried to examine exactly by how much.
As mentioned above, when there are many ACs, solving recursion relations to compute P ðDÞ exactly is often infeasible. In such a case, we are interested in asking whether it would be possible to approximate the true recursion by a "collapsed" recursion in which ACs are lumped together such that we just need to consider transitions, with appropriately defined probability, between lumped ACs to estimate P ðDÞ. We show in this paper that this idea of lumping ACs works at least in the context of our enumeration problem. What we achieve here can be viewed as a small step toward meeting our desired goal.
In our work, we assume the infinite sites model of mutation, which means that there can be at most one mutation per site. Hence, the input data can be regarded as defining a set of binary sequences. For ease of discussion, we assume that the root sequence is known and use 0 to denote the ancestral type at the root and 1 to denote a mutant type. We remark that the techniques described in this paper can be generalized to the root-unknown case. When there is no recombination, we construct a general method of obtaining closed-form formulas for the total number of ACs; these formulas are polynomials in the multiplicity of distinct sequences in D. We have implemented this method in Mathematica and the program is called aceTrees (short for "ancestral configuration enumeration for trees"). As expected, the enumeration problem becomes much more complicated when recombination is involved. In that case, we discuss a method based on counting nonnegative integer valued tables with fixed row and column sums, commonly known as contingency tables. For two sites, we show how a closed-form formula can be obtained. For an arbitrary number of sites, we construct a dynamic programming algorithm for counting ACs. We have implemented this algorithm in C++; the software is called aceARGs (short for "ancestral configuration enumeration for ARGs"). Last, we discuss a method of counting the number of ACs that can appear in ARGs with less than or equal to a given number R of recombinations. Of particular interest is the case in which R is (or is close to) the minimum number of recombinations for D. We have implemented this algorithm in C; the software is called greven. This method interpolates between the case where there is no recombination and the case where an arbitrary number of recombinations are allowed. As it should, greven agrees with aceTrees and aceARGs in those two respective limits. As a further check, we have made alternative, independent implementations of all three programs in Python. All our programs implementing the methods discussed in this paper are available upon request.
The organization of this paper is as follows: In Section 2, we consider the problem of enumerating ACs when there is no recombination, in which case, genealogies can be represented by coalescent trees. Mitochondria data from [17] are considered there as an example. By counting the total number of ACs, we illustrate why an exact computation of the likelihood is difficult for that data. The aforementioned method of counting ACs in unconstrained recombination graphs is discussed in Section 3. We compare the number of ACs in coalescent trees with that in ARGs and highlight their differences. In Section 4, we consider enumerating ACs that can appear in ARGs with at most R recombinations. We conclude in Section 5 with some general remarks on our work.
ANCESTRAL CONFIGURATIONS IN COALESCENT TREES
In this section, we focus on the case in which the evolution under the infinite-sites model can be represented by a tree.
A given data set D is compatible with a tree if it passes the three gamete test: For every pair of sites, not all of the allele types 01, 10, and 11 appear in the data. If the three gamete test is passed, then there exists a unique perfect phylogeny for D [4] , [8] , with at most one mutation per site, but it is important to note that, in general, there are many coalescent trees consistent with . (Recall that, unlike coalescent trees, a perfect phylogeny may be nonbinary and that relative time ordering of two of its interior vertices is not defined if one vertex is not a descendant of the other.)
Definition of an Ancestral Configuration
In our algorithm for counting ACs, we partition the information contained in a configuration into two parts, one encoding sequence types and the other their multiplicity. We use x x 1 ; . . . ; x x d to denote d distinct finite binary sequences (allele types) x x i of some fixed length-for example, x x 1 ¼ 0100; x x 2 ¼ 0010, and x x 3 ¼ 1100, with d being 3. We define T ¼ ðx x 1 ; . . . ; x x d Þ and n n ¼ ðn 1 ; . . . n d Þ, where n i > 0, for all i 2 f1; . . . ; dg, denote their multiplicity. We say that ðT ; n nÞ and ðT 0 ; n n 0 Þ are equivalent, denoted ðT ; n nÞ $ ðT 0 ; n n 0 Þ, if there exists a permutation 2 S d such that ðT ; n n Þ ¼ ðT 0 ; n n 0 Þ, where T ¼ ðx x ð1Þ ; . . . ; x x ðdÞ Þ and n n ¼ ðn ð1Þ ; . . . ; n ðdÞ Þ. By a configuration, we mean an equivalence class ½T ; n n 2 fðT ; n nÞg= $ .
As we describe presently, every coalescent tree defines a sequence of configurations. Consider a data set D ¼ ½T ; n n, where T ¼ ðx x 1 ; . . . ; x x d Þ and n n ¼ ðn 1 ; . . . ; n d Þ. A configuration is said to be ancestral to D if it "appears" in at least one possible coalescent tree that derives D. (Note that D is ancestral to itself according to this definition.) Let us illustrate this definition through a specific example. Consider the simple example D ¼ ½ð1; 0Þ; ð2; 2Þ, consisting of four binary sequences of length one. There are several coalescent trees that can give rise to D under the infinitesites model of mutation. Three of them are shown in Fig. 1 . A cross section, corresponding to a particular time slice, of a coalescent tree defines an AC. Going backward in time, configuration changes whenever either a mutation or a coalescent event occurs. For D ¼ ½ð1; 0Þ; ð2; 2Þ, the seven configurations shown in Fig. 1 form a complete set of configurations ancestral to D, i.e., any configuration appearing in a coalescent tree for D must be one of the seven configurations. The corresponding Markov chain transition graph C D , where vertices correspond to the ACs for D and edges correspond to allowed transitions, is as shown in Fig. 2 . This graph shows that the sequence of ACs arising in any coalescent tree for D must be one of the following:
In general, every coalescent tree compatible with any given data set D starts in the configuration corresponding to D and ends in the configuration consisting of a single all-zero sequence (corresponding to the most recent common ancestor).
Let P i;j denote some appropriately defined transition probability corresponding to the transition i ! j . Then, the probability of the sequence i1 ! i2 ! . . . ! ik can be defined as P i 1 ;i 2 P i 2 ;i 3 Á Á Á P i kÀ1 ;i k . In [1] , Ethier and Griffiths showed that the probability of observing D can be obtained by summing such probabilities over all possible sequences of ACs. In the example D ¼ ½ð1; 0Þ; ð2; 2Þ considered above, P ðDÞ ¼ P 1;2 P 2;4 P 4;6 P 6;7 þ P 1;2 P 2;5 P 5;6 P 6;7 þ P 1;3 P 3;5 P 5;6 P 6;7 :
Ethier and Griffiths [1] formulated a recursion for evaluating P ðDÞ. In general, computing P ðDÞ exactly using the recursion becomes infeasible when sample size is large and one must then resort to Monte Carlo methods (see [6] , [7] ).
In what follows, we develop a method of counting exactly the total number of inequivalent ACs of an arbitrary data set D. This kind of enumeration should prove useful for studying when exact computation of P ðDÞ becomes infeasible.
Enumeration of ACs: A General Solution
We now describe a general, efficient method of obtaining closed-form formulas for the total number of inequivalent ACs. The actual ACs themselves can easily be extracted from our method.
Notation
For ease of discussion, we first introduce some useful notation. We use 1 k to denote a k-tuple of 1s, and e e i to denote a vector with a 1 at the ith entry and 0s elsewhere; the length of e e i will be clear from the context of its usage. For n n ¼ ðn 1 ; . . . ; n k Þ, define ðn nÞ :¼ Q k i¼1 n i . Let D i denote a deletion operator which, when acting on a vector of length k ! i, deletes the ith entry of the vector, thus changing its length to k À 1. Let R i;z denote a replacement operator which replaces the ith entry of a vector with z. Let T ¼ ðy y 1 ; . . . ; y y k Þ and ¼ ð 1 ; . . . ; k Þ. As usual, y y 1 ; . . . ; y y k are k distinct binary sequences. In T , a site is called a singlet if there is exactly one allele type y y i 2 fy y 1 ; . . . ; y y k g with value 1 at that site. Here note that i need not be 1. In T ¼ ð100; 101; 010Þ, for example, sites two and three are singlets. Let a be a singlet site and y y i the unique allele type with a 1 at that site. With y y a i denoting the allele type obtained from y y i after the 1 at site a mutates to a 0, define M a ðT ; Þ as 
&
Since a singlet site a uniquely determines i, we omit i in writing M a ðT ; Þ. In the example T ¼ ð100; 101; 010Þ considered above, the unique allele type associated with a ¼ 2 is y y 3 , and y y 2 3 ¼ ð000Þ is not in fy y 1 ; y y 2 ; y y 3 g. For a ¼ 3, the associated unique allele type is y y 2 and y y 3 2 ¼ ð100Þ, which is equal to y y 1 . Hence, M 2 ðT ; Þ ¼ ðð100; 101; 000Þ; ð 1 ; 2 ; 1ÞÞ and M 3 ðT ; Þ ¼ ðð100; 010Þ; ð 1 þ 1; 3 ÞÞ.
Coalescent and Mutation Events
Consider a data set D ¼ ½T ; n n. The multiplicity n i of an allele type x x i decreases by exactly one when two sequences of that allele type coalesce. The number of ACs with allele types T is therefore equal to ðn nÞ, which is equal to 1 (for ½T ; n n itself) plus the number of configurations that can be reached from ½T ; n n via coalescent events only. When every allele type has coalesced completely, we end up with the configuration ½T ; 1 d .
In T ¼ ðx x 1 ; . . . ; x x d Þ, suppose that x x i is the only allele type with a 1 at site a. Consider a configuration ½T ; m m with m i ¼ 1, reached by some coalescent events starting from ½T ; n n. Now, a mutation event can occur to change the character of x x i at site a from 1 to 0, making ½T ; m m jump to a different configuration ½T 0 ; m m 0 , where T 0 6 ¼ T . Let x x a i denote the allele type obtained after such a mutation event. There are two possible cases. First, if x x a i is equal to one of the alleles in T , say x x j , then the configuration after the mutation event is ½D i ðT Þ; D i ðm m þ e e j Þ. Note that the multiplicity of x x j has increased by one. How many configurations are there with allele types D i ðT Þ? For k 6 ¼ i and k 6 ¼ j, the multiplicity of x x k can be any integer between n k and 1; independently of the mutation event, coalescent events within allele type x x k can reduce the multiplicity from n k to 1. Further, since the multiplicity of x x j increases by 1 after the mutation event, it can range from n j þ 1 to 1. Hence, the total number of possible ACs with allele types D i ðT Þ is ðD i ðn n þ e e j ÞÞ. 
A Graph Construction Algorithm
Our method of counting ACs is to deal with coalescent events for each allele type configuration T combinatorially and find all possible allele type configurations using a simple graph construction algorithm. More precisely, the general idea goes as follows: For a given input data set D, suppose that there are ACs with T as allele type configuration. If the maximum multiplicity of T over all such ACs is , then, as discussed above, a simple coalescent argument shows that the total number of ACs with allele type configuration T is ð Þ. Hence, if we know all possible allele type configurations T 1 ; T 2 ; . . . ; T p and their maximum multiplicity 1 ; 2 ; . . . ; p , respectively, then we can easily determine the total number of ACs of D by summing over ð j Þ. Our graph construction algorithm below finds such T 1 ; T 2 ; . . . ; T p and 1 ; 2 ; . . . ; p . We wish to construct a directed graph G D , where a vertex v j is labeled by ðT j ; n n j Þ, to be determined by the following iterative procedure:
1. Given a data set D ¼ ½T ; n n, let G D initially be a graph with no edges and with v 1 ¼ ðT ; n nÞ as its only vertex. Here, ðT ; n nÞ is an arbitrary representative of the equivalence class ½T ; n n. 2. Let V 0 denote the set of all vertices in G D with outdegree zero. For all v j ¼ ðT j ; n n j Þ 2 V 0 , determine the set S vj of singlet sites (defined above) in T j . 3. If S vj ¼ ; for all v j ¼ ðT j ; n n j Þ 2 V 0 , terminate the procedure. Otherwise, arbitrarily order V 0 and sequentially carry out the following steps for v j satisfying S v j 6 ¼ ;:
The graph G D compactly encodes all possible ACs. In a vertex v j ¼ ðT j ; n n j Þ 2 G D , T j captures the set of distinct binary strings, whereas n n j determines the range of possible multiplicity of the strings, i.e., if there are r distinct binary sequences in T j , then the multiplicity can be anything between n n j and 1 r . Further, it is straightforward to show that if v j and v k are two distinct vertices in G D , then T j 6 ¼ T k . The total number ðDÞ of configurations ancestral to D is therefore given by Remark. We have an independent program, to be discussed later, that can exhaustively search through evolutionary histories to compute the number of ACs. That program can be used to analyze small sample sizes (usually less than 30 sequences). We have checked that it produces the same answers as does our combinatorial method described above.
A Toy Example
Consider the data set D ¼ ½ð100; 110; 001Þ; ðn 1 ; n 2 ; n 3 Þ, where n 1 , n 2 , and n 3 are some arbitrary positive integers. Applying the algorithm from Section 2.2 leads to the graph G D illustrated in Fig. 3 . From (1), the total number of configurations ancestral to D is thus given by
Mitochondria DNA Data
We now consider the data set from Ward et al. [17] , which consists of sequences from the control region of mitochondria DNA (mtDNA), sampled from 63 individuals in a single Amerindian tribe. There are 18 segregating sites in the data, shown in Table 1 .
Computing the likelihood of observing a given data set is important-for example, for parameter estimation-but, as mentioned in Section 2.1, doing it exactly is infeasible when the sample size is large. The same mtDNA data set was considered by Griffiths and Tavaré [6] , who developed a Markov chain Monte Carlo method to analyze the data. Our goal here is to compute the total number of inequivalent ACs of the data, thus illustrating why computing the likelihood exactly using recursions is difficult.
Let T ¼ ðx x 1 ; . . . ; x x 14 Þ denote the 14 distinct haplotypes shown in Table 1 , with x x i being the ith row. Applying our algorithm from Section 2.2 to D ¼ ½T ; ðn 1 ; . . . ; n 14 Þ generates a directed graph G D with 12; 896 vertices and one can easily obtain a closed-form formula, which is too long to write down here, for the total number ðDÞ of A Cs . F o r n n ¼ ð1; 1; . . . ; 1Þ, ðDÞ ¼ 128; 640. For n n ¼ ð2; 2; 1; 3; 19; 1; 1; 1; 4; 8; 5; 4; 3; 1Þ, which is the multiplicity of the actual data, ðDÞ ¼ 413; 243; 616. 
ANCESTRAL CONFIGURATIONS IN UNCONSTRAINED ARGS
In this section, we turn to enumerating ancestral configurations in unconstrained ancestral recombination graphs (ARGs) [5] . This case is much more complicated than the classic coalescent case and, in general, it is difficult to obtain closed-form formulas for the number of ACs. Below, we translate the problem of counting ACs into counting contingency tables and provide a dynamic programming algorithm.
Definition of an AC in ARGs
In the absence of recombination, if the input data D contains n sequences, then any configuration ancestral to D contains at most n sequences. This is no longer true when recombinations are allowed. Going backward in time, when a recombination event is encountered, the lineage of a sequence breaks up into two parts, distributing its ancestral material to two different sequences which carry additional nonancestral material (denoted by "Ã"s). This concept is illustrated in Fig. 4 , where possible coalescent events are also described. To simplify things, we assume that recombination breakpoints occur at the midpoints of consecutive sites in D. Hence, if D consists of some segregating sites in a region X, the distribution of ancestral material between two consecutive segregating sites i and i þ 1 in X is completely determined by the configuration at sites i and i þ 1.
Of particular interest is a class of ARGs in which, for any recombination event, both the prefix and the suffix involved in a recombination event contain some ancestral material. Such a class of ARGs was the main focus of [5] and we also limit our attention to such ARGs in this paper. Hence, for our purpose, a sequence appearing in an ARG is generally a string over f0; 1; Ãg, but the all-Ã string is not allowed. As before, 0 denotes the ancestral type at the root and 1 denotes a mutant type. A configuration is defined as in Section 2.1, except that now strings are defined over f0; 1; Ãg. To every ARG, there corresponds a sequence of configurations which can be viewed as generating the ARG backward in time. Given a data set D, a configuration is said to be ancestral to D if it appears in at least one possible sequence of configurations that corresponds to some ARG consistent with D. Shown in Fig. 5 is a sequence of ACs and its corresponding ARG. It is important to note that there are many-in fact, infinitely many-distinct ARGs that can derive the same initial data and that the total number of ACs can be immensely large. This is the main point that we wish to illustrate in this paper. For the simple example D ¼ ½ð10; 11; 01Þ; ð1; 1; 2Þ considered in Fig. 5 , there are only 220 ACs in total. We shall soon see that, as the number of sites and the number of sequences increase, the total number of ACs grows extremely fast.
A Warm-Up Example
Before we plunge into the core of our enumeration work, let us consider a simple example for which it is not too difficult to obtain a complete set of ACs by hand. The reader not too familiar with the ARG is recommended to go through this example. Consider the initial data D ¼ ½ð00; 11Þ; ð1; 1Þ.
If recombinations are not allowed, then it is clear that there are only five ACs, namely, ½ð00; 11Þ; ð1; 1Þ, ½ð00; 01Þ; ð1; 1Þ, ½ð00; 10Þ; ð1; 1Þ, ½ð00Þ; ð2Þ, and ½ð00Þ; ð1Þ. In the presence of recombination, there are 30 ACs, shown in Fig. 6 . These ACs can be generated iteratively by asking what happens to a given AC under a mutation, a coalescent, or a recombination event; note that some of these events may not be possible, depending on the AC. On the right-hand side of contains directed cycles. AC 1 is the initial configuration and AC 21 is called the grand common ancestor. To any ARG with the grand common ancestor as the root, there corresponds a unique path from AC 1 to AC 21. 
Important Observations
We now highlight a couple of important facts. First, the set of ACs does not depend on the order of 0s and 1s within a site when arbitrary number of recombinations are allowed. For instance, ½ð01; 10Þ; ð1; 1Þ has the same set of ACs as the example ½ð00; 11Þ; ð1; 1Þ considered in Section 3.2 (see Fig. 6 ). This fact can easily be explained as follows: Let D and D 0 be two data sets of the same size such that the ith site of D is equal to the ith site of D 0 up to some rearrangement of elements within the site. Then, D can be 
Main Idea: Counting Restricted Contingency Tables
Here we describe our method of counting ACs. Intuitively, our approach is to construct ACs moving along the sites, say from left to right. Given that we have constructed ACs for the first k À 1 sites, we construct ACs for the first k sites by appending additional material (i.e., 0, 1, or Ã) to the right. We iterate this procedure until the last site is processed. As we describe below, this procedure of extending ACs can be translated into constructing contingency tables, where column sums are partially determined by the multiplicity of the strings in the AC that are being extended (i.e., an AC for the first k À 1 sites) and row sums are partially determined by the allowed numbers of 0s and 1s at site k (c.f., Section 3.3).
Extending an AC
Suppose that is an AC for the first k À 1 sites. Further suppose that contains d distinct strings, with multiplicity c 1 ; c 2 ; . . . ; c d satisfying
Since is an AC for the first k À 1 sites, it does not contain any all-Ã string of length k À 1. However, a string s in an AC for the first k sites may contain the all-Ã string of length k À 1 as its prefix if the character at the kth site of s is either 0 or 1, but not Ã. For illustration, consider D ¼ ½ð0001; 0000; 1101; 1110Þ; ð1; 1; 1; 1Þ. An AC for the first two sites is shown in Fig. 7a , where we simply list strings to represent the AC. It has c ¼ 4 and the multiplicity of "00" is 2, while every other sequence type has multiplicity 1. In any AC for the first two sites, the string "Ã Ã " is not allowed, but "Ã Ã 0" or "Ã Ã 1" may appear in an AC for the first three sites. Shown in Fig. 7b, Fig. 7c, and Fig. 7d are three examples of ACs for the first three sites; they each contain "Ã Ã 0". The all-Ã string "Ã Ã Ã" is not allowed in any AC for the first three sites.
In an AC for the first k sites, how many 0s and 1s can be present at site k? We have already answered that question in Section 3.3, i.e., the number r 0 of 0s and the number r 1 of 1s satisfy ðr 0 ; r 1 Þ 2 Iðn k 0 ; n k 1 Þ, where n k 0 and n k 1 , respectively, denote the number of 0s and 1s at site k in the input data D. How about the number r Ã of Ãs at site k? Since an all-Ã string of length k is not allowed, r Ã is bounded from above, while the minimum value of r Ã is determined by the total number of strings in and the number of non-Ã characters at site k. A moment's thought leads to the conclusion that maxðc À r 0 À r 1 ; 0Þ r Ã c. Similarly, the number c Ã of all-Ã prefixes of length k À 1 satisfies maxðr 0 þ r 1 À c; 0Þ c Ã r 0 þ r 1 . Note that c Ã and r Ã must satisfy c þ c Ã ¼ r 0 þ r 1 þ r Ã for consistency. In Fig. 7b, Fig. 7c, and Fig. 7d , the ACs shown have ðr 0 ; r 1 Þ ¼ ð4; 0Þ 2 Ið3; 1Þ and r Ã ¼ 1 at site three, and each AC has exactly one sequence containing "Ã Ã " as a prefix of length 2 (i.e., c Ã ¼ 1). As required, c þ c Ã ¼ r 0 þ r 1 þ r Ã .
Restricted Contingency Tables
As above, let be an AC for the first k À 1 sites containing d distinct strings. The pairing of a character at site k with a length-ðk À 1Þ string in or a length-ðk À 1Þ all-Ã string can be concisely summarized by a table of the following form:
For j ¼ 1; . . . ; d, a particular entry A i;j corresponds to the multiplicity of a length-k string obtained from appending character i to the right of a length-ðk À 1Þ string of type j in , whereas A i;Ã corresponds to the multiplicity of a length-k string obtained from appending character i to the right of an all-Ã string of length k À 1. To avoid generating an all-Ã string of length k, we impose the condition A Ã;Ã ¼ 0. A column sum c j , for j ¼ 1; . . . ; d, is given by the multiplicity of string type j in and row sums r 0 and r 1 , respectively, denoting the number of 0s and 1s at site k in the corresponding new AC, satisfy ðr 0 ; r 1 Þ 2 Iðn 
maxðc À r 0 À r 1 ; 0Þ r Ã c; maxðr 0 þ r 1 À c; 0Þ c Ã r 0 þ r 1 ;
The number of nonzero entries in the above contingency table gives the number of distinct length-k strings in the corresponding new AC. In the next iteration, nonzero A i;j will appear as possible column sums when constructing contingency tables for site k þ 1.
Returning to our example, contingency tables corresponding to the ACs discussed before are shown in Fig. 7b, Fig. 7c , and Fig. 7d . In Fig. 7b , all strings in the AC are distinct and the corresponding contingency table contains only 1s as nonzero entries. In Fig. 7c and Fig. 7d , the string 000 has multiplicity 2 and the entry A 0;1 , which corresponds to the multiplicity of the length-3 string obtained from appending 0 to the right of 00, is 2. In summary, there is a one-to-one correspondence between the nonnegative integer valued contingency tables described above and ACs for the first k sites that can be created by appending 0s, 1s, and Ãs to the right of the strings in an AC for the first k À 1 sites. Hence, we can enumerate ACs by counting contingency tables.
Since 
We have not yet discussed how to obtain the total number of ACs. The case with two sites is amenable to analytic techniques. For more than two sites, we propose a solution via dynamic programming. These topics are subsequently discussed in the next two subsections.
Counting ACs for Two Sites
If there are only two sites in D, we only need to consider contingency tables of size 3 Â 3. This simplifies the problem considerably and it is possible to sum over all necessary 3 Â 3 contingency tables explicitly to obtain closed-form formulas. We describe this analytical result below.
It follows from the discussion in the previous section that the number of ACs with c 0 0s and c 1 1s at the first site and r 0 0s and r 1 1s at the second site is given by the following sum of restricted contingency table numbers: where the sum over j accounts for the allowed values of c Ã and r Ã . By using (5), this sum can be shown to be equal to 
This sum can be performed explicitly. For example, for n
for n even, the total number ðDÞ of ACs is given by the following degree-8 polynomial: 
Note that the degree 8 is equal to the number 3 L À 1 of distinct strings over f0; 1; Ãg, except for the all-Ã string, of length L ¼ 2.
Counting ACs for Arbitrary Number of Sites
For more than two sites, we adopt a dynamic programming approach for counting restricted contingency tables. As mentioned in Section 3.5, our algorithm progresses sequentially along the sites, from left to right. There also exists a more efficient, albeit somewhat more complicated, dynamic programming formulation in terms of counting unrestricted contingency tables, but we will not discuss that here. Further, we remark that we considered an alternative approach to counting ACs that is based on counting lattice points bounded by polytopes. Computing the number of such lattice points is a widely studied problem in mathematics (for example, see [13] and references therein). Moreover, there is a public software called LattE (available at http://www.math.ucdavis.edu/~latte/) that enumerates lattice points, but we found that it is significantly slower than our own program for enumerating ACs via counting restricted contingency tables; it seems that L ¼ 2 is the only case that LattE can handle.
Recall that both contingency tables shown in Fig. 7c and Fig. 7d have 2; 1; 1; 1 as nonzero entries, although the two tables have different corresponding ACs. In each AC, as the corresponding contingency table captures, there are four distinct types of length-3 strings, with exactly one type being of multiplicity 2, while every other type is of multiplicity 1. Now, consider extending the ACs in Fig. 7c and Fig. 7d to create ACs for the first four sites. For both cases, we need to find contingency tables of the following form:
where ðr 0 ; r 1 Þ 2 Iðn 4 0 ; n 4 1 Þ. As a consequence, the same set of contingency tables will be generated, although the corresponding set of ACs will be different for the two cases. (In the ACs obtained from extending the AC in Fig. 7c , possible prefixes of length 3 are "000", "1 Ã Ã", "Ã10", "Ã Ã 0" and "Ã Ã Ã", whereas, in the ACs obtained from extending the AC in Fig. 7d , possible prefixes of length 3 are "000", "1 Ã 0", "Ã1 Ã ", "Ã Ã 0", and "Ã Ã Ã".) Hence, since we are only interested in counting ACs and not in constructing the actual ACs themselves, we do not need to consider extensions of the ACs in Fig. 7c and Fig. 7d separately. At each iteration of our algorithm, we only keep track of distinct multiplicity configurations and how often each configuration appears. Then, we construct contingency tables for each distinct multiplicity configuration. This method considerably reduces the number of contingency tables to construct.
We now describe our enumeration algorithm. Given a matrix M, let ÃðMÞ denote the descending array of positive integers in M. Given a k-tuple v v ¼ ðv 1 ; v 2 ; . . . ; v k Þ of nonnegative integers, we define jv vj ¼ P k i¼1 v i . Let Rðc c; r rÞ be the set of all restricted contingency tables with column sums ðc c; c Ã Þ and row sums ðr r; r Ã Þ, where maxðjr rj À jc cj; 0Þ c Ã jr rj and maxðjc cj À jr rj; 0Þ r Ã jc cj. As usual, ðn i 0 ; n i 1 Þ denote the number of 0s and 1s at site i in the input data D.
For each site i, we associate a set C i of column sums. To initialize the algorithm, we define For the kth site, where k > 1, C k is recursively defined as
Note that only distinct Ãðr r k Þ need to be considered when constructing C k . For every c c kÀ1 2 C kÀ1 and every c c k 2 C k , we count the following number of restricted contingency tables M with ÃðMÞ ¼ c c k :
This can then be used to define the multiplicity of c c k 2 C k as
kÀ1 ðc c kÀ1 Þ wðc c kÀ1 ; c c k Þ:
In practice, C k and k ðÁÞ can be determined concurrently. The total number ðDÞ of ACs for D is obtained by summing the multiplicity of column sums for the last site:
More generally, the total number of ACs for D½1 : k, restriction of D to the first k sites, is
We have written a C++ program that implements the dynamic programming algorithm described above. For two sites, we have checked numerically that (8) gives the same answers as does (6).
Some Explicit Enumeration of ACs
For n even, n Table 2 shows such largest possible number of ACs for a small number n of sequences and a small number L of sites. It is quite striking that the number of ACs grows so fast as the data size increases. These numbers were obtained using our software that implements the dynamic programming algorithm described in Section 3.7. For L ¼ 2 and n even, our closed-form formula (7) agrees with the numerical values shown in Table 2 .
For fixed L, the total number of ACs is bounded from above by a polynomial in n of degree 3 L À 1. There are 3 L À 1 nonnegative integer valued variables, m 1 ; . . . ; m 3 L À1 , and the maximum value that any variable can take is n. Hence, the total number of ACs is Oðn 3 L À1 Þ. As this simple analysis shows, the total number of ACs depends more crucially on the number of sites than on the number of sequences. This qualitative behavior of growth is also apparent in Table 2 .
In the absence of recombination, there are 2 L distinct binary sequences of length L, but the genealogy that is given by a tree puts tight restriction on which sequences can appear together in an AC. As in the above case, for every site i, let n i 0 ¼ a 0 and n i 1 ¼ a 1 , where a 0 ¼ a 1 ¼ n=2 if n is even, and a 0 ¼ bn=2c þ 1; a 1 ¼ bn=2c if n is odd. Under these conditions, the number ðDÞ of ACs is maximum if the input data contains a 0 all-0 sequences and a 1 all-1 sequences. One can use the method described in Section 2.2 to show that maxððDÞÞ
where L is the number of sites. Some numerical values of this function are shown on the right-hand side of Table 2 . These numbers are negligibly small compared to the value of ðDÞ shown on the left-hand side of Table 2 .
For L sites, let B L ðkÞ denote the number of ACs with exactly k strings and let S L ðkÞ denote the cumulative count P k i¼1 B L ðiÞ, which gives the number of ACs with at most k strings. Table 3 shows B L ðkÞ and S L ðkÞ for data sets with n ¼ 5 and ðn i 0 ; n i 1 Þ ¼ ð3; 2Þ for every site i. The largest value of S L ðkÞ corresponds to ðDÞ for n ¼ 5 in Table 2 .
ANCESTRAL CONFIGURATIONS IN CONSTRAINED ARGS
In this section, we enumerate ACs in ARGs with at most R recombinations. This study is motivated by the problem of approximating the likelihood P ðDÞ of the input data D when the recombination rate is low by summing over the probability of ARGs with a small number of recombinations. Further, the work described here can be used to enumerate all ARGs that can generate D using at most R recombinations under the infinite-sites model of mutation. The constraint on the number of recombinations further complicates the problem of enumerating ACs and combinatorial analysis is more difficult to carry out. We provide a dynamic programming algorithm that enumerates ACs by explicitly tracking all possible evolutionary histories backward in time.
Cautionary Remark. Given a data set D, an AC that is R recombinations away from D may not appear in any ARG for D with at most R recombinations; further recombinations may be required for to reach the grand common ancestor. Hence, the number of ACs in ARGs for D with at most R recombinations is, in general, smaller than the number of ACs that can be reached from D using at most R recombinations. In what follows, we are interested in counting the former.
Examples Revisited
As mentioned in Section 3.4, when an arbitrary number of recombinations are allowed, the set of ACs does not depend on the order of 0s and 1s within a column. For example, D ¼ ½ð00; 11Þ; ð1; 1Þ and D 0 ¼ ½ð01; 10Þ; ð1; 1Þ have the same set of ACs, shown in Fig. 6 , when an arbitrary number of recombinations are allowed. That no longer holds true if there is a restriction on the number of allowed recombinations. This fact is easiest to see in the absence of recombination, in which case, the set of ACs for D is f½ð00; 11Þ; ð1; 1Þ, ½ð00; 01Þ; ð1; 1Þ, ½ð00; 10Þ; ð1; 1Þ, ½ð00Þ; ð2Þ, ½ð00Þ; ð1Þg, whereas that for D 0 is f½ð01; 10Þ; ð1; 1Þ, ½ð01; 00Þ; ð1; 1Þ, ½ð00; 10Þ; ð1; 1Þ, ½ð00Þ; ð2Þ; ½ð00Þ; ð1Þg. Similarly, when only a single recombination is allowed, it is straightforward to show that D and D 0 have different sets of ACs, although the two sets are both of size 19.
When there is a restriction on the number of recombinations, even the number of ACs may depend on the order of 0s and 1s within a column. Consider the two data sets D ¼ ½ð00; 11Þ; ð1; 2Þ and D 0 ¼ ½ð01; 10; 11Þ; ð1; 1; 1Þ. In the absence of recombination, D has six ACs, while there exists no coalescent tree for D 0 (c.f., the three gamete test mentioned in Section 2). The minimum number of recombinations for D 0 is one and there are 21 inequivalent ACs in the set of ARGs for D 0 with exactly one recombination. In contrast, there are 26 ACs for D when one recombination is allowed. In Section 3.4, we observed that, when an arbitrary number of recombinations is allowed, two data sets differing by some permutation of their columns have the same number of ACs. This also is no longer true, in general, if the number of recombinations is constrained. For example, consider the two data sets D ¼ ½ð001; 110; 111Þ; ð1; 1; 1Þ and D 0 ¼ ½ð010; 101; 111Þ; ð1; 1; 1Þ. While D has an ARG with only one recombination, no valid ARG with less than two recombinations exists for D 0 .
The Search Algorithm
For the case with a restricted number R of recombinations, the approach we take is to explicitly trace all possible evolutionary histories backward in time. For any particular AC, we try all possible events-that is, recombination, coalescent, or mutation events-that can happen to that AC. Possible recombination and coalescent events are as illustrated in Fig. 4 . We do not consider recombination events that produce an all-Ã sequence. Recall that, because we assume the infinite-sites model, a mutation of 1 to 0 at a site is possible if and only if exactly one sequence carries a 1 at that site. Going backward in time in this manner, event by event, we can exhaustively find all sequences of events with less than or equal to the allowed number of recombinations, while keeping track of all distinct ACs encountered. To accelerate the search, we propose two ideas, one based on branch and bound and the other on dynamic programming. We maintain a hash table H that stores ACs already encountered, together with the number of recombinations further allowed for each AC. Initially, H contains the pair ðD; RÞ, where D is the given data set and R is the maximum number of allowed recombinations. Given an AC and its associated limit c on the number of recombinations, we first compute the minimum number k of recombinations needed in the evolution of ; our method of computing k is described in [14] . If k > c, we backtrack the search. Otherwise, we check whether is present in H. Suppose that ð ; c 0 Þ with c 0 ! c is present in H. Then, continuing along the current search path will not lead to any AC that has not been encountered previously, so, again, it is safe to backtrack. If c 0 < c or if is not present in H, then we need to add the entry ð ; cÞ to H and iteratively try all possible events backward in time starting from . When either a mutation or a coalescent event is tried, the number of allowed recombinations remains c; when a recombination event is tried, the number of allowed recombinations decreases to c À 1. The hash table serves a dual purpose. First, as just described, it allows us to avoid repeating a search already carried out. Second, when all branches have been explored, the number of entries in the hash table equals R ðDÞ, the number of ACs that can be encountered in ARGs deriving D with at most R recombinations. It is straightforward to produce a list of all R ðDÞ inequivalent ACs encountered during the search.
We have written a C program, called greven, that implements the method described above. For small data sets, we have checked that this program agrees with aceTrees when no recombination is allowed and with aceARGs when an arbitrary number of recombinations are allowed.
Further Explicit Enumeration of ACs
For small values of n, we applied our program to all data sets with the same values of n i 0 and n i 1 as in Table 2 . Let R min ðDÞ denote the minimum number of recombinations needed in the evolution of a given set D of sequences. Shown in Table 4 is max D ½ RminðDÞ ðDÞ, i.e., the maximum number, over all D, of ACs that can be encountered in ARGs for D with R min ðDÞ recombinations. The numbers in parentheses denote the minimum number R min ðDÞ of recombinations for D with the maximum value of R min ðDÞ ðDÞ. Table 4 should be compared with Table 2 . As this enumeration shows, although the number of ACs encountered in minimal ARGs is noticeably larger than the number of ACs possible in the absence of recombination, it is still negligibly small compared to the total number of ACs when an arbitrary number of recombinations are allowed.
DISCUSSION
In this paper, we addressed the problem of enumerating all configurations (or Markov states) ancestral to a given data set D, consisting of binary sequences of finite length. Our main motivation was to understand in detail the difficulties involved in computing the likelihood P ðDÞ of observing D. We constructed a general method of obtaining closed-form formulas (as functions of the multiplicity of distinct sequences in D) for the total number of ACs when recombination is absent. For the case in which recombination is allowed, we devised a method of enumeration based on counting contingency tables and constructed a dynamic programming algorithm. In terms of the number of ACs, one can use our methods to rigorously study how the case with recombination compares with the case without recombination. In our work, we assumed that recombination breakpoints occur at the midpoints of consecutive sites in D. If this assumption is relaxed, then the number of ACs will increase.
We also discussed a method of counting the number of ACs that can appear in ARGs with less than or equal to a given number R of recombinations. Of particular interest is the case in which R is (or is close to) the minimum number of recombinations for D. When the recombination rate is low, it is widely believed that ARGs with the minimum or "near minimum" number of recombinations should make the dominant contribution to the likelihood P ðDÞ. However, we are not aware of any work that has actually tried to sum the probability over all minimal or near minimal ARGs. That problem is the main motivation for our present work. Ultimately, we would like to see how the total probability carried by ARGs with at most R recombinations changes as R increases. The goal of this paper was to understand some basic properties of the Markov state space itself and to gauge the size of data that we may be able to handle.
As discussed in Section 3.8, the total number of ACs can be inordinately large when an arbitrary number of recombinations are allowed. Not all ACs play an equally important role in computing the likelihood, however. We mentioned in Section 3. When an arbitrary number of recombinations are allowed, D and D 0 have the same number of ACs, but they are qualitatively very different; clear signals of past recombinations are present in D, while D 0 is compatible with a tree. The configuration space is very large, containing about 2:26 Â 10 17 ACs, but, for low recombination rates, a large portion of those ACs should be insignificant for computing the likelihood P ðD 0 Þ. In general, if we are to devise a deterministic method for estimating the likelihood of observing a given data set, we would need to investigate how we can systematically take advantage of our understanding of the configuration space and of the structure of the Markov chain transition graph. 
