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RELATIVE QUANTUM COHOMOLOGY
JAKE P. SOLOMON AND SARA B. TUKACHINSKY
Abstract. We establish a system of PDE, called open WDVV, that constrains the bulk-
deformed superpotential and associated open Gromov-Witten invariants of a Lagrangian
submanifold L ⊂ X with a bounding chain. Simultaneously, we define the quantum
cohomology algebra of X relative to L and prove its associativity. We also define the
relative quantum connection and prove it is flat. A wall-crossing formula is derived that
allows the interchange of point-like boundary constraints and certain interior constraints in
open Gromov-Witten invariants. Another result is a vanishing theorem for open Gromov-
Witten invariants of homologically non-trivial Lagrangians with more than one point-like
boundary constraint. In this case, the open Gromov-Witten invariants with one point-like
boundary constraint are shown to recover certain closed invariants. From open WDVV and
the wall-crossing formula, a system of recursive relations is derived that entirely determines
the open Gromov-Witten invariants of (X,L) = (CPn,RPn) with n odd, defined in previous
work of the authors. Thus, we obtain explicit formulas for enumerative invariants defined
using the Fukaya-Oh-Ohta-Ono theory of bounding chains.
Contents
1. Introduction 2
1.1. Overview 2
1.2. Background 5
1.2.1. Notation 5
1.2.2. Coefficient rings 5
1.2.3. Moduli spaces 6
1.2.4. Operations 7
1.2.5. Bounding chains 7
1.2.6. Gromov-Witten potential 8
1.2.7. Quantum cohomology 8
1.3. Results 8
1.3.1. Relative potential 9
1.3.2. The relative potential and the closed potential 9
1.3.3. Enhanced superpotential 9
1.3.4. Vanishing theorem 11
1.3.5. Open WDVV equations 11
1.3.6. The tensor potential and the relative quantum connection 12
1.3.7. Wall-crossing formula 13
1.3.8. Relative quantum cohomology 13
2010 Mathematics Subject Classification. 53D45, 53D37 (Primary) 14N35, 14N10, 53D12 (Secondary).
Key words and phrases. open WDVV, relative quantum cohomology, A∞ algebra, bounding chain, open
Gromov-Witten invariant, Lagrangian submanifold, Gromov-Witten axiom, J-holomorphic, stable map,
superpotential.
1
ar
X
iv
:1
90
6.
04
79
5v
2 
 [m
ath
.SG
]  
25
 Ju
l 2
01
9
1.3.9. Examples 14
1.3.10. Special case: projective space 15
1.3.11. Sample values for projective space 16
1.3.12. Regularity assumptions 19
1.4. Acknowledgments 19
2. Background 19
2.1. Integration properties 19
2.2. Open stable maps 20
2.3. Structure equations and properties 21
2.4. Pseudoisotopies 23
3. Geodesic conditions 25
3.1. Geodesic operators 25
3.2. Structure equations 27
3.3. Properties 32
3.3.1. Unit on the geodesic 32
3.3.2. Reversing the geodesic 36
3.3.3. Unit 36
3.3.4. Cyclic symmetry 36
3.4. Deformed q operators 37
4. Tensor potential and relative potential 38
4.1. Tensor potential 38
4.2. Flatness relation 41
4.3. Relative potential 46
4.4. Enhanced superpotential 48
4.5. Enhanced axioms 51
5. Relative quantum cohomology and open WDVV 52
5.1. Preliminaries 52
5.2. Relative quantum product 53
5.3. Open WDVV 54
6. Computations for projective space 57
Appendix A. The real setting 60
References 62
1. Introduction
1.1. Overview. Let (X,ω) be a symplectic manifold with dimRX = 2n, and let L ⊂ X be
a Lagrangian submanifold. We assume L admits a relative spin structure and fix one, so the
standard theory of orientations for moduli spaces of J-holomorphic disks [6, 26] applies.
A bounding chain for L is a solution of the Maurer-Cartan equation in the Fukaya A∞
algebra of L. Bounding chains provide a systematic method to compensate for the disk
bubbling phenomenon that generally spoils the invariance of counts of J-holomorphic curves
with boundary. There is a natural equivalence relation on bounding chains known as gauge
equivalence. The superpotential of L is a function on the space of bounding chains modulo
gauge equivalence. The superpotential counts J-holomorphic disks in X with boundary in L
constrained to pass through the given bounding chain. Cycles on X give rise to deformations of
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the Fukaya A∞ algebra, bounding chains, and superpotential of L, known as bulk deformations.
The deformed superpotential counts J-holomorphic disks in X with boundary on L with
the interior constrained to pass through the cycles in X and the boundary constrained to
pass through the deformed bounding chain. If one can invariantly parameterize the space
of bounding chains modulo gauge equivalence, the superpotential becomes a generating
function for open Gromov-Witten invariants [5, 31]. Thus, the superpotential is an analog
in open Gromov-Witten theory of the genus zero closed Gromov-Witten potential in closed
Gromov-Witten theory. Indeed, the closed Gromov-Witten potential is a generating function
for genus zero closed Gromov-Witten invariants, which count J-holomorphic spheres in X.
To invariantly count J-holomorphic disks with boundary contractible in L, it is natural to
define an enhanced superpotential that includes contributions from J-holomorphic spheres
as well as disks [5, 18,24]. The sphere contributions compensate for the phenomenon of the
boundary of the disk collapsing to a point.
We prove a system of quadratic PDE, called the open WDVV equations, satisfied by the
bulk-deformed enhanced superpotential of an arbitrary L equipped with a bounding chain
for bulk deformations in a Frobenius subalgebra of big quantum cohomology U ⊂ QH(X).
See Theorem 3. The coefficients of open WDVV are given by the partial derivatives of the
closed Gromov-Witten potential. Viewing the superpotential as a generating series of open
Gromov-Witten invariants, open WDVV gives rise to a system of quadratic equations relating
Gromov-Witten invariants of different degrees, both closed and open. Thus, open WDVV is
an analog in open Gromov-Witten theory of the WDVV equations in closed Gromov-Witten
theory [21,25,33].
Simultaneously, for a Lagrangian submanifold equipped with a bounding chain for bulk
deformations in a Frobenius subalgebra U ⊂ QH(X), we define the relative quantum
cohomology algebra QHU(X,L) and prove its associativity. See Theorem 7. Denoting by Q
the relevant Novikov ring, we have a long exact sequence of Q-modules,
QHU(X,L) // U
∫
L~~||
||
||
||
Q[n]
[1]
eeLLLLLLLLLL
where the top arrow is an algebra homomorphism. The algebra structure on QH(X,L) is
given by counting both J-holomorphic spheres in X and J-holomorphic disks in X with
boundary in L. When L is a real cohomology sphere, one may consider U = QH(X) and
find a bounding chain for all associated bulk-deformations as shown in Theorem 8. A typical
situation in which it is useful to consider U ⊂ QH(X) a proper subalgebra is when an
anti-symplectic involution fixing L is used to construct the bounding chain as in Theorem 9.
To naturally integrate both disk and sphere contributions in the enhanced superpotential,
the open WDVV system, and the relative quantum product, we introduce a cone complex
C(i). We define a relative potential Ψ ∈ C(i) and a tensor potential נ : C(i)→ C(i), which
combine both the enhanced superpotential and the closed Gromov-Witten potential. The
open WDVV equations and associativity of relative quantum cohomology follow from a
commutation relation for partial derivatives of the tensor potential, which holds up to chain
homotopy. See Theorem 5. We interpret the commutation relation for partial derivatives of נ
as the flatness of the relative quantum connection in Corollary 1.7.
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The chain homotopy underlying the open WDVV equations and associativity is constructed
from operators on the Fukaya A∞ algebra of L associated to moduli spaces of J-holomorphic
disks with three marked points constrained to a geodesic. These moduli spaces come in three
different families with either one, two, or three, of the marked points on the geodesic being in
the interior of the disk, while the rest are on the boundary. In addition, the construction of
the chain homotopy uses a family of J-holomorphic sphere moduli spaces with the cross ratio
of four marked points constrained to be real. Bubbling in Gromov converging sequences of
J-holomorphic disks with three marked points constrained to a geodesic gives rise to A∞ type
relations for the geodesic operators. The Maurer-Cartan equation satisfied by the bounding
chain cancels the terms of the geodesic A∞ relations corresponding to many types of bubbling.
The remaining types of bubbling give rise to the open WDVV equations. Figure 1 shows
the two types of bubbling of J-holomorphic disks with three interior marked points on a
geodesic that contribute to the open WDVV equation. In the bubbling depicted on the left,
the components of the Gromov limit are a disk without any geodesic constraints and a sphere.
This type of bubbling gives rise to products of the enhanced superpotential and the closed
Gromov-Witten potential in the open WDVV equations (12)-(13). In the bubbling depicted
on the right, one of the two disk components of the limit open stable map retains the geodesic
constraint. Namely, two of the interior marked points and the node must lie on the geodesic.
A priori, it is not clear how to interpret the disk component with the geodesic constraint
in terms of the enhanced superpotential, which counts disks without a geodesic constraint.
Remarkably, the Maurer-Cartan equation and the interaction of the geodesic constraint with
the unit of the Fukaya A∞ algebra of L nonetheless allow the open WDVV equations to
capture this type of bubbling with quadratic expressions in the enhanced superpotential.
Figure 1. The bubbling of J-holomorphic disks with three interior points
constrained to a geodesic.
Again using the tensor potential נ, we obtain a wall-crossing formula for open Gromov-
Witten invariants that allows one to exchange a boundary constraint for a certain type of
interior constraint. See Theorem 6. Furthermore, from the proof that נ is a chain map, we
derive a vanishing theorem for open Gromov-Witten invariants with more than one boundary
constraint in the case that [L] 6= 0 ∈ Hn(X). In this case, we show the open Gromov-Witten
invariants with one boundary constraint recover certain closed invariants. See Theorem 2.
We apply the open WDVV equations and the wall-crossing formula to calculate the
superpotential open Gromov-Witten invariants of [31] for (X,L) = (CP n,RP n) with n odd.
See Corollary 1.9 and sample values in Section 1.3.11. When n = 3, it is shown in [31] that
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the superpotential invariants recover Welschinger’s invariants [32]. Thus, our calculations
recover those of [1, 2]. For arbitrary odd n, interior constraints restricted to odd powers of ω,
and no boundary constraints, it is shown in [31] that the superpotential invariants recover the
invariants of Georgieva [10]. Thus, our calculations recover those of [11,12]. When at least
one interior constraint is an odd power of ω, the invariants of Georgieva vanish. However, our
calculations show that the superpotential invariants do not vanish. Also, the superpotential
invariants for arbitrary odd n allow for boundary constraints that behave like real point
constraints for Welschinger’s invariants in dimension 3. Point-like boundary constraints
are not allowed in other constructions for n > 3. Our calculations show the superpotential
invariants with point-like boundary constraints are non-trivial for n > 3.
The open WDVV equations of the present work are an extension of the equations introduced
in [28] in the real setting for n = 2. See also [17]. We establish the open WDVV equations
without regard to real structure and in any dimension. The real WDVV equations of [11]
can be obtained from open WDVV by setting certain parameters to zero. Recently, the
preprint [3] has appeared, which obtains some of our results in the real setting when n = 3
by different methods.
1.2. Background.
1.2.1. Notation. Consider a symplectic manifold (X,ω) of dimension 2n and a connected,
relatively-spin Lagrangian submanifold L. Let J be an ω-tame almost complex structure on
X. Denote by µ : H2(X,L)→ Z the Maslov index. Denote by A∗(L) the ring of differential
forms on L with coefficients in R. Let Π be a quotient of H2(X,L;Z) by a possibly trivial
subgroup contained in the kernel of the homomorphism ω ⊕ µ : H2(X,L;Z)→ R⊕ Z. Thus
the homomorphisms ω, µ, descend to Π. Denote by β0 the zero element of Π. Let
$ : H2(X;Z)→ Π (1)
denote the composition of the natural map H2(X;Z) → H2(X,L;Z) with the projection
H2(X,L;Z)→ Π.
1.2.2. Coefficient rings. Define Novikov coefficient rings
Λ =
{ ∞∑
i=0
aiT
βi
∣∣∣∣ai ∈ R, βi ∈ Π, ω(βi) ≥ 0, limi→∞ω(βi) =∞
}
,
Λc :=
{ ∞∑
j=0
ajT
$(βj) | aj ∈ R, βj ∈ H2(X;Z), ω(βj) ≥ 0, lim
j→∞
ω(βj) =∞
}
6 Λ.
Gradings on Λ,Λc are defined by declaring T
β to be of degree µ(β). Define ideals Λ+ / Λ and
Λ+c / Λc by
Λ+ =
{ ∞∑
i=0
aiT
βi ∈ Λ
∣∣∣∣ ω(βi) > 0 ∀i
}
, Λ+c = Λc ∩ Λ+.
For a graded real vector space V , let R[[V ]] denote the ring of formal functions on the
completion of V at the origin and let mV ⊂ R[[V ]] denote the unique maximal ideal. More
explicitly, let {vi}i∈IV be a homogeneous basis of V, let {v∗i }i∈IV be the dual basis of V ∗, and
let ti be a formal variable of degree −|vi|. We will often identify R[[ti]]i∈IV ∼→ R[[V ]] by the
natural isomorphism taking ti to v
∗
i . Under this isomorphism, the ideal 〈ti〉i∈IV is identified
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with the ideal mV . Since each tangent space of V is canonically isomorphic to V, the R[[V ]]
module of formal vector fields on V is canonically isomorphic to V ⊗ R[[V ]]. Each formal
vector field v ∈ R[[V ]]⊗ V gives rise to a derivation ∂v : R[[V ]]→ R[[V ]]. In coordinates, if
v =
∑
i fivi with fi ∈ R[[V ]], then ∂v =
∑
i fi∂i. For l ∈ Z, let V [l] denote the shift of V by
l. That is, V [l] is the graded vector space with V [l]i = V i+l. Let S be another graded real
vector space. Write
RV := Λ⊗ R[[V [2]⊕ S[1]]],
QV := Λc ⊗ R[[V [2]]] 6 RV .
The vector space V will be used to parameterize deformations associated with marked points
in the interior of a Riemann surface while S will be used to parameterize deformations
associated with marked points on the boundary of a Riemann surface. So, the grading of V
is shifted by the real dimension of a Riemann surface and the grading of S is shifted by the
dimension of the boundary. Define ideals KV / RV and IV / QV by
KV = Λ+RV +mVRV +mSRV , IV = Λ+c QV +mVQV .
We may drop the subscript V from the notations QV , RV , IV ,KV , in statements that hold
for all choices of V. Denote by ΓV ∈ QV ⊗ V the vector field corresponding to the identity
map V → V. That is,
ΓV =
∑
i∈IV
tivi.
Note that |ΓV | = 2.
Below, we assume that each index set IV for a basis of a vector space V is endowed with
an order, and we implicitly use this order in every graded commutative product over i ∈ IV .
We denote by ~IV the same set with the order reversed. We reserve the formal variables
{si}i∈IS for coordinate functions on the vector space S. We abbreviate sk =
∏
i∈IS s
ki
i and
k! =
∏
i∈IS ki!.
1.2.3. Moduli spaces. Let Mk+1,l(β) be the moduli space of genus zero J-holomorphic open
stable maps u : (Σ, ∂Σ) → (X,L) of degree [u∗([Σ, ∂Σ])] = β ∈ Π with one boundary
component, k + 1 boundary marked points, and l interior marked points. The boundary
points are labeled according to their cyclic order. The spaceMk+1,l(β) carries evaluation maps
associated to boundary marked points evbβj :Mk+1,l(β) → L, j = 0, . . . , k, and evaluation
maps associated to interior marked points eviβj :Mk+1,l(β)→ X, j = 1, . . . , l.
Let Ml+1(β) be the moduli space of genus zero J-holomorphic stable maps u : Σ → X
of degree u∗([Σ]) = β ∈ H2(X;Z) with l + 1 marked points. The space Ml+1(β) carries
evaluations maps evβj :Ml+1(β)→ X, j = 0, . . . , l.
We assume that all J-holomorphic genus zero open stable maps with one boundary
component are regular, the moduli spaces Mk+1,l(β; J) are smooth orbifolds with corners,
and the evaluation maps evbβ0 are proper submersions. Furthermore, we assume that all the
moduli spaces Ml+1(β) are smooth orbifolds and ev0 is a submersion. Examples include
(CP n,RP n) with the standard symplectic and complex structures or, more generally, flag
varieties, Grassmannians, and products thereof. See Example 1.4 and Remark 1.5 in [30].
Throughout the paper we fix a connected component J of the space of ω-tame almost complex
structures satisfying our assumptions. All almost complex structures are taken from J . The
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results and arguments of the paper extend to general target manifolds with arbitrary ω-tame
almost complex structures if we use the virtual fundamental class techniques of [4, 5, 7–9].
Alternatively, it should be possible to use the polyfold theory of [13–16,22]. See Section 1.3.12
for a detailed discussion on regularity assumptions.
1.2.4. Operations. We encode the geometry of the moduli spaces of open stable maps in
operations
q k, l : A
∗(L; Λ)⊗k ⊗ A∗(X)⊗l −→ A∗(L; Λ)
defined by
q k, l(α1, . . . , αk; η1, . . . , ηl) :=
= δk,1 · δl,0 · dα1 + (−1)
∑k
j=1 j(|αj |+1)+1
∑
β∈Π
T βevbβ0 ∗(
k∧
j=1
(evbβj )
∗αj ∧
l∧
j=1
(eviβj )
∗ηj).
The push-forward (evbβ0 )∗ is defined by integration over the fiber; it is well-defined because
evbβ0 is a proper submersion. Intuitively, the ηi should be thought of as interior constraints,
while αj are boundary constraints. Then the output is a cochain on L that is “Poincare´ dual”
to the image of the boundaries of disks that satisfy the given constraints.
We define similar operations using moduli spaces of stable maps,
q∅,l : A∗(X; Λc)⊗l −→ A∗(X; Λc),
as follows. Set
q∅,l(η1, . . . , ηl) :=
∑
β∈H2(X;Z)
T$(β)evβ0 ∗(
l∧
j=1
(evβj )
∗ηj).
Below, we use the same notation for the linear extensions of these operations to spaces of
differential forms with larger coefficient rings.
1.2.5. Bounding chains. Consider the subcomplex of differential forms on X consisting of
those with trivial integral on L,
Â∗(X,L) :=
{
η ∈ A∗(X)
∣∣∣∣ ∫
L
η = 0
}
.
For an R-algebra Υ, write
Â(X,L; Υ) = Â(X,L)⊗Υ, Ĥ∗(X,L; Υ) := H∗(Â(X,L; Υ), d).
Definition 1.1. A pair (γ, b) ∈ IVA∗(X;QV )⊕KVA∗(L;RV ) is called a bounding pair if
dγ = 0, |γ| = 2, |b| = 1, and there exists c ∈ KV such that |c| = 2 and the Maurer-Cartan
equation holds, ∑
k,l≥0
1
l!
q k, l(b
⊗k; γ⊗l) = c · 1. (2)
In this case, we call b a bounding chain. Let W ⊂ Ĥ∗(X,L;R) be a graded vector subspace.
A bounding pair over W is a bounding pair (γ, b) ∈ IW Â∗(X,L;QW ) ⊕ KWA∗(L;RW )
with [γ] = ΓW . We say a bounding chain b is separated if∫
L
b ∈ Λ⊗ R[[S[1]]] ⊂ RW .
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A bounding chain is point-like if the vector space S is one-dimensional and
∫
L
b = s, where
s is the single coordinate on S.
The definition of a bounding chain is due to Fukaya-Oh-Ohta-Ono [6]. The notion of a
point-like bounding chain is due to [31]. In Remark 4.16 we explain why generically, all open
Gromov-Witten invariants can be obtained from point-like bounding chains.
1.2.6. Gromov-Witten potential. Define a bilinear form on A∗(X) by
〈η, ζ〉X := (−1)|ζ|
∫
X
η ∧ ζ.
The pairing 〈·, ·〉X descends to the Poincare´ pairing on cohomology, for which we use the
same notation. Let U ⊂ H∗(X;R) be a linear subspace, and let γU ∈ IUA∗(X;QU) satisfy
dγU = 0 and [γU ] = ΓU .
Consider the formal function
ΦU =
∑
l≥0
1
(l + 1)!
〈q∅,l(γ⊗lU ), γU〉X ∈ QU . (3)
Writing γU =
∑
i∈IU tiγi, we have
ΦU = ΦU({ti}i∈IU ) =
∑
β∈Π
ri≥0
T β
∏
i∈ ~IU t
ri
i∏
i∈IU ri!
GWβ(⊗i∈IUγ⊗rii ),
where GWβ(η1, . . . , ηN) denotes the closed Gromov-Witten invariant. The gradient of ΦU
with respect to 〈·, ·〉X is given by
∇ΦU(γ) :=
∑
l≥0
1
l!
[q∅,l(γ⊗lU )] ∈ H∗(X;QU). (4)
It is well-known that q∅,l(γ⊗lU ) is closed and that ΦU only depends on the cohomology class
of γU .
1.2.7. Quantum cohomology. The big quantum product
?U : H
∗(X;QU)⊗H∗(X;QU)→ H∗(X;QU)
is given by
[ζ] ?U [η]→
∑
l≥0
1
l!
[q∅,l+2(ζ, η, γ⊗lU )]
It is well known to be commutative and associative. See Remark 3.6. Moreover, the Poincare´
pairing makes (H∗(X;QU), ?U) a Frobenius algebra,
〈η ?U ξ, ζ〉X = 〈η, ξ ?U ζ〉X .
We denote this Frobenius algebra by QHU(X).
1.3. Results.
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1.3.1. Relative potential. The usual superpotential of a Lagrangian submanifold L ⊂ X
does not give invariant counts of J-holomorphic disks in X with boundary contractible in
L and no boundary constraints. The lack of invariance stems from the possibility of the
boundary of such disks collapsing to a point in a 1 parameter family. In order to formulate
the open WDVV equations, we define an enhanced superpotential that gives invariant counts
of all types of J-holomorphic disks in X with boundary in L. Invariance is achieved by
including certain contributions from J-holomorphic spheres that cancel the boundary collapse
phenomenon. We begin by defining a relative potential that counts both J-holomorphic disks
and J-holomorphic spheres. The natural home for the relative potential is the following cone
complex. Let W be a graded real vector space and consider the map of complexes of QW
modules
i : A∗(X;QW ) −→ RW [−n],
η 7→ (−1)n+|η|
∫
L
i∗η,
where RW [−n] is equipped with the trivial differential. The cone C(i) is the complex with
underlying graded QW module A
∗(X;QW )⊕RW [−n− 1] and differential
dC(η, ξ) := (dη, i(η)− dξ) = (dη, i(η)).
Let (γ, b) ∈ IW Â∗(X,L;QW )⊕KWA∗(L;RW ) be a bounding pair and define ψ(γ, b) ∈ C(i)
by
ψ(γ, b) :=
(∑
l≥0
1
l!
q∅,l(γ⊗l), (−1)n+1
( ∑
k,l≥0
1
l!(k + 1)
〈q k, l(b⊗k; γ⊗l), b〉+
∑
l≥0
1
l!
q−1,l(γ⊗l)
))
. (5)
In Section 4.3, we show that dCψ(γ, b) = 0. Thus, we define the relative potential Ψ(γ, b)
to be the cohomology class of ψ(γ, b). Definition 2.19 gives a notion of gauge-equivalence
between a bounding pair (γ, b) with respect to J and a bounding pair (γ′, b′) with respect to
J ′. We prove the following.
Theorem 1. If (γ, b) is gauge equivalent to (γ′, b′), then Ψ(γ, b) = Ψ(γ′, b′).
1.3.2. The relative potential and the closed potential. Let ρ : Ĥ∗(X,L)→ H∗(X) denote the
natural map. Let
U ⊂ H∗(X), W = ρ−1(U) ⊂ Ĥ∗(X,L),
and suppose (γW , b) is a bounding pair over W. Denote by ρ
∗ : QU → QW the induced map
of rings and recall the map pi from exact sequence (6). We show in Lemma 5.8 that
pi(Ψ(γW , b)) = ρ
∗(∇ΦU).
That is, the relative potential Ψ(γW , b) lifts the gradient of the closed Gromov-Witten
potential ∇ΦU to the cohomology of the cone complex H∗(C(i)).
1.3.3. Enhanced superpotential. From the long exact sequence of the cone,
H∗(C(i)) pi // H∗(X;QW )
[1]
ivvnnn
nnn
nnn
nnn
RW [−n− 1],
x
ggOOOOOOOOOOO
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we obtain an exact sequence,
0 −→ Coker i x¯−→ H∗(C(i)) pi−→ H∗(X,Q). (6)
If [L] = 0 ∈ Hn(X;R), then Coker i ' RW [−n− 1]. Otherwise, Coker i ' (RW/QW )[−n− 1].
We choose
P : H∗(C(i)) −→ Coker i,
a left inverse to the map x¯ from the exact sequence (6) satisfying natural conditions detailed
in Section 4.4. Define the enhanced superpotential Ω(γ, b) ∈ Coker i by
Ω(γ, b) := PΨ(γ, b). (7)
Define the superpotential Ω(γ, b) ∈ RW as follows. Let D : RW → QW denote the unique
QW module homomorphism such that D|QW = Id, D(sk) = 0 for k ∈ Z≥1 and D(T β) = 0 for
β /∈ Im$. Let q : RW → RW/QW denote the quotient map, and let q¯ : Coker i→ RW/QW be
the induced map. Then Ω ∈ RW is the unique element such that q(Ω) = q¯(Ω) and D(Ω) = 0.
The following is immediate from Theorem 1.
Corollary 1.2. The enhanced superpotential Ω and the superpotential Ω are invariant under
gauge equivalence of bounding pairs.
Assume now that (γ, b) = (γW , b) is a bounding pair over W ⊂ Ĥ∗(X,L). We define the
associated open Gromov-Witten invariants
OGWβ,k : W
⊗l → R, l, k ∈ Z≥0, β ∈ Π,
to be the coefficients of the series expansion of Ω(γW , b). More explicitly, write γW =∑
i∈IW tiγi. Then, the invariants OGW are defined by the equation in Coker i,
Ω(γW , b) = Ω(s, {ti}i∈IW ) =
∑
β∈Π
k≥0
ri≥0
T βsk
∏
i∈ ~IW t
ri
i
k!
∏
i∈IW ri!
OGWβ,k(⊗i∈IW [γi]⊗ri). (8)
Thus, if [L] 6= 0 ∈ Hn(X;R), the invariants OGWβ,k(γi1 , . . . , γil) are undefined when k = 0
and β ∈ Im$. Indeed, Ω(γW , b) ∈ Coker i ' (RW/QW )[−n − 1], and T β
∏
i∈ ~IW t
ri
i ∈ QW
when β ∈ Im$.
Define open Gromov-Witten invariants OGWβ,k : W
⊗l → R for l, k ∈ Z≥0, β ∈ Π, by
OGWβ,k(η1, . . . , ηl) =
{
0, k = 0 and β ∈ Im$,
OGWβ,k(η1, . . . , ηl), otherwise.
(9)
So, equation (8) holds in RW with Ω replaced by Ω and OGW replaced by OGW . Lemma 4.12
shows that Ω and therefore the invariants OGW are independent of the choice of P. Thus,
the choice of P only influences the invariants OGWβ,k for k = 0 and β ∈ Im$.
Remark 1.3. Lemma 4.13 shows the superpotential Ω coincides with superpotential defined
in [31]. For (γ, b) a bounding pair of the type considered in [31], the open Gromov-Witten
invariants OGW defined here coincide with those defined there.
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1.3.4. Vanishing theorem. In order to formulate the open WDVV equations, we need the follow-
ing property of the element c ∈ RW associated to a bounding pair (γ, b) ∈ IW Â∗(X,L;QW )⊕
KWA∗(L;RW ) by the Maurer-Cartan equation (2). Let PD([L]) ∈ Hn(X;R) denote the
Poincare´ dual to the fundamental class [L] ∈ Hn(X;R).
Theorem 2. Suppose [L] 6= 0 and let η ∈ H∗(X;R) such that ∫
L
η = 1. Then
c = (−1)n+1
∑
β∈H2(X,Z)
l≥0
T$(β)
l!
GWβ(η, PD([L]), [γ]
⊗l).
In particular, c ∈ QW .
Corollary 1.4. The product cΩ ∈ Coker i is well-defined.
Theorem 2 has the following consequences for open Gromov-Witten invariants when [L] 6= 0.
See Lemma 4.15.
Corollary 1.5. Suppose that [L] 6= 0, and (γW , b) is a bounding pair over W ⊂ Ĥ(X,L)
with b point-like. Let η1, . . . , ηl ∈ W. If k ≥ 2, or if k ≥ 1 and β /∈ Im$, then
OGWβ,k(η1, . . . , ηl) = 0.
Moreover, for β ∈ H2(X;Z),
OGW$(β),1(η1, . . . ηl) = (−1)n+1 GWβ(η, PD([L]), η1, . . . , ηl).
Theorem 2 does not a priori give information about the invariants OGWβ,0(η1, . . . , ηl).
1.3.5. Open WDVV equations. Consider the long exact sequence
Ĥ∗(X,L;R)
ρ // H∗(X;R)
iRyyrrr
rrr
rrr
r
R[−n].
[1]
y
ffMMMMMMMMMMM
(10)
To formulate the open WDVV equations, we need the following two assumptions:
(A.1) U ⊂ H∗(X;R) is a subspace such that U ⊗ QU ⊂ QHU(X) is a Frobenius
subalgebra.
(A.2) (γW , b) is a bounding pair over W = ρ
−1(U) ⊂ Ĥ∗(X,L;R) with b separated.
More explicitly, assumption (A.1) means that U is a subalgebra with respect to the big
quantum product ?U , and the restriction of the Poincare´ pairing to U is non-degenerate.
All point-like bounding chains satisfy assumption (A.2). Both assumptions are satisfied in
the cases discussed in [31] as explained in Section 1.3.9 below. The map P of Section 1.3.3
determines a complement W ′ ⊆ W to the image of the map y from the exact sequence (10),
as explained in Section 5.1. In particular, ρ|W ′ is injective. Choose index sets IW ′ ⊆ IU ,
a basis ∆i ∈ U, i ∈ IU , and a basis Γi ∈ W ′, i ∈ IW ′ , such that ρ(Γi) = ∆i. By abuse of
notation, denote by ∂i : QU → QU (resp. ∂i : RW → RW ) the derivations corresponding to
∆i, i ∈ IU (resp. Γi, i ∈ IW ′). Let
gij :=
∫
X
∆i ∪∆j, i, j ∈ IU ,
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and let (gij) be the inverse matrix to (gij), which exists by assumption (A.1). Abbreviate
Φ = ΦU ∈ QU and Ω = Ω(γW , b) ∈ RW . Let ρ∗ : QU → QW denote the induced ring
homomorphism as in Section 1.3.2. We are now ready to formulate the open WDVV
equations.
Theorem 3 (Open WDVV equations). Let c be the coefficient of the Maurer-Cartan equa-
tion (2) for the bounding pair (γW , b), and let u, v ∈ W ⊕ S, w ∈ W. Then,∑
l∈IU ,m∈IW ′
∂v∂wρ
∗∂lΦ · glm · ∂m∂uΩ− ∂uc · ∂v∂wΩ =
=
∑
l∈IU ,m∈IW ′
∂u∂wρ
∗∂lΦ · glm · ∂m∂vΩ− ∂vc · ∂u∂wΩ. (11)
Corollary 1.6. Suppose b is point-like and let u, v, w ∈ W. If [L] = 0, then∑
l∈IU ,m∈IW ′
∂v∂wρ
∗∂lΦ · glm · ∂m∂uΩ− ∂u∂sΩ · ∂v∂wΩ =
=
∑
l∈IU ,m∈IW ′
∂u∂wρ
∗∂lΦ · glm · ∂m∂vΩ− ∂v∂sΩ · ∂u∂wΩ, (12)
and ∑
l∈IU ,m∈IW ′
∂v∂wρ
∗∂lΦ · glm · ∂m∂sΩ− ∂2sΩ · ∂v∂wΩ = −∂v∂sΩ · ∂s∂wΩ. (13)
If [L] 6= 0, then equation (12) holds with Ω replaced by Ω.
1.3.6. The tensor potential and the relative quantum connection. To prove Theorem 3, we
construct an invariant נ ∈ End(C(i)) called the tensor potential. The tensor potential נ is
closely related to the total derivative of the relative potential ψ. The derivative of the tensor
potential is the connection 1-form of the relative quantum connection.
In greater detail, let (γ, b) ∈ IW Â∗(X,L;QW ) ⊕ KWA∗(L;RW ) be a bounding pair. We
define the tensor potential 1
נ = נγ,b : C(i) −→ C(i)
by
נ(η, ξ) =
(∑
l≥0
1
l!
q∅,l+1(η ⊗ γ⊗l), (−1)n+1
( ∑
k,l≥0
1
l!(k + 1)
〈qk,l+1(b⊗k; η ⊗ γ⊗l), b〉+
+
∑
l≥0
1
l!
q−1,l+1(η ⊗ γ⊗l)
)− c · ξ). (14)
Theorem 4. The tensor potential נ is a chain map. If the bounding pairs (γ, b) and (γ′, b′)
are gauge equivalent, then the tensor potentials נγ,b and נγ′,b′ are chain homotopic.
The open WDVV equations and in fact the closed WDVV equations as well are a conse-
quence of the following.
1 Read as “noon.”
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Theorem 5. For all formal vector fields u, v ∈ QW ⊗W ⊕RW ⊗ S, the composition ∂uנ ◦ ∂vנ
is chain homotopic to ∂vנ ◦ ∂uנ.
Since H∗(C(i)) is a free QW module, it can be viewed as the formal sections of a vector
bundle over W. The tensor potential נ induces a map נּ : H∗(C(i))→ H∗(C(i)). We define the
relative quantum connection ∇ on H∗(C(i)) by
∇u(Υ) = ∂uΥ + ∂uנּ(Υ), u ∈ QW ⊗W, Υ ∈ H∗(C(i)).
A straightforward calculation using Theorem 5 gives the following.
Corollary 1.7. The relative quantum connection is flat.
1.3.7. Wall-crossing formula. Recall the long exact sequence (10). Let U ⊂ H∗(X;R) be a
subspace, and let (γW , b) be a bounding pair over W = ρ
−1(U) ⊂ Ĥ∗(X,L;R). Let
Γ := y(1) ∈ W.
The following result relates open Gromov-Witten invariants with boundary constraints to
open Gromov-Witten invariants with interior constraints Γ.
Theorem 6 (Wall-crossing). Suppose [L] = 0 and b is point-like. The invariants OGW
satisfy
OGWβ,k+1(η1, . . . , ηl) = −OGWβ,k(Γ, η1, . . . , ηl).
To see the geometric meaning of the wall-crossing formula, consider the following scenario.
Let M be an (n− 1)-dimensional manifold, and let g : [0, 1]×M → X be a map transverse
to L such that g−1(L) is a single point in (tL,mL) ∈ (0, 1)×M. Let gt : M → X be given by
gt(p) = g(t, p). Poincare´-Lefschetz duality gives an isomorphism
Hn−1(X \ L;R) ' Hn+1(X,L;R) ' Ĥn+1(X,L;R).
For i = 0, 1, let ηi0 ∈ Ĥn+1(X,L;R) be the class corresponding to gi∗([M ]) ∈ Hn−1(X \ L,R).
Then, it is easy to see that η10 − η00 = Γ. So,
OGWβ,k(η
1
0, η1, . . . , ηl)−OGWβ,k(η00, η1, . . . , ηl) = OGWβ,k(Γ, η1, . . . , ηl).
On the other hand, roughly speaking, the invariant OGWβ,k(η
i
0, η1, . . . , ηl) counts disks of
degree β with boundary constrained to pass through k points in L and interior constrained
to pass through gi(M) as well as Poincare´ duals of η1, . . . , ηl. To compare the invariants for
i = 0, 1, consider the one dimensional family of interior constraints gt(M). At times t 6= tL,
the invariant is constant. At time tL, the interior constraint g
tL(M) intersects L at the unique
point gtL(mL). As t→ tL from below, the interior intersection points with gt(M) of a subset
B of the disks being counted limit to a boundary point. These disks are no longer counted
for t > tL. At t = tL, the boundaries of the disks in B pass through k + 1 points in L, one of
which is gtL(mL), and the interiors of these disks pass through Poincare´ duals to η1, . . . , ηl.
So, the number of disks in B is exactly OGWβ,k+1(η1, . . . , ηl).
1.3.8. Relative quantum cohomology. Suppose again that assumptions (A.1) and (A.2) hold.
Define Q̂W = QW ⊗Λc Λ and
Ĉ(i) := (C(i)/x(mS))⊗QW Q̂W .
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The map נ : C(i) → C(i) induces a map ˆנ : Ĉ(i) → Ĉ(i), which in turn induces a map
ˆנּ : H∗(Ĉ(i))→ H∗(Ĉ(i)). Since Ĉ(i) is the cone of the map i : A∗(X; Q̂W )→ Q̂W , we have a
canonical isomorphism
Ĥ∗(X,L; Q̂W ) ' H∗(Ĉ(i)).
We define the relative quantum cohomology as a vector space by QHU(X,L) = W ⊗ Q̂W ,
and we define the relative quantum product 2
מ : QHU(X,L)⊗QHU(X,L) −→ QHU(X,L)
by
מ(w, v) = ∂w ˆנּ(v).
Theorem 7. The relative quantum product מ is commutative, associative, and depends only
on the gauge-equivalence class of the bounding pair (γW , b).
Remark 1.8. Theorem 7 is a consequence of Theorem 5 for u, v ∈ QW ⊗W. On the face
of it, the relative quantum cohomology algebra QHU(X,L) contains no information about
open Gromov-Witten invariants with boundary constraints. Indeed, in the definition of
QHU(X,L), we have quotiented by mS, the ideal generated by the parameters that keep
track of boundary constraints. However, by Corollary 1.5, when [L] 6= 0 ∈ Hn(X;R), open
Gromov-Witten invariants with at least one boundary constraint contain no information
beyond closed Gromov-Witten invariants. By the wall-crossing formula of Theorem 6, when
[L] = 0, open Gromov-Witten invariants with boundary constraints are equivalent to open
Gromov-Witten invariants with interior constraints. Thus, the associativity of מ is essentially
equivalent to Theorem 5.
1.3.9. Examples. In this section, we give examples where assumptions (A.1) and (A.2) hold.
The following is an immediate consequence of Theorem 2 of [31].
Theorem 8. Suppose L is relatively spin, H∗(L;R) ' H∗(Sn,R), and n is odd. Let U =
H∗(X), so W = ρ−1(U) = Ĥ∗(X,L). Then, there exists a unique up to gauge equivalence
bounding pair (γW , b) over W with b point-like. In particular, assumptions (A.1) and (A.2)
hold.
The open Gromov-Witten invariants OGW associated with such (γW , b) coincide with
those of [31].
A real setting is a quadruple (X,L, ω, φ) where φ : X → X is an anti-symplectic
involution such that L ⊂ Fix(φ). Whenever we discuss a real setting, we fix a connected
subset Jφ ⊂ J consisting of J ∈ J such that φ∗J = −J. All almost complex structures
of a real setting are taken from Jφ. If we use virtual fundamental class techniques, we can
treat any ω-tame almost complex structure J satisfying φ∗J = −J. In addition, whenever
we discuss a real setting, we take Π = H2(X,L;Z)/ Im(Id +φ∗). Given a real setting, let
Hevenφ (X) (resp. Ĥ
even
φ (X,L)) denote the direct sum over k of the (−1)k-eigenspaces of φ∗
acting on H2k(X;R) (resp. Ĥ2k(X,L;R)). A differential form b ∈ A∗(X;RW ) is called
three-typical if b ∈ A3∗+4(L) ⊗ RW . The main ingredient in the following is Theorem 3
of [31].
2 Read as “mem”.
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Theorem 9. Suppose (X,L, ω, φ) is a real setting, L is spin, n ≡ 3 (mod 4), and
Hm(L;R) ' Hm(Sn;R), m ≡ 0, 3 (mod 4).
Let U = Hevenφ (X) ⊂ H∗(X). Then,
(a) U ⊗QU ⊂ QHU(X) is a Frobenius subalgebra.
(b) W = ρ−1(U) = Ĥevenφ (X,L).
(c) There exists a unique up to gauge equivalence bounding pair (γW , b) over W such that
b is three-typical and point-like.
In particular, assumptions (A.1) and (A.2) hold.
The open Gromov-Witten invariants OGW associated with such (γW , b) again coincide
with those of [31].
1.3.10. Special case: projective space. Consider the special case (X,L) = (CP n,RP n) with
ω = ωFS the Fubini-Study form, J = J0 the standard complex structure, and n odd. Take
Π = H2(X,L;Z) and identify the monoid of β ∈ H2(X,L;Z) such that ω(β) ≥ 0 with the
monoid of non-negative integers. By Theorem 8, our results apply with W = Ĥ∗(X,L;R).
Write Γj = [ω
j] ∈ Ĥ∗(X,L;R) and ∆j = [ωj] ∈ H∗(X;R). In Section 6, we explain
how to choose the projection P : H∗(C(i))→ Coker i of Section 1.3.3 so that the associated
complement of y(1) ∈ W is W ′ = Span{Γj}nj=0. The following is a consequence of Corollary 1.6,
the Kontsevich-Manin axioms [21], and analogous axioms for open Gromov-Witten invariants
given by Proposition 4.18.
Theorem 10. The invariants OGWβ,k satisfy the following recursions.
(a) Let l ≥ 2 and let I := {j3, · · · , jl} (possibly I = ∅). Then
OGWβ,k(Γj1 , . . . ,Γjl) = OGWβ,k(Γj1−1,Γj2+1,Γj3 , . . . ,Γjl)+
+
∑
$(βˆ)+β1=β
I1unionsqI2=I
n∑
i=0
(
GWβˆ(∆1,∆j2 ,∆I1 ,∆i) OGWβ1,k(Γn−i,Γj1−1,ΓI2)−
−GWβˆ(∆1,∆j1−1,∆I1 ,∆i) OGWβ1,k(Γn−i,Γj2 ,ΓI2)
)
+
+
∑
β1+β2=β
k1+k2=k
I1unionsqI2=I
(
k
k1
)(
OGWβ1,k1(Γ1,Γj1−1,ΓI1) OGWβ2,k2+1(Γj2 ,ΓI2)−
−OGWβ1,k1(Γ1,Γj2 ,ΓI1) OGWβ2,k2+1(Γj1−1,ΓI2)
)
.
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(b) Let k ≥ 2 and let I := {j1, . . . , jl}. Then
OGWβ,k(Γj1 , . . . ,Γjl) = −2
∑
$(βˆ)+β1=β+1
I1unionsqI2=I
n∑
i=0
GWβˆ(∆1,∆n,∆I1 ,∆i) OGWβ1,k−1(Γn−i,ΓI2)−
+ 2
∑
β1+β2=β+1
2≤β1≤β
k1+k2=k−2
I1unionsqI2=I
(
k
k1
)
OGWβ1,k1(Γ1,Γn,ΓI1) OGWβ2,k2+2(ΓI2)+
− 2
∑
β1+β2=β+1
1≤β1≤β
k1+k2=k−2
I1unionsqI2=I
(
k
k1
)
OGWβ1,k1+1(Γ1,ΓI1) OGWβ2,k2+1(Γn,ΓI2).
From the definition, one computes OGW1,2 = 2 for an appropriately chosen relative spin
structure. It then follows from the open WDVV equations that
OGW1,1(Γn+1
2
) = 0, OGW1,0(Γn) = −1.
Corollary 1.9. The open Gromov-Witten invariants of (CP n,RP n) are entirely determined
by the open WDVV equations, the axioms of OGW, the wall-crossing formula Theorem 6,
the closed Gromov-Witten invariants of CP n, and OGW1,2 = 2.
Moreover, the recursion process readily implies Corollary 6.2, which says the invariants are
rational numbers with denominator a power of 2. The denominators arise from the divisor
axiom.
1.3.11. Sample values for projective space. We continue with the setting and notation of the
preceding section. Below, we write OGWnβ,k for invariants of (CP n,RP n).
The invariants OGW3β,k coincide with the analogous invariants of Welschinger [32] up to
a factor of ±21−l by Theorem 5 of [31]. We have verified this for small values of n, l, β, by
comparing the tables in [1, 2] with computer calculations based on Theorem 10.
On the other hand, we are not aware of a definition of open Gromov-Witten invariants
generalizing Welschinger’s invariants with k > 0 real point constraints in dimensions n > 3
besides the invariants OGWβ,k. In Table 1, we present the results of computer calculations
based on Theorem 10, which show these invariants are non-trivial.
For i1, . . . , il, odd, the invariants OGW
n
β,0(Γi1 , . . . ,Γil) coincide with the analogous invari-
ants of Georgieva [10] up to a factor of ±21−l by Theorem 6 of [31]. We have verified this for
small values of n, l, β, by comparing the tables in [11] with computer calculations based on
Theorem 10.
On the other hand, if one or more of i1, . . . , il is even, the invariants of [10] vanish, while the
invariants OGWnβ,0(Γi1 , . . . ,Γil) are often non-vanishing. See Tables 2 and 3, which present
results of computer computations based on Theorem 10.
The reliance on general bounding chains is the main difference between the invariants
OGWβ,k and the invariants of Welschinger and Georgieva. In the situations where the
invariants OGWβ,k coincide with Welschinger’s and Georgieva’s invariants, bounding chains
become explicit: either zero or an n-form with integral s. However, the general construction
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n β k OGWnβ,k
3 3 6 −2
3 5 10 90
3 7 14 −29178
5 5 8 −2
5 9 14 1974
5 13 20 −42781410
5 17 26 7024726794150
7 7 10 −2
7 13 18 35498
7 19 26 −40083246650
7 25 34 680022893749060370
9 9 12 −2
9 17 22 587334
9 25 32 −31424766229890
9 33 42 49920592599715322910150
15 15 18 −2
15 29 34 2247512778
Table 1. Sample values with only boundary constraints
l2
β
1 3 5 7 9
0 −1
8
−43515
512
−601224741985
32768
−116238642273889476915
2097152
−140294698313130485254672005681
134217728
1 −1
2
−255
32
−602002259
1024
−113202029455499631
131072
−20113658490667274313737811
2097152
2 0 −11
32
−42354213
2048
−1929681317485627
131072
−797025207129184980573997
8388608
3 0 3
8
−88007
128
−136049411385
512
−526360518604567156539
524288
Table 2. Values of OGW5β,0(Γ
⊗l1
2 ⊗ Γ⊗l24 ). The value of l1 is determined by β
and l2.
of bounding chains in Theorems 2 and 3 of [31], upon which we rely in Theorems 8 and 9,
uses an inductive argument based on the obstruction theory of [6]. It is difficult to give an
explicit description of the resulting bounding chain. Nonetheless, the results of this paper
allow explicit calculations of the invariants OGWβ,k .
Write n = 2r + 1. To illustrate the geometric significance of the relative cohomology
Ĥ∗(X,L) and the wall-crossing formula, we consider the real analog of the classical result that
there are r+1 complex lines in CP n through 4 generic complex subspaces of dimension r. Real
lines correspond to conjugate pairs of holomorphic disks of degree 1. When β = 1, it is not
hard to see that the invariants OGWβ,k enumerate disks of degree 1; the bounding chain plays
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l2
β
1 3 5 7
0 − 1
32
−40990173
8192
−679329355023877929
2097152
−304348375415626014616826203269
536870912
1 −1
2
−23229
512
−32941896518265
131072
−3267223276596315843861141
33554432
2 0 −11
32
−2874828463
8192
−54161348711499099171
2097152
3 0 0 −338633
512
−1318018642164857
131072
Table 3. Values of OGW7β,0(Γ
⊗l1
2 ⊗ Γ⊗l26 ). The value of l1 is determined by β
and l2. Here we chose to take no constraints in Γ4.
a role only when β > 1. Recall that the class ∆r+1 = [ω
r+1] ∈ Hn+1(CP n) is Poincare´ dual to
the class of an r plane in Hn−1(CP n). However, the class Γr+1 = [ωr+1] ∈ Ĥn+1(CP n,RP n)
is not Poincare´ dual to the class of an r plane in Hn−1(CP n \ RP n). Rather, the classes
λ± = Γr+1 ∓ 1
2
Γ
are Poincare´ dual to two distinct classes of r planes in Hn−1(CP n \ RP n). We have
OGWn1,2 = 2, OGW
n
1,1(Γr+1) = 0, OGW
n
1,0(Γr+1,Γr+1) = −
1
2
,
The first two values are stated in Theorem 10 and the third is a consequence of equation (a)
and the divisor axiom. Applying the wall-crossing formula of Theorem 6, we obtain
OGWn1,0(Γ,Γ) = 2, OGW
n
1,0(Γr+1,Γ) = 0.
Thus, it follows by multi-linearity that
OGWn1,0(λ
±, λ±) = 0, OGWn1,0(λ
±, λ∓) = −1
When n ≡ 1 (mod 4) the classes λ± are anti-conjugate, so the Poincare´ dual of a conjugate
pair of complex r planes is 2Γr+1 = λ
+ + λ−. Thus, an invariant count of real lines through
two conjugate pairs of complex r planes is half of the corresponding disk count:
1
2
OGW1,0(2Γr+1, 2Γr+1) = −1.
As expected, this agrees with the complex count mod 2. When n ≡ 3 (mod 4), the classes
λ± are conjugation invariant, so the Poincare´ dual of a conjugate pair of complex r planes
may be either 2λ+ or 2λ−. Thus, there are four possible invariant counts of real lines through
two conjugate pairs of complex r planes:
1
2
OGW1,0(2λ
±, 2λ±) = 0 and
1
2
OGW1,0(2λ
±, 2λ∓) = −2.
Again, these invariants agree with the complex count mod 2. In [20, Example 12], Kolla´r
constructs a generic configuration of two conjugate pairs of complex r planes of the same
class, such that there is no real line that intersects them. This shows that the vanishing
invariant is optimal for such pairs. However, for conjugate pairs of complex r planes of
different classes, we obtain a positive lower bound of 2.
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1.3.12. Regularity assumptions. We proceed with the regularity assumptions set in [30],
namely, that moduli spaces are smooth orbifolds with corners and the evaluation maps at
the zero point are proper submersions. To that we add in Section 3 the assumption that the
zero evaluation maps remain submersions after restricting to a subspace of open stable maps
where certain marked points are constrained to lie on a geodesic of the hyperbolic metric of
the disk.
In [30, Example 4.1-Remark 1.5] we show that the regularity assumptions hold for homo-
geneous spaces. The additional assumption concerning moduli spaces of open stable maps
with geodesic constraints on marked points holds for homogeneous spaces as well. Indeed,
suppose J is integrable and suppose there exists a Lie group GX that acts transitively on X
by J-holomorphic diffeomorphisms. Furthermore, suppose there exists a subgroup GL ⊂ GX
that preserves L and acts transitively on L. LetMk,l;a,b(β) ⊂Mk,l(β) be a moduli space with
a geodesic constraint, as defined in Section 3. Then GL acts on Mk,l;a,b(β) as well, and the
evaluation maps are equivariant. Since GL acts transitively on L, we see that evb0 remains a
submersion after restricting to Mk,l;a,b(β).
In particular, (CP n,RP n) with the standard symplectic and complex structures, or more
generally, Grassmannians, flag varieties and products thereof, satisfy our regularity assump-
tions. Using the theory of the virtual fundamental class from [4, 5, 7–9] or [13–16, 22], our
results extend to general target manifolds.
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2. Background
2.1. Integration properties. Let f : M → N be a proper submersion with fiber dimension
rel dim f = r, and let Υ be a graded-commutative algebra over R. Denote by
f∗ : A∗(M ; Υ)→ A∗(N ; Υ)[−r]
the push-forward of forms along f , that is, integration over the fiber. We will need the
following properties of f∗ formulated in [30, Section 2.1.2].
Proposition 2.1.
(a) Let f : M → pt and α ∈ Am(M)⊗Υ. Then
f∗α =
{∫
M
α, m = dimM,
0, otherwise.
(b) Let g : P →M , f : M → N, be proper submersions. Then
f∗ ◦ g∗ = (f ◦ g)∗.
(c) Let f : M → N be a proper submersion, α ∈ A∗(N ; Υ), β ∈ A∗(M ; Υ). Then
f∗(f ∗α ∧ β) = α ∧ f∗β.
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(d) Let
M ×N P p //
q

P
g

M
f // N
be a pull-back diagram of smooth maps, where g is a proper submersion. Let α ∈ A∗(P ).
Then
q∗p∗α = f ∗g∗α.
Proposition 2.2 (Stokes’ theorem). Let f : M → N be a proper submersion with dimM = s,
and let ξ ∈ At(M ; Υ). Then
d(f∗ξ) = f∗(dξ) + (−1)s+t
(
f
∣∣
∂M
)
∗ξ,
where ∂M is understood as the fiberwise boundary with respect to f.
Remark 2.3. Proposition 2.2 applied to f : M → pt yields the classical Stokes’ theorem up to
a sign, ∫
M
dξ = (−1)dimM+|ξ|+1
∫
∂M
ξ.
The sign arises from the possibly non-trivial grading of the coefficient ring. See [30, Remark 2.4]
for an extended discussion.
The following result is Lemma 5.3 of [29].
Lemma 2.4. Let f : M → M be a diffeomorphism and let α ∈ A∗(M). Then f ∗α =
(−1)sgn(f)f−1∗ α.
2.2. Open stable maps. Here, we recall definitions and notations for open stable maps and
moduli spaces thereof from [30, Section 2.2.1]. A J-holomorphic genus-0 open stable map
to (X,L) of degree β ∈ Π with one boundary component, k+ 1 boundary marked points, and
l interior marked points, is a quadruple (Σ, u, ~z, ~w) as follows. The domain Σ is a genus-0
nodal Riemann surface with boundary consisting of one connected component,
u : (Σ, ∂Σ)→ (X,L)
is a continuous map, J-holomorphic on each irreducible component of Σ, with
u∗([Σ, ∂Σ]) = β,
and
~z = (z0, . . . , zk), ~w = (w1, . . . , wl),
with zj ∈ ∂Σ, wj ∈ int(Σ), distinct. The labeling of the marked points zj respects the cyclic
order given by the orientation of ∂Σ induced by the complex orientation of Σ. Stability means
that if Σi is an irreducible component of Σ, then either u|Σi is non-constant, or the combined
number of marked points and nodal points on Σi is no less than 3. An open stable map is called
irreducible if its domain consists of a single irreducible component. An isomorphism of open
stable maps (Σ, u, ~z, ~w) and (Σ′, u′, ~z′, ~w′) is a homeomorphism θ : Σ→ Σ′, biholomorphic on
each irreducible component, such that
u = u′ ◦ θ, z′j = θ(zj), j = 0, . . . , k, w′j = θ(wj), j = 1, . . . , l.
20
Denote by Mk+1,l(β) =Mk+1,l(β; J) the moduli space of J-holomorphic genus zero open
stable maps to (X,L) of degree β with one boundary component, k + 1 boundary marked
points, and l internal marked points. Denote by
evbβj :Mk+1,l(β)→ L, j = 0, . . . , k,
eviβj :Mk+1,l(β)→ X, j = 1, . . . , l,
the evaluation maps given by evbβj ((Σ, u, ~z, ~w)) = u(zj) and evi
β
j ((Σ, u, ~z, ~w)) = u(wj). We
may omit the superscript β when the omission does not create ambiguity.
2.3. Structure equations and properties. For all β ∈ Π, k, l ≥ 0, and (k, l, β) 6∈
{(1, 0, β0), (0, 0, β0)}, define
qβk, l : A
∗(L;R)⊗k ⊗ A∗(X;Q)⊗l −→ A∗(L;R)
by
qβk,l(α1 ⊗ · · · ⊗ αk; γ1 ⊗ · · · ⊗ γl) := (−1)ε(α)(evbβ0 )∗
(
l∧
j=1
(eviβj )
∗γj ∧
k∧
j=1
(evbβj )
∗αj
)
with
ε(α) :=
k∑
j=1
j(|αj|+ 1) + 1.
In addition, define qβ01,0(α) := dα and q
β0
0,0 := 0. Set
q k, l :=
∑
β∈Π
T βqβk, l.
For l ≥ 0, (l, β) 6= (1, β0), (0, β0), define
qβ−1,l : A
∗(X;Q)⊗l −→ Q
by
qβ−1,l(γ1 ⊗ · · · ⊗ γl) :=
∫
M0,l(β)
l∧
j=1
(eviβj )
∗γj,
q−1,l(γ1 ⊗ · · · ⊗ γl) :=
∑
β∈Π
T βqβ−1,l(γ1 ⊗ · · · ⊗ γl).
Define also qβ0−1,1 := 0 and q
β0
−1,0 := 0. Lastly, define similar operations using spheres,
q∅,l : A∗(X;Q)⊗l −→ A∗(X;R),
as follows. For β ∈ H2(X;Z) let Ml+1(β) be the moduli space of genus zero J-holomorphic
stable maps with l + 1 marked points indexed from 0 to l, representing the class β. Denote
by evβj :Ml+1(β)→ X the evaluation map at the j-th marked point. Assume that all the
moduli spacesMl+1(β) are smooth orbifolds and ev0 is a submersion. Let $ : H2(X;Z)→ Π
denote the projection. For l ≥ 0, (l, β) 6= (1, 0), (0, 0), set
qβ∅,l(γ1, . . . , γl) := (ev
β
0 )∗(∧lj=1(evβj )∗γj),
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and define
q0∅,1 := 0, q
0
∅,0 := 0,
and
q∅,l(γ1, . . . , γl) :=
∑
β∈H2(X)
T$(β)qβ∅,l(γ1, . . . , γl).
Denote by 〈 , 〉 the signed Poincare´ pairing on L:
〈ξ, η〉 = (−1)|η|
∫
L
ξ ∧ η. (15)
It satisfies
〈ξ, η〉 := (−1)|η|
∫
L
ξ ∧ η = (−1)|η|+|η|·|ξ|
∫
L
η ∧ ξ = (−1)(|η|+1)(|ξ|+1)+1〈η, ξ〉. (16)
Proposition 2.5 (Structure equations for k ≥ 0, [30, Proposition 2.5]). For any fixed
α = (α1, . . . , αk), γ = (γ1, . . . , γl),
0 =
l∑
i=1
(−1)
∑i−1
j=1 |γj |+1q k, l(α;⊗i−1j=1γj ⊗ dγi ⊗⊗lj=i+1γj) +
+
∑
k1+k2=k+1
1≤i≤k1
IunionsqJ={1,...,l}
(−1)ι(α,γ;i,I)qk1,|I|(⊗i−1j=1αj ⊗ qk2,|J |(⊗k2j=1αj+i−1;⊗Jγj)⊗⊗kj=i+k2αj;⊗Iγj),
where
ι(α, γ; i, I) = (
∑
j∈J
|γj|+ 1) ·
∑
j∈(1:3)
(|αj|+ 1) +
∑
j∈I
|γj|+ sgn(σγI∪J).
Proposition 2.6 (Structure equation for k = −1, [30, Proposition 2.6]). For any fixed
γ = (γ1, . . . , γl),
0 =
∑
(2:3)={j}
(−1)|γ(1:3)|+1q−1,l(γ(1:3) ⊗ dγj ⊗ γ(3:3))+
+
1
2
∑
IunionsqJ={1,...,l}
(−1)ι(γ;I)〈q0,|I|(γI), q0,|J |(γJ)〉+ (−1)|γ|+1
∫
L
i∗q∅,l(γ).
Proposition 2.7 (Cyclic structure, [30, Proposition 3.3]). For any α1, . . . , αk+1 ∈ A∗(L)
and γ1, . . . , γl ∈ A∗(X),
〈q k, l(α1, . . ., αk; γ1, . . . γl), αk+1〉 =
(−1)(|αk+1|+1)
∑k
j=1(|αj |+1) · 〈q k, l(αk+1, α1, . . . , αk−1; γ1, . . . , γl), αk〉.
Lemma 2.8 (Zero energy, [30, Proposition 3.8]). For k ≥ 0,
qβ0k, l(α1, . . . , αk; γ1, . . . , γl) =

dα1, (k, l) = (1, 0),
(−1)|α1|α1 ∧ α2, (k, l) = (2, 0),
−γ1|L, (k, l) = (0, 1),
0, otherwise.
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Furthermore,
qβ0−1,l(γ1, . . . , γl) = 0.
The following lemma is an immediate consequence of [30, Proposition 3.12].
Lemma 2.9. Suppose (k, l, β) 6∈ {(1, 0, β0), (0, 1, β0), (2, 0, β0)}. Then
∫
L
qβk, l(α; γ) = 0 for
all lists α, γ.
Lemma 2.10 (Chain map, [30, Proposition 3.13]). The operator
q∅ = ⊕l≥0q∅,l :
⊕
l≥0
A∗(X;Q)⊗l −→ A∗(X;Q)
is a chain map.
The following lemmas are well known.
Lemma 2.11 (Closed unit). For γ1, . . . , γl−1 ∈ A∗(X),
qβ∅,l(1, γ1, . . . , γl−1) =
{
γ1, β = β0 and l = 2,
0, otherwise.
Lemma 2.12 (Closed degree). For γ = (γ1, . . . , γl), and β ∈ H2(X;Z),
|qβ∅,l(γ)| = |γ| − 2l − 2c1(β) + 4.
Lemma 2.13 (Closed zero energy). For γ1, . . . , γl ∈ A∗(X),
q0∅,l(γ1, . . . , γl) =
{
γ1 ∧ γ2, l = 2,
0, otherwise.
Lemma 2.14 (Closed divisor). For γ1, . . . , γl ∈ A∗(X) with dγ1 = 0, |γ1| = 2, and β ∈
H2(X;Z), we have
qβ∅,l(γ1, . . . , γl) =
(∫
β
γ1
)
· qβ∅,l−1(γ2, . . . , γl).
2.4. Pseudoisotopies. Let I = [0, 1] and let {Jt}t∈I be a path in J from J = J0 to J ′ = J1.
For each β, k, l, set
M˜k+1,l(β) := {(t, u) |u ∈Mk+1,l(β; Jt)}.
We have evaluation maps
e˜vbj : M˜k+1,l(β) −→ I × L, j ∈ {0, . . . , k},
e˜vbj(t, [u, ~z, ~w]) := (t, u(zj)).
and
e˜vij : M˜k+1,l(β) −→ I ×X, j ∈ {1, . . . , l}
e˜vij(t, [u, ~z, ~w]) := (t, u(wj)).
It follows from the assumption on J that all M˜k+1,l(β) are smooth orbifolds with corners,
and e˜vb0 is a proper submersion. Let
pI : I × L −→ I, pM : M˜k+1,l(β) −→ I,
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be the projections. For k, l ≥ 0, define
q˜βk,l : A
∗(I × L;R)⊗k ⊗ A∗(I ×X;Q)⊗l −→ A∗(I × L;R)
by
q˜β0=01,0 (α˜) = dα˜, q˜
β
k,l(⊗kj=1α˜j;⊗lj=1γ˜j) := (−1)ε(α˜)(e˜vb0)∗(∧kj=1e˜vb
∗
j α˜j ∧ ∧lj=1e˜vi
∗
j γ˜j),
α˜, α˜j ∈ A∗(I × L), γ˜j ∈ A∗(I ×X).
Define also
q˜β−1,l : A
∗(I ×X;Q)⊗l −→ A∗(I;Q), l ≥ 0,
by
q˜β−1,l(⊗lj=1γ˜j) := (pM)∗ ∧lj=1 e˜vi
∗
j γ˜j.
As before, denote the sum over β by
q˜k,l(⊗kj=1α˜j;⊗lj=1γ˜j) :=
∑
β∈Π
T β q˜βk,l(⊗kj=1α˜j;⊗lj=1γ˜j),
q˜−1,l(⊗lj=1γ˜j) :=
∑
β∈Π
T β q˜β−1,l(⊗lj=1γ˜j).
Lastly, define similar operations using spheres,
q˜∅,l : A∗(I ×X;Q)⊗l −→ A∗(I ×X;R),
as follows. For β ∈ H2(X;Z) let
M˜l+1(β) := {(t, u) |u ∈Ml+1(β; Jt)}.
For j = 0, . . . , l, let
e˜vβj : M˜l+1(β)→ I ×X,
e˜vβj (t, [u, ~w]) := (t, u(wj)),
be the evaluation maps. Assume that all the moduli spaces M˜l+1(β) are smooth orbifolds
and e˜v0 is a submersion. For l ≥ 0, (l, β) 6= (1, 0), (0, 0), set
q˜β∅,l(γ˜1, . . . , γ˜l) := (e˜v
β
0 )∗(∧lj=1(e˜vβj )∗γ˜j),
q˜∅,l(γ˜1, . . . , γ˜l) :=
∑
β∈H2(X)
T$(β)q˜β∅,l(γ˜1, . . . , γ˜l),
and define
q˜0∅,1 := 0, q˜
0
∅,0 := 0.
Proposition 2.15 (Structure equations for k ≥ 0, [30, Proposition 4.3]). For any fixed
α˜ = (α˜1, . . . , α˜k), γ˜ = (γ˜1, . . . , γ˜l),
0 =
l∑
i=1
(−1)
∑i−1
j=1 |γ˜j |+1q˜k,l(α˜;⊗i−1j=1γ˜j ⊗ dγ˜i ⊗⊗lj=i+1γ˜j) +
+
∑
k1+k2=k+1
1≤i≤k1
IunionsqJ={1,...,l}
(−1)ι(α˜,γ˜;i,I)q˜k1,|I|(⊗i−1j=1α˜j ⊗ q˜k2,|J |(⊗k2j=1α˜j+i−1;⊗J γ˜j)⊗⊗kj=i+k2α˜j;⊗I γ˜j).
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To formulate the next results, define
〈〈ξ˜, η˜〉〉 := (−1)|η˜|(pI)∗(ξ˜ ∧ η˜), ξ˜, η˜ ∈ A∗(I × L;R).
Proposition 2.16 (Structure equations for k = −1, [30, Proposition 4.4]). For any fixed
γ˜ = (γ˜1, . . . , γ˜l),
−dq˜−1,l(γ˜) =
∑
(2:3)={j}
(−1)|γ˜(1:3)|+1q˜−1,l(γ˜(1:3) ⊗ dγ˜j ⊗ γ˜(3:3))+
+
1
2
∑
IunionsqJ={1,...,l}
(−1)ι(γ˜;I)〈〈q˜0,|I|(γ˜I), q˜0,|J |(γ˜J)〉〉+ (−1)|γ˜|+1(pI)∗i∗q˜∅,l(γ˜).
Lemma 2.17 ( [30, Proposition 4.18]). For all lists γ˜ = (γ˜1, . . . , γ˜l), we have
〈〈q˜0,l(γ˜), 1〉〉 =
{
0, l ≥ 1,
−(pI)∗(γ˜1|I×L), l = 1.
Lemma 2.18 (Chain map, [30, Proposition 4.19]). The operator
q˜∅ = ⊕l≥0q˜∅,l :
⊕
l≥0
A∗(I ×X;Q)⊗l −→ A∗(I ×X;Q)
is a chain map.
Recall the notion of bounding pairs from Definition 1.1.
Definition 2.19. We say a bounding pair (γ, b) with respect to J is gauge-equivalent to
a bounding pair (γ′, b′) with respect to J ′, if there exist γ˜ ∈ IA∗(X;Q) and b˜ ∈ KA∗(L;R)
such that
j∗0 γ˜ = γ, j
∗
1 γ˜ = γ
′, j∗0 b˜ = b, j
∗
1 b˜ = b
′, dγ˜ = 0, |γ˜| = 2,∑
k,l≥0
q˜k,l(b˜
⊗k; γ˜⊗l) = c˜ · 1, c˜ ∈ K, |c˜| = 2.
In this case, we say that (γ˜, b˜) is a pseudo-isotopy from (γ, b) to (γ′, b′) and write (γ, b) ∼
(γ′, b′).
3. Geodesic conditions
3.1. Geodesic operators. Let a, e ∈ Z≥0 such that a + e = 3, and let Mk+1,l;a,e(β) ⊂
Mk+1,l(β) be the closure of the subspace consisting of one-component maps such that a of the
boundary points and the first e of the interior points lie on a common geodesic in the domain
with respect to the hyperbolic metric. When we need to specify which of the boundary points
are taken to lie on a geodesic, we add their labels as sub-indices to a, in which case the order
of the indices indicates the order in which the points appear on the geodesic. If not indicated
explicitly, the points are assumed to appear according to their labeling order. For example,
Mk+1,l;20,k,1(β) is the space of stable disks with k + 1 boundary and l marked points, such
that the first interior point lies on the geodesic between the zeroth and last boundary points.
In Mk+1,l;10,2(β), the geodesic starts at the zeroth boundary point and passes through the
first and second interior points, in that order. As mentioned in Section 1.3.12, we assume
that evb0|Mk+1,l;a,e(β) is a proper submersion.
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To determine the orientation onMk+1,l;a,e(β), it is useful to identify it with a fiber product
of oriented orbifolds, as follows. Denote by v1, v2, v3 ∈ {z0, . . . , zk, w1, . . . , wl} the marked
points that lie on the geodesic, labeled according to the order in which they appear on the
geodesic. Given a nodal Riemann surface with boundary Σ with complex structure j, denote
by Σ a copy of Σ with the opposite complex structure −j. For a point v ∈ Σ, let v¯ ∈ Σ denote
the corresponding point. The complex double ΣC = Σ
∐
∂Σ Σ is a closed nodal Riemann
surface, so it is possible to define the cross ratio of four points on ΣC as in [23, Appendix D.4].
We define
χ :Mk+1,l(β) −→ C,
χ(u,Σ, ~z, ~w) := (v¯2, v1, v3, v2).
On the irreducible locus of Mk+1,l(β), the domain Σ can be identified with the upper half
plane and χ has the explicit formula
χ(u, ~z, ~w) =
(v3 − v¯2)(v2 − v1)
(v3 − v1)(v2 − v¯2) .
Note that the second marked point on the geodesic is necessarily an interior point, so v¯2 6= v2,
and thus χ is well defined. Then the condition that v1, v2, v3, lie on a geodesic is equivalent
to the condition χ(u, ~z, ~w) ∈ [0, 1]. Thus, we have
Mk+1,l;a,e(β) =Mk+1,l;χ = [0, 1]×CMk+1,l(β) //

Mk,l(β)
χ

[0, 1] 
 // C,
and the fiber product identification determines orientation, as in [19] or [30].
Denote by
qβk,l;χ = q
β
k,l;a,e : A
∗(X;R)⊗k ⊗ A∗(X;Q)⊗l −→ A∗(X;R)
the operators defined analogously to qβk, l with Mk+1,l;a,e(β) in place of Mk+1,l(β). Explicitly,
qβk,l;a,e(α1 ⊗ · · · ⊗ αk; γ1 ⊗ · · · ⊗ γl) := (−1)εχ(α)(evbβ0 )∗
(
l∧
j=1
(eviβj )
∗γj ∧
k∧
j=1
(evbβj )
∗αj
)
with
εχ(α) := ε(α) + |α|+ k =
k∑
j=1
(j + 1)(|αj|+ 1) + 1.
In addition, define
qβ−1,l;0,e : (A
∗(X;Q))⊗l −→ R
by
qβ−1,l;0,e(γ1 ⊗ · · · ⊗ γl) := −
∫
M0,l;0,e(β)
l∧
j=1
(eviβj )
∗γj.
Set
qk,l;χ = qk,l;a,e :=
∑
β∈Π
T βqβk,l;a,e.
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Again, specifying boundary points and the order of the points on the geodesic can be done
by adding a sub-index to a and e.
Lastly, consider the moduli space Ml+1(β) of spheres with l + 1 marked points w0, . . . , wl.
Let
χ0 :Ml+1(β) −→ C,
χ0(u,Σ, ~w) := (w0, w1, w3, w2),
be the cross ratio map. LetMl+1;χ0(β) = [0, 1]×CMl+1(β) be the associated geodesic moduli
space and denote by
q∅,l;χ0 , q
β
∅,l;χ0 : A
∗(X;Q)⊗l −→ A∗(X;Q)
the associated operators. Explicitly,
qβ∅,l;χ0(γ1 ⊗ · · · ⊗ γl) = (ev
β
0 )∗
( l∧
j=1
(evβj )
∗γj
)
,
and
q∅,l;χ0 :=
∑
β∈H2(X;Z)
T$(β)qβ∅,l;χ0 .
3.2. Structure equations. Here we formulate structure equation for the geodesic q opera-
tions, similarly to the structure equations that govern the usual q operators. The proofs are
similar to those of [30, Propositions 2.5-2.6], and are based on Stokes’ theorem, Proposition 2.2.
For ordered lists B = (b1, . . . , bk) and I = (i1, . . . , il), denote by B ◦ I the ordered list
resulting from concatenation, i.e., B ◦ I := (b1, . . . , bk, i1, . . . , il).
Let B be a list of indices and let η = (ηj)j∈B ⊂ A∗(X;Q). For a sublist I ⊂ B, denote by
ηI the list (ηj)j∈I . For a partition I unionsq J of B into two ordered sub-lists, denote by σηI∪J the
permutation that reorders ηI ◦ ηJ to η. It follows that
sgn(σηI∪J) ≡
∑
i∈I,j∈J
j<i
|ηi| · |ηj| (mod 2).
Throughout, let α = (α1, . . . , αk) and γ = (γ1, . . . , γl) be lists with αj ∈ A∗(L;R) and
γj ∈ Â∗(X,L;Q).
Use the following notation for signs, modulo 2:
ι1 := ι1(α, γ; i, I) := (|γJ |+ 1)
i−1∑
j=1
(|αj|+ 1) + sgn(σγIunionsqJ) + |γ|,
ι2 := ι2(α, γ; i, I) := |γJ |
i−1∑
j=1
(|αj|+ 1) + |γI |+ sgn(σγIunionsqJ) + 1,
ι3 := ι3(α, γ; I) := |α|+ k + |γ|+ n+ 1 + sgn(σγIunionsqJ).
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Proposition 3.1 (The spaces Mk+1,l;20,m,1(β)).
0 =
l∑
i=1
(−1)
∑i−1
j=1 |γj |qk,l;20,m,1(⊗kj=1αj;⊗i−1j=1γj ⊗ dγi ⊗⊗lj=i+1γj)+ (AI)
+
∑
k1+k2=k+1
m+1≤i≤k1
IunionsqJ={2,...,l}
(−1)ι1(α,γ;i,(1)◦I)qk1,l1;20,m,1(⊗i−1j=1αj ⊗ qk2,l2(⊗k2j=1αj+i−1;⊗j∈Jγj)⊗
⊗⊗k1j=i+1αj+k2−1; γ1 ⊗⊗j∈Iγj)+ (AII)
+
∑
k1+k2=k+1
1≤i≤m−k2
IunionsqJ={2,...,l}
(−1)ι1(α,γ;i,(1)◦I)qk1,l1;20,m−k2+1,1(⊗i−1j=1αj ⊗ qk2,l2(⊗k2j=1αj+i−1;⊗j∈Jγj)⊗
⊗⊗k1j=i+1αj+k2−1; γ1 ⊗⊗j∈Iγj)+ (AIII)
+
∑
k1+k2=k+1
1≤i≤k1
IunionsqJ={2,...,l}
(−1)ι2(α,γ;i,I)qk1,l1(⊗i−1j=1αj ⊗ qk2,l2;20,m−i+1,1(⊗k2j=1αj+i−1; γ1 ⊗⊗j∈Jγj)⊗
⊗⊗k1j=i+1αj+k2−1;⊗j∈Iγj)+ (AIV)
+
∑
k1+k2=k+1
m−k2≤i≤m
IunionsqJ={2,...,l}
(−1)ι1(α,γ;i,(1)◦I)qk1,l1;20,i,1(⊗i−1j=1αj ⊗ qk2,l2(⊗k2j=1αj+i−1;⊗j∈Jγj)⊗
· ⊗k1j=i+1αj+k2−1; γ1 ⊗⊗j∈Iγj). (AV)
See Figure 2.
Figure 2. Boundary components of M2,2;20,1,1(β0)
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Proposition 3.2 (The spaces Mk+1,l;10,2(β)).
0 =
l∑
i=1
(−1)
∑i−1
j=1 |γj |qk,l;10,2(⊗kj=1αj;⊗i−1j=1γj ⊗ dγi ⊗⊗lj=i+1γj)+ (BI)
+
∑
k1+k2=k+1
P∈S3[k]
IunionsqJ={3,...,l}
(−1)ι1(α,γ;P,(1,2)◦I)qk1,l1;10,2(α(1:3) ⊗ qk2,l2(α(2:3);⊗j∈Jγj)⊗ α(3:3); γ1 ⊗ γ2 ⊗⊗j∈Iγj)+
(BII)
+
∑
k1+k2=k+1
P∈S3[k]
IunionsqJ={3,...,l}
(−1)ι2(α,γ;P,I)qk1,l1(α(1:3) ⊗ qk2,l2;10,2(α(2:3); γ1 ⊗ γ2 ⊗⊗j∈Jγj)⊗ α(3:3);⊗j∈Iγj)+
(BIII)
+
∑
k1+k2=k+1
P∈S3[k]
IunionsqJ={3,...,l}
(−1)ι1(α,γ;P,(1)◦I)qk1,l1;20,i,1(α(1:3) ⊗ qk2,l2(α(2:3); γ2 ⊗⊗j∈Jγj)⊗ α(3:3); γ1 ⊗⊗j∈Iγj)+
(BIV)
+
∑
IunionsqJ={3,...,l}
(−1)ι3(α,γ;P,I)qk,l1(α; q∅,l2(γ1 ⊗ γ2 ⊗⊗j∈Jγj)⊗⊗j∈Iγj). (BV)
See Figure 3.
Proposition 3.3 (The spaces Mk+1,l;0,3(β)). For k ≥ 0,
0 =
l∑
i=1
(−1)
∑i−1
j=1 |γj |qk,l;0,3(⊗kj=1αj;⊗i−1j=1γj ⊗ dγi ⊗⊗lj=i+1γj)+ (CI)
+
∑
k1+k2=k+1
P∈S3[k]
IunionsqJ={4,...,l}
(−1)ι1(α,γ;P,(1,2,3)◦I)qk1,l1;0,3(α(1:3) ⊗ qk2,l2(α(2:3);⊗j∈Jγj)⊗
⊗ α(3:3); γ1 ⊗ γ2 ⊗ γ3 ⊗⊗j∈I′γj)+ (CII)
+
∑
k1+k2=k+1
P∈S3[k]
IunionsqJ={4,...,l}
(−1)ι2(α,γ;P,I)qk1,l1(α(1:3) ⊗ qk2,l2;0,3(α(2:3); γ1 ⊗ γ2 ⊗ γ3 ⊗⊗j∈Jγj)⊗
⊗ α(3:3);⊗j∈Iγj)+ (CIII)
+
∑
k1+k2=k+1
P∈S3[k]
IunionsqJ={4,...,l}
(−1)ι2(α,γ;P,(1)◦I)qk1,l1(α(1:3) ⊗ qk2,l2;10,2(α(2:3); γ2 ⊗ γ3 ⊗⊗j∈Jγj)⊗
⊗ α(3:3); γ1 ⊗⊗j∈Iγj)+ (CIV)
+
∑
k1+k2=k+1
P∈S3[k]
IunionsqJ={4,...,l}
(−1)ι1(α,γ;P,(2,3)◦I)qk1,l1;1i,2(α(1:3) ⊗ qk2,l2(α(2:3); γ1 ⊗⊗j∈Jγj)⊗
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Figure 3. Boundary components of M1,2;10,2(β0)
⊗ α(3:3); γ2 ⊗ γ3 ⊗⊗j∈Iγj)+ (CV)
−
∑
k1+k2=k+1
P∈S3[k]
IunionsqJ={4,...,l}
(−1)ι1(α,γ;P,(2,1)◦I)qk1,l1;1i,2(α(1:3) ⊗ qk2,l2(α(2:3); γ3 ⊗⊗j∈Jγj)⊗
⊗ α(3:3); γ2 ⊗ γ1 ⊗⊗j∈Iγj)− (CVI)
−
∑
k1+k2=k+1
P∈S3[k]
IunionsqJ={4,...,l}
(−1)ι2(α,γ;(2,1)◦I)qk1,l1(α(1:3) ⊗ qk2,l2;10,2(α(2:3); γ2 ⊗ γ1 ⊗⊗j∈Jγj)⊗
⊗ α(3:3); γ3 ⊗⊗j∈Iγj)− (CVII)
−
∑
IunionsqJ={4,...,l}
(−1)ι3(γ;(3)◦I)qk,l1(α; q∅,l2(γ1 ⊗ γ2 ⊗⊗j∈Jγj)⊗ γ3 ⊗⊗j∈Iγj)+ (CVIII)
+
∑
IunionsqJ={4,...,l}
(−1)ι3(γ;(1)◦I)qk,l1(α; q∅,l2(γ2 ⊗ γ3 ⊗⊗j∈Jγj)⊗ γ1 ⊗⊗j∈Iγj). (CIX)
See Figure 4.
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Figure 4. Boundary components of M0,3;0,3(β0)
Proposition 3.4 (The spaces M0,l;0,3(β)).
0 =
l∑
i=1
(−1)
∑i−1
j=1 |γj |q−1,l;0,3(⊗i−1j=1γj ⊗ dγi ⊗⊗lj=i+1γj)+ (DI)
+
∑
IunionsqJ={4,...,l}
(−1)ι1(γ;(1,2,3)◦I)〈q0,|I|;0,3(γ1 ⊗ γ2 ⊗ γ3 ⊗⊗j∈Iγj), q0,|J |(⊗j∈Jγj)〉+ (DII)
+
∑
IunionsqJ={4,...,l}
(−1)ι2(γ;(1)◦I)〈q0,|I|(γ1 ⊗⊗j∈Iγj), q0,|J |;10,2(γ2 ⊗ γ3 ⊗⊗j∈Jγj)〉+ (DIII)
−
∑
IunionsqJ={4,...,l}
(−1)ι1(γ;(1,2)◦I)〈q0,|I|;10,2(γ2 ⊗ γ1 ⊗⊗j∈Iγj), q0,|J |(γ3 ⊗⊗j∈Jγj)〉+ (DIV)
−
∑
IunionsqJ={4,...,l}
(−1)ι3(γ;(3)◦I)q−1,|I|(q∅,|J |(γ1 ⊗ γ2 ⊗⊗j∈Jγj)⊗ γ3 ⊗⊗j∈Iγj)+ (DV)
+
∑
IunionsqJ={4,...,l}
(−1)ι3(γ;(1)◦I)q−1,|I|(q∅,|J |(γ2 ⊗ γ3 ⊗⊗j∈Jγj)⊗ γ1 ⊗⊗j∈Iγj)+ (DVI)
+ (−1)ι3(γ;I=∅)
∫
L
i∗(q∅,l;χ0(γ1 ⊗ γ2 ⊗ γ3 ⊗⊗lj=4γj)). (DVII)
Lemma 3.5.
dq∅,l;χ0(γ1, . . . , γl) =
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=
l∑
i=1
(−1)
∑i−1
j=1 |γj |q∅,l;χ0(⊗i−1j=1γj ⊗ dγi ⊗⊗lj=i+1γj)+
+ (−1)|γ|+1
∑
IunionsqJ={4,...,l}
q∅,|I|+2(γ1 ⊗ q∅,|J |+2(γ3 ⊗ γ2 ⊗ γJ)⊗ γI)−
− (−1)|γ|+1
∑
IunionsqJ={4,...,l}
q∅,|I|+2(γ3 ⊗ q∅,|J |+2(γ1 ⊗ γ2 ⊗ γJ)⊗ γI).
See Figure 5.
Figure 5. Boundary components of M4;χ0(β0)
Remark 3.6. Lemma 3.5 implies the WDVV equation for the closed Gromov-Witten poten-
tial (3). Equivalently, the quantum product ?U of Section 1.2.7 is associative.
3.3. Properties.
3.3.1. Unit on the geodesic. The followings lemmas concern geodesic operators where the
unit is fed to one of the inputs constrained to the geodesic. They have no direct analog for
the usual q operators.
Lemma 3.7.
q−1,l(γ) = (−1)n〈q0,l;10,2(γ), 1〉.
The proofs of this lemma and the next follow after Lemma 3.9.
Lemma 3.8. Set α = (α1, . . . , αk) and α
′ = (α2, . . . , αk). Whenever applicable,
〈qk−1,l(α′; γ), α1〉 =
k∑
i=1
(−1)n+
∑i
j=2(|αj |+1)〈qk,l;1i,2(α2, . . . , αi, 1, αi+1, . . . , αk; γ), α1〉
=
k∑
i=1
(−1)n+
∑i
j=2(|αj |+1)〈qk,l;2i,0,1(α2, . . . , αi, 1, αi+1, . . . , αk; γ), α1〉.
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Let χi : Mk+1,l(β) → C be the cross ratio map such that the condition χi(u) ∈ [0, 1]
constrains the marked points v1 = zi, v2, v3, to lie on a geodesic in that order. Let
pi :Mk+1,l;χi(β) −→Mk,l(β)
denote the forgetful map given by forgetting zi, shifting the labels of zi+1, . . . , zk, down by
one, and stabilizing the resulting open stable map.
Lemma 3.9. The forgetful map pi restricts to a diffeomorphism from the irreducible locus to
an open subset of the irreducible locus that changes orientation by sgn(pi) = n+ i+ 1.
Figure 6. On the left is the domain of an irreducible stable map in
M5,1;23,0,1(β). On the right is the domain of an irreducible stable map in
the image of the forgetful map p3 :M5,1;23,0,1(β)→M4,1(β) with the possible
locations of w1 shaded. The dotted lines are geodesics.
Proof of Lemma 3.7. Let p = p0 : M1,l;10,2(β) −→ M0,l(β) be the forgetful map as in
Lemma 3.9. Denote by evi1j the evaluation maps at interior marked points on M1,l;10,2(β),
and by evi0j the evaluation maps at interior marked points on M0,l(β). In particular,
evi0j ◦ p = evi1j+1. Set
ξ′ :=
l∧
j=1
(evi0j)
∗γj+1 and ξ :=
l∧
j=1
(evi1j)
∗γj = p∗ξ′.
In the following calculation we use the fact that
pt∗(p∗ξ′) = pt∗p∗(p∗ξ′ ∧ 1) = pt∗(ξ′ ∧ p∗1) = (−1)sgn(p)pt∗ξ′ ∈ R.
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So,
〈q0,l;10,2(γ), 1〉 = pt∗(q0,l;10,2(γ))
= (−1)εχ(∅)pt∗(evb0)∗ξ
= (−1)εχ(∅)
∫
M1,l;10,2(β)
p∗ξ′
= (−1)εχ(∅)+sgn(p)
∫
M0,l(β)
ξ′
= (−1)εχ(∅)+sgn(p)
∫
M0,l(β)
l−1∧
j=0
(evi0j)
∗γj+1
= (−1)εχ(∅)+sgn(p)q−1,l(γ).
The total sign is therefore
εχ(∅) + sgn(p) = 1 + n+ 1 ≡ n (mod 2).

Proof of Lemma 3.8. Let evij, evbj, be the evaluation maps on Mk,l(β), and set
ξ′ :=
l∧
j=1
evi∗jγj ∧
k−1∧
j=0
(evbj)
∗αj+1.
Then
pt∗ξ′ =pt∗(evb0)∗
( l∧
j=1
evi∗jγj ∧ (evb0)∗α1 ∧
k−1∧
j=1
(evbj)
∗αj+1
)
=(−1)|α1||γ|pt∗(evb0)∗
(
(evb0)
∗α1 ∧
l∧
j=1
evi∗jγj ∧
k−1∧
j=1
(evbj)
∗αj+1
)
=(−1)|α1||γ|pt∗
(
α1 ∧ (evb0)∗
( l∧
j=1
evi∗jγj ∧
k−1∧
j=1
(evbj)
∗αj+1
))
=(−1)|α1||γ|+|α1|(|γ|+|α′|−rel dim(evb0))pt∗
(
(evb0)∗
( l∧
j=1
evi∗jγj ∧
k−1∧
j=1
(evbj)
∗αj+1
) ∧ α1)
=(−1)|α1|(|α′|+k−1)+|α1|+ε(α′)〈qk−1,l(α′; γ), α1〉.
(17)
Let pi :Mk+1,l;χi(β)→Mk,l(β) be the forgetful map from Lemma 3.9 with v2, v3, taken
to be w1, w2, for the first equation, or w1, z0, for the second equation. Varying i, we get a
diffeomorphism onto an open dense subset of the irreducible stratum:
p =
∐
1≤i≤k
pi :
∐
1≤i≤k
Mk+1,l;χi(β) −→Mk,l(β).
See Figure 6.
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Let evij, evbj, be the evaluation maps on Mk,l(β), and let eviij, evbij, be the evaluation
maps on Mk+1,l;χi(β). In particular,
evbij =
{
evbj ◦ pi, j < i,
evbj−1 ◦ pi, j > i.
Set
ξi := p
∗
i ξ
′.
Then, by Proposition 2.1(c),
pt∗ξ′ =
k∑
i=1
(−1)sgn(pi)pt∗(ξ′ ∧ (pi)∗1) =
k∑
i=1
(−1)sgn(pi)pt∗(pi)∗(p∗i ξ′) =
k∑
i=1
(−1)sgn(pi)pt∗ξi.
(18)
By Proposition 2.1(b)- (c) we have
pt∗ξi =pt∗
( l∧
j=1
evi∗jγj ∧
i∧
j=1
(evbij−1)
∗αj ∧ (evbii)∗1 ∧
k∧
j=i+1
(evbij)
∗αj
)
=(−1)|α1||γ|pt∗(evb0)∗
(
evb∗0α1 ∧
l∧
j=1
evi∗jγj ∧
i∧
j=2
(evbij−1)
∗αj ∧ (evbii)∗1 ∧
k∧
j=i+1
(evbij)
∗αj
)
=(−1)|α1|(|α′|+rel dim evb0)·
· pt∗
(
(evb0)∗
( l∧
j=1
evi∗jγj ∧
i∧
j=2
(evbij−1)
∗αj ∧ (evbii)∗1 ∧
k∧
j=i+1
(evbij)
∗αj
) ∧ α1)
=(−1)εχ(α2,...,αi,1,αi+1,...,αk)+|α1|+|α1|(|α′|+k−1)〈qk,l;χi(α2, . . . , αi, 1, αi+1, . . . , αk), α1〉.
Thus, using equations (17), (18), and Lemma 3.9, we obtain
〈qk−1,l(α′; γ), α1〉 =
k∑
i=1
(−1)∗〈qk,l;χi(α2, . . . , αi, 1, αi+1, . . . , αk), α1〉
with
∗ ≡ εχ(α2, . . . , αi, 1, αi+1, . . . , αk) + ε(α′) + n+ i+ 1
= |α′|+ k + ε(α2, . . . , αi, 1, αi+1, . . . , αk) + ε(α′) + n+ i+ 1
≡ |α′|+ k + i+
k∑
j=i+1
(|αj|+ 1) + n+ i+ 1
≡
i∑
j=2
(|αj|+ 1) + n (mod 2).

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3.3.2. Reversing the geodesic. We consider the effect on the geodesic operators of reversing
the order of the marked points constrained to the geodesic.
Lemma 3.10. For all lists α, γ, and elements η1, η2, η3, we have
qk,l;2a,e,1(α; γ) = −qk,l;2e,a,1(α; γ),
qk,l+3;0,3(α; η1 ⊗ η2 ⊗ η3 ⊗⊗lj=1γj) = −qk,l+3;0,3(α; η3 ⊗ η2 ⊗ η1 ⊗⊗lj=1γj).
Proof. Let χ, χ′ : Mk+1,l(β) → C be the cross ratio maps such that the condition that
χ(u) ∈ [0, 1] (resp. χ′(u) ∈ [0, 1]) constrains the marked points v1, v2, v3, (resp. v3, v2, v1) to
lie on a geodesic in that order. Note that
χ′ = (v¯2, v3, v1, v2) = 1− (v¯2, v1, v3, v2) = 1− χ.
Then we have the following diagram, where the front and back are pullback diagrams.
Mk+1,l;χ(β) //

ϕ
''P
PP
PP
P
Mk+1,l(β)
χ

Id
''NN
NNN
NNN
NNN
Mk+1,l;χ′(β) //

Mk+1,l(β)
χ′

[0, 1] 
 //
θ 7→1−θ
((PP
PPP
PPP
PPP
PPP
C
z 7→1−z
''NN
NNN
NNN
NNN
NNN
N
[0, 1] 
 // C.
By [6, Lemma 8.2.3(4)], the induced map ϕ is an orientation-reversing isomorphism. The
result follows from the definition of the geodesic q operators. 
3.3.3. Unit. The following is a direct analog of the unit property of the usual q operators.
Lemma 3.11. Let α1, . . . , αk ∈ A∗(L;R), and γ1, . . . , γl ∈ A∗(X;Q). If zi is not constrained
to lie on the geodesic, then
qβk+1,l;a,e(α1, . . . , αi−1, 1, αi, . . . , αk;⊗lr=1γr) = 0.
Moreover, if z0 is not constrained to lie on a geodesic, then
〈qk,l;a,e(⊗kj=1αj;⊗lj=1γj), 1〉 = 0.
The proof is similar to that of Propositions 3.2 and 3.12 in [30].
3.3.4. Cyclic symmetry. The following is a direct analog of the cyclic symmetry property of
the usual q operators.
Proposition 3.12. Let χ be a cross ratio map, and let χ′ be the map obtained from χ by
shifting boundary indices up by one, modulo k + 1. For all α1, . . . , αk+1 ∈ A∗(L;R) and
γ1, . . . , γl ∈ A∗(X;Q), we have
〈qk,l;χ(α1, . . ., αk; γ1, . . . γl), αk+1〉 =
(−1)(|αk+1|+1)·
∑k
j=1(|αj |+1) · 〈qk,l;χ′(αk+1, α1, . . . , αk−1; γ1, . . . , γl), αk〉.
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The proof is similar to that of Proposition 3.3 in [30].
For a list α = (α1, . . . , αk) and a cyclic permutation σ ∈ Z/kZ, denote by ασ the list
(ασ(1), . . . , ασ(k)).
Corollary 3.13. Set α = (α1, . . . , αk) and α
′ = (α2, . . . , αk). Whenever applicable,
〈qk−1,l(α′; γ), α1〉 =
∑
σ∈Z/kZ
(−1)n+|α|+k+(|α1|+1)·(|α′|+k−1)+s[1]σ (α)〈qk,l;10,2(ασ; γ), 1〉
=
∑
σ∈Z/kZ
(−1)n+|α|+k+(|α1|+1)·(|α′|+k−1)+s[1]σ (α)〈qk,l;20,σ−1(1),1(ασ; γ), 1〉,
with s
[1]
σ (α) :=
∑
j<m
σ(j)>σ(m)
(|ασ(j)|+ 1) · (|ασ(m)|+ 1).
Proof. Apply Proposition 3.12 repeatedly to the expressions in Lemma 3.8 to move the
input 1 to the right hand side of the pairing 〈·, ·〉. Moving αi+1, . . . , αk, α1, past 1 contributes
(|α1|+ 1) +
∑k
j=i+1(|αj|+ 1) to the sign, which combines with
∑i
j=1(|αj|+ 1) in the sign of
Lemma 3.8 to give |α| + k. Moving α1 past α′ contributes (|α1| + 1) · (|α′| + k − 1) to the
sign. The remaining cyclic permutation of α contributes s
[1]
σ (α). 
3.4. Deformed q operators. Let γ ∈ IA∗(X;Q) such that |γ| = 2 and dγ = 0. Let
b ∈ KA∗(L;R) such that |b| = 1. Define
qb,γ−1,l(⊗lj=1ηj) :=
∑
k,t
1
t!(k + 1)
〈qk,l+t(b⊗k;⊗lj=1ηj ⊗ γ⊗t), b〉+
∑
t
1
t!
q−1,t+l(⊗lj=1ηj ⊗ γ⊗t).
For k ≥ 0, define
qb,γk,l (α1, . . . , αk; δ1, . . . , δl) =∑
s,t
1
(t− l)!
∑
1≤i1<······<ik≤s
qs,t(b
⊗i1−1⊗α1⊗b⊗i2−i1−1⊗· · ·⊗b⊗ik−ik−1−1⊗αk⊗b⊗s−ik ;⊗lj=1δj⊗γ⊗t−l).
Define also
qγ∅,l(⊗lj=1ηj) =
∑
t
1
t!
q∅,l+t(⊗lj=1ηj ⊗ γ⊗t).
For j > 0, the deformed geodesic q operators are given by
qb,γk,l;1j ,2(α1, . . . , αk; δ1, . . . , δl) =
=
∑
s,t
1
(t− l)!
∑
1≤i1<···<ik≤s
qs,t;1ij ,2(b
⊗i1−1 ⊗ α1 ⊗ b⊗i2−i1−1 ⊗ · · ·
· · · ⊗ b⊗ik−ik−1−1 ⊗ αk ⊗ b⊗s−ik ;⊗lj=1δj ⊗ γ⊗t−l),
qb,γk,l;20,j ,1(α1, . . . , αk; δ1, . . . , δl) =
=
∑
s,t
1
(t− l)!
∑
1≤i1<···<ik≤s
qs,t;20,ij ,1(b
⊗i1−1 ⊗ α1 ⊗ b⊗i2−i1−1 ⊗ · · ·
· · · ⊗ b⊗ik−ik−1−1 ⊗ αk ⊗ b⊗s−ik ;⊗lj=1δj ⊗ γ⊗t−l),
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and similarly for other geodesic operations.
Let γ˜ ∈ IA∗(I ×X;Q) such that |γ˜| = 2 and dγ˜ = 0. Let b˜ ∈ KA∗(I × L;R) such that
|b˜| = 1. Define deformed operations on the product,
q˜b˜,γ˜k,l;a,e : A
∗(I × L;R)⊗k ⊗ A∗(I ×X;Q)⊗l −→ A∗(I × L;R)
for k ≥ 0 and
q˜b˜,γ˜−1,l;a,e : A
∗(I ×X;Q)⊗l −→ A∗(I;R),
by the formulas above with q˜ instead of q.
Lemma 3.14. The structure equations and all properties of Sections 2.3 and 2.4 hold for
qb,γk,l and q˜
b˜,γ˜
k,l for all k ≥ −1, l ≥ 0. The structure equations and all properties of Sections 3.2
and 3.3 hold for qb,γk,l;a,e and q˜
b˜,γ˜
k,l;a,e for all k ≥ −1, l ≥ 0.
From now on, we may implicitly use Lemma 3.14, referring to the usual properties when
working with deformed operators.
4. Tensor potential and relative potential
4.1. Tensor potential. Let (γ, b) ∈ IWA∗(X;QW )⊕KWA∗(L;RW ) be a bounding pair as
in Definition 1.1. Recall that in equation (14) we have defined the operator
נ : C(i) −→ C(i)
by
נ(η, ξ) = (qγ∅,1(η), (−1)n+1qb,γ−1,1(η)− c · ξ). (19)
Lemma 4.1. For any η ∈ A∗(X;QW ), we have
(−1)n+1qb,γ−1,1(dη)− c · i(η) = i(qγ∅,1(η)).
Proof. By Proposition 2.6,
qb,γ−1,1(dη) =
1
2
(
(−1)|η|〈qb,γ0,1(η), qb,γ0,0〉+ 〈qb,γ0,0, qb,γ0,1(η)〉
)
+ (−1)|η|+1
∫
L
i∗qγ∅,1(η)
= (−1)|η|〈qb,γ0,1(η), qb,γ0,0〉+ (−1)|η|+1
∫
L
i∗qγ∅,1(η)
= (−1)|η|c · 〈qb,γ0,1(η), 1〉+ (−1)|η|+1
∫
L
i∗qγ∅,1(η)
= (−1)|η|c ·
∫
L
qb,γ0,1(η) + (−1)|η|+1
∫
L
i∗qγ∅,1(η).
By Lemmas 2.9 and 2.8,
= (−1)|η|+1c ·
∫
L
i∗η + (−1)|η|+1
∫
L
i∗qγ∅,1(η).
This proves
(−1)|η|+1qb,γ−1,1(dη)− c ·
∫
L
i∗η =
∫
L
i∗qγ∅,1(η).
Equivalently,
(−1)n+1qb,γ−1,1(dη)− c · i(η) = i(qγ∅,1(η)).

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Corollary 4.2. For closed η, we have c · ∫
L
i∗η = − ∫
L
i∗qγ∅,1(η).
Lemma 4.3. For all α ∈ A∗(L;RW ), η ∈ A∗(X;RW ), we have
〈η, i∗α〉X = (−1)n〈i∗η, α〉.
Proof. By Proposition 2.1 (c), we have
〈i∗η, α〉 = (−1)|α|pt∗(i∗η ∧ α) = (−1)|α|pt∗i∗(i∗η ∧ α) =
= (−1)|α|pt∗(η ∧ i∗α) = (−1)|α|+|α|−n〈η, i∗α〉X .

Proof of Theorem 2. By assumption,
∫
L
i∗η = 1. Therefore, by Corollary 4.2, we have
c =−
∫
L
i∗qγ∅,l(η)
=− 〈i∗qγ∅,l(η), 1〉
=(−1)n+1〈qγ∅,l(η), i∗1〉X
=(−1)n+1
∑
l≥0
1
l!
GW (η, i∗1, γ⊗l).

Lemma 4.4. The map נ is a chain map.
Proof. We need to show that נ commutes with dC . That is,
dC(נ(η, ξ)) = נ(dη, i(η))
or, in other words,
(dqγ∅,1(η), i(q
γ
∅,1(η))) = (q
γ
∅,1(dη), (−1)n+1qb,γ−1,1(dη)− c · i(η)).
Indeed, equality of the first component follows from Lemma 2.10. Equality of the second
component follows from Lemma 4.1. 
We denote by נּ the induced map on cohomology,
נּ : H∗(C(i)) −→ H∗(C(i)).
Lemma 4.5. Consider the fiber product
L i×pX (I ×X) //

I ×X
pX

L
i // X.
The natural diffeomorphism
L i×pX (I ×X) −→ I × L
has sign (−1)n.
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Proof. By [6, Lemma 8.2.3(3)],
L i×pX (I ×X) =L i×pt×IdX ×pt(X × I)
=(L i×IdXX) pt×ptI
=L× I
=(−1)nI × L.

Lemma 4.6. Consider the diagram
I × L i //
pL

I ×X
pX

L
i // X.
Let α ∈ A∗(I ×X). Then
(pL)∗i∗α = (−1)ni∗(pX)∗α.
Proof. This is an immediate consequence of Lemma 4.5 and Proposition 2.1 (d). 
Lemma 4.7. If (γ, b) is gauge equivalent to (γ′, b′), then נγ,b and נγ′,b′ are chain homotopic.
Proof. For each η, set η˜ := p∗Xη. Define
H : C(i) −→ C(i)
by
H(η, ξ) = (−1)|η|+1 · ((pX)∗q˜γ˜∅,1(η˜), pt∗(q˜γ˜,b˜−1,1(η˜))).
We show
dC ◦H +H ◦ dC = נγ′,b′ − נγ,b. (20)
On the one hand,
(dC ◦H+H ◦ dC)(η, ξ) =
= dC((−1)|η|+1(pX)∗q˜γ˜∅,1(η˜), (−1)|η|+1pt∗(q˜γ˜,b˜−1,1(η˜))) +H(dη, i(η))
= ((−1)|η|+1d(pX)∗q˜γ˜∅,1(η˜), (−1)|η|+1i((pX)∗q˜γ˜∅,1(η˜)))+
+ ((−1)|η|(pX)∗q˜γ˜∅,1(dη˜), (−1)|η|pt∗(q˜γ˜,b˜−1,1(dη˜)))
= ((−1)|η|+1(d(pX)∗q˜γ˜∅,1(η˜)− (pX)∗q˜γ˜∅,1(dη˜)),
(−1)|η|+1i((pX)∗q˜γ˜∅,1(η˜)) + (−1)|η|pt∗(q˜γ˜,b˜−1,1(dη˜))).
On the other hand,
(נγ
′,b′ − נγ,b)(η, ξ) = (qγ′∅,1(η), (−1)n+1qγ
′,b′
−1,1(η)− c · ξ)− (qγ∅,1(η), (−1)n+1qb,γ−1,1(η)− c · ξ)
= (qγ
′
∅,1(η)− qγ∅,1(η), (−1)n+1
(
qγ
′,b′
−1,1(η)− qb,γ−1,1(η)
)
). (21)
By Lemma 2.18 and Stokes theorem, Proposition 2.2, applied to pX , we have
(−1)|η|+1(d(pX)∗q˜γ˜∅,1(η˜)− (pX)∗q˜γ˜∅,1(dη˜)) = (j∗1 − j∗0)(q˜γ˜∅,1(η˜)) = qγ
′
∅,1(η)− qγ∅,1(η),
which proves the first component of equation (20).
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To prove the second component of equation (20), we proceed as follows. By Stokes’ theorem
and Proposition 2.16,
(−1)n+1(qγ′,b′−1,1(η)− qb,γ−1,1(η)) = (−1)|η˜|pt∗(dq˜γ˜−1,1(η˜)) (22)
= (−1)|η˜|pt∗q˜γ˜−1,1(dη˜) + pt∗(pI)∗i∗q˜∅,1(η˜)+
+
(−1)|η˜|+1
2
pt∗
(
(−1)|η|〈〈q˜γ˜0,1(η˜), q˜γ˜0,0〉〉+ 〈〈q˜γ˜0,0, q˜γ˜0,1(η˜)〉〉
)
.
By the symmetry of the cyclic structure,
1
2
·
(
(−1)|η|〈〈q˜γ˜0,1(η˜), q˜γ˜0,0〉〉+ 〈〈q˜γ˜0,0, q˜γ˜0,1(η˜)〉〉
)
=
=
1
2
·
(
(−1)|η|〈〈q˜γ˜0,1(η˜), q˜γ˜0,0〉〉+ (−1)|η|〈〈q˜γ˜0,1(η˜), q˜γ˜0,0〉〉
)
= (−1)|η|〈〈q˜γ˜0,1(η˜), c · 1〉〉
= (−1)|η|c · 〈〈q˜γ˜0,1(η˜), 1〉〉
= (−1)|η|+1c · (pI)∗i∗η˜,
where the last equality is by Lemma 2.17. Furthermore, by Proposition 2.1 (c),
pt∗(pI)∗i∗η˜ =pt∗(pI)∗i∗p∗Xη
=pt∗p∗Li
∗η
=pt∗(pL)∗(p∗Li
∗η ∧ 1)
=pt∗(i∗η ∧ (pL)∗1) = 0.
By Lemma 4.6,
pt∗i∗q˜∅,1(η˜) = pt∗(pL)∗i∗q˜∅,1(η˜)
= (−1)npt∗i∗(pX)∗(q˜∅,1(η˜))
= (−1)|η|+1i((pX)∗(q˜∅,1(η˜))).
Plugging the preceding calculations into (22) above, we get
(−1)n+1(qγ′,b′−1,1(η)− qb,γ−1,1(η)) = (−1)|η˜|pt∗q˜γ˜−1,1(dη˜) + (−1)|η|+1i((pX)∗(q˜∅,1(η˜))),
which gives the second component of (20). 
Proof of Theorem 4. The first part is given by Lemma 4.4. The second part is given by
Lemma 4.7. 
4.2. Flatness relation. The objective of this section is to prove Theorem 5. We begin by
explaining the notation in greater detail.
Let W and S be graded real vector spaces. In this section, it will be useful to note that
elements of W and S define derivations on C(i) = A∗(X;QW )⊕RW [−n− 1], as follows. For
u ∈ W , the derivation ∂u : R[[W ]]→ R[[W ]] induces a derivation on QW = Λc⊗R[[W ]], which
in turn induces a derivation on A∗(X;QW ) = A∗(X;R)⊗QW . In addition, the derivation on
QW extends trivially to RW . In total, we get
∂u : C(i) −→ C(i).
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For s ∈ S, the derivation ∂s extends trivially from R[[S]] to RW , and acts trivially on
A∗(X;QW ). This defines
∂s : C(i) −→ C(i).
It is immediate from definition that ∂u, ∂s, are chain maps, and so descend to cohomology.
Furthermore, for u ∈ QW ⊗W of the form u = r⊗w, we define ∂u = r · ∂w, and similarly for
u ∈ QW ⊗ S. Moreover, since ∂s for s ∈ S acts as zero on the first component of C(i), we
can in fact define ∂u for u ∈ RW ⊗ S, and it is a chain map. In other words, there are chain
map derivations
∂u : C(i) −→ C(i), ∀u ∈ (QW ⊗W )⊕ (RW ⊗ S).
Finally, for a chain map
Θ : C(i) −→ C(i),
the derivative operator ∂uΘ is defined by
(∂uΘ)(η) = ∂u(Θ(η))−Θ(∂u(η)).
Proof of Theorem 5. Let u, v ∈ (QW ⊗W )⊕ (RW ⊗ S). Define
Huv : C(i) −→ C(i)
by
Huv(η, ξ) = (−1)|η|+1 · (qγ∅,3;χ0(∂uγ, η, ∂vγ), −q
b,γ
−1,3;0,3(∂uγ, η, ∂vγ)+
+ 〈qb,γ0,2;10,2(η, ∂uγ), ∂vb〉 − 〈qb,γ0,2;10,2(η, ∂vγ), ∂ub〉 − 〈qb,γ1,1;20,1,1(∂vb; η), ∂ub〉).
We show that
∂uנ ◦ ∂vנ− ∂vנ ◦ ∂uנ = dC ◦Huv +Huv ◦ dC . (23)
Let (η, ξ) ∈ C(i). The derivative operator is
∂vנ(η, ξ) = (q
γ
∅,2(∂vγ, η), (−1)n+1∂vqb,γ−1,1(η)− ∂vc · ξ). (24)
To compute the left-hand side of (23), first calculate
∂uנ ◦ ∂vנ(η, ξ) =
=∂uנ((q
γ
∅,2(∂vγ, η), (−1)n+1∂vqb,γ−1,1(η)− ∂vc · ξ))
=(qγ∅,2(∂uγ, q
γ
∅,2(∂vγ, η)), (−1)n+1∂uqb,γ−1,1(qγ∅,2(∂vγ, η))− ∂uc · ((−1)n+1∂vqb,γ−1,1(η)− ∂vc · ξ))
=(qγ∅,2(∂uγ, q
γ
∅,2(∂vγ, η)), (−1)n+1(∂uqb,γ−1,1(qγ∅,2(∂vγ, η))− ∂uc · ∂vqb,γ−1,1(η)) + ∂uc · ∂vc · ξ)).
Subtract the symmetric expression:
∂uנ ◦ ∂vנ(η, ξ)− ∂vנ ◦ ∂uנ(η, ξ) =
=(qγ∅,2(∂uγ, q
γ
∅,2(∂vγ, η))− qγ∅,2(∂vγ, qγ∅,2(∂uγ, η)),
(−1)n+1(∂uqb,γ−1,1(qγ∅,2(∂vγ, η))− ∂uc · ∂vqb,γ−1,1(η)− ∂vqb,γ−1,1(qγ∅,2(∂uγ, η)) + ∂vc · ∂uqb,γ−1,1(η))).
42
Compute the right hand side:
dC(Huv(η, ξ)) =
=dC((−1)|η|+1qγ∅,3;χ0(∂uγ, η, ∂vγ),
(−1)|η|+1(−qb,γ−1,3;0,3(∂uγ, η, ∂vγ) + 〈qb,γ0,2;10,2(η, ∂uγ), ∂vb〉−
− 〈qb,γ0,2;10,2(η, ∂vγ), ∂ub〉 − 〈qb,γ1,1;20,1,1(∂vb, η), ∂ub〉))
=((−1)|η|+1dqγ∅,3;χ0(∂uγ, η, ∂vγ), (−1)|η|+1i(q
γ
∅,3;χ0(∂uγ, η, ∂vγ))),
and
Huv(dC(η, ξ)) = Huv(dη, i(η)) =
=((−1)|η|qγ∅,3;χ0(∂uγ, dη, ∂vγ),
(−1)|η|(−qb,γ−1,3;0,3(∂uγ, dη, ∂vγ) + 〈qb,γ0,2;10,2(dη, ∂uγ), ∂vb〉−
− 〈qb,γ0,2;10,2(dη, ∂vγ), ∂ub〉 − 〈qb,γ1,1;20,1,1(∂vb, dη), ∂ub〉)).
Equality in the first component of (23) follows from Lemma 3.5. Equality in the second
component reads
−qb,γ−1,3;0,3(∂uγ, dη, ∂vγ) + 〈qb,γ0,2;10,2(dη, ∂uγ), ∂vb〉 − 〈qb,γ0,2;10,2(dη, ∂vγ), ∂ub〉−
− 〈qb,γ1,1;20,1,1(∂vb, dη), ∂ub〉 − i(qγ∅,3;χ0(∂uγ, η, ∂vγ)) =
= (−1)|η|+n+1(∂uqb,γ−1,1(qγ∅,2(∂vγ, η))− ∂uc · ∂vqb,γ−1,1(η)−
− ∂vqb,γ−1,1(qγ∅,2(∂uγ, η)) + ∂vc · ∂uqb,γ−1,1(η)
)
.
To show this, we use the deformed versions of the geodesic structure equations. Since |γm| ≡ 0
(mod 2), we have
ι1 = |η|, ι2 =
{
1, index(η) ∈ J,
|η|+ 1, index(η) ∈ I, ι3 = |η|+ n+ 1.
First, consider the contribution from Proposition 3.4:
0 =qb,γ−1,3;0,3(∂uγ, dη, ∂vγ) + (−1)|η|〈qb,γ0,3;0,3(∂uγ, η, ∂vγ), qb,γ0,0〉+
− 〈qb,γ0,1(∂uγ), qb,γ0,2;10,2(η, ∂vγ)〉 − (−1)|η|〈qb,γ0,2;10,2(η, ∂uγ), qb,γ0,1(∂vγ)〉−
− (−1)|η|+n+1qb,γ−1,2(qγ∅,2(∂uγ, η), ∂vγ) + (−1)|η|+n+1qb,γ−1,2(qγ∅,2(η, ∂vγ), ∂uγ)+
+ i(qγ∅,3;(0,1,2,3)∈(1,∞)(∂uγ, η, ∂vγ)).
Since qb,γ0,0 = c · 1, we can apply the unit property, Lemma 3.11, to get
0 =qb,γ−1,3;0,3(∂uγ, dη, ∂vγ)+
− 〈qb,γ0,1(∂uγ), qb,γ0,2;10,2(η, ∂vγ)〉 − (−1)|η|〈qb,γ0,2;10,2(η, ∂uγ), qb,γ0,1(∂vγ)〉+
+ (−1)|η|+n+1(− qb,γ−1,2(qγ∅,2(∂uγ, η), ∂vγ) + qb,γ−1,2(qγ∅,2(∂vγ, η), ∂uγ))+ (25)
+ i(qγ∅,3;(0,1,2,3)∈(1,∞)(∂uγ, η, ∂vγ)).
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Next we compute the contribution of Proposition 3.2, using again the fact that qb,γ0,0 = c · 1
and the unit property, Lemma 3.11:
0 =qb,γ0,2;10,2(dη, ∂vγ) + (−1)|η|qb,γ1,2;10,2(qb,γ0,0; η, ∂vγ)− qb,γ1,0(qb,γ0,2;10,2(η, ∂vγ))+
+ (−1)|η|qb,γ1,1;20,1,1(qb,γ0,1(∂vγ); η) + (−1)|η|+n+1qb,γ0,1(qγ∅,2(η, ∂vγ))
=qb,γ0,2;10,2(dη, ∂vγ)− qb,γ1,0(qb,γ0,2;10,2(η, ∂vγ))+
+ (−1)|η|qb,γ1,1;20,1,1(qb,γ0,1(∂vγ); η) + (−1)|η|+n+1qb,γ0,1(qγ∅,2(η, ∂vγ)).
Pairing with ∂ub and using the cyclic properties of Propositions 2.7 and 3.12,
0 =〈qb,γ0,2;10,2(dη, ∂vγ), ∂ub〉 − 〈qb,γ1,0(qb,γ0,2;10,2(η, ∂vγ)), ∂ub〉+
+ (−1)|η|〈qb,γ1,1;20,1,1(qb,γ0,1(∂vγ); η), ∂ub〉+ (−1)|η|+n+1〈qb,γ0,1(qγ∅,2(η, ∂vγ)), ∂ub〉
=〈qb,γ0,2;10,2(dη, ∂vγ), ∂ub〉 − 〈qb,γ1,0(∂ub), qb,γ0,2;10,2(η, ∂vγ)〉+
+ (−1)|η|〈qb,γ1,1;21,0,1(∂ub; η), qb,γ0,1(∂vγ)〉+ (−1)|η|+n+1〈qb,γ0,1(qγ∅,2(η, ∂vγ)), ∂ub〉
applying Lemma 3.10 to the third summand,
=〈qb,γ0,2;10,2(dη, ∂vγ), ∂ub〉 − 〈qb,γ1,0(∂ib), qb,γ0,2;10,2(η, ∂vγ)〉+
+ (−1)|η|+1〈qb,γ1,1;20,1,1(∂ub; η), qb,γ0,1(∂vγ)〉+ (−1)|η|+n+1〈qb,γ0,1(qγ∅,2(η, ∂vγ)), ∂ub〉.
Subtract the corresponding equation with u, v, switched to get
0 =〈qb,γ0,2;10,2(dη, ∂vγ), ∂ub〉 − 〈qb,γ0,2;10,2(dη, ∂uγ), ∂vb〉+
− 〈qb,γ1,0(∂ub), qb,γ0,2;10,2(η, ∂vγ)〉+ 〈qb,γ1,0(∂vb), qb,γ0,2;10,2(η, ∂uγ)〉+ (26)
+ (−1)|η|+1〈qb,γ1,1;20,1,1(∂ub; η), qb,γ0,1(∂vγ)〉 − (−1)|η|+1〈qb,γ1,1;20,1,1(∂vb; η), qb,γ0,1(∂uγ)〉+
+ (−1)|η|+n+1〈qb,γ0,1(qγ∅,2(η, ∂vγ)), ∂ub〉 − (−1)|η|+n+1〈qb,γ0,1(qγ∅,2(η, ∂uγ)), ∂vb〉.
Lastly, compute the contribution of Proposition 3.1, again using qb,γ0,0 = c · 1 and Lemma 3.11:
0 =qb,γ1,1;20,1,1(∂vb; dη) + (−1)|η|qb,γ2,1;20,1,1(∂vb, qb,γ0,0; η) + (−1)|η|qb,γ2,1;20,2,1(qb,γ0,0, ∂vb; η)+
− qb,γ1,0(qb,γ1,1;20,1,1(∂vb; η)) + (−1)|η|qb,γ1,1;20,1,1(qb,γ1,0(∂vb); η)
=qb,γ1,1;20,1,1(∂vb; dη)− qb,γ1,0(qb,γ1,1;20,1,1(∂vb; η)) + (−1)|η|qb,γ1,1;20,1,1(qb,γ1,0(∂vb); η).
Pairing with ∂ub and using the cyclic properties of Propositions 2.7 and 3.12, we get
0 =〈qb,γ1,1;20,1,1(∂vb; dη), ∂ub〉 − 〈qb,γ1,0(qb,γ1,1;20,1,1(∂vb; η)), ∂ub〉+ (−1)|η|〈qb,γ1,1;20,1,1(qb,γ1,0(∂vb); η), ∂ub〉
=〈qb,γ1,1;20,1,1(∂vb; dη), ∂ub〉 − 〈qb,γ1,0(∂ub), qb,γ1,1;20,1,1(∂vb; η)〉+ (−1)|η|〈qb,γ1,1;21,0,1(∂ub; η), qb,γ1,0(∂vb)〉.
Apply Lemma 3.10 to the last expression to get
0 =〈qb,γ1,1;20,1,1(∂vb; dη), ∂ub〉 − 〈qb,γ1,0(∂ub), qb,γ1,1;20,1,1(∂vb; η)〉 − (−1)|η|〈qb,γ1,1;20,1,1(∂ub; η), qb,γ1,0(∂vb)〉.
(27)
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Adding up equations (25), (26), and (27), we have
0 =qb,γ−1,3;0,3(∂uγ, dη, ∂vγ)+
− 〈qb,γ0,1(∂uγ), qb,γ0,2;10,2(η, ∂vγ)〉 − (−1)|η|〈qb,γ0,2;10,2(η, ∂uγ), qb,γ0,1(∂vγ)〉+
+ (−1)|η|+n+1(− qb,γ−1,2(qγ∅,2(∂uγ, η), ∂vγ) + qb,γ−1,2(qγ∅,2(∂vγ, η), ∂uγ))+
+ i(qγ∅,3;(0,1,2,3)∈(1,∞)(∂uγ, η, ∂vγ))+
+ 〈qb,γ0,2;10,2(dη, ∂vγ), ∂ub〉 − 〈qb,γ0,2;10,2(dη, ∂uγ), ∂vb〉+ (28)
− 〈qb,γ1,0(∂ub), qb,γ0,2;10,2(η, ∂vγ)〉+ 〈qb,γ1,0(∂vb), qb,γ0,2;10,2(η, ∂uγ)〉+
+ (−1)|η|+1〈qb,γ1,1;20,1,1(∂ub; η), qb,γ0,1(∂vγ)〉 − (−1)|η|+1〈qb,γ1,1;20,1,1(∂vb; η), qb,γ0,1(∂uγ)〉+
+ (−1)|η|+n+1(〈qb,γ0,1(qγ∅,2(η, ∂vγ)), ∂ub〉 − 〈qb,γ0,1(qγ∅,2(η, ∂uγ)), ∂vb〉)+
+ 〈qb,γ1,1;20,1,1(∂vb; dη), ∂ub〉 − 〈qb,γ1,0(∂ub), qb,γ1,1;20,1,1(∂vb; η)〉−
− (−1)|η|〈qb,γ1,1;20,1,1(∂ub; η), qb,γ1,0(∂vb)〉.
First, consider the summands of equation (28) that involve qγ∅,l as an interior input:
(−1)|η|+n+1(− qb,γ−1,2(qγ∅,2(∂uγ, η), ∂vγ) + qb,γ−1,2(qγ∅,2(∂vγ, η), ∂uγ)+
+ 〈qb,γ0,1(qγ∅,2(η, ∂vγ)), ∂ub〉 − 〈qb,γ0,1(qγ∅,2(η, ∂uγ)), ∂vb〉
)
=
= (−1)|η|+n+1(∂uqb,γ−1,1(qγ∅,2(∂vγ, η))− ∂vqb,γ−1,1(qγ∅,2(∂uγ, η))).
Second, consider the summands of equation (28) that involve qb,γk,l composed with q
b,γ
k,l;χ, or
vice versa:
−〈qb,γ0,1(∂uγ), qb,γ0,2;10,2(η, ∂vγ)〉 − 〈qb,γ1,0(∂ub), qb,γ0,2;10,2(η, ∂vγ)〉−
− (−1)|η|+1〈qb,γ1,1;20,1,1(∂vb; η), qb,γ0,1(∂uγ)〉 − 〈qb,γ1,0(∂ub), qb,γ1,1;20,1,1(∂vb; η)〉−
− (−1)|η|〈qb,γ0,2;10,2(η, ∂uγ), qb,γ0,1(∂vγ)〉+ 〈qb,γ1,0(∂vb), qb,γ0,2;10,2(η, ∂uγ)〉+
+ (−1)|η|+1〈qb,γ1,1;20,1,1(∂ub; η), qb,γ0,1(∂vγ)〉 − (−1)|η|〈qb,γ1,1;20,1,1(∂ub; η), qb,γ1,0(∂vb)〉 =
by the symmetry property of the inner product, equation (16),
=− (−1)|η|+1〈qb,γ0,2;10,2(η, ∂vγ), qb,γ0,1(∂uγ)〉 − (−1)|η|+1〈qb,γ0,2;10,2(η, ∂vγ), qb,γ1,0(∂ub)〉−
− (−1)|η|+1〈qb,γ1,1;20,1,1(∂vb; η), qb,γ0,1(∂uγ)〉 − (−1)|η|+1〈qb,γ1,1;20,1,1(∂vb; η), qb,γ1,0(∂ub)〉−
− (−1)|η|〈qb,γ0,2;10,2(η, ∂uγ), qb,γ0,1(∂vγ)〉+ (−1)|η|+1〈qb,γ0,2;10,2(η, ∂uγ), qb,γ1,0(∂vb)〉+
+ (−1)|η|+1〈qb,γ1,1;20,1,1(∂ub; η), qb,γ0,1(∂vγ)〉 − (−1)|η|〈qb,γ1,1;20,1,1(∂ub; η), qb,γ1,0(∂vb)〉
=(−1)|η|∂uc · 〈qb,γ0,2;10,2(η, ∂vγ) + qb,γ1,1;20,1,1(∂vb; η), 1〉−
− (−1)|η|∂vc · 〈qb,γ0,2;10,2(η, ∂uγ) + qb,γ1,1;20,1,1(∂ub; η), 1〉 =
45
by the geodesic unit property, Lemma 3.7 and Corollary 3.13,
=(−1)|η|+n∂uc ·
(
qb,γ−1,2(η, ∂vγ) + 〈qb,γ0,1(η), ∂vb〉
)−
− (−1)|η|+n∂vc ·
(
qb,γ−1,2(η, ∂uγ) + 〈qb,γ0,1(η), ∂ub〉
)
=(−1)|η|+n(∂uc · ∂vqb,γ−1,1(η)− ∂vc · ∂uqb,γ−1,1(η)).
In total, we can rewrite equation (28) as
0 =qb,γ−1,3;0,3(∂uγ, dη, ∂vγ)+
+ 〈qb,γ0,2;10,2(dη, ∂vγ), ∂ub〉 − 〈qb,γ0,2;10,2(dη, ∂uγ), ∂vb〉+
+ 〈qb,γ1,1;20,1,1(∂vb; dη), ∂ub〉+
+ i(qγ∅,3;(0,1,2,3)∈(1,∞)(∂uγ, η, ∂vγ))+
+ (−1)|η|+n+1(∂uqb,γ−1,1(qγ∅,2(∂vγ, η))− ∂vqb,γ−1,1(qγ∅,2(∂uγ, η)))+
+ (−1)|η|+n(∂uc · ∂vqb,γ−1,1(η)− ∂vc · ∂uqb,γ−1,1(η)).
Equivalently,
−qb,γ−1,3;0,3(∂uγ, dη, ∂vγ)− 〈qb,γ0,2;10,2(dη, ∂vγ), ∂ub〉+ 〈qb,γ0,2;10,2(dη, ∂uγ), ∂vb〉−
− 〈qb,γ1,1;20,1,1(∂vb; dη), ∂ub〉 − i(qγ∅,3;(0,1,2,3)∈(1,∞)(∂uγ, η, ∂vγ)) =
= (−1)|η|+n+1
(
∂uq
b,γ
−1,1(q
γ
∅,2(∂vγ, η))−
− ∂vqb,γ−1,1(qγ∅,2(∂uγ, η))− ∂uc · ∂vqb,γ−1,1(η) + ∂vc · ∂uqb,γ−1,1(η)
)
.

4.3. Relative potential. In equation (5), we defined
ψ(γ, b) := (qγ∅,0, (−1)n+1qb,γ−1,0) ∈ C(i).
Lemma 4.8. dCψ(γ, b) = 0.
Proof. By definition,
dCψ(γ, b) = (dq
γ
∅,0, i(q
γ
∅,0)) = (0, i(q
γ
∅,0)).
We claim that i(qγ∅,0) = 0. To see this, apply the deformed version of Proposition 2.6 to the
case l = 0:
0 =
1
2
〈qb,γ0,0, qb,γ0,0〉+ (−1)n+1i(qγ∅,0)
=
1
2
c2〈1, 1〉+ (−1)n+1i(qγ∅,0)
= (−1)n+1i(qγ∅,0).

As in Section 1.3.1, define the relative potential to be the cohomology class
Ψ(γ, b) = [ψ(γ, b)] ∈ H∗(C(i)).
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Proof of Theorem 1. Let (γ˜, b˜) be a pseudoisotopy from (γ, b) to (γ′, b′). We show that
(qγ
′
∅,0, (−1)n+1qb
′,γ′
−1,0) is cohomologous to (q
γ
∅,0, (−1)n+1qb,γ−1,0), by considering their difference.
To compute the first component, apply Stokes’ theorem, Proposition 2.2, to f = pX ◦ e˜v0.
This gives
qγ
′
∅,0 − qγ∅,0 = −d((pX)∗q˜γ˜∅,0).
We now compare the difference in the second component. Use the analog of Proposition 2.16
for the deformed q˜−1,0 operator:
0 = dq˜b˜,γ˜−1,0 +
1
2
〈〈q˜b˜,γ˜0,0, q˜b˜,γ˜0,0〉〉 − (pI)∗i∗q˜γ˜∅,0 =
= dq˜b˜,γ˜−1,0 +
1
2
〈〈c˜ · 1, c˜ · 1〉〉 − (pI)∗i∗q˜γ˜∅,0 = dq˜b˜,γ˜−1,0 − (pI)∗i∗q˜γ˜∅,0.
Pushing the expression along pt : I → pt and using Lemma 4.6, we have∫
I
dq˜b˜,γ˜−1,0 = pt∗(pI)∗i
∗q˜γ˜∅,0 = pt∗(pL)∗i
∗q˜γ˜∅,0 = (−1)npt∗i∗(pX)∗q˜γ˜∅,0 = −i((pX)∗q˜γ˜∅,0).
On the other hand, by Stokes’ theorem, Proposition 2.2, we have∫
I
dq˜b˜,γ˜−1,0 = (−1)|q˜
b˜,γ˜
−1,0|(qb
′,γ′
−1,0 − qb,γ−1,0) = (−1)n+1(qb
′,γ′
−1,0 − qb,γ−1,0).
So,
(−1)n+1(qb′,γ′−1,0 − qb,γ−1,0) = −i((pX)∗q˜γ˜∅,0).
In total, we have
Ψ(γ′, b′)−Ψ(γ, b) = [−dC((pX)∗q˜γ˜∅,0, 0)] = 0.

Lemma 4.9. Assume b is separated and write
∫
L
b = f . Then the relative potential is related
to נ via
∂uψ = נ(∂uγ, 0), ∀u ∈ W,
and
∂sψ = ∂sf · נ(0, 1), ∀s ∈ S.
Consequently,
∂uΨ = נּ([(∂uγ, 0)]) and ∂sΨ = ∂sf · נּ([(0, 1)]).
Proof. To prove the first identity, note that the separateness assumption implies ∂u
∫
L
b = 0.
Therefore,
∂uψ(γ, b) = (q
γ
∅,1(∂uγ), (−1)n+1qb,γ−1,1(∂uγ)) + (0, (−1)n+1〈qb,γ0,0, ∂ub〉) =
= (qγ∅,1(∂uγ), (−1)n+1qb,γ−1,1(∂uγ)) + (0, (−1)n+1c · 〈1, ∂ub〉) =
= (qγ∅,1(∂uγ), (−1)n+1qb,γ−1,1(∂uγ)) = נ(∂uγ, 0).
To prove the second identity, compute
∂sψ(γ, b) = (0, (−1)n+1〈qb,γ0,0, ∂sb〉) = (−1)n+1(0, c · 〈1, ∂sb〉) =
= (−1)n+1(0, c · (−1)n∂s
∫
L
b) = ∂sf · (0,−c) = ∂sf · נ(0, 1).
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4.4. Enhanced superpotential. We begin by giving a full account of the conditions imposed
on the map P discussed in Section 1.3.3. There is a natural map of complexes Â(X,L)→ C(i)
given by η 7→ (η, 0). Denote by a : Ĥ∗(X,L;R)→ H∗(C(i)) the induced map on cohomology.
Consider the commutative diagram of long exact sequences,
H∗(C(i)) pi // H∗(X;QW )
[1]
iwwnnn
nnn
nnn
nnn
RW [−n− 1]
x
hhQQQQQQQQQQQQ
Ĥ∗(X,L;QW )
ρQ //
?
a
OO
H∗(X;QW )
iQwwnnn
nnn
nnn
nnn
o
OO
QW [−n],
[1]
yQ
hhQQQQQQQQQQQQQ
?
[1]
OO
(29)
where a is injective by the five lemma. Observe that for this diagram to commute, we
need the map x to be given at chain level by r 7→ (0,−r). There is a canonical chain map
C(i)→ RW/QW given by (η, ξ) 7→ [−ξ]. Let
P : H∗(C(i))→ RW/QW
denote the induced map on cohomology. Let q : RW → RW/QW denote the quotient map,
and let q¯ : Coker i→ RW/QW be the induced map. We obtain the following diagram with
exact rows and columns.
0 0
0 // RW/QW
OO
∼ // RW/QW
OO
// 0
0 // Coker i
q¯
OO
x¯ // H∗(C(i))
P
OO
pi // Ker i
OO
// 0
0 // Coker iQ
y¯Q //
a¯
OO
Ĥ∗(X,L;QW )
ρQ //
a
OO
Ker iQ
o
OO
// 0
0
OO
0
OO
0
OO
(30)
We choose
P : H∗(C(i)) −→ Coker i,
a left inverse to the map x¯ from the diagram (30) satisfying the following two conditions.
The first condition is that
q¯ ◦ P = P . (31)
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Note that if [L] 6= 0, then q¯ is an isomorphism, so this determines P completely. Condition (31)
and the exactness of diagram (30) imply that there exists a unique PQ : Ĥ
∗(X,L;QW ) →
Coker iQ such that the following diagram commutes.
Coker i H∗(C(i))Poo
Coker iQ
a¯
OO
Ĥ∗(X,L;QW )
a
OO
PQoo
(32)
The second condition is that there exists PR : Ĥ
∗(X,L;R)→ Coker iR, such that
PQ = PR ⊗ IdQ . (33)
Recall the exact sequence (10). Denote by y¯ : Coker iR → Ĥ∗(X,L;R) the induced map.
Lemma 4.10. PQ ◦ y¯Q = Id and PR ◦ y¯ = Id .
Proof. By the exactness of diagram (30), the map a¯ is injective. So, to prove PQ ◦ y¯Q = Id, it
suffices to prove that a¯ ◦PQ ◦ y¯Q = a¯. By commutativity of diagrams (32) and (30), we obtain
a¯ ◦ PQ ◦ y¯Q = P ◦ a ◦ y¯Q = P ◦ x¯ ◦ a¯ = a¯.
To see PR ◦ y¯ = Id, observe that y¯Q = y¯ ⊗ IdQ . 
Lemma 4.11. Let l : Ĥ∗(X,L;R)→ Coker iR satisfy l ◦ y¯ = Id . There exists a unique choice
of P : H∗(C(i)) → Coker i satisfying conditions (31) and (33) such that l = PR. Moreover,
KerP = a(KerPQ).
Proof. Let lQ = l ⊗ IdQ . Then lQ ◦ y¯Q = Id, so the splitting lemma implies that
Ĥ∗(X,L;QW ) ' Im y¯Q ⊕Ker lQ, ρQ|Ker lQ : Ker lQ ∼−→ H∗(X;Q).
Diagram (30) gives pi ◦ a = ρQ, so it follows that pi ◦ a|Ker lQ : Ker lQ ∼→ H∗(X;Q). Thus,
pi|a(Ker lQ) : a(Ker lQ) ∼−→ H∗(X;Q)
and the splitting lemma implies that
H∗(C(i)) ' Im x¯⊕ a(Ker lQ).
Take P to be the unique left inverse of x¯ such that KerP = a(Ker lQ). Diagram (30) and the
above splittings imply condition (31) and lQ = PQ. Condition (33) follows. 
In Section 1.3.3, we defined the enhanced superpotential by
Ω := PΨ
and we defined the superpotential Ω by
q(Ω) = q¯(Ω), D(Ω) = 0. (34)
Lemma 4.12. The enhanced superpotential Ω satisfies q¯(Ω) = P (Ψ). In particular, Ω is
independent of the choice of P .
Proof. By condition (31) we have q¯(Ω) = q¯ ◦ P (Ψ) = P (Ψ). Since the map P is canonical,
the conditions (34) are independent of the choice of P . 
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Following [31], we write
Ω̂ = (−1)nqb,γ−1,0. (35)
Lemma 4.13. We have Ω = Ω̂−DΩ̂.
Proof. We verify the two conditions defining Ω. First, Lemma 4.12 gives
q¯(Ω) = P (Ψ) = q(Ω̂−DΩ̂).
Second,
D(Ω̂−D(Ω̂)) = DΩ̂−DΩ̂ = 0.

Remark 4.14. In [31] we defined
OGWβ,k([γi1 ], . . . , [γil ]) := the coefficient of T
β in ∂ks ∂ti1 · · · ∂tilΩ|s=0,tj=0. (36)
By Lemma 4.13 and the condition q(Ω) = q¯(Ω), this definition coincides with the definition
of equation (9) in the current paper. However, the analog of equation (36) for OGW, with Ω
instead of Ω, is true only if [L] = 0.
Denote by
p : RW −→ Coker(i)
the quotient map, and let f =
∫
L
b.
Lemma 4.15. Let s ∈ S.
(a) ∂sΩ = p(∂sf · c).
(b) ∂sΩ = ∂sf · c.
Proof. By Lemma 4.9,
∂sΩ = P (∂sf · נּ[(0, 1)]) = P (0,−∂sf · c) = P (x¯(p(∂sf · c))) = p(∂sf · c).
Lemma 4.13 and the Maurer-Cartan equation (2) give
∂sΩ = ∂s(Ω̂−DΩ̂) = ∂sΩ̂ = (−1)n〈qb,γ0,0, ∂sb〉 = (−1)n〈c · 1, ∂sb〉 = c · ∂s
(∫
L
b
)
= ∂sf · c.

Remark 4.16. Lemma 4.15 shows that from the point of view of the superpotential, point-like
bounding chains play a special role. Namely, in the generic situation, all possible invariants
can be obtained from point-like bounding chains. Indeed, for generic f, the point 0 ∈ S
is regular. So, after a formal change of coordinates, we may assume that f is one of the
coordinate functions on S. Then, Lemma 4.15 shows that the superpotentials Ω and Ω depend
only on f and not the other coordinate functions. Replacing S with the one dimensional
subspace on which the other coordinate functions vanish, and replacing b with its restriction to
this subspace, we obtain a point-like bounding chain. The superpotentials Ω and Ω associated
with this point-like bounding chain contain the same information as the superpotentials
associated to the original b.
Let U ⊂ H∗(X;R) be a subspace, and let (γW , b) be a bounding pair over W := ρ−1(U) ⊂
Ĥ∗(X,L). Recall that in Section 1.3.7 we define Γ := y(1). By abuse of notation, denote by
∂ : RW → RW the derivation corresponding to Γ.
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Proposition 4.17. Suppose [L] = 0 and b is separated. Then
∂sΩ = −∂sf · ∂Ω, ∀s ∈ S.
Proof. Let γ ∈ Â∗(X,L;R) be a representative of Γ. It follows from the definition of Γ
that in H∗(C(i)), we have [(γ, 0)] = [(0,−1)]. By Lemma 4.9 we then have
∂sΩ = P (∂sΨ) = P (∂sf · נּ[(0, 1)]) = −P (∂sf · נּ[(γ, 0)]) = −P (∂sf · ∂Ψ) = −∂sf · ∂Ω.

Proof of Theorem 6. By assumption, ∂sf = 1. Therefore Proposition 4.17 gives ∂sΩ = −∂Ω.
Since [L] = 0 and thus Coker i = RW , this immediately implies the required equality of
invariants. 
4.5. Enhanced axioms. The following axioms for the invariants OGW are useful in combi-
nation with the open WDVV equations for carrying out recursive computations. See Section 6.
Similar axioms for the invariants OGW were proved in [31]. In the following, we assume
that the subspace W ⊂ Ĥ∗(X,L;R) and the bounding pair (γW , b) are as in Theorem 8 or
Theorem 9.
Proposition 4.18. The invariants OGW of (X,L) satisfy the following axioms. Let Aj ∈ W
for j = 1, . . . , l.
(a) (Degree) OGWβ,k(A1, . . . , Al) = 0 unless
n− 3 + µ(β) + k + 2l = kn+
l∑
j=1
|Aj|. (37)
(b) (Unit / Fundamental class)
OGWβ,k(1, A1, . . . , Al−1) =

−1, (β, k, l) = (β0, 1, 1),
PR(A1), (β, k, l) = (β0, 0, 2),
0, otherwise.
(38)
(c) (Zero)
OGWβ0,k(A1, . . . , Al) =

−1, (k, l) = (1, 1) and A1 = 1,
PR(A1 ` A2), (k, l) = (0, 2),
0, otherwise.
(39)
(d) (Divisor) If |Al| = 2, then
OGWβ,k(A1, . . . , Al) =
∫
β
Al ·OGWβ,k(A1, . . . , Al−1). (40)
Proof. When [L] 6= 0, all values of OGW that are defined coincide with the values of OGW
and PR = 0. So, the axioms proved for OGW in [31] imply the axioms for OGW . Thus, we
may assume that [L] = 0 and, as mentioned in Remark 4.14, we can compute the invariants
OGW by taking derivatives of Ω. We first prove the unit axiom (38) in detail. By assumption,
the unit element of the cohomology 1 ∈ Ĥ∗(X,L;R) belongs to W and we denote by ∂1 the
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corresponding directional derivative. It is shown in [31] that ∂1Ω̂ = −T β0s. It follows from
Lemma 2.11 that ∂1q
γW
∅,0 = T
β0γW . Thus
∂1Ψ(γW , b) = ∂1[(q
γW
∅,0 ,−Ω̂)] = T β0 [(γW , s)] = T β0(a(ΓW )− x(s)).
So, diagram (32) implies
∂1Ω = ∂1PΨ = P∂1Ψ = T
β0(P (a(ΓW ))− P (x(s))) = T β0(PQ(ΓW )− s).
The unit axiom follows by taking derivatives and using equation (33). The remaining axioms
follow by a similar combination of the arguments in [31] with Lemmas 2.12, 2.13 and 2.14. 
5. Relative quantum cohomology and open WDVV
5.1. Preliminaries. Throughout Section 5, we operate under assumptions (A.1) and (A.2).
Recalling the definition of PR from equation (33), we take
W ′ = Ker(PR|W ) ⊆ W. (41)
Lemma 4.10 implies that W = W ′ ⊕ Im y and ρ|W ′ : W ′ → U is injective. Denote by
κ : W → W the projection to W ′ along Im y and denote by κ∗ : QW → QW the induced
homomorphism. Define γW ′ ∈ IW Â∗(X,L;QW ) by γW ′ = κ∗γW . Since ρ|W ′ is injective, there
exists a closed γU ∈ IUA∗(X;QU) such that [γU ] = ΓU ∈ U ⊗QU and
ρ∗γU = γW ′ . (42)
Lemma 5.1. For η1, . . . , ηl ∈ A∗(X;QW ), we have
[ρ∗(qγU∅,l (η1, . . . , ηl))] = [q
γW
∅,l (η1, . . . , ηl)] ∈ H∗(X;QW ).
Proof. By equation (42), we have
ρ∗(qγU∅,l (η1, . . . , ηl)) = q
ρ∗γU
∅,l (η1, . . . , ηl) = q
γW ′
∅,l (η1, . . . , ηl).
By definition, γW and γW ′ , and consequently q
γW
∅,l (η1, . . . , ηl)) and q
γW ′
∅,l (η1, . . . , ηl), are dif-
ferential form valued formal functions on W that agree when restricted to W ′ ⊂ W. Since
W = W ′ ⊕ Im y, it is enough to consider dependence of [qγW∅,l (η1, . . . , ηl)] on Γ = y(1) ∈
Ĥ∗(X,L). Since [∂γW ] = ∂ΓW = Γ ∈ Ker(ρ), there is η ∈ A∗(X;R) such that ∂γW = dη.
By Lemma 2.10, we have
∂q
γW
∅,l (η1, . . . , ηl) = q
γW
∅,l+1(∂γW , η1, . . . , ηl) = dq
γW
∅,l+1(η, η1, . . . , ηl). (43)
Moreover,
∂q
γW ′
∅,l (η1, . . . , ηl) = q
γW ′
∅,l+1(∂γW ′ , η1, . . . , ηl) = 0. (44)
Thus, we have [∂q
γW
∅,l (η1, . . . , ηl)] = [∂q
γW ′
∅,l (η1, . . . , ηl)], and therefore, [q
γW
∅,l (η1, . . . , ηl)] =
[q
γW ′
∅,l (η1, . . . , ηl)]. 
Throughout Section 5, we write
V := pi−1(U ⊗QW ) ⊂ C(i). (45)
Lemma 5.2. For all u ∈ W we have
∂uנּ(V ) ⊂ V.
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Proof. It suffices to show that pi(∂uנּ(V )) ⊂ U ⊗QW . Indeed, let v ∈ V and let (η, ξ) ∈ C(i)
with [(η, ξ)] = v. By Lemma 5.1, we calculate
pi(∂uנּ(v)) = [∂uq
γW
∅,1 (η)] = [q
γW
∅,2 (η, ∂uγW )] = [ρ
∗qγU∅,2(η, ∂uγW )] = ρ
∗(pi(v) ?U ρ(u)). (46)
Assumption (A.1) implies that
ρ∗(pi(v) ?U ρ(u)) ∈ U ⊗QW . (47)
The lemma follows by combining (46) and (47). 
5.2. Relative quantum product. Recall that in Section 1.3.8 we defined Q̂W = QW ⊗Λc Λ
and
Ĉ(i) := (C(i)/x(sRW ))⊗QW Q̂W , QHU(X,L) := W ⊗ Q̂W .
As noted, there is a natural isomorphism Ĥ∗(X,L; Q̂W ) ' H∗(Ĉ(i)). In particular, we can
think of QHU(X,L) as a subspace of H
∗(Ĉ(i)).
For η ∈ C(i) and r ∈ RW , we have נ(η + x(s · r)) = נ(η) − c · x(s · r). Thus, נ induces a
map ˆנ : Ĉ(i) −→ Ĉ(i).
Lemma 5.3. The map ˆנ inherits the properties of נ. Specifically,
(a) ˆנ is a chain map and is invariant under gauge equivalence,
(b) ∂uˆנ ◦ ∂v ˆנ is chain homotopic to ∂v ˆנ ◦ ∂uˆנ for all vector fields u, v ∈ QHU(X,L).
Proof. Statement (a) follows from Lemmas 4.4 and 4.7. Statement (b) follows from Theorem 5.

Denote by ˆנּ the map induced by ˆנ on cohomology.
Lemma 5.4. ∂uˆנּ(QHU(X,L)) ⊂ QHU(X,L) for all u ∈ QHU(X,L).
Proof. Recall that Im(x) = Ker(pi). Thus, we have the following commutative diagram.
H∗(C(i)) h //
pi
''OO
OOO
OOO
OOO
H∗(C(i)/x(sRW ))
p˜i
uulll
lll
lll
lll
l
H∗(X;QW )
By Lemma 5.2, we have
(∂uˆנּ)(p˜i−1(U ⊗QW )) = (∂uˆנּ)(h(V )) = h((∂uנּ)(V )) ⊂ h(V ) = p˜i−1(U ⊗QW ).
Tensoring with Q̂W , we get the required result. 
Keeping in mind Lemma 5.4, define
מ : QHU(X,L)⊗QHU(X,L) −→ QHU(X,L)
by
מ(u, v) = ∂uˆנּ(v).
Lemma 5.5. For vector fields w1, w2 ∈ QHU(X,L), we have מ(w1, w2) = מ(w2, w1).
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Proof. By assumption (A.2), QHU(X,L) is spanned by derivatives of [γW ]. So, it is enough
to prove the lemma for w1 = ∂uγW and w2 = ∂vγW .
Again by assumption (A.2), we have ∂v
( ∫
L
b
)
= 0. So,
∂vq
b,γW
−1,0 = q
b,γW
−1,1 (∂vγW ) + 〈qb,γW0,0 , ∂vb〉 = qb,γW−1,1 (∂vγW ) + c · 〈1, ∂vb〉 = qb,γW−1,1 (∂vγW ).
Therefore,
∂uˆנ(∂vγW ) = (q
γW
∅,2 (∂uγW , ∂vγW ), (−1)n+1∂uqb,γW−1,1 (∂vγW )) =
= (qγW∅,2 (∂uγW , ∂vγW ), (−1)n+1∂u∂v(qb,γW−1,0 )),
and the last expression is symmetric in u, v. 
Lemma 5.6. For vector fields u, v, w, we have מ(מ(u, v), w) = מ(u, מ(v, w)).
Proof. By Lemma 5.5 and Corollary 5.3,
מ(מ(u, v), w) = מ(w, מ(u, v)) = ∂w ˆנּ(מ(u, v)) = ∂w ˆנּ(∂uˆנּ(v)) =
= ∂uˆנּ(∂w ˆנּ(v)) = מ(u, מ(w, v)) = מ(u, מ(v, w)).

Proof of Theorem 7. Commutativity and associativity are given by Lemmas 5.5 and 5.6,
respectively. Invariance under gauge equivalence follows from Corollary 5.3(a). 
5.3. Open WDVV. In the following, we make some calculations that will be useful in the
proof of Theorem 3. As in Section 1.3.5, abbreviate
Φ = ΦU ∈ QU , Ω = Ω(γW , b) ∈ RW .
Lemma 5.7. Let r ∈ Coker(i).
(a) נּ(x¯(r)) = −c · x¯(r),
(b) ∂uנּ(x¯(r)) = −∂uc · x¯(r), for u ∈ W ⊕ S.
Proof. Let r′ ∈ RW be a representative of the class of r in Coker(i). Then
נּ(x¯(r)) = נּ(x(r′)) = [(0, c · r′)] = x(−cr′) = x¯(−p(cr′)) = −c · x¯(r),
where the last equality uses the fact that c ∈ QW in the case [L] 6= 0 (see Theorem 2), and
holds trivially when [L] = 0. Consequently,
∂uנּ(x¯(r)) = −∂uc · x¯(r).

Lemma 5.8. pi(Ψ(γW , b)) = ρ
∗(∇ΦU).
Proof. Recall from Section 1.2.6 that
∇ΦU = [qγU∅,0] ∈ H∗(X;QU).
So, it follows from Lemma 5.1 that
ρ∗∇ΦU = [ρ∗qγU∅,0] = [qγW∅,0 ] = pi(Ψ(γW , b)).

Lemma 5.9. For l ∈ IU , we have ρ∗(∂lΦ) =
∫
X
qγW∅,0 ∧ ∂lγU .
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Proof. By definition of the gradient, we have
ρ∗(∂lΦ) = ρ∗〈∇Φ,Γl〉X = 〈ρ∗∇Φ,Γl〉X .
Moreover, ∫
X
qγW∅,0 ∧ ∂lγU = 〈pi(Ψ(γW , b)),Γl〉X .
The claimed equality follows from Lemma 5.8. 
Recall the definitions of W ′ and V from equations (41) and (45) respectively.
Lemma 5.10. Im x¯⊕ a(W ′ ⊗QW ) = V.
Proof. Since P : H∗(C(i))→ Coker i splits the short exact sequence
0 −→ Coker i x¯−→ H∗(C(i)) pi−→ Ker i→ 0,
we obtain
KerP ⊕ Im x¯ = H∗(C(i)). (48)
Thus, since Im x¯ ⊂ V, it suffices to show that V ∩KerP = a(W ′ ⊗QW ).
By Lemma 4.11, we have KerP = a(KerPQ). Thus,
V ∩KerP = pi−1(U ⊗QW ) ∩ a(KerPQ).
On the other hand,
W ′ ⊗QW = ρ−1Q (U ⊗QW ) ∩KerPQ.
Diagram (29) gives pi ◦ a = ρQ. So, for v = a(w), we have
w ∈ ρ−1Q (U ⊗QW )⇔ ρQ(w) ∈ U ⊗QW ⇔ pi ◦ a(w) ∈ U ⊗QW ⇔ v ∈ pi−1(U ⊗QW ).
Therefore, V ∩KerP = a(W ′ ⊗QW ) and the lemma follows. 
Recall from Section 1.3.5 that ∆j ∈ U , j ∈ IU , and Γj ∈ W ′, j ∈ IW ′ are bases such that
ρ(Γj) = ∆j. Write Υj := a(Γj) ∈ H∗(C(i)), for j ∈ IW ′ , and Υ := a(ΓW ).
Lemma 5.11. For u ∈ W and v ∈ W ⊕ S, we have
∂vנּ(∂uΥ) = x¯(∂v∂uΩ) +
∑
m∈IW ′
l∈IU
∂v∂u∂lΦ · glm ·Υm.
Proof. By Lemmas 5.2 and 5.10, we obtain a unique decomposition
∂vנּ(∂uΥ) = x¯(r) +
∑
m∈IW ′
rmΥm, r ∈ RW , rj ∈ QW . (49)
To compute r, recall that P ◦ x¯ = Id and Υm ∈ KerP . By Lemma 4.9, we have
r = P (x¯(r)) = P (∂vנּ(∂uΥ)) = P (∂v∂uΨ) = ∂v∂uPΨ = ∂v∂uΩ.
55
To find rm, take l ∈ IU and compute
〈pi(∂vנּ(∂uΥ)),∆l〉X = 〈
∑
m∈IW ′
rmpi(Υm),∆l〉X
=
∑
m∈IW ′
rm〈∆m,∆l〉X
=
∑
m∈IW ′
rmgml.
On the other hand,
〈pi(∂vנּ(∂uΥ)),∆l〉X =
∫
X
∂vq
γW
∅,1 (pi(∂uΥ)) ∧ ∂lγU
=
∫
X
∂v∂uq
γW
∅,0 ∧ ∂lγU
=∂v∂u
∫
X
qγW∅,0 ∧ ∂lγU ,
and by Lemma 5.9,
=∂v∂uρ
∗(∂lΦ).
So, ∑
m∈IW ′
rmgml = ∂v∂uρ
∗(∂lΦ).
Multiplying by the inverse matrix (gml), we get
rm =
∑
l∈IU
∂v∂uρ
∗(∂lΦ) · glm.

Proof of Theorem 3. We deduce the result from Theorem 5, as follows. By Lemmas 5.11
and 5.7, compute
∂uנּ(∂vנּ(∂wΥ)) = ∂uנּ
(
x¯(∂v∂wΩ) +
∑
m∈IW ′ ,l∈IU
∂v∂wρ
∗∂lΦ · glm ·Υm
)
=∂uנּ(x¯(∂v∂wΩ)) +
∑
m∈IW ′ ,l∈IU
∂v∂wρ
∗∂lΦ · glm · ∂uנּ(Υm)
=x¯(−∂uc · ∂v∂wΩ) +
∑
m∈IW ′ ,l∈IU
∂v∂wρ
∗∂lΦ · glm
(
x¯(∂u∂mΩ) +
∑
i∈IW ′
j∈IU
∂u∂mρ
∗∂jΦ · gji ·Υi
)
=x¯
(− ∂uc · ∂v∂wΩ + ∑
m∈IW ′ ,l∈IU
∂v∂wρ
∗∂lΦ · glm · ∂u∂mΩ
)
+
+
∑
m,i∈IW ′ ,l,j∈IU
∂v∂wρ
∗∂lΦ · glm · ∂u∂mρ∗∂jΦ · gji ·Υi. (50)
By Theorem 5, this equals the same expression with u, v, switched. To get the open WDVV
equation (11), apply P . 
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Remark 5.12. From equation (50) we can obtain the standard WDVV equation for closed
genus zero Gromov-Witten invariants by applying pi and pairing via 〈 , 〉X with Γe.
Proof of Corollary 1.6. Use Lemma 4.15 as follows. If [L] = 0, then c = ∂sΩ and the equations
follow. If [L] 6= 0, then c = ∂sΩ. Let z : RW/QW → RW be the unique right-inverse of
q such that D ◦ z = 0. In particular, z(Ω) = Ω. Observe that if u ∈ W , then for all
g ∈ RW/QW we have ∂u(z(g)) = z(∂ug). The desired equation then follows from applying z
to equation (11). 
6. Computations for projective space
The objective of this section is to describe a recursive process for the computation of
our invariants for (X,L) = (CP n,RP n) n odd. As in Section 1.3.10, take ω = ωFS the
Fubini-Study form, J = J0 the standard complex structure, and Π = H2(X,L;Z). Equip
(X,L) with a relative spin structure. Thus, Theorem 8 holds, and we have a bounding pair
(γ, b) over W = Ĥ∗(X,L;R) with b point-like. Abbreviate Γj = [ωj ] ∈ Ĥ∗(X,L;R) and Γj =
[ωj] ∈ H∗(X;R). Observe that [L] = 0 ∈ Hn(X;Z). So, together with Γ = y(1), the classes
Γj form a basis of Ĥ
∗(X,L;R). Denote by tj ∈ R[[W ]] the coordinates on W corresponding
to Γj for j = 0, . . . , n, . Let s ∈ S be the coordinate on S with
∫
L
b = s. Identify H2(X,L;Z)
with Z so that the non-negative integers correspond to classes β ∈ H2(X,L;Z) with ω(β) ≥ 0.
By Lemma 4.11, choose P : H∗(C(i))→ Coker i to be the unique left inverse to x¯ satisfying
conditions (31) and (33) such that PR(Γj) = 0 for j = 0, . . . , n. Thus, by definition (41) we
have W ′ = Span{Γj}nj=0.
Lemma 6.1. The relative spin structure on (X,L) can be chosen so that OGW1,2 = 2.
Proof. Recall Remark 4.14. Since γ ∈ IW Â∗(X,L;QW ) and b ∈ KWA∗(L;RW ), Lem-
mas 2.7, 2.8, and Proposition 2.1 (c), imply that the coefficient of T 1 in −∂2sΩ|s=tj=0 is
(∂2sq
β1;b,γ
−1,0 )|s=tj=0 =(∂2sqβ1;b,0−1,0 )|s=tj=0
=〈qβ11,0(∂sb), ∂sb〉
=(−1)n+1pt∗((evb0)∗(evb∗1∂sb) ∧ ∂sb)
=(−1)1+n·rel dim evb0pt∗(∂sb ∧ (evb0)∗(evb∗1∂sb))
=pt∗((evb0)∗∂sb ∧ (evb∗1∂sb)). (51)
Let Y = L× L \ 4 and let Z = (evb0 × evb1)−1(Y ) ⊂M2,0(1). It is easy to see that
g = (evb0 × evb1)|Z : Z → Y
is a covering map. Indeed, the fiber of g over a point (x1, x2) ∈ Y can be identified with the
pair of oriented lines in RP n passing through x1 and x2. We claim that for an appropriate
choice of relative Pin structure, the degree of g is −2. Indeed, the two points in the preimage
of a point in Y are conjugate disks of degree 1 with two marked points. Proposition 5.1
of [27] shows that the covering transformation that interchanges these two disks is orientation
preserving, so the degree is ±2. Finally, Lemma 2.10 of [27] shows that one can choose the
relative spin structure on L so as to make the degree −2.
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For i = 1, 2, let pi : L× L→ L be the projections. Since Y ⊂ L× L and Z ⊂M2,0(β) are
open dense subsets, using that b is point-like, we obtain
pt∗((evb0)∗∂sb ∧ (evb∗1∂sb)) =
∫
Z
g∗((p∗1∂sb ∧ p∗2∂sb)|Y ) =
= −2
∫
Y
p∗1∂sb ∧ p∗2∂sb = −2
∫
L×L
p∗1∂sb ∧ p∗2∂sb = −2
(∫
L
∂sb
)2
= −2.
Combining this calculation with equation (51) we obtain the desired result. 
Proof of Theorem 10. Use the axioms of GW given, e.g., in [21, Section 2], and those of OGW
given in Proposition 4.18. As in Remark 4.14, the invariants OGW are given by derivatives
of Ω.
The value OGW1,2 = 2 is computed in Lemma 6.1. Consider the coefficients of T
1 in
equation (13) with v = Γn−1
2
, w = Γ1, yields
GW0(∆n−1
2
,∆1,∆n−1
2
) ·OGW1,1(Γn+1
2
) = 0,
so
OGW1,1(Γn+1
2
) = 0.
Equating the coefficients of T 2 in equation (13) with v = Γ1, w = Γn, evaluated at s = tj = 0
yields
GW1(∆1,∆n,∆n) ·OGW0,1(Γ0)−OGW1,0(Γ1,Γn) ·OGW1,2 = 0,
so by the zero axiom (39), the divisor axiom (40), and Lemma 6.1,
OGW1,0(Γn) = −1. (52)
For convenience, we use [X](F ) to denote the coefficient of X in the power series F . To prove
recursion (a), apply ∂ks ∂I = ∂
k
s ∂j3 · · · ∂jl to equation (12) with v = Γj1−1, w = Γ1, u = Γj2 ,
evaluate at s = tj = 0, and consider the coefficients of T
β. Using the zero axioms for GW
and OGW, we can single out instances of OGWβ and compute
[T β](∂ks ∂I(∂v∂w∂jΦ · ∂n−j∂uΩ)|s=tj=0) = OGWβ,k(Γj1 , . . . ,Γjl)+
+
∑
$(βˆ)+β1=β
I1unionsqI2=I
n∑
i=0
GWβˆ(∆1,∆j1−1,∆I1 ,∆i) OGWβ1,k(Γn−i,Γj2 ,ΓI2),
[T β](∂ks ∂I(∂u∂sΩ · ∂v∂wΩ)|s=tj=0) =
=
∑
β1+β2=β
k1+k2=k
I1unionsqI2=I
(
k
k1
)
OGWβ1,k1(Γ1,Γj1−1,ΓI1) OGWβ2,k2+1(Γj2 ,ΓI2),
[T β](∂ks ∂I(∂u∂w∂jΦ · ∂n−j∂vΩ)|s=tj=0) = OGWβ,k(Γj1−1,Γj2+1,Γj3 , . . . ,Γjl)+
+
∑
$(βˆ)+β1=β
I1unionsqI2=I
n∑
i=0
GWβˆ(∆1,∆j2 ,∆I1 ,∆i) OGWβ1,k(Γn−i,Γj1−1,ΓI2),
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[T β](∂ks ∂I(∂v∂sΩ · ∂u∂wΩ)|s=tj=0) =
=
∑
β1+β2=β
k1+k2=k
I1unionsqI2=I
(
k
k1
)
OGWβ1,k1(Γ1,Γj2 ,ΓI1) OGWβ2,k2+1(Γj1−1,ΓI2).
Substituting the expressions in (12) gives the required recursion.
Recursion (b) follows from applying ∂s∂I = ∂
k−2
s ∂j1 · · · ∂jl to equation (13) with v = Γ1, w =
Γn, evaluating at s = tj = 0, and considering the coefficients of T
β+1. We find that
[T β+1](∂k−2s ∂I(∂v∂w∂jΦ · ∂n−j∂sΩ)|s=tj=0) =
=
∑
$(βˆ)+β1=β+1
I1unionsqI2=I
n∑
i=0
GWβˆ(∆1,∆n,∆I1 ,∆i) OGWβ1,k−1(Γn−i,ΓI2),
[T β+1](∂k−2s ∂I(∂
2
sΩ · ∂v∂wΩ)|s=tj=0) = OGWβ,k(Γj1 , . . . ,Γjl) OGW1,0(Γ1,Γn)+
+
∑
β1+β2=β+1
2≤β1≤β
k1+k2=k−2
I1unionsqI2=I
(
k
k1
)
OGWβ2,k2+2(ΓI2) OGWβ1,k1(Γ1,Γn,ΓI1),
[T β+1](∂k−2s ∂I(∂v∂sΩ · ∂s∂wΩ)|s=tj=0) =
=
∑
β1+β2=β+1
1≤β1≤β
k1+k2=k−2
I1unionsqI2=I
(
k
k1
)
OGWβ1,k1+1(Γ1,ΓI1) OGWβ2,k2+1(Γn,ΓI2).
By the computation (52) and the divisor axiom (40),
OGWβ,k(Γj1 , . . . ,Γjl) OGW1,0(Γ1,Γn) = −
1
2
OGWβ,k(Γj1 , . . . ,Γjl).
This recovers the second recursion. 
Proof of Corollary 1.9. By Theorem 6 invariants with interior constraints in Γ are com-
putable in terms of invariants with interior constraints of the form Γj = [ω
j ]. Further, by the
unit (38) and divisor (40) axioms, we may assume that |Γj| > 2. It follows from the degree
axiom (37) that for any β there are only finitely many values of k, l, for which there may be
nonzero invariants with constraints of the above type. Thus, we give a process for computing
OGWβ,k(Γi1 , . . . ,Γil) which is inductive on (β, k, l) with respect to the lexicographical order
on Z⊕3≥0.
For β = 0, all values are given by the zero axiom (39). For (β, k, l) with β = 1 and l ≤ 1, all
possible values have been computed explicitly in Theorem 10. Indeed, assume for convenience
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that interior constraints are written in ascending degree order. By the degree axiom (37),
β = 1 =⇒ n− 3 + n+ 1 + k + 2l = kn+
l∑
j=1
|Γil |
=⇒ 0 = (k − 2)(n− 1) +
l∑
j=1
(|Γil | − 2).
Since |Γij | > 2, equality cannot occur when k > 2. For k = 2, equality holds if and only if
l = 0, for k = 1 if and only if l = 1 and |Γi1 | = n+ 1, and for k = 0 if and only if l = 1 and
|Γi1| = 2n.
In the following, we often use the zero axiom (39) without mention to deduce the vanishing
of open Gromov-Witten invariants with β = 0. For this purpose it is important that W ′ is
closed under the cup product so that for A1, A2 ∈ W ′, we have PR(A1 ` A2) = 0.
Consider a triple (β, k, l) with l ≥ 2. By Theorem 10(a) we can express the invariant as a
combination of invariants that either have degree smaller than β, or have at most the same
amount of interior constraints as the original invariant but with a smaller minimal degree.
Proceed to reduce the degree of the smallest constraint until you arrive at a divisor, then
eliminate this constraint by the divisor axiom (40). In the process, summands of degree β do
not increase the value of k. Thus, the invariant is reduced to invariants with data of smaller
lexicographical order, known by induction.
Consider a triple (β, k, l) with l ≤ 1. For β = 0, 1, the values have been computed above.
For β > 1, the degree axiom (37) implies that k ≥ 2. Using Theorem 10(b), express the
required invariant as sums of invariants that are either of smaller degree or have equal
degree and less boundary marked points. Either way, we get invariants with data of smaller
lexicographical order, known by induction. 
Corollary 6.2. All the invariants of (CP n,RP n) are of the form m
2r
with m, r ∈ Z.
Proof. This is immediate from the recursive process, noting that the initial conditions are
integer, and the only contribution to the denominators comes from the divisor axiom, therefore
consisting of powers of 2. 
Appendix A. The real setting
The objective of this section is to prove Theorem 9. In particular, we operate under the
assumptions of Theorem 9 throughout the section.
For any nodal Riemann surface with boundary Σ, denote by Σ be the conjugate surface,
as in Section 3.1. Denote by ψΣ : Σ → Σ the anti-holomorphic map given by the identity
map on points. Denote by φ˜ :Ml+1(β)→Ml+1(φ∗β) the map induced by φ, namely,
φ˜ [u : Σ→ X, ~w = (w0, w1, . . . , wl)] := [φ ◦ u ◦ ψΣ, (ψ−1Σ (w0), ψ−1Σ (w1), . . . , ψ−1Σ (wl))].
Lemma A.1. We have sgn(φ) ≡ n (mod 2) and sgn(φ˜) ≡ n+ c1(β) + l (mod 2).
Proof. Since both X and Ml+1(β) are complex orbifolds, and therefore admit a canonical
orientation, the sign of the involution on each of them is simply half the dimension. So,
sgn(φ) =
1
2
· 2n = n,
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and
sgn(φ˜) =
1
2
(2n+ 2c1(β) + 2l + 2− 6) ≡ n+ c1(β) + l (mod 2).

Lemma A.2. Let ζ1, . . . , ζl ∈ Aeven(X) be homogeneous forms such that φ∗ζj = (−1)|ζj |/2ζj.
Then
φ∗qφ∗β∅,l (ζ1, . . . , ζl) = (−1)|q
β
∅,l(ζ1,...,ζl)|/2qβ∅,l(ζ1, . . . , ζl).
Proof. Denote by evj (resp. ev
φ
j ) the evaluation maps on Ml+1(β) (resp. Ml+1(φ∗β)). By
assumption on ζj, we have
(−1)
∑l
j=1 |ζj |/2qβ∅,l(ζ1, . . . , ζl) =(−1)
∑l
j=1 |ζj |/2(ev0)∗
( l∧
j=1
ev∗j ζj
)
=(ev0)∗
( l∧
j=1
ev∗jφ
∗ζj
)
=(ev0)∗
( l∧
j=1
(evφj ◦ φ˜)∗ζj
)
=(ev0)∗φ˜∗
( l∧
j=1
(evφj )
∗ζj
)
.
By Lemma 2.4,
=(−1)sgn(φ˜)(ev0)∗(φ˜−1)∗
( l∧
j=1
(evφj )
∗ζj
)
=(−1)sgn(φ˜)φ∗(evφ0 )∗
( l∧
j=1
(evφj )
∗ζj
)
=(−1)sgn(φ˜)+sgn(φ)φ∗(evφ0 )∗
( l∧
j=1
(evφj )
∗ζj
)
,
and by Lemma A.1,
=(−1)c1(β)+lφ∗qφ∗β∅,l (ζ1, . . . , ζl).
The desired conclusion follows by Lemma 2.12. 
Corollary A.3. Let U = Hevenφ (X). Then U ⊗QU ⊂ QHU(X) is a Frobenius subalgebra.
Proof. For short, write V := U⊗QU . First, V is closed under ?U . Indeed, let η, ζ ∈ A∗(X;QU )
be representatives of classes in V such that φ∗η = (−1)|η|/2η, φ∗ζ = (−1)|ζ|/2ζ. We have
[η] ?U [ζ] =
∑
β∈H2(X;Z), l≥0
T$(β)
l!
qβ∅,l+2(η ⊗ ζ ⊗ γ⊗lU ).
Recall that we have chosen Π = H2(X,L;Z)/ Im(Id +φ∗), so $(β) = $(φ∗β). Thus,
Lemma A.2 implies that [η] ?U [ζ] ∈ V.
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Second, the bilinear form 〈·, ·〉X is nondegenerate on V . Indeed, let V ′ denote the direct sum
over k of the (−1)k+1-eigenspaces of φ∗ acting on H2k(X)⊗QU , so V ⊕V ′ = Heven(X)⊗QU .
Since the bilinear form 〈·, ·〉X is non-degenerate on Heven(X)⊗QU , it suffices to show that
V and V ′ are 〈·, ·〉X-orthogonal. Let η ∈ V and ζ ∈ V ′ be homogeneous. In order for 〈η, ζ〉X
to be nonzero, we need |η| + |ζ| = 2n. In addition, recall that sgn(φ) = n. Therefore, by
Lemma 2.4,
〈η, ζ〉X = (−1)|ζ|pt∗(η ∧ ζ) = (−1)|ζ|+sgn(φ)pt∗φ∗(η ∧ ζ) =
= (−1)|ζ|+n+|η|/2+|ζ|/2+1pt∗(η ∧ ζ) = (−1)|ζ|+n+n+1pt∗(η ∧ ζ) = −〈η, ζ〉X ,
so 〈η, ζ〉X = 0. 
Proof of Theorem 9. Part (a) is given by Corollary A.3. Part (c) is given by [31, Theorem 3].
It remains to verify part (b), namely, that Ker(ρ|Heven) ⊂ Ĥevenφ (X,L;R). Consider the long
exact sequence (10). Since Ker(ρ) = Im(y), it suffices to show that y(1) ∈ Ĥevenφ (X,L;R).
Let φ∗ act on R[−n] by the identity. This action makes i into a φ∗-equivariant map. Indeed,
for η ∈ A∗(X;R), we have
iR(φ
∗(η)) = (−1)n+|η|
∫
L
i∗(φ∗η) = (−1)n+|η|
∫
L
(φ ◦ i)∗η =
= (−1)n+|η|
∫
L
i∗η = iR(η) = φ∗(iR(η)).
By the naturality of the long exact sequence (10), we conclude that y is φ∗-equivariant,
and therefore φ∗y(1) = y(1). Since n ≡ 3 (mod 4) and |y(1)| = n + 1, this means y(1) ∈
Ĥevenφ (X,L;R). 
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