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Abstract
Recurrent neural networks (RNNs) have been extraordinarily successful for pre-
diction with sequential data. To tackle highly variable and noisy real-world data,
we introduce Particle Filter Recurrent Neural Networks (PF-RNNs), a new RNN
family that explicitly models uncertainty in its internal structure: while an RNN
relies on a long, deterministic latent state vector, a PF-RNN maintains a latent
state distribution, approximated as a set of particles. For effective learning, we
provide a fully differentiable particle filter algorithm that updates the PF-RNN
latent state distribution according to the Bayes rule. Experiments demonstrate that
the proposed PF-RNNs outperform the corresponding standard gated RNNs on a
synthetic robot localization dataset and 10 real-world sequence prediction datasets
for text classification, stock price prediction, etc.
1 Introduction
Prediction with sequential data is a long-standing challenge in machine learning. It has many applica-
tions, e.g., object tracking [1], robot localization [36], speech recognition [38], and decision making
under uncertainty [35]. For effective prediction, predictors require “memory”, which summarizes and
tracks information in the input sequence. The memory state is generally not observable, hence the
need for a belief, i.e., a posterior state distribution that captures the sufficient statistic of the input for
making predictions. Modeling the belief manually is often difficult. Consider the task of classifying
news text—treated as a sequence of words—into categories, such as politics, education, economy,
etc. It is difficult to handcraft the belief representation and dynamics for accurate classification.
State-of-the-art sequence predictors often use recurrent neural networks (RNNs), which learn a vector
h of deterministic time-dependent latent variables as an approximation to the belief. Real-world data,
however, are highly variable and noisy. To cope with the complexity of uncertain real-world data and
achieve better belief approximation, one could increase the length of latent vector h, thus increasing
the number of network parameters and the data required for training the network.
We introduce Particle Filter Recurrent Neural Networks (PF-RNNs), a new family of RNNs, which
seek to improve belief approximation without lengthening the latent vector h, thus reducing the
data required for learning. A PF-RNN approximates the belief as a set of weighted latent vectors
{h1, h2, . . .} sampled from the same distribution, just as particle filtering [9] does. Particle filtering
is a model-based belief tracking algorithm. It approximates the belief as a set of sampled states
that typically have well-understood meaning. Like standard RNNs, PF-RNNs follow a model-free
approach: PF-RNNs’ latent vectors are learned distributed representations, which are not necessarily
interpretable. PF-RNNs borrow from particle filtering the idea of approximating the belief as a
set of weighted particles, and combine it with the powerful approximation capacity of RNNs. The
approximate representation is trained from data to optimize the prediction performance. For effective
training with gradient methods, we employ a fully differentiable particle filter algorithm that maintains
the latent belief. See Fig. 1 for a comparison of RNN and PF-RNN.
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Figure 1: A comparison of RNN and PF-RNN. An RNN approximates the belief as a long latent
vector and updates it with a deterministic nonlinear function. A PF-RNN approximates the belief as a
set of weighted particles and updates them with the stochastic particle filtering algorithm.
We apply the underlying idea of PF-RNN to gated RNNs, which have shown strong performance
in many sequence prediction tasks. Specifically, we propose PF-LSTM and PF-GRU, the particle
filter extensions of Long Short Term Memory (LSTM) [13] and Gated Recurrent Unit (GRU) [7].
PF-LSTM and PF-GRU serve as drop-in replacements for LSTM and GRU, respectively. They aim
to learn a better belief representation from the same data, though at a greater computational cost.
We evaluated PF-LSTM and PF-GRU on 11 data sets: 1 synthetic dataset for systematic understanding
and 10 real-world datasets for performance comparison. The experiments show that our PF-RNNs
outperform the corresponding standard RNNs with a comparable number of parameters. Further, the
PF-RNNs achieve the best results on almost all datasets when there is no restriction on the number of
model parameters used.
2 Related Work
There are two general approaches to prediction with sequential data: model-based and model-free.
The model-based approach includes, e.g., the well-known latent Markov models (HMMs) and the
dynamic Bayesian networks (DBNs) [29]. They rely on handcrafted state representations with
well-defined semantics, e.g., phonemes in speech recognition. Given a model, one may perform
belief tracking according to the Bayes rule. The main difficulty here is that the state space and
consequently the computational complexity of belief tracking grow exponentially with the number of
state dimensions. To cope with this difficulty, particle filters represent the belief as a set of sampled
states and perform approximate inference. Alternatively, the model-free approach, such as RNNs,
approximates the belief as a latent state vector, learned directly from data, and updates it through a
deterministic nonlinear function, also learned from data. RNNs have produced state-of-the-art results
in many sequence prediction tasks, e.g., speech recognition [38].
The proposed PF-RNNs build upon RNNs and combine their powerful data-driven approximation
capabilities with the sample-based belief representation and approximate Bayesian inference used in
particle filters. Related sample-based methods have been applied to generative models. Importance
sampling is used to improve variational auto-encoders [3]. This is extended to sequence generation
[23, 27, 30] and to reinforcement learning [15]. Unlike the earlier works that focus on generation, we
combine RNNs and particle filtering for sequence prediction. PF-RNNs are trained discriminatively,
instead of generatively, with the target loss function on the model output. As a result, PF-RNN
training prioritizes target prediction over data generation which may be irrelevant to the prediction
task.
PF-RNNs exploit the general idea of embedding algorithmic priors, in this case, filtering algorithms,
in neural networks and train them discriminatively [12, 17, 20, 18, 21]. Earlier work embeds a
particle filter in an RNN for learning belief tracking, but follows a model-based approach and relies
on handcrafted belief representation [18, 21]. PF-RNNs retain the model-free nature of RNNs and
exploit their powerful approximation capabilities to learn belief representation directly from data.
Other work explicitly addresses belief representation learning with RNNs [10, 11, 28]; however, they
do not involve Bayesian belief update or particle filtering.
3 Particle Filter Recurrent Neural Networks (PF-RNNs)
3.1 Overview
The general sequence prediction problem is to predict an output sequence, given an input sequence.
In this paper, we focus on predicting the output yt at time t, given the input history x1, x2, . . . , xt.
2
Standard RNNs handle sequence prediction by maintaining a deterministic latent state ht that captures
the sufficient statistic of the input history, and updating ht sequentially given new inputs. Specifically,
RNNs update ht with a deterministic nonlinear function learned from data. The predicted output yˆt
is another nonlinear function of the latent state ht, also learned from data.
To handle highly variable, noisy real-world data, one key idea of PF-RNN is to capture the sufficient
statistic of the input history in the latent belief b(ht) by forming multiple hypotheses over ht.
Specifically, PF-RNNs approximate b(ht) by a set of K weighted particles {(hit, wit)}Ki=1, for latent
state hit and weight w
i
t; the particle filtering algorithm is used to update the particles according to
the Bayes rule. The Bayesian treatment of the latent belief naturally captures the stochastic nature
of real-world data. Further, all particles share the same parameters in a PF-RNN. The number of
particles thus does not affect the number of PF-RNN network parameters. Given a fixed training data
set, we expect that increasing the number of particles improves the belief approximation and leads to
better learning performance, but at the cost of greater computational complexity.
Similar to RNNs, we used learned functions for updating latent states and predict the output yt
based on the averaged particle: yˆt = fout(h¯t), where h¯t =
∑K
i=1 w
i
th
i
t and fout is a task-dependent
prediction function. For example, in a robot localization task, fout maps h¯t to a robot position. In a
classification task, fout maps yˆt to a vector of class probabilities.
For learning, we embed a particle filter algorithm in the network architecture and train the network
discriminatively end-to-end. Discriminative training aims for the best prediction performance within
the architectural constraints imposed by the particle filter algorithm. We explore two loss functions
for learning: one minimizes the error of prediction with the mean particle and the other maximizes the
log-likelihood of the target yt given the full particle distribution. Combining the two loss functions
gives the best performance empirically.
3.2 Particle Filter Extension to RNNs
ht 1 ht ht+1
xt
ut
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Figure 2: The graphical model
for PF-RNN belief update.
The dashed circles indicate vari-
ables not explicitly defined in
our models.
Extending an RNN to the corresponding PF-RNN requires the la-
tent particle belief representation {(hit, wit)}Ki=1 and the associated
belief update function. The new belief is a posterior distribution
conditioned on the previous belief and the new input. We model
the PF-RNN’s latent dynamics as a controlled system, with the
uncontrolled system as a special case. The standard belief update
consists of two steps: the transition update b˜t = ftr(bt−1, ut)
for control ut and the observation update bt = fobs(b˜t, ot) for
observation ot. However, ut and ot are not separated a priori in
general sequence prediction problems. PF-RNNs use input xt in
both ftr and fobs, and learn to extract latent control ut(xt) and
observation ot(xt) from xt through task-oriented discriminative
training. This approach is more flexible and provides a richer
function approximation class.
Stochastic memory update. We apply a learned transition function ftr to each particle state hit:
hit = ftr(h
i
t−1, ut(xt), ξ
i
t), ξ
i
t ∼ p(ξit|hit−1, ut(xt)) (1)
where xt is the input and ξit is a learned noise term. We assume p(ξ
i
t|hit−1, ut(xt)) to be a Gaussian
distribution and use the reparameterization trick [22] which uses random inputs to the function
to simulate the transition in a differentiable manner. From the RNN perspective, ξit captures the
stochasticity in the latent dynamics. From the particle filtering perspective, ξit increases particle
diversity, relieving the issue of particle depletion after resampling.
Particle weight update. We update the weight wit of the particle hit recursively in a Bayesian
manner, using the likelihood p(ot|hit). Instead of modeling p(ot|hit) as a generative distribution, we
approximate it directly as a learned function fobs(ot(xt), hit) with ot(xt) and h
i
t as inputs, and have
wit = ηfobs(ot(xt), h
i
t)w
i
t−1, (2)
where η is a normalization factor. Our observation model fobs, coupled with discriminative training,
significantly improves the performance of PF-RNNs in practice. The generative distribution p(ot|hit)
is parameterized for generating ot and may contain irrelevant features for the actual objective of
predicting yt. In contrast, fobs skips generative modeling and learns only features useful for predicting
yt, as PF-RNNs are trained discriminatively to optimize prediction accuracy.
3
Soft resampling. In particle filter algorithms, resampling is required to avoid particle degeneracy, i.e.,
most particles having near-zero weights. Resampling constructs a new particle set {(h′jt , w′jt )}Kj=1
with constant weights w′jt = 1/K. Each new particle h
′j
t takes the value of an ancestor particle,
ha
j
t , where the ancestor index a
j is sampled from a multinomial distribution defined by the original
particle weights, aj ∼ p, where p is a multinomial distribution with p(i) = wit.
However, resampling is not differentiable, which prevents the use of backpropagation for training
PF-RNNs. To make our latent belief update differentiable, we use soft resampling [21]. Instead of
resampling particles according to p, we resample from q, a mixture of p and a uniform distribution:
q(i) = αwit+(1−α)(1/K), for α ∈ (0, 1]. The new weights are computed according the importance
sampling formula, which leads to an unbiased estimate of the belief:
w′jt =
p(i = aj)
q(i = aj)
=
wa
j
t
αwa
j
t + (1− α)(1/K)
(3)
Soft resampling provides non-zero gradients when α > 0. We use α = 0.5 in our experiments.
3.3 Model Learning
One natural objective is to minimize the total prediction loss over all training sequences. For each
training sequence, the prediction loss is
Lpred(θ) =
∑
t∈O
`(yt, yˆt, θ) (4)
where θ represents the predictor parameters, O is the set of time indices with outputs, and ` is a
task-dependent loss function measuring the difference between the target output yt and the predicted
output yˆt. Predictions in PF-RNN are made using the mean particle, yˆt = fout(h¯t), where fout is
a learned function, and h¯t =
∑K
i=1 w
i
th
i
t is the weighted mean of the PF-RNN particles. In our
regression experiments, yˆt is a real value and ` is the squared loss. In our classification experiments,
yˆt is a multinomial distribution over classes and ` is the cross-entropy loss.
The PF-RNN prediction yˆt is actually randomized, as its value depends on random variables used for
stochastic memory updates and soft-resampling; hence, a reasonable objective would be to minimize
E[Lpred(θ)]. In our algorithm, we optimize Lpred(θ) instead of E[Lpred(θ)]. We discuss the effect
of this approximation in Appendix A.
Another possible learning objective applies stronger model assumptions. To maximize the likelihood,
we optimize a sampled version of an evidence lower bound (ELBO) of p(yt|x1:t, θ),
LELBO(θ) = −
∑
t∈O
log
1
K
K∑
i=1
p(yt|τ i1:t, x1:t, θ). (5)
where τ i1:t is a history chain for particle i, consisting of its ancestor indices during particle resampling
and the random numbers used in stochastic memory updates2. The derivation of the ELBO follows
from [3, 23, 27, 30], and it is provided in Appendix B.
The p(yt|τ i1:t, x1:t, θ) terms in LELBO(θ) are computed using appropriate probabilistic models. We
apply fout to each particle at each time step, generating outputs yˆit = fout(h
i
t). Then, for classification
p(yt|τ i1:t, x1:t, θ) = CrossEntropy(yt, yˆit), which follows from the multinomial model; and for
regression p(yt|τ i1:t, x1:t, θ) = exp(−||yt − yˆit||), which follows from a unit variance Gaussian
model.
Intuitively, Lpred encourages PF-RNN to make good predictions using the mean particle, while
LELBO encourages the model to learn a more meaningful belief distribution. They make different
structure assumptions that result in different gradient flows. Empirically, we find that combining the
two learning objectives works well: L(θ) = Lpred(θ) + βLELBO(θ), where β is a weight parameter.
We use β = 1.0 in the experiments.
3.4 PF-LSTMs and PF-GRUs
We now apply the PF-RNN to the two most popular RNN architectures, LSTM and GRU.
2We have negated the ELBO to make it consistent with loss minimization.
4
PF-LSTM PF-GRU
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⌦
<latexit sha1_base64="4aE/3WHUUcZjpVcV2STaX0geceE=">AAAB7nicbVDLSgNBEOz1GeMr6tHLYBA8hV0R9Bj04jGCeUCyhNnJbDJkdmaZ6RX Cko/w4kERr36PN//GSbIHTSxoKKq66e6KUiks+v63t7a+sbm1Xdop7+7tHxxWjo5bVmeG8SbTUptORC2XQvEmCpS8kxpOk0jydjS+m/ntJ26s0OoRJykPEzpUIhaMopPaPY0i4bZfqfo1fw6ySoKCVKFAo1/56g00yxKukElqbTfwUwxzalAwyaflXmZ5StmYDnnXUUXdkjCfnzsl504ZkFgbVwrJXP09kdP E2kkSuc6E4sguezPxP6+bYXwT5kKlGXLFFoviTBLUZPY7GQjDGcqJI5QZ4W4lbEQNZegSKrsQguWXV0nrshY4/nBVrd8WcZTgFM7gAgK4hjrcQwOawGAMz/AKb17qvXjv3seidc0rZk7gD7zPH4Xtj60=</latexit><latexit sha1_base64="4aE/3WHUUcZjpVcV2STaX0geceE=">AAAB7nicbVDLSgNBEOz1GeMr6tHLYBA8hV0R9Bj04jGCeUCyhNnJbDJkdmaZ6RX Cko/w4kERr36PN//GSbIHTSxoKKq66e6KUiks+v63t7a+sbm1Xdop7+7tHxxWjo5bVmeG8SbTUptORC2XQvEmCpS8kxpOk0jydjS+m/ntJ26s0OoRJykPEzpUIhaMopPaPY0i4bZfqfo1fw6ySoKCVKFAo1/56g00yxKukElqbTfwUwxzalAwyaflXmZ5StmYDnnXUUXdkjCfnzsl504ZkFgbVwrJXP09kdP E2kkSuc6E4sguezPxP6+bYXwT5kKlGXLFFoviTBLUZPY7GQjDGcqJI5QZ4W4lbEQNZegSKrsQguWXV0nrshY4/nBVrd8WcZTgFM7gAgK4hjrcQwOawGAMz/AKb17qvXjv3seidc0rZk7gD7zPH4Xtj60=</latexit><latexit sha1_base64="4aE/3WHUUcZjpVcV2STaX0geceE=">AAAB7nicbVDLSgNBEOz1GeMr6tHLYBA8hV0R9Bj04jGCeUCyhNnJbDJkdmaZ6RX Cko/w4kERr36PN//GSbIHTSxoKKq66e6KUiks+v63t7a+sbm1Xdop7+7tHxxWjo5bVmeG8SbTUptORC2XQvEmCpS8kxpOk0jydjS+m/ntJ26s0OoRJykPEzpUIhaMopPaPY0i4bZfqfo1fw6ySoKCVKFAo1/56g00yxKukElqbTfwUwxzalAwyaflXmZ5StmYDnnXUUXdkjCfnzsl504ZkFgbVwrJXP09kdP E2kkSuc6E4sguezPxP6+bYXwT5kKlGXLFFoviTBLUZPY7GQjDGcqJI5QZ4W4lbEQNZegSKrsQguWXV0nrshY4/nBVrd8WcZTgFM7gAgK4hjrcQwOawGAMz/AKb17qvXjv3seidc0rZk7gD7zPH4Xtj60=</latexit><latexit sha1_base64="4aE/3WHUUcZjpVcV2STaX0geceE=">AAAB7nicbVDLSgNBEOz1GeMr6tHLYBA8hV0R9Bj04jGCeUCyhNnJbDJkdmaZ6RX Cko/w4kERr36PN//GSbIHTSxoKKq66e6KUiks+v63t7a+sbm1Xdop7+7tHxxWjo5bVmeG8SbTUptORC2XQvEmCpS8kxpOk0jydjS+m/ntJ26s0OoRJykPEzpUIhaMopPaPY0i4bZfqfo1fw6ySoKCVKFAo1/56g00yxKukElqbTfwUwxzalAwyaflXmZ5StmYDnnXUUXdkjCfnzsl504ZkFgbVwrJXP09kdP E2kkSuc6E4sguezPxP6+bYXwT5kKlGXLFFoviTBLUZPY7GQjDGcqJI5QZ4W4lbEQNZegSKrsQguWXV0nrshY4/nBVrd8WcZTgFM7gAgK4hjrcQwOawGAMz/AKb17qvXjv3seidc0rZk7gD7zPH4Xtj60=</latexit>
 
r
<latexit sha1_base64="bGRaWgSPycV+qtBF0H0VhMzGH3k=">AAAB6HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MVjC/YD2lA220m7d rMJuxuhhP4CLx4U8epP8ua/cdvmoK0vLDy8M8POvEEiuDau++0UNja3tneKu6W9/YPDo/LxSVvHqWLYYrGIVTegGgWX2DLcCOwmCmkUCOwEk7t5vfOESvNYPphpgn5ER5KHnFFjraYalCtu1V2IrIOXQwVyNQblr/4wZmmE0jBBte55bmL8jCrDmcBZqZ9qTCib0BH2LEoaofazxaIzcmGdIQl jZZ80ZOH+nshopPU0CmxnRM1Yr9bm5n+1XmrCGz/jMkkNSrb8KEwFMTGZX02GXCEzYmqBMsXtroSNqaLM2GxKNgRv9eR1aF9VPcvN60r9No+jCGdwDpfgQQ3qcA8NaAEDhGd4hTfn0Xlx3p2PZWvByWdO4Y+czx/dI4z2</latexit><latexit sha1_base64="bGRaWgSPycV+qtBF0H0VhMzGH3k=">AAAB6HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MVjC/YD2lA220m7d rMJuxuhhP4CLx4U8epP8ua/cdvmoK0vLDy8M8POvEEiuDau++0UNja3tneKu6W9/YPDo/LxSVvHqWLYYrGIVTegGgWX2DLcCOwmCmkUCOwEk7t5vfOESvNYPphpgn5ER5KHnFFjraYalCtu1V2IrIOXQwVyNQblr/4wZmmE0jBBte55bmL8jCrDmcBZqZ9qTCib0BH2LEoaofazxaIzcmGdIQl jZZ80ZOH+nshopPU0CmxnRM1Yr9bm5n+1XmrCGz/jMkkNSrb8KEwFMTGZX02GXCEzYmqBMsXtroSNqaLM2GxKNgRv9eR1aF9VPcvN60r9No+jCGdwDpfgQQ3qcA8NaAEDhGd4hTfn0Xlx3p2PZWvByWdO4Y+czx/dI4z2</latexit><latexit sha1_base64="bGRaWgSPycV+qtBF0H0VhMzGH3k=">AAAB6HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MVjC/YD2lA220m7d rMJuxuhhP4CLx4U8epP8ua/cdvmoK0vLDy8M8POvEEiuDau++0UNja3tneKu6W9/YPDo/LxSVvHqWLYYrGIVTegGgWX2DLcCOwmCmkUCOwEk7t5vfOESvNYPphpgn5ER5KHnFFjraYalCtu1V2IrIOXQwVyNQblr/4wZmmE0jBBte55bmL8jCrDmcBZqZ9qTCib0BH2LEoaofazxaIzcmGdIQl jZZ80ZOH+nshopPU0CmxnRM1Yr9bm5n+1XmrCGz/jMkkNSrb8KEwFMTGZX02GXCEzYmqBMsXtroSNqaLM2GxKNgRv9eR1aF9VPcvN60r9No+jCGdwDpfgQQ3qcA8NaAEDhGd4hTfn0Xlx3p2PZWvByWdO4Y+czx/dI4z2</latexit><latexit sha1_base64="bGRaWgSPycV+qtBF0H0VhMzGH3k=">AAAB6HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MVjC/YD2lA220m7d rMJuxuhhP4CLx4U8epP8ua/cdvmoK0vLDy8M8POvEEiuDau++0UNja3tneKu6W9/YPDo/LxSVvHqWLYYrGIVTegGgWX2DLcCOwmCmkUCOwEk7t5vfOESvNYPphpgn5ER5KHnFFjraYalCtu1V2IrIOXQwVyNQblr/4wZmmE0jBBte55bmL8jCrDmcBZqZ9qTCib0BH2LEoaofazxaIzcmGdIQl jZZ80ZOH+nshopPU0CmxnRM1Yr9bm5n+1XmrCGz/jMkkNSrb8KEwFMTGZX02GXCEzYmqBMsXtroSNqaLM2GxKNgRv9eR1aF9VPcvN60r9No+jCGdwDpfgQQ3qcA8NaAEDhGd4hTfn0Xlx3p2PZWvByWdO4Y+czx/dI4z2</latexit>
 
z
<latexit sha1_base64="ZxpkeWP7OiuYrtNqeUSJ8s3zMA0=">AAAB6HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfRY9OKxBfsBbSib7aRdu 9mE3Y1QQ3+BFw+KePUnefPfuG1z0NYXFh7emWFn3iARXBvX/XYKa+sbm1vF7dLO7t7+QfnwqKXjVDFssljEqhNQjYJLbBpuBHYShTQKBLaD8e2s3n5EpXks780kQT+iQ8lDzqixVuOpX664VXcusgpeDhXIVe+Xv3qDmKURSsME1brruYnxM6oMZwKnpV6qMaFsTIfYtShphNrP5otOyZl1B iSMlX3SkLn7eyKjkdaTKLCdETUjvVybmf/VuqkJr/2MyyQ1KNniozAVxMRkdjUZcIXMiIkFyhS3uxI2oooyY7Mp2RC85ZNXoXVR9Sw3Liu1mzyOIpzAKZyDB1dQgzuoQxMYIDzDK7w5D86L8+58LFoLTj5zDH/kfP4A6UOM/g==</latexit><latexit sha1_base64="ZxpkeWP7OiuYrtNqeUSJ8s3zMA0=">AAAB6HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfRY9OKxBfsBbSib7aRdu 9mE3Y1QQ3+BFw+KePUnefPfuG1z0NYXFh7emWFn3iARXBvX/XYKa+sbm1vF7dLO7t7+QfnwqKXjVDFssljEqhNQjYJLbBpuBHYShTQKBLaD8e2s3n5EpXks780kQT+iQ8lDzqixVuOpX664VXcusgpeDhXIVe+Xv3qDmKURSsME1brruYnxM6oMZwKnpV6qMaFsTIfYtShphNrP5otOyZl1B iSMlX3SkLn7eyKjkdaTKLCdETUjvVybmf/VuqkJr/2MyyQ1KNniozAVxMRkdjUZcIXMiIkFyhS3uxI2oooyY7Mp2RC85ZNXoXVR9Sw3Liu1mzyOIpzAKZyDB1dQgzuoQxMYIDzDK7w5D86L8+58LFoLTj5zDH/kfP4A6UOM/g==</latexit><latexit sha1_base64="ZxpkeWP7OiuYrtNqeUSJ8s3zMA0=">AAAB6HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfRY9OKxBfsBbSib7aRdu 9mE3Y1QQ3+BFw+KePUnefPfuG1z0NYXFh7emWFn3iARXBvX/XYKa+sbm1vF7dLO7t7+QfnwqKXjVDFssljEqhNQjYJLbBpuBHYShTQKBLaD8e2s3n5EpXks780kQT+iQ8lDzqixVuOpX664VXcusgpeDhXIVe+Xv3qDmKURSsME1brruYnxM6oMZwKnpV6qMaFsTIfYtShphNrP5otOyZl1B iSMlX3SkLn7eyKjkdaTKLCdETUjvVybmf/VuqkJr/2MyyQ1KNniozAVxMRkdjUZcIXMiIkFyhS3uxI2oooyY7Mp2RC85ZNXoXVR9Sw3Liu1mzyOIpzAKZyDB1dQgzuoQxMYIDzDK7w5D86L8+58LFoLTj5zDH/kfP4A6UOM/g==</latexit><latexit sha1_base64="ZxpkeWP7OiuYrtNqeUSJ8s3zMA0=">AAAB6HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfRY9OKxBfsBbSib7aRdu 9mE3Y1QQ3+BFw+KePUnefPfuG1z0NYXFh7emWFn3iARXBvX/XYKa+sbm1vF7dLO7t7+QfnwqKXjVDFssljEqhNQjYJLbBpuBHYShTQKBLaD8e2s3n5EpXks780kQT+iQ8lDzqixVuOpX664VXcusgpeDhXIVe+Xv3qDmKURSsME1brruYnxM6oMZwKnpV6qMaFsTIfYtShphNrP5otOyZl1B iSMlX3SkLn7eyKjkdaTKLCdETUjvVybmf/VuqkJr/2MyyQ1KNniozAVxMRkdjUZcIXMiIkFyhS3uxI2oooyY7Mp2RC85ZNXoXVR9Sw3Liu1mzyOIpzAKZyDB1dQgzuoQxMYIDzDK7w5D86L8+58LFoLTj5zDH/kfP4A6UOM/g==</latexit>
⌦
<latexit sha1_base64="4aE/3WHUUcZjpVcV2STaX0geceE=">AAAB7nicbVDLSgNBEOz1GeMr6tHLYBA8hV0R9Bj04jGCeUCyhNnJbDJkdmaZ6RX Cko/w4kERr36PN//GSbIHTSxoKKq66e6KUiks+v63t7a+sbm1Xdop7+7tHxxWjo5bVmeG8SbTUptORC2XQvEmCpS8kxpOk0jydjS+m/ntJ26s0OoRJykPEzpUIhaMopPaPY0i4bZfqfo1fw6ySoKCVKFAo1/56g00yxKukElqbTfwUwxzalAwyaflXmZ5StmYDnnXUUXdkjCfnzsl504ZkFgbVwrJXP09kdP E2kkSuc6E4sguezPxP6+bYXwT5kKlGXLFFoviTBLUZPY7GQjDGcqJI5QZ4W4lbEQNZegSKrsQguWXV0nrshY4/nBVrd8WcZTgFM7gAgK4hjrcQwOawGAMz/AKb17qvXjv3seidc0rZk7gD7zPH4Xtj60=</latexit><latexit sha1_base64="4aE/3WHUUcZjpVcV2STaX0geceE=">AAAB7nicbVDLSgNBEOz1GeMr6tHLYBA8hV0R9Bj04jGCeUCyhNnJbDJkdmaZ6RX Cko/w4kERr36PN//GSbIHTSxoKKq66e6KUiks+v63t7a+sbm1Xdop7+7tHxxWjo5bVmeG8SbTUptORC2XQvEmCpS8kxpOk0jydjS+m/ntJ26s0OoRJykPEzpUIhaMopPaPY0i4bZfqfo1fw6ySoKCVKFAo1/56g00yxKukElqbTfwUwxzalAwyaflXmZ5StmYDnnXUUXdkjCfnzsl504ZkFgbVwrJXP09kdP E2kkSuc6E4sguezPxP6+bYXwT5kKlGXLFFoviTBLUZPY7GQjDGcqJI5QZ4W4lbEQNZegSKrsQguWXV0nrshY4/nBVrd8WcZTgFM7gAgK4hjrcQwOawGAMz/AKb17qvXjv3seidc0rZk7gD7zPH4Xtj60=</latexit><latexit sha1_base64="4aE/3WHUUcZjpVcV2STaX0geceE=">AAAB7nicbVDLSgNBEOz1GeMr6tHLYBA8hV0R9Bj04jGCeUCyhNnJbDJkdmaZ6RX Cko/w4kERr36PN//GSbIHTSxoKKq66e6KUiks+v63t7a+sbm1Xdop7+7tHxxWjo5bVmeG8SbTUptORC2XQvEmCpS8kxpOk0jydjS+m/ntJ26s0OoRJykPEzpUIhaMopPaPY0i4bZfqfo1fw6ySoKCVKFAo1/56g00yxKukElqbTfwUwxzalAwyaflXmZ5StmYDnnXUUXdkjCfnzsl504ZkFgbVwrJXP09kdP E2kkSuc6E4sguezPxP6+bYXwT5kKlGXLFFoviTBLUZPY7GQjDGcqJI5QZ4W4lbEQNZegSKrsQguWXV0nrshY4/nBVrd8WcZTgFM7gAgK4hjrcQwOawGAMz/AKb17qvXjv3seidc0rZk7gD7zPH4Xtj60=</latexit><latexit sha1_base64="4aE/3WHUUcZjpVcV2STaX0geceE=">AAAB7nicbVDLSgNBEOz1GeMr6tHLYBA8hV0R9Bj04jGCeUCyhNnJbDJkdmaZ6RX Cko/w4kERr36PN//GSbIHTSxoKKq66e6KUiks+v63t7a+sbm1Xdop7+7tHxxWjo5bVmeG8SbTUptORC2XQvEmCpS8kxpOk0jydjS+m/ntJ26s0OoRJykPEzpUIhaMopPaPY0i4bZfqfo1fw6ySoKCVKFAo1/56g00yxKukElqbTfwUwxzalAwyaflXmZ5StmYDnnXUUXdkjCfnzsl504ZkFgbVwrJXP09kdP E2kkSuc6E4sguezPxP6+bYXwT5kKlGXLFFoviTBLUZPY7GQjDGcqJI5QZ4W4lbEQNZegSKrsQguWXV0nrshY4/nBVrd8WcZTgFM7gAgK4hjrcQwOawGAMz/AKb17qvXjv3seidc0rZk7gD7zPH4Xtj60=</latexit>
{wit}Ki=1<latexit sha1_base64="0Ge35Gi9cOPqYptWoP9cT4Ve57o=">AAAB/HicbZDLSsNAFIZP6q3WW7RLN6FFEISSuNGNUHQjuKlgL9CkYTKdtkMnkzAzUUKIr6ILF4q49UHc+TZOLwtt/WHg4z/ncM78Qc yoVLb9bRRWVtfWN4qbpa3tnd09c/+gJaNEYNLEEYtEJ0CSMMpJU1HFSCcWBIUBI+1gfDWpt++JkDTidyqNiReiIacDipHSlm+W3ezBz1Teo27uZ/TCyXs3vlm1a/ZU1jI4c6jWK+7JMwA0fPPL7Uc4CQlXmCEpu44dKy9DQlHMSF5yE0lihMdoSLoaOQqJ9LLp8bl1pJ2+NYiEflxZU/f3RIZCKdMw0J0hUiO5WJuY/9W6iRqcexnlcaIIx7NFg4RZKrImSVh9KghWLNWAsKD6VguPkEBY6bxKOgRn8cvL0DqtOZpvd RqXMFMRDqECx+DAGdThGhrQBAwpPMErvBmPxovxbnzMWgvGfKYMf2R8/gAR85Z+</latexit><latexit sha1_base64="EaFeRNDLidO4A8CbJE4wtXRVNeM=">AAAB/HicbZDLSsNAFIYnXmu9Rbt0E1oEQSiJG90IRTeCmwr2Ak0aJtNpO3QyCTMnSgjxKdy7caGIWx/EXd/G6WWhrT8MfPznHM6ZP4 g5U2DbY2NldW19Y7OwVdze2d3bNw8OmypKJKENEvFItgOsKGeCNoABp+1YUhwGnLaC0fWk3nqgUrFI3EMaUy/EA8H6jGDQlm+W3OzRzyDvMjf3M3bp5N1b36zYVXsqaxmcOVRqZff0eVxL67757fYikoRUAOFYqY5jx+BlWAIjnOZFN1E0xmSEB7SjUeCQKi+bHp9bx9rpWf1I6ifAmrq/JzIcKpWGge4MMQzVYm1i/lfrJNC/8DIm4gSoILNF/YRbEFmTJKwek5QATzVgIpm+1SJDLDEBnVdRh+AsfnkZmmdVR/OdT uMKzVRAR6iMTpCDzlEN3aA6aiCCUvSC3tC78WS8Gh/G56x1xZjPlNAfGV8/G12YBA==</latexit><latexit sha1_base64="EaFeRNDLidO4A8CbJE4wtXRVNeM=">AAAB/HicbZDLSsNAFIYnXmu9Rbt0E1oEQSiJG90IRTeCmwr2Ak0aJtNpO3QyCTMnSgjxKdy7caGIWx/EXd/G6WWhrT8MfPznHM6ZP4 g5U2DbY2NldW19Y7OwVdze2d3bNw8OmypKJKENEvFItgOsKGeCNoABp+1YUhwGnLaC0fWk3nqgUrFI3EMaUy/EA8H6jGDQlm+W3OzRzyDvMjf3M3bp5N1b36zYVXsqaxmcOVRqZff0eVxL67757fYikoRUAOFYqY5jx+BlWAIjnOZFN1E0xmSEB7SjUeCQKi+bHp9bx9rpWf1I6ifAmrq/JzIcKpWGge4MMQzVYm1i/lfrJNC/8DIm4gSoILNF/YRbEFmTJKwek5QATzVgIpm+1SJDLDEBnVdRh+AsfnkZmmdVR/OdT uMKzVRAR6iMTpCDzlEN3aA6aiCCUvSC3tC78WS8Gh/G56x1xZjPlNAfGV8/G12YBA==</latexit><latexit sha1_base64="TpyQN5LPkissnYezFCT7ntCOcLI=">AAAB/HicbZDLSsNAFIYnXmu9Rbt0EyyCq5K40Y1QdCO4qWAv0KRhMp20QyeTMHOihBBfxY0LRdz6IO58G6dtFtr6w8DHf87hnPmDhD MFtv1trKyurW9sVraq2zu7e/vmwWFHxakktE1iHstegBXlTNA2MOC0l0iKo4DTbjC5nta7D1QqFot7yBLqRXgkWMgIBm35Zs3NH/0cigFzCz9nl04xuPXNut2wZ7KWwSmhjkq1fPPLHcYkjagAwrFSfcdOwMuxBEY4LapuqmiCyQSPaF+jwBFVXj47vrBOtDO0wljqJ8Caub8nchwplUWB7owwjNVibWr+V+unEF54ORNJClSQ+aIw5RbE1jQJa8gkJcAzDZhIpm+1yBhLTEDnVdUhOItfXobOWcPRfGfXm1dlHBV0h I7RKXLQOWqiG9RCbURQhp7RK3oznowX4934mLeuGOVMDf2R8fkD/2WU9Q==</latexit> {writ }Ki=1
1-
⌦
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Figure 3: PF-LSTM and PF-GRU network architecture. Notation (1) green box: activation
(2) pink box: learned function (3) RPT: reparameterization trick (4) BN: batch normalization.
For standard LSTM, the memory state ht consists of cell state ct and hidden state }t. The memory
update is a deterministic mapping controlled by input gate it, forget gate ft, and output gate ot:
ct = ft ◦ ct−1 + it ◦ tanh(c˜t), c˜t = Wc[}t−1, xt] + bc, }t = ot ◦ tanh(ct), (6)
where xt is the current input and ◦ is the element-wise product. For PF-LSTM, the memory state
consists of a set of weighted particles {(}jt , cjt , wjt )}Kj=1. To help PF-LSTM track the latent particle
belief effectively over a long history of data, we make two changes to the memory update equations.
One is to add stochasticity:
c˜jt = Wc[}
j
t−1, xt] + bc + ξ
j
t , ξ
j
t ∼ N (0,Σjt ), Σjt = WΣ[}jt−1, xt] + bΣ, (7)
for j = 1, 2, . . . ,K. The motivation for stochastic memory updates is discussed in Sect. 3.2. The
other change, inspired by LiGRU [33], is to replace the hyperbolic tangent activation of LSTM by
ReLU activation and batch normalization [16]:
cjt = f
j
t ◦ cjt−1 + ijt ◦ ReLU(BN(c˜jt )), (8)
for j = 1, 2, . . . ,K. Recurrent networks are usually trained with truncated Back-Propagation-
Through-Time (BPTT) [37]. Truncation affects the training of PF-RNNs, more than that of RNNs, as
PF-RNNs maintain the latent belief explicitly and may need a long sequence of inputs in order to
approximate the belief well. As shown in [33], ReLU activation, combined with batch normalization,
has better numerical properties for backpropagation through many time steps, and thus it allows us to
use longer sequence length with truncated BPTT. The update equation for }jt remains the same as
that for LSTM. After updating the particles and their weights, we perform soft resampling to get a
new set of particles (Section 3.2). The PF-LSTM architecture is shown in Fig. 3 (left side).
The PF-GRU model can be constructed similarly (right side of Fig. 3). The details are available in
Appendix C. The same idea can be easily applied to other gated recurrent neural networks as well.
4 Experiments
10 x 10 18 x 18 27 x 27
Figure 4: Localization in a symmetric maze.
Each maze is an N ×N grid, with black and gray
obstacles. Black obstacles serve also as landmarks.
We evaluate PF-RNNs, specifically, PF-LSTM
and PF-GRU, on a synthetic 2D robot localiza-
tion task and 10 sequence prediction datasets
from various domains. We compare PF-RNNs
with the corresponding RNNs. First, we use a
fixed latent state size for all models. The sizes
are chosen so that the PF-RNN and the RNN
have roughly the same number of trainable pa-
rameters. Next, we search over the latent state
size for all models independently and compare
the best results achieved. We also perform an
ablation study to understand the effect of individual components of PF-RNNs. Implementation details
are in Appendix D. We will release the code upon publication of the paper.
4.1 Robot Localization
We first evaluate PF-RNNs in a simple synthetic domain to gain some insights on the approach. The
task is to localize a robot on a 2D map (Fig. 4), given distance measurements to a set of landmarks.
In each environment, half of the obstructions have landmarks placed on their corners.
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Figure 5: Performance comparison of the last-step prediction loss in robot localization.
LSTM-80 and GRU-86 indicate LSTM and GRU with latent state size of 80 and 86, respectively.
PF-LSTM-P30 and PF-GRU-P30 indicate PF-LSTM and PF-GRU with 30 particles and latent state
size of 64. These parameters are chosen so that the RNN and the corresponding PF-RNN have roughly
the same number of trainable parameters. LSTM-best, GRU-best, PF-LSTM-best, and PF-GRU-best
indicate the best-performing model after a search over the latent state size and the number of particles.
t = 0 t = 6 t = 22 t = 24 t = 26
Figure 6: Visualization of PF-LSTM latent particles. Each figure shows the true robot pose (blue),
predicted pose (red), and 30 predicted poses according to the latent particles (green).
The maps are designed to be highly symmetric, thus maintaining a belief is essential for localization.
The robot starts at a random location. In each step, it moves forward a distance d ∼ N (0.2, 0.05) or
chooses a new heading direction when about to hit a wall. The input xt consists of the last action ut−1
and current observation ot, which is a set of noisy distance measurements to the 5 closest landmarks.
The observation noise follows the Gaussian model N (0, 1). The model takes xt as input and has no
prior information on which components represent ut and ot. This information must be extracted from
xt through learning. The task is to predict the robot pose at each time t, 2D coordinates and heading,
given the history of inputs {xi}ti=1.
We train models on a set of 10, 000 trajectories. We evaluate and test on another 1, 000 and 2, 000
trajectories, respectively. The network architecture is the same for all models. Map features are
extracted from the map using convolutional layers, two for the smaller maps and 5 for the largest map.
Control and observation features are extracted from the inputs by two fully connected layers. The
features are concatenated and input to the recurrent cell, PF-LSTM/PF-GRU or LSTM/GRU. The
output of the recurrent cell is mapped to the pose prediction by a fully connected layer. The training
loss is the Mean Square Error (MSE) between the predicted and ground truth pose, summed along
the trajectories. The last step MSE is used as the evaluation metric. For all models, we perform a
standard grid search over training parameters: learning rate, batch size, and gradient clipping value.
We compare PF-LSTM and PF-GRU with LSTM and GRU (Fig. 5). Results show that PF-RNNs con-
sistently outperform the corresponding RNNs. The performance benefits become more pronounced,
as the size of the maze grows, resulting in increased difficulty of belief tracking.
Fig. 6 visualizes the particle belief progression in a trained PF-LSTM. Additional examples are in
Appendix E.3. PF-LSTM works similarly to a standard particle filtering algorithm and demonstrates
a reasonable belief distribution. The particle predictions of the robot pose are initially spread out
(t = 0). As inputs accumulate, they begin to converge on some features, e.g., horizontal position
(t = 22); and eventually they converge to the true pose (t = 26). The depicted example also
demonstrates an interesting property of PF-LSTM. Initially, particle predictions converge towards a
wrong, distant pose (t = 6), because of the ambiguous observations in the symmetric environment.
However, particle predictions spread out again (t = 22), and converge to the true pose (t = 26). This
would be unusual for a standard particle filtering algorithm under the true robot dynamics: once
particles converge to a wrong pose, it would be difficult to recover [36]. PF-LSTM succeeds here,
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Table 1: Performance comparison on 10 sequence prediction tasks.
Regression Classification
NASDAQ AEP AIR PM LPA AREM GAS MR R52 UID
LSTM 37.33 6.53 18.34 26.14 91.7 99.1 76.6 73.1 81.1 93.2
PF-LSTM 4.65 4.57 13.12 21.23 100.0 99.1 89.9 78.3 90.1 95.3
LSTM-best 2.53 6.53 17.69 26.14 98.3 100.0 81.2 73.1 81.1 99.1
PF-LSTM-best 1.82 3.72 13.12 19.04 100.0 100.0 94.1 82.2 91.3 99.6
GRU 4.93 6.57 17.70 23.59 97.8 98.4 76.8 75.1 84.2 96.1
PF-GRU 1.33 5.33 19.32 20.77 98.1 99.1 83.3 76.2 87.2 94.1
GRU-best 4.93 5.61 14.78 23.59 97.8 100.0 80.0 75.2 84.2 99.0
PF-GRU-best 1.33 3.73 18.18 20.77 99.2 100.0 83.3 79.6 89.1 99.5
SOTA 0.33[32] – – – 91.3[19] 94.4[31] 80.9[14] 83.1[39] 93.8[24] –
because its latent representation and dynamics are learned from data. Each particle in a PF-LSTM
independently aggregates information from the input history, and its dynamics is not constrained
explicitly by the robot dynamics.
4.2 General Sequence Prediction Tasks
Comparison with RNNs. We evaluate PF-RNNs on various real-world sequence prediction datasets
across multiple domains for both regression and classification tasks. Regression tasks include
stock index prediction (NASDAQ [32]), appliances energy prediction (AEP [4]), air quality predic-
tion (AIR [8] and PM [25]). Classification tasks include activity recognition (UID [6], LPA [19],
AREM [31] and GAS [14]) and text classification (R52 [5] and MR [26]). For regression tasks, a
prediction is made after each time step, while for classification tasks prediction is made at the end of
each sequence using the belief at the last time step.
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Figure 7: Comparison with ensembles. Scatter
plot of classification accuracy (left) and regression
loss (right) over all datasets. The x-axis is the
performance of an RNN ensemble, the y-axis is
the performance of a PF-RNN. The dashed line
corresponds to equal performance. Note that PF-
RNN is better for points above the dashed line for
classification, and for points below the dashed line
for regression. Red points compare PF-LSTM with
LSTM ensemble, blue points compare PF-GRU
with GRU ensemble.
We compare PF-LSTM and PF-GRU with the
corresponding LSTM and GRU models. As PF-
RNNs possess a similar structure with gated
RNNs, we can directly use them as drop-in re-
placements. We use a similar network archi-
tecture for all models and datasets. The input
is passed through two fully-connected layers
and input to the recurrent cell. The output of
the recurrent cell is processed by another two
fully connected layers to predict an output value.
We perform grid search over standard training
parameters (learning rate, batch size, gradient
clipping value, regularization weight) for each
model and dataset.
We make two sets of comparisons. First, we
fix the latent state size and number of parti-
cles, such that PF-RNNs and the correspond-
ing RNNs have a similar number of parameters.
Specifically, we use a latent state size of 50 and
20 particles for PF-LSTM and PF-GRU, and a
latent state size of 80 for LSTM 86 and GRU.
Second, we perform a search over these hyper-parameters independently for all models and datasets,
and report the best-achieved result.
Results are shown in Table 1. We observe that PF-LSTM and PF-GRU are generally better than
the LSTM and GRU, both when the number of parameters is comparable, as well as with the best
hyper-parameters within the model class. PF-RNNs outperform the corresponding RNNs on 90% of
the datasets across different domains, including classification and regression tasks.
Comparison with the State-of-the-Art. Achieving state-of-the-art (SOTA) performance is not the
focus of this paper. Nevertheless, we include the SOTA results for reference, when available, in the
last row of Table 1. We use the same training, validation and test sets as the SOTA methods.
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Table 2: Ablation study.
PF-LSTM LSTM
P1 P5 P10 P20 P30 NoResample NoBNReLU NoELBO ELBOonly BNReLU
Regression 0.81 0.66 0.59 0.55 0.51 0.76 0.87 0.68 0.73 0.74
Classification 85.88 87.55 91.25 92.12 93.28 89.92 88.55 90.70 88.60 86.28
PF-RNNs, despite having only simple vanilla network components, perform better than the SOTA
on LPA, AREM, and GAS. For NASDAQ, R52 and MR, SOTAs [32, 39, 5] use complex network
structure designed specifically for the task, thus they work better than PF-RNNs. Future work may
investigate PF-RNNs with larger, more complex network components, which would provide a more
fair comparison with the SOTA.
Comparison with Ensembles. PF-RNN can be considered as a method for improving an RNN,
by maintaining multiple copies and using particle filter updates. Another common technique for
improving the performance of a predictor using multiple copies is ensembling. We compare the
performance of PF-RNN with bagging [2], an effective and commonly used ensembling method.
Bagging trains each predictor in an ensemble by constructing a different training set of the same size
through randomly sampling the original training set. We compare PF-RNNs using K particles, with
ensembles of K RNNs. The results are summarized in Fig. 7. Detailed results are in the appendix.
Bagging reduces the variance of the predictors, but does not address belief tracking. Indeed, ensembles
of RNNs generally improve over a single RNN, but the performance is substantially poorer than
PF-RNNs for most datasets.
4.3 Ablation Study
We conduct a thorough ablation study on all datasets for PF-LSTMs to better understand their
behavior. A summary of the results, averaged over all datasets, is shown in Table 2. Detailed results
are in the appendix. To compute a meaningful average for regression tasks, we need values with
the same order of magnitude. We rescale regression errors across the ablation methods into a range
between 0 and 1 for each dataset.
We evaluate the influence of the following components: 1) number of particles (P1, P5, P10, P20, P30);
2) soft-resampling (NoResample); 3) replacing the hyperbolic tangent with ReLU activation and batch
normalization (NoBNReLU); 4) combining prediction loss and ELBO for training (NoELBO and
ELBOonly). We conduct the same, independent hyper-parameter search as in previous experiments.
We observe that: 1) Using more particles makes a better prediction in general. The general per-
formance increases from PF-LSTM P1 to P30. 2) Soft-resampling improves the performance of
PF-LSTM. 3) The combination of prediction loss and ELBO loss leads to better performance. 4) The
ReLU activation with batch normalization helps to train PF-LSTM. Simply using ReLU with batch
normalization does not make LSTM better than PF-LSTM.
5 Conclusion
PF-RNNs combine the strengths of RNNs and particle filtering by learning a latent particle belief
representation and updating the belief with a particle filter. We apply the idea specifically to LSTM and
GRU and construct PF-LSTM and PF-GRU, respectively. Our results show that PF-RNNs outperform
the corresponding RNNs on various sequence prediction tasks, including text classification, activity
recognition, stock price prediction, robot localization, etc.
Various aspects of the PF-RNN approach provide opportunities for further investigation. Currently,
PF-RNNs make a prediction with the mean of the particle belief. An alternative is to aggregate
particles, e.g., by estimating higher-order moments, estimating the entropy, attaching an additional
RNN [15], or applying an attention mechanism [34].
PF-RNNs can serve as drop-in replacements for RNNs. While this work focuses on sequence
prediction and classification, the idea can be applied equally well to sequence generation and
sequence-to-sequence prediction, with application to, e.g., image captioning and machine translation.
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A Derivation of Gradient Estimation
The PF-RNN predictor yˆt is a randomized predictor, i.e., the value of yˆ depends on random variables
used for stochastic memory updates and soft-resampling. A reasonable objective function to minimize
is E[Lpred(θ)] =
∫
hp
p(hp|θ)
∑
t∈O `(yt, yˆt(hp, θ)), where hp denotes the set of random variables
used in constructing the predictor. We have used the notation yˆt(hp, θ) to make the dependence of yˆt
on hp and the predictor parameter θ explicit; however, for notational convenience, we have left out
the dependence on input x. After fixing hp, yˆt becomes a fixed function of θ and the input x which
we use as our predictor; hence, we are optimizing the value of θ to generate good values of hp as
well as a good prediction once hp has been generated.
For simplicity of notation, we consider only one term in the summation. The gradient is:
∇θ
∫
hp
p(hp|θ)`(yt, yˆt(hp, θ)) =
∫
hp
∇θ(p(hp|θ)`(yt, yˆt(hp, θ)))
=
∫
hp
(∇θp(hp|θ))`(yt, yˆt(hp, θ)) +
∫
hp
p(hp|θ)∇θ`(yt, yˆt(hp, θ))
=
∫
hp
p(hp|θ)(∇θ log p(hp|θ))`(yt, yˆt(hp, θ))
+
∫
h
p(hp|θ)∇θ`(yt, yˆt(hp, θ))
The product rule is used in the second line of the derivation; and identity ∇θ log p(hp|θ) =
(∇θ log p(hp|θ))/p(hp|θ) is used in the last line. Sampling hp and then computing
∇θ log p(hp|θ)`(yt, yˆt(hp, θ))+∇θ`(yt, yˆt(hp, θ)) would give an unbiased estimator for the gradient
of the objective function, as often required for stochastic gradient optimizers. However, the first term
∇θ log p(hp|θ)`(yt, yˆt(hp, θ)) tends to have high variance [23]. As in other works, e.g. [23], we use
only the second term ∇θ`(yt, yˆt(hp, θ)) to reduce the variance while introducing a small bias.
We now consider the variables in hp for our problem. In the PF-RNN we obtain the value of the
particle hit at time t by sampling in the transition, conditioned on the parent h
i
t−1. We then do soft
resampling which may replace the particle at position i with another particle which has a different
parent.
For the transition, we use the reparameterization trick [22], which is able to reparameterize the
problem so that the subset of randomization variables hp that is involved in the transition becomes
independent of θ. In our problem, we would like to learn the covariance of ξit . It has a zero mean
Gaussian distribution with diagonal covariance, where the diagonal covariance is a learned function of
hit−1 and xt. As the covariance matrix is diagonal, we can consider each component separately. In the
reparameterization trick, to draw a value v from a Normal distribution N (0, σ(hit−1, xt)) with mean
0 and standard deviation σ(hit−1, xt), we instead draw ε from N (0, 1) and output v = εσ(hit−1, xt).
The value ε, which forms part of hp can now be treated as part of the input to the RNN, making it
independent of θ.
For soft resampling, the position of the replacement particle (and correspondingly its parent in the
chain of ancestors) forms part of hp. This depends on the parameter θ in p(hp|θ) hence is affected by
our approximation in the gradient estimate. We have not observed any problem attributable to the
approximation in our experiments.
Finally, our predictor has the form yˆt = fout(h¯t) where h¯t =
∑K
i=1 w
i
th
i
t and fout if a learned
function. The particles at time t are averaged, each particle at each time step (except the first step)
has a parent that is constructed by the soft resampling operations, and the transitions have sampled
inputs from the reparameterization operation. Our approximate gradient is computed by running the
particle filter, forming the predictor, then computing the gradient of the loss of the predictor formed
from the filter.
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B Derivation of ELBO
As discussed in Section 3.3, we jointly optimize the prediction loss and an ELBO of p(yt|x1:t, θ).
In standard maximum likelihood estimation, we aim to find the parameter θ that maximizes the log
likelihood log p(yt|x1:t, θ). This is often intractable. Instead, the evidence lower bound (ELBO) is
often used, which is a variational lower bound of the log likelihood. We derive an ELBO using the
technique from [3].
We first give a formal definition to the particle chain τ it . We define τ
i
t in a recursive manner:
τ it = τ
i
t−1
⋃{it, ait}, where it ∼ N (0, I) is the reparameterized random number used in the
stochastic transition and ait is the parent index chosen during soft-resampling. Given the input x1:t,
the particle chain determinizes the stochastic processes in PF-RNNs and produces a fixed particle hit.
In this case, sampling the particle chains τ1:K1:t conceptually gives K RNNs.
We first consider the simpler case of the particle chains being drawn independently. Assume that
p(yt|x1:t, θ) =
∫
τ1:t
p(yt, τ1:t|x1:t, θ). Then
log p(yt|x1:t, θ) = log
∫
τ1:t
p(yt, τ1:t|x1:t, θ)
= log
∫
τ11:t,...,τ
K
1:t
q(τ11:t|x1:t) . . . q(τK1:t|x1:t)
1
K
K∑
i=1
p(yt, τ
i
1:t|x1:t)
q(τ i1:t|x1:t)
≥
∫
τ i1:t,...,τ
K
1:t
q(τ11:t|x1:t) . . . q(τK1:t|x1:t) log
1
K
K∑
i=1
p(yt, τ
i
1:t|x1:t, θ)
q(τ i1:t|x1:t)
where we have used Jensen’s inequality and assumed a variational distribution
q(τ11:t|x1:t) . . . q(τK1:t|x1:t) where τ i1:t are independently drawn from the same distribution.
We would like to use a particle filter to sample the particle chains for approximating the ELBO.
The operations of our particle filter are as follows: at step t, we sample the transitions to generate
new particles, we do resampling after the weights are updated by the observations, and we predict
the target yt. Due to the resampling operations, the particle chains in the particle filter are not
independent. However, the particles generated at time t by the resampling operation are conditionally
independent given the history of what has been generated before then; it is determined just by the
ancestor indices ait which are independently sampled given the particle chain distribution at that
time by the resampling operation. Let Υt denote all the history before soft-resampling. Assuming
p(yt|x1:t, θ) =
∫
Υt,at
p(yt,Υt, at|x1:t, θ), at ∼ p, where p is a multinomial distribution with
p(i) = wit,
log
∫
Υt,at
p(yt, at,Υt|x1:t, θ)
= log
∫
Υt,a1t ,...,a
K
t
q(Υt|x1:t, θ)q(a1t |Υt, x1:t, θ) . . . q(aKt |Υt, x1:t, θ) ·
1
K
K∑
i=1
p(yt, a
i
t,Υt|x1:t, θ)
q(Υt|x1:t, θ)q(ait|Υt, x1:t, θ)
≥
∫
Υt,a1t ,...,a
K
t
q(Υt|x1:t, θ)q(a1t |Υt, x1:t, θ) . . . q(aKt |Υt, x1:t, θ) ·
log
1
K
K∑
i=1
p(yt, a
i
t,Υt|x1:t, θ)
q(Υt|x1:t, θ)q(ait|Υt, x1:t, θ)
We now use the variational distributions q(ait|Υt, x1:t, θ) = p(ait|Υt, x1:t, θ) and q(Υt|x1:t, θ) =
p(Υt|x1:t, θ). This allows the simplification p(yt,a
i
t,Υt|x1:t,θ)
p(ait|Υt,x1:t,θ)p(Υt|x1:t,θ) = p(yt|a
i
t,Υt, x1:t, θ). We opt
for simplicity in the ELBO; the use of other variational distributions may allow the weights wit to be
optimized, as well as to incorporate information about yt in the variational distribution, but at the
expense of optimizing a more complex objective. We rely on Lpred to optimize wit, which is fully
task-oriented.
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After negation (to be consistent with minimizing loss), we get our objective function
−
∫
Υt,ait,...,a
K
t
p(Υt|x1:t, θ)p(a1t |Υt, x1:t, θ) . . . p(aKt |Υt, x1:t, θ) log
1
K
K∑
i=1
p(yt|ait,Υt, x1:t, θ).
We then sample Υt, a1t , . . . , a
K
t from p(Υt|x1:t, θ)p(a1t |x1:t, θ) . . . p(aKt |x1:t, θ) to get
log 1K
∑K
i=1 p(yt|ait,Υt, x1:t, θ) and differentiate to get an estimator for the gradient.
Computing the derivative:
∇θ log 1
K
K∑
i=1
p(yt|ait,Υt, x1:t, θ) =
1
1
K
∑K
i=1 p(yt|ait,Υt, x1:t, θ)
∇θ( 1
K
K∑
i=1
p(yt|ait,Υt, x1:t, θ))
=
K∑
i=1
p(yt|ait,Υt, x1:t, θ)∑K
i=1 p(yt|ait,Υt, x1:t, θ)
∇θ log p(yt|ait,Υt, x1:t, θ).
As in Appendix A, the parameter θ also affects the sampling distribution p(Υt|x1:t, θ)
of the ELBO. To get an unbiased estimate of the gradient, we will need to com-
pute (∇θp(Υt|x1:t, θ)p(a1t |x1:t, θ) . . . p(aKt |x1:t, θ)) log 1K
∑K
i=1 p(yt|ait,Υtx1:t, θ) +
∇θ log 1K
∑K
i=1 p(yt|ait,Υt, x1:t, θ) after sampling Υt, a1t , . . . , aKt . Again, we only compute
∇θ log 1K
∑K
i=1 p(yt|ait,Υt, x1:t, θ), obtaining a lower variance but biased estimator of the gradient.
Finally we have p(yt|ait,Υt, x1:t, θ) = p(yt|τ i1:t, x1:t, θ) according to our definition, since we are
able to do the prediction with only the knowledge of the single RNN. As mentioned in the Section 3.3,
we compute p(yt|τ i1:t, x1:t, θ) by applying fout on each particle hit, assuming cross-entropy for
classification tasks and unit variance Gaussian model for regression, gradients are carried through the
chain of particle states through time by BPTT.
C PF-GRU Network Architecture
The standard GRU maintains the latent state }t, and updates it with two gates: reset gate rt and
update gate zt. The memory is updated according to the following equations:
}t = (1− zt) ◦ tanh(nt) + zt ◦ }t−1, nt = Wn[rt ◦ }t−1, xt] + bn (9)
where Wn and bn are the corresponding weights and biases.
The state of the PF-GRU is a set of weighted particles {}it, wit}Ki=1. Similarly to PF-LSTM, we
perform a stochastic cell update, where the update to the cell, nit, is sampled from a Gaussian
distribution:
nit = Wn[r
i
t ◦ }it−1, xt] + bn + it, it ∼ N (0,Σit), Σit = WΣ[}it−1, xt] + bΣ (10)
Besides, to allow training with longer truncated BPTT, similarly to PF-LSTM, the hyperbolic tangent
function is replaced by ReLU with batch normalization:
}it = (1− zit) ◦ ReLU(BN(nit)) + zt ◦ }it−1 (11)
D Experimental Setup Details
We implement all models in PyTorch and train using NVidia GTX1080Ti GPUs.
For all models, we perform a grid search over standard training parameters (learning rate, batch size,
gradient clipping value, regularization weight). Specifically, we perform a standard grid search over
the learning rate {1−4, 3−4, 5−4} with optimizer Adam and RMSProp, batch size {16, 32, 64, 128},
gradient clipping value {3, 5} and L2 regularization weight of {0.001, 0.0001}. When model hyper-
parameter search is performed, for PF-LSTM/PF-GRU it is a simple grid search over {64, 128, 256}
latent state sizes and {20, 30} particles. For LSTM/GRU we do a more careful search, and increase
the latent state size, {80/86, 64, 128, 256, 512, 1024, . . . }, until the performance stops improving.
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E Additional Results
E.1 Comparison with RNN Ensemble Models
The detailed results for the comparison with RNN ensemble models is given in Table 3 and Table 4.
LSTM-E/GRU-E denote the ensemble models of K LSTMs/GRUs. We compare with PF-LSTM/PF-
GRU with K particles. For the localization experiments, i.e., Maze 10, Maze 18 and Maze 27 rows,
we use K = 30 ensemble models/particles. For the rest, we use K = 20.
Table 3: PF-RNNs V.S. Bagging. Prediction (%)
LSTM-E PF-LSTM GRU-E PF-GRU
LPA 94.4 100.0 96.7 98.1
AREM 97.7 99.1 99.1 99.1
GAS 76.7 89.9 73.6 83.3
UID 95.1 95.3 94.9 94.1
R52 84.9 90.1 89.0 87.2
MR 75.7 78.3 76.1 76.2
Table 4: PF-RNNs V.S. Bagging. Regression
LSTM-E PF-LSTM GRU-E PF-GRU
AEP 5.29 4.57 5.92 5.33
NASDAQ 7.09 4.65 8.73 1.33
AIR 14.94 13.12 14.61 19.32
PM 20.51 21.23 21.86 20.77
Maze 10 0.13 0.10 0.21 0.11
Maze 18 0.67 0.51 0.81 0.49
Maze 27 4.37 2.86 4.71 2.82
E.2 Ablation Study
We present the detailed results for our ablation study over all datasets in Table 5 and Table 6.
Table 5: Ablation Study for Regression Datasets
Maze 10 Maze 18 Maze 27 AEP AIR PM NASDAQ
PF-LSTM-P1 0.41 1.1 3.84 6.24 15.41 22.12 13.21
PF-LSTM-P5 0.17 0.65 3.81 5.73 13.89 21.98 10.97
PF-LSTM-P10 0.12 0.6 3.11 4.88 14.23 21.33 9.25
PF-LSTM-P20 0.12 0.55 3.03 4.57 13.12 21.23 4.64
PF-LSTM-P30 0.103 0.51 2.862 3.24 14.44 20.05 4.55
PF-LSTM-NoResample 0.14 1.42 4.03 5.27 18.47 20.24 21.23
PF-LSTM-NoBNReLU 0.19 1.66 4.01 5.03 16.73 21.01 51.32
PF-LSTM-NoELBO 0.18 1.23 3.21 4.88 16.89 21.79 6.59
PF-LSTM-ELBOonly 0.34 1.12 3.01 4.94 17.15 21.11 9.87
LSTM-BNReLU 0.21 1.05 4.15 5.35 16.29 21.38 15.72
Table 6: Ablation Study for Classification Datasets
UID R52 LPA AREM GAS MR
PF-LSTM-P1 89.7 86.4 97.1 98.1 71.3 72.7
PF-LSTM-P5 94.9 88.1 96.9 98.4 71.8 75.2
PF-LSTM-P10 94.7 88.7 97.7 98.4 89.2 78.8
PF-LSTM-P20 95.3 90.1 100 99.1 89.9 78.3
PF-LSTM-P30 98.4 88.5 100 98.1 94.1 80.6
PF-LSTM-NoResampe 95 85.2 95.3 99 88.7 76.3
PF-LSTM-NoBNReLU 95.7 84.8 96.2 98.6 78.9 77.1
PF-LSTM-NoELBO 94.2 88.1 97.7 97.2 90.8 76.2
PF-LSTM-ELBOonly 91.9 87.8 97.3 97 81.4 76.2
LSTM-BNReLU 91.2 82.3 97.7 98.9 75.7 71.9
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E.3 Visualization of Additional Examples for Localization
t = 0 t = 5 t = 10 t = 15 t = 22
t = 0 t = 5 t = 10 t = 16 t = 25
t = 0 t = 5 t = 9 t = 16 t = 21
t = 0 t = 5 t = 11 t = 15 t = 21
t = 0 t = 5 t = 6 t = 8 t = 13
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