In developing countries, informal networks provide an important means by which individuals and households share risk, though the insurance they provide is often incomplete. Economists have proposed a number of reasons for this incompleteness, including information asymmetries, which manifest in problems of moral hazard, and limited commitment, both of which induce positive correlations between realized income and consumption. In this article we emphasize a complementary source of incompleteness: transaction costs-literally, the costs of transferring resources between individuals. We test the impact of transaction costs on risk sharing by analyzing data from a large panel household survey that we designed and administered in Kenya over a three-year period to capture the expansion of "mobile money." This financial innovation has allowed individuals to transfer purchasing power by simple short messaging service (SMS) technology and has dramatically reduced the cost of sending money across large distances.
Across these various specifications, we find that per capita consumption falls for nonuser households when they experience a negative income shock, as it does for households who lack good access to the agent network. On the other hand, M-PESA user households experience no such fall in per capita consumption. In particular, while nonusers see on average a 7-10 percent reduction in consumption in the event of a negative shock, the point estimate for the response of consumption of users is much smaller and is generally statistically indistinguishable from zero. The effects we find are more evident for the bottom three quintiles of the income distributionthis is expected, as those in the top quintile of the income distribution were likely to be able to smooth risk even before the advent of M-PESA.
We show that these effects are indeed at least partially due to improved risk sharing and not due to liquidity effects that M-PESA may enable. In the face of a negative shock, user households are more likely to receive any remittances, they receive more remittances, and they receive a larger total value. In particular, households are about 13 percentage points more likely to receive remittances, which on average amount to between 6 and 10 percent of annual consumption over a six-month period. We also find that users receive remittances from a wider network of sources and a larger fraction of their network in response to a negative shock. Townsend (1994 Townsend ( , 1995 , Udry (1994) , and Rosenzweig and Stark (1989) made early contributions documenting the methods and extent to which households in developing countries are able to insure themselves partially against risk, through mechanisms such as informal inter-household transfers, state-contingent loan repayments, marriage, and precautionary saving. Suri (2012) provides evidence for rural Kenya prior to M-PESA and finds that food consumption is well smoothed. Gertler and Gruber (2002) and DeWeerdt and Dercon (2006) observe that informal insurance helps finance the expenditure needs of individuals who suffer negative health shocks. Genoni (2012) finds, in response to a health shock, increased labor supply by household members not directly affected by the shock and increased transfers from other households.
While these findings provide evidence that households engage in risk-spreading trades, the insurance they afford remains incomplete. One explanation for such incompleteness, modeled, for example, by Attanasio and Pavoni (2011) , is that private information induces inefficiencies in resource allocation that optimally limit moral hazard costs. Alternatively, following the early work of Thomas and Worrall (1990) and Coate and Ravallion (1993) , models of complete information with limited commitment have been developed (also see Phelan 1998; Ligon 1998; Ligon, Thomas, and Worrall 2002; and Genicot and Ray 2003) . These models focus on maintaining incentives to participate in an insurance pool and provide a framework that unifies insurance and state-contingent loans. Recent work by Kaplan (2006) and Kinnan (2010) has examined how these alternative theories of incomplete insurance can be tested against each other, with the latter also including a test for a model of hidden income.
There has also been interest in understanding the way in which insurance networks form. 3 Attanasio, Pellerano, and Polania Reyes (2009) use a field experiment to examine the role of trust and family ties in determining the identity of participants in risk-sharing networks. Fafchamps and Lund (2003) and Fafchamps and Gubert (2007) study the formation of insurance networks in the Philippines. Kinnan and Townsend (2010) also analyze kinship as an integral element of insurance, and Chiappori et al. (2011) find that households with family members in the same village are able to spread risk better. 4 Few studies have incorporated explicit transaction costs into the analysis of informal risk sharing. These costs can be substantial in developing countries, where financial systems and infrastructure are underdeveloped. Many transfers take place in person, imposing large real resource costs for all but the smallest of transactions over the shortest of distances. A recent exception is Blumenstock, Eagle, and Fafchamps (2011) who study the transfer of prepaid minutes on cell phones. Using Rwandan administrative data on transactions from immediately before and after an earthquake, they find that cellphone minutes are transferred to individuals affected by the earthquake. They also find suggestive evidence that these transfers are partly driven by reciprocity. 5 Yang and Choi (2007) and Aycinena, Martínez, and Yang (2010) provide two additional pieces of evidence that remittances and transaction costs could be important for insurance networks. Yang and Choi (2007) find that the receipt of international remittances by households in the Philippines is associated with shocks to income, suggesting that remittances act to smooth consumption. Aycinena, Martinez, and Yang (2010) show that lower remittance fees lead to increases in the frequency of remittances but do not change the per transaction amount. Finally, Schulhofer-Wohl (2011) and Angelucci et al. (2009) allow theoretically for transaction costs to generate incomplete insurance and test the overall theoeretical implications of these models, but they do not use direct empirical measures of transactions costs in their tests of consumption smoothing. 6 The rest of the article is structured as follows. In the next section we provide background information on the nature and adoption of M-PESA in Kenya. In Section II we present a simple model of insurance with fixed transaction costs. In Section III we provide a description of our survey data and follow this with a discussion of our empirical framework in Section IV. In Section V we present our results, and we conclude in Section VI.
I. Background on Mobile Money and M-PESA
M-PESA, launched in 2007 by Safaricom, 7 the dominant mobile network operator, is the most widely adopted mobile phone-based financial service in the world. 4 Also see Bloch, Genicot, and Ray (2008) and Ambrus, Mobius, and Szeidl (2010) . 5 The Blumenstock, Eagle, and Fafchamps (2011) study is different from ours in a number of dimensions. First, they look only at the transfers of phone credit, i.e., prepaid talk time on mobile phones and not actual money (M-PESA is the transfer of e-money that is equivalent to cash). The average magnitude of these transfers is about $1.17 over the two-month period of the earthquake. The total amount of remittances in our data over a six-month window is $133. Transfers of phone credit are therefore small when compared to remittances. Second, the authors cannot measure any impacts of these transfers or test risk sharing as they have limited survey data with no good measures of welfare or wealth. 6 We are unaware of any papers that have econometrically assessed the impact of mobile money on risk sharing. Early analysis of the economic impact of cell phones focused on their role in facilitating access to information, particularly with regard to prices (Jensen 2007; Aker 2010; Aker and Mbiti 2010) . 7 Safaricom controlled 78 percent of the mobile phone market in 2010, ahead of its three nearest rivals. In 2010, revenue was just over $1 billion (almost double that of 2007), and profit was $0.2 billion. Eleven percent of Safaricom's revenue in 2010 came from M-PESA, 12 percent from other data services, and 69 percent from voice. 8 Cell phone users in Kenya and across the developing world are able to purchase and then send prepaid cell phone minutes to others via SMS. M-PESA formalizes this by creating e-money balances that can be converted to cash one for one (minus some transaction cost) which can be accessed and transferred by SMS.
households will attempt to smooth their consumption in response to variations in income and/or needs. If income variability is the only source of uncertainty, and if the marginal utility of consumption is independent of income shocks, then full insurance is reflected in fully smoothed consumption across states.
14 Smoothing consumption requires the state-contingent transfer of resources among households who jointly form an insurance network. The simplest theory of insurance assumes that this network is exogenously 14 On the other hand, shocks that affect the consumption value of certain goods and services-e.g., health shocks that increase the usefulness of medical care-call for smoothing the marginal utility of consumption, but not necessarily consumption itself, across states. determined and fixed, and that transferring resources among members is costless. In practice, especially in developing countries, these assumptions are not valid. We present a model below in which three ex ante identical individuals form a mutual insurance network, and in which there is a fixed cost per transaction. We assume complete information about realized incomes of each member of the network, and that they can commit to implementing any budget-feasible ex post reallocation of resources. However, the transaction costs limit the number of members who optimally participate actively in the transfer of resources in any particular state of nature. We show that reductions in transaction costs expand the number of active network participants, 15 and, hence, the extent to which shocks can be smoothed. Consider a model, with full commitment and complete information, in which three individuals, i = 1, 2, 3, insure each other. In state s ∈ {1, 2, … , S}, incomes are x i s , and aggregate income is x s = ∑ i x i s = 1, so there is no aggregate uncertainty. Each individual derives the same (state-independent) utility from consumption c, u(c).
,
is the vector of i's consumption, and p s is the probability of state s. When transaction costs are zero, Pareto efficiency requires that consumption plans satisfy Figure 3A . Because this expression is independent of the probabilities p s , and since there is no aggregate uncertainty, from now on we drop the s superscript. If μ i = 1 for each i, then total income in each state should be shared equally. For expositional convenience we maintain this assumption and refer to W(c) = ∑ i u( c i ) as ex post welfare. For almost all income realizations, the optimum is characterized by two transfers, as illustrated in Figure 3A : either one individual makes transfers to the other two, or two individuals each make a transfer to the third. In all cases, the efficient allocation of consumption yields ex post welfare of W * = 3u ( 1 _ 3 ) . 15 It is possible that the lower fixed costs of sending money over long distances are accompanied by higher monitoring costs, if previously those transfers that were made were delivered in person. If these monitoring and induced moral hazard costs were large enough, the lower transaction costs might not result in any change in behavior. This, however, does not appear to be the case in our empirical work.
Suppose now there is a fixed cost k associated with each transfer of resources between any two individuals and consider income realizations x = ( x 1 , x 2 , x 3 ) ∈ R 213 , where R 213 is the subregion of the 2-simplex satisfying x 2 > x 1 > x 3 . Other subregions of the simplex are symmetric. If resources are shared equally, then almost everywhere, two transactions are needed, and ex post welfare is W * (k) = 3u (
Alternatively, if only a single transfer is undertaken, it will optimally be from the person with the highest income realization to the one with the lowest income realization. Ex post welfare is then
Finally, with no sharing, each individual consumes her realized endowment, and welfare is
We define three subregions of R 213 as follows: Notes: Individuals 1, 2, and 3 are located at the corners of the simplex, each point of which is a realized income endowment. In each of the six areas shown, the direction of optimal risk-sharing transfers is indicated. jack and suri: risk sharing and TransacTions cosTs VoL. 104 no. 1 For x ∈ R 213 , the optimal insurance agreement specifies the following consumption allocations:
Finally for l = 0, 1, 2 we define
For all x ∈ R 0 , no ex post sharing occurs; if x ∈ R 1 then one transaction is effected ex post; and if x ∈ R 2 then two transactions occur. In the online Appendix, we characterize the subregions of the simplex illustrated in Figure 3B . In R 0 , differences in income at the realized endowment are small enough that it is not worth incurring any transaction cost to smooth consumption. In R 2 either aggregate income is sufficiently concentrated in the hands of one individual (at the corners of the simplex) that she should share it with both of the others, or one individual has sufficiently few resources and the rest is shared sufficiently equally between the other two (on the edges of the simplex) that each of the latter should share with the former, again inducing two transactions. Otherwise, in R 1 , a single transfer should be made from the individual with the largest realized income endowment to the individual with the smallest. As the transaction cost decreases, a larger measure of income realizations
Figure 3B. Insurance with Transaction Costs
Notes: In regions marked R 2 , R 1 , and R 0 , respectively, two, one, and zero transfers are undertaken. As transaction costs fall, regions R 0 and R 1 shrink, and more income realizations are smoothed across all three members of the network.
are shared among all three members (i.e., R 2 expands), and a smaller measure of realizations are not shared at all (i.e., R 0 shrinks). That is, the number of active network members rises with a decrease in k.
Overall, this simple model highlights the three following implications of reduced transaction costs that we test empirically: (i) shocks are better smoothed, (ii) the number of transactions in a network increases, and (iii) the number of active network members increases.
III. Data and Summary Statistics
In September 2008, we undertook a survey of 3,000 randomly selected households across a large part of Kenya. At the time, both cell phone tower and M-PESA agent coverage were very limited in the sparsely populated northern and northeastern parts of the country, so these districts (covering 8 percent of the population) were excluded from the sampling frame. From the remaining districts, we randomly selected 118 locations 16 with at least one agent. In order to increase our chances of interviewing households with M-PESA users, we oversampled locations on the basis of the number of M-PESA agents present in that location.
17 All the analysis presented below has been reweighted accordingly. In these 118 locations, there were a total of 300 enumeration areas that were part of the master sample kept by the Kenyan National Bureau of Statistics. We sampled ten households randomly from each of these enumeration areas to take part in the survey. The GPS-recorded locations of the households are shown in Figure 4 .
Follow-up surveys of the same households were administered in December 2009 and June 2010.
18 Attrition rates were high, but we designed the interview strategy for the third round with an eye toward finding households missed in the second round. In 2009 we reinterviewed 2,017 households, and in 2010 we were able to find 1,595 of the original sample, 265 of whom were not interviewed in 2009. In this article, we use the balanced panel of the 2,017 households from rounds 1 and 2 and add a second panel of 265 households using data from rounds 1 and 3. We control for the difference in the timing of the survey between rounds 2 and 3 for this sample of households throughout the regression analysis presented below by controlling for round (time) dummies. This strategy allows us to construct a two-period panel of 2,282 households, with an attrition rate of about 24 percent. Because sample attrition is generally higher from urban areas, most of our analysis is limited to the non-Nairobi sample where the attrition rate is closer to 18 percent. 19 We discuss the implications of these high attrition rates in greater detail in Section VE. 16 Locations are the third largest administrative unit in the country. Kenya is divided into districts, then divisions, then about 2,400 locations and finally about 6,600 sublocations. The average population of each location is about 3,000 households.
17 At the time we designed our sampling strategy the subsequent rapid adoption of M-PESA was not anticipated, and there were real concerns that we might not sample enough users to make statistically meaningful observations. Once M-PESA took off, we attempted to supplement our sample with areas that were not sampled during the first round. However, the Kenyan government was conducting its census in 2009, which made adding a sample from the previous sampling frame impossible because the census staff were overwhelmed with the collection of the new census. 18 These dates indicate the start of the survey. Each survey round lasts between eight and twelve weeks in the field so only a short period of time elapsed between rounds 2 and 3. 19 These attrition rates are not that different to those found in other studies, with a heavy urban component. We reviewed some existing panel datasets to document attrition rates. Across a number of studies (mostly rural), Dercon X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X Indian Ocean Uganda Tanzania Figure 4 . Location of Sampled Households across Kenya surveyed in round 3. Our measures of agent access for all households in round 3 may therefore be imperfect. For households that we capture in all three periods, the change in agent access between rounds 2 and 3 is small, given these rounds were not far apart. Across the country, there was about a 20 percent increase in the number of agents between these two rounds, compared to a fourfold increase between rounds 1 and 2. A subset of the three-period unbalanced panel results are posted in an additional online Appendix at http://www.mit.edu/~tavneet/Jack_Suri_Web.pdf. The surveys we conducted solicited information on basic household composition and demographics, household wealth and assets, consumption, positive and negative shocks, and remittances (both sending and receiving). We also asked for information on the use of financial services, savings, etc. and collected detailed data on cell phone use and knowledge in general, and on the use of M-PESA in particular. Basic patterns in the data are documented in Jack and Suri (2011) . Here, we focus only on the data that are relevant to risk sharing. Table 1A reports summary statistics for the analysis sample. The share of households that reported owning at least one cell phone rose from 69 percent to 76 percent, while the share with at least one M-PESA user increased from about 43 percent to 70 percent. Annual per capita consumption fell from 73,000 Kenyan shillings ($975) to about 64,000 KSh ($850) in period 2, a drop attributable to a large drought. Food consumption is roughly half of overall per capita consumption, and wealth is about twice per capita consumption. While half of all households had at least one bank account, three quarters report that they save money at home "under the mattress." About 18 percent use a savings and credit cooperative, and over 40 percent are members of rotating savings and credit associations. Due to security concerns, households tend to be very unwilling to report actual amounts saved in each instrument. Jack and Suri (2011) provide more information on how households use M-PESA, on its quality and accessibility, and the differences between users and nonusers, and how these indicators have changed over time.
By far, the dominant reason for M-PESA use during the period covered by the survey was sending and receiving remittances. In the first round, the most important use was sending money for 25 percent of M-PESA-using households, for another 29 percent it was receiving money, and for 14 and 8 percent, the most important function was buying airtime for themselves or others, respectively. As shown in Figure 2 , even in 2010, well over 90 percent of M-PESA users say they use the service to send or receive money, and of those who do, over 70 percent use it at least monthly. Domestic remittances, not just by M-PESA, are an important part of the financial lives of households in our sample. As reported in Table 1A , in both the 2008 and 2009 rounds of the survey, nearly half reported that they sent at least one remittance in the last six months, while the share who reported receiving a transfer rose from 39 percent in period 1 to 42 percent in period 2. International remittances amounted to less than 1 percent of total remittances.
Similarly, risk is a dominant feature of the lives of Kenyans in the survey. Households were asked to report any unexpected events that happened to them in the preceding six months. 21 Households were asked to report both positive as well as negative unexpected events. Survey enumerators were provided with a list of potential shocks with which to prompt households if they did not report anything, but the unexpected events reported were not limited to this list. In addition, for each reported shock, we asked a number of questions about each event, such as the month that the shock occurred, whom it affected, 22 the strength of the shock on a 1 to 5 scale, what the full financial impact of the shock was, and what the responses to the shock were. In this article, we focus on the self-reported negative shocks since there were few positive shocks over our sample period. On the types of negative shocks, we focus on mostly two: (i) an overall negative shock, which is a dummy variable for the household reporting any negative shock, and (ii) an illness shock.
we focus only on those shocks experienced in the six months prior to the survey to keep round 1 comparable with round 2 where we asked about only the last six months. 22 To get a sense of whether the shocks were more aggregate or more idiosyncratic, this was coded as just this household, several households in this village, all the households in this village, and several villages in the area. According to Table 1A , in period 1, which likely included some of the lingering effects of the aftermath of postelection violence of early 2008 and the accompanying price hikes, 50 percent of our survey respondents reported a negative shock in the preceding six months. Nearly 57 percent reported such a shock in the six months preceding the period 2 survey. Positive shocks were far less common. In periods 1 and 2, 4 and 13 percent of households experience a weather shock, respectively, and 24 percent and 40 percent an illness shock, respectively.
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Table 1B provides more detail on the nature of domestic remittances. 24 In the two periods, households sent on average about two or three remittances per month, and received about two per month. In each period, the total values of remittances sent and received over the six months prior to the survey were approximately equal, making up between 3 and 5 percent of annual household consumption. The gross volume amounted to about 9 percent of monthly consumption in period 1 and somewhat less (6 percent) in period 2. Remittances travel on average more than 200 km, suggesting the potential for important efficiency gains from electronic money transfer technologies. The bottom two panels of Table 1B disaggregate all domestic remittances by the method of transmission (not by user status)-i.e., via M-PESA or another means. The number of remittances both sent and received by M-PESA grew between the two periods, although the total value of receipts fell by just over 50 percent. By comparison, the amounts both sent and received by means other than M-PESA fell by more than 50 percent between the two periods. The distance traveled by remittances 23 Online Appendix Table 1 disaggregates period 2 data across three groups of households: early adopters (who had an M-PESA user in both periods 1 and 2), late adopters (who had a user in period 2, but not in period 1), and nonadopters (who had no user in periods 1 and 2). Early adopters are wealthier, more educated, and more likely to use formal financial products than late adopters, who are similarly positioned versus never adopters. 24 All the figures in this table are conditional on nonzero use, i.e., the sending (receiving) statistics are conditional on households sending (receiving) at least one remittance. Table 1B shows little change in the total remittances households report sending or receiving between the two survey rounds, which may be due to the drop in consumption between the two rounds. However, there was a dramatic change in the number of remittances that were made through M-PESA.
In Table 1C , we report data on transaction costs across different transmission methods from round 1. The monetary transaction costs of using M-PESA are much lower than most alternatives, except those that are delivered by hand. However, reported costs of hand delivered remittances do not include transport costs, which can be substantial. For example, the average distance a remittance comes from is about 200 km which alone would cost at least KShs 400 (about $5) in travel costs one way for an individual.
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In addition to the household survey data, starting in March 2010, nearly 7,700 M-PESA agents across the country were surveyed and their GPS locations recorded. They were also asked the dates on which they first conducted M-PESA business. This sample covered the entire population of agents in each of the administrative locations from which our household sample was drawn. This allows us to construct detailed rollout data on the agents, and to determine when our households first got easy access to M-PESA. 26 At the national level, the agent network grew from about 4,000 agents at the time of round 1 of the survey to close to 15,000 by round 3 (Figure 1 ). Between 2008 and 2010, there was therefore a four-to fivefold increase in the number of agents across the country, a period over which bank branches grew by 20 percent (from 887 to 1,063).
27 Figure 5 illustrates this growth in M-PESA 25 In addition, the fees for these other services did not change much over the period covered by our survey. In particular, the fees for PostaPay have been constant between 2008 and 2012, those of Western Union have fallen a little (estimates using data on 31 transactions in our first-round data suggest at most a 20 percent decrease between 2008 and 2012), and those of a popular bus service called Akamba and Moneygram have gone up. In fact, Akamba bus service shut down large parts of its business in 2012 since it was close to bankruptcy.
26 Some M-PESA agents may have shut down between 2007 and our survey, but we cannot measure that turnover. This is unlikely to be an issue given the growth in total agents over this period. 27 We do not know the growth rates of agents for Western Union, PostaPay, and Moneygram, but we do know that the total number of agents across Kenya for these services was about 600, 342, and 848, respectively, all orders of magnitude smaller than the number of M-PESA agents across the country. Notes: The exchange rate during this period was about KShs 75 = US $1. These are round 1 data for all non-Nairobi households at the remittance level (2,080 remittances received). a For 35 percent of remittances, respondents did not know the sending charge. The number of nonmissing cost observations is low for Western Union (only 4), Postal bank (18), and Direct deposit (31). b These costs are purely fees and do not include transport or travel costs, which can be substantial. agents for our sample of 7,700 agents: the left panel shows the location of agents in June 2008, and the right those operating in early 2010 (agents that began operations more recently are shaded more heavily).
28 Many of the agents had business relationships with Safaricom prior to the advent of M-PESA, and about 75 percent report sales of cell phones or Safaricom products as their main business. Table 2 reports data on household access to agents, as measured by the average number of agents within certain distances of households and by the distance to the closest agent. The density of agents more or less doubled between rounds 1 and 2, though these measures also include zeros. The distance to the closest agent changed throughout the distribution-the average distance in the bottom quintile fell by 40 percent and that in the top quintile by 33 percent, in less than two years. As a comparison, Suri (2011) documents the change in the distance to fertilizer distributors between 1997 and 2004 -the distance to the closest fertilizer distributor fell by 45 percent over the seven years. The second panel of Table 2 shows the difference in distance between the closest and the second closest agents (as a fraction of the distance to the closest agent). This difference was over 80 percent in round 1 of the survey but had fallen to only 40 percent by round 2.
Our surveys also collected a number of agent-level operational indicators-agents conducted an average of ten transactions a day (customers visit agents only for cashin or cash-out services) over the week prior to the survey. When taking a cash deposit, an agent sends e-money from his/her own M-PESA agent account to the depositor. The agents must therefore manage their inventories of e-money and cash, and as reported in Table 2C , they often face stockouts of each in light of this. Improvements in the density of the agent network are important for improving access to functional M-PESA services as households can just go to other nearby agents if any one agent runs out of cash or e-money. In addition, improving density reduces the distance to the closest agent and, hence, reduces the cost of accessing the M-PESA service.
IV. Empirical Framework
If M-PESA significantly reduces the transaction costs of transferring money, especially over long distances, our theory suggests the following testable hypotheses:
(i) The consumption of M-PESA users should respond less to shocks than that of nonusers;
(ii) To the extent that these differences arise from differences in remittance behavior, remittances should respond more to shocks for M-PESA users than for nonusers;
(iii) The network of active participants should be larger for users than nonusers.
28 Online Appendix Figure 1 shows population density across Kenya. The cell phone network follows a similar pattern, with very little investment in towers in the northern part of the country, given the low population densities and the semi-nomadic nature of livelihoods there. We test these hypotheses by using household-level data on consumption and shocks, and by combining these data with information on access to the network of M-PESA agents. In this section, we describe our empirical specifications and identification assumptions, as well as a falsification test we conduct using data prior to the advent of M-PESA.
A. Basic Specification
We first use a simple difference-in-differences strategy to examine the impacts of M-PESA on risk sharing by comparing the response of the consumption of M-PESA users and nonusers to reported income shocks in the following specification, which closely mirrors that of Gertler and Gruber (2002) and Moretti (2006, 2009) :
where c ijt is annual per capita consumption for household i in location j in period t, α i is a household fixed effect, η jt are a set of location-by-time dummies, π rt are a set of rural-by-time dummies, 29 Shoc k ijt is a dummy variable equal to 1 if the household reports experiencing a negative shock to income in the last six months, Use r ijt is a dummy for whether there is an M-PESA user in the household at the time of the survey, and X ijt is a vector of controls, in particular, household demographics, household head years of education and occupation dummies (for farmer, business operator and professional), the use of financial instruments (bank accounts, savings and credit cooperatives and rotating savings and credit associations), and a dummy for cell phone ownership. The η jt in equation (7) are included to control for aggregate location-level shocks and the π rt to control for differential trends in rural and urban areas (part of which may be driven by attrition rates being different across rural and urban areas). In the empirical work, we show that these location-by-time and ruralby-time dummies have little impact on our results. Our consumption data is annual but is collected, following standard practice, in a module that varies recall by item. In particular, only large durables are asked with an annual recall; most other items are short-term recall and will therefore include the effects of the shocks.
If both user and nonuser households can smooth consumption in the face of temporary income shocks, the coefficients γ and β in equation (7) should both be zero. 30 If, however, households are unable to fully insure themselves absent M-PESA, then γ will be negative. The coefficient β then tests whether the users of M-PESA are 29 Here, the definition of rural is given by the census definition for each enumeration area in our sample. 30 In most empirical work, including in developing countries, the hypothesis that households are perfectly insured is rejected, though there is strong evidence of partial risk sharing (see Townsend 1994 Townsend , 1995 De Weerdt et al. 2006; Fafchamps and Lund 2003; Fafchamps and Gubert 2007; Deaton 1990 Deaton , 1992 Deaton , 1997 Genoni 2012; Gertler and Gruber 2002; Goldstein 1999; and Grimard 1997, among others) . Suri (2012) looks at the specific case of Kenya and provides evidence on the extent of risk sharing. There is also a vast literature studying the efficiency of consumption smoothing in the developed world; see Blundell, Pistaferri, and Preston (2008); Cochrane (1991); Hayashi, Altonji, and Kotlikoff (1996); Mace (1991), among others. jack and suri: risk sharing and TransacTions cosTs VoL. 104 no. 1 better able to smooth risk. In addition, if the null hypothesis, H 0 : β + γ = 0, cannot be rejected, then we cannot reject the null that M-PESA users are fully insured.
Using this strategy, we can also assess the mechanisms by which M-PESA facilitates risk sharing, in particular the role of remittances, by estimating the following version of equation (7): (8) r ijt = α i + γ Shoc k ijt + μUse r ijt + βUse r ijt × Shoc k ijt + θ X ijt
where r ijt is a measure of remittances over the past six months, either the probability of receiving a remittance, the number of remittances received, or the total value received. We collected data on remittances during the six months prior to each of our surveys-every remittance the household reported having sent or received over this period was recorded and a number of accompanying questions asked (including the relationship of the person sending or receiving it, the method, the costs, the purpose, etc.). We also look at the distance between a sender and the recipient, and whether remittances come from a larger number of members of user households' networks. Next, we discuss the identification assumptions behind equations (7) and (8), and how we use the agent data to complement our core analysis. We leave further robustness checks and attrition issues to Section V after we present our main results.
B. Identification
For equation (7) to identify the causal effect of M-PESA on risk sharing, we must assume that the interaction term Use r ijt × Shoc k ijt is exogenous, or uncorrelated with the error ε ijt , conditional on the main effects of being a user and of experiencing a shock, the household fixed effects, and other covariates. Here, we describe the situations under which this assumption holds and address failures of this assumption in the next subsection. The specification in equation (7) already includes a set of household fixed effects and a complete set of location-by-time dummies.
Our identification assumption is satisfied if shocks are truly exogenous. This may be reasonable for two reasons: first, households were asked in the survey to report only unexpected events that affected them; and, second, reported shocks are not systematically correlated with a number of household-level variables. Income shocks are correlated with consumption changes and remittances, as would be expected, but they are not correlated with other household characteristics, nor with access to agents or M-PESA use. This holds for overall shocks as well as illness shocks. We report these correlations in Table 3 .
In equation (7), the endogeneity of M-PESA use due to selective adoption associated with wealth or other unobservables is absorbed in the main effect of being a user. We exploit the panel structure of our data and include household fixed effects to control for other sources of endogeneity. The difference-in-differences specification allows for unobservables to be correlated with and indeed to drive the use of M-PESA, as long as those unobservables are not attributes that also help households smooth risk better (i.e., they should not interact with the response to the shock). The household fixed effects in the specification imply that only those that switch M-PESA status over our two survey periods contribute to the estimation of  μ and  β . As already noted, M-PESA use is correlated with education and the use of other financial instruments, both of which may help households smooth risk. This means that β cannot necessarily be interpreted as capturing the effect of M-PESA itself on risk sharing. To deal with this, we propose two different strategies. The first extends equation (7) to include the interactions of the shock with all observable covariates using the following specification:
where X ijt are the same set of controls described above. The second strategy uses the agent rollout data, as described below. Equation (9) represents our preferred specification throughout the article. The coefficient of interest is β, which is the coefficient on the interaction between being an M-PESA user and the income shock. Since the use of M-PESA is correlated with other observables, some of which could help households smooth risk, we should be careful on the interpretation of β. By controlling for the interaction of the shocks with household characteristics (in particular, household demographics, years of education of the household head, occupation dummies for the household head, the use of bank accounts, the use of savings and credit cooperatives, the use of rotating savings and credit associations, and a dummy for cell phone ownership), we alleviate some of the concerns around the interpretation of β. Table 1A shows there were small increases in the use of bank accounts and rotating savings and credit associations between the two periods. The specification in equation (9) controls for any effects these increases in the use of other financial instruments may have had on the ability of households to smooth income shocks. Similarly, the increase in the use of cell phones may have provided better information on shocks and, hence, better insurance, but we control for any such effects by including the interaction of the use of cell phone with the income shock in the X ijt × Shoc k ijt term above.
C. Using Agent Data
Effective use of M-PESA requires access to agents who provide cash-in and cashout services so that consumers can easily convert e-money to cash, or vice versa. 32 We use the data from our agent survey to construct a time profile of the rapid expansion of the agent network as a complement to our analysis above.
Reduced-Form Analysis.-We first consider a reduced-form version of the difference-in-differences strategy used above, with measures of geographic proximity to the agents as indicators of access, as per the specification,
where Agen t ijt is a measure of the access to an M-PESA agent. This specification mirrors equation (7). We do not need to control for the interactions between observables and the shock in this specification since we argue that the agent measures are exogenous. However, the estimates are extremely similar if we do include these controls (results available upon request). The estimates from (10) will also be comparable to the results from the falsification test we develop below. The assumption underlying the specification in equation (10) is that agent density is not systematically correlated with household-level unobservables that also help households smooth risk.
To support this assumption, we first note that there was an extremely large number of applications lodged by potential agents over the period covered by our surveys, thanks to the lucrative commissions offered. This implied a rationing of agents given the stringent and time-consuming approval process. 33 However, this rationing of agent franchises to applicants by the mobile operator was neither systematic nor 31 We are unable to control for the level of savings in each of these financial instruments as such data were not collected, as mentioned earlier. 32 Over the long term, it is conceivable that agents will become less important if e-money circulates and is used widely as a medium of exchange. During the period of our surveys, and still now, the density of the agent network has been a crucial component of the service's perceived value and success. 33 Potential agents need access to the Internet, a bank account, and must make an up-front investment of about $1,200 in purchasing e-money, which is a reasonably large sum for a small-scale Kenyan entrepreneur.
informed by local conditions. In addition, discussions with senior M-PESA management confirmed that the company had no ability to actively match agent expansion to areas with particular characteristics. M-PESA management did not even know the geographic locations of their agents, 34 so it is hard to believe they were able to seek or approve applications on the basis of information on characteristics of nearby households. The one exception may have been Nairobi, where new agent approvals were discontinued in late 2009 due to a perceived oversupply. This is the only area where M-PESA management actively made any agent decisions according to location. Accordingly, we exclude Nairobi in most of our analysis.
Due to the service being primarily focused on long distance remittances, the agent network was, early on, quickly rolled out to cover most populated areas of the country, as illustrated in Figure 5 , albeit with relatively low density of coverage. The larger changes over our sample period came from the increased density of agents within locations, and not the expansion to new locations. For example, only about 5 percent of sublocations in our sample saw the arrival of their first agent between the first and second rounds of our survey. Only about 4 percent of households have a change in whether there is access to at least one agent within a specified distance (within 1 km, for example) between the two rounds. On the other hand, conditional on having access to an agent within 1 km in the first survey period (for the non-Nairobi sample), there was about a 100 percent increase in the number of agents within 1 km between the two survey periods. Increases for the 2 km, 5 km, and 10 km agent densities were 110, 125, and 140 percent, respectively. The second panel in Table 2 shows further evidence of the improvements in agent density over this period. Because of cash and e-money inventory management problems, these increases in density reflect significant improvements in the access to functional M-PESA services.
Finally, below, we confirm that the rollout of agents is uncorrelated with observables in our data, including wealth, cell phone ownership, literacy and education of the household head, use of a bank account and other financial instruments, income shocks, and distance to Nairobi.
Falsification Test.-The agent data also allow us to perform a falsification test using household survey data from the years before M-PESA. For this exercise, we use data from a four-period panel household agricultural survey collected over 1997-2007 by Tegemeo Institute of Agricultural Policy in Nairobi, the same data used to study risk sharing in Suri (2012) .
35 There are two main differences between these data and the data collected for the purpose of the current article. First, the data from Suri (2012) are a sample of only rural households and, second, the consumption module covered a limited number of items, including maize consumption (the one main staple food) and some other components of food consumption. We use total maize consumption (which includes purchases of both processed and unprocessed 34 In the first round of our household survey, we oversampled administrative locations with more agents. We had to collect the data on the number of agents in each location in the country ourselves as Safaricom simply did not maintain a database with this information. This was still true at the time of our agent survey in 2010. Safaricom collected the GPS coordinates for a subset of its agent network after our agent survey. 35 For space reasons, and given this is just a falsification test, we do not describe the data in detail here. They are described in detail in Suri (2012) . maize as well as own production) as our first measure of consumption. The second measure adds the consumption of all food from own production, which on its own covers well over 40 percent of total consumption. In this falsification test, we use the strategy above to assess the extent of differential risk sharing across households that later experienced differential access to the agents. We use the agent access measures as of 2009. Since there was no M-PESA at the time of the Tegemeo survey, and, hence, no agents, future agent access should not improve risk sharing. We compare the results of this falsification test to results from our current data restricted to a sample of poor, agricultural households to closely reflect the Tegemeo sample.
Instrumental Variable Regressions.-We can also use the agent rollout data to create a set of instruments and use standard IV methods to control for the endogeneity of M-PESA users. Given there are two endogenous variables, the use of M-PESA and its interaction with the negative income shock, we need to instrument for each. As excluded instruments, we use the distance to the closest agent, the number of agents within 5 km of the household, and the interactions of each with the shock. These two measures of agent access are used because of their relatively low correlation with each other ( ρ ≈ 0.5).
V. Results
We present results from the empirical strategies outlined above, including evidence on mechanisms. Our analysis indicates that the impacts on consumption smoothing are indeed in part due to improved risk sharing that the reduction in remittance transaction costs M-PESA provides, and not due to any liquidity and saving effects M-PESA may provide. We then present results of our analysis using the agent rollout data and the accompanying falsification test. Table 4A presents results of our basic specifications. Column 1 in Table 4A reports OLS results (for comparison) with no controls except time fixed effects. According to the baseline results, shocks reduce per capita consumption of households without an M-PESA user by 21 percent, but households with an M-PESA user are able to somewhat protect themselves against these shocks, seeing per capita consumption fall by only 12 percent. While this effect is significantly different from zero (see bottom panel), it is also significantly smaller than the 21 percent drop in consumption experienced by nonusers. In column 2, we show the panel specification and control for rural-by-time dummies ( π rt ) and location-by-time dummies (η jt ). The results are very similar: M-PESA users appear to be able to smooth a large portion of negative shocks, while nonusers are subject to more volatile consumption.
A. Difference-in-Differences Results
Some of the differences in responses to shocks between users and nonusers in columns 1 and 2 could be due to observable differences that allow households to smooth risk better. To allow for this, in columns 3 through 5 we use the panel specification with a household fixed effect and include a range of covariates and, in columns 4 and 5, the interactions of the negative shock with the covariates, as per equation (9) above. In column 3 we include only the demographic controls-most tests of risk sharing control flexibly for the demographic composition of a household (for example, Townsend 1994). In columns 4 and 5 we add the full set of controls that include controls for other financial instruments, as well as the interactions of these controls with the negative shock.
One concern may be that M-PESA affects some of these controls, in particular those for the use of other financial instruments, so controlling for them may obscure the full effect of M-PESA. However, comparing column 3 which has only demographic controls and column 5 with the full set of controls and interactions, the coefficients are extremely similar, indicating a small role of MPESA leading to changes in the financial variables in the time frame covered by our survey.
Across Table 4A , the coefficient on the interaction of interest is strongly significant. The coefficients on the shock in columns 3 and 5 cannot be directly compared since column 5 includes interactions. However, in the bottom rows, we report the overall effects of the shock as well as the effects for users and nonusers separately Notes: Dependent variable: log total household consumption per capita. Heteroskedasticity-robust standard errors in brackets. Nbi refers to Nairobi, Msa to Mombasa and Poor to the bottom three wealth quintiles. Controls: household demographics; household head education and occupation; use of bank accounts, SACCOs, and ROSCAs; cell phone ownership. Interactions refer to interactions of the controls with the shock. When interactions are included, the overall effect of a shock is evaluated at the mean of the covariates. The effects of a shock for users (nonusers) are evaluated at means of the covariates for the users (nonusers). The last row reports the effect for nonusers evaluated at the mean characteristics of users. Throughout, when Time × Location FE are included, Time × Rural FE are also included. *** Significant at the 1 percent level. ** Significant at the 5 percent level. * Significant at the 10 percent level.
that are comparable across columns. The results are robust to adding these covariates and interactions. From the bottom rows, nonusers suffer a 7 percent reduction in consumption, while users are able to smooth shocks perfectly and experience no significant reduction in consumption. These two coefficients are also significantly different from each other (and this holds across the table).
In Table 4B , we show results for different samples and other measures of consumption. In columns 1 and 2 we show similar results for the non-Nairobi sample. In column 3, we show that there are no effects on food consumption, implying that food consumption is well smoothed by both M-PESA users and nonusers in our sample. We discuss food consumption in more detail in Section VD below. Column 4 shows similar results for total consumption when we exclude Mombasa, Kenya's second largest city. In column 5, we restrict the sample to households that were in the bottom three quintiles of the wealth distribution in the first round to check whether the effects we find are mostly concentrated among poor households, as we expect the richer households to be able to smooth shocks effectively even before the advent of M-PESA. We indeed find Notes: Dependent variable: log total household consumption per capita. Heteroskedasticity-robust standard errors in brackets. Controls: household demographics; household head education and occupation; use of bank accounts, SACCOs, and ROSCAs; cell phone ownership. Interactions refer to interactions of the controls with the shock. When interactions are included, the overall effect of a shock is evaluated at the mean of the covariates. The effects of a shock for users (nonusers) are evaluated at means of the covariates for the users (nonusers). The last row reports the effect for nonusers evaluated at the mean characteristics of users. Throughout, when Time × Location FE are included, Time × Rural FE are also included. *** Significant at the 1 percent level. ** Significant at the 5 percent level. * Significant at the 10 percent level.
that the effects are strong for the bottom three quintiles of the wealth distribution (we find no significant effects for the top two quintiles-results available upon request).
In Table 4C , we report the impact of health shocks. Columns 1, 2, and 3 report results for the impact of health shocks on total consumption. Users see an increase in their consumption in response to a negative shock, while the consumption of nonusers is unresponsive, or even falls. This pattern appears to reflect the ability of user households to finance necessary health care expenditures (most likely from remittances) without compromising other consumption, while nonusers must reduce nonmedical spending in the presence of health care needs. Columns 4, 5, and 6 confirm these results: the impact of illness shocks on a measure of consumption that does not include health care expenses 36 is negative (an 8 to 10 percent drop) for M-PESA nonusers, but is statistically not different from zero for users. 37 Nonuser households give up other consumption items to cover their medical expenses. They tend to give up subsistence nonfood items and are significantly less likely to spend on education in response to a health shock. Notes: Dependent variable: log household consumption per capita. Heteroskedasticity-robust standard errors in brackets; the mean of user across all columns is 0.5512. With interactions, the effect of a negative shock is evaluated at the mean of the covariates for the sample. The effects of a negative shock for users (nonusers) are evaluated at the means for the sample of users (nonusers). The bottom two rows report the effect for nonusers evaluated at the mean characteristics for users. *** Significant at the 1 percent level. ** Significant at the 5 percent level. * Significant at the 10 percent level.
B. Mechanisms
The most natural route by which M-PESA improves the ability of households to share risk is through remittances, but other mechanisms could be at work. For example, by providing a safe though unremunerated savings vehicle, it may induce households to build up precautionary savings balances. In this section, we confirm that the consumption smoothing effects documented above are due at least in part to risk-sharing arrangements between households that are implemented via remittances. We use the detailed survey data on remittances to estimate
where r ijt is a measure of remittances, and β is the coefficient of interest. Table 5A reports these results. Across the table, the relevant interaction term is uniformly positive and significant, indicating that users who suffer negative shocks receive more remittances, in terms of the probability of receipt, the number received, and total revenue. 38 To interpret these findings, the mean effects reported in the bottom rows suggest that for an average M-PESA user, a negative shock significantly increases the likelihood of receiving any remittances by 9 percentage points. Across all columns, the effects for users and nonusers are significantly different.
We find similar effects for the sample excluding Mombasa in columns 5 and 6 as well as for illness shocks as reported in columns 7 and 8. Lower transaction costs could lead to an increase or a decrease in the size of each remittance received: lower costs mean a larger share of any given transaction can reach the recipient, but they also make it economical to send smaller amounts more frequently. We find no effects of the impact of M-PESA on the average transaction size (results not reported).
Looking at magnitudes, from Tables 4B and 5A , we find that in the non-Nairobi sample, nonusers experience about a 6 percent larger drop in annual consumption as a result of income shocks. Users receive about KShs 1,000 extra 39 over six months to help smooth risk-this amounts to about 4 percent of annual consumption, an amount close to the 6 percent difference between users and nonusers. We conduct two additional checks to show that savings are not the predominant mechanism-these results are reported in the online Appendix Tables 2 and 3 . First, we show that the magnitude of risk sharing in the main specifications in the paper is smaller (and is no longer significant) if we control for remittances. Second, if we restrict our sample to rounds 3 and 4 where we collected data on savings amounts and focus just on Western Province, 40 we find little evidence that savings respond differentially to income shocks for users and nonusers of M-PESA. 38 To reduce the influence of large values and bunching at zero we use the square root of the total amount received. 39 The effects reported in Table 5A are on the square root of remittances. The estimates in columns 5, 7, and 9 imply an effect on the level of remittances of between 900 and 1,100 KShs. 40 We restrict the sample to Western Province as we need variation in the use of M-PESA between the two rounds as the effects are identified from households that switch M-PESA use. By round 3, M-PESA had been adopted by 78 percent of our sample and by 86 percent in round 4. Western Province had the lowest adoption rates of 72 percent and 86 percent, respectively, for these two rounds.
Next, motivated by our theory above, we investigate the impact of M-PESA on the size and nature of networks that people access when receiving support. The first measure of network access we use is the average distance that remittances received travel to reach a household. As reported in columns 1 and 2 of Table 5B , we find some evidence that such remittances originate from significantly greater distances for illness shocks. 41 We also find that M-PESA allows households to reach deeper into their networks, as seen in columns 3 through 6. We examine this by constructing two measures of the number of active members in a network. The first is the number of different relatives or friends from whom remittances are received. Although we cannot precisely identify the individuals who sent remittances to a given household, we do know their relationship to the head of the receiving household, and their town/village of residence. We use this information to create unique relationship-town identifiers that provide a lower bound on the number of different people from whom a given 41 As a measure of distance, self-reported distances are extremely noisy (some are simply impossible). Instead, we used the reported town from which the remittance came, identified the town on a GIS database of towns or on Google Earth, and then computed distances. We were unable to find the towns for 10 percent of remittances in round 1 and 7 percent in round 2. The correlation between this calculated distance and self-reported distance is 0.85. Notes: Dependent variable: measures of household level remittances. Heteroskedasticity-robust standard errors in brackets. Total received (square root) refers to the square root of the total value of received remittances over the past six months. The reason for using the square root is that the total amount received has a long right tail as well as a number of zeros. In columns 5, 7, and 9, the effect on the level of remittances (not the square root) ranges from 900 to 1,100 KShs. Throughout, when Time × Location FE are included, Time × Rural FE are also included. *** Significant at the 1 percent level. ** Significant at the 5 percent level. * Significant at the 10 percent level.
household receives remittances. The second measure of network size we construct is the ratio of this measure to the total potential network size for each household.
To construct potential network size, we aggregate all the unique relationship-town combinations we observe in the data across all rounds and across both sending and receiving decisions. Using both these measures, we find that M-PESA helps households reach deeper into their networks, as predicted by our model. M-PESA users are likely to receive remittances from more people (this holds for overall shocks and illness shocks), and they reach out to a larger fraction of their networks when they experience these income shocks.
C. Results Using Agent Data
In using the agent rollout data, we first estimate the reduced form difference-indifferences specification in equation (10). Tables 6A and 6B report these results for a number of different measures of agent access, and for the different types of shocks. The standard errors are clustered at the village level for all specifications that use the agent data. The first access indicators are density measures-the Notes: Dependent variable: measures of networks. Heteroskedasticity-robust standard errors in brackets. The number of different senders refers to the number of unique relationship-town combinations that households report receiving remittances from in each round of the data. The fraction of the network divides this number by the total number of unique relationship-town combinations ever seen in any round of the data, both on the sending side as well as on the receiving side. Throughout, when Time × Location FE are included, Time × Rural FE are also included. *** Significant at the 1 percent level. ** Significant at the 5 percent level. * Significant at the 10 percent level.
number of agents within 1, 2, 5, and 20 km of the household. Throughout, to account for the long right tail in the number of agents as well as some density at zero, we take the square root of the number of agents. The second measure of access to agents is the distance from the household to the closest agent (measured in log-meters).
Column 1 of Table 6A shows that households with better access to agents are less affected by negative shocks-the coefficients on the interaction between the 1 km agent density measure and the negative shock are positive. In column 2 we control for rural-by-time dummies and in column 3, we add location-by-time dummies, neither of which affects the estimated coefficient on the interaction. The results are similar for illness shocks. Columns 1 and 2 of Table 6B examine the responses to overall shocks using the 2 km agent density measure, with and without location-bytime dummies. The coefficient on the interaction term is similar across these specifications and similar in magnitude to the earlier columns. Columns 3 and 4 show results for the 5 km and the 20 km agent density measures, respectively. The coefficient on the interaction is significantly smaller in the 5 km case (though we lose some power when we include the rural-by-time dummies), and no different from zero in the 20 km case (this latter result also holds true if we use a 10 km density measure). In columns 5 and 6, we look at the distance to the closest agent. The coefficient on the interaction between this and the shock is negative as expected-the closer a household is to an agent the larger the offset on a negative shock (i.e., the better smoothed the shock). Overall, we find that better access to agents improves a household's ability to smooth risk. In Table 6C , we look at whether the agent rollout was associated with observables in our data. In particular, we correlate the agent rollout with household wealth, ownership of a cell phone, measures of education of the household head, household access to various financial services, and the various income shocks. Although there are a few significant coefficients in Table 6B , we expect some to be significant just by chance. We find little evidence that the agent rollout is correlated with most household-level observables. However, two of the agent variables do correlate with the negative shock dummy, though the coefficients are economically small in magnitude (remember that the agent variables refer to measures of the number of agents within a given distance from a household and are not dummy variables). In the lower panel of the table, we correlate the agent rollout with the distance from the agent to Nairobi for two different agent access measures. Here, as the distance to Nairobi is fixed for a given household, we look at whether agent measures are correlated with the levels of agent access in round one as well as separately with the growth in agent access between the two rounds. We find little evidence of either. 42 42 We use the GPS coordinates of the households and those of Nairobi to measure them. These are "as the crow flies" distances and not the actual distances traveled by road. Distance to the closest agent is measured as the log of distance (distance measured in meters). For all columns, the negative shock effects are evaluated at the mean values of the agent variable. The coefficient on Agents × Shock interaction in column 1 is not significantly different if time × location fixed effects are included. Similarly, the coefficient on the Agents × Shock interaction in columns 2 through 4 are not significantly different if the time × location fixed effects are not included. The dependent variable for the illness shock is nonmedical consumption per capita. *** Significant at the 1 percent level. ** Significant at the 5 percent level. * Significant at the 10 percent level.
D. Falsification Test
Although we have strong reasons to believe that the agent rollout was not targeted to places that were systematically different from other areas, it remains a concern that the agents might have ended up being more heavily concentrated in areas where households were better able to smooth consumption in any case. To confirm that this possibility is not driving our results, we perform a falsification test using data from 1997 to 2007, before the launch of M-PESA. 43 Apart from the period covered, the falsification strategy is identical to the first set of agent regressions reported in Table 6A . We match locational data on rainfall shocks and household consumption (see Suri 2012 for a full description) to two measures of subsequent agent access (the 2 km density and the distance to the nearest agent), and report the results in Table 7A .
This older survey was entirely rural, focused on agriculture and incomes, and did not collect complete consumption data, so we focus on the consumption of maize and other crops for this test. We include location and time dummies and a number of demographic controls in the specifications. Here, the shock is the deviation of rainfall from its longer term mean, and so, we expect the coefficient on the shock to be positive. Our results confirm that consumption is strongly correlated with rainfall shocks, but that there is no differential effect for households in locations 43 We thank Paul Ferraro for this suggestion. that subsequently experienced differential agent rollout. These findings hold for both measures of agent access that we use and provide evidence that unobserved heterogeneity does not contaminate our results. It is worth mentioning that these results are different from those in Suri (2012) . She finds that households are able to smooth food consumption well-however, she finds this within villages, but she also finds that local risk sharing breaks down at higher levels of aggregation.
We are looking at risk sharing within locations which are rather large, and so the results in Table 7A are illustrative of the results in Suri (2012) for higher levels of aggregation than the village.
In Table 7B , we use our M-PESA survey and restrict the sample as closely as we can to match the dataset used in the falsification test, by including only rural or agricultural households. In addition, we drop the top quintile of the income distribution, as the agricultural dataset does not include large commercial farmers. As shown in Table 7B , we can replicate the earlier results from Tables 4 through 6 for this subsample-indeed, if anything, the results are stronger. This lends further credibility to the falsification test in Table 7A . In addition, it is worth noting that much as M-PESA does not help smooth food consumption on average (as in Table 4A ), it does for this subsample of our households.
E. Attrition
Attrition is a concern with our panel given the high attrition rates, especially in Nairobi and other urban areas. To account for its potential effects, throughout all the results above, we controlled for rural by time dummies in addition to location-by-time dummies. 44 In this section, we present some additional evidence 44 The rural-by-time dummies would fully eliminate attrition bias concerns in the extreme case where all nonrandom attrition occurred between rural and urban areas for each time period, and all attrition within rural and urban that despite being large, attrition is not driving our results. We also present some robustness checks to try to account for the attrition. In Table 8A , we look at attrition directly and examine how the households that attrited differ from those that remain in the panel in period 1. We report results from multivariate regressions for the full sample and for the sample without Nairobi, with corresponding F statistics. Though there are differences between the households that attrited and those that did not, there is no difference in measured shocks or in agent access. In the analysis above, we control for all the observables (except M-PESA use) that differ between the panel and nonpanel samples and their interactions with the shock. Below we present some additional checks to illustrate that attrition is not driving these results. Even though the period 1 shocks are not correlated with future attrition, it may be the case that the shocks that happen between periods 1 and 2 drive attrition. To check this, we regressed the fraction of households that attrited in each community with the mean shock for that community. In the 237 communities in the data, this correlation is −0.054 and is not significant (the standard error is 0.047). We also present a subset of our results which have been reweighted using the strategy in Fitzgerald, Gottschalk, and Moffitt (1998)-henceforth, FGM-and show our areas was random. While this extreme case does not hold, we think the rural-by-time dummies help absorb some of the nonrandom attrition by adjusting for the noticeably different attrition rates for rural and urban areas. results are robust to this. We report these results in columns 1, 2, and 3 of Table 8B . Also in Table 8B we report a subset of results for the set of 146 communities where attrition is less than about 20 percent at the community level (that is, of the approximately ten households to be interviewed per community, at least eight were found). The overall attrition in this sample is only 7 percent. As can be seen, our main results hold for this subsample.
F. IV Results
We instrument for the use of M-PESA and its interaction with the income shock using two agent access variables (distance to the closest agent and the number of agents within 5 km of the household) and their interactions with the income shock. 45 45 For the purposes of efficiency, one might argue we should use as many indicators of agent access and their interactions with the shocks as possible. However, as the access indicators are highly collinear, we restrict ourselves to the two mentioned above. Table 9 presents these results for both consumption and remittance variables. Throughout this table, we control for our standard set of covariates as above. We do not include the location-by-time dummies. The first stage for predicting M-PESA use with the agent rollout is not precise when we include these location-by-time dummies, as they soak up a lot of the variation we would like to include (i.e., the growth of agents and the growth of M-PESA use over time). However, we do still control for rural-by-time dummies, and the results hold up, especially when we look at the sample excluding Mombasa.
In Table 9 , we show the cross-section estimates in column 1, and in columns 2 through 8 we present the various panel versions. For space reasons, we do not show the first-stage regressions in Table 9 , but we report the Kleibergen-Paap statistics, both the asymptotic LM test for underidentification (and its corresponding p-value) and the F-statistic Wald test (where the Kleibergen-Paap idea is used to generalize the Stock-Yogo/Donald-Cragg test statistic to allow for clustered standard errors). 46 For the Wald test, when there are two endogenous variables and 46 With i.i.d. errors, we can perform a Hausman test to compare the OLS (or the fixed effects) and IV regressions. We do not report these results in the paper, but we are unable to reject the null that the coefficients underlying the two specifications are the same. From these Hausman test results, therefore, the estimates in Tables 4A and 5A are preferred as they are efficient under the null. four instruments, Stock, Wright, and Yogo (2002) suggest a test statistic critical value of 11. Across most specifications, the Kleibergen-Paap test statistics reject the null (we lose power for the specifications with rural-by-time dummies though the estimates of the effects are similar). Overall, we find results consistent with our earlier findings. M-PESA users are better able to smooth shocks, and we find that these improvements come about due to increased remittances.
VI. Conclusion
In the presence of high transaction costs, the risk-sharing benefits of geographic separation and income diversification can go unrealized. Small idiosyncratic risks might be shared within local networks, but larger and more aggregate shocks are likely to affect consumption directly. In this article we test the importance of transaction costs as a barrier to full insurance in the context of the rapid expansion of a cost-reducing innovation in Kenya, M-PESA-a cell phone-based money transfer product that has been adopted by a large majority of households in less than four years. The potential Notes: Heteroskedasticity-robust standard errors in brackets. The excluded instruments are distance to the closest agent and the number of agents within 5 km of the household and interactions of each of these with the negative shock. None of these specifications controls for location by time fixed effects. The cross-section results include location fixed effects. *** Significant at the 1 percent level. ** Significant at the 5 percent level. * Significant at the 10 percent level.
for mobile technology, and mobile money specifically, to transform the lives of the poor, while palpable, is so far little documented. In this paper, we present convincing evidence that mobile money has had a significant impact on the ability of households to share risk, and this is attributable to the associated reduction in transaction costs. The results are robust across various specifications and also when we use data on the rollout of M-PESA agents across the country, which provides an additional source of exogenous variation in access to the service. We find that households who do not use the technology suffer a 7 percent drop in consumption when hit by a negative shock, while the consumption of households who use M-PESA is unaffected. Such insurance is valuable in itself-indeed, the probability of shocks and their size suggest a back of the envelope calculation of welfare benefits of on average 3 to 4 percent of income, depending of course on attitudes towards risk. The longer term welfare benefits could be higher, if the dynamics of poverty are driven by random reductions in consumption that lead to persistently low income (Dercon 2006) . Over the longer term, as electronic payments mature and facilitate more frequent and better matched trades, the impact of this financial innovation on the level of consumption, as well as its variance, could be significant. As M-PESA and other mobile money applications are adopted by a broad cross-section of businesses, productivity and efficiency gains could be realized, as had been the case following the diffusion of computing technology in the United States (for examples, see Bosworth and Triplett 2002 and Brynjolfsson and Hitt 2003) .
Although the technology also provides a convenient and safe method of saving, which could facilitate self-insurance, we find that an important mechanism that lies behind the improved risk spreading is remittances. When faced with a shock, households with access to the technology are more likely to receive a remittance; they receive a greater number of remittances and larger amounts of money in total. In addition, the remittances they receive come from further afield and from a larger sample of network members. These results highlight the importance of transaction costs when using social networks to smooth risk. Mobile money appears to increase the effective size of, and number of active participants in, risk-sharing networks, seemingly without exacerbating information, monitoring, and commitment costs.
This observation suggests a reappraisal of competing explanations for incomplete risk spreading in informal networks in developing countries, which have focused on problems of asymmetric information and limited commitment. We find no evidence that the associated constraints are weaker for users of M-PESA than for nonusersindeed, active members of insurance networks of M-PESA users are more geographically dispersed, suggesting that if anything, information problems may be more acute and social pressures that enforce commitment to ongoing relationships may be less effective for users than for nonusers. In this case, the benefits of the lower transaction costs of M-PESA appear to be sufficiently large to offset any incompleteness of insurance that would otherwise arise from information or commitment problems. Overall, the welfare implications of M-PESA are unclear. Much as it has resulted in improved risk sharing as documented in this article, it may also impose costs. There is a literature showing that kinship networks can impose costs on their network by overtaxing them with requests and therefore forcing them to hide their income or wealth (see Baland, Guirkinger, and Mali 2011) . The reduction in transaction costs that M-PESA provides could make such requests for transfers easier and more common.
