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Abstract
Microscopic characteristics of an aqueous excess proton in a wide range of ther-
modynamic states, from low density amorphous ices (down to 100 K) to high tem-
perature liquids under the critical point (up to 600 K), placed inside hydrophobic
graphene slabs at the nanometric scale (with interplate distances between 3.1 and 0.7
nm wide) have been analyzed by means of molecular dynamics simulations. Water-
proton and carbon-proton forces were modelled with a Multi-state Empirical Valence
Bond method. Densities between 0.07 and 0.02 A˚−3 have been considered. As a gen-
eral trend, we observed a competition between effects of confinement and temperature
on structure and dynamical properties of the lone proton. Confinement has strong
influence on the local structure of the proton, whereas the main effect of temperature
on proton properties is observed on its dynamics, with significant variation of proton
transfer rates, proton diffusion coefficients and characteristic frequencies of vibrational
motions. Proton transfer is an activated process with energy barriers between 1 and
10 kJ/mol for both proton transfer and diffusion, depending of the temperature range
considered and also on the interplate distance. Arrhenius-like behavior of the transfer
rates and of proton diffusion are clearly observed for states above 100 K. Spectral den-
sities of proton species indicated that in all states Zundel-like and Eigen-like complexes
survive at some extent.
Keywords: Proton transfer, graphene slab, temperature and confinement effects,
Empirical Valence Bond, Molecular Dynamics.
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(75 words.) Snapshots of local configurations around the pivot water carrying the excess
proton confined inside the graphene slab 1.5 nm wide, at different thermodynamic states
(left to right): T = 100, 300 and 500 K.
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INTRODUCTION
Proton transfer (PT) in aqueous media is a widespread fundamental process in nature and
technology, playing an important role in fields such as water autoionization,1 molecular
mechanisms related to the human immunodeficiency-1 protease virus,2 nicotine activation
in water media,3 molecular reactions in aerosols4 or in energy conversion processes like
photosynthesis or in cellular respiration,5 to mention just a few. In bulk water and bulk ice
there are solid indications that protons are not transported by ordinary diffusion, but by
special conduction mechanisms such as the transfer mechanism initially suggested by Von
Grotthuss long time ago6–8 and consisting of the continuous jump of the proton through
the wires created by hydrogen bonds (HB), where each oxygen atom simultaneously passes
and receives a single hydrogen atom. After recent findings from both experimental and
theoretical studies, a modern image of the lone proton has arisen.9–26. From this image,
there is a general consensus that for bulk water proton dynamics is directly associated with
dynamics of the HB network of water.
Nevertheless, aqueous proton transport processes occurring in complex, strongly confined
environments, are not yet fully understood. In many cases proton conduction takes place
in confined volumes, such as in the case of PT along biomembranes,24 in small embedded
water nanopools within proteins and peptides,27 for excess protons near alumina surfaces28
or through water channels like those of nafion membranes in hydrogen fuel cells.29–31 The
understanding of proton conduction in confined geometries is thus essential to comprehend
and ultimately control a wide variety of biological and technological systems of fundamen-
tal and practical interest. Despite the large scientific and industrial relevance of PT, the
mechanisms of proton conduction are still a largely unexplored area of research. The main
reason for this missed knowledge is essentially the limited number of experimental techniques
sufficiently sensitive to probe proton conductivity in confined spaces, and also the lack of
accurate predictions coming from theory and simulation. Up to date, it has been observed
that when confined in restricted geometries, microscopical properties of the proton also suffer
drastic changes from those at bulk states.
At the surroundings of the lone proton we should expect significant differences with local
3
coordination shells of pure liquids, ices and vapors. However, since the calculation of the
phase diagram of the water model employed in this work out of the scope of this paper,
we will consider a series of equally distributed thermodynamical states from low density
amorphous (LDA) ices to dense liquids at variable densities and temperatures and explore
the influence of such factors on the structural and dynamical characteristics of PT. We
should point out that given the complexity of the phase diagram of water32,33, studies of
microscopical characteristics of aqueous lone protons are usually reported only for selected
groups of thermodynamical states corresponding to restricted regions of the diagram. For
instance, multi-state empirical valence bond (MS-EVB) calculations of PT in water confined
in carbon nanotubes34 confirmed early results35 revealing that PT rates inside the tubes are
about one order of magnitude faster than in bulk. Recently, a proposed new classical model
with explicit proton transfer by Wolf and Groenhof36 has provided a way to model PT in a
very efficient computational procedure using classical force fields, but still capturing the key
aspects of the phenomenon. The most accurate but computational expensive simulations by
ab-initio molecular dynamics (MD) of water inside nanochannels37,38 revealed significantly
different mobilities for hydroxyl OH− and hydronium H3O+ ions, depending on the size of the
tubes and the degree of functionalization of the tube walls. Very recent quantum-classical
simulations by Bankura and Chandra39 indicate that when water is strongly confined in
two-dimensional environments, the lone proton is likely to be solvated as the Eigen cation
and that PT rates are significantly lower than in the quasi-one-dimensional case.
It should be pointed out that spectroscopical data have been very valuable for the in-
terpretation of the PT phenomenon. So, for instance, characteristic signatures of Zun-
del and Eigen species have been observed in photoevaporation of weakly bound argon by
means of photofragmentation mass spectroscopy and compared to ab-initio data at MP2
level40,41, with overall good agreement. On the other hand, infrared spectroscopy of proto-
nated benzene-water nanoclusters42 suggested local ordering of the first water shell around
the proton. Summarizing, despite that there is plenty of information on microscopic prop-
erties of lone protons in water, the influence of a variety of factors on them, from variations
in thermal energy to hydrophobicity effects, is still far from well understood. Based on a
previous work on computer simulations of excess protons confined in narrow nanometric
4
channels at room conditions43, we will report in the present paper a thorough analysis of
the influence of both temperature and confinement on systems such as protons in LDA ices
and in hot water, in order to get further information of local structures and dynamics of the
lone proton.
METHODOLOGY
In this study we employed a MS-EVB approach to model the quantum nature of proton,
observed through its delocalization, together with MD techniques which allowed us to mon-
itor the trajectory of all particles in time. Although this combined methodology has been
widely used to study chemical reactivity in solution11,14,17,19,26,43–51, we will describe the most
important details of the methodology below.
First, it is important to note that quantum effects may be described with several methods,
essentially depending on the amount of quantum degrees of freedom present in the system
under study. However, full quantum calculations such those performed with as ab-initio or
path integral methods are extremely expensive for systems containing, say, more than 32
molecules (see for instance discussion in Ref.23). In our case, the system consists of a single
quantum-like particle (the proton) in a classical bath of 125 solvating waters, where methods
such as MS-EVB are very appropriate. MS-EVB methods assume that a Born-Oppenheimer
potential energy surface 0({R}) is driving the dynamics of the nuclei with coordinates {R}
and it can be obtained from the lowest instantaneous eigenvalue of the EVB Hamiltonian:
HˆEVB({R}) =
∣∣φi〉hij({R})〈φj∣∣ , (1)
where we have considered (as it will be in most of the forthcoming formulas) the criterion
of summation over repeated indexes. The Hamiltonian HˆEVB({R}) is represented in terms of
a basis set {|φi〉} of diabatic (localized) VB states. In the present setup, the diabatic states
are associated to configurations with the H+ attached to a given oxygen. The ground-state
|ψ0〉 of HˆEVB satisfies:
HˆEVB|ψ0〉 = 0({R})|ψ0〉. (2)
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It can be expanded as a linear combination of diabatic states as:
|ψ0〉 =
∑
i
ci|φi〉; (3)
leading to the following potential energy surface:
0{R} = cicjhij({R}). (4)
Finally, dynamics of the nuclei of mass Mk is governed by the following Newton’s equation
of motion:
Mk
d2Rk
dt2
= −cicj∇Rkhij({R}). (5)
In the framework of EVB methods, off-diagonal elements of the Hamiltonian matrix hij
can be casted out in terms of nuclear coordinates, achieving an excellent agreement with
results from full quantum calculations. It should be pointed out that the parameteriza-
tion employed in the present work46,49,50 has been successfully tested for a wide variety of
environments of the aqueous proton. Diagonal elements hii included contributions from
stretching and bending vibrations within the tagged H3O
+ and also inside the rest of water
molecules, which have been modeled using the parameters of the flexible TIP3P force field
given by Dang and Pettitt52. The intramolecular interactions consisted in a Morse term for
the stretching forces and a harmonic term for bending, whereas they are modeled as purely
harmonic interactions (for both stretching and bending parts) for the atom-atom intramolec-
ular forces in water. The diagonal elements also include intermolecular interactions such as
those between hydronium-solvent and solvent-solvent.
Off-diagonal elements hij introduce the coupling between diabatic states i and j and have
been modeled including interatomic contributions within a particular water pair spanned by
states |φi〉 and |φj〉 plus Coulomb interactions between the dimer and the rest of molecules
of the solvent. A complete list of parameters is provided in Ref.49. Finally, oxygen-carbon
and hydrogen-carbon forces were modeled by Lennard-Jones forces with the same parame-
terization employed in previous works.53 So, using Lorentz-Berthelot mixing rules, we got
σOC = 3.28 A˚ σHC = 2.81 A˚ εOC = 0.389 kJ/mol εHC = 0.129 kJ/mol.
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The process of construction of the EVB Hamiltonian follows a series of steps: First,
we identify the water molecule closest to the lone proton; this particular water forms the
initial pivot H3O
+ and the first diabatic state. From this, the rest of the diabatic states are
chosen in a tree-like construction through the hydrogen-bond network. As a criterion for
a hydrogen bond to be formed, we considered the maximum oxygen acceptor-proton donor
distance up to 2.8 A˚ and we imposed a minimum threshold value of the H-O-O angle of
30o. All molecules lying in up to the third solvation shell of the pivot species showing HB
connections were included in the construction of the L×L EVB Hamiltonian matrix, which
must be properly diagonalized. L is usually of the order of ∼ 10 units. At each time step, PT
corresponds to the re-assignment of the pivot oxygen label to the instantaneous state having
the largest c2i coefficient (Eq.1). From this state, the list of participating VB states was
reconstructed each time step using the procedure described above. After the EVB matrix
was formed, ground-state eigenvectors and Hellmann-Feynman forces were given by:
Fk = −cicj ∂Hˆ
ij
EV B(x)
∂xk
. (6)
All simulation experiments corresponded to microcanonical runs at the average temper-
atures of T = 100, 200, 300, 400, 500 and 600 ± 20 K. Fluctuations in the total energy were
of about 1 % of the averaged value for all simulated systems. In particular, at 300 K and
for the interplate distance of 1.5 nm, the average in total energy was of < E >= 175.2± 1.4
kcal/mol, with a contribution from the excess proton of 25.8 ± 0.2 kcal/mol and from the
bath of 149.1 ± 1.3 kcal/mol. The average in temperature was of < T >= 298.3± 1.6 K.
No drift of total energy was observed in all cases.
In order to keep the HB network formed up to some extent (and, eventually to have the
possibility of PT episodes at all states) we increased the density of the system from 0.02 A˚−3
(3.1 nm wide slab) to 0.07 A˚−3 (0.7 nm wide slab). This means that the simulations were
performed with 125 water molecules in all cases into a slab of width ranging from d = 3.1
to 0.7 nm. The boxlenght along X and Y coordinates was of 15.6 A˚ in all cases, whereas the
simulation boxlenght along the Z-coordinate was enlarged five times the value of the X (Y)
direction, in order to avoid interactions between image graphene sheets54.
According to the phase diagram of the rigid TIP3P model33 the state at 300 K correspond
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to liquid water and those of 200 and 100 K to low density amorphous ices (LDA) ices.
However, these assignments are only approximate, since (1) our model includes flexibility
of the molecular bonds and (2) the pressure in our system fluctuated within a range up to
15% of the mean value. Temperature variations were always small (within 3%). States over
300 K (400 to 600 K) have not been evaluated for the present model, but we believe that
at the pressures considered in this work, all of them will correspond to liquid or very dense
vapor states. Finally, our time step was set to ∆t = 0.5 fs for all simulations. We considered
equilibration periods of approximately 20 ps, followed by trajectories of more than 0.25 ns,
used to obtain meaningful statistical properties. Long ranged forces (Coulomb interactions)
were handled by Ewald sum techniques55, using a uniform neutralizing background charge
in all cases. This is satisfactory enough for a system including a small charge as the lone
proton, whereas in extended systems such as proteins of membranes in water the use of a
counterion would be in order56.
RESULTS and DISCUSSION
Local structure of the hydrated proton
In a similar fashion as it happens when a solvated ion in water produces a large anomaly
in the tetrahedral structure of the bulk liquid, the presence of an excess proton also creates
a disruption in its local hydrogen-bond structure. When a PT event occurs, the structure
around the lone proton changes dramatically and three relevant complexes may arise: the
proton attached to a single water (single hydronium, H3O
+), the so-called Zundel dimer
(H5O2)
+57 and the three-coordinated hydronium (H9O4)
+ known as the Eigen complex58.
It is commonly accepted that PT is the result of the continuous interconversion of the three
above mentioned structures, with percentages of each depending on the thermodynamic
conditions of the system. In most cases, continuous interconversions between the Zundel
and Eigen complexes generate a hybrid (H9O4)
+/(H5O2)
+ structure59,60.
Each transfer of the lone proton between two water molecules will involve changes in pivot
oxygen-water oxygen (O∗-O) and pivot oxygen-water hydrogen (O∗-H) distances and changes
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of the local hydrogen connectivity pattern between the complex at its closest solvation shells.
We expect that both temperature and confinement will have observable effects on the local
proton structure. As usual we can analyze solvation structures by means of local pivot
oxygen-water (O,H) density fields given by:
ρO∗α(r) =
1
4pir2
〈
∑
i
δ(|rO∗ − rαi | − r)〉, (7)
where rO∗ is the coordinate of the instantaneous pivot oxygen and r
α
i is the coordinate
of site (α = O, H) in the i-th solvent molecule.
ρO∗O(r) are represented in the left side and ρO∗H(r) in the right side panels of Fig.1.
From the former we can distinguish a marked first solvation shell centered around r = 2.4 A˚
for all interplate distances with a slight tendency to increase localization as d decreases. The
location of this maximum is in good agreement with the findings of Bankura and Chandra39.
This fact indicates that the proton is able to promote a remarkable extent of solvent clustering
in its close vicinity, regardless of the temperature considered, from ice-like ambients to high
sub-critical temperatures, in a close fashion to what is seen at ambient conditions for the
unconstrained case (see Ref.26). A second solvation shell located at ∼ r = 4.25 A˚ at ambient
conditions for the widest graphene channels (d = 3.1, 1.5 nm) can be also observed for the low
temperatures but it quickly disappears above 300 K. This is consistent with the picture of the
lone proton loosing most of its hydrogen-bond connections to waters potentially participating
of a second coordination shell. In the particular case of d = 0.7 nm, the distance between the
two plates is so short that, in average, there is only room available for two water layers. Such
strong confinement effect of the graphene plates produces some reduction in size of the water
second coordination shell at all temperatures, eventually shifting towards lower distances,
centered around ∼ r = 3.8 − 4 A˚ . This indicates that the local cluster around hydronium
tends to become smaller as confinement becomes more important. This larger extent of
water localization is similar to the case of cubic ice12,13 and of unconstrained amorphous
ice26.
Analysis of the oxygen pivot-hydrogen water density profiles is based on ρO∗H(r) at the
right side of Fig.1. Here, in all cases, we found main peaks located around r = 3 A˚, in a close
fashion as it was recently reported from ab-initio and quantum-classical simulations39. As
9
a general trend the height of this peak diminishes as temperature increases. At the lowest
temperature such peak includes exclusively the six hydrogen atoms contained in the first
solvation shell of the hydronium. As temperature increases the width of this band becomes
larger (the first minimum shifts by 0.25 A˚) and the averaged number of hydrogen atoms
indicated by coordination numbers raises to ∼ 9 − 10. At 100 K the structure of water
hydrogens around the pivot oxygen enhances, suggesting a tendency of the system to evolve
towards a solid-like configuration for all considered interplate distances. Finally, we didn’t
find any evidence of pivot acceptor hydrogen bonding of the type O–H· · ·O, formed by means
of the lone sp3 orbital of the acceptor oxygen, in the usual way of most of studies of confined
water.
To provide a visual perspective of the local structure of the protonated water, we re-
port selected snapshots of molecules around the lone proton having the largest weighting
coefficients ci (of the order of 15-25 molecules) for the intermediate distance d = 1.5 nm
at temperatures of 100, 300 and 500 K. From this picture we can observe that the proton
together with its local environment (first water shell) mostly consist of a three coordinated
Eigen cation, which keeps the proton separated from the graphene layers. We couldn’t find
any configuration where the hydronium was in direct contact with the surface. Conversely,
for the closest d = 0.7 nm case, some configurations of the proton show it in direct inter-
action with the carbon walls, whereas for the d = 3.1 nm case, the local structure is more
populated and the proton tends to be around the central part of the system (see Fig.1 of
Ref.43).
Proton transfer dynamics
Perhaps the most direct way to analyze dynamics’ of proton transfer is by direct inspection
of how the label of the pivot oxygen changes in time. We monitored pivot oxygen’s label
during 50 ps time intervals, as shown in Fig.3. There we compared the six temperatures
considered in the present study for the three interplate distances of 3.1, 1.5 and 0.7 nm
together with corresponding results for the bulk, unconstrained systems. The proton hopping
patterns can be regarded as a sequence of episodes in which the proton is attached to one
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particular water during short to long time intervals, combined with other intervals in which
the proton resonates between two given valence bond states. The latter is usually called
proton rattling, with a “special” (resonant) bond48. Isolated single spikes reveal attempts of
aborted transitions. From Fig.3 the frequency of proton transfer episodes is directly seen, by
simply counting the number of transitions recorded: At T = 300 K (panels at the first column
from the left), about ∼ 20 water molecules retain the pivot label during time intervals of ∼
0.5 ps or longer, which roughly corresponds to a transfer time of 0.4 ps−1. This is similar
to the values that we can extract at higher temperatures. However, at lower temperatures
the number of transitions decreases dramatically, and only ∼ 5 are seen at 200 K and 2
at 100 K. When the system is placed inside the graphene slab, the number of PTs clearly
diminishes and is virtually zero for constrained states at T < 300. At room temperature,
PT in all cases are seen at frequencies much lower than for the unconstrained counterparts.
So, for instance, the number of transitions for d = 3.1 nm at 600 K is around 7 but at the
d = 0.7 nm case is only of 4-5. Here it should be pointed out that the predicted rate of PT
at ambient conditions (order of 0.5 ps−1) is a factor ∼ 8 larger than values reported from
NMR experiments61–63. This is a known deficiency of the semi-classical model adopted here,
although explicit incorporation of quantum fluctuations in the model of transferring proton
produces a better agreement with experiments46.
Proton transfer rates
The rough picture of PT dynamics described from Fig.3 cannot provide a quantitative es-
timation of PT rates. However, we may improve the calculations using time correlation
functions. In order to do this, we need to ensure that PTs are sufficiently frequent to collect
statistics. This happened in all cases for the full length of our simulations (250 ps). The gen-
eral form of equilibrium time correlation functions for the population relaxation of different
reactant species is as follows50,64:
C(t) =
〈δhi(t) · δhi(0)〉
〈(δhi)2〉 (8)
where δhi(t) = hi(t) − 〈hi〉 describes the instantaneous fluctuation of the population of
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i-th reactant away from its equilibrium value. The characteristic function hi(t) is 1 if the
tagged reactant species is present in the system at time t and 0 otherwise. As it is usual in
EVB-MD simulations of PT in water, population relaxations of the pivot label are the most
appropriate stochastic functions to compute. With such choice, it has been observed that
time correlation functions of hi(t) will likely show three different time scales characterized
by different times: (1) a resonant time τrsn in the subpicosecond domain, corresponding to a
rapid exchange of the pivot label along the “special” bond described above, i.e. associated
with the spikes observed in the history of the pivot labels of Fig.3; (2) an intermediate time
τprs characterizing the lifetime of the resonance episodes and (3) the residence time τrsd of
the proton when attached to one particular pivot water. This time should be equivalent to
the integrated relaxation time defined in Ref.39. Our results for the population relaxation
of the pivot label are shown in Fig.4. The presence of several relaxation times is clear from
the shapes of the correlation functions, showing at least one fast decay at short times (up
to 0.5 ps) and a slow decay starting around 1.5 ps. Using Onsager’s regression hypothesis65,
proton transfer rates kp can be extracted from the long time slope of C(t):
kp = lim
t→∞
−d lnC(t)
dt
. (9)
Correspondingly, average mean residence time of the proton in a pivot water are estimated
from τrsd = k
−1
p . Full results for all the thermodynamical states considered in this work are
reported in Table 1. We observe a general trend for all cases: relaxation times of C(t) are
systematically reduced when the system is heated up from LDA ice states (100 and 200 K) to
sub-critical high temperature states (500 and 600 K). This means that proton transfer rates
increase and, equivalently residence times τrsd decrease. The comparison between the three
interplate separations reported in the present work indicates a clear trend of PT slowdown
when the distance becomes smaller. Further, the numerical values obtained for the widest
distance of 3.1 nm are quite similar to those found for the unconstrained systems (see Table
1) and close to the values reported by Bankura and Chandra39 for a single H+ in a water
monolayer. However, when separations are smaller (1.5 and, especially, 0.7 nm) PT rates
decrease dramatically. When considering other simulation works, our data are in good overall
agreement with findings from Day et al.50, who obtained a value for the proton transfer rate
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of 0.3 ps−1 at room temperature (300 K), for an EVB model slightly different of the one
used in the present work. For cubic ice, it was reported12,13 that the ratio between PT
rates of liquid and ice phases is around 2, fact essentially attributed to the larger extent of
localization of O − O∗ pairs, which could be at the basis of the PT mechanism in ices. In
order to further investigate the temperature dependence of PT rates, we represented log kp
versus T−1 in Fig.5 and explored the tendency to Arrhenius-like dependence and obtain the
eventual activation energies Ek for PT. We assumed the following dependence of the proton
transfer rate with temperature
kp ∼ Ae−
Ek
kBT , (10)
where A is a proportional factor and kB is Boltzmann’s constant. From the calculation
of the slopes of the straight lines shown in the Arrhenius plots of Fig.5, we get the series
of values of Ek reported in Table 2. A fit to the full set has been considered (continuous
lines) and, since PT rates at 100 K seem to show a different trend, a fit to temperatures
between 200 and 600 K (dashed lines) has also been taken. In the latter case, regression
coefficients indicate a larger extent of Arrhenius-like behavior. Available experiments by
Moon et al.66,67, by Kim et al.68 and by Luz and Meiboom69 obtained values of the order
of 10 kJ/mol for the activation energy of PT at the surface of polycrystalline ice films (135
K), when the PT is mediated by hydroxyl ions and for PT in pure water, respectively, using
methods such as reactive ion scattering and proton magnetic relaxation measurements. In
our case, the values reported in Table 2 are between 2 and 12 kJ/mol. When fitting the full
set of data, activation energies are around 4 kJ/mol for unconstrained water and between 2
and 5 kJ/mol for the confined setups, with the highest activation energy corresponding to
the strongest confinement, i.e. when the separation between graphene plates is the shortest.
If the fit is considered only for temperatures between 200 and 600 K, values of activation
energies rise but showing the same trend described above.
In summary, confinement does not alter significantly the energy barrier for activation of
PT calculated for the free unconstrained liquid, with the exception of d = 0.7 nm, where
PT becomes a process requiring energy much bigger than at interplate distances of 3.1 and
1.5 nm. This suggests that the slowdown of PT at low temperatures and severe confinement
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is mainly due to the lack of thermal energy and to the high degree of localization of the
proton. In this way, the relationship between the likeliness of PT and the oxygen-oxygen
distances of solvating water molecules was proposed some time ago by Marx23. The main
idea was that at short distances, say for the Zundel dimer, there is a minimum in the
external potential of the proton when located along the O-O axis at equal distances of the
two oxygens. Conversely, when the proton is closer to one of them the potential shows
a maximum. However, Marx suggested that the correct picture should consider a two-
dimensional proton external potential depending of two variables: RO−O and the proton
displacement coordinate rp. It should be noted that the need of multidimensional reaction
coordinates for PT in water (autoionization process) had been already suggested by Geissler
et al.1. From our results, the connection between O-O distances and activation energies for
PT can be observed from Fig.1, where we found that states at stronger confinement (d = 0.7
nm) produced O-O distances shorter than those of milder confinement (d = 3.1, 1.5 nm), in
direct connection with the findings described above of overall highest activation energies for
the strongest confined setups.
Diffusion of the lone proton
The calculation of diffusion coefficients in small systems can produce finite size effects. This
is especially true in pure, bulk systems with isotropy along all three spacial directions (see
for instance the work by Yeh and Hummer70). When an interface is present, a suitable way
to obtain the diffusion coefficient of a particle is by means of the projection of normal and
parallel components of the atomic velocities71. However, in the present case the proton it has
been shown (section ) that it tends to stay not in direct contact with the interface. Finally
we should point out that proton’s diffusion benefits from Grotthuss mechanism, operating
through the HB network. Consequently, the relevant factor for diffusion is the existence of
HBs formed between the proton and the surrounding water molecules. This fact has been
corroborated in all cases, even in the closest separation of 0.7 nm.
So, in the present MD+MS-EVB simulations the self-diffusion coefficients of aqueous
protons Dp were obtained from long time slopes of mean square displacements of the proton
coordinate rp, following Einstein’s relationship:
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Dp =
1
6
lim
t→∞
d
dt
〈|rp(t)− rp(0)|2〉, (11)
where the proton coordinate was defined as a weighted sum of the coordinates of the L
pivot molecules50 ripvt:
rp =
L∑
i
c2i r
i
pvt. (12)
In the present case, as it was considered before43, the systems under study allow some
mobility of the proton species along the Z-direction so that we kept the factor 1
6
in the
formulas instead of the factor 1
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considered in pure 2D simulations39. As our reference, we
know that diffusion coefficients of aqueous protons at ambient conditions are about four
times those of neat water: The experimental value of 0.93 A˚2/ps72 for a lone proton in
water at 298.15 K and at the density of 1 gcm−3 should be compared with the experimental
diffusion coefficient of bulk liquid water of 0.23 A˚2/ps73. In the present case, the ratio of
water and proton diffusion coefficients at 298 K has been of: 5 (unconstrained case); 6.9
(d = 3.1 nm); 26 (d = 1.5 nm) and 11 (d = 0.7 nm). This corroborates the well-known
fact that MS-EVB models show a clear tendency to overestimate proton diffusion compared
to that of water. The large difference between them is mainly due to the existence of the
Grotthuss translocation mechanism,6 plus the hydrodynamic Stokes mass diffusion. In our
case, mean square displacements of the proton are shown in Fig.6 and the corresponding
diffusion coefficients are reported in Table 1. In general, the values of Dp reported in the
present work are of the same order of magnitude as those from Ref.39 for a single water layer
inside graphene plates.
From mean square displacements two general trends are observed: (1) at the widest
graphene-graphene separation of d = 3.1 nm, proton diffusion coefficient is significantly
larger than at the shortest d (note that the same scale has been adopted for all cases); (2)
within each d diffusion decreases monotonically with temperature. So the general fact is that
proton mobility is limited by confinement and enhanced by temperature. When numbers are
considered, our first observation concerns the reliability of the model and methods considered
here: we get a value of Dp = 0.94 A˚
2/ps for the reference setup of room temperature for the
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unconstrained system, in excellent agreement with the experimental value reported above.
This value remains unaltered for d = 3.1 nm but decreases roughly by a factor 4 in the cases
of d = 1.5 and 0.7 nm. When we cool down the system and reach the range of LDA states
(100 and 200 K), obviously Dp decreases drastically down, up to values of one (d = 1.5 nm) to
two (d = 0.7 nm) orders of magnitude smaller. Here we deal with qualitative changes already
observed experimentally in hexagonal ice networks74, where the proton turns down from a
highly mobile solute at ambient conditions into a much slower particle at lower temperatures.
As it has been pointed out, transport properties of the proton are similar to those of a small
cation such as Li+, whose diffusion coefficient is about 0.1 A˚2/ps at 298 K19. In the range of
high temperatures (400 to 600 K), the behavior tends to remain more stable, with changes up
to a factor 3 in the most extremal case (again for d = 0.7 nm) where diffusion rises from 0.27
at 300 K to 0.93 A˚2/ps at 600 K. So we obtain a more important influence of temperature
over confinement in the proton diffusion. In contrast to the findings reported by Petersen
et al. about the mobility of a proton near to the vapor interface75, in our simulations the
single proton does not show the same tendency. We believe that this fact is probably due
to the combination of two effects: (A) in the work by Petersen et al.75 the hydrophobic
interface was the vacuum, whereas in our case we deal with a graphene sheet. Both surfaces
are clearly of different nature, with the hydrophobicity of vacuum being milder than that of
carbon surfaces, since in the former case there were no repulsive forces acting on the proton
and in the latter, the interaction proton-carbon is strongly repulsive at short distances; (B)
in our simulation experiments, we deal with important pressure gradients along Z-direction
due to the presence of the graphene sheets, what produces a reduction of the proton diffusion
and, presumably, a tendency to move in trajectories on planes parallel to the interfaces, as
it was observed to happen in bulk water76.
In the same fashion as for PT rates, we can consider proton diffusion as an activated pro-
cess (see Fig.7) and evaluate linear fits of lnD+p as a function of T
−1, including or excluding
the case of 100 K, which turns out again to be the most controversial (see Table 2). In this
case the overall fits (continuous lines) render activation energies slightly smaller than those
from fits up to 200 K (dashed lines). However, the values are always in the range 2.5 to 6
kJ/mol. These values are in general very far from experimental findings reporting activation
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energies of water self-diffusion, between 14 and 70 kJ/mol for water at ice surfaces and in
bulk, respectively67. We observed that the Arrhenius-like behavior is more marked for the
cases excluding the 100 K set.
Spectral densities of the proton. Vibrational modes
The widest employed experimental tools for the study of the microscopic vibrations of water
are Raman and infrared spectroscopy. Infrared spectra are obtained by absorption coeffi-
cients α(ω) or by means of the imaginary part of the dielectric constant, ε′′(ω)77. These are
quantum properties that can be naturally incorporated to the MD-EVB framework by using
the absorption lineshape function I(ω), i.e. the Fourier transform of the time derivative of
the dipole moment µ˙(t)48,78. However, these functions may include oscillations that eventu-
ally reduce the quality of the spectral densities obtained from MD. Another approach that
has been proved useful is the computation of velocity autocorrelations of the lone proton
Cp(t) =< vp(0) · vp(t) >, (13)
where proton velocities vp(t) can be obtained directly from the time derivative of its
position rp:
vp(t) =
drp(t)
dt
. (14)
Using Eqs.(10) and (11) and taking Fourier transforms we can obtain vibrational densities
of states Sp(ω)
49:
Sp(ω) =
∫ ∞
0
dt Cp(t) e
iωt. (15)
With this procedure, we have computed Sp(ω) for a variety of thermodynamic states
considered along the present work. For the sake of clarity, not all states have been included
in Fig.8, only those showing significant features. All Cp(t) have been computed up to 0.5
ps, time long enough to capture all relevant proton vibrations and safely shorter than the
proton residence time (see Table 1), in order to make sure that the proton is attached to a
given pivot oxygen during the whole period of calculation of Cp(t). As the general fact, we
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will report the relevant modes of vibration of the proton inside a hydronium H3O
+ complex,
either being part of a Zundel or an Eigen species. As usual, we included in our results
a comparison to the corresponding Sp(ω) obtained from supplementary simulations
26 of an
isolated Zundel dimer (H5O2)
+ and of an Eigen complex (H9O4)
+ i.e. in the gas phase at 298
K. These reference spectra are very helpful to interpretate the existence of those distinctive
species at the different states.
A common feature observed in the spectra of the excess proton in all cases is the series
of maxima between 300 and 4000 cm−1. These maxima are structured into two separated
ranges: one between 500 and 2000 wavenumbers and a another between 2000 and 4000
wavenumbers. Since the proton is attached to one, two or three water groups, the frequency
band and maxima will account for individual (proton) and collective vibrational modes,
associated to hydronium, Zundel-like or Eigen-like vibrations. As the interplate distance
becomes smaller, the number of relevant maxima tend to increase. In the case of d = 0.7 nm
the number of maxima is significantly larger than at lower d and this might indicate that
size effects due to the reduced space along Z-axis have been somehow captured.
Assuming that the bands located below 1000 cm−1 are typical of librational modes in
water79,80 and not characteristic of proton vibrations, we will focus our analysis on the
maxima located (for the gas phase) around (see top of Fig.8): (1) 1200, 1900 and 3500 cm−1
(Zundel dimer); (2) 1450, 2750 and 3600 cm−1 (Eigen complex). First of all we should point
out that our method is able to locate band maxima but it cannot reproduce heights and
widths of such bands. To do so we would need to rely on a full quantum simulation (see
Ref.26). As a general fact, locations of maxima associated to proton vibrations are in overall
good qualitative agreement with experimental data. Firstly, Kobayashi et al.13 measured the
frequency of the proton stretch in cubic ice around 2600 cm−1. The values of this frequency
band reported in the present work oscillate between 2300 cm−1 (at 300 K for the case of
d = 3.1 nm) and 2550 cm−1 (at 500 K for the case of d = 0.7 nm). This shift is a subtle effect
due to thermodynamic and geometrical changes. The difference observed with Kobayashi’s
data may be attributed to the fact that the proton structure in cubic ice presents a larger
degree of directionality than in the LDA states considered here. This would favor faster
vibrational modes. Secondly, FTIR measurements of HCl and NaCl aqueous solutions at
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300 K78 reported relevant maxima associated with hydrated protons around 1200, 1800 and
2900 cm−1. Further, Headrick et al.41 reported proton vibrations at 3160 cm−1 for a Zundel
dimer from photoevaporation of argon in photofragmentation mass spectroscopy, which is
also in reasonable good qualitative agreement with the maxima reported here. Schwartz81
also reported the finding of a frequency maximum about 2660 cm−1 for a H9O+4 cluster
(Eigen complex) from infrared absorption spectra of several water clusters in gas phase.
Such frequency has been attributed82 to an H-bonded H3O
+ stretch. Finally, in a very
recent work, Tha¨mer et al.83 reported ultrafast two-dimensional infrared 2D spectroscopy
indicating some coupling between stretching and bending vibrations of flanking waters of
the Zundel dimer, located at 3200 and 1760 cm−1 respectively. Our corresponding values,
as reported above, are not very far (3500 and 1900 cm−1) and give further indication of the
reliability of the present calculations.
The comparison of our findings with those from other simulation works indicates again a
good overall agreement. We obtained maxima centered at 1500, 2400 and 3200 cm−1 and the
results from Vuilleumier and Borgis48 (also for a flexible SPC/E model) reported stretching
modes of the hydronium complex at 2000 and 2650 cm−1, whereas Voth and coworkers78
assigned modes around 1680-1880 and 3250-3400 cm−1 to vibrations of Zundel dimers and
modes around 1580-1640 and 2700-2950 to vibrations of the Eigen complex. Finally, bands
around 3400-3600 and 3650-3720 cm−1 were associated to a linear combination of Zundel and
Eigen modes. The reported results from computed vibrational density of states by Schmitt
and Voth49 for a different potential model were of 1550 and 2860 cm−1 for the two complexes.
A simple way to interpretate the spectral densities of states in Fig.8 is by means of the
help of the signatures obtained from the simulation of a Zundel dimer and an Eigen complex
in gas-like ambients. The agreement of the maxima with available experimental data has
been previously established (see Ref.26 and references therein). The spectral band shifts will
be in general a consequence of three factors: (1) the percentage of Zundel-like or Eigen-like
(or monomers carrying the lone proton, such a hydronium) species existing in the system,
(2) the amount of thermal energy and (3) the internal pressure of the system, directly related
with confinement effects.
In the present case, the interpretation of proton vibrations through the influence of both
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confinement and temperature and the relationship with the existence of Zundel and Eigen
complexes can be summarized as follows:
1. At the reference state of 300 K, the main bands of the spectra are located around
1500 (A), 2400 (B) and 3250 cm−1 (C). No significant changes are observed as the
interplate distance d moves from 3.1 to 0.7 nm. From experimental measurements of
spectral signatures of water clusters40,40 it is known that the band centered at 1600
wavenumbers may be attributed to the existence of the solvated Zundel complex; the
band at 2600 cm−1 is clearly due to the Eigen cation, whereas the maximum around
3200-3300 cm−1 is the signature of the OH stretch for the proton when shared by
two waters (Zundel structure)83. At condensed phases as those analyzed here, we can
expect that all frequencies suffer a red shift towards lower values, in the same fashion
as it happens to hydrogen vibrations in neat non-protonated water (see for instance
Ref.84). The effect of confinement becomes important only when the interplate distance
is of (or below) 1.5 nm. In such cases, changes in the spectral bands are observed, with
a tendency of bands (A) and (B) to blue-shift by some 100-200 wavenumbers and to
red-shift by 100 wavenumbers by band (C).
2. The effect of the temperature seems to be not important at the widest interplate
separation (d = 3.1 nm) but it has some influence at d = 1.5 nm and it definitely
affects the spectral bands when d = 0.7 nm. In such a case, LDA ice (200 K) shows a
red shift of the signature band at 2400 cm−1, whereas at temperatures of 400 and 500
K, the tendency is reversed and the shift tends to be towards higher values.
3. About Zundel-like bands, the lowest frequency one located at 1880 cm−1 in gas phase
is absent in the liquid and LDA ice spectra, whereas the band at higher frequency
around 3500 cm−1 appears at low frequencies in all cases. It shows a tendency to split,
very marked for d = 0.7 nm, indicating the existence of Zundel dimers or, equivalently,
the breaking of Eigen groups at the strongest confinement.
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CONCLUSIONS
In the present study, a thorough analysis of the structure and dynamics of an excess proton
in a wide range of temperatures ranging from LDA ices to liquid water up to sub-critical
high-temperature states has been reported. We employed MD simulations together with MS-
EVB calculations, in order to construct a suitable Hamiltonian for the semi-classical system,
formed by a quantum-like particle (the lone proton) embedded in a sea of purely classical
flexible TIP3P waters. Our findings have revealed the enhancement of the local structure
of the proton in LDA ices and its progressive reduction as temperature rises. At the lowest
temperature (100 K), the environment of the proton typical of ambient conditions consisting
of a mixture of Zundel and Eigen-like structures has evolved to a network of water clusters
mainly formed by Zundel and Eigen complexes with enhanced directionality, as it can be
deducted from our spectroscopical data. The proton in unconstrained LDA environments
remains trapped in an hydronium complex for long time intervals, with a transfer time of
more than 50 ps, whereas at 300 K the mean time for a proton transfer is of the order of 2 ps.
However, as it has been indicated in some recent experimental findings68,85 PTs still occur.
When the proton is confined inside the graphene channel, the PT times increase dramatically,
becoming of the order of 20 ns when the channel is 0.7 nm wide. Activation energies for
PT has been estimated to be in the range of 2-12 kJ/mol, in reasonable agreement with
experiments66,67, which reported a value of 10 kJ/mol for proton transfer in surface ices.
Diffusion of the proton tends to decrease when the system is cooled down, changing
from 0.94 A˚2/ps at 300 K up to a factor 5 fold smaller at 100 K for the unconstrained
case. Conversely, when the system is heated up, diffusion increases about a factor 3 (at 600
K). In constrained geometries, diffusion is strongly reduced at low temperatures, becoming
one order of magnitude smaller than for the bulk counterparts. When we move to high
temperature environments, diffusion increases in a smaller scale reaching values comparable
to those of the corresponding unconstrained states. This would suggest that confinement
and temperature are factors both affecting transport properties of the proton, but playing
opposite roles. In our previous study43, it was pointed out that the role of the Grotthuss
mechanism should become less important at low temperatures. This was easily estimated
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using random walk arguments. In the present case we can estimate that the typical distance
dOO ∼ 3.5 A˚ is trailed by a water molecule under confinement at 300 K (for the case of
intermediate interplate distance of 1.5 nm) every 93 ps, so that diffusion gets very much
reduced by the effect of the constraining geometry.
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Figure 1: Pivot oxygen-solvent oxygen density fields (left side) and pivot oxygen-solvent
hydrogen desnity fields (right side) at different thermodynamic states. Interplate separations:
d = 3.1 nm (top figures); d = 1.5 nm (middle figures) and d = 0.7 nm (bottom figures).
Figure 2: Snapshots of local configurations around the pivot water confined inside the
graphene slab 1.5 nm wide at different thermodynamic states (left to right): T = 100,
300 and 500 K. Only water molecules having largest coefficients ci (usually 15-25 molecules)
have been shown.
Figure 3: Time evolution of pivot-oxygen labelling in different aqueous environments, from
100 to 600 K and for all interplate separations.
Figure 4: Logarithm of the population relaxations at different thermodynamical states and
interplate separations.
Figure 5: Proton transfer rates as a function of temperature and interplate separation. The
straight lines represent the best overall linear fits: bulk unconstrained systems (black line);
d = 3.1 nm (red line); d = 1.5 nm (green line) and d = 0.7 nm (blue line). Dashed lines are
best linear fits for temperatures between 200 and 600 K.
Figure 6: Mean square displacements of proton species at different interplate separations
(left to right): d = 3.1, 1.5 and 0.7 nm as a function of temperature.
Figure 7: Diffusion coefficients of the excess proton as a function of inverse temperature for
variable interplate distances. Straight lines represent the best overall linear fits, whereas
dashed lines account for fits between 200 and 600 K.
Figure 8: Vibrational densities of states Sp(ω) (in arbitrary units): d = 3.1, 1.5 and 0.7 nm.
Proton in Zundel and Eigen complexes in gas phase at 298 K have been also included.
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kp 0.022(0.012) 0.098(0.036) 0.543(0.230) 0.732(0.076) 0.823(0.056) 1.225(0.080)
Unconstrained τrsd 44.6(0.3) 10.2(0.1) 1.80(0.01) 1.41(0.06) 1.22(0.05) 0.81(0.05)
D
p+
0.17(0.11) 0.57(0.13) 0.94(0.10) 1.20(0.17) 1.77(0.31) 2.53(0.11)
kp 0.022(0.010) 0.058(0.030) 0.071(0.03) 0.097(0.010) 0.105(0.007) 0.149(0.009)
3.1 τrsd 45.7(0.3) 17.2(0.1) 14.1(0.1) 10.3(0.4) 9.5(0.4) 6.7(0.5)
D
p+
0.15(0.08) 0.47(0.06) 0.92(0.11) 1.17(0.16) 1.41(0.24) 2.23(0.21)
kp 0.0011(0.0005) 0.0054(0.0002) 0.011(0.004) 0.022(0.002) 0.030(0.002) 0.027(0.001)
1.5 τrsd 909(6) 185(1) 92.6(0.3) 45.0(1.6) 33.4(1.3) 36.8(2.7)
D
p+
0.015(0.010) 0.040(0.007) 0.19(0.02) 0.29(0.04) 0.35(0.06) 0.44(0.04)
kp 4(2)×10−5 6(4)×10−5 0.0011(0.0004) 0.0025(0.0003) 0.0034(0.0002) 0.0083(0.0005)
0.7 τrsd 23256(117) 17241(96) 909(28) 400(17) 294(11) 121(9)
D
p+
0.006(0.005) 0.069(0.011) 0.27(0.03) 0.40(0.05) 0.53(0.03) 0.93(0.04)
Table 1: Dynamical parameters for the aqueous H+ at different thermodynamic states:
proton transfer rates kp in ps
−1, residence time of proton τrsd in ps and diffusion coefficient
of the lone proton Dp+ in A˚
2/ps. d is the interplate distance in nm and T is the temperature
in K. The errors in all values are indicated in parenthesis. They were obtained from two
independent simulations of length 0.125 ns each.
d Ek
PT (full) PT (5-point) D (full) D (5-point)
Unconstrained 4.02(0.03) 6.03(0.11) 2.49(0.05) 3.46(0.04)
3.1 1.73(0.04) 2.13(0.05) 2.50(0.05) 3.52(0.06)
1.5 3.33(0.05) 4.49(0.06) 3.46(0.03) 5.96(0.07)
0.7 5.15(0.08) 11.85(0.21) 4.88(0.06) 6.09(0.08)
Table 2: Activation energies (Ek, in kJ/mol) for the aqueous H
+ at different interplate
separations d (in nm): PT stands for proton transfer activation energy and D for proton
diffusion activation energy. ”Full” corresponds to the fit of all inverse temperatures in Figs.5
and 7 (continuous lines) whereas ”5-point” stands for the fit for inverse temperatures between
0.0017 and 0.005 in Figs. 5 and 7 (dashed lines). The errors in all values are indicated in
parenthesis and were obtained from two independent calculations.
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