Abstract. The main goal of this article is to understand how the length spectrum of a random surface depends on its genus. Here a random surface means a surface obtained by randomly gluing together an even number of triangles carrying a fixed metric.
Introduction
To understand the topological and geometric properties of manifolds, one approach is to look for properties that all manifolds have. One can also look for manifolds that are extremal for a certain property in an appropriate sense. Another option is to look at the properties that a generic or an average manifold has. This last kind of question naturally leads to the study of random manifolds. That is, one fixes some set of manifolds, defines a suitable probability measure on this set and asks for the probability that a manifold has the given properties.
A set up like this can be seen as a manifold analogue of the theory of random graphs (cf. [Bol85] ) and random simplicial complexes (cf. [Kah14] ). Various models for random manifolds have been studied in dimensions two (cf. [BIZ80] , [LS04] , [BM04] , [PS06] , [Mir13] ) and three (cf. [DT06] ) and in general dimension (cf. [AB+12] ).
In this paper, we will be interested in the combinatorial model for random surfaces as introduced by Brooks and Makover in [BM04] . The idea of this model is to randomly glue together 2N triangles along their sides in such a way that an oriented surface without boundary is obtained. Many results are known about this model.
The first natural problem is to understand the topology of the resulting surface. Because the number of triangles is given and the surfaces will be connected with probability tending to 1 for N → ∞, this is equivalent to knowing the distribution of the genus (which we shall denote by g). It turns out that the expected value of the genus behaves like:
for N → ∞. This was proven with various degrees of precision by Gamburd and Makover in [GM02] , Brooks and Makover in [BM04] , Pippenger and Schleich in [PS06] , Gamburd in [Gam06] and Dunfield and Thurston in [DT06] . In particular, in [Gam06] , Gamburd exhibits the full asymptotic distribution of the genus.
These surfaces can be made geometric by defining a metric on the triangle. In [BM04] , Brooks and Makover study metrics that come from identifying the triangles with ideal hyperbolic triangles (glued without shear). A particularly nice feature of this choice of metric is that after compactifying the surfaces by adding points in the cusps one obtains a set of surfaces that is dense in any moduli space of closed surfaces. This follows from a theorem of Belyǐ [Bel80] . This also makes it a natural problem to compare the behaviour of this combinatorial model for random surfaces to that of a models given by measures of finite total mass on moduli space, like for instance the Weil-Petersson measure as studied by Mirzakhani [Mir13] .
Brooks and Makover exhibit various geometric properties of these surfaces. Among these, they show, using a theorem of Brooks [Bro04] , that for any ε > 0 with probability tending to 1 for N → ∞ the metric on the punctured surface and the compactified surface are ε-close in a suitable sense.
Another option is to endow the triangles with an equilateral Euclidean metric. In [GPY11] , Guth, Parlier and Young study the behaviour of pants decompositions of surfaces endowed with this metric. They show:
P N The surface has a pants decomposition of total length ≤ N 7/6−ε → 0 for N → ∞ for any ε > 0. They also show that in an appropriate sense, the same holds for the total pants length of hyperbolic surfaces in the model coming from the Weil-Petersson metric.
The length of short curves of random surfaces was investigated by the author in [Pet13] . It turns out that in the case of ideal hyperbolic triangles the expected value of the systole converges to a constant for N → ∞ (approximately 2.48), both in the compactified and non-compactified case. Furthermore, in a more general setting of Riemannian metrics on the triangle, including the equilateral Euclidean metric, the lim sup and lim inf of the expected value of the systole are bounded from above and below respectively by constants depending only on the given metric on the triangle. Finally, the article describes the probability distribution of any fixed finite part of the length spectrum.
The aim of this paper is to investigate the dependence of the length spectrum of a random surface on the genus. That is, we want to compute conditional probabilities of the type: P N [the surface has k closed curves of length x | g ∈ D N ] for some fixed k ∈ N and x ∈ (0, ∞) and some sequence of sets D N ⊂ N. In words, the question we study is: if we only consider surfaces of a certain topology then what does the length spectrum look like?
As we will explain in Section 3, the length of a curve is strongly related to the combinatorial type of this curve. Loosely speaking, the combinatorial type of a curve records in which direction the curve turns on every triangle is traverses. In the hyperbolic setting the length of a curve is completely determined by the combinatorial type and in the Riemannian setting, the combinatorial type of a curve gives rise to bounds on the length of that curve. So to understand the probability distribution of lengths, one needs to understand the probability distributions of the number of curves of fixed combinatorial types. Given a combinatorial type of curves w, the random variable Z N,w will count the number of curves of this type on a random surface of 2N triangles. Furthermore, |[w]| will denote the number of combinatorial types equivalent to w in a certain sense and |w| will denote the number of triangles a curve of type w needs to traverse.
The main results of this article are the following:
Theorem A. Let W be a finite set of combinatorial types of curves not containing a curve that turns around a single vertex of the triangulation. If we restrict to random surfaces with genus g ∈ D N and this set of random surfaces is non-negligible, then:
This theorem can be interpreted as a result on the independance of probabilities: we look at all the possible restrictions on our random surfaces based on genus and, as long as we do not restrict to a set of surfaces that asymptotically has probability 0, all the finite parts of the length spectrum always behave in the same way.
We also note that Theorem A is a conditional version of Theorem B from [Pet13] , which can be obtained from Theorem A by choosing the sequence of sets D N = {0, 1, . . . , N +1 2 }. These two theorems are also analogues of the theorem of Bollobás on the distribution of circuits in random regular graphs [Bol80] .
The proof of Theorem A relies on multiple steps. First, we determine the distribution of the genus, when restricting to random surfaces that carry the curves in W in a fixed labeled way. To do this, we identify random surfaces with random elements of symmetric groups and use the Diaconis-Shahshahani upper bound lemma from [DS81] in a similar way to the proof of the distribution of the genus by Gamburd [Gam06] . Then we use the non-negligibility of our set of random surfaces to determine the moments of Z N,w . These turn out to be the same as those in the unrestricted case computed in [Pet13] , which implies that the limiting distributions are the same.
As we will explain in Section 6, there are restrictions on the genus to which the proof of Theorem A cannot possibly be applied. Note that these are necessarily restrictions to negligible sets of random surfaces.
On the other hand, if we restrict to random surfaces with 1 puncture or equivalently g = N +1
2 , which is also a negligible set of random surfaces, it does turn out that the limits do behave in the same way. For this restriction we clearly need to assume that N is odd. So we have:
Theorem B. Let W be a finite set of combinatorial types of curves not containing a curve that turns around a single vertex of the triangulation. If we restrict to random surfaces of genus g = N +1
2 , then we have:
for all w ∈ W , where the limit has to be taken over all odd N .
Despite the fact that the result is similar to that in Theorem A, the proof of Theorem B very different. We still use the method of moments, but the heart of the proof of Theorem A, involving the DiaconisShahshahani upper bound lemma, must be replaced. Instead we use different counting methods, still coming from the character theory of the symmetric group. These methods are similar to those used in Appendix 6 of [BIZ80] , which Bessis, Itzykson and Zuber attribute to J. M. Drouffe (see also Theorem B of [Pen92] for a similar computation). In principle this same method could be used to compute the probabilites with other restrictions on the genus. The beauty of the case of genus N +1 2 however is that the expressions involved simplify significantly, whereas in other cases the computation quickly gets out of hand.
Theorems A and B can for example be used to compute conditional probability distributions for the systole function sys : Ω N → R. From hereon until the end of the introduction, we will fix our sets D N that restrict the genus. These will be assumed to be either sets such that the resulting set of random surfaces is non-negligible or the sets
. In the first case all limits have to be taken over even N and in the second case over odd N .
For the hyperbolic case we need the sets:
A k = words w in 1 1 0 1 and 1 0 1 1 ; tr (w) = k ∼ for all k ∈ N, where ∼ denotes an equivalence on words which will be defined in Section 3.
Corollary 1. In the hyperbolic setting we have that for all ε > 0 sufficiently small and all k ∈ N:
The expression on the right hand side looks rather complicated. However, it can easily be computed for low values of k. For higher values of k it is not difficult to approximate it. We have:
Furthermore we note that in the punctured hyperbolic setting the systole can only take values of the form 2 cosh −1 k 2 for k ∈ N, so in this case we can forget about the ε.
Using exactly the same method one can obtain formulas for the probability distribution of the n th shortest closed curve for any finite n ∈ N. However, these formulas do become longer with increasing n.
In the Riemannian setting we are able to obtain bounds. Given a metric d : ∆ × ∆ → [0, ∞) on our topological triangle ∆ coming from a Riemannian metric, we define:
s, s opposite sides of a gluing of two copies of (∆, d) along one side} and:
The second corollary of Theorems A and B is:
Corollary 2. In the Riemannian setting we have:
and for all x ∈ [0, ∞):
where the last limit has to be taken over even N in the first case and over odd N in the second case.
The lower bound above is very easy to obtain and does not need Theorems A and B. The upper bound is sharp in the sense that for any prescribed m 2 (d) and fixed x ∈ [0, ∞) we can find a Riemannian metric that comes arbitrarily close to the upper bound. The construction of this metric is the same as the one in [Pet13] , the idea is to define a metric that forces short curves to trace a fixed path on every triangle.
The organization of this article is as follows: -In the next section we briefly explain the relation between random surfaces, random graphs and random elements of the symmetric group. -In the section after that we explain how to deduce topological and geometric properties of the surface from the corresponding graph and group elements. -The fourth section shows how to restrict to random surfaces containing a certain set of curves.
-Section five contains the proof of Theorem A. -Section six contains the proof of Theorem B.
-The final section explains the proofs of the corollaries.
Random surfaces, random graphs and the symmetric group
A random surface is a random gluing of 2N triangles (where N ∈ N) along their sides. To describe the situation rigorously, we define the probability space:
Ω N = {Partitions of {1, 2, . . . , 6N } into pairs} with probability measure P N that is given by the counting measure.
The random surface corresponding to ω ∈ Ω N is obtained by labeling the sides of 2N triangles by the numbers 1, 2, . . . , 6N in such a way that the sides 1,2 and 3 correspond to one triangle, so do the sides 4, 5 and 6, and so forth. Furthermore the cyclic order in these labelings should correspond to the orientation on the triangle. Topologically, there is a unique way to glue the triangles along their sides as prescribed by ω such that the resulting surface is oriented with orientation corresponding to the orientation on the triangles. This will be the surface S(ω).
The (cubic) dual graph to the triangulation on S(ω) will be denoted Γ(ω). The orientation on S(ω) induces a cyclic order on the edges at every vertex through the right hand rule. This cyclic order on the edges is exactly the same as the cyclic order on the sides of the triangles. Such a pair of a graph and a cyclic order on the edges at every vertex is sometimes called a (cubic) fatgraph or oriented graph. Note that this orientation also gives us a notion of turning left or right when traversing a vertex.
Random surfaces can also be described by random elements of symmetric groups. This is done by associating a permutation σ ∈ S 6N to the vertices of the corresponding random graph and a permutation τ ∈ S 6N to the edges. So σ is a product of 2N disjoint 3-cycles.
τ records which half edge is glued to which other half edge in the graph. If half edge i 1 is glued to half edge i 2 in the graph then we add a cycle (i 1 i 2 ) to τ as in Figure 2 So τ is a product of 3N disjoint 2-cycles.
It is well known that the conjugacy class of an element π ∈ S 6N is determined by its cycle type. If λ is a partition of 6N (we will sometimes abreviate this to λ |= 6N ) we will denote the corresponding conjugacy class in S 6N by K(λ). So we have:
denotes the partition of 6N with i 1 parts equal to 1, i 2 parts equal to 2, and so forth.
This means that we can identify the set of random surfaces with K 3 2N × K 2 3N . Using the counting measure, we can turn this set into a probability space again.
Note that this set is a lot larger than Ω N , we get many copies of every element of Ω N , corresponding to different choices of σ. For example, in Ω N half-edges 1, 2 and 3 always emanate from the same vertex on the corresponding graph. In K 3 2N × K 2 3N there could be a vertex whose half-edges are labeled 1, 2 and 7. We could of course choose to fix σ = (1 2 3) . . . (6N − 2 6N − 1 6N ) so that we get Ω N back.
However, these extra choices do not influence the topology or geometry (if we relabel τ along with σ), so from the point of view of random surfaces, the two probability measures are the same. Because sometimes it is convenient to also randomly pick σ we will not fix it. Finally, because from the point of view of random surfaces they are equivalent, we will denote both measures by P N .
The topology and geometry of random surfaces
The topology of a random surface corresponding to a partition ω ∈ Ω N is determined by LHT (ω): the number of left hand turn cycles in the oriented graph Γ(ω). In fact, if S(ω) is connected, the genus of the surface corresponding to ω ∈ Ω N is given by:
LHT (ω) in turn is equal to the number of cycles in στ for any choice of (σ,
corresponding to ω. This is because the permutation στ describes what happens to a given half edge after consecutively traversing one edge and then taking a left hand turn.
To formalise the notion of non-negligibility mentioned in the introduction we will need the following:
Definition 3.1. A sequence of subsets D N ⊂ N for N ∈ N will be called non-negligible with respect to the genus if: lim inf
Besides the topology of the surface itself we will also need to control the topology of curves on the surfaces. We will need the following theorem about separating curves (Theorem C in [Pet13] ): We want to study the geometry of curves on random surfaces. To do this, we will need the following two 2 × 2 matrices:
The set of all words in L and R will be denoted {L, R} * . Elements in this set will sometimes be interpreted as matrices and sometimes as strings in two letters, it will be clear from the context which of the two is the case. Furthermore, we need to define and equivalence relation on this set: Definition 3.2. Two words w ∈ {L, R} * and w ∈ {L, R} * will be called equivalent if one of following two conditions holds:
-w is a cyclic permutation of w -w is a cyclic permutation of w * , where w * is the word obtained by reading w backwards and replacing every L with an R and vice versa.
If w ∈ {L, R} * , we will use [w] to denote the set of words equivalent to w.
The reason this has anything to do with the geometry of curves on random surfaces is the following. We first look at a random surface triangulated by ideal hyperbolic triangles. To properly define such a gluing we need one extra parameter per pair of sides in the gluing called the shear of the gluing. This parameter measures the signed distance between the midpoints of the two sides. Here the midpoint of a side of a triangle is determined by where the orthogonal from the corner opposite this side hits the side, as illustrated in Figure 3 below: The sign of the shear can be defined using the orientation on the surface. In this article all gluings will have shear coordinate 0 at every pair of sides. So this means that the triangles will always be glued such that the orthogonals from the two corners opposite a side meet each other.
Given an essential closed curve γ on such a surface, it is a classical fact from hyperbolic geometry that it is homotopic to a unique closed geodesicγ. If we trace this geodesic and record whether it turns left or right at every triangle it passes (which is well defined by the orientation on the surface) this gives a word wγ ∈ {L, R} * . Note however that this word is only defined up to the equivalence defined above. The resulting equivalence class of words is what we called the combinatorial type in the introduction.
It is another classical fact from hyperbolic geometry that the length ofγ is given by:
This implies that the number of curves on the punctured surface of a fixed length is given by the number of appearances of all the possible words in L and R with the corresponding trace. This leads us to the following definition:
Definition 3.3. Let N ∈ N and w ∈ {L, R} * . Define Z N, [w] : Ω N → N by:
where Γ(ω) is the dual graph to the triangulation corresponding to ω ∈ Ω N So if we understand the probability distribution of the random variables Z N, [w] for all w ∈ {L, R} * we understand the probability distribution of the length spectrum of the punctured random surfaces.
One can also compactify the surfaces by adding points in the cusps. This compactifications goes as follows. Our surfaces carry a conformal structure. In this structure we can choose neighborhoods of the cusps that are conformally equivalent to punctured disks in C. These disks can be compactified by adding a point in the puncture. This gives us a new conformal structure on a now closed surface. Using the Uniformization Theorem there is a unique complete hyperbolic structure that is conformally equivalent to this new conformal structure.
Curves on the original surface project to curves on the compactified surface. However, homotopically essential curves on the original surface might project to trivial curves. For a curve γ, we will write γ C 0 to indicate that γ is non-null homotopic on the compactified surface. Theorem 3.1 above will be used to control essential curves on the punctured surface that project to trivial curves on the closed surface.
The lengths of all the curves can also change. To solve that problem, we need information on how these lengths change. In [Pet13] we obtained the following result (Proposition 5.4, which is a sharper version of Theorem 2.1 of [BM04] ):
Let ε > 0. We have:
for N → ∞, where O and C denote the length of a curve on the punctured and compactified surface respectively.
Furthermore, we have the following lemma by Brooks:
For N ∈ N sufficiently large, there is a constant δ(N ) with the following property: If ω ∈ Ω N such that the corresponding punctured surface S O (ω) has 1 cusp. Then for every geodesic γ in the compactified surface S C (ω) there is a geodesic γ in S O (ω) such that the image of γ is homotopic to γ, and:
In fact, the lemma by Brooks is more general, but the above statement is all we will need.
The proposition and lemma above imply that the same random variables Z N,[w] also determine the length spectrum of the compactified hyperbolic random surfaces.
For metrics on random surfaces coming from a Riemannian metric on the triangle we do not have the nice combinatorial description of lengths. However, we can still get estimates on the probability distribution of the length spectrum, depending only on the metric on the triangle, if we understand the probability distribution of the random variables defined above.
So, in the end we are interested in the restrictions of the random variables Z N, [w] to some subsets of Ω N defined by conditions on the genus. If the restriction is determined by the fact that the genus g ∈ D N then we denote the corresponding restricted random variable:
Restricting to surfaces carrying a fixed set of curves
The goal of this article is to understand the relation between the ditribution of the number of words of a fixed type and that of the genus. In particular, we want to restrict our set of surfaces to surfaces of a certain genus.
However, what we will actually do is restrict to surfaces carrying a certain set of words as curves, labeled by numbers in {1, 2, . . . , 6N } in a fixed way, and then study the distribution of the genus. We will mainly work with the description of random surfaces by elements of the symmetric group. In what follows we explain how to restrict to elements of the symmetric group describing random surfaces containing a fixed labeled set of words. If we restrict our probability space to graphs that contain a fixed labeled subgraph that means that we restrict to permutations σ and τ with certain cycles in them. We start with an example. If we are interested in graphs that contain the word LR labeled as in the figure above, we want σ to contain the cycles (i 1 i 2 i 3 ) and (i 4 i 5 i 6 ) and τ to contain the cycles (i 3 i 4 ) and (i 1 i 5 ).
Note that the resulting number of left hand turn cycles in the final graph does not depend on the internal structure of the subgraph (unless the subgraph is a left hand turn cycle). This only depends on how the left hand turn segments in the subgraph are glued to the rest of the graph, which in turn only depends on how the half edges emanating from the subgraph are glued to the rest of the graph.
This means that we can model the problem of counting the number of left hand turn cycles by replacing our fixed set of words of a particular form by two stars per word that represent the left hand turns. For example, the labeled subgraph of Figure 4 can be replaced by the stars in Figure 5 below: So in the example this means that we can forget about the labels i 1 , i 3 , i 4 and i 5 entirely and change our probability space: we will instead pick two permutations in S 6N −4 , σ ∈ K(3 2N −2 · 1 2 ) and τ ∈ K(2 3N −2 ) such that σ contains the cycles (i 2 ) and (i 6 ). In particular there are no restrictions on τ . Also note that the number of left hand turn cycles in the resulting graph is still determined by the number of cycles in στ .
Now we want to turn this example into a general description. First of all, note that in general a word w in L and R of |w| letters contains |w| left hand turn segments (one for each emanating half edge). These segments fall into two groups, the ones on the 'outside' and the ones on the 'inside' of the subgraph. The number of segments on the outside is given by l w , the number of left hand turns in the word w and the number of segments on the inside is given by r w , the number of right hand turns in the word w. We have:
Hence, we will replace a word with l w left hand turns and r w right hand turns with an l w star and an r w star. Note that this replacing of the subgraphs by stars can also be given a topological interpretation: we cut out the triangles representing a word and replace them by two polygons each. However, this operation does change the genus and we are not interested in the resulting genus but the original one.
So if for some finite set W of words in {L, R} we restrict to graphs containg m w labeled subgraphs carrying words w of (word)length |w| with l w and r w left and right hand turns respectively for all w ∈ W then this corresponds to randomly choosing: 
Then the conditional probability of B N , given that Γ (W,m) ⊂ Γ is:
To further shorten notation, we will write:
So, both σ and τ are elements in S 6N −2M .
Generally the sets B N we will study will be defined by the genus. Because of the relation between the genus and left hand turn cycles, we will generally avoid having (classes of) words of the form [
From this point on, the proofs of Theorem A and Theorem B go in different directions. We will start with Theorem A.
5. The proof of Theorem A 5.1. The proof strategy. The main part of the proof of Theorem A relies on the Diaconis-Shahshahani upper bound lemma. This is an upper bound on the total variational distance between a probability measure on a finite group and the uniform measure on that same group. Before we can state this lemma, we need to introduce some notation.
Definition 5.1. Let G be a finite group.
-The set of irreducible unitary representations of G will be denotedĜ.
-For ρ ∈Ĝ and a probability measure P on G. The Fourier transform of P at ρ is the linear map:
We also need to define the total variational distance between two probability measures on a finite set.
Definition 5.2. Let S be a finite set and P(S) its power set. Furthermore, let f, g : P(S) → C. Then the total variational distance between f and g is given by:
The Diaconis-Shahshahani upper bound lemma is the following:
Lemma 5.1.
[DS81] Let G be a finite group. Furthermore, let P be a probability measure on G and let U G denote the uniform probability measure on G then:
In [Gam06] , Gamburd applies this lemma to the distribution of σ and τ as elements of the alternating group. It turns out that this switch to the alternating group is essential, one has to avoid the sign representation of the symmetric group. Unfortunately, in our case σ and τ do not generally lie in A 6N −2M . We need the following lemma:
Proof. We have:
So either σ and τ are both elements in A 6N −2M in which case their product is as well, or σ and τ both have negative sign, in which case their product is also an element of A 6N −2M .
This lemma implies that the probability measure of the product στ can be seen as a probability measure on A 6N −2M when N is even. We will denote the probability measure by P 3 2,N,W,m and we have: P 3 2,N,W,m = P 3,N,W,m P 2,N,W,m as a measure on S 6N −2M , where P 3,N,W,m and P 2,N,W,m are the uniform probability measures on K 3 (W, m) and K 2 (W, m) repsectively and denotes the convolution product.
Because of the lemma above we will assume that N is even for the remainder of this section.
Γ (W,m) will denote a fixed labeled representation as disjoint circuits of the words W with multiplicities m ∈ N W . It follows from Proposition 4.1 that for such a representation we have:
We want to prove the following analogue of Gamburd's Theorem 4.1 [Gam06]:
Theorem 5.3. Let W be a finite set of words and m ∈ N W then:
where U N,W,m denotes the uniform probability measure on A 6N −2M .
This will imply Theorem A, as we shall explain in the last part of this section.
5.2.
Representations of the symmetric group. From the previous subsection it is clear that we need to gather some facts about the irreducible characters of the alternating group, which are closely related to those of the symmetric group. We deal with the symmetric group in this subsection and with the alternating group in the next subsection. We will only gather the facts we need for the proof of Theorem 5.3. For a comprehensive treatment of the representation theory of the symmetric and alternating group we refer the reader to [dBR61] and [JK81] . In what follows we forget about triangles for a moment and N will just be a natural number.
As for any finite group, the irreducible representations of S N are in bijection with the conjugacy classes of S N . The nice feature of S N is that there is a natural bijection between these two sets. A filling of such a diagram with the numbers 1, 2, . . . , N is called a Young tableau. In general we will not make a distinction between a partition, its corresponding Young diagram or a Young tableau corresponding to that. A permutation acts on a Young tableau by permuting the numbers in its boxes. So for example, we have:
(1 4 2) · 1 2 3 5 4 = 4 1 3 5 2 Note that a permutation does not change the shape of the tableau.
One obtains a representation for every λ |= N by taking the Young tableaux of shape λ as a basis for a C-vector space and extending the action linearly. In general these representations are not irreducible, but there is a procedure to obtain exactly one distinct irreducible representation as a subrepresentation of each of them. We will denote the corresponding vector space V λ , the representation ρ λ : S N → GL(V λ ), its character χ λ : S N → C and its dimension f λ = dim V λ . By construction these representations form the complete set of irreducible representations of S N .
To apply the Diaconis-Shahshahani upper bound lemma we need to obtain bounds on the dimension and the characters of all the irreductible representations. For the dimension we need the notion of the hooklength h(b) of a box b ∈ λ. This is simply 1 plus the number of boxes to the right of b plus the number of boxes below b. As an example the tableau below is filled with the hooklengths of the corresponding boxes: 
where the sum above runs over all tableaux µ that can be obtained from λ by removing a continuous region on the boundary of λ consisting of m boxes (called a skew m hook or a rim hook). And r(λ, µ) is the number of rows in the skew m hook that needs to be removed from λ to obtain µ minus one.
As an example, the starred boxes below form a skew 3 hook in a tableau for S 7 : * * * in this case we have r(λ, µ) = 1.
Also note that it follows from Theorem 5.5 that if we cannot remove a skew m hook from λ (i.e. there is no tableau µ that can be obtained by removing such a skew hook) and g ∈ S N contains an m cycle then:
From the two theorems above, one can derive that (Theorem 4.56 of [dBR61] ):
Theorem 5.6. If a ∈ S M and b is a product of k cycles, each of length m, that leaves {1, . . . , a} fixed pointwise. And λ a partition of N = M + km out of which exactly k skew m hooks are removable then:
whereλ is what is left over of λ after the removal of k skew m hooks and is independent of the order of removal. Furthermore:
where µ 0 = λ, µ k =λ and µ i is a tableau that is obtainable from µ i−1 by the removal of a skew m hook. Finally f λ m is the number of ways to consecutively remove k skew m hooks from λ.
We will be interested in the case where there might be more skew m hooks removable from a tableau λ then there are m cycles in the element g ∈ S N (note again that if there are fewer skew m hooks removable from λ than m cycles in g then χ λ (g) = 0). So, we suppose that g contains k m cycles. We write g = ab where b a product of k m cylces and a contains no such cycle. Then we have:
Where the sum is over diagrams µ that can be obtained from λ by removing k skew m hooks and σ µ is the power of −1 that comes out of Theorem 5.5. This means that:
where f λ k,m is the number of ways to remove k skew m hooks from λ. We have:
and hence:
The last fact about the characters of S N we need is the following theorem by Fomin and Lulov:
Theorem 5.7.
[FL95] Let λ be a partition of N . Then: Let λ |= N = M + km such that exactly k skew m hooks can be removed from λ. Then:
In fact, Fomin and Lulov state the theorem only in the case M = 0, but their proof works verbatim in this slightly more general case. 
We need to define the notion of the associated partition of a partition λ. This is the partition λ obtained by reflecting λ in its main diagonal. Furthermore, if a vector space V is a representation of S N then the restriction of V to A N will be denoted V ↓ A N . We have the following theorem (Theorem 2.5.7 of [JK81] ):
Theorem 5.9. Suppose λ is a partition of N then:
It follows from counting conjugacy classes that the theorem above gives us a complete list of irreducible representations. Now we want to express the characters associated to these representations in terms of the characters of S N . It follows immediately from the theorem above that the characters for non self-associated partitions are identical. To avoid confusion we will however denote the A N -character corresponding to λ by ζ λ . For self-associated partitions we have the following theorem (Theorem 2.5.13 of [JK81] ):
Theorem 5.10. If λ is a partition of N such that λ = λ and the main diagonal of λ has length k. We write:
Then for π ∈ A N the A N -characters corresponding to λ are given by:
where χ λ (π) is the character of π as an element of S N .
Finally, we have the following lemma about the values of the S N -characters of self associated partitions (Lemma 2.5.12 of [JK81] ):
Lemma 5.11. If λ is a partition of N such that λ = λ and the main diagonal of λ has length k. Then: (1, 1) , . . . , h(k, k))) = (−1)
5.4. Some inequalities for self associated tableaux. We will be relating the characters of the alternating group to those of the symmetric group. Theorem 5.10 shows us that the characters corresponding to self associated partitions might cause a problem. To solve this, we have the following upper bounds:
Proposition 5.12. There exists a constant A > 0 independent of N such that for any partition λ of N with λ = λ we have:
where d is the number of boxes in the main diagonal of λ.
Proof. The hook length formula (Theorem 5.4) gives us:
where r is the number of rows in λ. Hence, by the arithmetic geometric mean inequality we get:
where the last step follows from the fact that λ = λ and hence that h(i, j) = h(j, i) for all i, j = 1, . . . , r. From the fact that λ = λ we also get that:
for i, j = 1, . . . , r, where we set h(i, i) = 0 if (i, i) / ∈ λ. Note that we have equality if and only if both (i, i) ∈ λ and (j, j) ∈ λ. So:
for some constant A > 0 independent of N , which comes out of Stirling's approximation. Note that we could get explicit constants A and B, but since they won't be needed and will only complicate the formulas, we choose not to compute them.
Proposition 5.13. For any partition λ of N with λ = λ we have:
Proof. From the arithmetic-geometric mean inequality we obtain:
Reasoning in a similar way to the previous proof we get:
Other bounds. Finally, we need two more bounds. The first one is an upper bound on the number of partitions of a number N ∈ N. To us it will only matter that this upper bound is subexponential in N . For reference, we include the following theorem (that can be found as Theorem 14.5 in [Apo76] ):
Theorem 5.14. Let p(N ) be the number of partitions of the number N ∈ N. Then:
The second one is the following proposition (which appears as Theorem 1.1 in [LS04] and Proposition 4.2 in [Gam06] ):
For any t > 0 and m ∈ N we have:
5.6. The proof. Now we can prove Theorem 5.3, which we repeat for the reader's convenience:
Proof. To lighten notation we are going to drop the subscripts in P 3 2,N,W,m and U N,W,m and we will write r = 6N − 2M . Furthermore, characters denoted with a ζ will always be A N -characters and characters denoted with a χ will always be S N -characters.
The Diaconis-Shahshahani upper bound lemma (Lemma 5.1) in combination with Lemma 5.2 that tells us that the product στ lies in A r gives us:
Where we have used the fact that:
where
for any π ∈ K (and is not to be confused with the probability of obtaining an element in K, which is equal to P [K] |K|). This follows from the fact that P is constant on conjugacy classes and Schur's lemma (see also Lemma 5 of [DS81] ).
If K is a conjugacy class of S r such that K ∩ A r = ∅ then it follows from Lemma 5.2 that P [K] = 0. This means that we can add all these conjugacy classes to the sum above. Furthermore, Theorem 5.10 tells us how to relate A r -characters to S r -characters, so we get: (1,1,...,1) K,L conjugacy classes of Sr
We now use the fact that value of a S r character of a self associated partition λ on H ± (λ) is a power of −1 (Lemma 5.11) to obtain: (1,1,. ..,1) f λ tr P(λ) P(λ)
We want to get rid of the last three sums, because the first sum is the analogue of the one that appears in the proof by Gamburd [Gam06] . For this we are going to use Theorem 5.10, Propositions 5.12 and 5.13 and estimates similar to the ones in the proofs of these propositions. For a self associated partition λ with d blocks on its main diagonal we have:
Using the arithmetic geometric mean inequality we get:
Furthermore, because now we are working in the symmetric group and the Fourier transform turns convolution into ordinary multiplication (see for instance Lemma 1 of [DS81]), we have:
In Section 5.2 we have already seen that if an element g ∈ S N contains k cycles of length m then:
This means that:
and:
because τ contains only 2-cycles. Note that the first factor in the upper bound for σ does not depend on N but only on the finite set of words W we fix. We will write:
So we obtain:
Now we are going to use the upper bound on f λ 2 and f λ 3 of Theorem 5.7, which gives us:
Where k 2 and k 3 are the numbers of skew 2 and 3 hooks that can be removed from λ. We have: k 2 ≤ r/2 and k 3 ≤ r/3. Hence:
where the second inequality comes from Stirling's approximation. We will now use the upper bound for
for λ self associated from Proposition 5.13. Combining this with all the above, we get:
for constants A, C , C > 0 independent of r. For r → ∞ this tends to 0 . For the final term of the sum above we need Proposition 5.12 and Theorem 5.10. We have:
for some C > 0 independent of r, where we have used Theorem 5.10 for the final step. Now we apply Proposition 5.12 and we get:
for some A > 0 independent of r. So the only term in the Diaconis-Shahshahani upper bound we are concerned with now is: (1,1,. ..,1) (1,1,. ..,1)
We have:
Now we use Theorem 5.7 again in combination with the fact that at most r/m skew m hooks can be removed from a tableau of r boxes to obtain:
for some B ∈ (0, ∞) coming from Stirling's approximation. Finally we apply Proposition 5.15 which tells us that:
To estimate the remaining terms we need to make a similar table to Table 1 in [Gam06] . It turns out that the only partition that gives us a problem is the partition (r − 1, 1). All the other partitions in Table 1 of [Gam06] have dimensions quadratic in r and hence add a term r −2/3 in total.
and a straight forward application of the Murnaghan-Nakayama rule (Theorem 5.5) gives us:
where n 1 is the number of singleton cycles in σ, which is a constant in our considerations (because it only depends on W and m). And:
Hence these partitions add a term n1+1 r−1 . Note that all the terms we found limit to 0 as r → ∞.
Summing all the estimates above concludes the proof.
5.7. The consequences of Theorem 5.3. In this section we study the consequences of Theorem 5.3. The first one is the following:
Corollary 5.16. Let W be a finite set of words in L and R not containing any words of the form [L n ] for some n ∈ N, m ∈ N W and Γ (W,m) a labeled set of circuits representing (W, m). Furthemore, let the sequence of subsets D N ⊂ N be non-negligible with respect to the genus. Then:
From Theorem 5.3 in combination Gamburd's Theorem [Gam06] we know that:
Furthermore, because we have assumed that the sequence D N ⊂ N is non-negligble, we have:
The reason we are interested in the above corollary, is the following consequence:
Corollary 5.17. Let W be a finite set of words in L and R not containing any words of the form [L n ] for some n ∈ N, m ∈ N W . Furthemore, let the sequence of subsets D N ⊂ N be non-negligible wirth respect to the genus. Then:
Proof. For any choice of labeled graph Γ (W,m) representing (W, m) as disjoint circuits we have:
where a N,(W,m) counts the number of ways of realizing (W, m) as a graph Γ (W,m) . We note that the number a N,(W,m) is independent of the restrictions on the genus of a random surface. That is, we have:
In the above we have cheated slightly, we have skipped over realizations of (W, m) as intersecting circuits, but asymptotically these do not contribute anything. In fact, it is part of the proof of Bollobás' theorem on circuits in random regular graphs that in the unrestricted case this contribution is O(N −1 ). Because our condition on the genus is non-negligible this gives us an upper bound for the contribution of intersecting circuits in the restricted case as well.
This in turn implies Theorem A:
Theorem A. Let D N ⊂ N for all N ∈ N be non-negligible with respect to the genus. Furthermore, let W be a finite set of equivalence classes of words not containing [L n ] for any n. Then we have:
for all [w] ∈ W , where the limit has to be taken over all even N and where: Proof. Using the method of moments (see for instance Theorem 1.21 in [Bol85] ), this follows directly from the convergence of the joint factorial moments (Corollary 5.17).
The final question that needs to be answered in this setting is what it means for a condition on the genus to be non-negligible. From Gamburd's theorem and the properties of the Poisson-Dirichlet distribution (see for instance page 58 of [Pit06] and Corollary 5.1 of [Gam06] ), we get that:
for N → ∞, where N (µ, σ) denotes the normal distribution with average µ and standard deviation σ.
Furthermore, by d ∼ we mean that the total variational distance between two distributions tends to 0. This means that what we basically need for the condition to be non-negligble is that D N is some interval of a size comparable to the standard deviation and not too far away from the average. A precise example of this is that if there exist C 1 , C 2 ∈ (0, ∞) such that:
then the sequence {D N } N ∈N is non-negligible with respect to the genus.
The proof of Theorem B
What we would like to know is the behavior of the length spectrum for any restriction on the topology, i.e. without the non-negligibility condition. It is clear however that it is not possible to adapt the method of proof of Theorem A to this level of generality. Because that would imply that no matter what the restriction, the variables Z N, [w] converge to the Poisson-distributed random variables Z [w] . This is not the case. For example, we could restrict to only triangulations of a disjoint union of N puntured tori. On this set we have:
for all N , which clearly has a very different limit.
In this section we will focus on the case of maximal genus. We will consider the case of odd N , which means that the maximal genus we can attain is: g = N + 1 2 In terms of the symmetric group description this means that στ contains a single cycle of full length.
We want to understand the distribution of the number of appearances of a number of words of a fixed type, under the condition that the genus of the surface is maximal. So, given a finite set of words W , not containing any left hand turn cycles, and m ∈ N W , we want to count the number of elements in the set:
ω ∈ Ω N ; Γ(ω) has m w circuits carrying w for all w ∈ W and g(ω) = N + 1 2
Using the trick from Section 3, this is equivalent to counting the number:
We have also already seen that in this number we count the same random surface many times, corresponding to the relabeling of vertices, or equivalently the choice of σ. This means that we can also fix a σ ∈ K 3 (W, m) and count the number: n(N, W, m) = |{τ ∈ K 2 (W, m); στ has 1 cycle}| which is what we will do. We will use methods similar to those of Appendix 6 in [BIZ80] , where a similar number for gluings of quadrilaterals is counted.
For an element π ∈ S N we denote the conjugacy class of π by K(π) and for two conjugacy classes K, K ⊂ S N we write:
Furthermore, we set K 3 := K 3 (W, m) and
n(N, W, m) = So we have:
Lemma 6.3. Let W be a finite set of words in L and R not containing words of the form [L n ] for any n, and m ∈ N W . Then: lim
Proof. First we look at the terms in the sum corresponding to p = 0 and p = 6N − 2M − 1. The sum of these two terms is equal to:
Recall from the proof of Lemma 5.2 that K M is included in the alternating group if and only if M is even. Also note that χ M −1 corresponds to the sign representation of S M . This means that:
So what we need to prove is that the limit of the remaining terms is 0. This follows easily from the fact that the p th term in the sum is of the order O(N −1 ) for p = 1 and p = 6N − 2M − 2, O(N −2 ) for p = 2 and p = 6N − 2M − 3 and smaller than the p = 2 term for all 3 ≤ p ≤ 6N − 2M − 4 Filling this in in the expression for n(N, W, m) gives us that:
General formulas for the cardinalities of conjugacy classes are known. These give: 
Corollaries
In principle, Theorems A and B are topological theorems: they are about curves that 'go in a certain direction' with respect to the orientation. However, they can be made geometrical by using properties of metrics on random surfaces coming from metrics on the triangle.
We can prove the following in the hyperbolic case: Corollary 1. Let D N ⊂ N for all N ∈ N be a sequence of subsets such that one of the following holds:
1. The sequence is non-negligible with respect to the genus. where in the first case the limit has to be taken over even N and over odd N in the second case.
Proof. It is not difficult to see that the expression on the right hand side is the asymptotic probability that the lowest trace that can be found on the surface is equal to k. In the punctured case this completes the prove because it is immediate that this curve corresponds to a systole.
The corresponding curve might however turn around some number of punctures in which case the curve is no longer essential when we project to the compactified surface. So in the compactified surface there remains something to prove. We treat the case of non-negligble D N and maximal genus separately.
First suppose that the sequence of sets {D N } N ∈N is non-negligible. A curve that turns around some number of punctures must be separating. In this case it is either a left hand turn cycle on the dual graph or it is also separating on the dual graph. The first situation we have already excluded in the formula above. The second situation has asymptotic probability 0 because of Theorem 3.1, which is enough, because of our assumption on {D N } N ∈N . The ε-closeness of the systole follows from Proposition 3.2.
In the case of maximal genus we argue using the fact that there is only one left hand turn cycle. This immediately implies that any word we find in the graph corresponds to an essential curve. Furthermore, Lemma 3.3 implies the ε-closeness of the systole.
Another option is to endow our triangle with a more general Riemannian metric. This also induces a metric on every random surface. Although we lose some of the nice combinatorial properties of lengths of curves, we can still prove the following: Proof. The first inequality follows from the fact that the systole needs to cross at least two triangles and cannot turn around a vertex. Namely, this implies that for any ω ∈ Ω N we have:
To prove the second inequality we note that if the graph dual to the triangulation of a random surface contains a circuit of k edges that cannot be contracted to a point on the surface we have:
So we get:
If we assume for a moment that all the circuits of length up to x m2(d) edges except those carrying words of the for [L n ] for some n are essential then the probability on the right hand side above has been worked out in Section 6.1 of [Pet13] . To prove that we can make this assumption we can use exactly the same arguments as in the proof of the previous corollary.
We note that formulas similar to those in Corollaries 1 and 2 can be worked out for the probability distribution of the n th shortest curve up to any finite n using exactly the same techniques.
As a final remark we note that the upper bound in Corollary 2 is sharp: using the construction from Section 6.2 of [Pet13] we can approach the upper bound arbitrary closely.
