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ABSTRACT
We use the moving mesh code arepo coupled to a time-dependent chemical network
to investigate molecular gas in simulated spiral galaxies that is not traced by CO
emission. We calculate H2 and CO column densities, and estimate the CO emission
and CO-H2 conversion factor. We find that in conditions akin to those in the local
interstellar medium, around 42% of the total molecular mass should be in CO-dark
regions, in reasonable agreement with observational estimates. This fraction is almost
insensitive to the CO integrated intensity threshold used to discriminate between CO-
bright and CO-dark gas. The CO-dark molecular gas primarily resides in extremely
long (> 100 pc) filaments that are stretched between spiral arms by galactic shear.
Only the centres of these filaments are bright in CO, suggesting that filamentary
molecular clouds observed in the Milky Way may only be small parts of much larger
structures. The CO-dark molecular gas mainly exists in a partially molecular phase
which accounts for a significant fraction of the total disc mass budget. The dark
gas fraction is higher in simulations with higher ambient UV fields or lower surface
densities, implying that external galaxies with these conditions might have a greater
proportion of dark gas.
Key words: astrochemistry – hydrodynamics – ISM: clouds – ISM: molecules –
galaxies: ISM
1 INTRODUCTION
The nature and distribution of molecular gas in the interstel-
lar medium (ISM) is of great interest to astrophysicists be-
cause all local star formation occurs within clouds of molec-
ular gas. Unfortunately, the main constituent of this gas,
molecular hydrogen (H2), is extremely difficult to observe
directly, owing to the large energy separation between its
rotational levels, as well as its absence of a dipole moment.
Most studies of H2 in the ISM therefore involve observing a
tracer species, most commonly carbon monoxide (CO), and
then inferring the properties of the molecular gas as a whole
from the behaviour of this tracer. A crucial assumption here
is that the tracer does indeed trace all of the H2. However,
there is growing observational evidence that this is not the
case for CO, and that there is a component of the dense ISM
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that is rich in H2 but that produces little or no CO emission
(Tielens & Hollenbach 1985; van Dishoeck & Black 1988).
Evidence for the existence of this component, termed
“dark molecular gas” by Wolfire et al. (2010), comes from
several different sources. Gamma-ray observations of the lo-
cal ISM probe the total hydrogen column density, regardless
of whether the hydrogen is in the form of H+, H or H2. Com-
parisons between maps of the diffuse gamma-ray emission
and maps of the Hi 21 cm emission and CO emission show
that there is a considerable amount of hydrogen surround-
ing molecular clouds that is not well traced by either form
of emission, and that has therefore been interpreted as be-
ing CO-dark molecular gas (Grenier et al. 2005; Abdo et al.
2010). Measurements of total gas column densities using
dust extinction or dust emission allow a similar comparison
to be made and also show evidence for a significant fraction
of CO-dark molecular material (see e.g. Roman-Duval et al.
2010; Ade et al. 2011; Paradis et al. 2012). Further corrob-
oration comes from Allen et al. (2012), who find bright
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OH emission that is uncorrelated with atomic hydrogen
or CO emission, and from Pineda et al. (2013), who show
that a significant CO-dark molecular gas component is
needed in order to explain the distribution of [Cii] emis-
sion in the Galaxy. Finally, this “dark” molecular compo-
nent can be probed directly by UV absorption line measure-
ments (see e.g. Burgh et al. 2007; Sonnentrucker et al. 2007;
Sheffer et al. 2008), albeit only along lines-of-sight where
there happens to be a UV-bright background source. These
UV absorption line studies confirm that significant H2 can
be present in regions without much CO, but do not allow
this gas to be mapped, or its total mass to be determined.
Numerical simulations can provide valuable assistance
for interpreting this observational data, and allow us to bet-
ter understand how “dark” H2 is distributed in the ISM. For
example, Wolfire et al. (2010) use photodissociation region
(PDR) models of a series of clouds to quantify the amount
of dark H2 that one would expect to find in their envelopes,
finding values of around 30–40% of the total H2 content of
the clouds, with little dependence on cloud properties other
than metallicity and mean extinction. Although illuminat-
ing, this kind of 1D PDR model must inevitably make use
of a highly approximate treatment of cloud structure. More-
over, the Wolfire et al. (2010) models also assume chemical
steady-state, and hence do not allow one to examine the ef-
fects of the dynamical history of the gas on its H2 content,
even though 3D dynamical models suggest that this may be
highly significant (Glover & Mac Low 2007a,b; Dobbs et al.
2008; Glover et al. 2010).
Ideally, what one would like to do is to model the
dynamical evolution of the ISM together with its chemi-
cal evolution in a self-consistent fashion, in order to bet-
ter quantify how much dark molecular gas may be found
around CO-bright molecular clouds, and also how much is
distributed in the form of diffuse clouds with high H2 frac-
tions but little or no CO. However, to do this requires one
to model both the H2 and CO chemistry within a high dy-
namical range 3D simulation of the evolution of the ISM.
Until very recently, this has not been possible. A number of
groups have performed large-scale dynamical simulations of
the ISM that account for H2 formation (see e.g. Dobbs et al.
2008; Gnedin et al. 2009; Christensen et al. 2012), but these
models typically have insufficient resolution to allow one to
study individual GMCs in detail, and they are also miss-
ing any treatment of the CO chemistry. On the other hand,
small-scale models have for some time been able to model
both H2 and CO formation in the turbulent ISM (see e.g.
Glover et al. 2010; Glover & Clark 2012b), but have not had
the dynamical range necessary to model cloud formation
self-consistently, or have started from highly artificial initial
conditions (Clark et al. 2012).
In the present paper, we present initial results from
a study that attempts to combine a large-scale 3D model
of the dynamically evolving ISM with a detailed treatment
of the small-scale cooling physics and chemistry. Our goals
in this paper are to quantify how much CO-dark gas one
would expect to find in the ISM, to explore how the frac-
tion of molecular gas that is CO-dark varies as we change
the mean surface density of the galaxy or the strength of
its interstellar radiation field, and to better understand the
spatial distribution of the CO-dark molecular gas. In Sec-
tion 2, we introduce our numerical methods and discuss the
initial conditions that we use for our simulations. In Section
3, we analyse in depth the dark gas fraction, morphology,
molecular abundance and estimated CO emission for our
fiducial case based on the Milky Way galaxy. In Section 4,
we then compare to three simulations with different mean
surface densities and ambient radiations fields. Finally, in
Section 5 we discuss our results, and in Section 6 we give
our conclusions.
2 METHODS
2.1 Hydrodynamical model
We perform our simulations using the moving mesh code
arepo (Springel 2010). arepo is a novel hydrodynamical
code that attempts to combine the strengths of grid-based
Eulerian hydrodynamical codes and smoothed particle hy-
drodynamics (SPH). It solves the hydrodynamical equations
on an unstructured mesh, defined as the Voronoi tessella-
tion of a set of mesh-generating points that can move freely
with the gas flow. The freedom of movement of the mesh-
generating points allows the method to smoothly adjust its
resolution to account for local clustering, in a similar fash-
ion to SPH, while its use of a mesh allows high-order shock-
capturing schemes to be used, as in modern adaptive mesh
refinement (AMR) codes. The arepo mesh is adaptable and
can be refined to give improved mass resolution in regions of
interest. This allows the study of problems with an extreme
dynamic range, that are discontinuous, and involve fluid in-
stabilities, all while imparting no preferred geometry on the
problem. In addition, arepo has been shown to perform
much better than standard SPH for modelling highly mul-
tiphase flows (Sijacki et al. 2012) and subsonic turbulence
(Bauer & Springel 2012). These properties make arepo an
ideal tool for studying the formation of dense molecular gas
in galactic spirals. arepo also has the capability to include
magnetic fields (Pakmor et al. 2011) but in this first paper
we restrict ourselves to the hydrodynamic case.
2.2 Chemical model
The chemical evolution of the gas in our simulations is mod-
elled using the hydrogen chemistry of Glover & Mac Low
(2007a,b), together with the highly simplified treat-
ment of CO formation and destruction introduced in
Nelson & Langer (1997). Our treatment of the hydrogen
chemistry includes H2 formation on grains, H2 destruction
by photo-dissociation, collisional dissociation and cosmic ray
ionisation, collisional and cosmic ray ionisation of atomic
hydrogen and H+ recombination in the gas phase and on
grain surfaces (see Table 1 of Glover & Mac Low 2007a).
The evolution of the CO abundance is calculated using the
assumption that the CO formation rate is limited by an
initial radiative association step, and that the CO destruc-
tion rate is primarily due to photodissociation. Full details
of the combined network, and a discussion of how it com-
pares to other approaches in terms of accuracy and speed,
are given in Glover & Clark (2012a): the network used here
is the same as the NL97 model in that paper.
In our fiducial ‘Milky Way’ model and our ‘Low Density’
model (see Section 2.4 below), we assume that the strength
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and spectral shape of the ultraviolet portion of the interstel-
lar radiation field (ISRF) are the same as the values for the
solar neighbourhood derived by Draine (1978); note that this
corresponds to a field strength of 1.7 times the field strength
used by Habing (1968). We also consider a ‘Strong Field’
model, in which the radiation field strength is increased by
a factor of ten compared with this fiducial value, and a ‘Low
& Weak’ model, in which it is decreased by a factor of ten.
To treat the attenuation of the ISRF due to H2 self-
shielding, CO self-shielding, the shielding of CO by H2, and
by dust absorption, we use the TreeCol algorithm devel-
oped by Clark et al. (2012). This algorithm computes a 4pi
steradian map of the dust extinction and H2 and CO col-
umn densities surrounding each arepo cell, using informa-
tion from the same oct-tree structure that arepo uses to
evaluate gravitational interactions between cells. The result-
ing column density map is discretised onto Npix equal-area
pixels using the healpix algorithm (Go´rski et al. 2005). In
the simulations presented here, we set Npix = 48. To con-
vert from H2 and CO column densities into the correspond-
ing shielding factors, we use shielding functions taken from
Draine & Bertoldi (1996) and Lee et al. (1996), respectively.
These are pre-calculated by integrating over the adopted
ISRF, and so they can be simply scaled with the radiation
field strength in the simulations to find the relevant attenu-
ation factor for a given column density.
The original version of the TreeCol algorithm pre-
sented in Clark et al. (2012) considers all of the gas be-
tween the cell or particle of interest and the edge of the
computational volume when computing the column density
or the dust extinction. This is a reasonable choice if one is
interested in modelling an isolated molecular cloud (see e.g.
Glover & Clark 2012b), but in the large-scale simulations
presented here, it would lead to a substantial overestimate
of the column densities along lines of sight passing through
the mid-plane of the disc. To avoid this, we define a shield-
ing length Lsh = 30 pc, and when calculating our column
density and extinction maps, we include contributions only
from gas located at a distance L 6 Lsh from the arepo
cell of interest. Our choice of a value for 30 pc for Lsh is
motivated by the fact that in the solar neighbourhood, the
typical distance to the nearest O or B star is of order 30 pc
(Reed 2000; Ma´ız-Apella´niz 2001).
Finally, we account for cosmic ray ionisation of H and
H2. In our fiducial ‘Milky Way’ model, we adopt a rate ζH =
3×10−17s−1 for atomic hydrogen, and a rate twice the size of
this for molecular hydrogen. In our other models, we scale
the cosmic ray ionisation rates linearly with the strength
of the ISRF, under the assumption that the same massive
stars that power the UV field are also responsible, after their
deaths, for generating the cosmic rays. We therefore adopt
a cosmic ray ionisation rate in our ‘Strong Field’ simulation
that is ten times larger than in our ‘Milky Way’ simulation,
while in the ‘Low & Weak’ model, the rate is ten times
smaller.
2.3 Galactic potential
The final ingredient needed to study molecular cloud forma-
tion is a model for the galactic potential. For this we adopt
the approach of Dobbs (2006) and impose an analytical po-
tential representing a four-armed spiral upon a disc of gas
Table 1. Simulation parameters
Simulation Surface Density Radiation Field Strength
(M⊙ pc−2) (relative to Draine 1978)
Milky Way 10 1
Low Density 4 1
Strong Field 10 10
Low & Weak 4 0.1
without self-gravity. A logarithmic potential that produces a
flat rotation curve of v0 = 220 kms
−1 (Binney & Tremaine
1987) is combined with a potential for the outer halo from
Caldwell & Ostriker (1981). This is then perturbed by a
four-armed spiral component from Cox & Go´mez (2002).
The spiral potential has a pitch angle α = 15◦, and a pat-
tern speed of 2 × 10−8 rad yr−1, which corresponds to a
co-rotation radius of 11 kpc. The gas is therefore orbiting
faster than the spiral pattern in these simulations.
This scheme is of course an oversimplification that ne-
glects stellar feedback and the self-gravity of the gas. The
lack of stellar feedback means that we will have too many
molecular clouds in the simulation compared to models with
feedback (c.f. Hopkins et al. 2012). However, this will to
some extent be offset by the lack of gas self-gravity, which
will generally decrease the number of large clouds formed.
The absence of self-gravity is unlikely to be a major ob-
stacle in forming H2 and CO as the transition from atomic
to molecular gas occurs at number densities of about 1-100
cm−3, where the contribution from self-gravity is still small
compared to the global potential. Owing to the lack of stellar
feedback, we advise treating the total values of the H2 and
CO masses in our simulation with some caution. However,
we reproduce the morphology of a multiphase, filamentary,
spiral galaxy well and therefore believe that we have an ac-
curate picture of the ratio of CO to H2 across the disc. If
anything, our lack of feedback will lead us to underestimate
the amount of dark gas, as there will be more dense, fully-
molecular clouds that are bright in CO emission than there
would be if we were to include feedback.
2.4 Initial Conditions
The initial setup of each simulation is a torus of thickness
200 pc, inner radius 5 kpc, and outer radius 10 kpc. The
potential applied to the gas imparts a clockwise radial ve-
locity of 220 km s−1 and causes the gas to concentrate in
the disc mid-plane. We do not include the inner portion
of the disc, both for reasons of computational efficiency,
and also because the behaviour of gas in this region will
be strongly influenced by interactions with the galactic bar,
if one is present. In addition, we expect the interstellar ra-
diation field in this region to be significantly higher than
in the region we study in this paper. The disc composition
is initially fully atomic and we assume a carbon abundance
(by number) relative to hydrogen of 1.4 × 10−4, an oxygen
abundance of 3.2 × 10−4, and a dust to gas ratio of 0.01.
As the gas rotates in the potential, spiral structure develops
and molecules form in the dense gas.
We perform four simulations, with parameters as out-
lined in Table 1. The first of these is chosen to resemble the
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Figure 1. Top: Schematic diagram illustrating the refinement
scheme. The numbers in each section represent the mean mass of
gas in each arepo cell. The sections all rotate with the mean gas
motion at 7.5 kpc. We focus our analysis on the highly refined
4 M⊙ section after the galaxy has completed one and a half full
rotations. Bottom: Spatial resolution as a function of gas num-
ber density. Gas with a number density of 103 cm−3 or more is
resolved with a cell radius of better than 0.3 pc.
Milky Way. The initial gas surface density is 10 M⊙ pc
−2
and the strength of the UV field and the cosmic ray ioni-
sation rate is set to reasonable Galactic values, G0 = 1.7
Habing units and ζH = 3 × 10−17 s−1, respectively (Draine
1978; van der Tak & van Dishoeck 2000). The Low Density
simulation has the same radiation field but a lower gas sur-
face density, 4 M⊙ pc
−2. This is chosen to be representative
of a lower surface brightness galaxy. In the other two sim-
ulations, we explore the effects of varying the interstellar
radiation field. The Low & Weak simulation has a surface
density of 4 M⊙ pc
−2, but a UV field and cosmic ray ion-
isation rate that are an order of magnitude lower than in
the fiducial Milky Way simulation. Finally, the Strong Field
simulation has a surface density of 10 M⊙ pc
−2 and a UV
field and cosmic ray ionisation rate that are an order of mag-
nitude higher than the fiducial case.
In order to accurately model the formation of H2 and
CO, it is necessary to resolve individual molecular clouds
in some detail. This is done using the system of mass re-
finement within arepo. We select one section of the disc to
have a cell mass of 4M⊙, but for efficiency reasons limit the
cell mass to 1000M⊙ in the majority of the disc. Between
Figure 3. Total column density of hydrogen nuclei versus the
fractional H2 abundance in the Milky Way simulation. The plot-
ted points are a two dimensional histogram of the gas distribu-
tion with the blue points representing the least populated parts
of the distribution and purple the most. The H2 abundance as a
function of hydrogen column density is consistent with the Galac-
tic observations presented in Savage et al. (1977) (grey crosses),
Wolfire et al. (2008) (grey asterisks) and Gillmon et al. (2006)
(black diamonds), giving us confidence that we are resolving the
clumping of gas in the simulation sufficiently well to accurately
represent its chemical makeup.
the high resolution region and the lower resolution region
we have buffer zones in which the resolution is smoothly in-
creased from the lower value to the higher value. This avoids
any discontinuous jumps in the effective resolution of the
simulation. As the simulation evolves, the refined quadrant
rotates along with the gas at a radial velocity of 220 kms−1
centred on a point at a radius of 7.5 kpc in the middle of the
disc. The disc is then evolved for one and a half complete
rotations, so that all of the gas has undergone six passages
through the spiral features in the potential. This corresponds
to a time t = 261.1Myr after the beginning of the simulation.
By this stage, the gas has developed dense spiral arms and
complex filamentary structures. Figure 1 shows a cartoon
of this refinement process. We concentrate our analysis on
the most highly resolved section of the disc. Figure 1 also
shows the spatial resolution as a function of number den-
sity in this region. Gas with a number density greater than
n = 1000 cm−3, typical of gas in dense molecular clumps
(Bergin & Tafalla 2007), is resolved at spatial scales of ∼ 0.3
pc. A molecular cloud containing 104 M⊙ would be resolved
with 2500 cells in our model, which we will show in the next
section is sufficient to properly recover the H2 content of the
cloud.
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Figure 2. Map of total column density of hydrogen nuclei for the highly resolved section of the disc in the Milky Way simulation. The
gas has a range of morphologies, from dense spiral arms, to filamentary spurs, to diffuse inter-arm regions.
3 RESULTS FROM THE MILKY WAY
SIMULATION
3.1 Surface densities
In order to convert from the intrinsic 3D densities of the
simulation into surface densities that can be compared to
observations, we calculate the projected surface densities on
a 2000 by 2000 pixel grid oriented parallel to the plane of the
disc. The size of each individual pixel is therefore 3.5 pc by
3.5 pc. The column densities of Hi, H2, CO etc. associated
with each pixel can then be calculated simply by interpolat-
ing values from the arepomesh onto a series of rays oriented
perpendicularly to the grid cells and then integrating along
these rays. In regions of the disc dominated by cold, dense
gas, the actual resolution of our hydrodynamical simulation
can be much better than 3.5 pc, as Figure 1 demonstrates.
To ensure that any features missed by our gridding proce-
dure do not affect the results, we have calculated the pro-
jected surface densities for two 700 pc by 700 pc sub-regions
of the grid at ten times higher resolution (i.e. a pixel size
of 0.35 pc by 0.35 pc). The surface density distributions de-
rived from these fine grids are very similar to those found
within the same regions of our coarse grid, suggesting that
the results we present here are not particularly sensitive to
our gridding procedure.
As an example of the results we obtain from our stan-
dard grid, we show in Figure 2 a map of the total column
density in the high-resolution section of the Milky Way sim-
ulation. We see from the map that the gas exhibits very
different morphologies, ranging from dense spiral arms, to
filamentary spurs, to diffuse inter-arm regions. Each of these
regions has a different degree of shielding to the ambient ra-
diation field and consequently a different molecular hydro-
gen abundance.
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Figure 4. Map of H2 column density for the highly resolved section of the disc in the Milky Way simulation. H2 is predominantly found
in the spiral arms and in long filaments in the inter-arm regions.
Figure 3 shows the fractional abundance of molecu-
lar hydrogen relative to hydrogen in all forms as a func-
tion of column density. In this work, we define the frac-
tional abundance of H2 via the relationship fH2 ≡ nH2/n,
where nH2 is the number density of hydrogen molecules and
n ≡ 2nH2+nH+nH+ is the total number density of hydrogen
nuclei. With this definition, the maximum value of the frac-
tional abundance is fH2 = 0.5, corresponding to fully molec-
ular hydrogen. Between column densities of 1020 cm−2 and
1021 cm−2 the molecular hydrogen begins to self-shield and
its abundance rises dramatically. A similar jump in molec-
ular hydrogen abundance is seen observationally at similar
total column densities, as shown by Leroy et al. (2007) and
Wolfire et al. (2008).
Gnedin et al. (2009) presented a galactic scale model of
molecular hydrogen formation in which these observations
were used to calibrate a clumping factor, used to account
for small-scale, unresolved density fluctuations, and tuned
to ensure that the model matched observations. Our results
in Figure 3 are a good match to the observed transition
without us having to apply any calibration factors. There
is some suggestion in Figure 3 that our column densities
are slightly lower for a given value of fH2 than some of the
observational data (e.g. Savage et al. 1977). However, these
observations were taken along long sight-lines within the
galactic disc which will have higher column densities than in
our face-on disc. The observations of Gillmon et al. (2006)
along sight-lines perpendicular to the disc (shown by the
bold diamonds in Figure 3) are in good agreement with our
data. This gives us confidence that the small-scale galactic
structure is sufficiently resolved to accurately describe its
chemical makeup.
Figure 4 shows the column density of molecular hydro-
gen in the highly resolved disc segment. Molecular hydrogen
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Figure 5. Map of the CO/H2 column density ratio in the highly
resolved segment of the Milky Way simulation. CO is predom-
inantly found in the spiral arms and does not trace the more
diffuse H2 in the inter-arm regions well.
is predominantly present in the spiral arms, but there is also
molecular gas in inter-arm spurs and in the inner regions of
the disc. In the inter-arm regions molecular hydrogen is often
found in long filaments that were originally spurs connected
to the spiral arms but that were sheared off as the disc ro-
tated. Figure 5 shows the ratio of H2 to CO column densities
in the gas. There is considerable variation in the abundance
of CO. In particular, the long inter-arm filaments, which
are so apparent in Figure 4, are much less visible in CO.
This can be attributed to their narrow filamentary geome-
try being inefficient at shielding the gas from the ambient
radiation field. Due to the low abundance of CO in these
regions, the molecular gas there is likely to appear ‘dark’ in
observations of CO emission.
3.2 The relationship between CO and H2 column
densities
Although our simulations provide us with information on the
full 3D distributions of the H2 and CO abundances, in gen-
eral these are not observable quantities. For comparison with
observations, it is more useful to examine the correlation
between the H2 and CO column densities, and the column-
averaged abundance of CO relative to H2, ZCO = NCO/NH2 .
The left panel of Figure 6 shows the relation between
NH2 and NCO in our fiducial Milky Way simulation. At high
H2 column densities (NH2 > 10
21 cm−2), our simulations
produce slightly more CO than predicted by Sheffer et al.
(2008) from their measurements of UV absorption. In part,
this is due to our use of the Nelson & Langer (1997) chemi-
cal network, which tends to overproduce CO in dense clouds
(Glover & Clark 2012a), but it should also be noted that the
Sheffer et al. (2008) observations also include some upper
limits. At lower column densities, we see that an increasingly
large discrepancy develops between the observed and simu-
lated CO column densities: there seems to be considerably
more CO present in the actual diffuse ISM than is produced
in our models. This discrepancy is not unique to our model
– other authors have previously discussed the difficulties in-
volved in reproducing the observedNCO–NH2 relationship at
low NH2 with standard PDR models (see e.g. the detailed
discussion in Sonnentrucker et al. 2007), a problem which
may point to the importance of non-thermal chemistry in
these regions (Zsargo´ & Federman 2003; Sheffer et al. 2008).
Fortunately, we see large differences between our results and
the Sheffer et al. (2008) observations only for CO column
densities NCO < 10
15 cm−2. At column densities typical of
molecular clouds we reproduce well the findings of an syn-
thesis of dark cloud observations by Federman et al. (1990).
Since gas at low column densities will not produce significant
CO emission, the fact that we underestimate the amount of
CO present at these columns should not strongly affect the
results we derive later for the dark gas fraction.
In the right panel of Figure 6, we show how ZCO be-
haves as a function of the H2 column density. At low column
densities, the abundance is much lower than the value of
∼ 10−4 commonly assumed for GMCs. As can be seen from
the scatter in the distribution of ZCO at H2 column den-
sities of around 1020 cm−2, there is considerable variability
in this column density regime. Similar regional variability
in CO abundances has been seen in diffuse gas clouds by
Liszt & Pety (2012).
3.3 CO emission and XCO
Generating full synthetic images of the CO emission pro-
duced by the gas in our simulations with a resolution that is
well matched to our hydrodynamical resolution is a very
challenging computational problem that lies outside the
scope of this initial study. Nevertheless, in order to properly
identify CO-dark gas, we clearly need to have some idea of
where the bulk of the CO emission is produced. We have
therefore chosen to make use of a simplified curve-of-growth
approach (see e.g. Pineda et al. 2008; Glover & Mac Low
2011). This is not full radiative transfer, but it does al-
low us to estimate the velocity-integrated intensity in the
J = 1→ 0 line of CO.
We begin by estimating the mean temperature of the
CO-emitting gas in each pixel of our grid by computing a
simple CO abundance-weighted average of the temperatures
of the arepo cells contributing to that grid point:
TCO =
n∑
i=0
TiACO,i
n∑
i=0
ACO,i
, (1)
where ACO,i and Ti are the fractional abundance of CO and
the temperature in cell i, respectively. Note that as we are
using a refinement scheme that attempts to keep the mass in
each arepo cell constant, this abundance-weighted average
is essentially equivalent to an average weighted by the mass
of CO in each cell.
Next, we need to relate the excitation temperature of
the CO to TCO. For simplicity, we assume that the CO is in
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Figure 6. Relationship between NH2 , NCO and ZCO in the Milky Way simulation. The plotted points are a two dimensional histogram
of the gas distribution, with the blue points representing the least populated parts of the distribution and orange the most densely
populated. The crosses show observations by Sheffer et al. (2008) of NCO along diffuse sight lines, and the solid line shows a fit to a
synthesis of NCO observations in dark clouds by Federman et al. (1990). At low column densities there is considerable local variation in
the amount of CO present in the gas, as shown by the large scatter in the distributions at these column densities.
local thermodynamic equilibrium (LTE), with an excitation
temperature Tex = TCO. This is a reasonable assumption for
our high column density sight-lines, as these primarily probe
regions with high gas densities and high optical depths in
the CO lines. Along more diffuse sight-lines, however, our
assumption leads to us overestimating the excitation tem-
perature. For example, Burgh et al. (2007) found an aver-
age excitation temperature of Tex = 4.1 K along diffuse CO
sight-lines in the Milky Way. This is significantly lower than
the gas temperature, which in our simulations has a typical
CO-weighted value of TCO = 25 K for CO column densities
in the range 1015 < NCO 6 10
16 cm−2. Such an assumption
would have the effect of increasing the emission and would
therefore make our derived dark gas fraction a conservative
estimate. However, as we will see later, our results are not
particularly sensitive to this choice.
The next step in producing our synthetic images in-
volves estimating the optical depth in the CO J = 1 → 0
line. This is related to the CO column density via
τ10 =
A10c
3
8piν310
g1
g0
f0
[
1− exp
(−E10
kTex
)]
NCO
∆v
(2)
where A10 is the spontaneous radiative transition rate for
the J = 1 → 0 transition, ν10 is the frequency of the tran-
sition, E10 = hν10 is the corresponding energy, g0 and g1
are the statistical weights of the J = 0 and J = 1 levels,
respectively, and f0 is the fractional level population of the
J = 0 level. We take values for A10 and ν10 from the Leiden
Atomic and Molecular Database (LAMDA) (Scho¨ier et al.
2005). Our assumption that the CO molecules are in LTE
means that f0 is given by the simple expression f0 = 1/Z(T ),
where Z is the partition function of the CO molecule. Fi-
nally, following the arguments presented in Bolatto et al.
(2013) we obtain an estimate of the velocity dispersion of
the gas from the virial theorem. Observations of CO-bright
molecular clouds show that they frequently have velocity
dispersions close to those that they should have in virial
equilibrium, although one cannot necessarily conclude from
this that the clouds actually are in equilibrium (see e.g.
Ballesteros-Paredes 2006). Our simulated clouds clearly are
not in virial equilibrium, since our simulations do not in-
clude the effects of self-gravity. Nevertheless, a virial esti-
mate should still give us a reasonable guide to the expected
velocity dispersion of the gas. We therefore assume that
∆v =
√
GM/5rpix, where rpix is the radius of the arepo
pixel. For the dense, highly molecular gas this results in
typical values of around 3 kms−1, which are similar to the
values used in Glover et al. (2010) for dense clouds. As we
will see shortly, varying this number by a factor of a few
would not significantly change our results. For a tempera-
ture of T = 10 K, typical of cold molecular gas, and for a
velocity of 3 kms−1, we find that the CO becomes optically
thick at a CO column density NCO ∼ 2× 1016 cm−2.
Finally, once we have τ10, we compute WCO using the
curve-of-growth method of Pineda et al. (2008), which re-
lates the integral of the photon escape probability β(τ ) to
the integrated CO intensity:
WCO = 2TCO∆v
∫ τ10
0
β(τ )dτ. (3)
We approximate β(τ ) by assuming that it is the same as for
a plane-parallel, uniform slab (Tielens 2005):
β(τ ) =
{
[1− exp(−2.34τ )]/4.68τ if τ 6 7
(4τ [ln(τ/
√
pi)]1/2)−1 if τ > 7
We integrate the escape probability for each grid cell from
zero to its optical depth and derive the estimated value of
WCO associated with each value of NCO and NH2 .
In Figure 7, we present the final synthetic image of
WCO, overlaid on a map of the H2 column density. We show
only the emission from regions with integrated intensities
WCO > 0.1K km s
−1, corresponding approximately to a typ-
ical detection sensitivity for large-scale CO mapping. We
CO-dark gas in the Milky Way 9
Figure 7. Morphology of the molecular gas in our Milky Way simulation. The greyscale background image shows the H2 column density
(c.f. Figure 4), while the purple points show the strength of the CO velocity-integrated intensity, WCO, estimated as described in the
text. Many of the clouds in the inter-arm region have no portions with integrated intensities above 0.1 K km s−1 and thus would appear
entirely ‘dark’ in CO observations.
see that the spatial distribution of the CO emission is well-
correlated with the H2 in the dense spiral arms. However, in
the inter-arm regions there are large clouds of H2 that are
not well traced by CO. We will return to this point later, in
Section 3.5.
Using our map of the integrated intensity, it is also
possible to calculate the CO-to-H2 conversion factor XCO
=NH2/WCO for each cell. Figure 8 showsWCO as a function
of NH2 , with the solid line showing what we would obtain if
we simply adopted the standard Galactic value of XCO,gal =
2×1020 cm−2K−1km−1s in each pixel (Bolatto et al. 2013).
We see that on a pixel-by-pixel basis, the distribution of
integrated intensities differs greatly from the simple esti-
mate NH2/XCO,gal. At low H2 column densities, there is
much less emission than this estimate predicts, owing to
the influence of CO photodissociation, while at high H2 col-
umn densities, the emission is suppressed by the high CO
line opacity. Similar results have previously been found for
small-scale cloud models (see e.g. Shetty et al. 011b) and
for observations of individual GMCs (see e.g. Pineda et al.
2008; Lee et al. 2014), underscoring the fact that XCO only
becomes a meaningful quantity when one averages the emis-
sion and the H2 column density on scales comparable to or
larger than the typical size scale of individual GMCs (see
also the discussion of this point in Bolatto et al. 2013). In-
deed, if we average the emission and the H2 column density
over our high-resolution region everywhere WCO is poten-
tially observable (i.e. wherever WCO > 0.1Kkm s
−1), we
obtain a value XCO = 2.2×1020 cm−2K−1km−1s, very close
to the fiducial Milky Way value. This estimate of XCO is
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Figure 8. Integrated intensity in the J = 1 → 0 line of CO,
WCO, as a function of NH2 in our Milky Way simulation. The
points are a 2D histogram of the gas distribution with blue rep-
resenting the least populated part of the distribution and orange
the most. The solid line shows what would be expected if the
value on small scales was simply the canonical Galactic value
of XCO = 2.0× 10
20 cm−2K−1km−1s. The actual mean value is
only slightly larger than this, XCO = 2.2×10
20 cm−2K−1km−1s,
but there is clearly significant small-scale variation in the value
of XCO.
probably the most appropriate to compare with observa-
tional determinations of the same value, as these are typ-
ically made using observations of CO-bright clouds, where
both the H2 column density and the CO integrated intensity
can be determined. If we instead average over all of the gas
in our high-resolution region, including the CO-dark clouds,
we obtain a larger value, XCO = 3.9×1020 cm−2K−1km−1s.
3.4 Quantifying the dark gas fraction
To quantify the amount of CO-dark molecular gas in our
simulations, we define a dark gas fraction
fDG(x) =
MxH2
MCOH2 +M
x
H2
, (4)
where MxH2 is the mass of CO-dark H2 with emission be-
low an intensity of x = WCO, and M
CO
H2
is the mass of
CO-bright H2 above this threshold. Our dark gas fraction
therefore is the ratio of the CO-dark molecular gas to the
total molecular gas. This definition is equivalent to that used
in Wolfire et al. (2010), but differs from that used by some
other authors, who define the dark gas fraction relative to
the total gas mass (i.e. the sum of the atomic and molecular
masses).
Clearly, in order to compute fDG, we need to be able to
distinguish between CO-dark and CO-bright gas. However,
it is not immediately obvious how to do this: how faint does
the CO emission from a cloud of gas need to be before we
call that gas CO-dark? In our analysis, rather than adopting
an arbitrary emission threshold for distinguishing between
Figure 9.Dark gas fraction as a function ofWCO. Approximately
42% of the total molecular gas mass is found in regions with
WCO 6 0.1 K km s
−1.
CO-dark and CO-bright gas, we have instead computed fDG
as a function of the choice of threshold (x). The results are
plotted in Figure 9. We see from the Figure that in practice,
the value we derive for fDG is not particularly sensitive to
our choice of threshold, provided that we take a threshold
WCO,th < 10K km s
−1. We find that 42% of the total molec-
ular mass is found in regions with very little CO emission
(integrated intensities WCO < 0.1 K km s
−1) and thus the
dark gas fraction in the disc is fDG = 0.42.
1
Around 55% of the total molecular gas mass in the sim-
ulation is found in bright regions with high CO integrated in-
tensities,WCO > 10K km s
−1, corresponding to giant molec-
ular clouds. Only a few percent of the total molecular gas
mass is found in regions with integrated intensities in be-
tween these two limits, and so our choice of threshold has
little influence on our results, provided that it lies some-
where in this range. In addition, this behaviour means that
our derived dark gas fractions have little sensitivity to errors
of a factor of a few in WCO, and so even though our deter-
mination of the integrated intensities is highly approximate,
our results for fDG should be robust.
We have also examined how the H2 in our simulations is
distributed as a function of CO column density (Figure 10).
Figure 10 shows that there are two distinct regimes, an ini-
tial smooth increase up to CO column densities of a few
times 1017 cm−2, and then a rapid increase once we reach
the AV > 1 regime where CO becomes abundant.
3.5 The morphology of the dark gas
As well as allowing us to quantify the amount of CO-dark
molecular gas we expect to find in the solar neighbourhood,
our simulations also allow us to examine how this gas is
1 Proving once again that the answer to everything is 42 (Adams
1979).
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Figure 10. Dark gas fraction as a function of the CO column
density, NCO. Half of the molecular gas is found in regions with
NCO 6 6.5× 10
16 cm−2.
distributed spatially. One obvious hiding place of this gas is
in dark envelopes surrounding CO-bright molecular clouds.
Wolfire et al. (2010) used a spherical PDR model to quantify
the amount of molecular gas that could be located in these
envelopes and found that it could account for as much as
30% of the mass of a typical GMC. Our simulations also find
CO-dark H2 in the immediate vicinity of CO-bright clouds,
but in addition, they show that a significant amount of CO-
dark H2 is located in extended filaments with lengths of tens
to hundreds of parsecs, located in the inter-arm regions of
our simulated disc and inclined at a roughly 45◦ angle to
the main spiral arms (Figure 7). These filaments are created
when denser gas clumps are sheared out by the differential
rotation of the disc following their passage through the spiral
arm (see e.g. Dobbs & Bonnell 2006; Bonnell et al. 2013).
The CO-dark regions have characteristic H2 column
densities in the range 1020cm−2 < NH2 < 10
21cm−2, too low
to allow them to retain much CO (c.f. Figure 6). Figure 11
shows a close up view of the CO-bright and dark regions in
a spiral arm and spur, and Figure 12 shows the same for an
inter-arm filament. While in spherical PDR codes the CO-
dark gas naturally forms a uniform ‘skin’ surrounding the
cloud, Figures 11 and 12 show that the CO-dark cloud en-
velopes do not necessarily trace the outline of the CO-bright
clouds that they surround. Particularly in the inter-arm re-
gions, the dark gas is itself filamentary and can extend far
beyond the boundaries of any CO-bright cloud which it en-
velopes.
The geometry of the gas shown in Figure 12 makes it
more susceptible to dissociation since it will be easier for ra-
diation to penetrate the cloud along the short axes of the fil-
ament. Compared to a spherical cloud of the same mass and
mean density a filamentary cloud has a greater surface to
volume ratio which increases the difficulty of achieving a suf-
ficient column to shield the CO. Many of the longer filaments
do have CO-bright regions close to their centres, but some
remain CO-dark throughout. Absorption line measurements
probing the ends of these structures would probably char-
acterise them as diffuse molecular clouds (Snow & McCall
2006), while their central regions would be visible in CO
emission and would be classified as dense molecular clouds,
even though in reality both regions are part of the same
physical structure.
It has become increasingly obvious over the last few
years that long filamentary molecular clouds are a com-
mon feature in the Milky Way (e.g. Henning et al. 2010;
Tackenberg et al. 2013; Contreras et al. 2013; Ragan et al.
2014). A good example of such a cloud is the “Nessie” fila-
ment (Jackson et al. 2010), which has a length of at least 80
pc and is thought to coincide with spiral structure. Recent
observations by Li et al. (2013) have found an even larger
∼ 500 pc filamentary ‘wisp’ of molecular gas that has a
coherent velocity structure. Observations of external disc
galaxies find similar features. For example the PAWS sur-
vey of CO emission in M51 (Schinnerer et al. 2013) shows
long filaments and spurs coming out of the spiral arms. Our
simulations show that such long filaments are even more
prevalent and extended in the CO-dark molecular gas than
in the visible molecular material. Therefore observations of
CO-emitting filaments may probe just small parts of larger
diffuse filaments many hundreds of parsecs in length.
4 SIMULATION COMPARISON
Having examined in detail the Milky Way simulation we
now turn our attention to the remaining simulations to see
how they differ. In Figures 13 and 14 we show maps of the
total column density, the H2 column density, and the CO
integrated intensity for each of our four simulations. In the
Low Density run, which has the same ISRF as our fidu-
cial Milky Way run, but a mean gas surface density of only
4M⊙ pc
−2 (compared to 10M⊙ pc
−2 in the Milky Way run),
significantly less H2 is formed. The CO emission in this sim-
ulation is located almost entirely within the spiral arms,
with little emission coming from the inter-arm regions. In
the Low & Weak simulation, in which the surface density is
the same as in the Low Density run, but the strength of the
ISRF is reduced by a factor of ten, we find a lot more diffuse
H2 and more bright CO emission from the spiral arms, but
we still do not see significant emission from the inter-arm
regions. Finally, in the Strong Field simulation, which has
the same surface density as our Milky Way simulation, but
an ISRF that is a factor of ten stronger, we find little H2
or CO outside of the very densest gas. In this simulation,
the transition between dense shielded material and the out-
side is very sharp and the diffuse structure of the disc has
a smoother density distribution due to its generally higher
temperature.
In Figure 15, we show how the total gas mass and
the mass of H2 are distributed as a function of the frac-
tional H2 abundance, AH2 . In our fiducial Milky Way sim-
ulation, we see that around half of the total mass is in
molecular-dominated regions with AH2 > 0.25 (i.e. regions
in which there is more H2 than Hi). If we focus instead on
the proportion of the total disc mass in a single phase we
find that 43% of the gas is predominantly atomic hydrogen
(AH2 < 0.1), 32% of the gas is predominantly molecular hy-
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Figure 11. Close-up view of the H2 column density and CO integrated intensity produced in a spiral arm and an associated spur.
Figure 12. Close-up view of the H2 column density and CO integrated intensity from a region containing inter-arm filaments.
drogen (AH2 > 0.1), and 25% has a mixture of atomic and
molecular hydrogen. It is perhaps interesting to note that
there is growing observational evidence for the presence of
this mixed component in the real ISM, coming from Herschel
observations of molecular ions such as OH+ and H2O
+ (see
e.g. Neufeld et al. 2010). However, if we look at the distri-
bution of the H2 mass, then we find, not unexpectedly, that
a large fraction is located in regions with high AH2 . Around
50% of the total molecular mass is located in regions with
AH2 > 0.45 (corresponding to gas that is more than 90%
molecular), while only a little over 10% is located in regions
where the majority of the gas is atomic.
Figure 15 also shows the gas mass distribution for our
three comparison simulations. The High Field and Low Den-
sity simulations both have extremely high atomic gas frac-
tions of ∼ 88% and ∼ 75% respectively due to the difficulty
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Figure 13. Column density maps of the four simulations. Top left : the fiducial Milky Way run. Top right : the Low Density run. Bottom
left : the Strong Field run. Bottom right : the Low & Weak run. Both the average surface density of the disc and the strength of the
ambient ISRF affect the morphology of the clouds in the disc.
of forming H2 in diffuse or highly irradiated gas. The Low
& Weak simulation has a similar behaviour for the total gas
mass abundance as the Milky Way simulation, but has a
slightly lower atomic gas fraction ∼ 20%. In a similar man-
ner to the Milky Way simulation most of the mass in molec-
ular hydrogen is at high abundances in the High Field and
Low & Weak simulations. The exception to this behaviour
is the Low Density simulation in which there is an almost
linear increase in the total H2 mass below a given AH2 . In
all cases there is a non-negligible fraction of the gas which
is only partially molecular. This partially molecular phase is
typically at lower column densities than the fully molecular
gas and therefore more likely to be CO-dark.
In Figure 16, we examine how the dark gas fraction
varies as a function of NCO and WCO in our four simula-
tions. We see that the Milky Way simulation has the low-
est dark gas fraction of the four simulations, regardless of
whether we use a column density threshold or integrated in-
tensity threshold to define the dark gas. In all four of the
simulations, we see similar behaviour for fDG: it initially
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Figure 14. Maps of the CO integrated intensity for the same four simulations as in Figure 13. (Top left : the Milky Way run. Top right :
the Low Density run. Bottom left : the Strong Field run. Bottom right : the Low & Weak run). The grayscale background image shows
the H2 column density, NH2 , as in Figure 7. In the low surface density cases, there is essentially no CO emission from the inter-arm
regions and very little H2 is located there.
rises slowly with increasing NCO or WCO, before suddenly
rising more abruptly once we reach the conditions corre-
sponding to CO-bright GMCs. Increasing the radiation field
strength or decreasing the mean surface density of the disc
makes it easier to photodissociate the CO and hence leads
to a higher dark gas fraction. On the other hand, if we de-
crease the mean surface density but at the same time lower
the radiation field strength, as in our Low & Weak simu-
lation, we see that the two effects largely cancel and that
the dark gas fraction is not very different from the value in
our fiducial Milky Way simulation. In Table 2, we give the
values of fDG that we derive if we take a CO column den-
sity threshold NCO = 10
16 cm−2 or an integrated intensity
threshold WCO = 0.1 Kkms
−1. In the Milky Way, adopt-
ing this threshold means that we miss ∼45% of the H2, but
we see that in other galaxies with lower surface densities or
higher radiation fields, we can easily miss much more of the
H2.
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Figure 15. The fraction of the total gas mass, and the total H2 mass, in each simulation below a given H2 abundance AH2 . In all the
simulations a substantial fraction of the gas is partially molecular.
Comparison of the results of the four runs also shows
us that the dark gas fraction is far more sensitive to the
mean surface density of the disc, and hence the characteristic
surface density of the clouds that form in the disc, than it is
to the strength of the interstellar radiation field. Changing
the surface density by a factor of 2.5 has a greater effect on
fDG than changing the strength of the ISRF by a factor of
ten. This behaviour has a simple explanation in terms of the
microphysics of CO photodissociation. We can write the CO
photodissociation rate as a function of the visual extinction
of the gas as
Rpd = Rpd,thin exp(−γAV), (5)
where Rpd,thin is the CO photodissociation rate in optically
thin gas, AV is the visual extinction, γ = 2.5 for the treat-
ment of CO photodissociation used in our simulations, and
where, for simplicity, we have ignored the effects of CO
self-shielding. Changing the strength of the ISRF changes
Rpd,thin by the same amount and hence Rpd varies linearly
with the radiation field strength. On the other hand, altering
the mean surface density of the gas leads to changes in the
mean visual extinction of the clouds that form, and hence
can lead to exponential changes in Rpd.
Finally, it is interesting to look at how the globally-
averaged CO-to-H2 conversion factor varies as we alter the
simulation parameters. We list in Table 2 the values of XCO
that we have calculated for all four of our simulations. As
before, we calculate two values of XCO, one for the gas where
CO is visible (WCO > 0.1 K km s
−1), and another for all of
the gas (including the CO-dark molecular and atomic gas).
In all cases the value of XCO calculated using the entirety
of the gas is higher than the value of XCO using only the
regions where there is visible CO emission. The discrepancy
between the two values increases in the simulations with
a greater dark gas fraction. When considering the value of
XCO in the CO-bright gas, XCO is marginally lower than the
Milky Way simulation in the Low Density simulation due to
the lower column density of H2, andXCO is lower in the High
Field simulation due to the brighter emission from hotter
CO. In the Low & Weak simulation the competing effects of
a lower H2 column density and lower CO gas temperature
cancel each other out to give a similar value of XCO to the
Milky Way simulation.
5 DISCUSSION
5.1 Comparison with previous work
Previous theoretical work on quantifying the CO-dark
molecular gas fraction has been limited to studies of individ-
ual clouds. Wolfire et al. (2010) used PDR models of spher-
ical clouds to determine how much H2 could be located in
the CO-dark cloud envelope. Using the same definition of
the dark gas fraction as in our present study, they derived
a value fDG ≃ 0.3, with little dependence on cloud mass
or radiation field strength, for clouds with mean extinctions
characteristic of observed GMCs. They also showed that fDG
for a given cloud is a strong function of the mean extinction
of the cloud, rising dramatically as this decreases. This fact
likely explains the difference between the dark gas fraction
we measure in our fiducial simulation, fDG = 0.42, and the
Wolfire et al. (2010) value of 0.3 for GMCs. In our Milky
Way simulation, a significant amount of the total H2 con-
tent of the gas is located in long filamentary clouds in the
interarm regions that because of their geometry have low ef-
fective visual extinctions, and hence high dark gas fractions.
When we globally average fDG, we include these clouds as
well as the CO-bright GMCs, and hence naturally recover a
higher value for fDG.
Another interesting difference between our results and
the Wolfire et al. (2010) results is that we find the globally-
averaged fDG to be sensitive to the radiation field strength,
rising to fDG = 0.62 in our Strong Field run, whereas
Wolfire et al. (2010) find little or no dependence of fDG on
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Figure 16. Cumulative plots of H2 mass as a function of NCO (left) or WCO (right) for our four simulations. The Milky Way simulation
has the lowest dark gas fraction, which suggests that the dark gas fraction might be higher in external galaxies with a lower surface
density or higher ambient radiation field.
Table 2. Dark gas fractions and mean CO-to-H2 conversion factors for our four simulations.
Simulation Dark Gas Dark Gas XCO (CO bright) XCO (All gas)
(NCO 6 10
16 cm−2) (WCO 6 0.1Kkms
−1) [cm−2K−1 km−1 s] [cm−2K−1 km−1 s]
Milky Way 46% 42% 2.28× 1020 3.91 × 1020
Low Density 90% 85% 1.92× 1020 1.31 × 1021
Strong Field 66% 62% 1.48× 1020 3.89 × 1020
Low & Weak 51% 45% 2.20× 1020 3.96 × 1020
the radiation field strength. We can understand this devia-
tion if we compare the column density distributions in our
Milky Way and Strong Field simulations (Figure 13). In-
creasing the radiation field strength leads to an increased
photoelectric heating rate in diffuse gas, and hence changes
the relative abundance of gas in the cold neutral medium and
warm neutral medium phases. Additionally, we also include
increased cosmic ray ionisation in our Strong Field case. Al-
though direct heating of the diffuse gas by the cosmic rays
is unimportant in comparison to photoelectric heating, the
increased ionisation that they provide increases the photo-
electric heating efficiency, further boosting the amount of
warm gas. As a result, fewer massive dense clouds form in
our Strong Field simulation. Therefore, although the dark
gas fraction of these dense clouds probably does not change
significantly with the increase in radiation field strength
(see also Clark & Glover, in prep.), the global average does
change, as more of the H2 is now located in lower density,
low AV clouds with high dark gas fractions.
Observationally, several attempts have been made to
constrain fDG. For example, Grenier et al. (2005) used large-
scale maps of Hi and CO emission, dust emission and extinc-
tion, and γ-ray emission (which traces the total gas column
density) to show that there was a significant fraction of gas
that was traced in dust emission and absorption and in γ-ray
emission, but that was not seen in either Hi or CO emission.
They estimated the total mass in this dark fraction to be
50–100% of the mass in CO-bright clouds. Adopting our
definition of fDG, this corresponds to values in the range
fDG = 0.33 to fDG = 0.5, in good agreement with the value
of fDG = 0.42 that we find in our Milky Way simulation.
The Planck collaboration also investigated the dark gas
fraction by constructing an all-sky map of dust temperature
and optical depth and correlating this with Hi and CO emis-
sion. An excess in dust emission compared to these tracers
was interpreted as belonging to CO-dark gas, with a mass
at high Galactic latitudes that was 118% times that of the
CO-bright gas (Planck Collaboration et al. 2011). Using our
definition of fDG (which differs from that used in their pa-
per), this corresponds to fDG = 0.54, somewhat higher than
the value we derive from the Milky Way system. However,
a direct comparison with our results is hampered by the
fact that they do not consider clouds close to the Galac-
tic mid-plane, which we might reasonably expect to have
higher surface densities than high-latitude clouds. Another
dust-based study was carried out by Paradis et al. (2012),
but using dust extinction maps instead of the Planck far-
infrared maps. They found an even higher dark gas fraction
of fDG = 0.62, but again considered only high Galactic lat-
itudes (|b| > 10◦). They also showed that the dark gas frac-
tion appeared to be significantly larger in the inner Galaxy
(fDG = 0.71) than in the outer Galaxy (fDG = 0.43).
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Figure 17.Dark gas fraction, fDG, as a function of galactocentric
radius in the Milky Way simulation (solid line). The red dashed
line shows the mean molecular hydrogen column density NH2
at the corresponding radius and the blue dotted line shows the
contribution to NH2 from gas that is CO-dark. The dark gas
fraction is anti-correlated with NH2 .
One drawback of these observations is that they pro-
vide information only on the projected (i.e. line-of-sight av-
eraged) value of fDG. However, as Figure 7 makes plain,
we expect there to be considerable spatial structure present
in the dark gas distribution: the value will be much higher
in inter-arm regions and consequently will be smaller than
the globally-averaged value inside the spiral arms. We can
see this more clearly if we plot fDG as a function of radius
for our Milky Way simulation (Figure 17). In the low sur-
face density regimes, NH2 and the dark gas surface density
are almost identical and the dark gas fraction can be of or-
der unity. At higher column densities, the dark gas fraction
drops: for example, the spiral arm situated at a radius of
around 7 kpc only has a dark gas fraction of between 10 and
20 percent. In general the dark gas fraction is anti-correlated
with NH2 . A similar finding that the fraction of dark gas is
higher in diffuse molecular clouds has also been found ob-
servationally by Langer et al. (2014).
An observational approach that allows one to look for
structures in the distribution of fDG involves using [Cii]
emission as a tracer of CO-dark gas. Pineda et al. (2013)
use the GOT C+ (Galactic Observations of Terahertz C+)
survey (Langer et al. 2010) to study the distribution of
[Cii] emission in the Milky Way. This survey consists of
500 evenly distributed lines-of-sight in the Galactic plane
that were observed at 158µm using the HIFI instrument
(de Graauw et al. 2010) on board the Herschel space tele-
scope (Pilbratt et al. 2010). By correlating the detected [Cii]
emission with complementary maps of Hi and CO emission,
Pineda et al. (2013) were able to identify regions with ex-
cess [Cii] emission that could not be explained by emission
from atomic clouds or CO-bright molecular clouds. They
interpreted this excess emission as coming from clouds of
CO-dark molecular gas.
Averaged over their whole survey, Pineda et al. (2013)
find a dark gas fraction fDG ≃ 0.30. However, they also show
that fDG varies substantially with Galactocentric distance:
withinRG = 3kpc of the Galactic centre it is essentially zero,
whereas by the time we reach RG = 10 kpc, fDG ≃ 0.6–0.8.
They hypothesise that this trend is due to the influence of
the Galactic metallicity gradient – clouds with similar col-
umn densities in the inner and outer Galaxy will have differ-
ent mean extinctions and hence different dark gas fractions.
Nevertheless, it should be noted that their finding of a low
fDG in the inner Galaxy and a high fDG in the outer Galaxy
seems to be in contradiction with the results of Paradis et al.
(2012) discussed above, who find the opposite. Pineda et al.
(2013) also present some evidence for smaller-scale varia-
tions in fDG, although these variations do not appear to be
nearly as large as those we see in Figure 17. One possible ex-
planation for why we see much larger variations in fDG than
are seen in the real data is that we assume that the strength
of the interstellar radiation field is constant throughout our
simulated disc. In reality, one would expect it to be stronger
in the spiral arms, close to the sites of massive star for-
mation, and weaker in the inter-arm regions. That said, it
is also possible that the Pineda et al. (2013) measurements
may systematically underestimate the dark gas fraction in
inter-arm regions if a significant fraction of the dark gas is
too cool to emit in [Cii].
In summary, the results of our Milky Way simulation
appear to agree reasonably well with local determinations
of fDG and with previous theoretical work. We do not re-
cover the correlation between fDG and Galactocentric radius
reported by Pineda et al. (2013), but as our disc has a con-
stant metallicity and constant mean surface density, unlike
the real Milky Way, we would not expect to be able to re-
produce this feature.
5.2 Sources of Uncertainty
There are a number of potential uncertainties in our simu-
lations. As we have already discussed, we assume a uniform
interstellar radiation field, but this assumption is obviously
false on small scales, particularly close to regions of mas-
sive star formation. On large scales, however, this should
be a reasonable approximation provided that we consider a
region within a few kpc of the Solar Galactocentric radius
(Wolfire et al. 2003). Another simplification is that we have
assumed a constant shielding length of 30 pc between the gas
and the radiation source in all the simulations. If the star for-
mation density were constant, one could suppose that this
distance should be smaller for higher field strengths, and
larger for lower field strengths. Alternatively, if the star for-
mation is primarily clustered, and the cluster mass increases
with star formation rate, a constant shielding length would
remain a reasonable approximation. Even in the Milky Way
there may be some cause to doubt this assumption, as the
shielding length might be shorter in the spiral arms. Since
these simulations are too computationally expensive to do
a full parameter study, our constant shielding length repre-
sents a reasonable first estimate of what the local shielding
may be.
We also assume a constant metallicity and dust-to-gas
ratio, whereas the Milky Way galaxy has a slight metallic-
ity gradient with Galactocentric radius. Luck et al. (2011)
find that the iron distribution can be fit by the relationship
[Fe/H] = −0.055RG + 0.475 in dex, where RG is the Galac-
tocentric radius in kpc. For the radii included in our model,
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this equates to a range of 0.2 to -0.075 dex which does not
substantially fall below the assumed solar metallicity. In fu-
ture works we plan to address how metallicity affects the
dark gas fraction in more detail.
Further uncertainties stem from the fact that our model
is an idealised treatment of the galaxy which uses an external
potential to produce tightly wound spiral arms and does not
include the effects of gas self-gravity or stellar feedback. We
expect the effects of these additional processes to cancel out
to some extent, as a plausible explanation for why the star
formation efficiency of the Galaxy is so low is that the energy
input from stellar feedback maintains molecular clouds in a
gravitationally unbound state (Dobbs et al. 2011).
Finally, some additional uncertainty is introduced by
the fact that our treatment of the CO chemistry is approx-
imate and tends to under-predict the actual CO abundance
along very low column density sight-lines, and by our equally
approximate method for determining WCO. However, as we
have already discussed in some detail in Section 3.3, neither
of these uncertainties are likely to strongly affect the results
that we derive for fDG, because the sharp increase in the
CO emission from CO-bright compared to CO-dark gas is
far larger than our uncertainties (see Figure 9).
6 CONCLUSIONS
We have performed high-resolution simulations of a signifi-
cant portion of a galactic disc with a version of the arepo
moving mesh code that includes a self-consistent treatment
of the chemistry of the ISM in order to investigate the frac-
tional amount and morphology of CO-dark molecular gas. In
the most highly refined portion of our simulation we reach a
mass resolution of only four solar masses. To the best of our
knowledge, this is the highest resolution treatment to date
of the ISM on galactic scales that has followed the chemi-
cal evolution of the gas. This approach enables us to resolve
substructure within the disc sufficiently accurately to match
the observed Hi–H2 transition without having to resort to
an ad-hoc “clumping factor” to represent unresolved density
fluctuations.
We considered four different models: a fiducial ‘Milky
Way’ model designed to be a reasonable match to the prop-
erties of our own Galaxy in the solar neighbourhood, plus
three comparison simulations in which we explored the ef-
fects of varying the mean surface density of the gas and the
strength of the interstellar radiation field. We evolved the
simulations for 261.1 Myr (corresponding to six spiral arm
passages) and then calculated the amount and morphology
of CO-bright and CO-dark molecular gas. Our major find-
ings are outlined below:
(i) In conditions typical of the Milky Way disc, 46% of the
molecular gas resides below CO column densities of 1016
cm−2. In terms of emission, 42% of the molecular gas is
found in regions with integrated intensities in the J = 1 →
0 line of 12CO that are less than WCO = 0.1 K kms
−1.
If we take this integrated intensity to mark the boundary
between CO-bright and CO-dark gas, then we derive a dark
gas fraction fDG = 0.42. Changing the value of our intensity
threshold by factors of a few changes this number by only a
few percent.
(ii) Our predicted dark gas fraction of fDG = 0.42 is in ex-
cellent agreement with estimates derived from gamma rays,
slightly lower than estimates from dust emission and absorp-
tion, and is slightly higher than estimates derived from [Cii]
emission. Overall our estimate of the CO-dark gas fraction
is consistent with the observational literature.
(iii) Although some CO-dark molecular gas is found in the
vicinity of CO-bright clouds located in spiral arms, there is
also a substantial amount in inter-arm regions in the form of
extremely long filamentary clouds, with lengths of hundreds
of parsecs. This filamentary geometry makes the CO more
susceptible to dissociation due to the increased surface-to-
volume ratio making it more difficult to shield. Observa-
tions have shown that filamentary molecular clouds are a
feature of the Milky Way disc, but our simulations suggest
that these might be just the observable parts of much larger
structures.
(iv) A non-negligible fraction of the total disc mass ex-
ists in a mixed phase that is neither fully atomic nor fully
molecular. In the Milky Way simulation we find that 25% of
the gas has an H2 abundance relative to the total number
density of hydrogen nuclei of between 0.1 and 0.4 (where a
value of 0.5 corresponds to fully molecular gas). This par-
tially molecular phase is typically at lower column densities
than the fully molecular gas and therefore is more likely to
be CO-dark. However the majority of the H2 mass still re-
sides in regions where the fractional abundance is greater
than 0.45.
(v) In simulations with higher radiation fields or lower
mean surface densities, the dark gas fraction is much higher.
However, the dark gas is still located primarily in the inter-
arm regions of the disc. Higher radiation fields reduce the
total amount of molecular gas and truncate the length of the
filaments. Changes in the surface density of the disc have a
much larger effect on fDG than changes in the radiation
field. These results suggest that external galaxies with lower
surface densities or more intense radiation fields may have
a greater dark gas fraction than the Milky Way.
(vi) The globally-averaged CO-to-H2 conversion factor
that we measure in the CO visible gas in the Milky Way
simulation, XCO = 2.2 × 1020 cm−2K−1km−1s, is in good
agreement with the value inferred for the actual Milky Way.
XCO increases when the column density of the disc is re-
duced or the radiation field is increased, due to lower H2
columns and brighter CO emission respectively. In all cases
the value of XCO rises if the diffuse gas is included in the
estimate.
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