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Machine learning techniques have been widely used in attempts to forecast several
solar datasets such as the sunspot count, the sunspot area, flare activity, solar wind
magnitude and solar storms/coronal mass ejections (CMEs) activity. Most of these
approaches employ supervised machine learning algorithms which are, in general,
very data hungry. This hampers the attempts to forecast some of these data series,
particularly the ones that depend on (relatively) recent space observations such as
those obtained by the Solar and Heliospheric Observatory (SOHO) and the Solar
Dynamics Observatory (SDO). Here we focus on an attempt to forecast the solar sur-
face longitudinally averaged radial magnetic field distribution (average over absolute
values) using a form of spatial-temporal neural networks. Given that the recording
of these spatial-temporal datasets only started in 1975 and are therefore quite short,
the forecasts are predictably quite modest. However, given that there is a potential
physical relationship between sunspots and the magnetic field, we employ another
machine learning technique called transfer learning which has recently received con-
siderable attention in the literature. Here, this approach consists in first training the
source spatial-temporal neural network on themuch longer time/latitude sunspot area
dataset, which starts in 1874, then transferring the trained set of layers to a target net-
work, and continue training the latter on the magnetic field dataset. The employment
of transfer learning in the field of computer vision is known to obtain a generalized
set of feature filters that can be reused for other datasets and tasks. Here we obtain
a similar result, whereby we first train the network on the spatial-temporal sunspot
area data, then the first few layers of the neural network are able to identify the two
main features of the solar cycle, i.e. the amplitude variation and the migration to the
equator, and therefore can be used to train on the magnetic field dataset and forecast
better than a prediction based only on the historical magnetic field data.
KEYWORDS:
Sun: sunspots – Sun: magnetic fields – chaos – methods: data analysis – methods: statistical
0Abbreviations: MDI, Michelson Doppler Imager; HMI, Helioseismic and
Magnetic Imager; SOHO, Solar and Heliospheric Observatory; SDO, Solar Dynam-
ics Observatory; CME, Coronal Mass Ejection; SSIM, Structural SIMilarity Index
1 INTRODUCTION
While sunspots have been observed as dark features within
the solar disk since ancient times – some records go back
to 800 B.C. ancient China (Mossman, 1989; Stephenson &
Arny, 1980) – and have been recorded systematically since
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2 Covas
the introduction of the telescope in the early 1600s, the actual
physical phenomena that presumably originates the sunspots,
the solar surface magnetic field, has only been observed con-
sistently in high resolution since the early 1970s, using several
ground based and space based observatories. Both datasets
now encompass spatial-temporal dimensions, and the sunspot
set is usually depicted in time (Carrington rotation)1 versus
latitude, the so-called sunspot butterfly2 diagram (Hathaway,
2015; Yallop & Hohenkerk, 1980). The equivalent solar sur-
face magnetic field “butterfly diagram” is available since
1974, and can be derived from the so-called synoptic magne-
tograms3.
It is generally assumed that the magnetic field originates
the sunspot cycle, under the so-called dynamomechanism (see
e.g. Parker (1979), and for reviews see Charbonneau (2010);
Ossendrijver (2003a, 2003b)). This mechanism generates the
solar cycle (Schwabe, 1844), which, when originally discov-
ered, was thought to be periodic, with a period close to 11
years. However, it is now thought that the solar cycle is not
periodic but has a dynamical behaviour of a low dimensional
chaotic nature (Arlt & Weiss, 2014).
It is believed that the solar cycle can affect the Earth’s
magnetic field via what is now called “space weather” (Cam-
poreale, 2019) and potentially indirectly the Earth’s climate
(Council, 2012; de Jager & Usoskin, 2006; Friis-Christensen
& Lassen, 1991; Lassen & Friis-Christensen, 1995). It can
also affect human activity, as it is believed that during periods
where the solar cycle is at or near its maximum, the increase
frequency of solar flares/CMEs can endanger spacecraft’s elec-
tronics (H.-S. Choi et al., 2011; West et al., 2013; Wilkinson,
Shea, & Smart, 2000), affect the astronauts’ health (Babayev,
2003; Cornélissen et al., 2009; Singh, Siingh, & Singh, 2011;
Turner, 2006), put down electric grids (Kappenman, 2005),
among other effects. Given these impacts, there is a wealth
of research - (for several reviews, see e.g. Hathaway, Wilson,
& Reichmann, 1999, and references therein), and also Krem-
liovsky (1995); Pesnell (2012); Usoskin & Mursula (2003)
on forecasting the solar magnetic activity and/or the sunspot
cycle. Predictions are either of a mathematical type (see e.g.
Kane (1999); Ogurtsov (2005a, 2005b)) using only the datasets
1The surface solar rotation varies with latitude and time, meaning any attempt
at tracking features on the Sun’s surface over a period of time is obviously a sub-
jective task. Because of this, solar rotation is taken to be 27.2752316 days and
each Sun’s rotation is given a numeric identifier - the so-called Carrington Rotation
Number - starting from number 1 on November 9, 1853.
2The “butterfly wings’ pattern is named the butterfly diagram and was first
revealed by Edward and Annie Maünder in 1904 (Maunder, 1904).
3The datasets containing the synoptic magnetograms, which represent the
total surface of the Sun in all latitudes and longitudes, overlap and are sourced
from seven solar observatories, each covering different periods of time: Stan-
ford/WSO, NSO/KPVT, NSO/SOLIS, NSO/GONG, SOHO/MDI, UCLA/MWO,
and SDO/HMI. For details on calibration and merging of these datasets, see Riley
et al. (2013).
as a starting point or use e.g. dynamo theory with some phys-
ical based starting conditions/parameters (see e.g. Dikpati, de
Toma, & Gilman, 2006; K. Schatten, 2005; Svalgaard, Cliver,
& Kamide, 2005, and references therein). Other authors use a
merge of the two methods – see e.g. Duhau (2003); Hathaway
& Wilson (2006). While most solar cycle forecasting focus
on the temporal dimension only, there are some examples of
attempts to forecast the sunspot butterfly diagram in both lat-
itude and time, i.e. spatial-temporal forecast (Cameron, Jiang,
& Schüssler, 2016; Covas, 2017; Covas, Peixinho, & Fernan-
des, 2019; Jiang, Cameron, Schmitt, & Schüssler, 2011; Jiang,
Wang, Jiao, & Cao, 2018; McIntosh et al., 2014). There have
also been attempts to simulate the magnetic field (L. Upton &
Hathaway, 2014; L. A. Upton &Hathaway, 2018) but these are
rarer than sunspot forecasting4. This is presumably because the
magnetic field dataset is quite short, at least when compared
with the sunspot spatial-temporal record.
Neural networks and deep learning have been widely used
to forecast the purely temporal aspect of solar cycle and the
literature starts in the early 1990s and continues to today (Pes-
nell, 2012; Pesnell, 2016, see references in these reviews).
Furthermore, neural networks have recently been used to fore-
cast the spatial-temporal dynamics of the sunspot diagram
(Covas et al., 2019). However, not as much research has been
done on forecasting the solar surface magnetic field itself,
either by machine learning approaches or otherwise, particu-
larly in the full spatial-temporal domain (see e.g. Baumann,
Schmitt, SchÃĳssler, & Solanki, 2004; Bhowmik & Nandy,
2018; Cameron, Duvall, SchÃĳssler, & Schunker, 2018; Hath-
away & Upton, 2016; Iijima, Hotta, & Imada, 2019; Jiang
& Cao, 2018; Jiang, Chatterjee, & Choudhuri, 2007; Jiang,
Wang, & Jiao, 2018; Jiang,Wang, Jiao, &Cao, 2018;Macario-
Rojas, Smith, & Roberts, 2018; Mackay & Lockwood, 2002;
Muñoz-Jaramillo, Balmaceda, & DeLuca, 2013; K. H. Schat-
ten, Scherrer, Svalgaard, & Wilcox, 1978; Schüssler & Bau-
mann, 2006). In fact, as far as we are aware, only a few of these
articles show a forecast of the magnetic field butterfly diagram,
and most research focus on translating the forecast into either
a sunspot butterfly diagram, or a pure time series such as the
sunspot count or the polar field or the total magnetic field. As
far as we can tell, none of these papers show a robust quan-
tification of the goodness of the spatial-temporal forecasts of
the magnetic field using a numerical quantity that is stable to
small changes (e.g. translations/rotations) such as the Struc-
tural Similarity Index (SSIM) (or the Peak Signal-to-Noise
Ratio - PSNR).
However, there is a good reason for the scarcity of attempts
at forecasting directly the magnetic butterfly diagram: while
4Notice there have been other attempts at forecasting some solar activity fea-
tures in space and time, e.g. flares and CMEs directly (Bobra & Couvidat, 2015;
Bobra & Ilonidis, 2016).
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there is data for the sunspot butterfly diagram consistently
since 1874, the magnetic butterfly diagram data starts in 1974,
and therefore we have around 13 and an half solar cycles for the
former and only four solar cycles for the latter. It is well known
that machine learning models used for prediction work bet-
ter the more data we have. Nonetheless, new techniques have
been developed to try to overcome this problem. In particu-
lar, transfer learning (Caruana, 1995; Yosinski, Clune, Bengio,
& Lipson, 2014), a technique whereby one uses a pre-trained
neural network on a large dataset (the source or base dataset)
to overcome the problem of regression or classification on a
smaller but related dataset (the target dataset), has been quite
successful. It has been applied extensively to classification
problems, e.g. object recognition, image classification, and
action recognition (Shao, Zhu, & Li, 2015), sound recognition
(K. Choi, Fazekas, Sandler, & Cho, 2017) and other problems
(see Pan & Yang, 2010, for a review). To a lesser extent it
has been been applied to forecasting of time series as well
(Hu, Zhang, & Zhou, 2016; Qureshi & Khan, 2019; Qureshi,
Khan, Zameer, & Usman, 2017; Ye & Dai, 2018). However,
when it comes to spatial-temporal data, there are, as far as we
are aware, no examples where one applies transfer learning
to forecasting an entire spatial-temporal dataset. Notice there
are attempts at using transfer learning in the spatial-temporal
domain, but these are slightly different to this article con-
text, involving change detection (Demir, Bovolo, & Bruzzone,
2013; Lyu, Lu, & Mou, 2016), object tracking (Gao, Ling,
Hu, &Xing, 2014), action detection (Sargano,Wang, Angelov,
& Habib, 2017) and image classification (Lv, Chen, Li, &
Yang, 2018) as opposed to full spatial-temporal forecasting.
Here we apply the technique of transfer learning to forecast-
ing the longitudinally averaged radial magnetic field strength
(i.e. absolute values) by first training a deep neural network
on the larger source sunspot area dataset, and then transferring
wholly or partially the weights of the trained network to the
target network and applying it to the target dataset.
The article is divided as follows. In Section 2 we introduce
the model, both the deep neural network and the transfer learn-
ing process. In Section 3 we present the results, showing how
the transfer learning process improves the forecast of the target
dataset, and in Section 4 we draw our conclusions and suggest
future research possibilities.
2 MODEL
2.1 Deep Neural Network
Our neural network architecture follows on the approach intro-
duced in Covas et al. (2019), which draws on an technique
based on spatial-temporal delays or embeddings (Covas, 2017;
Covas & Mena, 2011; Parlitz & Merkwirth, 2000). This
approach has been empirically demonstrated (Covas & Bene-
tos, 2019) to be optimal or near optimal for forecasting a
variety of non-linear spatial-temporal signals. These networks
are a generalization of time-delayed neural networks (Waibel,
Hanazawa, Hinton, Shikano, & Lang, 1990). The starting point
is a spatial-temporal series 퐬 - a푁 by푀 matrix with 푠푛푚 ∈ ℝ,the states of the spatial-temporal series. The embedding vec-
tors 퐱(푠푛푚) are constructed (see Covas et al., 2019, for details)by:
퐱(푠푛푚) = { 푠
푛
푚−퐼퐾 ,… , 푠
푛
푚,… , 푠
푛
푚+퐼퐾 , (1)
푠푛−퐿푚−퐼퐾 ,… , 푠
푛−퐿
푚 ,… , 푠
푛−퐿
푚+퐼퐾 ,
…
푠푛−퐽퐿푚−퐼퐾 ,… , 푠
푛−퐽퐿
푚 ,… , 푠
푛−퐽퐿
푚+퐼퐾},
where 퐾 and 퐿 represent the spatial and temporal delays or
lags, 2퐼 is the number of neighbours in space and 퐽 is the num-
ber of neighbours in time around the central point 푠푛푚, taken tocreate the embedding vector 퐱(푠푛푚). The neural network, a sim-ple deep feed-forward fully connected network, takes as input
these embedding vectors of dimension (2퐼 + 1)(퐽 + 1) and as
target the value of 푠푛+1푚 and is then trained by minimizing thelocal cost function 푙:
푙 = 12 × batch size
∑
batchexamples
‖‖‖푠푛+1푚 − 푓 (퐱(푠푛푚))‖‖‖2 , (2)
where 푓 (퐱(푠푛푚)) is the neural network prediction. The mini-mization is performed using the back-propagation algorithm
(Lecun, Bottou, Bengio, & Haffner, 1998; Rumelhart, Hin-
ton, & Williams, 1986) using the Adam optimizer (Kingma &
Ba, 2014) within the well known TensorFlow python library
(Abadi et al., 2016).
2.2 Transfer Learning
Transfer learning (Caruana, 1995) is a technique whereby
one trains a neural network on a large or larger dataset, and
then transfer part or the whole set of layers/trained weights
to another neural network which is then re-trained on a small
or smaller dataset. The approach is used for similar or related
datasets and the intuition is that, once trained, the higher lay-
ers have acquired the ability to detect generic features and this
will be useful on the subsequent task. In Figure 1 we show
a schematic of this technique, where the higher or top lay-
ers (the generic layers) are transferred and where the lower or
bottom layers (the specific layers) are re-initialized with ran-
dom weights. One can freeze, i.e. stop the back-propagation
algorithm at the last of those transferred layers or reuse those
weights and fine-tune them to the new task (Yosinski et al.,
2014). A third and intermediate approach has been developed
(Li, Grandvalet, & Davoine, 2018) where one introduces an
explicit bias in the form of a 퐿2 type of regularization towards
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the copied weights or starting points (hence the coined term
퐿2 − 푆푃 ). Formally, the 퐿2 regularization consists of a term
휔(푤) added to the cost function (2) (which is minimized by the
back-propagation algorithm) of the form
휔(푤) =
훽1
2
∑
푖∈layers
‖‖푤푖‖‖2 , (3)
where 푤 ∈ ℝ푛 represent all the weighs on the target network
and the intensity of the penalty is controlled by 훽1, the regular-
ization parameter. The 퐿2 − 푆푃 regularization term (see Li et
al., 2018, for details) is given by
휔(푤) =
훽1
2
∑
푖∈ copiedlayers
‖‖‖푤푖 −푤0푖 ‖‖‖2 + 훽22 ∑
푖∈ otherlayers
‖‖푤푖‖‖2 , (4)
where푤0 represents the vector of all transferred weights of the
trained source neural network (the blue connecting weights in
Figure 1 ), while 훽1 represents the penalty on the transferred
generic weights and 훽2 the penalty on the new specific weights.
In this article we will set, for simplicity, 훽1 = 훽2 and refer to
훽1 and 훽2 as 훽.
3 RESULTS
3.1 Dataset and parameters
We take the publicly available sunspot area data 5. The dataset
we use contains the area of the Sun covered by sunspots from
Carrington Rotation 275 (around April 1874) to Carrington
Rotation 2195 (approximately September 2017), and is given
in units of millionths of a hemisphere. The data is spaced in
50 latitude bins distributed uniformly in sin(휃), where 휃 is the
latitude. For training the network, we use the first 1802 Car-
rington Rotations, from the number 275 to the number 2076,
i.e. we use cycle 11 to 23. For this dataset the optimal values
for spatial/temporal lags and the number of spatial/ temporal
lags to be used were, respectively: 퐼∗ = 2, 퐽 ∗ = 6, 퐾∗ = 9
and 퐿∗ = 70, as calculated in Covas (2017) and shown to be
optimal under a variety of stress scenarios in Covas & Benetos
(2019).
The longitudinally averaged magnetic field strength data,
calculated by averaging the absolute value of the field on each
synoptic map over all longitudes, is publicly available and can
be derived from the synoptic magnetogram maps datasets, as
long as one uses the correct conversion functions between the
different datasets for calibration (Riley et al., 2013). Our data
was kindly provided by David H. Hathaway from NASA (pri-
vate communication). For the avoidance of doubt, what we
used was the average across all longitudes of the absolute value
5We use the dataset publicly available in http://solarcyclescience.com/
AR_Database/bflydata.txt (Hathaway, 2015).
weights 
copied
source
network
target
network
x
x
y
y
weights 
discarded 
FIGURE 1 Schematic transfer learning architecture. In this
figure 푥 represents the input layer, 푦 the output layer, with the
layers in between being the hidden layers. For clarity we used a
small amount of nodes in each layer, in reality this article uses a
much larger network. The source neural network is trained first
on the sunspot area data. Then the first few layers are copied
to the target network (in this figure two layers of weights are
copied - in blue), while the other weights (in red) are discarded
and new randomly initialized weights are created (in green).
The target network is then re-trained on themagnetic field data.
There are several options regarding how to treat the copied
weights or layers: these can either be frozen, or allowed to be
fine-tuned or one can impose a 퐿2−푆푃 regularization, where
the weights 푤푖 are allow to drift but only around the copied
source 푤0푖 values.
of the radial photosphericmagnetic field, not the absolute value
of the average across longitudes of the field. The data encom-
passes Carrington Rotation 1623 to 2195 and already contains
all the necessary calibration and merging of the several instru-
ments’ datasets into one single consistent file, together with the
longitudinal averaging after setting all field values to its abso-
lute value. This magnetic field set has 180 latitudinal slices
(while the sunspot area data has 50 slices). There were also
some time slices that were not available, i.e. they were zero for
all latitudinal bins, this is due to technical problems with the
instruments within those time periods. For these missing slices
we simply extended the data constantly from the previously
Covas 5
available one and avoided trying to guess the intermediate
values by interpolation/extrapolation.
For consistency with previous work, we kept all parameters
for both source and target network as in Covas et al. (2019),
except the following absolutely necessary modifications. First
we use a deeper neural network that in Covas et al. (2019). We
settled on 5 hidden layers (a network with a total of 7 layers
if we count the input and the output layers) by analysing the
performance of the sunspot forecast, via the SSIM value6, as a
function of the number of hidden layers.We used the following
number of nodes in each consecutive hidden layer: 푛ℎ1 = 70,
푛ℎ2 = 60, 푛ℎ3 = 50, 푛ℎ4 = 40 and 푛ℎ5 = 30. As in Covaset al. (2019), we use the Adam optimizer algorithm for faster
convergence, with a early stop which is defined by a sufficient
slowdown of the decay of the global cost function on the entire
training set. This gave us 267,000 epochs or iterations of the
Adam optimization for the sunspot data, and 192,000 epochs
for the magnetic field data (we calculate the global cost every
1,000 iterations as it is quite costly to calculate that value in
the entire training set). Second, as the magnetic field data is
much shorter in time, the value of 퐽 = 퐽 ∗ = 6 as calculated
in Covas (2017) cannot be used. This is because we would
have to construct an embedding vector 퐱(푠푛푚) with 퐽 + 1 = 7back in time neighbours (see Equation (1)). However, given
the optimal time delay lag, 퐿∗ = 70, we would have to use
data back in (퐽 + 1)퐿 = 490 Carrington Rotations, which is
almost the amount of slices we have on the magnetic field data.
We believe, without loss of generality, as we are reducing the
amount of information for training, that we can use a lower
and sub-optimal value of 퐽 . We pick 퐽 = 4 as the highest we
can go without compromising the amount of necessary embed-
ding vectors to achieve convergence of the global cost function
within the training set. Third, we have to scale the spatial lag
퐾 since we have 180 latitudinal slices in the magnetic field
data and 50 on the sunspot area data. So the optimal spatial lag
for the magnetic field embedding vector construction 퐾mag is
given by:
퐾mag =
⌊
180∕50 ×퐾∗
⌋
=
⌊
180∕50 × 9
⌋
= 32, (5)
where 퐾∗ = 9 is the optimal spatial lag for the sunspot
data as demonstrated in Covas (2017). The rest of the hyper-
parameters of the neural network were taken as in Covas et al.
(2019): a mini-batch size of one (so we use stochastic gradi-
ent descent learning), a logarithmic normalization of the inputs
scaled with 푥 → 훼푛표푟 + ln(1+푥)∕훽푛표푟, where 푥 represents the ini-
tial embedding vectors, and 훼푛표푟 and 훽푛표푟 are the arbitrary shift
and scaling constants, we took 훼푛표푟 = 10 and 훽푛표푟 = 0; we used
6The SSIM index is widely used in computer vision (Wang, Bovik, Sheikh,
& Simoncelli, 2004). It is a numerical quantity with values SSIM ∈ [0, 1] and a
value of SSIM = 1 occurs when one calculates it between two identical images
or datasets. In our case study here, a SSIM = 1 corresponds to a perfect spatial-
temporal forecast.
weight initialization with random values taken from a constant
distribution between [0, 1] and shifted by 훼푟푛푔 and scaled by
훽푟푛푔 , we took 훼푟푛푔 = 10−2 and 훽푟푛푔 = −0.5. We, as in Covas
et al. (2019) used the logistic sigmoid function as the activa-
tion on all layers. There was one more final modification, this
time only applied only on the target network. Since the maxi-
mum of the original magnetic field data was different from the
maximum of the sunspot data, we therefore used a different
normalization scaling 훽푛표푟 ≈ 5.61843 for the magnetic field
data, so that the maximum/minimum of the normalized data
on both the source and target network were the same.
3.2 Results
Figure 2 depicts our first result, showing the global error as
measured by the global cost function 푔 calculated using the
whole training examples (magnetic field dataset)
푔 = 12
∑
training
examples
‖‖푦pred − 푦‖‖2 , (6)
where 푦pred is the predicted value of the neural network, while
푦 is the target value. The result shows that the error decays/-
converges faster when one applies transfer learning.
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FIGURE 2 Global training cost 푔 (see Equation (6)) for the
magnetic field dataset. This example shows the global cost on
a run without transfer learning (random weight initialization)
and a run where the weights were transferred up to the second
hidden layer, i.e. two sets of weights were transferred. No layer
freezing was applied, so this is an example of fine-tuning. The
result shows how transfer learning can potentially help, first
by having already a lower cost at the starting phase, second
by having a sharper slope towards convergence, and third by
having a lower asymptote value.
In Figure 3 we show the main results of this article.
It depicts the forecasting without transfer learning - shown
in panel (c), against several approaches to transfer learning,
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FIGURE 3 Results of transfer learning against the pure forecast without transfer learning for the the magnetic field dataset.
In panel (a) we show the source domain, with the sunspot data from 1874 to 2017. In panel (b) we show the target domain,
with the longitudinally averaged magnetic field strength from 1974 to 2017 (courtesy D. Hathaway). In panel (c) we show the
pure forecast, using the target neural network without any transfer learning, based on the training set encompassing the period
December 1974 (Carrington Rotation 1623) to October 2008 (Carrington Rotation 2076) and the test or forecast set being the
data within the period November 2008 (Carrington Rotation 2077) to September 2017 (Carrington Rotation 2195). In panel (d)
we train the source network using the sunspot dataset (from Carrington Rotation 295 to 2076). The weights vectors, the first two
layers, are then transferred to the target network, and the first two hidden layers are then frozen. The result is an improvement, both
visually and in the SSIM value, which increases considerably. In panel (e) we show the results for fine-tuning, and as suggested
in the literature, there is a further improvement, and although not easy to see visually, it is measured by the SSIM value, which
increases again. Following the results of Li et al. (2018), we test the forecast using fine-tuning but with a 퐿2 regularization with
훽 = 10−8 - panel (f) and a 퐿2 − 푆푃 regularization, again with 훽 = 10−8 - panel (g), and obtain even better results, measure by
an improvement, albeit small, in the SSIM value. Note the colour scale is deliberately non-linear to enhance the contrast of the
images.
namely: transfer 푛 (in this Figure, 푛 = 2) hidden layers set
of weights with a subsequent freezing of those layers - shown
in panel (d); transfer two hidden layers set of weights with a
subsequent fine-tuning - panel (e); transfer two hidden layers
set of weights with a subsequent fine-tuning and a 퐿2 regu-
larization applied to all layers - panel (f); and finally transfer
two hidden layers set of weights with a subsequent fine-tuning
and a 퐿2 − 푆푃 regularization applied to all layers - panel (g).
The results seem to show, both visually and in terms of the
SSIM index, that we have an improvement in the predictions as
we apply transfer learning and that even further improvements
are possible with more sophisticated forms of transfer learn-
ing. Notice that in all the runs for predictions of the magnetic
field - (c) to (g) - we used the same number of iterations of
the optimizer: 192,000 epochs. This ensures that all forecasting
approaches are in the same footing in terms of the neural net-
work architecture, convergence and hyper-parameters, and that
the only difference is really the transfer learning methodology,
which is what we want to test in this article.
Some differences can also be identified between the
observed and the predicted magnetic field butterfly diagrams,
e.g. the observed real data has a more grainy structure, and the
predicted equatorial asymmetry is not as expected. Nonethe-
less, the results show that, first, one can reproduce the qualita-
tive aspects of the solar cycle (the amplitude variations and the
migration towards the equator) and second, that transferring
the weights seems to improve the magnetic field forecast. In
fact it is interesting to remark that the cycle 24 magnetic field
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latitudinal average amplitude is around half of the amplitudes
for cycles 21-23, so the neural network is able to extrapolate
reasonably well outside its training set, which consists of three
stronger solar cycles. We also note that transferring without
freezing the copied layers (fine-tuning) is more effective that
freezing them. Furthermore using a 퐿2 regularization on all
layers or even better a 퐿2 − 푆푃 regularization improves the
forecast. This improvement, if not entirely visually obvious in
Figure 3 , at least can be seen clearly in the numeric SSIM
index results. This is consistent with the results of Yosinski et
al. (2014) and of Li et al. (2018).
Following on the results of Yosinski et al. (2014), where the
authors address the question on how transferable are features in
deep neural networks, we also analyse the effectiveness of the
transfer learning, as measured by the SSIM index, as a func-
tion of the number of the layers transferred from the source
network to the target network. These results are depicted in
Figure 4 , which compares directly to Figure 2 in Yosinski et
al. (2014). It shows that, in general, transfer learning can help
to improve the prediction. The fine-tuning approach, whereby
the weights are transferred up to a certain layer and then the
back-propagation algorithm is allowed to update all weights, is
better than the transfer learning literature’s original approach
whereby the weights are only updated up to a certain layer: the
frozen layers approach.
Finally, following on the results of Li et al. (2018), we anal-
yse how a proposal for an intermediate approach between the
extreme of freezing the copied layers and the other extreme of
allowing the optimizer to fine-tuning freely, the so-called 퐿2−
푆푃 (and the 퐿2) regularization can help to improve the accu-
racy of the prediction. The 퐿2 − 푆푃 regularization approach
has been introduced to overcome a problemwith transfer learn-
ing, i.e. if we freeze the copied layers then while the general
part of the network, responsible for feature detection, is kept
intact, this is too rigid and performance can drop due to dif-
ferent representation specificity between the two domains, as
seen in Figure 4 (blue filled circles). If we do not freeze the
copied layers but allow fine-tuning then another problem can
show up, that the weights or feature detectors in the copied lay-
ers as modified by the optimizer start to diverge too much away
from the source representation, and we do not retain much
of the knowledge or the features learned on training within
the source domain. In other words, on the former approach
we keep too much “prejudice” and in the latter approach we
“forget” the general feature representation we learned. In Li
et al. (2018), the authors investigated several regularization
approaches that explicitly restrain the weights to stay close to
the initial solution from the source domain. They showed that
using an explicit inductive bias via a modified퐿2 type of regu-
larization towards the initial solution or weights can help, and
that within many possible functional forms of regularization,
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FIGURE 4 The SSIM index of the forecast against the target
data. All parameters are the same across the figure except the
hidden layer index 푛, which represents the layer at which the
source network is chopped and copied to the target network,
after which the target network is then retrained. It also shows,
for comparison, the source SSIM index for the sunspot area
data forecast (in green) and the SSIM index for the pure fore-
cast without transfer learning for the magnetic field (in purple).
The results are very similar as the one obtained in Yosinski et
al. (2014). We see (blue filled circles) that the performance ini-
tially increases from the base comparison, but then drops quite
a lot after layer 푛 ≥ 2 due to representation specificity when we
freeze the layers, while for transfer plus fine-tuning (red filled
squares), performance increases against the base comparison
across all values of 푛 and so it seems to improve generalization.
that the퐿2−푆푃 as in Equation (4) was the best across the spec-
trum and the simplest one to use. Given their results, we first
investigated if indeed the fine-tuned weights 푤푖 were diverg-
ing too fast from the copied weights 푤0푖 by plotting the sum ofthe square of differences Δ푤 as:
Δ푤 ≜ ∑
푖∈ copiedlayers
‖‖‖푤푖 −푤0푖 ‖‖‖2 . (7)
The result, for transfer learning with fine-tuning and two
copied layers is shown in Figure 5 against fine-tuning with
퐿2 − 푆푃 regularization applied to the cost function (with
훽 = 10−8). It clearly shows that Δ푤 diverges pretty quickly
as the learning process evolves (i.e. we forget the general fea-
ture representation). However, if one applies a regularization to
keep the weights within the neighbourhood of the initial copied
weights 푤0푖 , then Δ푤 seems to stabilize asymptotically, as wedesire.
Furthermore, as already shown in Figure 3 on panel (g),
there is an improvement if we implement this penalty function
towards the initial copied weights푤0푖 . We note that there is alsoan improvement if we implement just a plain퐿2 regularization
- panel (f), just not the maximum improvement we manage to
obtain in this study. To clearly show this, we plot in Figure 6
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FIGURE 5 The sum of the square of differences Δ푤 as in
Equation (7) for transfer learning with fine-tuning. One can
see that the Δ푤 diverges pretty quickly for the case without
regularization (we show the case for two copied layers), while
Δ푤 for퐿2−푆푃 regularization (with 훽 = 10−8) is more stable,
independently of the number of copied layers.
the SSIM of the forecast against the target versus the strength
of the penalty, as measured by the regularization parameter 훽.
It shows, as expected, that the inclusion of the constraint has
no effect for very low values of 훽, and correspondingly, that
for high values it destroys any chance of a good forecast, as it
does not allow any learning to occur during the training phase.
A sweet spot interval exists around 훽 ∈ [10−8 − 10−6] and
within it the 퐿2 −푆푃 regularization outperforms the basic 퐿2
regularization, again as expected.
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FIGURE 6 The SSIM index of the forecast versus target data
for no regularization (green line), 퐿2 regularization (red filled
squares) and 퐿2 − 푆푃 regularization (blue filled circles) as
a function of the regularization penalty parameter 훽 for fine
tuning with two copied layers.
4 CONCLUSIONS
We use the technique of transfer learning to enhance the per-
formance of the spatial-temporal forecast of the longitudinally
averaged solar surface magnetic field. As the length of the data
is quite short (around 4 solar cycles - just under 43 years of
data), it is quite difficult to forecast with a reasonable precision,
and we can only obtain a modest value of the SSIM accuracy
index for a pure forecast with a neural network. However, if
we use the sunspot area dataset, available for longer (just over
13 solar cycles - over 143 years) to first train, and then trans-
fer the whole or part of the weights to the target network, we
can enhance the forecast, and obtain higher values of the SSIM
index. As far as we are aware, this is the first time that the fore-
cast of the spatial-temporal solar surface magnetic field has
been attempted using neural networks and also using trans-
fer learning. The results show that the approach can reproduce
qualitatively some of the main features of the spatial-temporal
dynamics of the surfacemagnetic field evolution diagram, such
as the overall cycle amplitudemodulation, and the cyclemigra-
tion to the equator. We have explored several approaches for
transfer learning and found that while the basic weight transfer
approach improved the accuracy of the forecast with regards to
no transfer learning based predictions, that the accuracy could
be further enhanced by using a novel approach called 퐿2−푆푃
regularization, whereby a penalty is used to force the trans-
ferred weights not to deviate too far from the original source
domain values.
We believe that this research points in the right direction in
terms of using longer solar cycle related datasets in order to
improve the accuracy and precision of the forecasts for shorter
datasets. While some of the data goes back 400+ years (the
sunspot count data) and is thought of being the longest contin-
uously recorded measurement made in science (Owens, 2013),
other data such as the solar surface magnetic field intensity
in both latitude and longitude, the 530.3 nm green coronal
time series and the 10.7 cm radio flux data (Broomhall &
Nakariakov, 2015), proxies such as the geomagnetic aa indices
(Mayaud, 1972; Nevanlinna & Kataja, 1993) and others have
only started being recorded with the advent of more advanced
ground based and space based observatories and therefore the
technique of transfer learning could help to improve those pre-
dictions attempts. These forecasts are not only relevant from
the pure scientific point of view, but also because predicting
solar events is now of critical importance in the emerging field
of space weather.
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