Introduction
In his previous paper pL, 2] , the author proposed a new method for the numerical solution of a system of nonlinear equations in a bounded region. But in these papers he did not describe the techniques of programming for the method proposed.
In the present paper, the techniques of programming will be described and a program written in FORTRAN will be presented. This program is tested on a system consisting of five algebraic equations. Lastly, in illustration, will be shown an application of our program to the computation of subharmonic solutions of Buffing's equation.
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The author also wishes to acknowledge the assistance of Miss. T. Takahashi, Mr. Y. Kono and Mr. Y. Nakatani in the computer room of the RIMS, Kyoto University. We assume that the real-valued functions fk(%i, #2, •••, #*») (4 = 1, 2, • ••, TTI) are continuously differentiable in the region R. We assume further that the solutions under consideration are all simple, that is, for all solutions of (E) lying in R, the Jacobian of F(x) with respect to x does not vanish.
From the equations of the system (E), we choose m -1 equations For this system, we request that the rank of the matrix Then we can trace the curve C integrating numerically equation (2.6) by a step-by-step method, say, the Runge-Kutta method. Our method is based on the above principle.
In order to find a point x = x w on the curve C, it suffices to find a solution of the system (2.1) consisting of m-1 equations after assigning a suitable value to some one of x}s (i = l, 2, ..., m). Our method is clearly applicable to systems consisting of m -1 equations. Hence, repeating such a process, our method is reduced to finding a solution of a single equation.
In the course of the numerical integration of (2.6), it may happen due to the accumulated error that
t some l-th step for some positive integer a<,m-1, where $ is a prescribed positive number. When (2.9) happens, one however can correct * (/) so that the corrected value x^ may satisfy inequalities for all a=l, 2, ..., m-1. To do so, it suffices to apply the Newton method to (2.1) starting from x=x^ leaving one of x ( f }9 s (i = l, 2, ...,TTI)
unchanged.
If we continue the numerical integration of (2.6) beyond the approximate solution obtained or begin the numerical integration of (2.6) in the reverse direction, then we shall have (2.8) again provided there are solutions of (E) on the curve. Continuing our process, in the region R, we thus can get numerically all solutions of (E) lying on a branch of the curve C.
The curve C may consist of some different disconnected branches [[ Fig. 1, Fig. 2 In such a case, we store these points as points of delivery for the succeeding step. In the course of tracing the branches of the curve (2.10), we always compute the intersections of these branches with the curve (2.11) with sufficient accuracy.
We continue the above process step by step. Then we shall obtain all solutions of the simultaneous equations (2.10) and (2.11) lying in the
.. be the points corresponding to the solutions of the simultaneous equations (2.10) and (2.11) lying in jRp : (Fig. 2 ).
Fig. 2
We consider the three equations Starting from the points 5 , S
, ..., then we store these
, ... as points of delivery for the succeeding step. In the course of tracing the branches of the curve defined by (2.12) and (2.13), we compute the intersections of these branches with the surface (2.14) with sufficient accuracy.
Next, by the use of the procedure applied to the simultaneous equations (2.10) and (2.11), we calculate the solutions of the simultaneous equations in the region
Some of the solutions correspond to points of delivery obtained at the preceding step. Starting from these points of delivery in the direction of increasing x 3 , we trace the branches of the curve defined by (2.12) and (2.13) numerically until we reach the boundary of 3 at some points. In such a case, we store these points as points of delivery for the succeeding step. In the course of tracing the branches of the curve defined by (2.12) and (2.13), we always compute the intersections of these branches with the surface (2.14)
with sufficient accuracy.
We continue the above process step by step. Then we shall obtain all solutions of the simultaneous equations (2.12), (2.13) and (2.14) lying Continuing the above process, after a finite number of steps, we obtain all solutions of the given system (E) lying in the region R = R[ ml .
B. Program and Its Test
We have written a program of our method in FORTRAN and have tested it on a system of algebraic equations which appears in the factorization of a polynomial.
Our system of algebraic equations is connected with the factorization of the polynomial into Put then comparing the coefficients of powers of x in both sides, we have
Eliminating / and in from these equations, we have
Hence we see that Q(x) = x 5 +px* + qx 3 By the use of our program, we have computed real solutions of the equations (3.6) in the region:
-o.5 <: s <: 1.9, -1 <; £ <: i.
The result obtained is as follows. This result shows the usefulness of our method and program.
Application to the Computation of Subharmonic Solutions of Buffing's Equation
In Table 1 Now from the form of (4.4), we can easily see that if x(t) is a solution of (4.4), then x\J + (2n/S)^ and x\j + (±u/S)~] are also solutions of (4.4), and that if x(t) is a Galerkin approximation of a 2^-periodic solution of (4.4), then x\J-\-(2K/S)~^\ and x\J + (±7C/S)~^\ are also Galerkin approximations of 2iz-periodic solutions of (4.4) with the same order as x(t\ For the solutions of (4.7) shown in Table 1 , we readily see that the Galerkin approximations xz(t) and x$(t) corresponding to the 2nd and 3rd solutions in Table 1 are equal respectively to #i[j + (27r/3X] and #i£* + (47T/3X], where xi(t) is the Galerkin approximation corresponding to the first solution in Table 1 . Likewise we readily see that the Galerkin approximations #s(0 and x §(t) corresponding to the 5th and 6th solutions in Table 1 Table 1 . The Galerkin approximation # 7 (0 corresponding to the 7th solution in Table 1 will be supposed to be a Galerkin approximation of a harmonic solution of original Buffing's equation (4.1).
Starting from the solutions of (4.7) shown in Table 1 , by the use of the techniques described in Q4] we have computed Galerkin approximations of higher order for subharmonic solutions and harmonic solution. However, by the reason mentioned above, we have not carried out the computations starting from the 2nd, 3rd, 5th and 6th solutions in Table 1 . Tables 2 and 3 show the results. In these tables, for each approximate solution, is given an error bound S such that where
* = d/dt and oc(t) is an exact solution corresponding to the approximate solution x(t).
Periodic solutions of (4.4) with <7=2~5, e=l 3 Table 2 Periodic solution to (4.1) with <T=2~5, e=l, o> = 4:
x 7 (t) = 0.00055 57640 sin t -0.06667 68581 cos * + 0.00000 00143 sin 3* -0.00000 05181 cos 3*. <y = 1.5xlO~9, Stability: stable. 
