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Structure-property relationships of two crystal structures were investigated using computational methodologies in two different length scales:electronic and atomistic length
scales. Electronic structure calculations were performed using density functional theory
(DFT) with generalized gradient approximation (GGA), GGA+U (U is “on-site” electronelectron repulsion) and hybrid functional forms. Atomistic calculations were performed
utilizing the semi-empirical interatomic formulation, Modified Embedded Atom Method
(MEAM). Classical molecular dynamics simulations were performed on the atomistic
length scale in order to investigate thermal properties.
In the first study, structural, elastic and thermal properties of cementite (Fe3 C) were investigated using a Modified Embedded Atom Method (MEAM) potential for iron-carbon
(Fe-C) alloys. Previously developed Fe and C single element potentials were used to develop a Fe-C alloy MEAM potential, using a statistically-based optimization scheme to
reproduce structural and elastic properties of cementite, the interstitial energies of C in bcc

Fe as well as heat of formation of Fe-C alloys in L12 and B1 structures. The stability of
cementite at high temperatures was investigated by molecular dynamics simulations. The
nine single crystal elastic constants for cementite were obtained by computing total energies for strained cells. Polycrystalline elastic moduli for cementite were calculated from
the single crystal elastic constants of cementite. The formation energies of (001), (010),
and (100) surfaces of cementite were also calculated. The melting temperature and the variation of both the specific heat and volume with respect to temperature were investigated by
performing a two-phase (solid/liquid) molecular dynamics simulation of cementite. The
predictions of the potential are in good agreement with first-principles calculations and
experiments.
In the second study the site occupancy and magnetic properties of Zn-Sn substituted
M-type Sr-hexaferrite (SrFe12−x (Zn0.5 Sn0.5 )x O19 with x = 1) were investigated using firstprinciples total-energy calculations. We find that in the ground-state configuration Zn-Sn
ions preferentially occupy 4f1 and 4f2 sites unlike the model previously suggested by
Ghasemi et al. where Zn-Sn ions occupy 2b and 4f2 sites. Our model predicts a rapid
increase in saturation magnetic moment (Ms ) as well as decrease in magnetic anisotropy
compared to the pure M-type Sr-hexaferrite, which is consistent with experimental observations.

Key words: interatomic potential development, dual phase simulation, magnetic recording
media, M-type hexaferrites
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CHAPTER 1
INTRODUCTION
1.1

Introduction
The past few decades has seen rapid development in technological fields ranging from

light-weight automotive construction to large-scale integrated electronic devices. These
technological improvements require precise control of material properties and the design
of new materials to meet industry specifications. This can only be achieved by having a
thorough knowledge on how the atomic level interactions of materials translate to macroscopic behavior. The idea of microscopic interactions determining macroscopic properties
is called a structure-property paradigm, where it is understood that the behavior of con◦

stituent atoms of a material (on the scale of Angstroms and picoseconds) determine the
behavior of the macroscopic material (on the scale of meters and seconds).
On the electronic scale, quantum mechanics can be used to understand as well as predict the behavior of materials. In theory, to predict the behavior of electrons and ions,
which are the constituents of all materials, it is sufficient to solve Schrödinger’s equation. But analytically, this can be done only for a small system, such as the hydrogen
atom. For realistic materials, which are made up of many electrons and ions in the order
of Avogadro’s number, it is impossible to solve Schrödinger’s equation analytically. Advances in theoretical condensed matter physics, efficient algorithmic developments and the
1

availability of very fast computers have made it possible to solve the complex, non-linear
many-body problems for complex materials through numerical techniques. Therefore now
it is possible to reliably perform computer experiments on materials and obtain answers on
how materials behave as they do and predict what will happen in various situations.
Calculations on the electronic scale reveal the electronic structure of a material and
provide insight on the subatomic scale of materials. These calculations are called firstprinciples calculations, since they are parameter free and require only the atomic number
and location of constituent atoms. Although first-principles calculations are the most reliable method in computational materials investigations, the possible system size is still
quite small compared to realistic materials. On the other hand, semi-empirical methods
that are derived through quantum mechanical arguments, are capable of solving problems
with system sizes ranging up to billions of atoms. Calculations done using semi-empirical
interatomic potential-based methods are referred to as atomistic calculations. The trade-off
is that interatomic potentials require parametrization and are restricted in their accuracy.
Parametrization can be done by “fitting” the potential model to data obtained through experiments or calculated via first-principles calculations. Therefore through first-principles
methods and semi-empirical interatomic based methods we are able to probe information
on the subatomic and atomic level of materials. Together they can be used to understand
as well as predict material properties in the structure-property paradigm.

2

1.2

Computational methodologies
The objective of first-principles methods is to solve Shrödinger’s equation ĤΨ = EΨ,

for a system of N particles. Here Ĥ is the many-body Hamiltonian operator for the
many-body wave-function Ψ, and E is the total energy of the system. Without the use
of any approximations or numerical techniques, this equation cannot be solved for a system larger than about ten particles. All first-principles calculation methods use the BornOppenheimer approximation (adiabatic approximation) to decouple electron and ions. An
effective Hamiltonian is assigned to describe the ionic system. The resulting many-electron
Hamiltonian then is reduced to a one-electron form. Among methods used to reduce the
many-electron Hamiltonian to a one electron form, Density Functional Theory (DFT) has
proven to be among the best suited for condensed matter physics. DFT is based on two
theorems by Hohenberg and Kohn [1]. The basic idea of those two theorems is that by
minimizing an energy functional of the electron density, the ground state electron density
can be obtained and the ground state electron density determines all properties of the system. Therefore if the ground state electron density and the energy functional are known,
we could study most material systems with DFT. The uniqueness of DFT is that it transforms a problem of 3N variables to a problem of three variables (six variables in the case
of spin polarized systems), which is the particle density at a specific location. The other
key idea in DFT was presented by Kohn and Sham [2] by introducing a set of equations
which map the interacting particle system onto a non-interacting system with the exact
same particle density. The main challenge in DFT is to find the energy functional. With
the advance of accurate approximations to the energy functional, such as local density ap3

proximation (LDA), generalized gradient approximation (GGA), meta-GGA, and hybrid
functionals, DFT has become one of the most popular choices for electronic structure calculations of materials and its impact in condensed matter physics, quantum chemistry and
materials science is phenomenal. Despite its many successes DFT is still computationally
expensive, requiring much computational memory and processing time.
Present DFT can only accommodate system sizes for up to a few hundred to a thousand atoms. DFT is highly inadequate to study phenomena on the nanometer/nanosecond
length/time scales. Therefore alternative methods, such as empirical or semi-empirical
interatomic potential based methods, are needed. One such popular semi-empirical interatomic potential formulation is the Modified Embedded Atom Method (MEAM) by Baskes
[3]. It is a modification of its predecessor, the Embedded Atom Method (EAM), that includes the angular dependencies of atomic interactions. Primarily designed for metals
and metal alloys, MEAM was the first interatomic potential formulation to incorporate
face-centered cubic (fcc), body-centered cubic (bcc), hexagonal closed pack (hcp), and diamond structured materials and even model gaseous elements with good agreement with
experiments or first-principles calculations. MEAM can easily handle a few million atoms
in a realistic amount of time and still be reliable. EAM and MEAM have had considerable impact in condensed matter physics and materials science, producing potential models
describing shear and tensile behavior, surface formation, and defects of single element or
alloy systems.

4

1.3

Computational Investigations
This work concentrated on structure-property relationship investigations of crystal

structures. A closer look at the properties of constituent atoms of crystals reveals that the
crystal is held together by the interactions of the valence electrons of neighboring atoms.
The core electrons of atoms of a crystal are tightly bound to the nuclei and do not have
an effect on the surrounding atoms. Therefore atoms with no valence electrons (such as
inert gas elements) do not form stable crystal structures. This is due to the absence of
partially filled electron orbitals that act as a mediator to interact with other atoms. Thus
their interactions with other atoms are weak and the unstable solids they form have a very
low melting temperature. In contrast, alkali metals have a single valence electron and are
highly reactive. Properties of different crystal structures, either formed by inert gases or alkali metals, can be correctly predicted using first-principles methods as well as interatomic
potential models that are parametrized for respective systems.

1.3.1

Structure-Property Relationship

Crystal structures have long-range order. Therefore it is convenient to model a translational unit cell with periodic boundary conditions to predict its properties. But the introduction of defects breaks the long-range order and thus one has to be careful in calculating
their effects on the properties of a realistic crystal. The structure-property paradigm for
crystals expects that the properties of a certain crystal structure depend on the long-range
order and any defects introduced. The modification of structure either by the addition
of impurity atoms, giving rise to interstitial or substitutional defects, or by the removal
5

of atoms, which give rise to vacancies, will change the properties of the crystal structure under investigation. In this work we have investigated two crystal structures. Using a newly developed MEAM interatomic potential, the mechanical and thermal properties of cementite (Fe3 C) were studied and also using DFT with GGA, GGA+U and hybrid functionals, the magnetic properties of zinc and tin pair-doped strontium hexaferrite
(SrFe12−x (Zn0.5 Sn0.5 )x O19 ) were studied.

1.3.2

Potential Design for Iron-Carbon Alloys to Study Cementite

Design of accurate interatomic potentials are needed to perform atomistic calculations. To investigate phenomena in a material using atomistic calculations, it is essential
to have an accurate interatomic potential describing the system. This is achieved through
custom parametrization of the interatomic potential to the system of interest. In this work
we designed a MEAM potential for the iron(Fe)-carbon(C) alloy system. The interatomic
potential was parametrized such that it will accurately describe this alloy system as well as
accurately predict structural, elastic and thermal properties of the main carbide in the system: cementite (Fe3 C). The potential was developed using a generalized potential design
framework which utilizes stratified sampling techniques to sample the parameter space.
Multi-objective functions and optimization techniques were used to arrive at the final potential, which was validated through the prediction of thermal properties of Fe3 C using a
two-phase simulation box that incorporates both liquid and solid phases of Fe3 C. This Fe-C
potential is the first MEAM potential to describe structural, elastic and thermal properties
of Fe3 C in good agreement with experimental or first-principles data. It is the only inter6

atomic potential that is able to predict the surprisingly low value of the single-crystal elastic
constant C44 for Fe3 C predicted by DFT. It also predicts interstitial energies of C in bcc Fe
and properties of hypothetical Fe-C alloy crystal structures with reasonable accuracy.

1.3.3

The Effect of Zn-Sn Pair-Doping on M-type Sr-Hexaferrite

New materials for high density magnetic recording media are in high demand. To meet
industry specifications, potential magnetic materials need to be modified through doping.
One such material that is currently being investigated is strontium hexaferrite (SrFe12 O19 ),
referred hereafter as SFO. Due to its high intrinsic saturation magnetization (maximum
possible magnetization), high Curie temperature, excellent chemical stability, and high coercivity (due to high magnetic anisotropy), SFO is widely used by the permanent magnet
industry. The main contributors to SFO’s magnetic properties are the 24 Fe3+ ions that
are arranged in five different sublattices of the SFO crystallographic unit cell; 16 of the
Fe3+ ions have their spins oriented in the major (up/positive) direction and the other 8 have
their spins oriented in the minor (down/negative) direction. To meet or surpass the industry standards of high density magnetic materials, SFO needs to have a higher saturation
magnetic moment and lower coercivity. Many experiments have been done to substitute
non-magnetic ions into sites with minority spin direction, and thereby reduce the negative
contribution to the total magnetic moment and hence increase the saturation magnetization
of SFO. In this work we chose to investigate the experimental observations of Ghasemi
et al. [4], where they observed an increase of saturation magnetization and a decrease of
coercivity due to substitution of zinc(Zn) and tin(Sn) ions. Site preference of Zn and Sn
7

in SFO was investigated through DFT using GGA+U method. I determined the Hubbard
parameter (U) value through comparison of local magnetic moments of Fe3+ ions obtained
through DFT using a hybrid functional. Hybrid functionals are more accurate in the description of transition metals, such as Fe, and for predicting their magnetic properties. My
study confirmed the experimental observations of increased saturation magnetization and
decreased coercivity. However the site preference for Zn predicted by my calculations does
not agree with the suggestions of Ghasemi et al. [4]. My predictions suggest that both Zn
and Sn prefer sites with minority spin direction whereas experiments suggest that only Sn
occupies a minority spin site. This is the first electronic structure calculation performed to
examine experimental observations of a pair-doped M-type hexaferrite.

1.4

Outline
This work is organized as follows. The primary assumptions and methodology of DFT

and MEAM are explained in Chapter 2. Chapter 3 explains the design of the MEAM potential for the Fe-C system and the study of mechanical and thermal properties of cementite.
Chapter 4 describes my investigation of Zn-Sn pair doped Sr-hexaferrite.

8

CHAPTER 2
THEORETICAL BACKGROUND

The computational investigation of materials can be done at different length scales
◦

ranging from Angstroms to meters. Phenomena observed at each length scale is a result
of processes that take place at smaller length scales. Theoretical models designed for each
length scale enable the computational investigation of phenomena at that length scale as
well as determine parameters for models at longer length scales.
The study of materials at the electronic length scale is done through ab initio techniques, which means that the theoretical foundations describing the quantitative material
properties do not require any experimental data except the fundamental physical constants.
Such a theory requires solving Schrödinger’s equation for the many-body problem. For
the system of interest, finding the wave function, which is the solution to the many-body
Schrödinger equation, is highly complex. Especially since the many-body wave function
depends on the coordinates of each particle. Therefore the size of the system that can be
solved is quite small, making the approach inapplicable to realistic systems. Density Functional Theory (DFT) simplifies the problem by shifting the focus from the many-body wave
function to a scalar, the ground state electron density, n0 (r). DFT, since its conception in
the mid 1960s, has been successfully used in condensed matter and materials science investigations;it is the proven choice for electronic structure calculations. The main limitation
9

of DFT is that it can only solve systems with 100–1000 atoms. To investigate systems with
larger numbers of atoms, we should proceed to a longer length scale model.
The next scale up from the electronic length scale is the atomic length scale. Materials
investigations on the atomic length scale require solving the many-body problem using
classical or semi-classical methods. These methods require the specification of the rules
that govern the interaction of atoms, which is generally given in the form of a potential
function. The potential function describes how the potential energy of a system of atoms
varies according to the coordinates of the atoms. There are empirical and semi-empirical
formulations for potential functions and these are called interatomic potential formulations.
For metallic systems, the methods of choice are the embedded atom methods (EAM). EAM
is a semi-empirical interatomic potential formulation, that is derived from arguments based
on quantum mechanics. EAM was conceptualized in the 1980s and has since been modified
to Modified EAM (MEAM) and successfully used to investigate metallic systems as well
as polymers and gaseous systems.
This chapter gives a brief description of the two methodologies, DFT and MEAM.

2.1

Density Functional Theory
Density Functional Theory (DFT) is an ab inito technique, which is exact in theory,

but approximate in its practical implementation. This section briefly explores the primary
approximations of DFT.
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2.1.1

Hamiltonian of a Many-Body System

To describe a system consisting of M nuclei and N electrons exactly, quantum mechanics should be used and therefore the description will be based on the solution of the
many-body, time-independent Schrödinger equation of the form

ĤΨ(R1 . . . RM , r1 . . . rN ) = EΨ(R1 . . . RM , r1 , . . . rN ),

(2.1)

where Ψ(R1 . . . RM , r1 . . . rN ) is the wave function for a stationary state of the system
with M nuclei at positions R1 . . . RM and N electrons at positions r1 . . . rN , Ĥ is the
Hamiltonian operator and E is the energy of the system. For a many-body system, Ĥ can
be expanded as
N
M M
M
X
X
h̄2 2
1 X X Zi Zj e2
h̄2
2
∇ −
∇ +
Ĥ = −
2mZi Ri i=1 2me ri 4πε0 i j>i |Ri − Rj |
i=1
N M
N
N
1 X X Zj e2
1 XX
e2
−
+
,
4πε0 i=1 j=1 |ri − Rj | 4πε0 i=1 j>i |ri − rj |

(2.2)

where me is the electron mass, Zi is the atomic number of the ith nucleus, mZi is the
mass of the ith nucleus, h̄ is Planck’s constant divided by 2π, and ε0 is the permittivity of
the vacuum. The first two terms of the Hamiltonian operator are kinetic energy operators
relating to nuclei and electrons respectively. The remaining terms are potential energy
operators describing the nuclei-nuclei interactions, the nuclei-electron interactions, and
the electron-electron interactions.
Because of the huge difference in mass between nuclei and electrons, which is about
three to five orders of magnitude, the nuclei move slowly in space while the electrons
respond instantaneously to the movement of nuclei. From the view point of electrons,
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nuclei appear stationary and therefore we can fix their positions R1 . . . RM , resulting in
a Ψ that only depends on the positions of electrons: this approach is known as the BornOppenheimer approximation. Accordingly the first term in the Equation 2.2 will be set to
zero and the third term will be a constant VII that will be determined by R1 . . . RM . Now
the Hamiltonian operator for the many-body system will thus simplify to
Ĥe = −

N
X
h̄2 2
∇ri + VII
2m
e
i=1

N
N M
N
1 X X Zj e2
1 XX
e2
−
+
,
4πε0 i=1 j=1 |ri − Rj | 4πε0 i=1 j>i |ri − rj |

(2.3)

The central objective of most problems in electronic structure theory is to solve Equation 2.3

2.1.2

Theorems of DFT

DFT is based on two classic theorems by Hohenberg and Kohn [1] which demonstrates
that any property of an interacting many-particle system is completely determined by the
spatial particle density of that many-particle system.
The first theorem states that the ground state particle density n0 (r) of a system of interacting particles uniquely determines (except for a constant) the external potential Vext (r).
An important corollary of the first theorem is that any property of the many-particle system
can be determined if its n0 (r) is known.
The second theorem states that a universal functional for the energy in terms of particle
density, E[n(r)], exists for any external potential. The particle density which minimizes
this energy functional for a certain external potential Vext (r) is the exact ground state particle density n0 (r) for the many-particle system to which Vext (r) corresponds. The corollary
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of the second theorem is that the universal energy functional E[n(r)] alone is enough to
determine n0 (r).

2.1.3

Kohn-Sham Ansatz

The approach of Kohn-Sham to solve the interacting many-particle problem is to replace the interacting many-particle system with an auxiliary system that has independent
(non-interacting) particles. Kohn-Sham’s Ansatz [2] assumes that the ground state particle
density of the chosen non-interacting many-particle system is equal to the ground state
density of the original interacting many-particle system. The Kohn-Sham Ansatz leads to
single particle equations for the non-interacting system that can be numerically solved. The
accuracy of the solution is only limited by the approximations to the exchange-correlation
energy functional, which incorporates many-particle interactions terms.
The kinetic energy of the non-interacting many-particle system can be written as
n

h̄2 X
hψi |∇2 |ψi i,
T [n(r)] = −
2m i

(2.4)

where ψi are the Kohn-Sham orbitals. The total particle density of the auxiliary system can
be computed from summing over all occupied states

n(r) =

X

ψi∗ (r)ψi (r).

(2.5)

occ

Contributions to the total energy of the system can be separated as
Z
E [n(r)] = Ts [n(r)] +

1
Vext (r)n(r)dr +
2
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Z

n(r)n(r0 )
drdr0 + Exc [n(r)]
|r − r0 |

(2.6)

where Vext (r) is the external potential (ionic potential in the case of a material), and
Exc [n(r)] is the exchange-correlation energy functional, containing the undefined interaction terms of the many-particle system which is approximated.
By considering the minimization of total energy with respect to density through the
variational principle, single-particle equations for the Kohn-Sham auxiliary system are derived;



h̄2 2
∇ + Veff (r, n(r)) ψi = i ψi .
−
2m

(2.7)

These are the renowned Kohn-Sham equations which transform the many-particle problem
to a problem of a single particle moving in an effective potential Veff (r, n(r))
Veff (r, n(r)) = Vext (r) + e

2

Z

n(r0 )
δExc
drdr0 +
0
|r − r |
δn(r0 )

(2.8)

created by the other particles of the system. The role of the Kohn-Sham equations is to
build up the ground state particle density according to Equation 2.5. In summary, the
Kohn-Sham Ansatz transforms the energy functional, Equation 2.6, to a set of differential
equations which can be solved self-consistently. The critical point for applications is the
Exc functional that has no analytical expression and therefore must be approximated.

2.1.4

Approximations for the Exchange-Correlation Energy Functional

The first approximation is the Local Density Approximation (LDA). A more general
approximation with inclusion of spin effects is called the Local Spin Density Approximation (LSDA). Both approximations assume that the exact exchange-correlation energy at
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point r is same as the exchange-correlation energy of a homogenous electron gas with the
same density. Therefore the total exchange-correlation energy of the system is
Z
Exc [n(r)] =

n(r)xc [n(r)]dr

(2.9)

where xc [n(r)] is exchange-correlation energy per particle of the homogenous electron
gas. The exchange energy of the homogenous electron gas is given by an analytic form
whereas the correlation energy of the homogenous electron gas has been approximated
accurately through Monte-Carlo techniques. Although LDA gives surprisingly reliable
results, it is a rather crude approximation. Due to overbinding effects of LDA, it is not
considered an accurate approximation for many cases.
Currently the popular choice for the approximation of the exchange-correlation energy
functional is the Generalized Gradient Approximation (GGA). GGA takes into account the
gradient of the electron density and the exchange-correlation energy is given by
Z
Exc [n(r), ∇n(r)] =

n(r)xc [n(r), ∇n(r)]dr.

(2.10)

The inclusion of the gradient of electron density counteracts the overbinding of LDA and
therefore equilibrium volumes predicted by GGA are increased and cohesive properties are
reduced compared to LDA. Several parametrizations for GGA exists. Most renowned are
the parametrization by Perdew-Wang (PW91) [5] and Perdew-Burke-Ernzerhof (PBE) [6,
7].
A further improvement of the exchange-correlation energy functional are hybrid functionals. Hybrid functionals replace some of the exchange energy by the exact exchange
(Hartree-Fock (HF) exchange). Since the computation of HF exchange energy for ex15

tended systems with periodic boundary conditions is computationaly expensive, hybrid
functionals are mainly used in quantum chemistry. For computational solid state physics,
a breakthrough came when Heyd, Scuseria, and Ernzerhof proposed the HSE03 hybrid
functional [8, 9] defined by
3
1
Exc = ExHF,SR (µ) + ExPBE,SR (µ) + ExPBE,LR (µ) + EcPBE
4
4

(2.11)

The HSE03 functional separates the HF exchange into short range (SR) and long range
(LR) contributions and replaces the latter by its DFT counterpart. The exchange interaction
is separated into SR and LR parts through a decomposition of the Coulomb kernel
erfc(µr) erf(µr)
1
= Sµ (r) + Lµ (r) =
+
r
r
r

(2.12)

where r = |r−r0 | and µ defines range separation. Empirical results show that the optimum
◦

value for µ is within 0.2 to 0.3 A−1 . Therefore HSE03 is a semiempirical functional.
Compared to LDA and GGA, the HSE03 functional has improved descriptions of structural
and thermodynamic properties of materials. Considering transition metal monooxides, the
HSE03 functional has the best agreement with experimental results for lattice constants
and local magnetic moments [10].
Another approximation which has similarities with hybrid functionals, but is comparable to LDA or GGA in computational cost was introduced by Anisimov et al. [11]. The
Hartree term of the Kohn-Sham potential (second term in Equation 2.8) considers an unphysical interaction of the electron with itself (since the electron considered is also represented in the electron density) which would cancel if the exact exchange was known. This
is known as the self-interaction error (SIE). In materials that have strongly correlated elec16

tronic states, unpaired electrons tends to delocalize to minimize self-interaction. Various
transition metal oxides and actinides fall into the category of strongly correlated materials.
DFT+U methods correct the double-counting which causes the electron self-interaction by
introducing a single parameter U − J. U and J are spherically averaged matrix elements
of the screened Coulomb interaction. U − J can be called the effective U (Ueff ) and the
energy functional can be given as
ELSDA+U = ELSDA +

Ueff X
(nm,σ − n2m,σ )
2 σ

(2.13)

where nm,σ is the occupation number of the mth d state and the total number of electrons
with a given projection of spin σ is given by Nσ =

P

m

nm,σ [12]. The determination of

Ueff can be done through fitting to a known property of the system estimated by experiment
or a much more accurate ab initio method.

2.1.5

Methods for Electronic Structure Calculations

The utilization of the theoretical results described so far for real world problems requires formulation of the Kohn-Sham equations to a manageable form which can be executed on a computer. For solid-state physics applications, observables, such as the effective
potential (Veff ), should have translational symmetry which can be given by
Veff (r + R) = Veff (r)

(2.14)

where R is a lattice translation vector. As a consequence the wave function for the system
must satisfy Bloch theorem
ψk (r + R) = eikR ψk (r).
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(2.15)

Therefore the Kohn-Sham orbitals can be expanded as a linear combination of basis functions φ that satisfies Bloch theorem
ψk (r) =

X

ci,nk φik (r).

(2.16)

i

Popular numerical techniques for solving the Kohn-Sham equations include the pseudopotential approach, Linear Muffin Tin Orbitals method (LMTO), and the Full-potential Linearized Augmented Plane Wave method (FLAPW). In the present work, the Vienna Ab
initio Simulation Package (VASP), which is based on the pseudopotential approach, was
applied [13, 14]. The valence electrons of constituent atoms of a solid/molecule dominate
the chemical binding. Therefore the properties of the system are determined entirely by
the valence electrons. The core electrons maintain almost an atomic configuration and
their orbitals are not affected by the surrounding environment. Therefore the effect of the
core electrons can be approximated and only the valence electron density can be solved
self-consistently. Therefore Equation 2.8 can be changed to
Veff (r, nv (r)) =

PP
Vext
(r)

Z
+

δExc
nv (r0 )
0
drdr
+
|r − r0 |
δnv (r0 )

(2.17)

PP
is the pseudopotential which accounts
where nv is the valence electron density and Vext

for the ionic potential and the core electrons. For the calculations, a generalization called
Projector Augmented Wave (PAW) construction of the potential [13, 14] was used which
is known to give accurate results as tested by benchmarks to the FLAPW method.
Specific details relating to DFT calculations, such as number of k-points, energy cutoffs, etc., are discussed later together with the results. Convergence of the calculations
were carefully tested and therefore the results from DFT in the following chapters can be
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interpreted as not being dependent on technical parameters and therefore have physical
meaning.

2.2

Classical Molecular Dynamics
A useful computational tool for the investigation of mechanical properties of mate-

rials on the atomic length scale is classical molecular dynamics (hereafter referred to as
MD). In MD simulations, interactions with surrounding atoms are taken into account by
means of an interatomic potential, and the the trajectory of each atom is calculated for each
time step. Atomic systems containing millions of atoms can be modeled for time intervals
ranging from picoseconds to nanoseconds. The present work used statistically based fitting routines to construct interatomic potentials by fitting the results of DFT calculations
or experimental data. The new potential was then used to investigate structural, elastic,
and thermal properties of meterials of interest. Large-scale Atomic/Molecular Massively
Parallel Simulator (LAMMPS) [15] provided by Sandia National Laboratory was used for
all atomistic calculations in the present work. The integration of Newton’s equations of
motion for a system of particles is done by the the velocity Verlet algorithm implemented
in LAMMPS.
Starting from initial position x(t) and initial velocity ẋ(t), the velocity Verlet algorithm
estimates the velocity of an atom at time t + h/2 first
ẋ(t + h/2) = ẋ(t) + (h/2)ẍ(t)

(2.18)

where the acceleration ẍ(t) is computed from the force
F (t)
.
m
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ẍ(t) =

(2.19)

Then the new coordinate x at the time t + h is obtained by using the velocity ẋ(t + h/2)
from Equation (2.18)
x(t + h) = x(t) + hẋ(t + h/2).

(2.20)

From the new atomic positions x(t+h), the forces F (t+h) are recalculated. The velocities
at time (t + h) are then estimated as

ẋ(t + h) = ẋ(t + h/2) + (h/2)ẍ(t + h).

(2.21)

The integration procedure is repeated every time step. To account for the largest vibrational frequency of the system, a small enough time step h should be chosen. Commonly
chosen time steps are on the order of a few femtoseconds.

2.2.1

Statistical Ensembles

Common canonical (NVT) ensembles are used for the simulations at constant temperature. NVT specification ensures that the number of particles N, volume V and temperature
T are kept constant. The averages of dynamic variables of the real-world systems are reproduced from the statistical averages of samples of the canonical ensembles. In an NVT
ensemble, a temperature regulator is incorporated into the integration algorithm to keep the
temperature constant. For MD simulations in the present work, the Nose-Hoover thermostat was used. Other ensembles include the isothermal-isobaric (NPT) ensemble where the
system is modeled with a constant number of particles at constant pressure and temperature and the microcanonical ensemble (NVE) where the number of particles, volume, and
energy remain constant throughout the simulation.
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2.2.2

Boundary Conditions

Computational cost of MD simulations is linearly dependent on the number of atoms
and the length of the simulation. Periodic boundary conditions are normally applied when
modeling the properties of bulk materials. The specified simulation box with base cell
vector(s) and atomic positions, usually in the shape of a parallelepiped, is thus repeated in
the direction of the base cell vector(s), in integer multiples of the unit cell vector(s) length.

2.2.3
2.2.3.1

Interatomic Potentials
Modified Embedded Atom Method

Among the spectrum of semi-empirical formulations, the Modified Embedded Atom
Method (MEAM), originally proposed by Baskes et al. [3], has been shown to accurately
predict properties of most crystal structures, such as bcc, fcc, hcp, and even diatomic gases,
in good agreement with experiments or first-principles calculations. MEAM is extended
from the Embedded Atom Method (EAM) [16] to include the directionality of bonds. In
the original MEAM formalism, only the first-nearest neighbor (1NN) interactions were
considered [3]. Lee and Baskes [17] later extended the original formalism to include the
screened second-nearest neighbor (2NN) interactions. Further details of the MEAM formalism can be found in [3, 17].
In MEAM the total energy E of a system of atoms is approximated as the sum of the
individual atomic energies
E=

X
i
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Ei .

(2.22)

The energy of atom i is separated into two terms, which are the embedding energy and the
pair potential terms:
Ei = Fi (ρ̄i ) +

1X
φij (rij ) .
2 j6=i

(2.23)

The embedding energy F is a function of the background electron density ρ̄i at the site
of atom i. The pair interaction of atoms i and j which are separated by a distance rij is
given by φij (rij ), the pair potential term. Fi (ρ̄i ) represents the amount of energy needed
to insert atom i at a site where the background electron density is ρ̄i . The functional form
of the embedding energy is given by
Fi (ρ̄i ) = Ai Ei0 ρ̄i ln (ρ̄i ) ,

(2.24)

where Ei0 is the sublimation energy and Ai is a parameter that depends on the element type
of atom i. The background electron density ρ̄i is defined as
(0)

ρ
ρ̄i = i 0 G (Γi ) ,
ρi

(2.25)

where
Γi =

3
X

(k)

(k)
ti

k=1

ρi

!2
(2.26)

(0)

ρi

and
G(Γ) =

√
1 + Γ.

(0)

(2)

(1)

(2.27)
(3)

The zeroth and higher order densities, ρi , ρi , ρi , and ρi are given in Equations (2.30)–
(2.33). The electron density scaling ρ0i which is composition-dependent is given by

ρ0i = ρi0 Zi0 G Γref
,
i
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(2.28)

where ρi0 is an element-dependent density scaling, Zi0 is the first nearest-neighbor coordination of the reference system, and Γref
i is given by
3
1 X (k) (k)
ti si ,
2
Zi0
k=1

Γref
i =

(2.29)

(k)

where si is the shape factor which depends on the reference structure for atom i. Baskes [3]
specifies shape factors for various structures. The partial electron densities are given by
(0)

ρi

=

X

a(0)

ρj

(rij ) Sij

(2.30)

j6=i



(1)
ρi

2

=

"
X X
α



(2)
ρi

2

=

−


(3)

ρi

2

=

j6=i

a(1) rijα
Sij
ρj
rij

#2

"
X X

(2.31)

a(2) rijα rijβ
ρj
Sij
2
rij
α,β
j6=i
"
#2
1 X a(2)
ρj (rij ) Sij

3

#2

(2.32)

j6=i

"
X X
α,β,γ

a(3) rijα rijβ rijγ
Sij
3
rij

#2

ρj

j6=i

"

3 X X a(3) rijα
ρ
Sij
−
5 α j6=i j rij

#2
,

(2.33)

where rijα is the α component of the displacement vector from atom i to atom j. Sij is the
screening function between atoms i and j and is defined in Equations (2.40)–(2.44). The
atomic electron densities are represented as
a(k)
ρi




rij
(k)
(rij ) = ρi0 exp −βi
−1 ,
ri0

(2.34)
(k)

where ri0 is the nearest-neighbor distance in the single-element reference structure and βi
is an element-dependent parameter. Finally, the average weighting factors are given by
(k)

ti

=

1 X
(0)
ρi j6=i
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(k) a(0)

t0,j ρj

Sij ,

(2.35)

(k)

where t0,j is an element-dependent parameter.
The pair potential is given by

φij (rij ) = φ̄ij (rij ) Sij

(2.36)


1  u
2Eij (rij ) − Fi (ρ̂j (rij )) − Fj (ρ̂i (rij ))
Zij

∗
Eiju (rij ) = −Eij 1 + a∗ij (rij ) e−aij (rij )


rij
∗
aij = αij
−1
0
rij
φ̄ij (rij ) =

(2.37)
(2.38)
(2.39)

0
are all element-dependent parameters and Zij depends upon the
where Eij , αij and rij

structure of the reference system. The background densities ρ̂i (rij ) in Equation (2.37) are
the densities for the reference structure computed with interatomic spacing rij .
The screening function Sij is defined in such a way so that when atoms i and j are
unscreened and within the cutoff radius rc , Sij = 1, and if they are completely screened or
outside the cutoff radius, Sij = 0. It varies smoothly between 0 and 1 for partial screening.
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The total screening function is the product of a radial cutoff function and three-body terms
involving all other atoms in the system:

Sij = S̄ij fc
S̄ij =

Y

rc − rij
∆r


(2.40)

Sikj

(2.41)

k6=i,j


Sikj = fc

Cikj − Cmin,ikj
Cmax,ikj − Cmin,ikj

Cikj = 1 + 2



2 2
2 2
4
rij
rik + rij
rjk − rij

4
2
2 2
rij
− rik
− rjk






1





fc (x) = [1 − (1 − x)4 )]2








0

(2.42)
(2.43)

x≥1
0 < x < 1.

(2.44)

x≤0

Based on element type, Cmin and Cmax can be defined separately for each i-j-k triplet. The
parameter ∆r controls the distance over which the radial cutoff is smoothed from 1 to 0
near r = rc .
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CHAPTER 3
MECHANICAL AND THERMAL PROPERTIES OF CEMENTITE
3.1

Introduction
Steel alloys are the most widely used structural materials due to their abundance, all-

purpose applicability and low cost. The main carbide in steel alloys is cementite, which
forms as a precipitate. Cementite has a direct impact on the mechanical, structural, and
thermal properties of steel. Therefore, the ability to describe and predict properties of
cementite at the nanoscale is essential in the study and design of new steels. Atomistic
simulation methods, such as molecular dynamics or Monte Carlo simulations, offer an efficient and reliable route to investigate nanoscale mechanics pertaining to cementite in steel
alloys. Each of these methods requires accurate interatomic potentials to find the energy
of the system under investigation. However, first-principles calculations–albeit the most
reliable–are incapable of simulating the number of atoms required for realistic calculations
due to unreasonable memory and processing-time requirements. Therefore, semi-empirical
potential methods are being explored as a suitable alternative.
One of the commonly used 2NN MEAM potential for the Fe-C system developed by
Byeong-Joo Lee [18] is designed to predict the interactions of interstitial C atoms with
defects, such as vacancies. According to Fang et al. [19], Lee’s potential predicts that
cementite is only stable up to a temperature of 750 K [19]. Experimentally, however, ce26

mentite is metastable with a positive heat of formation [20]. Moreover, according to the
Fe-C phase diagram [21, 22], cementite is stable up to 1525 K. Among recent interatomic
potentials [23, 24, 25, 26, 27] for the Fe-C system, EAM potentials by Lau et al. [24] and
Ruda et al. [26] and the analytical bond order potential (ABOP) by Henriksson et al. [27]
all promise to predict properties of cementite reasonably well. In the potentials by Lau et
al. [24] and Ruda et al.,[26] however, the single element potential for C does not predict
properties of both graphite and diamond well. This is due to the limited ability of EAM to
describe the bare C-C interaction successfully [28]. We note that a successful interatomic
potential for an alloy system should not only predict the properties of the alloy correctly,
but it should also predict the properties of the individual alloying elements in their natural
crystal structures accurately. The ABOP by Henriksson et al. [27] predicts properties of
cementite as well as Fe and C accurately; however, ABOPs are not applicable to simulations involving interfaces and surfaces [29]. Also ABOPs are restricted to considering
only 1NN interactions [29, 30]. Some of the more recent potentials for the Fe-C system
are implemented using in-house developed molecular dynamics codes, which limits the
potentials’ transferability.
In the present work, I developed a 2NN MEAM potential for the Fe-C alloy system that
accurately predicts the structure and properties of cementite. My Fe-C alloy potential is
based on previously developed 2NN MEAM potentials for Fe [31] and C [32] in their pure
forms. The C MEAM potential predicts both diamond and graphite as minimum energy
structures with almost degenerate energies. Using the Fe and C single element potentials,
the alloy potential for Fe-C was constructed by fitting to properties of Fe-C alloys.
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3.2

Methods

3.2.1

MEAM Calculations

For all atomistic simulations described in this work, I have used MEAM as implemented in LAMMPS [15, 33], the classical molecular dynamics simulation code from
Sandia National Laboratories. To compare the results of the current potential with published potentials of [26] and [27] I have used the data in the publications. For an extensive comparison of all properties of cementite with B.-J. Lee’s potential [18] I obtained
the LAMMPS version of the potential from the author and conducted my own calculations
using LAMMPS.

3.2.2

DFT calculations

Some of the reference data required for potential construction and validation are not
readily available from experiments. In these cases, I performed first-principles calculations
using Density Functional Theory (DFT)[34, 35] and Projector Augmented Wave (PAW)
pseudopotentials [14]. Electron exchange and correlation were treated with the Generalized Gradient Approximation (GGA) as parametrized by Perdew et al. [7]. Brillouin zone
sampling was performed using the Monkhorst-Pack scheme [36], with a Fermi-level smearing of 0.2 eV applied using the Methfessel-Paxton method [37]. Geometric optimizations
were carried out using the conjugate gradient minimization method [34].
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3.3

Single Element Potentials
The single element MEAM potential parameters used in the current work are presented

in Table 3.1. The parameters for Fe are from the MEAM potential developed by Lee et al.,
[31] and the parameters for C are from Uddin et al. [32]
Table 3.1
Set of the MEAM potential parameters for pure Fe and C
Parameter
Fe
C
lattice
bcc diamond
Ec
4.28
7.37
re
2.469
1.545
rcut
4.5
4.5
A
0.585
1.49
α
5.027
4.38
a3
0.3
0.0
ρ0
1.0
5.49
(0)
β
3.8
4.26
β (1)
2.0
5.0
(2)
β
0.9
3.2
(3)
β
0.0
3.98
t(0)
1.0
1.0
(1)
t
−0.8
7.5
(2)
t
12.3
1.04
t(3)
2.0
−1.01
Cmax
1.9
0.68
Cmin
2.8
2.0
The parameters include: cohesive energy per atom Ec (eV), equilibrium near◦
◦
est neighbor distance of the reference structure re (A), cutoff radius rcut (A),
density scaling factor ρ0 , embedding energy scaling factor A, exponential decay factor for the universal energy α, additional cubic term in the universal
energy equation a3 , atomic density exponential decay factors β (0−3) , weighting factors for atomic densities t(0−3) , and angular screening parameters Cmax
and Cmin . The bcc and diamond lattices are chosen as the reference structures
for Fe and C, respectively.
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3.3.1

Energy vs. Volume Curves

Energy variation with respect to volume or nearest neighbor distance is considered an
important test of validity for interatomic potentials. Here we present the energy vs. volume
curves generated by the single element potential for Fe and energy vs. nearest neighbor distance curves generated by the single element potential for C. Figure 3.1 shows the energy
vs. volume curve for bcc Fe in comparison with curves generated by DFT calculations
as well as using experimental data. It is well known that DFT overestimates the cohesive
energy [38]. Therefore, the DFT curve is shifted vertically by a constant amount to the experimental cohesive energy at the equilibrium volume to aid the comparison of the curves.
Due to overbinding, the DFT’s prediction for the equilibrium volume is underestimated
[39]. Therefore, the DFT curve sits to the left of the experimental curve. The experimental curve was generated through Rose’s equation of state [40] (Equation (3.1)) using the
experimental bulk modulus, cohesive energy, and atomic volume at equilibrium listed in
Table 3.2. I also tested the stability of Fe in several different crystal structures including
body-centered cubic (bcc), face-centered cubic (fcc) and hexagonal closed packed (hcp)
structures as shown in Figure 3.1. The Fe MEAM potential correctly predicts that bcc is
the most stable structure, as observed in experiment and by the first-principles methods.
MEAM predicts that fcc and hcp Fe are much closer in energy and have a larger volume
than that calculated from DFT.
C single-element MEAM potential predicts both diamond and graphite to be stable
structures. Energy vs. nearest neighbor distance curves for diamond and graphite are
shown in Figure 3.2. The experimental curves were constructed from Rose’s equation
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Figure 3.1
Energy vs. volume curves for Fe in bcc, fcc and hcp crystal structures
The solid curve is constructed from experimental values in Table 3.2. For ease
of comparison, the DFT curves are shifted vertically by a constant value equal
to the difference between experimental and DFT cohesive energies of Fe in
bcc at equilibrium volumes.

of state [40] (Equation (3.1)) using the experimental bulk modulus, cohesive energy, and
nearest neighbor distance at equilibrium, as listed in Table 3.2. MEAM predictions for
diamond are in good agreement with experiment. MEAM predicts almost degenerate cohesive energies for graphite and diamond, while DFT predicts graphite to be ∼ 0.1 eV
more stable than diamond. For graphite, DFT predicts a first-nearest neighbor (1NN) distance in good agreement with experiment, while MEAM predicts a 1NN distance ∼ 3%
greater than the experimental value. The experimental ratio between lattice parameters c
and a in graphite (hereafter referred as c/a ratio) is 2.725 [41]. MEAM optimized the c/a
ratio of the graphite structure to 3.35. The disagreement between experimental and MEAM
values for c/a ratio is due to the incorrect prediction of interlayer interactions of graphite,
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Figure 3.2
Energy vs. nearest neighbor distance curves for C in diamond and graphite.
The solid curve is constructed from experimental values in Table 3.2. For
comparison, the DFT curve is shifted vertically to the experimental cohesive
energy at the equilibrium nearest neighbor distance.
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Figure 3.3
Cohesive energy of graphite as a function of the c/a ratio
Energy at zero is set to the minimum energy predicted by MEAM.
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which are dominated by van der Waals forces, that are not described by MEAM. However,
the dependence of cohesive energy on the c/a ratio is small. As illustrated in Figure 3.3,
the difference in cohesive energy of graphite between the experimental and MEAM c/a
ratio is ∼ 4 meV/atom. In constructing the energy vs. nearest neighbor distance curves for
graphite, the inter-planar distance was scaled with the lattice constant. The experimental
ratio was used in the generation of the DFT curve, while the MEAM curve was constructed
with the predicted c/a ratio.

3.3.1.1

Single Element Material Properties

The cohesive energy, equilibrium lattice constants, and bulk moduli for bcc Fe, graphite,
and diamond were determined by fitting Rose’s equation of state [40]
∗

Eiu (R) = −Ei0 (1 + a∗ ) e−a


R
∗
−1
a = αi
Ri0
αi2 = 9Bi Ωi /Ei0

(3.1)
(3.2)
(3.3)

to the energy vs. nearest neighbor distance/volume curves generated by MEAM. Ri0 is the
equilibrium nearest neighbor distance, Ei0 is the cohesive energy, Bi is the bulk modulus,
and Ωi is the equilibrium atomic volume. The single element material properties compared
to experimental values are given in Table 3.2.

3.4

Construction of Fe-C Alloy Potential
In the present work, I used the generalized framework developed by Tschopp et al.

[42] to fit the parameters of the Fe-C alloy potential. The generalized framework consists
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Table 3.2
Material properties predicted by the single element MEAM potentials
Property
Ec
B
a
c
Ω0

bcc Fe
diamond
1
−4.28 (−4.28 ) −7.37 (−7.373 )
175 (166-1732 )
443 (4433 )
2
2.86 (2.86 )
3.567 (3.5673 )
—
—
11.64 (11.70)
5.67 (5.67)

graphite
−7.369 (−7.3744 )
176 (2864 )
2.53 (2.4614 )
8.476 (6.7094 )
11.75 (8.80)

Ec is the cohesive energy (eV/atom); a and c are the equilibrium lattice constants (Å); B is the bulk modulus (GPa); and Ω0 is the equilibrium atomic
volume (Å3 /atom). Experimental data are given in parentheses. Experimental
values for equilibrium atomic volume were calculated from the experimental
lattice parameter(s).

of two stages. The global approach (GA) and the local approach (LA). GA is a coarse
refinement of the parameter space of the MEAM potential. It consists of initializing the
MEAM potential parameters and performing a sensitivity analysis for the parameters. LA
includes evaluating the sensitive parameters, sampling the parameter space with a stratified
sampling method, generating potential design maps or analytical models that allows one to
tailor the interatomic potential to specific applications, and validation of the potential.
Five target energies were selected to model Fe-C alloy system. They are (1) heat of
formation of Fe-C in the B1 structure, (2) heat of formation of Fe-C in the L12 structure,
(3) heat of formation of cementite, (4) octahedral interstitial energy of C in bcc Fe, and
(5) tetrahedral interstitial energy of C in bcc Fe. Fe3 C in the L12 structure and FeC in
1

Ref. [43] as reported by Lee et al. [31]
As reported by Lee et al. [31]
3
Ref. [44, 45] as reported by Fahy et al. [46]
4
Ref. [47, 48] as reported by Yin et al. [41]
2
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the B1 structure are hypothetical crystal structures that do not exist in nature. Therefore,
properties of Fe-C in L12 and B1 crystal structures were obtained by first-principles calculations. I also used first-principles calculations to obtain interstitial energies of C in the bcc
Fe lattice at octahedral and tetrahedral positions. These energies were chosen so that they
represent a wide variety of structural configurations in the Fe-C alloy system. In the GA,
15 potential parameters were initialized and each parameter was independently adjusted to
bring the potential to better agreement with the target energies. Next a sensitivity analysis was performed to evaluate the influence of each parameter on the target energies.The
sensitivity analysis is a key step in the interatomic development process since it identifies
the parameters that have the most significant effect. Therefore it reduces the number of
parameters that needs to be optimized.
In the first step of the LA stage, the sensitive potential parameters that were identified
in the GA stage were evaluated to discover the bounds for sampling the potential space.
Variation of target energies as a function of the most sensitive potential parameters within
the discovered bounds are illustrated in Figure 3.4. In these graphs, all potential parameters
except the parameter that is being changed is fixed to the values decided from the GA stage.
The X-axis in each plot is in the chosen range for that parameter while the Y-axis represents
the difference between the energies at each value of a parameter and the target energies.
The results from the evaluation of sensitive parameters, which are their bounds and the
final potential parameters obtained after LA, are presented in Table 3.3.
The results from the evaluation of sensitive parameters is used to bound the potential
parameter design space. Additionally it shows the change of the target energies with re35
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Figure 3.4
Target energies as a function of sensitive potential parameters
The variation of heat of formation of Fe-C in the B1 structure (B1 HF), heat of
formation of Fe-C in the L12 structure (L12 HF), heat of formation of cementite
(Fe3 C HF), tetrahedral interstitial energy of C in bcc Fe (Eint-tet ) and octahedral interstitial energy of C in bcc Fe (Eint-oct ) as a function of density scaling
factor ρ0 , additional cubic term in the universal energy equation a3 , heat of
formation of the reference structure ∆ [eV] and angular screening parameters
Cmin (Fe-Fe-C) and Cmin (C-C-Fe). The X-axis in each plot is in the chosen
range for that parameter while the Y-axis represents the difference between
the energies at each value of a parameter and the target energies.

spect to potential parameters. For instance, only the ∆ parameter has an effect on the heat
of formation of Fe-C in B1 , whereas heat of formation of Fe-C in L12 is not as sensitive
to Cmin (C-C-Fe) as it is sensitive to other parameters. The results of the sensitivity analysis suggests the existence of nonlinear correlations between potential parameters that are
critical in interatomic potential construction.
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Table 3.3
The final Fe-C MEAM potential parameters
Property
Final GA results
lattice
B1
B1
∆
0.002 [-0.06–3.0]
re
1.92 1.92
rcut
4.5 4.5
α
4.75 4.75
a3
0.125 [0.1–0.23]
ρ0 (C)
5.49 [4.5–5.6]
Cmax (Fe-Fe-C) 2.8 2.8
Cmax (Fe-C-C)
2.8 2.8
Cmax (Fe-C-Fe) 2.8 2.8
Cmax (C-C-Fe)
2.8 2.8
Cmin (Fe-Fe-C) 0.06 [0–0.75]
Cmin (Fe-C-C)
2.0 2.0
Cmin (Fe-C-Fe)
2.0 2.0
Cmin (C-C-Fe)
0.5 [0–1.0]
The parameters include: heat of formation of the reference structure ∆ [eV],
◦
equilibrium nearest neighbor distance of the reference structure re [A−1 ], cut◦
off radius rcut [A−1 ], exponential decay factor for the universal energy α, additional cubic term in the universal energy equation a3 , density scaling factor ρ0 ,
and angular screening parameters Cmax and Cmin . The triplet (a,b,c) represents
the configuration with c atom in between a and b atoms. The last column lists
the ranges and fixed values extracted from the sensitivity analysis that were
used as input to the local approach stage of the optimization.

The next step of the LA stage is to sample the bounded potential parameter space decided from the GA stage. A stratified random sampling method known as Latin Hypercube
Sampling (LHS) [49, 42] with 4000 different potential parameter combinations is used to
sample the potential parameter space involving the five MEAM potential parameters. At
each parameter combination, the target energies are calculated. This is the most computa37

tionally intensive step of the potential fitting process. Figure 3.5 elaborates the relationship
between the sensitive potential parameters and the target energies by illustrating the evolution of heat of formation of cementite as a function of the sensitive potential parameters.
Multiple data points are generated for a single value of a specific potential parameter. This
is due to LHS changing the other four parameters for a single value of the parameter in
consideration. According Figure 3.5 (c), the ∆ parameter has a much larger effect on the
heat of formation of cementite compared to the other four parameters. This is true for
the other target energies as well. Since ∆ is the heat of formation of the alloy potential
reference structure, its effect on energies is much larger.
Using the data from the potential space sampling step, analytical models representing
the relationship between potential parameters and target energies are generated. This is
done by fitting higher-order polynomial regression models to the sampled data. Using the
analytical models, a potential design map is constructed by combining the differences between analytically predicted target properties and DFT/experimental values with assigned
weights for each target property. This produces a global objective function which allows
the user to traverse the map. The global objective function is then used with optimization techniques to derive the optimal potential for the given purpose. The purpose in this
work is to model the properties of cementite as well as the alloy system properties of FeC alloy. Therefore properties of cementite (equilibrium lattice parameters and volume,
heat of formation, elastic constants, and surface formation energies), equilibrium volume
of L12 structure and elastic constants of B1 were included in the global objective function in addition to the five target energies considered earlier. The weighting coefficients
38

1

0

2

Energy (eV)

2

Energy (eV)

Energy (eV)

2

1

0
0

ρ0(C)

1

0
0

(a)

a3
(b)

1

0

∆ (eV)

1

(c)

2

Energy (eV)

Energy (eV)

2

1

1

0

Fe3C HF (Experimental)

1

0
0

1

Cmin(Fe-Fe-C)

(d)

0

1

Cmin(C-C-Fe)

(e)
Figure 3.5

Heat of formation of cementite as a function of sensitive potential parameters.
The variation of heat of formation of cementite (Fe3 C HF) as a function of
(a) density scaling factor ρ0 , (b) additional cubic term in the universal energy
equation a3 , (c) heat of formation of the reference structure ∆ [eV], and angular screening parameters (d) Cmin (Fe-Fe-C) and (e) Cmin (C-C-Fe). The scatter
of data points for a single parameter value is generated by the variation of
the other four parameters in the LHS technique. The range of the parameters
are normalized, therefore the lower bound of the parameter is 0 and the upper
bound is 1. The goal value of the heat of formation of cementite is represented
by the horizontal lines.
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of the objective function balances the trade-offs in potential optimization. The weighting
coefficients were selected such that cementite properties were prioritized first, then the
interstitial energies, and then the properties of hypothetical structures B1 and L12 . The optimal MEAM potential for the Fe-C alloy was derived through iterative adjustment of the
weighting coefficients and optimization carried out through the constrained nonlinear optimization technique. The optimal potential parameters are validated through the prediction
of a material property that was not used in the fitting process. I used the melting temperature of cementite as the validation property of the potential and its prediction is explained
in Section 3.8. Final potential parameters are given in Table 3.3 and the potentials predictions in comparison to DFT/experimental data and published potentials by Byeong-Joo
Lee [18], Ruda et al. [26] and Henriksson et al. [27] are presented in Table 3.4.

3.5

Structural and Elastic Properties of Cementite
Structural properties of cementite including the equilibrium lattice parameters, the

equilibrium volume per atom, and the heat of formation are presented in Table 3.4 with
comparison to DFT, experiment, and interatomic potentials by B.-J. Lee [18], Ruda et al.
[26] and Henriksson et al. [27] My prediction of the heat of formation of cementite is in excellent agreement with DFT and experimental data. B.-J. Lee’s and Henriksson’s potentials
also predict values in good agreement with DFT and experiment, while Ruda’s potential
predicts a much larger value. Lattice constants of the present MEAM and literature potentials [18, 26, 27] agree well with experiment, while DFT predicts lower values. As a test of
validity, the variation of cohesive energy with volume was calculated. Figure 3.6 compares
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Table 3.4
Comparison of predictions of current Fe-C MEAM potential
Properties

DFT(Expt.)

Current work

B.J.Lee

Ruda

Henriksson

0.01 (0.051 )
8.49 (9.712 )

0.06
9.49

0.02 (0.029 ,-0.01510 )
9.83

0.18
9.11

0.03
9.33

4.91 (5.092 )
6.63 (6.742 )
4.38 (4.532 )

5.05
6.69
4.49

5.11
6.77
4.55

5.14
6.52
4.35

5.09
6.52
4.50

3883
3453
3223
1563
1623
1643
153
1343
1343

297
212
301
124
108
155
18
92
71

93911
76911
100911
13111
6011
4911
9811
22811
20511

263
219
247
176
143
146
77
95
123

363
406
388
181
130
166
91
125
134

224 (174±64 )
72 (745 )
194 (1776 , 1967 ,2005 )
0.36 (0.365 )

172
55
149
0.35

35411
23811
58411
0.2211

183
69
184
0.33

234
114
293
0.29

2.058
2.268
2.478

2.05
1.80
2.01

1.49
1.83
1.70

1.96
2.00
2.34

Interstitial Energies (eV)
ETetrahedral
EOctahedral

2.14
1.25

1.76
1.55

2.14
2.14

2.08
1.81

Hypothetical structures
∆Hf B1 (eV/atom)
◦
Ω0 B1 (A3 /atom)
∆Hf L12 (eV/atom)
◦
Ω0 L12 (A3 /atom)

0.53
7.97
0.72
10.27

0.002
7.08
0.66
10.05

0.43
8.94
0.95
9.34

601
589
83

566
213
145

801511
373711
561011

Cementite
∆Hf (eV/atom)
◦
Ω0 (A3 /atom)
◦
Lattice parameters (A)
a
b
c
Elastic constants (GPa)
C11
C22
C33
C12
C23
C13
C44
C55
C66
Polycrystalline moduli
B (GPa)
G (GPa)
Y (GPa)
ν
Surface energies (J/m2 )
E(001)
E(010)
E(100)

B1 elastic constants (GPa)
C11
C12
C44

1.50
1.18

Comparison of the current potential with DFT/experimental data and potentials by B.-J. Lee [18], Ruda et al. [26] and Henriksson et al. [27]. ∆Hf is the
heat of formation, Ω0 is the equilibrium volume, polycrystalline moduli bulk
modulus B, shear modulus G, Young’s modulus Y , and Poisson’s ratio ν.
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the energy vs. volume curves for cementite generated by the present MEAM potential with
DFT and experimental curves. During volume variation of cementite, the ratios between
a, b and c lattice parameters were held constant. As noted before, DFT overestimates the
cohesive energy and underestimates the volume. Therefore, the DFT curve sits to the left
of the experimental curve, and it is shifted vertically to the experimental cohesive energy at
equilibrium volume to aid the comparison with the experimental curve. The experimental
curve was generated by Murnaghan’s equation of state [48, 50]
" 
#
  B00
V
V
B0 V
0
0
B00 1 −
+
−1 .
E (V ) = E(V0 ) + 0 0
B0 (B0 − 1)
V
V

(3.4)

with the experimental bulk modulus B0 [51], it’s derivative B00 [51], volume V0 [52], and
cohesive energy E(V0 ) [20]. The experimental single-crystal bulk modulus of cementite
has not yet been determined; therefore, the polycrystalline bulk modulus of cementite was
used to generate the experimental curve.

3.5.1

Single-Crystal Elastic Properties

The elastic moduli of cementite were calculated and compared to DFT and the interatomic potentials by B.-J.Lee [18], Ruda et al. [26], and Henriksson et al. [27] as presented
in Table 3.4. They were calculated using the deformation matrix presented in Jiang et al.
1

Meschel et al. [20]
Umemoto et al. [52]
3
Data from relaxed calculations done by Jiang et al. [53]
4
Li et al. [51]
5
Laszlo et al. [54]
6
Mizubayashi et al. [55]
7
Umemoto et al. [52]
8
Chiou et al. [56]
9
B.-J Lee [18]
10
Fang et al. [19]
11
Unrelaxed calculations
2
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Figure 3.6
Comparison of energy vs. volume curves for cementite
The solid curve is constructed from experimental values of the cohesive energy, polycrystalline bulk modulus, and equilibrium volume of cementite. For
comparison, the DFT curve is shifted vertically to the experimental cohesive
energy at the equilibrium volume.

[53]. In linear elastic theory, deformation energy is a function of strain. Distortion energies
(∆E) (relaxed for the current potential, but unrelaxed for B.-J.Lee’s potential) calculated
for strains (δ) equal to ±0.5% were fitted to ∆E = k2 δ 2 +k3 δ. DFT calculations compared
were performed for δ = ±2% [53] with relaxations. The single-crystal elastic constants
were obtained using the relationships for the quadratic coefficient k2 listed in Jiang et al.
These results show that the present MEAM potential for Fe-C alloy predicts cementite to
be stable (positive elastic constants) and their values are reasonably close to those predicted by DFT. Specifically the present MEAM potential reproduces the low value of c44
43

reported by DFT [53] which none of the other interatomic potentials were able to do. B.J. Lee’s potential was unstable for relaxed calculations. Therefore unrelaxed calculations
were performed to estimate elastic constants.

3.5.2

Polycrystalline Elastic Properties

Theoretical upper and lower bounds for the polycrystalline bulk modulus (B) and shear
modulus (G) were calculated using the single-crystal elastic constants according to methods by Reuss and Voigt [57, 53]. The true polycrystalline B and G were then estimated
using Hill’s average [58, 53]. Young’s modulus (Y ) and Poisson’s ratio (ν) were calculated
by using [53]:

Y = 9BG/(3B + G)

(3.5)

ν = (3B/2 − G)/(3B + G).

(3.6)

Polycrystalline elastic moduli predicted by our MEAM potential are presented in Table 3.4, in comparison with DFT, experiment, and interatomic potentials by Ruda et al.
[26], and Henriksson et al. [27]. The elastic constants predicted by DFT are in excellent
agreement with experiment. The present MEAM gives the best agreement with experiment
among the three interatomic potentials for B and ν; the present MEAM prediction of ν is
excellent compared to its experimental value. Ruda’s potential predicts the best agreement
with experiment for G and Y . Polycrystalline moduli for B.-J. Lee’s potential were calculated using the single crystal elastic constants calculated through unrelaxed calculations.
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3.5.3

Surface Energies

Calculations were performed on (001), (010), and (100) surfaces to determine the
surface formation energy. Table 3.4 compares the surface formation energies of the present
MEAM to DFT [56] and the interatomic potential by B.-J. Lee and Ruda et al. [26]. The
atoms near the surfaces are fully relaxed to allow reconstruction if necessary. The predicted
surface energies have the same order of magnitude as DFT results. However, the present
MEAM gives a wrong order of stability among the three surfaces. However for (001), the
present MEAM prediction matches exactly with DFT calculations [56].

3.6

Interstitial Energies
The interstitial point defect formation energy Efint is given by
Efint = Etot [N + A] − Etot [N ] − A

(3.7)

where the total energy of a system with N (Fe or C) atoms is Etot [N ] and Etot [N + A] is
the total energy of a system with N atoms plus the interstitial atom A (Fe or C), and A is
the total energy per atom of type-A in its most stable bulk structure. If the inserted atom is
of the same type as the lattice to which it is inserted, the defect is called a self-interstitial
defect. In this case, we considered interstitial defects of C atoms in a Fe bcc lattice. Interstitial defect formation energies of C at the octahedral and tetrahedral positions of the Fe
bcc lattice were calculated. The results are presented in Table 3.4 with comparison to DFT
results, and to interatomic potentials by B.-J. Lee and Ruda et al. [26], and Henriksson et
al. [27]. The present calculation predicts the octahedral defect to be the most stable which
45

is in agreement with DFT results. However the DFT predicted difference between the octahedral and tetrahedral interstitial defects is not reproduced well by the current potential.

3.7

Properties of Hypothetical Crystal Structures
Heat of formation of Fe-C in B1 crystal structure and L12 crystal structure as well as

their equilibrium volumes are presented in Table 3.4 in comparison with DFT and B.-J.
Lee’s [18] interatomic potential. The heat of formation of B1 is unusually low compared
to DFT results. B1 is the reference structure of the Fe-C alloy potential and its heat of
formation is defined by the ∆ parameter of the potential. As illustrated in Figure 3.5, the
∆ parameter also has a large effect on the heat of formation of cementite and thereby to
its structural and elastic properties. Heat of formation of B1 and L12 were used as target
properties in the GA stage of the potential construction process. However the heats of
formation of these two structures were weighted far less in the construction of the global
objective function in the LA stage as compared to properties of cementite. This directed the
∆ parameter to have a low value to reproduce cementite properties with greater accuracy.
I believe that this would not pose a problem since B1 is hypothetical.

3.7.1

Energy vs. Volume Curves for B1 and L12 Structures

The cohesive energy of Fe-C in the B1 and L12 crystal structures as a function of the
atomic volume is shown in Figure 3.7 and Figure 3.8, respectively. For the B1 structure,
MEAM predicts an atomic volume ∼ 11% less and a bulk modulus ∼ 0.3% less than the
DFT results. The MEAM prediction for the L12 structure gives an atomic volume ∼ 11%
greater and a bulk modulus 35% less than DFT. As mentioned earlier, DFT overestimates
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the cohesive energy. Therefore, to aid the comparison in these figures, the DFT curve is
shifted vertically by a constant amount to the MEAM-predicted cohesive energy at the
equilibrium nearest-neighbor distance.
-5.3
MEAM
DFT

Energy (eV/atom)

-5.4
-5.5
-5.6
-5.7
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1.7
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2.1

2.2

Nearest neighbor distance(Å)

Figure 3.7
Energy vs. volume curves of Fe-C alloy system in the B1 structure.
DFT curve is shifted vertically to the MEAM-predicted cohesive energy at the
equilibrium nearest-neighbor distance to aid the comparison with the MEAM
curve.

3.7.2

Elastic Constants of FeC in the B1 Crystal Structure

Elastic constants of Fe-C in the B1 crystal structure were calculated using the Fe-C
MEAM potential and are listed in Table 3.4 in comparison with DFT calculations and the
interatomic potential by B.-J. Lee [18]. They were calculated using the deformation matrix
presented in Jiang et al. [53]. Distortion energies (∆E) calculated for strains (δ) equal to
±0.1% were fitted to ∆E = k2 δ 2 + k3 δ. The present work’s result for c11 compares
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Figure 3.8
Energy vs. volume curves of Fe-C alloy system in the L12 structure.
DFT curve is shifted vertically to the MEAM-predicted cohesive energy at the
equilibrium nearest-neighbor distance to aid the comparison with the MEAM
curve.

reasonably well with the DFT result. c12 is predicted at a lower value than DFT, but it is in
the same order of magnitude. MEAM prediction of c44 is significantly larger than the DFT
result. B.-J. Lee’s potential was unstable for relaxed calculations. Therefore unrelaxed
calculations were performed to estimate elastic constants.

3.8

Potential Validation: Thermal Properties of Cementite

3.8.1

Thermal Stability of Cementite

The stability of cementite at high temperatures was investigated through molecular dynamics (MD) simulations in a canonical (NVT) ensemble from temperatures ranging from
300 K to 1400 K. At the end of these MD simulations, cementite retained its crystalline
structure, affirming its stability at high temperatures. The present Fe-C MEAM potential
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was also used to predict several thermal properties of cementite. In this section, I present
calculations for predicting melting temperature and variation of specific heat and volume
of cementite with respect to temperature.

3.8.2

Melting Temperature Simulation

Cementite does not have a well-defined melting temperature due to its metastable
nature [27]. Experimentally, cementite decomposes between 1100 and 1200 K [21, 27].
The Fe-C phase diagram also has well-defined eutectic point at 1420 K, [21, 22] where
liquid consisting of Fe and C solidifies to form austenite and cementite crystals. Above
1420 K the phase diagram for cementite is determined through calculations [22]. For the
purpose of this calculation, I considered the melting temperature of cementite to be the
temperature when cementite loses its crystal structure and becomes a random collection of
Fe and C atoms, which is similar to decomposing of cementite. The melting temperature
calculation can be done using a single-phase simulation box. However, the single phase
method generally overestimates the melting temperature due to the lack of the interface
effects [59]. To avoid this superheating problem and predict the melting temperature more
accurately, I used a two-phase simulation box that contains both solid and liquid phases.

3.8.2.1

Preparation of Two-Phase Simulation Box

I performed two-phase simulations (TPS) in the isothermal-isobaric (NPT) ensemble
to determine the melting temperature of cementite. The simulation box contained both
solid and liquid phases of cementite. First a supercell containing 14 × 7 × 7 unit cells of
cementite (10976 atoms) was heated via MD runs in the NPT ensemble with T = 1200 K
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Figure 3.9
Transition of two-phase simulation box to solid cementite
Snapshots of the two-phase MD simulation in the NPT ensemble with T =
1420 K and P = 0. Red spheres are Fe atoms and blue spheres are C atoms.
(a) Initial state of the simulation box, which contains both liquid and solid
phases of cementite. (b) Intermediate state of the simulation box at 16 ns, as
the solid phase propagates into the liquid phase. (c) Final state of the simulation box at 32 ns, when the entire system has turned into the solid phase.

Figure 3.10
Transition of two-phase simulation box to liquid cementite
Snapshots of the two-phase MD simulation in the NPT ensemble with T =
1420 K and P = 0. Red spheres are Fe atoms and blue spheres are C atoms.
(a) Initial state of the simulation box, which contains both liquid and solid
phases of cementite. (b) Intermediate state of the simulation box at 16 ns, as
the liquid phase propagates into the solid phase. (c) Final state of the simulation box at 32 ns, when the entire system has turned into the liquid phase.
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and P = 0. Next, one half of the atoms in the supercell were fixed in their positions and
MD runs were carried out for the other half in the NPT ensemble with a sufficiently high
temperature (such as T = 4000 K) and P = 0 to create a liquid phase. The resulting
supercell was then subjected to MD runs in the NPT ensemble with T = 1500 K and
P = 0, still keeping the same half of the atoms fixed. The result of this process was a
supercell containing solid cementite at 1200 K in one half, and liquid cementite at 1500 K
in the other. This ensures a minimum difference of stress between atoms in liquid and solid
phases of the supercell. This supercell was then used in the simulations of solidification
and melting of cementite.

3.8.2.2

Two-Phase Simulation

The two-phase supercell prepared in the previous section was heated by MD runs in
the NPT ensemble where the temperature T was increased from 1000 K to 1600 K in
100 K intervals. Each system ran for 1.6 ns of simulation time. The phase change of
the two-phase simulation box was visually monitored. At 1400 K, the solid phase of the
simulation box progressed to occupy the entire box and at 1500 K the liquid phase of the
simulation box progressed to occupy the entire box. Next, the initial two-phase simulation
box was heated from 1400 K to 1500 K in 10 K intervals using NPT MD runs. Each system
was equilibrated for at least 5 × 106 time steps, where each time step was 2 fs, totaling to
10 ns. The final state of the system was visually inspected. If the final state appeared to
have both liquid and solid phases, more MD runs were performed until the final state of
the supercell contained only one phase. Some systems required as much as 32 ns of MD
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runs to arrive at a single phase. The transformation of the two-phase simulation box to a
one-phase simulation box near the predicted melting temperature is presented in Figure 3.9
and Figure 3.10. The total energy, volume, and pressure of the systems were determined
through averaging the values of the final 40, 000 time steps (80 ps) of each simulation.
In Figure 3.11, I plot the total energy, volume, specific heat, and the derivative of
volume as functions of temperature. Experimental data for specific heat and volume are
not available for the 1400-1500 K temperature range. Available experimental data are the
heat capacity of 3.6 kB /atom at 1023 K [60], which converts to 3.4 eV/K for the current
simulation, and the experimental volume of 10 Å3 /atom at 1070 K [61]. Specific heat and
volume determined by Dick et al. from first-principles calculations [62] done on the solid
phase of cementite are included for comparison in Figure 3.11(b) and (c). Since Dick and
coworkers used a single-phase simulation box, their simulation clearly shows superheating
causing the melting temperature to be overestimated. This can be attributed to the absence
of the solid-liquid interface in single phase simulations. In Figure 3.11(c), the specific heat
shows a peak between 1420 K and 1430 K. Therefore I assign 1425 ± 5 K as the melting
temperature of cementite. This is a reasonable prediction compared to experimental data
for decomposition temperatures of cementite: 1100 to 1200 K and eutectic point at 1420 K
[21, 22, 27].

3.9

Summary and Conclusions

In this study, I investigated the properties of cementite using an interatomic potential developed within the MEAM formalism. Previously developed single-element interatomic
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Figure 3.11
Variation of properties of the two-phase system over the temperature.
a) Total energy of the system. (b) Volume of the system. Red curve is firstprinciples data by Dick et al. [62]. (c) Specific heat of the system. Red curve
is the first-principles data. (d) dV /dT of the system.

potentials for Fe and C were used to develop the Fe-C alloy MEAM potential. The singleelement potential for C predicts graphite and diamond as minimum energy structures with
almost degenerate energies. MEAM potentials for pure elements predict the heat of formation, bulk moduli, and lattice constants of Fe and C in their natural crystal structures
in good agreement with experimental data. The alloy potential for the Fe-C system was
developed primarily to reproduce structural and elastic properties of cementite. Secondar-
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ily, the interstitial energies of C in bcc Fe, as well as heats of formation of Fe-C alloys in
B1 and L12 structures were included with less weighting. The constructed potential was
used to predict structural, elastic, and thermal properties of cementite. Structural properties tested included the heat of formation, the equilibrium lattice constants, the equilibrium
volume, and the energy variation with respect to volume. MEAM predictions are in good
agreement with DFT and experiment. Nine single-crystal elastic constants were calculated
and used to estimate polycrystalline bulk modulus, shear modulus, Young’s modulus, and
Poisson’s ratio of cementite. Surface energies for (001), (010), and (100) surfaces were
also calculated and compared. The potential was validated by predicting the thermal stability of cementite, its melting temperature and the variation of specific heat and volume
of cementite with respect to temperature by two-phase (solid/liquid) MD simulations. The
present MEAM potential predicted the melting temperature of cementite to be 1425 ± 5 K,
which is reasonable compared to the experimentally observed decomposing temperatures
of 1100 to 1200 K and eutectic point of 1420 K.

54

CHAPTER 4
THE EFFECT OF ZN-SN PAIR-DOPING ON M-TYPE SR-HEXAFERRITE
4.1

Introduction
Strontium hexaferrite, SrFe12 O19 (SFO), is widely used as a material for permanent

magnets along with other M-type hexaferrites, M Fe12 O19 (M = Sr, Ba, Pb), due to their
high Curie temperatures, large saturation magnetizations, high value of coercivity, excellent chemical stability, and low cost. Recently SFO has been investigated for the use in
magnetic recording media [63, 64, 65], but due to its high intrinsic coercivity, pure SFO
is difficult to be used in magnetic recording materials [66]. As shown in Figure 4.1, magnetism in SFO results from Fe3+ ions occupying five different interstitial sites in the ten
oxygen layers of the crystallographic unit cell: three octahedral sites (2a, 12k, and 4f2 ),
one tetrahedral site (4f1 ) and one trigonal bipyramid site (2b). SFO is a ferrimagnetic material that has 16 Fe3+ ions with spins in the major direction (2a, 2b, and 12k sites) and 8
Fe3+ ions with spins in the minor direction (4f1 and 4f2 sites), as shown in Figure 4.1(c).
Therefore, the substitution of nonmagnetic ions into Fe sites with the minority spin direction can increase the saturation magnetization of SFO by reducing the negative contribution
toward the total magnetic moment. Consequently, investigations to improve the magnetic
properties of M-type hexaferrites have been performed through substitution of various impurities [67, 65, 64, 68, 63, 4, 69, 70, 71, 72, 73, 74, 75, 76, 77, 66, 78, 79, 80]. Substitution
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of Fe3+ ions with transition metal ions has proven to be successful in improving the magnetic properties of SFO. Pair-doping of Fe atoms by Zn-Nb [79], Zr-Cd [72], Zn-Sn [4],
Sn-Mg [64], and Er-Ni [65] improved the magnetic properties of SFO. Zr-Cd substituted
SFO (SrFe12−x (Zr0.5 Cd0.5 )x O19 ) showed increase of Ms only up to x = 0.2. Coercivity
decreased continuously with increase of Zr-Cd concentration [72] while Ms and coercivity
steadily increased in Er-Ni substituted SFO with Er-Ni concentration. Substitution by ZnNb [79], Zn-Sn [4, 81] and Sn-Mg [64] increased the saturation magnetization (Ms ) and
decreased coercivity.
Using density functional theory (DFT), Fang et al. [82] investigated the electronic
structure of SFO. Novak et al. calculated the electronic structure and exchange interactions
of barium hexaferrite using DFT [83]. In spite of the importance of substituted SFO, only
a few theoretical investigations have been done on La substitution [84, 85]. To my knowledge, no electronic structure calculation has been done on experimental investigations of
pair-doped SFO. Knowledge of the site occupancy of the substituted atoms in substituted
SFO would be advantageous in understanding the effect of pair-doping on magnetic properties of SFO.
In this work, I used first-principles total-energy calculations to study the site preference
and magnetic properties of Zn-Sn substituted M-type SFO, SrFe12−x (Zn0.5 Sn0.5 )x O19 (SFSZO) with x = 1. Based on total energy calculations, I conclude that in the ground-state
configuration, Zn-Sn ions preferentially occupy 4f1 and 4f2 sites in contrast to the model
suggested by Ghasemi and co-workers [4, 81], where Zn–Sn ions occupy 2b and 4f2 sites.
I further show that my model predicts an increase in saturation magnetization (Ms ) as well
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(a)

(b)

(c)

Figure 4.1
One double formula unit cell of pure SrFe12 O19 .
a) Perspective view, and (b) side view. (c) A schematic diagram showing the
spin configuration of Fe3+ ions corresponding to the side view of (b). Two
large gray spheres are Sr atoms and 38 small gray spheres are O atoms. Colored spheres represent Fe3+ ions in different sites: 2a (red), 2b (yellow), 12k
(blue), 4f1 (green), and 4f2 (cyan).

as a decrease in magnetic anisotropy energy (MAE) compared to the pure M-type SFO
(x = 0), which is consistent with experimental observations.

4.2

Methodology
To determine the site preference of Zn and Sn atoms in Sr-hexaferrite, I used first-

principles total-energy calculations for configurations of SrFe12−x (Zn0.5 Sn0.5 )x O19 at x =
0 and x = 1. The x = 0 configuration corresponds to pure SFO without any substitution. I used a unit cell which contains two formula units of SFO in my calculations. The
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x = 1 configuration was constructed by substituting Zn and Sn, one atom each, into the
Fe sublattices of SFO. Total energies and forces were calculated using density-functional
theory (DFT) combined with projector-augmented-wave (PAW) potentials as implemented
in VASP [35, 14]. All calculations were spin polarized according to Gorter’s ferrimagnetic
ordering of Fe spins [86]. Brillouin zone sampling was performed using the MonkhorstPack scheme [36] with a Fermi-level smearing of 0.2 eV applied through the MethfesselPaxton method [37] for relaxations and the tetrahedron method [87] for static calculations.
Using the quasi-Newton algorithm [88], I performed geometric optimizations to relax the
positions of ions. Electron exchange and correlation were treated with the generalized
gradient approximation (GGA) as parameterized by the Perdew-Burke-Ernzerhof (PBE)
scheme [7]. To improve the description of Fe 3d electrons, the GGA+U method was employed using the formula by Vosko et al. [89] for interpolation of the correlation part of
the electron exchange and correlation potential. The effective U parameter for Fe 3d electrons were chosen to reproduce the atomic magnetic moments of Fe3+ ions from the hybrid
functionals in the Heyd-Scuseria-Ernzerhof (HSE) scheme [90, 91, 92]. A plane-wave energy cutoff of 520 eV was used and volumetric optimizations were performed to obtain the
ground state of SrFe12 O19 . For SrFe12−x (Zn0.5 Sn0.5 )x O19 with x = 1, only atomic relaxations were performed with a plane-wave energy cutoff of 400 eV. In each case, geometric
optimizations were performed until the energy difference between two successive ionic
optimization steps was less than 0.001 meV.
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4.2.1

GGA+U

Although GGA is adequate for most calculations, when applied to systems such as
transition metal oxides that contain 3d electrons, it underestimates the band gap and the
magnetic moment. Therefore to improve the description of the Fe 3d electrons, I used the
simplified rotationally invariant approach to the L(S)DA+U method described by Dudarev
et al., [12], with GGA instead of the L(S)DA exchange and correlation functional. The
method requires an effective U value (Ueff ) equal to the difference between the Hubbard
parameter U and the exchange parameter J, which is part of the added penalty functional
that represents the double counting correction to the total energy of L(S)DA (in our case
GGA). The U and J parameters can either be determined from experiments or estimated
using restricted L(S)DA (GGA) calculations. Novak et al. performed GGA+U calculations
using the full potential linearized augmented plane wave (FPLAPW) method [83]. Their
calculations compared two values, U = 3.4 eV and U = 6.9 eV, with GGA which corresponds to U = 0 eV. I used the magnetic moment of Fe atoms predicted by calculations
using hybrid density functionals to determine the U value. Using the determined U , the
electronic structure of SrFe12 O19 in Gorter’s spin structure was calculated and volumetric
optimization was performed to obtain the respective ground states.

4.2.2

Hybrid Functionals

Hybrid density functionals have much more accuracy than GGA functionals, but they
are computationally expensive for large systems. Most hybrid functionals include a certain
amount of the Hartree-Fock exchange. The HSE scheme is a screened Coulomb functional
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that is based on the GGA (PBE) exchange functional with a short-range modification. The
accuracy of the HSE hybrid functional is comparable to B3LYP and PBE0 functionals
whereas it considerably reduces the computational effort. It has been successfully applied
for large molecules and periodic systems [90]. To determine the U value I calculated the
electronic structure of SrFe12 O19 using HSE functionals. HSE calculation was started from
the results of the GGA calculation. The volumetric relaxed structure and charge densities
of SrFe12 O19 from the GGA calculation were used to obtain the energy and magnetic moments through HSE calculations. The U value which reproduced the average magnetic
moments of each symmetry site of the unit cell closest to the HSE calculation was then
chosen.

4.3

Results

4.3.1

Pure SrFe12 O19

Pure SFO (SrFe12−x (Zn0.5 Sn0.5 )x O19 with x = 0) has a hexagonal crystal structure and
the space group P 63 /mmc, as shown in Figure 4.1. As shown in Table 4.1, the unit cell
has 11 inequivalent sites: one Sr site of multiplicity 2, five Fe sites of multiplicity 2, 2,
4, 4 and 12, and five oxygen sites of multiplicity 4, 4, 6, 12, and 12. In total, the double
formula unit cell has 64 atomic sites. First, using the GGA functional form I optimized
the crystal structure of pure SFO using volumetric and ionic optimization. The optimized
structure was then used to determine magnetic properties of pure SFO crystal through
a static calculation using the HSE hybrid functional. Finally the variation of magnetic
properties with respect to the effective U parameter of the GGA+U method was determined
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Figure 4.2
Variation of atomic magnetic moments of SFO with U parameter
(a) positive magnetic moments for 2a, 2b, and 12k sites and (b) negative magnetic moments for 4f1 and 4f2 sites. The values from calculations using HSE
functional are shown as horizontal lines.

through fully optimized calculations. The dependence of the atomic magnetic moments of
individual symmetry sites for Fe+3 ions on the parameter U is plotted in Figure 4.2. The
values from HSE functional calculations are also shown as horizontal lines for comparison.
The total magnetic moment Ms is nearly constant over a wide range of U values considered
and does not serve as a good criterion for determining the appropriate U value. On the other
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hand, Figure 4.2 shows that the magnetic moments on inequivalent sites vary smoothly over
the range of U values and, more importantly, they cross their corresponding values of HSE
calculation simultaneously near U = 3.7 eV. Therefore, I set U to 3.7 eV for GGA+U
method for all subsequent calculations.
Table 4.1
Average magnetic moments of atoms in SrFe12 O19
site
Sr(2d)
Fe(2a)
Fe(2b)
Fe(4f1 )
Fe(4f2 )
Fe(12k)
O(4e)
O(4f )
O(6h)
O(12k)
O(12k)
Total

GGA GGA+U
-0.005 -0.003
3.733
4.156
3.541
4.057
-3.426 -4.038
-3.166 -4.095
3.719
4.170
0.383
0.353
0.121
0.089
0.085
0.027
0.093
0.084
0.175
0.180
39.89
40.00

HSE
-0.008
4.149
4.044
-4.042
-4.093
4.138
0.391
0.093
0.031
0.082
0.196
39.95

GGA+U calcultions were done with U = 3.7 eV. Total magnetic moment of
the double unit cell is also given. All moments are given in µB .

Through volumetric and ionic optimization, I obtained a = 5.93 Å and c = 23.20 Å as
equilibrium lattice constants in good agreement with the experimental values of 5.88 Å and
23.04 Å, respectively [93]. The total densities of states (DOS) for the optimized Gorter’s
configuration calculated with HSE, GGA+U (U = 3.7 eV) and GGA are shown in Figure 4.3. HSE and GGA+U predict an insulating state while GGA predicts a metallic state
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with nonzero DOS at the Fermi energy. The magnetic moments of individual atoms of
the 11 inequivalent atomic sites and the saturation magnetic moment of the unit cell, from
GGA, GGA+U and HSE functional forms are given in Table 4.1. Individual magnetic
moments of the Fe sites predicted by GGA are much less than those by HSE. GGA+U’s
prediction of the atomic magnetic moments is in good agreement with HSE results. Total
magnetic moment values are close to 40 µB per unit cell for all three methods.

Figure 4.3
Total densities of states (DOS) (states/eV) of SrFe12 O19 .
DOS were calculated using GGA, GGA+U (U = 3.7 eV), and HSE methods.
Positive values in red correspond to spin-up states and negative values in black
correspond to spin-down states. Energy band gaps are measured to be 0.0,
0.93, and 1.19 eV, respectively.
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4.3.2

SrFe12−x (Zn0.5 Sn0.5 )x O19 with x = 1

(a)

(b)
Figure 4.4

The structures of SFSZO with spins oriented in easy axis (001)
a) ground state configuration Zn(4f1 )Sn(4f2 ).1 and (b) a higher-energy configuration Zn(2b)Sn(4f2 ).1. Cyan spheres are Fe atoms, small gray spheres are
O atoms, orange spheres are Sr atoms, blue sphere is Zn atom and red sphere
is Sn atom. The arrows represent atomic magnetic moment on each atom.

For the x = 1 concentration, one Zn and one Sn atom are substituted into two of the 24
Fe sites of unit cell as shown in Figure 4.4. All Fe sublattices listed in Table 4.1 have more
than one equivalent atomic site. In general substitution of Zn-Sn atoms breaks the symmetry among the equivalent sites of pure SFO. Out of all 552 (= 24 × 23) possible SFSZO
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structures, the 24 symmetry operations of the space group P 63 /mmc render a substantial number of structures equivalent leaving only 55 inequivalent structures. I label these
inequivalent configurations using the convention of Zn(site for Zn)Sn(site for Sn).(unique
index). For example, when Zn and Sn are substituted to 2b and 12k sites, respectively, there
are 24 (= 12 × 2) possible structures, but only two of them are inequivalent configurations
due to symmetry. Therefore, they are labeled as Zn(2b)Sn(12k).1 and Zn(2b)Sn(12k).2.
These structures were constructed by substituting Zn and Sn atoms to the respective sites
of a SFO unit cell fully optimized using GGA+U (U = 3.7 eV). After substitution, the
atomic positions of the structures and spin polarized electron charge densities were fully
optimized and their total energies were compared. All configurations maintained the original hexagonal structure.
In Table 4.2 I list all inequivalent SFSZO structures I considered. The ground state
configuration Zn(4f1 )Sn(4f2 ).1 (Figure 4.4(a)) that has Zn and Sn atoms substituted to 4f1
and 4f2 sites, respectively, has an increase in Ms of approximately 10 µB with respect to
pure SFO which is consistent with the experimental results by Ghasemi and co-workers
[4, 81]. The structure suggested by Ghasemi with Zn2+ in 2b site and Sn4+ in 4f2 site
(configuration Zn(2b)Sn(4f2 ).1 in Table 4.2 and shown in Figure 4.4(b)) is a higher-energy
configuration ranked #8 with a much higher total energy (0.277 eV). Furthermore, configuration Zn(2b)Sn(4f2 ).1 shows almost no increase in Ms , contradicting the experimental
result which shows a rapid increase of Ms with concentration x (∼ 7% increase at x = 1).
Note that configurations with Zn and Sn substituted in 4f1 and 4f2 sites show a consid-
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Table 4.2
Configurations of SrFe12−x (Zn0.5 Sn0.5 )x O19 for x = 1
index
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25

config
Zn(4f1 )Sn(4f2 ).1
Zn(4f1 )Sn(4f2 ).4
Zn(12k)Sn(4f2 ).3
Zn(4f1 )Sn(4f2 ).3
Zn(4f1 )Sn(12k).3
Zn(4f1 )Sn(4f2 ).2
Zn(4f1 )Sn(2a).1
Zn(2b)Sn(4f2 ).1
Zn(2a)Sn(4f2 ).1
Zn(12k)Sn(4f2 ).2
Zn(4f1 )Sn(12k).1
Zn(2a)Sn(4f2 ).2
Zn(4f1 )Sn(2b).1
Zn(2a)Sn(12k).1
Zn(4f1 )Sn(2b).2
Zn(12k)Sn(4f2 ).1
Zn(12k)Sn(4f2 ).4
Zn(4f1 )Sn(12k).2
Zn(12k)Sn(2b).2
Zn(4f1 )Sn(12k).4
Zn(2a)Sn(2b).1
Zn(2a)Sn(12k).2
Zn(12k)Sn(2a).1
Zn(2a)Sn(4f1 ).1
Zn(4f1 )Sn(2a).2

Etot
0.000
0.158
0.177
0.187
0.190
0.257
0.265
0.277
0.277
0.384
0.391
0.423
0.460
0.579
0.603
0.635
0.688
0.699
0.732
0.750
0.755
0.936
0.968
1.033
1.036

Ms
50.002
50.001
40.007
50.000
40.000
50.001
39.998
40.003
40.001
40.000
39.999
39.999
40.000
30.003
40.001
39.999
40.007
39.999
29.999
40.006
30.000
29.999
30.002
40.002
40.002

∆Ms
10.001
10.000
0.006
9.999
0.001
10.000
0.002
0.002
0.000
0.000
0.002
0.002
0.001
9.997
0.001
0.001
0.006
0.002
10.002
0.005
10.001
10.001
9.999
0.002
0.001

The order is of decreasing stability. Total energies (Etot ) are relative to that of
the ground state configuration Zn(4f1 )Sn(f2 ).1. The total magnetic moment
(Ms ) and the change in Ms with respect to pure SFO in Gorter’s configuration (∆Ms ) are also given. All values are for a double formula unit cell of
SrFe12−x (Zn0.5 Sn0.5 )x O19 containing 64 atoms. All energies are given in eV
while magnetic moments are given in µB .
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Table 4.2
(Continued)
index
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50

config
Zn(12k)Sn(2b).1
Zn(4f2 )Sn(2b).1
Zn(2b)Sn(4f2 ).2
Zn(12k)Sn(4f1 ).3
Zn(2b)Sn(12k).2
Zn(12k)Sn(4f1 ).1
Zn(12k)Sn(2a).2
Zn(4f2 )Sn(12k).3
Zn(4f2 )Sn(12k).2
Zn(2a)Sn(4f1 ).2
Zn(2b)Sn(12k).1
Zn(12k)Sn(4f1 ).2
Zn(12k)Sn(4f1 ).4
Zn(2b)Sn(2a).1
Zn(4f2 )Sn(12k).1
Zn(4f2 )Sn(2b).2
Zn(4f2 )Sn(12k).4
Zn(4f2 )Sn(2a).1
Zn(4f2 )Sn(2a).2
Zn(2b)Sn(4f1 ).1
Zn(2b)Sn(4f1 ).2
Zn(4f2 )Sn(4f1 ).4
Zn(4f2 )Sn(4f1 ).1
Zn(4f2 )Sn(4f1 ).3
Zn(4f2 )Sn(4f1 ).2

Etot
1.045
1.204
1.243
1.284
1.299
1.348
1.378
1.408
1.540
1.584
1.616
1.705
1.741
1.755
1.858
1.864
1.872
1.994
2.022
2.078
2.137
2.337
2.339
2.392
2.411

Ms
∆Ms
30.005 9.996
40.002 0.002
40.004 0.003
40.002 0.001
29.998 10.003
40.003 0.002
29.999 10.001
40.073 0.073
40.001 0.000
40.000 0.001
30.007 9.993
39.996 0.004
40.000 0.001
30.012 9.989
39.998 0.002
40.000 0.001
40.001 0.000
40.002 0.001
40.001 0.001
39.995 0.005
40.001 0.000
49.999 9.998
49.942 9.941
49.862 9.861
49.867 9.867

erable increase in Ms (∼ 10 µB ) while those in 2a, 2b, and 12k sites show nearly zero
increase in Ms .
In Table 4.3 I compare the contribution of different sublattices to the total magnetic
moment in these two proposed models for the structure of Zn-Sn-substituted SFO. To see
the effect of Zn and Sn atoms in different sublattices, I split the entries of sublattices con67

taining these atoms (4f1 , 4f2 , and 2b). As expected, Zn2+ and Sn4+ ions carry negligible
magnetic moments, regardless of their substitution sites. Consequently, when they replace
Fe3+ ions in the minority spin sites (4f1 and 4f2 ), they eliminate a negative contribution
and make a positive contribution. On the other hand, when Zn2+ and Sn4+ ions replace
Fe3+ ions in the majority spin site (2b), they eliminate a positive contribution and make
a negative contribution. Therefore, configuration Zn(4f1 )Sn(4f2 ).1 results in an increase
of 10 µB for the saturation magnetic moment Ms , whereas configuration Zn(2b)Sn(4f2 ).1,
where Zn and Sn are substituted to the 2b and 4f2 sites, shows no increase in Ms as the
effect of Zn in the 2b site cancels out that of Sn in the 4f2 site.
In addition to increase of Ms , Ghasemi et al. also reported a rapid decrease in anisotropy
of SFO due to Zn and Sn substitution [4]. The decrease in anisotropy was attributed to
the substitution of Zn2+ ions into 2b site. I calculated the magnetic anisotropy energy
(MAE) for the lowest-energy configuration. A self-consistent calculation on the fully relaxed crystal structure was performed and the charge densities were extracted. Then nonself-consistent calculations were performed to structures with the spin quantization axis
oriented in the easy and hard axes. MAE is the difference of total energies from these two
calculations:
EMAE = E(100) − E(001)
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(4.1)

Table 4.3
Contribution of sublattices to the total magnetic moment of SFSZO structures
SFO
Zn(4f1 )Sn(4f2 ).1
Zn(2b)Sn(4f2 ).1
atoms
m atoms
m ∆m atoms
m ∆m
2d
2*Sr
-0.01
2*Sr
0.00 0.00
2*Sr
0.00 0.00
2*Fe
8.31 2*Fe
8.47 0.16 2*Fe
8.31 0.00
2a
1*Fe
4.06 1*Fe
4.15 0.09 1*Fe
4.06 0.00
2b
1*Fe
4.06 1*Fe
4.06 0.00 1*Zn -0.01 -4.07
3*Fe -12.11 3*Fe -12.07 0.04 3*Fe -12.10 0.02
4f1
1*Fe -4.04 1*Zn
0.06 4.10 1*Fe -4.04 0.00
3*Fe -12.29 3*Fe -12.19 0.09 3*Fe -12.35 -0.06
4f2
1*Fe -4.10 1*Sn
0.05 4.14 1*Sn
0.03 4.13
12k 12*Fe 50.04 12*Fe 50.22 0.18 12*Fe 50.16 0.12
4*O
1.41
4*O
1.25 -0.16
4*O
1.41 0.00
4e
4f
4*O
0.36
4*O
0.35 -0.01
4*O
0.33 -0.02
6*O
0.16
6*O
0.40 0.23
6*O -0.08 -0.25
6h
12k
12*O
1.00 12*O
1.03 0.03 12*O
1.02 0.01
12*O
2.16 12*O
3.11 0.95 12*O
2.33 0.17
12k
Sum
39.02
48.87 9.85
39.07 0.05
40.00
49.96 9.96
39.96 -0.04
Total
site

Zn-Sn-substituted SFO structures Zn(4f1 )Sn(4f2 ).1 and Zn(2b)Sn(4f2 ).1 are
compared with pure SFO. All moments are given in µB . Note that the total
magnetic moment of the unit cell (last row) is slightly different from the sum
of all local magnetic moments due to the contribution from interstitial regions.

where E(100) is the total energy with spin quantization axis in the hard direction (y-axis)
and E(001) the total energy with spin quantization axis in the easy direction (x-axis). Using
the MAE, magnetic anisotropy constant K can be computed:

K=

EMAE
V sin2 θ

(4.2)

where V is the equilibrium volume and θ is the angle between the two spin quantization
axis orientations (90◦ in this case). Results of these calculations are presented in Table 4.4,
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which shows that the lowest-energy configuration shows a rapid decrease in anisotropy
consistent with the experimental results.
Table 4.4
Magnetic anisotropy energy (MAE)
Config
SFO
Zn(4f1 )Sn(4f2 ).1

MAE (meV)
0.84
0.45

K (kJ·m−3 )
190
100

Magnetic anisotropy energy (MAE) and magnetic anisotropy constant K for
pure SFO and the lowest-energy configuration of Zn-Sn-substituted SFO.

4.4

Conclusions
Using first-principles total energy calculations based on density functional theory, I

obtained the ground state structure for Zn-Sn-substituted SFO, SrFe12−x (Zn0.5 Sn0.5 )x O19
with x = 1. I showed that Zn and Sn atoms preferentially occupy 4f1 and 4f2 sites. The
stable structure derived from my calculations shows a rapid increase in saturation magnetic
moment and a significant decrease in magnetic anisotropy with respect to pure SFO that is
consistent with experimental observations. I showed that the previously proposed model
with a Zn atom in the 2b site is a higher-energy configuration with significantly higher
total energy and consequently unlikely to be formed in the thermodynamic limit. I also
showed that the lowest-energy configuration determined from the present work shows a
rapid decrease in anisotropy consistent with the experimental results.
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CHAPTER 5
CONCLUSIONS
5.1

Summary
I studied structure-property relationships of two crystal structures using first principles

calculations and semi-empirical potential based atomistic calculations.
Structural, elastic and thermal properties of cementite (Fe3 C) were studied using a
newly designed interatomic potential for Fe-C alloys in the MEAM formulation. The designed potential predicts heat of formation, equilibrium lattice constants and volume, elastic constants and surface formation energies of cementite with reasonable accuracy. The
potential correctly reproduces the unusually low value of C44 (18 GPa) which is predicted
by DFT (15 GPa) and it is one of the characteristics of the current MEAM potential. Thermal properties of cementite were investigated using a two-phase simulation box which had
a solid-liquid interface. The prediction of melting temperature by the MEAM potential is
1425 ± K compared to the experimentally observed decomposing temperatures of 1100 to
1200 K and eutectic point of 1420 K. The potential also predicts the interstitial energies of
C in bcc Fe with correct order of stability. The potential could be used in investigations of
the effect of cementite on carbon steels.
I used DFT together with GGA, GGA+U and hybrid functionals, and plane wave basis
set to investigate the Zn-Sn doped Sr-hexaferrite cystal structure.Comparison of DOS plots
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for pure SFO shows that the GGA+U method accurately predicts the insulating nature of
SFO in agreement with hybrid functionals. My DFT studies on Zn-Sn doped SFO confirmed the experimental observations of increased saturation magnetization and decreased
coercivity. My prediction of site preference of Zn for SrFe12−x (Zn0.5 Sn0.5 )x O19 at x = 1
is 4f1 compared to the experimentally suggested 2b while the predicted site for Sn is the
same as experimental suggestion of 4f2 for SrFe12−x (Zn0.5 Sn0.5 )x O19 at x = 1. I showed
that the experimentally suggested model with Zn in 2b site has a significantly higher total
energy and therefore is unlikely to form in the thermodynamic limit.

5.2

Future Directions
The designed MEAM potential could be further improved by incorporating other alloy

properties such as stacking fault energies, radial distribution functions and C diffusion in
Fe. This will radically change the current potential, but this could be done using advanced
algorithms, such as particle swarm optimization, to fit all target values.
The results of Zn-Sn doped SFO calculations could be further verified by investigating
the configurations at x = 2. The number of possible configurations will be much larger,
but symmetry operations would reduce them to a manageable set.
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