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We generalize the hierarchical equations of motion method to study electron transport through
a quantum dot or molecule coupled to one-dimensional interacting leads that can be described as
Luttinger liquids. Such leads can be realized, for example, by quantum wires or fractional quantum
Hall edge states. In comparison to noninteracting metallic leads, Luttinger liquid leads involve many-
body correlations and the single-particle tunneling density of states shows a power-law singularity at
the chemical potential. Using the generalized hierarchical equations of motion method, we assess the
importance of the singularity and the next-to-leading order many-body correlations. To this end,
we compare numerically converged results with second and first-order results of the hybridization
expansion that is inherent to our method. As a test case, we study transport through a single-level
quantum dot or molecule that can be described by an Anderson impurity model. Cotunneling effects
turn out to be most pronounced for attractive interactions in the leads or repulsive ones if an excitonic
coupling between the dot and the leads is realized. We also find that an interaction-induced negative
differential conductance near the Coulomb blockade thresholds is slightly suppressed as compared
to a first-order and/or rate equation result. Moreover, we find that the two-particle (n-particle)
correlations enter as a second-order (n-order) effect and are, thus, not very pronounced at the high
temperatures and parameters that we consider.
PACS numbers: 85.35.-p, 73.63.-b, 73.40.Gk, 71.10.Pm
I. INTRODUCTION
Quantum dots and molecules offer unique opportuni-
ties to design nanoelectronic devices and to understand
fundamental properties of open quantum many-body sys-
tems such as quantization, interference, exchange and
nonequilibrium effects.1–5 Conventional studies focus on
the coupling to noninteracting leads, which is appropri-
ate when the electrons in the leads are Fermi liquids.6,7 In
contrast, interacting electrons in a quasi-one-dimensional
lead can organize themselves into a Luttinger liquid giv-
ing rise to a unique set of correlations and properties.8,9
The importance of such correlations on the correspond-
ing transport properties can be demonstrated by Kane-
Fischer theory,10,11 which shows that the conductance
through a tunneling barrier vanishes if it is attached to
repulsive Luttinger liquid leads, yet becomes perfect for
attractive ones. Experimentally, it is challenging to real-
ize Luttinger liquid leads, while the interest in such sys-
tems is growing due to possible realizations in quantum
wires,12–15 or by the edge states of a fractional quantum
Hall system.16–20 Thus, it is very interesting to study the
(non-equilibrium) properties of such transport setups.
Transport with Luttinger liquid leads has been in-
vestigated before.9,21–23 Two Luttinger liquids separated
by a tunneling barrier were first studied by Kane and
Fisher,10,11 and later by others.24–33 Fabrizio et al.34
and Maurey and Giamarchi35 extended these studies by
long-range Coulomb interactions in the leads. nonin-
teracting structures or quantum dots with a single-level
that replaces the tunneling barrier of the latter stud-
ies were also considered,36–42 including the dual, side-
coupled case.43,44 Here, the position of the energy level is
crucial; a level aligned with the chemical potential yields
perfect conductance while the conductance is zero other-
wise. Transport with a single level quantum dot, which
can be described by an Anderson impurity model has
been investigated by Andergassen et al.,45 where the au-
thors find that screening of the dot spin (Kondo physics)
occurs even in the presence of the power-law singularity
inherent to a Luttinger liquid.8,46 These considerations
were extended to Coulombic dot-lead interactions by El-
ste et al.,47 revealing a mechanism for negative differ-
ential resistance (NDR) at the Coulomb blockade edge
(similar to the NDR mechanisms reported by Matveev
and Larkin48 and Dubi49). In this work, we study the
same model; we consider transport through an Anderson
impurity coupled to two Luttinger liquid leads where all
interactions are local and short-ranged. Note that trans-
port through more complex, multi-orbital systems has
also been considered,50–54 including the effect of electron-
phonon interactions.55–57
The early studies on the low-energy transport prop-
erties of a tunneling barrier connected to Luttinger
liquid leads are based on analytic results. They
have been derived either by employing Bethe ansatz
solution29 or by bosonic10,24 or fermionic renormaliza-
tion group.25,26,31,32 Approximate solutions on the more
complex setups with double barrier or quantum dot
structures have been derived using rate equations,47,50–52
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2functional renormalization group,40,45 equation of motion
techniques,57 full counting statistics55 or nonequilibrium
Green’s functions.53,54,56 Numerically converged or ex-
act results have become available only recently. This
includes a study of the tunneling barrier case by den-
sity matrix renormalization group (DMRG)33 and an
imaginary-time quantum Monte Carlo (QMC) scheme
where a quantum dot is described that is coupled to a
single Luttinger liquid lead.58 Thus, the number of nu-
merically exact schemes that can be used to describe
this transport setup is very limited. This is in con-
trast to the transport setups with noninteracting leads,
where density matrix renormalization group,59–64 numer-
ical renormalization group,65–68 multilayer multiconfigu-
ration time-dependent Hartree theory,69,70 iterative71–75
and stochastic path-integral schemes76–83 or the hierar-
chical quantum master equation (HQME) method84–89
have been employed.
In this paper, we extend the HQME framework to de-
scribe transport with Luttinger liquid leads. The method
was originally developed to describe finite quantum sys-
tems coupled to a bosonic environment90–92 and was later
extended to fermionic reservoirs.84,86,87,93 The method
is based on a hybridization expansion that, for nonin-
teracting leads, can be systematically converged if the
temperature of the environment is not too low (for a
single-impurity Anderson model, the numerical effort
becomes prohibitive below the Kondo temperature).87
Thus, higher order processes between the dot and the
leads, and also correlations in the dot and the leads, can
be accounted for systematically. In parallel, a perturba-
tive analysis to a fixed, given order is also possible. We
present a scheme that allows to obtain converged results
with respect to single-particle correlations in the Lut-
tinger liquid leads, including the effect of the power-law
singularity. The effect of two- and n-particle correlations,
however, is included only in leading order. Thus, our
method represents an important step towards a numeri-
cally exact scheme and allows us to estimate, at least, the
role of multi-particle correlations. In contrast to DMRG
or imaginary-time QMC, it also allows us to account
for the full nonequilibrium character of this transport
problem. As a standard example, we study the trans-
port properties of a single-level quantum dot or molecule
that can be described by the Anderson impurity model.
For this model, we corroborate previous results on NDR
at the Coulomb edge,47 assessing the role of cotunnel-
ing and beyond-second-order processes and the role of
two-particle correlations in the leads. Processes beyond
second order and two-particle correlations turn out to be
negligible in the range of temperatures that we consider
(T  TKondo).
The rest of the paper is organized as follows. In Sec. II,
the model that we study is introduced. In Sec. III, we
outline the derivation of the HQME with particular em-
phasis on the differences between the hierarchy construc-
tion for noninteracting and interacting leads. We also
compare our new method with the rate equation scheme
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FIG. 1: Graphical scheme of the transport setup that we
consider, i.e., a quantum dot coupled to two, semi-infinite
Luttinger liquid leads with chemical potentials that differ by
the applied bias voltage.
of Elste et al..47,94 We present our results in Sec. IV,
where we discuss current-voltage characteristics in the
steady state for various interaction types and strengths
in the leads. The effects of two-particle correlations func-
tions, which become important when interactions in the
leads are non-negligible, are also discussed. We present
our conclusions in Sec. V. Technical details are outlined
in the Appendices.
II. MODEL
The model that we consider (see Fig. 1) is described
by the Hamiltonian
H = Hdot +
∑
α=L,R
(Hαlead +H
α
tun) . (1)
It includes a quantum dot (located at position x = 0)
that can be described by an Anderson impurity model
with a spin-degenerate level  and an on-dot Coulomb
repulsion U ,
Hdot = 
∑
s=↑,↓
ns + Un↓n↑, (2)
where ns = d
†
sds is the electron density with spin s, and
d
(†)
s is the dot annihilation (creation) operator with spin
s.
The dot is coupled to two, semi-infinite Luttinger liq-
uid leads that terminate at xα=L,R. We model the cou-
pling between the dot and the leads by a single-particle
tunneling Hamiltonian
Hαtun =
∑
s
∫
α
dx
[Tα(x)ψ†αs(x)ds + H.c.] , (3)
where Tα(x) is the tunneling amplitude and ψ(†)αs (x) is
the electron annihilation (creation) operator in the lead
α. The integral
∫
α
covers the range from −∞ to xL < 0
for the left lead, and from xR > 0 to∞ for the right lead.
This field-theoretical form of the tunneling Hamiltonian
is often used in the description of Luttinger liquid leads.
It reduces to a simpler form
Hαtun(t) =
∑
s
f+αs(t)ds + H.c., (4)
3where fσαs is a creation (σ = +) and annihilation (σ = −)
operator in the interaction picture defined as
f−(+)αs (t) ≡ eiH
α
leadt
(∫
α
dxTα(x)ψ(†)αs (x)
)
e−iH
α
leadt
' aT¯αψ¯(†)αs (t),
(5)
if one considers tunneling amplitudes that are non-zero
only within a small range a at the edge of each lead. T¯α
and ψ¯
(†)
αs (t) represent the average tunneling amplitude
and field strength over this small range, respectively.
The leads are, for example, Hubbard chains whose low-
energy properties can be described by an effective model
of a Luttinger liquid. We do not assume a specific form
of a microscopic Hamiltonian, because only the effective
Luttinger form is used in the following. We set the nota-
tion using the bosonized Hamiltonian for an infinite lead9
Hαlead =
∑
ν=c,s
1
2pi
∫
dx
[
uανK
α
ν (∇θαν )2 +
uαν
Kαν
(∇φαν )2
]
,
(6)
where φs,c and θs,c are conjugate bosonic variables for
spin and charge sectors, uαν is the renormalized velocity of
sound, and Kαν are Luttinger parameters. For a Hubbard
chain, for example, the Luttinger parameter Kαc is given
by the on-site interaction Uα and the bare Fermi velocity
vF,α as
(Kαc )
2 =
1
1 + Uα/pivF,α
. (7)
We assume a SU(2) invariant system about spins, i.e.
we set the effective Luttinger constant Kαs = 1 and u
α
s is
equal to vF,α. The transformation formula from fermions
to bosons is
ψαs(x, t) =
∑
r=±
ψαrs(x, t)
=
∑
r=±
ηαrse
iµαt
eirkF,αx√
2pia
e
− i√
2
[(rφαc−θαc )+s(rφαs−θαs )],
(8)
where r is the chirality of the fermion, and ηαrs is a
Klein factor taking care of the anticommutation relations
among fermions. µα denotes the chemical potential of
lead α.
An essential ingredient for the HQME is the correlation
function of the lead electrons at the dot-lead boundary,
which is calculated over the equilibrium density matrix of
the leads ρL+R as 〈·〉L+R ≡ TrL+R [ρL+R · · · ]. Including
the boundary condition for the wave functions ψ
(†)
Ls (x >
xL) = ψ
(†)
Rs(x < xR) = 0, the correlation functions at the
dot-lead boundary can be calculated as47,50,94 (from now
on we drop the spatial dependence in the field operators)
Cσα(t) ≡
〈
fσαs(t)f
σ¯
αs(0)
〉
L+R
= Γαe
iσµαt
{
i~vF,αβα
pia
sinh
[
pi(t− iδ)
βα~
]}−Yα
,
(9)
where Γα = a|T¯α|2/pi is the system-lead coupling and
σ¯ ≡ −σ. δ is a short-time cut-off, which we choose
δ = 1/Wα with the band width Wα that determines the
scale where the fermionic dispersion can be considered
linear, Wα ' vF,α/a. βα is the inverse temperature of
lead α. The parameter Yα = 1/(2K
α
c ) + 1/2 determines
the character and strength of the interactions in the Lut-
tinger liquid in the charge sector. Yα greater (smaller)
than 1 represents repulsive (attractive) interactions in the
Luttinger liquid. Elste et al.47,95 showed that a short-
range excitonic (density-density) coupling between the
dot and the leads effectively renormalizes Yα to
Yα =
(
1− Kαcuαc Vα
)2
2Kαc
+
Kαc V
2
α¯
2uα,2c
+
1
2
, (10)
where Vα is the excitonic coupling strength. This means
that an originally repulsive lead, which is usually the
case for quantum wires and carbon nanotubes, can be
effectively attractive. Thus in the following we consider
both repulsive and attractive cases. The excitonic cou-
pling also renormalizes the energy  and the interaction
strength U , but we assume that such effects are already
included in these parameters.
We note that the correlation function, Eq. (9), gives
a power-law singularity in the single-particle tunneling
density of states at low frequencies and low temperatures,
Jα(ω) ≡
∫ ∞
−∞
dt
2pi
e−iωtC+α (t) + h.c.
∝ |ω − µα|Y−1 as |ω − µα| Wα, Tα.
(11)
Numerical examples for the single-particle tunneling den-
sity of states are depicted in Fig. 2. While attractive
interactions (Y = 0.8) induces a sharp peak at the chem-
ical potential, ω = 0, repulsive interactions (Y = 1.2)
lead to a sharp dip. This dependence of the low energy
single-particle tunneling density of states on the interac-
tion parameter Yα crucially affects the transport proper-
ties, even at the single-particle level.
III. METHOD
A. Hierarchical equations of motion
In this section, we briefly outline the derivation of the
hierarchical equations of motion for transport with Lut-
tinger liquid leads. The derivation is quite general, and
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FIG. 2: Single-particle tunneling density of states, J(ω), at
the edge of a Luttinger liquid lead for attractive (Y = 0.8)
and repulsive interactions (Y = 1.2) with T = 200 K, and
W = 4 eV. Γ is the system-lead coupling strength.
not necessarily restricted to Luttinger liquids, while, to
implement the formalism in practice, we make use of the
specific properties of Luttinger liquids. Note that our
derivation follows closely Refs. 84 and 86.
We first trace out the lead variables from the total
density matrix ρT (t) of the system (the dot and leads)
to obtain an equation of motion for the reduced density
matrix for the dot degrees of freedom,
ρ(t) ≡ TrL+R [ρT (t)] . (12)
Formally the time propagation of the reduced density ma-
trix can be written as ρ(t) = U(t, t0)ρ(t0), where U(t, t0)
can be written in terms of a path integral representation
as
U(t, t0) =
∫ ξ
ξ0
Dξ˜
∫ ξ′
ξ′0
Dξ˜′eiS[ξ˜]F [ξ˜, ξ˜′]e−iS[ξ˜′], (13)
where |ξ〉 ≡ exp (∑s ξsd†s) |0〉 is a fermionic coherent
state, and S is the action of the dot Hamiltonian. F
is the Feynman-Vernon influence functional
F =
〈
T exp
[
−i
∫ t
t0
dτ
∑
α,s
f+αs(τ)ξ˜s(τ) + H.c.
]
× T¯ exp
[
i
∫ t
t0
dτ
∑
α,s
f+αs(τ)ξ˜s(τ) + H.c.
]〉
L+R
, (14)
with time-ordering T and anti-time-ordering T¯ . Expand-
ing the exponentials in Eq. (14) and integrating the lead
variables, F contains a series of correlation functions of
f
(†)
αs . Let us schematically write this as
F ∼ 1 +
∫
C(1)ξ˜2 +
∫
C(2)ξ˜4 + . . . , (15)
where C(k) denotes a k-particle correlation function (in-
cluding disconnected diagrams). The formally exact se-
ries expansion of F is given in Appendix A. We can re-
organize the expansion by using the influence exponent
Φ ≡ − logF . (16)
The corresponding expansion of Φ, i.e., the cumulant ex-
pansion of F is found to be a series of connected corre-
lation functions,
Φ ∼ −
∫
C(1)ξ˜2 −
∫
C(2)ξ˜4 +
∫
[C(1)]2ξ˜4 + . . .
∼ −
∫
C(1)ξ˜2 −
∫
Cˆ(2)ξ˜4 + . . . ,
(17)
where Cˆ(2) is the connected two particle correlation func-
tions in the leads. For noninteracting leads, only the first
term remains since all the higher order correlation func-
tions can be written as products of C(1) by Wick’s the-
orem, and are summed up to be zero. In the Appendix
B, we show an explicit formula for Φ up to Cˆ(2) for in-
teracting leads. Now using Eq. (16), we can express F
as the exponential of connected correlation functions.
Neglecting (k > 2)-particle correlations, the equation
of motion of F can thus be written as
F˙ ' −i
∑
σαs
Aσ¯s
(
Bσαs + Bˆσ1,αs + Bˆσ2,αs
)
F
≡ −i
∑
σαs
Aσ¯s
(
Fσαs + Fˆσ1,αs + Fˆσ2,αs
)
,
(18)
with
Aσs ≡ ξσs + ξ′σs ,
Bσαs ≡ −i
∫ t
t0
dτ
[
Cσα(t, τ)ξ˜
σ
s (τ)− C σ¯∗α (t, τ)ξ˜′σs (τ)
]
,
Cσα(t− t′) ≡
〈
fσαs(t)f
σ¯
αs(t
′)
〉
L+R
.
(19)
The first term is related to the C(1) correlator in Eq. (15).
The second and third terms are associated with the Cˆ(2)
correlator. Explicit expressions of the Bˆσ1,αs and Bˆσ2,αs
operators are given in Appendix B. They include the cor-
relation function Cˆ(2) and three ξ˜(′) Grassmann numbers
convoluted in three time integrals. In the second line, we
define the 1st tier auxiliary influence functionals (AIF’s)
Fσαs, Fˆσ1,αs, and Fˆσ2,αs. They enter the equation of mo-
tion of the reduced density matrix by the following set of
auxiliary density operators (ADO’s)
ρσαs = Uσαs(t, t0)ρ(t0),
Uσαs(t, t0) =
∫ ξ
ξ0
Dξ˜
∫ ξ′
ξ′0
Dξ˜′eiS[ξ˜]Fσαs[ξ˜, ξ˜′]e−iS[ξ˜
′],
(20)
with similar relations for ρˆσ1(2),αs and Fˆσ1(2),αs. The equa-
tion of motion of the reduced density matrix in terms of
5ADO’s can thus be written as
ρ˙(t) = −iLρ(t)− i
∑
αsσ
[
dσ¯s , ρ
σ
αs(t) + ρˆ
σ
1,αs(t) + ρˆ
σ
2,αs(t)
]
.
(21)
The Louiville term Lρ = [Hdot, ρ] arises from the time
derivative of the action S in Eq. (14).
Taking the time derivative of ADO’s opens an infinite
hierarchy of equations of motion, including higher order
ADO’s. In particular, a new type of ADO’s emerges from
the time derivative of the correlation functions, for exam-
ple, Cσα as
B˜σαs = −i
∫ t
t0
dτ
[
C˙σα(t, τ)ξ˜
σ
s (τ)− C˙ σ¯∗α (t, τ)ξ˜′σs (τ)
]
6= Bσαs
(22)
In order to obtain a closed set of ADO’s, the correlation
functions Cσα(t) are translated to a sum of exponentials
(Meier-Tannor parametrization method),
Cσα(t) ≡
∞∑
l=0
hαle
−ωσαlt,
hαl = |Γα|2Yα (Yα)l
l!
(
Wαβα
pi
)−Yα
e−iYα
pi
2 ei(Yα+2l)
pi
βαWα ,
ωσαl = (Yα + 2l)
pi
β
− iσµα,
(23)
where (x)n ≡
∏n−1
k=0(x + k) is the Pochhammer symbol.
Correspondingly, Bσαs is also decomposed into a sum as
Bσαs =
∑∞
l=0 Bσαls, and
Bσαls = −ihαl
∫ t
t0
dτe−ω
σ
αl(t−τ)
[
ξ˜σs (τ)− ξ˜′σs (τ)
]
. (24)
Now the zeroth tier equation becomes
ρ˙ = −iLρ− i
∑
j
[
dσ¯s , ρj + ρˆ1,j + ρˆ2,j
]
, (25)
where we introduced abbreviated notations j = {αlsσ},
and j¯ = {αlsσ¯}. Note that it is in general impossible
to decompose Cˆ(2) as in Eq. (23). Therefore, we use
a local time approximation to reduce its complexity to
an exponential series. This approximation is motivated
by the fact that the Cˆ(2)(t1, t2, t3, t4) are exponentially
small when any two of the four time variables differ by
|ti− tj | ≥ 1/W (see Ref. 96 and Appendix C for details);
the approximation is thus better in the wide band limit.
We now discuss the equations of motion of the two classes
of ADO’s, ρj and ρˆ1(2),j , separately.
We start with the equation of motion of the ρj oper-
ators, ignoring the contributions from (k > 1)-particle
correlations (which is an exact procedure for noninter-
acting leads). It leads to a hiearchy of general nth tier
ADOs, ρj, associated with an AIF BjnBjn−1 · · · Bj1F , and
obey the following equations of motion
ρ˙
(n)
j = −iLρ(n)j −
(
n∑
k=1
ωjk
)
ρ
(n)
j
− i
n∑
k=1
(−1)n−kC˜jkρ(n−1)jk − i
∑
j 6∈j
Aj¯ρ(n+1)jj (26)
with superoperators C˜ and A as
C˜jρ(n) =
∑
ν
[
hαld
σ
s ρ
(n) − (−1)nh∗αlρ(n)dσs
]
,
Aj¯ρ(n) = dσ¯s ρ(n) + (−1)nρ(n)dσ¯s .
(27)
The second and third terms originate from the time
derivative of exponential time dependence and of the in-
tegral limit in Bjk respectively. In the third term, ρ(n−1)jk
is an ADO where Bjk is removed from ρ(n)j . The last
term is associated with the time derivative of F , which
adds Bj on the left of BjnBjn−1 · · · Bj1F . The constraint
on the summation, j 6∈ j, is due to the anticommuta-
tion property of Grassmann numbers. We note that the
current is related to the first tier ADO as84
Iα = i
∑
l,s
Tr
[(
ρ†αls + ρˆ
†
1,αls + ρˆ
†
2,αls
)
ds − h.c.
]
. (28)
The contributions from the operators ρˆ always conserves
the current, i.e., IL = −IR, which can be easily seen from
the equation of motions of ρˆ considered next.
The corresponding equation of motion is given by
∂tρˆ
σ
1,αls ' −iLρˆσ1,αls − ωασlρˆσ1,αls
− iΓ
′∑
s1s2s3
σ1σ2σ3
cαjj1j2j3
[
ρdσ¯3s3 d
σ¯2
s2 d
σ¯1
s1 h
∗
αl − dσ¯1s1 dσ¯2s2 dσ¯3s3 ρhαl
]
,
(29)
∂tρˆ
σ
2,αls ' −iLρˆσ2,αls − ωασlρˆσ2,αls
− iΓ
′∑
s1s2s3
σ1σ2σ3
c′αj1jj2j3
[
dσ¯2s2 d
σ¯3
s3 ρd
σ¯1
s1 − dσ¯1s1 ρdσ¯3s3 dσ¯2s2
]
hˆαl,
(30)
including the time-local approximation on Cˆ(2) that we
mentioned earlier and neglecting higher order terms.
The summation is restricted to the combinations that
conserve charges and spins; σ +
∑3
i=1 σi = 0, and
σs+
∑3
i=1 σisi = 0. This is because Cˆ
(2) is only nonzero
when these conditions are satisfied, as is known from Lut-
tinger liquid theory.97 The coefficient c
(′),α
jj1j2j3
takes one
of the values
0, 21−Yα − 1, 2Yα − 2, 2Yα−1 − 1, 2−Yα [1− (−1)1−Yα ],
(31)
depending on the indices (see the explicit form in Ap-
pendix C). As expected, they vanish in the noninteract-
ing limit Yα = 1. Please note that, in the following, we
6ignore the effect of higher orders of the ρˆ operators by
truncating the hierarchy at this point, that is at the first
tier of the ρˆ operators. This treatment is not, per se,
systematic but allows us to estimate the leading order
effect. As it turns out to be marginal in the parameter
regime that we consider, we assume that higher order ρˆ
contributions are even smaller and, therefore, negligible.
In that sense, our results that we present in Sec. IV can
be considered to be converged.
We are thus left with the infinite hierarchy of equations
of the standard ρ operators. We truncate it according
to the arguments in Ref. 86, where the importance of a
n(≥ 2)th tier ADO, ρj, is estimated by assigning it the
following amplitude
n∏
k=1
(
|hjk |
Reωjk
∑k−1
p=1 Reωjp
)
. (32)
In our calculations, we then consider only operators that
have amplitudes larger than a given threshold value Ath.
Convergence is achieved by reducing the threshold value
systematically. In addition to the Grassmann and her-
mite natures of AIF’s, this preselection greatly reduces
the number of ADO’s. Thus, we can obtain numerically
converged, exact results for the ADO’s of ρ type (as was
shown, for example, by a direct comparison to quantum
Monte Carlo simulations only recently).87 The ρˆ hierar-
chy is truncated at the first tier, ignoring higher order
terms which correspond to O(Γ4). Since n-particle con-
nected correlation functions scale as O(Γn) and we typi-
cally obtain converged results already at second or third
order for high enough temperatures, the truncation of
the ρˆ hierarchy goes well along the lines of our conver-
gence criterion. In the next section, we will show that
the contributions from Cˆ(2) have indeed only a very mi-
nor effect on the current-voltage characteristics. There-
fore, we believe that essential correlation effects in the
leads are included in our scheme. Yet, it is an important
open problem how to go beyond the limitations and ap-
proximations of our scheme in order to get a systematic
improvement of our results.
B. Rate equations
In the next section, we compare the HQME results
with rate equation results. The latter contains only
the lowest order of the hybridization expansion outlined
above, ignoring, in addition, non-Markovian memory ef-
fects. We will see how these two assumptions affect the
transport properties. The rate equations are derived for
the weak dot-lead tunneling with Born-Markov-secular
approximations:
ρ˙ = −
∫ ∞
0
dτ
∑
αs
{
[
ds(t)d
†
s(t− τ)ρ(t)− d†s(t− τ)ρ(t)ds(t)
]
C+α (τ)
+
[
d†s(t)ds(t− τ)ρ(t)− ds(t− τ)ρ(t)d†s(t)
]
C−α (τ)
+ h.c.
}
.
(33)
Using the diagonal form of the density matrix,
ρ = P0 |0〉 〈0|+ P1
2
(|↑〉 〈↑|+ |↓〉 〈↓|) + P2 |↑↓〉 〈↑↓| , (34)
we obtain the rate equations
P˙0 =
∑
α
[−2P0Rα01 + P1Rα10] ,
P˙1 =
∑
α
[−P1 (Rα10 +Rα12) + 2P0Rα01 + 2P2Rα21] ,
P˙2 =
∑
α
[−2P2Rα21 + P1Rα12] .
(35)
The coefficients Rαpq are given by Laplace transforms of
the correlation function Cα0 (τ) ≡ Cσα(τ)e−iσµτ as
Rαpq = 2 Re
∫ ∞
0
dτe−iωpqτCα0 (τ), (36)
with ω01 = −ω10 = −µα and ω12 = −ω21 = +U −µα.
The current from lead α is
〈Iα(t)〉 = 2P0Rα01 + P1Rα12 − P1Rα10 − 2P2Rα21. (37)
For the steady state, we find
〈Iα(t)〉 = 2e
R
[
R21
(Rα01Rα¯10 −Rα¯01Rα10)
+R01
(Rα12Rα¯21 −Rα¯12Rα21) ], (38)
where Rij =
∑
αRαij , and
R = R10R21 + 2R01R21 +R01R12. (39)
IV. RESULTS
A. Weak coupling regimes
In this section, we show the current-voltage (I − V )
characteristics of the model outlined in Sec. II. For sim-
plicity, we consider symmetric leads; W , β, and Y are
independent of α. The chemical potentials are taken in
the standard form µL = −µR = V/2, corresponding to
the choice of symmetric leads. We consider two scenar-
ios where the quantum dot is at the charge symmetric
point,  = −U/2, and where it is unpopulated at zero
7TABLE I: Parameters used in our simulations. Note that
these parameters are borrowed from molecular systems, but
can be easily scaled to describe, for example, semiconductor
heterostructeres, etc.
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FIG. 3: Current-voltage characteristics for the quantum dot
at the charge-symmetric point ( = −U/2), for various in-
teraction parameters of the Luttinger liquid leads (Y =
0.8/1/1.2 in the upper/middle/lower panels) and tempera-
tures (T = 100/200 K in the left/right panels). Solid (dashed)
lines are obtained by HQME (rate equations).
bias,  = U/2. Other p rameters of the model are given
in Table I.
In Fig. 3, we plot the current-voltage characteristics
of a charge-symmetric quantum dot for three cases that
are relevant, for example, for carbon nanotubes:94 attrac-
tive leads (Y = 0.8, upper panels), noninteracting leads
(Y = 1, middle panels), and repulsive leads (Y = 1.2,
lower panels) for T = 100 K (left panels) and T = 200 K
(right panels). In the attractive cases (Y = 0.8), we ob-
serve a pronounc d NDR above the C ulomb-blockade
threshold at V/2 = || = |+U |. This NDR is closely re-
lated to the peak in the single-particle tunneling density
of states (see Fig. 2) and can also appear for noninter-
acting electrodes but attractive electron-electron inter-
actions at the terminal site,49 or slightly more general
cases.48 It appears quenched in the HQME results as
compared to the rate equation results due to the effect of
broadening or the hybridization with the leads. We also
find that higher order or cotunneling processes which are
not included in the rate equation results enhance the low
bias conductance. The enhancement is strongest for the
attractive case. This behavior can also be understood in
terms of the peaked tunneling density of states (cf. Fig.
2), which is larger around the chemical potential in the
attractive case as compared to the noninteracting or re-
pulsive one. When Y = 1, the lead is noninteracting, and
thus our formalism is numerically exact within the model.
We find that due to the finite band width, W = 4.0 eV,
the current has a small negative slope or NDR at high
voltages V ≥ 1. For repulsive leads (Y = 1.2), the curves
monotonically increase in the range of voltages that we
consider, and the deviation from the rate equations is
negligible. This is because the density of states near the
Fermi energy depends on the interaction parameter Y
with an explicit factor W−Y as seen in Eq. (9). Thus, ef-
fectively, the tunneling density of states is suppressed for
repulsive interactions. This means that the perturbation
parameter Γ/T is also smaller and, thus, the differences
between HQME and rate equations are also smaller.
Fig. 4 shows the current-voltage characteristics for a
quantum dot that is unpopulated at zero bias,  = U/2,
i.e., far away from the charge symmetric point. A similar
situation has been considered, for example, in Ref. 94.
Here, in contrast to the charge-symmetric case, we ob-
serve two steps at V/2 = || and V/2 = | + U |. In the
charge-symmetric case, they appear at the same volt-
ages. Both steps are followed by a decrease of the cur-
rent level in the attractive case Y = 0.8, similar as in
the charge-symmetric case. The effect is again more pro-
nounced in the rate equation solutions due to broadening
that is missing in the rate equation results. Similar to
the charge-symmetric case, the effect of cotunneling pro-
cesses at low bias voltages is more pronounced at lower
temperatures (see the upper left and upper right pan-
els). It is generally less pronounced in the charge-non-
symmetric case, because the single-particle levels at +U
are farther away from the chemical potentials, that is the
associated probability for virtual excitations is lower as
compared to the charge-symmetric case.
Differences between the rate equation and HQME re-
sults reveal the effect of higher order processes, including
second and beyond-second order processes. Some more
insights can be obtained by comparing other, approxi-
mate solutions. The role of the Markov approximation,
for example, can be assessed by comparing rate equation
results with a first-tier truncation of the HQME. Such
a comparison is depicted by the blue and green lines in
Fig. 5. The negligible differences between the two curves
shows that the Markov approximation is well justified in
the parameter regime that we consider. Moreover, com-
paring a second-tier truncation of the HQME with the
full converged result (yet, including the approximations
with respect to multi-particle correlations; see Sec. III)
allows us to reveal the effect of beyond-second order pro-
cesses (cf. orange and purple lines in Fig. 5). They also
turn out to be negligible. Please note that a different be-
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FIG. 4: Current-voltage characteristics for the quantum dot
far away from the charge-symmetric point ( = U/2), for
various interaction parameters of the Luttinger liquid leads
(Y = 0.8/1/1.2 in the upper/middle/lower panels) and tem-
peratures (T = 100/200 K in the left/right panels). Solid
(dashed) lines are obtained by HQME (rate equations).
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FIG. 5: Comparison of current-voltage characteristics for the
quantum dot at the charge-symmetric point ( = −U/2) for
Y = 0.8 and T = 100 K obtained with rate equations (blue
line), full first order (dashed green line), second order (orange
line) and the converged HQME results (dashed purple line).
havior can be expected at low temperatures, especially
when, for example, Kondo correlations emerge87.
B. Strong coupling regimes
So far, we looked at the cases where interactions of
the leads are relatively weak (|Y − 1| . 20%), since our
decomposition scheme, Eq. (23), converges well only for
these cases. However, in this regime, the effect of the two-
particle correlation functions Cˆ(2) is quite small since the
order of the corresponding ADO’s ρˆ is
O(ρˆ) ∼
(
Γ
T
)2(
T
W
)Y
cj1j2j3j4 . (40)
This estimate is motivated by Eq. (30); in the steady
state, the amplitude of the ρˆσ1,αs and ρˆ
σ
2,αs operators scale
with Γh and Γhˆ respectively and with 1/ωl, including an
additional factor that vanishes as the interaction strength
decreases. Thus, in the above weak coupling regimes, we
find the effect of ρˆ ignorable. The complete treatment
of both ρˆ and regular ADO’s at higher tiers is desirable
but not possible within our current scheme. That being
said, we would like to illustrate the effects of two-particle
correlation functions for relatively strong couplings real-
ized by very high temperatures (Y = 0.5, Γ = 0.02 eV,
and T = 4000 K, other parameters are the same as in
the previous subsection), and stop the hierarchy of the
regular ADO’s at the first tier. This allows us to dis-
entangle the higher order tunneling effect from regular
ADO’s and from two-particle correlations that enter via
the ρˆ operators.
Fig. 6 shows the current-voltage characteristics and dot
populations with and without the ρˆ contributions. For
this extreme case, we find that the effect of two parti-
cle correlation functions is still negligible for the current
level (∼ 2%), while the dot populations are slightly more
affected (∼ 5%). The current is slightly enhanced by two-
particle correlations. The probability of having a single
particle on the dot is also increased, while the ones of
having no particle or two particles are reduced.
V. CONCLUSIONS
We presented a generalized hierarchical quantum mas-
ter equation technique to describe transport through an
interacting quantum dot or molecule that is coupled to
interacting, semi-infinite, Luttinger liquid leads. Our
method paves the way towards a numerically exact de-
scription of this transport problem. This, however, is
not fully achieved yet. While the results can be con-
verged with respect to single-particle correlations in the
leads [where we included contributions up to fifth order,
O(Γ5), in order to obtain fully converged results], multi-
particle correlations can be included only in leading or-
der, i.e., O(Γ2). A systematic improvement of the latter
approximation represents the next step. Nevertheless, we
were able to present well based arguments and numerical
results, which show that these contributions are negligi-
ble for the parameters that we considered, in particular
the high temperature regime. Thus, assuming that a
hybridization expansion converges, our method can give
results that should be very close to the exact result.
As a test case, we considered transport through a
quantum dot or molecule that can be described by a
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FIG. 6: The top panel shows the current-voltage character-
istics with and without contributions of two-particle correla-
tions C(2), i.e., ρˆ ADO’s. The bottom panel shows the dot
populations, Eq. (34), with and without contributions of two-
particle correlations C(2).
single-level Anderson impurity model. We corroborated
previous results on a mechanism for negative differential
resistance that can be associated with the power-law
singularity of an attractive Luttinger liquid. In the re-
pulsive case, the power-law singularity has the opposite
effect and even overrides the NDR effect originating
from a finite band width in the leads. Higher order
effects smear the NDR effects slightly due to broadening.
In the low bias regime, cotunneling effects enhance the
conductivity significantly. While this is well known, we
were able to show that beyond-second order processes
do not change these effects significantly. This justifies,
inter alia, a treatment by second-order perturbation
theory. Our statements and findings are restricted to the
high temperature regime and the reduced complexity
of our model. More complex quantum dot structures,
including, for example, also spin-orbit interactions or the
coupling to vibrational degrees of freedom, may show a
richer behavior.
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Appendix A: General formula of the influence functional F
For the simple coupling Hamiltonian Hαtun(t), the influence functional is a simple sum F =
∑
α=L,R Fα. Thus, in
the following, we focus on one of the terms Fα and omit the index α. The situations may be different for excitonic
coupling, where the lead operator is transformed into an operator that has bosonic fields from both leads,
f˜αs = fαse
−∑α′ 1uc√Kc2 Vα′φα′cR . (A1)
However, due to charge-neutrality, the decoupling of FL and FR still holds.
To calculate the influence exponent Φ = − logF (see Appendix B), we expand the exponentials in Eq. (14) and
take the average over the leads degrees of freedom. The resulting terms include both disconnected and connected
graphs in the replica sense, and we will subtract the disconnected graphs later. A 2Nth order contribution is (odd
orders always vanish)
F (2N) = (−1)N
2N∑
k=0
(−1)k
∑
s···sk
s′1···s′2N−k
∑
σ1···σk
σ′1···σ′2N−k
∫ t
t0
dτ1 · · ·
∫ τk−1
t0
dτk
∫ t
t0
dτ ′1 · · ·
∫ τ ′2N−k−1
t0
dτ ′2N−k
× ξ˜σ¯1s1 (τ1) · · · ξ˜σ¯ksk (τk)ξ˜
′,σ¯′2N−k
s′2N−k
(τ ′2N−k) · · · ξ˜′,σ¯
′
1
s′1
(τ ′1)〈f
σ′2N−k
s′2N−k
(τ ′2N−k) · · · fσ
′
1
s′1
(τ ′1)f
σ1
s1 (τ1) · · · fσksk (τk)〉L+R, (A2)
where we have already used the fact that the average over the leads variables requires the charge and spin conservations
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as follows. The lead correlation functions can be calculated via bosonization, noting fσs = aT¯ ψ¯σs ,
〈fσ1s1 (τ1) · · · fσ2Ns2N (τ2N )〉L+R = ΓNδ
(∑
i
σi
)
δ
(∑
i
σisi
)(
2N∏
i
ηsi
)
× eiµ
∑
i σiτie−
∑
i<j σiσjDc(τi−τj)e−
∑
i<j σisiσjsjDs(τi−τj), (A3)
where η is the Klein factor, and Dc/s are asymptotically
Dc/s(t) ∼ − 1
2Kc/s
ln
{
iβvF
api
sinh
[
pi(t− iδ)
β
]}
(A4)
with the Luttinger parameters Kc/s. We assume Ks = 1, and Kc can be either an originally repulsive value (Kc < 1)
or an effective attractive value through excitonic coupling as in Eq. (10).
Equations. (A2), (A3), and (A4) give a formally exact expression of the influence functional for interacting Luttinger
liquid leads.
Appendix B: Influence exponent Φ
To derive the HQME, we need to calculate the influence exponent Φ ≡ − logF . The cumulant expansion of Φ can
be calculated by using the replica trick
logF = lim
n→0
dFn
dn
. (B1)
From the series expansion of F in Eq. (15), we find that Fn scales as
Fn ∼ 1 + n
∫
C(1)ξ˜2 + n
∫
C(2)ξ˜4 +
n(n− 1)
2
[∫
C(1)ξ˜2
]2
. . . , (B2)
In the limit n → 0, only the terms proportional to n survive in logF . We will show an explicit formula up to
C(2) ∼ O(Γ2). Higher-order contributions can be derived in the same manner.
1. 2nd order
There are six terms from F (2),
Φ0 ≡
∑
s,s′
∫ t
t0
dτ
∫ τ
t0
dτ ′
[
ξ˜s(τ)ξ˜
∗
s′(τ
′)C+(τ − τ ′) + ξ˜∗s (τ)ξ˜s′(τ ′)C−(τ − τ ′)
]
+
∑
ss′
∫ t
t0
dτ
∫ τ
t0
dτ ′
[
ξ˜′s′(τ
′)ξ˜′∗s (τ)C
+∗(τ − τ ′) + ξ˜′∗s′ (τ ′)ξ˜′s(τ)C−∗(τ − τ ′)
]
−
∑
ss′
∫ t
t0
dτ
∫ t
t0
dτ ′
[
ξ˜s(τ)ξ˜
′∗
s′ (τ
′)C−∗(τ − τ ′) + ξ˜∗s (τ)ξ˜′s′(τ ′)C+∗(τ − τ ′)
]
.
(B3)
Without interactions in the leads, this is the exact expression of the influence exponent84, and all higher order
contributions vanish.
2. 4th order
The total fourth order contributions are
Φ′ ≡ −
4∑
k=0
(−1)k
′∑
j1,...,jk,j′4−k,...,j
′
1
∫ t
t0
dτ1 · · ·
∫ τk−1
t0
dτk
∫ t
t0
dτ ′1 · · ·
∫ τ ′3−k
t0
dτ ′4−k
× ξ˜j¯1(τ1) · · · ξ˜j¯k(τk)ξ˜ ′¯j′4−k(τ
′
4−k) · · · ξ˜ ′¯j′1(τ
′
1)Cˆ
(2)
j′4−k···jk(τ
′
4−k, · · · , τk) (B4)
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where j = (σ, s), j¯ = (σ¯, s), and
∑′
indicates the summation with the charge and spin conservations. The connected
correlation functions are defined as
Cˆ
(2)
j1···j4(τ1, · · · , τ4) = 〈fσ1s1 (τ1)fσ2s2 (τ2)fσ3s3 (τ3)fσ4s4 (τ4)〉L+R − 〈fσ1s1 (τ1)fσ2s2 (τ2)〉L+R〈fσ3s3 (τ3)fσ4s4 (τ4)〉L+R
+ 〈fσ1s1 (τ1)fσ3s3 (τ3)〉L+R〈fσ2s2 (τ2)fσ4s4 (τ4)〉L+R − 〈fσ1s1 (τ1)fσ4s4 (τ4)〉L+R〈fσ2s2 (τ2)fσ3s3 (τ3)〉L+R (B5)
They obey the symmetry relations
[Cˆ
(2)
j1j2j3j4
(τ1, τ2, τ3, τ4)]
∗ = Cˆ(2)
j¯4 j¯3 j¯2 j¯1
(τ4, τ3, τ2, τ1). (B6)
Using the following identity for sij ≡ sinh(ti − tj),
s12s34 + s23s14 = s13s24, (B7)
one can prove that Cˆ(2) indeed vanishes in the noninteracting limit, Y = 1, for δ → 0.
The influence exponent Φ′ follows
∂tΦ
′ = −iAj¯
(
Bˆ1,j + Bˆ2,j
)
, (B8)
where
Bˆ1,j = −i
∫ t
t0
dτ1
∫ τ1
t0
dτ2
∫ τ2
t0
dτ3
′∑
j1j2j3
ξ˜ ′¯j3(τ3)ξ˜
′¯
j2
(τ2)ξ˜
′¯
j1
(τ1)Cˆ
(2)
j3j2j1j
(τ3, τ2, τ1, t)
+ i
∫ t
t0
dτ1
∫ τ1
t0
dτ2
∫ τ2
t0
dτ3
′∑
j1j2j3
ξ˜j¯1(τ1)ξ˜j¯2(τ2)ξ˜j¯3(τ3)Cˆ
(2)
jj1j2j3
(t, τ1, τ2, τ3),
Bˆ2,j = −i
∫ t
t0
dτ1
∫ τ1
t0
dτ2
∫ t
t0
dτ ′1
′∑
j1j2j′1
ξ˜j¯1(τ1)ξ˜j¯2(τ2)ξ˜
′¯
j′1
(τ ′1)Cˆ
(2)
j′1jj1j2
(τ ′1, t, τ1, τ2)
+ i
∫ t
t0
dτ1
∫ τ1
t0
dτ2
∫ t
t0
dτ ′1
′∑
j1j2j′1
ξ˜j¯′1(τ
′
1)ξ˜
′¯
j2
(τ2)ξ˜
′¯
j1
(τ1)Cˆ
(2)
j2j1jj′1
(τ2, τ1, t, τ
′
1).
(B9)
Aj¯ is a superoperator defined in Eq. (19). Using the symmetry of the correlation functions, Eq. (B6), we can prove
that Bˆσ¯1(2),s = [Bˆσ1(2),s]†, thus the corresponding ADO is Hermitian.
Appendix C: Approximation of Cˆ(2)
To derive a closed set of HQME, we approximate the correlation functions Cˆ(2) noting that this function is locally
peaked in time when τ1 = τ2 = τ3 = τ4.
96 To illustrate this, we plot the absolute value of a two-particle correlation
function Cˆ(2)(0, 0, t1, t2) for W = 4 eV and 20 eV in Fig. 7. We see that this function rapidly decreases away from the
origin. The decrease is even more pronounced as the bandwidth W becomes larger. This motivates to approximate
the function by just two time variables, e.g., Cˆ(2)(τ1, τ2, τ3, τ4) ' Cˆ(2)(τ1, τ1, τ1, τ4). More precisely, we approximate
the connected two particle correlation functions in Bˆ as
Bˆ1,j ' −i
∫ t
t0
dτ
′∑
j1j2j3
[
ξ˜ ′¯j3(τ)ξ˜
′¯
j2
(τ)ξ˜ ′¯j1(τ)Cˆ
(2)
j3j2j1j
(τ, τ, τ, t)− ξ˜j¯1(τ)ξ˜j¯2(τ)ξ˜j¯3(τ)Cˆ(2)jj1j2j3(t, τ, τ, τ)
]
,
Bˆ2,j ' −i
∫ t
t0
dτ
′∑
j1j2j′1
[
ξ˜j¯1(τ)ξ˜j¯2(τ)ξ˜
′¯
j′1
(τ)Cˆ
(2)
j′1jj1j2
(τ, t, τ, τ)− ξ˜j¯′1(τ)ξ˜ ′¯j2(τ)ξ˜ ′¯j1(τ)Cˆ
(2)
j2j1jj′1
(τ, τ, t, τ)
]
.
(C1)
In the next step, we need to find a series expansion of the approximated two-particle correlation function by ex-
ponentials, whose specific form depends on the superindices j. Using spin and charge conservation, we can reduce
Cˆ(2)(t, τ, τ, τ) into Cσ in Eq. (19) as
Cˆ
(2)
j1j2j3j4
(t, τ, τ, τ) = cj1j2j3j4ΓC
σ1(t− τ). (C2)
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TABLE II: Coefficients for Eqs. (C2) and (C5). j = 1, 2, 3, 4 corresponds to {σs} = {+ ↑,+ ↓,− ↑,− ↓}. c1 = 21−Y − 1,
c2 = 2
Y − 2, c3 = 2Y−1 − 1, and c4 = 2−Y [1− (−1)1−Y ].
j1 j2 j3 j4 cj1j2j3j4 c
′
j1j2j3j4
1 1 3 3 c1 c4
1 2 3 4 0 c4
1 2 4 3 c1 0
1 3 1 3 c2 0
1 3 2 4 c3 0
1 3 3 1 c1 c
∗
4
1 3 4 2 c1 0
1 4 2 3 c3 0
1 4 3 2 0 c∗4
2 1 3 4 c1 0
2 1 4 3 0 c4
2 2 4 4 c1 c4
2 3 1 4 c3 0
2 3 4 1 0 c∗4
2 4 1 3 c3 0
2 4 2 4 c2 0
2 4 3 1 c1 0
2 4 4 2 c1 c
∗
4
3 1 1 3 c1 c
∗
4
3 1 2 4 c1 0
3 1 3 1 c2 0
3 1 4 2 c3 0
3 2 1 4 0 c∗4
3 2 4 1 c3 0
3 3 1 1 c1 c4
3 4 1 2 0 c4
3 4 2 1 c1 0
4 1 2 3 0 c∗4
4 1 3 2 c3 0
4 2 1 3 c1 0
4 2 2 4 c1 c
∗
4
4 2 3 1 c3 0
4 2 4 2 c2 0
4 3 1 2 c1 0
4 3 2 1 0 c4
4 4 2 2 c1 c4
The factors cj1j2j3j4 are listed in Table II. Cˆ
(2)(τ, τ, τ, t) is obtained from the symmetry, Eq. (B6), and cj1j2j3j4 =
cj¯4 j¯3 j¯2 j¯1 = cj4j3j2j1 . This leads to
Bˆ1,j = −iΓ
∫ t
t0
dτ
′∑
j1j2j3
cjj1j2j3
∑
l
[
ξ˜ ′¯j3(τ)ξ˜
′¯
j2
(τ)ξ˜ ′¯j1(τ)h
∗
l − ξ˜j¯1(τ)ξ˜j¯2(τ)ξ˜j¯3(τ)hl
]
e−ω
σ
l (t−τ) ≡
∑
l
Bˆ1,j,l. (C3)
The equation of motion for each frequency component is found to be
∂tBˆ1,j,l = −ωσl Bˆ1,j,l − iΓ
′∑
j1j2j3
cjj1j2j3
[
ξ ′¯j3ξ
′¯
j2
ξ ′¯j1h
∗
l − ξj¯1ξj¯2ξj¯3hl
]
. (C4)
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FIG. 7: |Cˆ(2)(0, 0, t1, t2)| at T = 200 K for Y = 1.2. (a) W = 4 eV and (b) W = 20 eV. The correlation function decays
exponentially.
Similarly, we find in the wide band limit
Cˆ
(2)
j1j2j3j4
(τ, t, τ, τ) ' Γ2eiµσ2(t−τ)c′j1j2j3j4
[
βW
pi
cosh
(
pi(t− τ)
β
)
sin
(
pi
βW
)]−Y
≡ Γc′j1j2j3j4Cσ2(t− τ), (C5)
which can be decomposed into an exponential series as
Cσ(t) =
∞∑
l=0
hˆle
−ωσl t,
hˆl = |Γα|2Y (Y )l
l!
[
Wβ
pi
sin
(
pi
βW
)]−Y
.
(C6)
ωσl is the same as in Eq. (23). Thus, we find
Bˆ2,j = −iΓ
∫ t
t0
dτ
′∑
j1j2j′1
c′j′1jj1j2
[
ξ˜j¯1(τ)ξ˜j¯2(τ)ξ˜
′¯
j′1
(τ)− ξ˜j¯′1(τ)ξ˜ ′¯j2(τ)ξ˜ ′¯j1(τ)
]
hˆle
−ωσl (t−τ) ≡
∑
l
Bˆ2,j,l. (C7)
The equation of motion for each frequency component is
∂tBˆ2,j,l = −ωσl Bˆ2,j,l − iΓ
′∑
j1j2j′1
c′j′1jj1j2
[
ξj¯1ξj¯2ξ
′¯
j′1
− ξj¯′1ξ ′¯j2ξ ′¯j1
]
hˆl. (C8)
The resulting equations of motion for the ADO’s are given by Eqs. (30).
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