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Computed Tomography, X-ray Microtomography
X-ray computed tomography (CT) is widely used in medical imaging and materials science. In this
imaging modality, cross-sectional images of a physical object are formed by taking numerous X-ray
projections from diﬀerent angles and then applying a reconstruction algorithm to the measured data.
The cross-sectional slices can be used to form a three-dimensional model of the interior structure of
the object. CT is a prime example of an inverse problem, in which the aim is to recover an unknown
cause from a known eﬀect. CT technology continues to develop, motivated by the desire for increased
image quality and spatial resolution in reconstructions. In medical CT, reducing patient dose is a
major goal.
The branch of CT known as X-ray microtomography (micro-CT) produces reconstructions with
spatial resolutions in the micrometer range. Micro-CT has been practiced at the University of
Helsinki since 2008. The research projects are often interdisciplinary, combining physics with fields
such as biosciences, paleontology, geology, geophysics, metallurgy and food technology.
This thesis documents the design and construction of a new X-ray imaging system for computed
tomography. The system is a cone beam micro-CT scanner intended for teaching and research in
inverse problems and X-ray physics. The scanner consists of a molybdenum target X-ray tube, a
sample manipulator, and a flat panel detector, and it is built inside a radiation shielding cabinet.
Measurements were made for calibrating the measurement geometry and for testing reconstruction
quality. Two-dimensional reconstructions of various samples were computed using the plane which
passes through the X-ray point source and is perpendicular to the axis of rotation. This central
plane of the cone beam reduces to fan beam geometry. All reconstructions were computed using
the filtered backprojection (FBP) algorithm, which is the industry standard.
Tomographic reconstructions of high quality were obtained from the measurements. The results
show that the imaging system is well suited for CT and the study of reconstruction algorithms.
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Tietokonetomografia, röntgenmikrotomografia
Tietokonetomografia (TT) on lääketieteellisessä kuvantamisessa ja materiaalitutkimuksessa laajal-
ti käytetty menetelmä. Tämän kuvantamismuodon tavoitteena on muodostaa poikkileikkausku-
via fyysisestä kohteesta, mikä tapahtuu ottamalla röntgenprojektioita useista eri kulmista kohteen
ympäriltä ja soveltamalla mittausdataan rekonstruktioalgoritmia. Poikkileikkauskuvista voidaan
muodostaa kolmiulotteinen malli kohteen sisärakenteesta. Tietokonetomografia on malliesimerkki
inversio-ongelmasta. Inversio-ongelmat ovat käänteisiä ongelmia, joissa pyritään määrittämään tun-
netusta seurauksesta sen aiheuttanut tuntematon syy tai ilmiö. Tietokonetomografian yhä jatku-
van kehityksen taustalla on halu parantaa rekonstruktioiden paikkaerotuskykyä sekä kuvanlaatua.
Lääketieteellisessä TT:ssä potilaan saaman annoksen pienentäminen on myös tärkeä tavoite.
Röngtenmikrotomografia (mikro-TT) on tietokonetomografian osa-alue, jolla rekonstruktioissa saa-
vutetaan mikrometriluokan paikkaerotuskyky. Helsingin yliopistolla mikro-TT:tä on käytetty tut-
kimusvälineenä vuodesta 2008 lähtien. Tutkimus muodostuu usein poikkitieteellisistä projekteista,
joissa fysiikan menetelmiä käytetään tutkimaan esimerkiksi biotieteiden, paleontologian, geologian,
geofysiikan, metallurgian ja ruokateknologian ongelmia.
Tässä tutkielmassa esitellään tietokonetomografiaan tarkoitetun uuden röntgenkuvantamisjärjes-
telmän suunnittelu ja toteutus. Kuvantamisjärjestelmä on kartiokeilageometriaa käyttävä mikro-
TT-skanneri, jota on tarkoitus käyttää inversio-ongelmien sekä röntgenfysiikan opetuksessa ja tut-
kimuksessa. Skanneri koostuu molybdeenikohtioisesta röntgenputkesta, näytteenpyörittimestä ja
ilmaisimesta, jotka on sijoitettu säteilyltä suojaavaan mittaustilaan. Tämän työn mittaukset koos-
tuivat kalibrointimittauksista, joilla pyrittiin määrittämään tarkasti laitteiston geometria, sekä re-
konstruktioiden laadun tutkimista varten tehdyistä mittauksista. Eri näytteistä muodostettiin kak-
siulotteisia poikkileikkauksia käyttäen kartiokeilasta sitä kuvaustasoa, joka kulkee röntgenputken
pistelähteen läpi ja on kohtisuorassa näytteenpyörittimen pyörimisakseliin nähden. Tämä kartiokei-
lan keskitaso vastaa kaksiulotteista viuhkageometriaa. Kaikki rekonstruktiot laskettiin käyttämällä
alan standardiksi muodostunutta suodatetun takaisinprojektion algoritmia (FBP-algoritmi).
Mittauksista saatiin muodostettua korkeatasoisia tomografisia rekonstruktioita. Tulokset osoitta-
vat, että rakennettu kuvantamisjärjestelmä soveltuu hyvin tietokonetomografiaan ja rekonstruktio-
algoritmien tutkimiseen.
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1 INTRODUCTION
1 Introduction
This thesis was written as the result of a joint project between the Industrial Mathemat-
ics Laboratory at the Department of Mathematics and Statistics, and the Laboratory of
Electronic Structure and the teaching division at the Department of Physics, both at the
University of Helsinki. The purpose of the project was to build an X-ray computed tomog-
raphy (CT) imaging system, i.e. a CT scanner, to study the internal structure of various
objects.
X-rays are part of the electromagnetic spectrum. This ionizing radiation capable of deep
penetration into matter was discovered in 1895 by Wilhelm Röntgen and has since proved
an invaluable tool in the study of the structure of matter. In 1901 Röntgen was awarded
the inaugural Nobel Prize in Physics “in recognition of the extraordinary services he has
rendered by the discovery of the remarkable rays subsequently named after him”1 [1]. X-
rays can be used to study matter on the atomic level through the use of absorption and
scattering experiments as well as on the microscopic and macroscopic levels by taking X-ray
images i.e. radiographs.
As X-rays travel through matter they interact with the electrons of atoms and are at-
tenuated by scattering away from the ray path or by being absorbed into the medium. The
attenuation depends on the density and elemental composition of the matter so that the
detected attenuation image depends on the path travelled by the radiation. Thus a radio-
graph can be considered an X-ray projection of the object, and the contrast in the image is
due to diﬀerent parts of the heterogenous object attenuating diﬀerent amounts of radiation.
The potential of X-ray imaging was realized immediately after its discovery, and it was very
quickly applied to medical imaging of the human body.
Radiographs are limited by the fact that structures parallel to the radiation direction
are superimposed in the projection, and spatial information in this direction is lost. The
purpose of X-ray computed tomography is to form cross-sectional images of the object by
combining data from numerous projections taken at diﬀerent angles around a single axis of
rotation. From a mathematical perspective CT belongs to a group of problems known as
inverse problems [2, p. 2-3]. It attempts to answer the question what can be known of the
three-dimensional structure of an object based on its X-ray projection images? The physical
quantity of interest in CT is the distribution of attenuation coeﬃcients in the object, and
the projections represent line integrals taken across this quantity.
The model of the distribution of attenuation coeﬃcients formed in CT is called a recon-
struction. By stacking cross-sectional images of the object a three-dimensional reconstruc-
tion is obtained. The development of cone-beam CT and spiral CT scanners has facilitated
computing three-dimensional reconstructions directly without scanning each cross section
1In many languages X-rays are known as Röntgen radiation.
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separately [2, p. 75-93]. A three-dimensional reconstruction consists of voxels, a portmon-
teau of volume and pixel.
The mathematical foundation of tomography was laid down by the Bohemian mathe-
matician Johann Radon in an article published in 1917 [3, 4]. Radon’s research was purely
theoretical and dealt with replicating a function from its projections. Although Radon’s
article remained in obscurity for decades after its publication, it is now recognized as the
basis of tomographic reconstruction. Applied research in the field of CT was conducted
independently by South African physicist Allan M. Cormack and English electrical engineer
Godfrey N. Hounsfield in the 1960s [5, p. 7-13]. Working for the Central Research Laborato-
ries at EMI, Ltd., Hounsfield and his team developed the first clinical CT scanner, installed
in 1971. In recognition of their work in the development of computed tomography, Cormack
and Hounsfield received the The Nobel Prize in Physiology or Medicine in 1979 [6].
Computed tomography has advanced in leaps and bounds since it was first introduced
over four decades ago. Its development has proceeded along two parallel avenues. The expo-
nential increase of computing power and development of better X-ray sources and detectors
have facilitated superior technical solutions. Equally important is the continuing evolution
of new and better reconstruction algorithms. The development of CT is motivated by the
desire for increased spatial resolution, reducing imaging artefacts, and shortening scanning
time. Fast scanning is especially important in clinical CT, where the patient dose should be
kept as low as reasonably achievable. The rapidly increasing use of CT - a very powerful
diagnostic tool - and greater knowledge of the detrimental health eﬀects of ionizing radiation
have resulted in concerns over the side eﬀects of CT scans [7].
As a form of nondestructive testing, computed tomography has numerous applications
outside medicine, ranging from archeology to biological research to industrial materials test-
ing. An important branch of CT is X-ray microtomography (micro-CT). Whereas clinical
CT scanners have a spatial resolution around 1 mm, micro-CT scanners operate with resolu-
tions in and below the micrometer range. Cutting edge synchrotron facilities and laboratory
micro-CT scanners are already operating at or near 100 nm spatial resolution [8, 9].
This project has its origins in 2009, when the Industrial Mathematics Laboratory was
founded at the University of Helsinki. The laboratory is part of the Inverse Problems Re-
search Group, whose interests include reconstruction algorithms for X-ray computed tomog-
raphy. The group’s research in this field is focused especially on sparse tomography, where
only a few projections are acquired at large angle intervals, and limited-angle tomography,
where projections have been acquired at less than the full required angle range [10, 11].
An X-ray source and a flat panel detector were acquired by the group to allow research on
real, measured data. Around the same time the Department of Physics independently built
its own Laboratory of Microtomography, commissioned from Phoenix|X-ray Systems and
Services. Due to technical issues with the flat panel detector and the availability of a new,
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state-of-the-art micro-CT facility, the Industrial Mathematics Laboratory’s own CT project
was put on indefinite hiatus, and research interests were combined with the Laboratory of
Microtomography.
Due to the high degree of utilization of the Laboratory of Microtomography, the project
of building a separate CT scanner for the Industrial Mathematics Laboratory’s own use was
revived in 2014. This X-ray imaging system is intended for both research and educational
purposes in inverse problems. The Laboratory of Electronic Structure and the teaching
division at the Department of Physics were brought in as partners to provide facilities, some
of the necessary components, and expertise in X-ray applications. The goal was to design
and construct a computer-controlled, easy-to-use micro-CT scanner. This X-ray imaging
system is also intended for educational purposes at the Department of Physics. The system
was built in fall 2014, with calibration and test measurements being carried out from fall
2014 to January 2015.
This master’s thesis was written as a documentation for the new Industrial Mathematics
Computed Tomography Laboratory (IMCT Laboratory). The second chapter introduces the
mathematical foundations of CT. The third chapter deals with its practical implementation
using X-rays and various issues arising therefrom. The fourth chapter describes the setup
of the IMCT Laboratory. Chapters 5 and 6 describe the measurements that were carried
out to calibrate and test the new CT scanner, and their results. Conclusions and ideas for
further development of the laboratory are discussed in Chapter 7.
3
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2 Mathematical Principles of Computed Tomography
The scientific discipline of computed tomography deals with forming a cross-sectional image
of an object based on its projections. This chapter will give an overview of the mathemat-
ical basis of tomography, from forming projections via taking a series of line integrals to
reconstructing the object’s cross section from the projection data. While the projections are
usually formed by taking X-ray transmission images, the physical process by which the pro-
jection data is acquired is incidental to the fundamental mathematical basis of tomography.
Therefore, no consideration will be given here to how the projections are actually measured.
This issue will be reviewed in Chapter 3. In all cases, a nondiﬀracting case will be assumed,
that is to say that the direction of the line integrals will remain unchanged when passing
through the object.
The approach taken in this chapter will loosely parallel that given by Kak & Slaney [12,
p. 48-107]. Additional literature has been used as cited.
2.1 Projections and Line Integrals
Tomographic reconstruction techniques require finding a connection between the cross section
of an object and its projections. For this purpose, it is useful to model the cross section
as a two-dimensional object function f(x, y), where the value of the function at (x, y) is
the quantity of interest at that point. In parallel-beam geometry, the projections consist of
integrals taken across parallel lines over the object function. The key mathematical concepts
in establishing the connection between f(x, y) and its projections are the Radon transform,
the Fourier transform and the Fourier Slice Theorem.
2.1.1 The Radon Transform
Integration paths along straight lines can be described with the parameters (✓, t), so that
another line which passes through the origin and forms an angle ✓ with the x-axis intersects
with the integration line in a right angle at point t. Fig. 2.1 shows an object function f(x, y)
and two line integrals taken over it. The integration lines follow the equation
x cos ✓ + y sin ✓ = t. (2.1)
The line integrals over f(x, y) at angle ✓ are thus defined as
P✓(t) =
Z
(✓,t) line
f(x, y) ds, (2.2)
which can be expressed as an integral over the entire two-dimensional space (x, y) using the
Dirac delta function:
P✓(t) =
1Z
 1
1Z
 1
f(x, y) (x cos ✓ + y sin ✓   t) dx dy. (2.3)
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Equation (2.3) defines the Radon transform P✓(t) of the object function f(x, y).
In parallel-beam geometry a single projection is formed by setting ✓ to a constant value
and determing P✓(t) for all values of t. Symmetry in the parallel geometry dictates that
P✓(t) = P✓+⇡( t). A complete set of projections is thus acquired by determining P✓(t) at all
angles ✓ 2 [0,⇡]. Included in Fig. 2.1 is also the full projection P✓(t) of f(x, y) at all values
of t.
x
y
θ
f(x, y)
t
t2
Pθ(t2)
t1
Pθ(t1)Pθ(t)
Figure 2.1: Object function f(x, y), two integration lines given by x cos ✓+y sin ✓ = t1 and x cos ✓+
y sin ✓ = t2 and the full projection P✓(t).
2.1.2 The Fourier Transform
The Fourier transform is an integral transform [13, p. 931-932] that has many useful proper-
ties and is of central importance in many branches of physics and signal processing, including
tomography. Let f(x) be a continuous function of a continuous variable x, and such that
the integral of the absolute value of f(x) is finite. The Fourier transform of f(x), if it exists,
is defined as the function [14, p. 205]
F{f(x)} =
1Z
 1
f(x)e i2⇡⇠x dx = F (⇠), (2.4)
where ⇠ is also a continuous variable. A key property of the Fourier transform F (⇠) is
that it transforms f(x) from the direct domain or physical domain to the frequency domain.
Thus, if x represents location in the spatial domain then ⇠ represents spatial frequency in
the frequency domain.
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Another important property of the Fourier transform is that it can be inverted to return
the original function f(x). The inverse Fourier transform is given by [14, p. 205]
F 1{F (⇠)} =
1Z
 1
F (⇠)ei2⇡⇠x d⇠ = f(x). (2.5)
Equations (2.4) and (2.5) are known together as the Fourier transform pair.
The Fourier transform can easily be extended to functions of two or more variables. Let
f(x, y) be a continuous function of the continuous variables x and y, and such that the
integral of the absolute value of f(x, y) is finite. The Fourier transform pair for f(x, y) is
then given by [14, p. 226]
F (⇠, ⌘) =
1Z
 1
1Z
 1
f(x, y)e i2⇡(⇠x+⌘y) dx dy (2.6)
and
f(x, y) =
1Z
 1
1Z
 1
F (⇠, ⌘)ei2⇡(⇠x+⌘y) d⇠ d⌘, (2.7)
where ⇠ and ⌘ are the spatial frequencies in the x- and y-directions, respectively.
2.1.3 The Fourier Slice Theorem
The Radon transform as defined in Section 2.1.1 can be expressed in a rotated coordinate
system (t, s), where s is parallel to the integration line path for a projection taken at angle
✓. This coordinate system is connected to the (x, y) system of the object function by
t = x cos ✓ + y sin ✓
s =  x sin ✓ + y cos ✓.
(2.8)
In the (t, s) system Eq. (2.3) becomes
P✓(t) =
1Z
 1
f(t, s) ds. (2.9)
The one-dimensional Fourier transform of the projection is given by inserting Eq. (2.9) into
Eq. (2.4) and it is written as
S✓(!) =
1Z
 1
P✓(t)e
 i2⇡!t dt. (2.10)
Combining Eqs. (2.9) and (2.10) gives
S✓(!) =
1Z
 1
( 1Z
 1
f(t, s) ds
)
e i2⇡!t dt. (2.11)
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The area elements of the (x, y) and (t, s) coordinate systems are related by [5, p. 64]
ds dt = J dx dy =
      @t@x @s@x@t
@y
@t
@y
      dx dy, (2.12)
where J is the Jacobian determinant. It turns out1 that for the rotated coordinate system
given in Eq. (2.8) J = 1 and ds dt = dx dy. Finally, combining Eqs. (2.8), (2.11) and (2.12)
results in
S✓(!) =
1Z
 1
1Z
 1
f(x, y)e i2⇡!(x cos ✓+y sin ✓) dx dy. (2.13)
Comparing this result with Eq. (2.6) shows that Eq. (2.13) represents the two-dimensional
Fourier transform of the object function f(x, y) using polar coordinates to express the spatial
frequencies
⇠ = ! cos ✓
⌘ = ! sin ✓.
(2.14)
The result acquired in Eq. (2.13) can be expressed in a more concise form as
S✓(!) = F (! cos ✓,! sin ✓) = F (!, ✓). (2.15)
The equation above is known as the the Fourier slice theorem and it is of central importance
in computed tomography.
The Fourier slice theorem establishes the sought-after connection between the object
function and its projections, and it can be defined as follows:
The one-dimensional Fourier transform of a parallel-beam projection of the object
function f(x, y) obtained at angle ✓ is equal to a slice of the two-dimensional
Fourier transform F (⇠, ⌘) which passes through the origin and forms an angle ✓
with the ⇠-axis.
The statement above is illustrated in Fig. 2.2. The Fourier slice theorem is also known as
the projection-slice theorem and the central slice theorem [5, p. 61].
A moment’s reflection on the Fourier slice theorem yields some highly significant impli-
cations for the problem of tomographic reconstruction. Each projection produces a radial
slice of the Fourier transform F (⇠, ⌘) of the object function f(x, y), as shown in Fig. 2.2.
Therefore, collecting an infinite amount of projections over the range ✓ 2 [0,⇡] will pro-
duce the complete set of values for F (⇠, ⌘), and the object function can be acquired by a
two-dimensional inverse Fourier transform as defined in Eq. (2.7).
This type of tomographic reconstruction method is known as a Direct inverse Radon
transform [2, p. 167]. While it is mathematically a beautifully simple method, in practice
1
      @t@x @s@x@t
@y
@t
@y
      =
     cos ✓   sin ✓sin ✓ cos ✓
      = cos ✓ cos ✓   (  sin ✓) sin ✓ = cos2 ✓ + sin2 ✓ = 1
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P θ(t
)
x
y
θ
ξ
η
θ
Fourier transform
t
Figure 2.2: The Fourier slice theorem. The Fourier transform S✓(!) of the projection P✓(t) is equal
to the radial intersection at angle ✓ of the Fourier transform F (⇠, ⌘) of function f(x, y).
it is problematic. In real measurements, P✓(t) is not a continuous function, but consists of
a set of discrete sampling points along the t-axis. Furthermore, it is only possible to take
a finite number of projections. The resulting set of acquired data points in the frequency
domain is shown as the set of radially arranged black dots in Fig. 2.3. This sampling pattern
is non-Cartesian, and for numerical computation of the inverse Fourier transform it must be
interpolated or regridded to Cartesian coordinate points, shown as the white dots in Fig.
2.3.
Interpolation in the frequency domain is somewhat problematic. Each point in the (⇠, ⌘)-
space represents a spatial frequency in the vertical and horizontal directions. An interpola-
tion error in a single point in frequency domain will therefore aﬀect the entire object function
in the physical domain when it is computed from the inverse Fourier transform [5, p. 65].
Furthermore, Fig. 2.3 shows that the density of the sampling points decreases at higher fre-
quencies, which results in greater interpolation errors as the spatial frequency increases. This
results in further image degradation in the reconstruction, as the high spatial frequencies
represent fine detail in the object function. Clearly, the need arises for a diﬀerent approach
to the problem of tomographic reconstruction.
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ξ
η
Figure 2.3: A finite set of projections produces radially distributed data points in the frequency
domain (black dots) that are not aligned with the Cartesian grid (white dots).
2.2 Reconstruction Algorithms
The Fourier slice theorem provides the sought-after connection between the object function
and its projections by relating the Fourier transform of a projection to a radial slice of the
two-dimensional Fourier transform of the object function. An infinite number of projections
would give a full description of the object function’s transform in the frequency domain, and
the original object could then be retrieved by the two-dimensional inverse Fourier transform.
Unfortunately, practical issues with a finite number of data points make this reconstruction
method prone to image degradation, and a new approach is required.
The standard reconstruction algorithm used in modern computed tomography is called
the filtered backprojection (FBP) algorithm. It is an implementation of the Fourier slice
theorem and is based on rewriting the equations of the theorem in polar coordinates. This
simple change of variables and integration limits enables a substantially diﬀerent approach
to tomographic reconstruction, one which has proved to be both accurate and conducive to
computational implementation.
This section will give an overview of the mathematical derivation of the filtered back-
projection algorithm for parallel-beam geometry. The algorithm will then be adapted to
the alternative imaging geometry called fan-beam geometry, which is mathematically more
complex, but technically easier to apply in real-life measurements. Finally, adapting the
9
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two-dimensional reconstruction algorithms to applications in three-dimensional computed
tomography will also be briefly addressed.
It should be stated at this point that the problem of tomographic reconstruction can
also be approached in a very diﬀerent way from the analysis-based filtered backprojection
algorithm. There is a plethora of algebraic, statistical and iterative algorithms, which usually
consider reconstruction as a problem in linear algebra. In such methods, the discrete nature
of the tomographic reconstruction is taken into account in the model from the very beginning.
These algorithms are computationally much heavier than FBP, but often yield better results
in special cases such as sparse tomography and limited angle tomography [15, p. 111-130].
A review of the algebraic approach to CT is beyond the scope of this work; an introduction
to the topic can be found for example in [2, p. 201-240], [12, p. 275-295], and [15, p. 21-33].
2.2.1 Filtered Backprojection in Parallel-Beam Geometry
Understanding the principle behind the filtered backprojection algorithm begins with the
two-dimensional inverse Fourier transform, defined in Eq. (2.7) and given again here for the
sake of revision:
f(x, y) =
1Z
 1
1Z
 1
F (⇠, ⌘)ei2⇡(⇠x+⌘y) d⇠ d⌘. (2.16)
The transformation from Cartesian coordinates to polar coordinates (⇠ = ! cos ✓, ⌘ = ! sin ✓)
in the frequency domain has been defined in Eq. (2.14). The area elements of the (⇠, ⌘) and
(!, ✓) coordinate systems can be related by using a Jacobian J as follows [2, p. 179]
d⇠ d⌘ = J d! d✓
=
      @⇠@! @⌘@!@⇠
@✓
@⌘
@✓
      d! d✓
=
      cos ✓ sin ✓ ! sin ✓ ! cos ✓
      d! d✓
= [cos ✓(! cos ✓)  sin ✓( ! sin ✓)] d! d✓
= !(cos2 ✓ + sin2 ✓) d! d✓
= ! d! d✓.
(2.17)
Now the inverse Fourier transform can be expressed in polar coordinates by substituting
Eqs. (2.14) and (2.17) into (2.16), yielding
f(x, y) =
2⇡Z
0
1Z
0
F (!, ✓)ei2⇡!(x cos ✓+y sin ✓)! d! d✓. (2.18)
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The outer integral of Eq. (2.18) can be split into two parts by considering ✓ 2 [0,⇡] and
✓ 2 [⇡, 2⇡] separately, so that
f(x, y) =
⇡Z
0
1Z
0
F (!, ✓)ei2⇡!(x cos ✓+y sin ✓)! d! d✓
+
⇡Z
0
1Z
0
F (!, ✓ + ⇡)ei2⇡!(x cos(✓+⇡)+y sin(✓+⇡))! d! d✓.
(2.19)
Using the symmetry property
F (!, ✓ + ⇡) = F ( !, ✓) (2.20)
Eq. (2.19) can be expressed as
f(x, y) =
⇡Z
0
1Z
0
F (!, ✓)ei2⇡!(x cos ✓+y sin ✓)! d! d✓
+
⇡Z
0
0Z
 1
F (!, ✓)ei2⇡!(x cos ✓+y sin ✓)( !) d! d✓.
(2.21)
The above can be written as one term
f(x, y) =
⇡Z
0
1Z
 1
F (!, ✓)|!|ei2⇡!(x cos ✓+y sin ✓) d! d✓. (2.22)
Recalling from Eq. (2.1) that x cos ✓ + y sin ✓ = t and from the Fourier slice theorem (2.15)
that F (!, ✓) is equal to the Fourier transform of the projection P✓(t) at angle ✓, S✓(!), Eq.
(2.22) becomes
f(x, y) =
⇡Z
0
1Z
 1
S✓(!)|!|ei2⇡!t d! d✓. (2.23)
The integral above can alternatively be written as
f(x, y) =
⇡Z
0
g✓(x cos ✓ + y sin ✓) d✓, (2.24)
where
g✓(x cos ✓ + y sin ✓) = g✓(t) =
1Z
 1
S✓(!)|!|ei2⇡!t d!. (2.25)
The inner integral of Eq. (2.23), written as g✓(x cos ✓+y sin ✓) in Eq. (2.24), is the inverse
Fourier transform of the quantity S✓(!)|!|. This quantity represents a filtering operation in
the frequency domain, where the frequency response of the filter |!| is that of a ramp filter,
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which is a type of high-pass filter2. From this, it follows that the quantity g✓(x cos ✓+y sin ✓)
represents a filtered projection.
The object function f(x, y) is reconstructed by backprojecting the filtered projections
over the (x, y)-plane, a process implicit in Eq. (2.24). Each projection was originally formed
by integrating along lines defined by t = x cos ✓ + y sin ✓ at each angle ✓, as shown in Fig.
2.1. In the reconstruction process, the values of each filtered projection g✓(x cos ✓ + y sin ✓)
are “painted” or backprojected along the same integration lines. When this is done for
all angles ✓ 2 [0,⇡], the object function has been retrieved from the projection data. The
reconstruction algorithm defined in Eq. (2.24) is the filtered backprojection (FBP) algorithm.
The strength of the FBP algorithm is that it does not require interpolation in the spatial
frequency domain, avoiding the image degradation issues inherent in direct inverse Radon
transform algorithms. Also, because the projections are independent of each other apart
from the DC term (see Fig. 2.3), each projection can be processed separately, reducing the
amount of data that must be stored simultaneously. Using FFT (Fast Fourier Transform)
algorithms3 combined with contemporary computational power makes the FBP algorithm
amenable to fast reconstruction.
As stated above, real projection data P✓(t) consists of discrete sampling points taken at
intervals of  t along the t-axis, and projections are usually taken at regular angle increments
 ✓. Tomographic projection data is often visualized as a sinogram in which the projections
are plotted as function of ✓ [2, p. 161]. The name derives from the fact that a single point
of the object function is plotted as a sinusoidal curve. Fig. 2.4 shows a synthetic object
function f(x, y) containing two squares and its sinogram.
For computational implementation, the equations of the FBP algorithm must be appro-
priately discretized. The details of the computerized implementation are beyond the scope
of this work, and an introduction to the subject matter can be found for example in [2, p.
242-258], [5, p. 71-85] and [12, p. 69-75]. There are, however, some aspects of computerized
reconstruction that should be mentioned here.
In the discrete implementation of the FBP algorithm, the ramp filter |!| is always band-
limited by multiplying it with a boxcar window function in the frequency domain, so that
! = 0 above a threshold frequency !th, which is usually set to be the same as the Nyquist
frequency
!th = !s =
1
2 t
. (2.26)
The band-limited ramp filter is also known as the Ram-Lak filter after Ramachandran
and Lakshminarayanan [14, p. 376-377]. The Ram-Lak filter emphasizes high frequencies,
2It should be noted that the function |!| is not square-integrable and in the continuous case must be
handled using a convergence-generating regular sequence of functions [2, p. 183]. However, in practice the
problem is solved by band-limiting the filter to zero above a threshold frequency |!th|.
3In FFT algorithms, the number of operations required for the discrete Fourier transform of a projection
containing N values is in the order of N log(N) [14, p. 299].
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(a) (b)
Figure 2.4: (a) A synthetic 180⇥ 180 pixel image modelling the object function f(x, y). (b) The
sinogram of f(x, y) computed using angle intervals of  ✓ = ⇡/180. Note that the sinogram is not the
same size as the object function, because in the computational algorithm used the minimun width
of a projection of an M ⇥N image is pM2 +N2 [16, p. 215].
which can contain a great deal of noise [2, p. 245], and the sharp window edges can also
cause ringing in the spatial domain [16, p. 213]. These eﬀects can be reduced by further
windowing the Ram-Lak filter with a smoother function H(!) which de-emphasizes the
higher frequencies and makes the frequency cut-oﬀ less abrupt. The Shepp-Logan filter uses
a sinc function [2, p. 245]
HSL(!) = sinc(!) =
sin!
!
(2.27)
as the windowing function. The value of sinc(0) has been defined as 1. The cosine window
is simply
Hcos(!) = cos!. (2.28)
The window function [16, p. 213]
HH(!) = c+ (c  1) cos(2⇡!) (2.29)
is called the Hamming window when c = 0.54 and the Hann window when c = 0.50. Although
this list of windowing functions used in FBP contains some of those most commonly applied
in the filtering process, it is by no means exhaustive. The filters are visualised in Fig. 2.5.
The quality of a tomographic reconstruction is obviously somehow proportional to the
number of projections. Using a phantom is a convenient way of evaluating the reconstruction
quality. In computed tomography, the word “phantom” has a dual meaning. It can be a
mathematical model, in practice usually in the form of a digital image, used to evaluate
reconstruction algorithms, or a physical device used for calibrating and testing CT scanners.
The synthetic object function shown in Fig. 2.4 (a) is not a particularily useful phantom,
as it does not resemble the objects usually imaged in CT. Shown in Fig. 2.6 (a) is the
Shepp-Logan phantom, probably the most commonly used test image in CT. It was designed
13
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Figure 2.5: Various filters commonly used in the FBP algorithm.
to resemble the cross-sectional structure of a human head, as head imaging is one of the
chief medical applications of CT. The Shepp-Logan phantom is defined using ellipses, which
enables scaling it to any size and also determining the projections analytically. The phantom
shown was generated at size 512⇥ 512 pixels using the MATLAB function phantom.
Figs. 2.6 (b)-(i) show 512⇥512 pixel reconstructions computed from synthetic projections
taken at angles [15, p. 27]
✓j = ✓1 +
✓
j   1
n
◆
⇡, 1  j  n, (2.30)
where ✓1 = 0 is the starting angle and n is the total number of projections. The projec-
tions and reconstructions were computed with the MATLAB functions radon and iradon,
respectively. It is evident that with a low number of projections the reconstructions are full
of artefacts, and details of the inner structure of the phantom are lost. As the number of
projections increases, the reconstruction starts resembling the original image more closely.
It is important to state here that the reconstructions shown in Fig. 2.6 do not represent a
realistic scenario, as the projections did not contain any of the noise which is found in real
measurements.
It is often desireable to put some quantitative value on the quality of a reconstruction
in addition to visual evaluation. There are many ways to calculate the reconstruction error,
one example of which is presented in [17]. Knowing the object function a priori is of great
help here, as it gives a reference to which the reconstruction can be compared. The method
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(a)
n = 8
(b)
n = 12
(c)
n = 20
(d)
n = 32
(e)
n = 64
(f)
n = 128
(g)
n = 180
(h)
n = 360
(i)
Figure 2.6: (a) A 512⇥ 512 pixel Shepp-Logan phantom and FBP reconstructions using n projec-
tions, where (b) n = 8, (c) n = 12, (d) n = 20, (e) n = 32, (f) n = 64, (g) n = 128, (h) n = 180,
(i) n = 360.
of choice in this work is to calculate the relative error of the reconstruction using
✏ =
✓X
i
|Irec, i   Iphantom, i|
  X
i
|Iphantom, i|
◆
⇥ 100%, (2.31)
where i is summed over all the pixels in the phantom image Iphantom and the reconstructed
image Irec.
To further illustrate the relationship between the number of projections n and recon-
struction quality, Fig. 2.7 shows a log-log plot of the relative reconstruction error as a
function of n. To generate the data, projections and reconstructions were computed using
the 512 ⇥ 512 Shepp-Logan phantom for n = 2, 3, 4, . . . , 2000 and the relative error of each
reconstruction was calculated. The curve shows that the relative error continues to diminish
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until the reconstruction quality reaches a plateau around n = 1000 and the relative error
remains at approximately 5%. Two important conclusions can be drawn from this. Firstly,
the original object function is never retrieved with 100% accuracy no matter how many
projections are used. Secondly, the greatest gain from increasing the number of projections
is received at small values of n. In real measurements, the time required by imaging and
FBP reconstruction increases linearly with n, whereas the increases in quality correspond to
diminishing gains. It is therefore always necessary to strike a balance between satisfactory
reconstruction quality and the time required to produce the results.
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Figure 2.7: Relative reconstruction error as a function of n for the 512⇥512 Shepp-Logan phantom.
To summarize, the FBP reconstruction algorithm can be structured in the following main
steps:
1. Measure all the projections P✓(t).
2. Calculate the Fourier transform of P✓(t) to obtain S✓(!).
3. Multiply by the filtering function |!|H(!).
4. Obtain the filtered projection by taking the inverse Fourier transform of S✓(!)|!|H(!).
5. Backproject the filtered projection across the integration lines t = x cos ✓ + y sin ✓.
6. Repeat for all projections.
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2.2.2 Filtered Backprojection in Fan-Beam Geometry
The FBP reconstruction algorithm presented above uses parallel-beam projections. While
this algorithm is mathematically simple to understand and implement, obtaining parallel-
beam projections can be technically challenging in an actual measurement setup. On the
other hand, using fan-beam geometry is often considerably easier to implement in practice,
although the reconstruction process becomes more complex.
In fan-beam geometry the integration lines “emanate” radially from a point source S.
The line integrals are then evaluated at a detector. There exists two types of fan-beam
geometry. In the equiangular case the projection is sampled at regular angle increments and
the detector is in the shape of an arc. In the equidistant case the detector is a straight line on
which the projections are sampled at regular intervals, which results in the angles between
the sampled projection lines being unequal. The approach taken here will only consider the
equidistant case.
The equidistantly sampled fan-beam geometry is shown in Fig. 2.8. Here R (s) is the
projection at the detector denoted by line D1D2. However, for reconstruction purposes the
projection is theoretically treated as lying on a virtual detector denoted by line D01D02, which
passes through the origin and is parallel to the actual detector. Now any single projection
line can be uniquely defined with the parameters ( , s), where   is the angle between the
y-axis and the central line of the fan-beam and s is the intersection point of the integration
line and the virtual detector.
It can be seen from Fig. 2.8 that there exists an equivalence between integration lines in
parallel-beam and fan-beam geometries such that
R (s) = P✓(t) (2.32)
when the following conditions are true:
t = s cos  
✓ =   +  ,
(2.33)
where   is the angle between the integration line and the central line of the fan-beam. To
eliminate the dependency on  , the identities in Eq. (2.33) can be expressed as
t =
sDp
D2 + s2
✓ =   + arctan
s
D
,
(2.34)
where D is the distance from the source S to the origin.
Deriving the fan-beam reconstruction algorithm begins by noting that in parallel-beam
geometry the object function f(x, y) can be reconstructed with
f(x, y) =
⇡Z
0
1Z
 1
P✓(t)h(x cos ✓ + y sin ✓   t)dtd✓, (2.35)
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Figure 2.8: Geometry of the fan-beam projection using an equidistantly sampled detector.
where [5, p. 72]
h(t) =
1Z
 1
|!|H(!)ei2⇡!td! (2.36)
is the impulse response of the filter used in the frequency domain to process the projections.
The convolution theorem [14, p. 210]
f(t) ⇤ h(t) = F 1{F (!) ·H(!)} (2.37)
states that multiplication in the frequency domain is equivalent to convolution in the spatial
domain. It is thus possible to replace the frequency domain filtering by convolving the
projections with the impulse response of the filter before backprojecting them.
Assuming there exists tm such that P✓(t) = 0 for |t| > tm, changing the integration limits
to include all projections over 2⇡ and expressing (x, y) in polar coordinates (x = r cos', y =
18
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r sin') enables Eq. (2.35) to be written as
f(r,') =
1
2
2⇡Z
0
tmZ
 tm
P✓(t)h(r cos(✓   ')  t)dtd✓. (2.38)
Eq. (2.38) was obtained using the trigonometric identity
cos ✓ cos'± sin ✓ sin' = cos(✓ ⌥ '). (2.39)
To express the integrals in Eq. (2.38) with respect to ( , s), the diﬀerential areas dtd✓
and dsd  must be connected using a Jacobian determinant J as follows [2, p. 281-282]
dtd✓ = Jdsd 
=
      @t@s @✓@s@t
@ 
@✓
@ 
      dsd 
=
       
@( sDp
D2+s2
)
@s
@( +arctan sD )
@s
@( sDp
D2+s2
)
@ 
@( +arctan sD )
@ 
        dsd 
=
      
D3
(D2+s2)3/2
D
D2+s2
0 1
       dsd 
=
D3
(D2 + s2)3/2
dsd .
(2.40)
Combining Eqs. (2.34), (2.38) and (2.40) yields
f(r,') =
1
2
2⇡ arctan smDZ
  arctan smD
smZ
 sm
P + 
✓
sDp
D2 + s2
◆
· h

r cos
✓
  + arctan
s
D
  '
◆
  sDp
D2 + s2
 
D3
(D2 + s2)3/2
dsd ,
(2.41)
where sm corresponds to tm in parallel-beam data. Because cos( +arctan sD  ') is periodic
in 2⇡, the integration limits with respect to   can be changed to range from 0 to 2⇡. Taking
note of the fact that the expression P + (sD/
p
D2 + s2) fulfills the conditions set in Eqs.
(2.32)-(2.34), it can be expressed simply as R (s). Thus, Eq. (2.41) can be written as
f(r,') =
1
2
2⇡Z
0
smZ
 sm
R (s)h

r cos
✓
 +arctan
s
D
 '
◆
  sDp
D2 + s2
 
D3
(D2 + s2)3/2
dsd . (2.42)
The fan-beam reconstruction algorithm is usually expressed using two additional variables
easily calculated from the geometric variables presented in Fig. 2.8. The first of these is
defined as
U(r,', ) =
D + r sin(    ')
D
. (2.43)
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It can be seen from Fig. 2.8 that U is the ratio of the projection of the source-to-(x, y)
distance onto the central line and the distance D. The second variable is the value of s
for the line that passes through (x, y). Using the geometry of similar triangles this can be
defined as
s0 = D
r cos(    ')
D + r sin(    ') . (2.44)
By applying Eqs. (2.39), (2.43), (2.44) and the trigonometric identities
sin(arctanx) =
xp
1 + x2
(2.45)
and
cos(arctanx) =
1p
1 + x2
, (2.46)
the argument of h in Eq. (2.42) can be written as
r cos(  + arctan
s
D
  ')  sDp
D2 + s2
= r cos(    ') cos(arctan s
D
)  r sin(    ') sin(arctan s
D
)  sDp
D2 + s2
= r cos(    ') 1p
1 + (s/D)2
  r sin(    ') s/Dp
1 + (s/D)2
  sDp
D2 + s2
= r cos(    ') Dp
D2 + s2
  r sin(    ') sp
D2 + s2
  sDp
D2 + s2
= r cos(    ') Dp
D2 + s2
  (r sin(    ') +D) sp
D2 + s2
=
s0UDp
D2 + s2
  sUDp
D2 + s2
= (s0   s) UDp
D2 + s2
.
(2.47)
Now Eq. (2.42) can be written as
f(r,') =
1
2
2⇡Z
0
smZ
 sm
R (s)h
✓
(s0   s) UDp
D2 + s2
◆
D3
(D2 + s2)3/2
dsd . (2.48)
At this stage, it is desireable to get rid of the factor (UD/
p
D2 + s2) in the argument
of the impulse response h. Bearing in mind that the impulse response is the inverse Fourier
transform of the filtering function, as defined in Eq. (2.36), it will be assumed that the filter
being used is the simple ramp filter. Now, by using the new variable
!0 = !
UDp
D2 + s2
(2.49)
it is possible to rewrite the impulse response in a mathematically simpler form. This proceeds
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as follows:
h
✓
(s0   s) UDp
D2 + s2
◆
=
1Z
 1
|!|ei2⇡!(s0 s)(UD/
p
D2+s2)d!
=
1Z
 1
|
p
D2 + s2
UD
!0|ei2⇡!0(s0 s)
p
D2 + s2
UD
d!0
=
D2 + s2
U2D2
1Z
 1
|!0|ei2⇡!0(s0 s)d!0
=
D2 + s2
U2D2
h(s0   s).
(2.50)
By combining Eqs. (2.48) and (2.50) it is now possible to write the reconstruction algorithm
in its final form:
f(r,') =
2⇡Z
0
1
2U2
1Z
 1
Dp
D2 + s2
R (s)h(s
0   s)dsd . (2.51)
Eq. (2.51) is the fan-beam geometry equivalent of the parallel-beam reconstruction algo-
rithm presented in Eq. (2.24). Upon examining the inner integral of the algorithm it can be
seen that D/(D2+s2) is a scaling factor equivalent of the cosine of  , the angle between the
integration line and the central line. The projection is scaled with this factor prior to the
convolution. In the outer integral, the value of 1/(2U2) decreases when moving further from
the source. This means that U(r,', ) acts as a weighting function in the reconstruction
process [5, p. 97]. In fact, the fan-beam reconstruction algorithm in Eq. (2.51) represents a
weighted backprojection in which the values of f(x, y) are weighted based on their distance
from S.
There is an alternative approach to reconstructing data gathered in fan-beam geometry.
The fan-beam projection data can be transformed into an equivalent set of parallel-beam
projection data. This reformatted data can then be reconstructed using the filtered backpro-
jection algorithm for parallel-beam geometry. This geometric transformation of projections
is called rebinning [2, p. 265-272].
Eqs. (2.32) and (2.33) define the conditions under which two integration lines in fan-
beam geometry and parallel-beam geometry are equivalent to each other. This equivalence
can be rewritten as
R (s) = P + (s cos  ), (2.52)
where
  = arctan
s
D
. (2.53)
It is evident from Fig. 2.8 that two diﬀerent integration lines from the same fan-beam
projection R (s) are always nonparallel and are therefore never related to the same parallel-
beam projection P✓(t) in the rebinned data.
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As stated in Section 2.1.3, any real measurement will consist of a finite number of pro-
jections, each sampled at discrete intervals. If a single fan-beam projection is obtained with
sampling interval  s and the angular interval between projections is   , then Eq. (2.52)
can be discretized as
Rm  (n s) = Pm  + (n s cos  ), (2.54)
where m and n are integer indexes and
  = arctan
n s
D
. (2.55)
The rebinning approach to reconstruction can be understood by viewing the Radon
transforms of the object function f(x, y) as lying in sinogram space [5, p. 47] or Radon space
[2, p. 160-161]. The left side of Fig. 2.9 shows how a data set gathered in parallel-beam
geometry is distributed in the parallel-beam Radon space (✓, t). The horizontal axis denotes
the sampled line integrals in a single projection, and the vertical axis denotes the projection
angle. The data points are lined up with the Cartesian grid and a reconstruction algorithm
can be applied to the data without problem.
A data set gathered in fan-beam geometry would also be lined up with the Cartesian grid
in the fan-beam Radon space ( , s). However, when the fan-beam data is converted to the
equivalent parallel-beam data using Eq. (2.54), the data points are no longer lined up with
the Cartesian grid in the Radon space (✓, t), as shown on the right side of Fig. 2.9. Each
fan-beam projection corresponds to a slanted row of data points in the (✓, t) Radon space.
When the angle   is small, the data points form an approximately straight line [5, p. 97-98].
However, for larger values of   the cosine and arctangent functions in Eqs. (2.54) and (2.55)
will start to have a stronger eﬀect, so that the distribution of data points gathered in a single
fan-beam projection will be curved and non-equidistant when they are transformed into the
parallel-beam Radon space (✓, t) [2, p. 268-269].
It is obvious that the rebinning process requires interpolation of the fan-beam data to
make it fit uniformly onto the Cartesian grid in the parallel-beam Radon space (✓, t) [5,
p. 97-98]. The interpolation error can be reduced by making the angular interval between
projections smaller. Furthermore, it is evident from Fig. 2.9 that gathering the fan-beam
data in the angle range [0,⇡] does not provide enough data to fill the parallel-beam Radon
space, as evidenced by the empty areas in the lower left and upper right corners of the Radon
space. It can be shown that in order to gather enough data to fill the Radon space (✓, t)
for [0,⇡], the minimum angle range required to collect the data in fan-beam geometry is
[0,⇡ + 2 max], where  max is the maximum value of   seen at the detector [2, p. 269].
The MATLAB function ifanbeam, used in the experimental part of this work, computes
a tomographic reconstruction from fan-beam data. This function is not based on weighted
backprojection, but uses the function fan2para to perform a rebinning of the data and then
computes the reconstruction using the parallel-beam reconstruction function iradon [18].
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Figure 2.9: Pattern of data points in the parallel-beam Radon space (✓, t) when the data has been
gathered using parallel-beam geometry (left) and fan-beam geometry (right). Adapted from Fig.
3.39 in [5, p. 98].
2.2.3 Three-Dimensional Computed Tomography
In the previous sections, tomographic reconstruction has been considered as a two-dimen-
sional problem, where the cross section which is to be reconstructed is modelled by the object
function f(x, y). For mathematical models such as the Shepp-Logan phantom, this approach
is suﬃcient. In physical reality, two-dimensional objects do not exist, so the object’s quantity
of interest is in fact described by a three-dimensional object function f(x, y, z), and the two-
dimensional reconstruction represents a cross-sectional slice f(x, y, z0) taken at some point
z0 along the rotational axis of the object.
In many contemporary applications of computed tomography a single slice of the object
does not provide suﬃcient information about the problem being studied. Consequently, the
aim is to create a three-dimensional reconstruction of the entire object function f(x, y, z),
or at least some subvolume of it. The conventional approach to three-dimensional CT is to
acquire a number of two-dimensional slices along the z-axis of the object. These slices can
then be stacked to provide a three-dimensional reconstruction of the object. This approach
is called secondary reconstruction and its principle is illustrated in Fig. 2.10 [2, p. 303-309].
A more modern and eﬃcient approach to three-dimensional reconstruction is cone-beam
computed tomography, illustrated in Fig. 2.11. In cone-beam geometry, the detector is not a
single line but a plane. The line integrals are then evaluated from the point source S to the
detector surface and the projection is a two-dimensional function R (s, u).
The mathematics of direct three-dimensional tomographic reconstruction are consider-
ably more complicated than what is required in two-dimensional reconstruction algorithms.
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Figure 2.10: A three-dimensional reconstruction of the object function f(x, y, z) can be made by
stacking two-dimensional reconstructions.
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Figure 2.11: The geometry of cone-beam computed tomography.
However, in the central plane of the cone-beam, i.e. in the plane that passes through the
point source and is perpendicular to the axis of rotation and to the surface the detector, the
measurement geometry reduces to fan-beam geometry.
The most frequently applied cone-beam reconstruction algorithm is the FDK reconstruc-
tion algorithm [2, p. 371-372], which is named after Feldkamp, Davis and Kreuss, who first
proposed it in 1984 [19]. The FDK algorithm is an approximate method based on adapt-
ing the two-dimensional fan-beam FBP algorithm separately to each tilted fan-beam in the
cone-beam.
The experimental part of this work focuses purely on two-dimensional reconstructions
using the central plane of a cone-beam setup and the mathematics of three-dimensional
reconstruction will be left unreviewed. An overview of the topic can be found, for example,
in [2, p. 303-401] and [12, p. 99-107].
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3 Computed Tomography in Practice
An overview of the mathematical principles of tomographic reconstruction has been presented
in Chapter 2 without regard to how the projections are physically generated and measured.
Using X-rays to produce transmission images is a practical and convenient way of obtaining
the projections. In this case, the projections represent the attenuation of the X-ray radiation
as it travels through the object being irradiated.
In a first approximation, X-rays can be viewed as travelling in straight lines through the
object being measured. The radiation interacts with the matter in transmission and loses
some of its intensity. These interactions represent the line integrals discussed in the previous
chapter, and the values of the object function in this case are the attenuation coeﬃcients of
the physical object. The reconstruction is, therefore, a model of the spatial distribution of
attenuation coeﬃcients corresponding to the internal structure of the object.
This chapter will give a brief overview of the physics and technology of X-ray computed
tomography. X-ray generation and the interaction of radiation and matter will be reviewed
on a level suﬃcient to motivate the application of the Beer-Lambert law in CT. An emphasis
will be placed upon the practical implementation of X-ray CT, including various artefacts
and problems that arise as a consequence of representing X-ray transmission images as simple
line integrals. As before, a non-diﬀracting case will be assumed, and any diﬀraction eﬀects
present in the transmission images are viewed as undesireable noise.
All examples of X-ray projections and tomographic reconstructions in this chapter have
been obtained in the Laboratory of Microtomography at the University of Helsinki Depart-
ment of Physics, detailed in Appendix A. The reconstructions have been computed using a
direct fan-beam algorithm unless stated otherwise.
3.1 X-ray Computed Tomography
3.1.1 X-ray Generation
As with all electromagnetic radiation, X-rays can be thought of both as waves and as particles
called photons. From the point of view of X-ray generation and photon-matter interaction,
it is useful to regard X-rays as discrete quanta of electromagnetic radiation with the energy
[20, p. 108]
E = h⌫ =
hc
 
, (3.1)
where h is the Planck constant1, ⌫ is the frequency of the radiation, c is the speed of light2
and   is the wavelength of the radiation. There is no absolutely defined energy range for
X-ray radiation, but it can be viewed as corresponding approximately to the photon energy
range from less than 1 keV to above 500 keV [21, Preface].
1h = 4.136 · 10 15 eVs
2c = 299 792 458 m/s
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At low energies the X-ray energy range overlaps with ultraviolet radiation, and conversely
at high energies there is considerable overlap with the gamma ray energy range. Because
energy alone cannot be used to diﬀerentiate between the latter two regions of the electro-
magnetic spectrum, a common approach is to define them by their sources: X-rays originate
from the electron shells of atoms while gamma rays originate from the atomic nucleus [22,
p. 10-15]. The most common X-ray sources in use are X-ray tubes, in which the radia-
tion is produced by accelerated electrons colliding with a metal anode, and synchrotrons, in
which a relativistic beam of electrons is forced onto a curved path using magnetic fields [21,
p. 29-31]. Because a synchrotron does not produce radiation from changes in the electron
configuration of atoms, radiation from this type of source is sometimes called synchrotron
radiation to diﬀerentiate it from X-rays, although both are electromagnetic radiation in the
same energy range. Although synchrotron radiation is also used in computed tomography
[23, 24], most CT laboratory setups use an X-ray tube as the radiation source.
The operating principle of an X-ray tube is shown in Fig. 3.1. The tube itself is a
vacuum tube containing a thin filament, which also acts as the cathode. The voltage Uh
causes a current to run through the filament, heating it to temperatures as high as 2400 K
[2, p. 17]. This causes some electrons to gain enough thermal energy to overcome the binding
energy of the metal and to be thermally emitted into the evacuated tube. Another voltage,
the acceleration voltage Ua, is placed across the cathode and the anode at the other end of
the tube. The electrons are accelerated across the electric potential and gain the kinetic
energy [20, p. 106]
Ek = eUa, (3.2)
where e is the elementary charge3. Upon colliding with the anode, the electrons go through a
number of possible interaction processes with the anode material, causing X-rays to be emit-
ted. Commonly used anode materials include tungsten (symbol W, Z = 74), molybdenum
(Mo, Z = 42), rhodium (Rh, Z = 45) and copper (Cu, Z = 29) [25].
There are two main processes through which X-rays are generated in the anode, also called
the target. In brehmsstrahlung (German for "braking radiation") the electrons decelerate
rapidly through Coulomb interactions with the electric fields of the atoms in the anode,
causing electromagnetic radiation to be emitted as decribed by classical electrodynamics
[20, p. 106]. A single electron will usually experience a sequence of decelerations, causing
a continuous spectrum to be emitted by the anode. Some electrons can experience a direct
collision with the atomic nucleus, causing all of the electron’s kinetic energy to be transformed
into a single photon. The brehmsstrahlung process is visualized in Fig. 3.2 (a).
The continous brehmsstrahlung spectrum can be superimposed by discrete energies called
characteristic X-rays. This occurs when a colliding electron has enough kinetic energy to
remove an electron from an inner shell of an atom in the target material, creating a vacancy.
3e = 1.602 · 10 19 C
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Figure 3.1: Simplified schematic of an X-ray tube. Electrons are thermally emitted from the
cathode and then accelerated across the vacuum tube by the voltage Ua. The collision of the fast
electrons with the anode material causes X-rays to be emitted.
This vacancy is quickly filled by an electron from a higher shell as the atom reorganizes its
electronic configuration [20, p. 161-165]. The energy diﬀerence between the initial and final
states of the ionized atom is carried away by the photon. Because each element has its own
unique electronic configurations, the characteristic X-ray energies are unique to each anode
material. This process is visualized in Fig. 3.2 (b).
hν
e-
(a)
hνe
- e-
(b)
Figure 3.2: (a) In brehmsstrahlung an electron decelerates through Coulomb interactions with an
atom, emitting a photon. (b) Characteristic X-rays are generated when an electron knocks out an
inner shell electron. The vacancy is quickly filled by an electron from one of the higher shells and a
photon is emitted in the process.
The characteristic X-rays are labeled according to their origin. If a K shell vacancy is
filled by an electron from the L, M or N shell, the resulting characteristic X-rays are labeled
K↵, K  and K  , respectively [2, p. 21]. Similar notation applies to transitions to the L shell
from the higher M, N, and O shells. Due to the quantum mechanical nature of the atom,
each electron shell consists of a finer distribution of energy states, and the characteristic
peaks are split into multiple energies close to each other [20, p. 457-463]. Fig. 3.3 shows
simulated spectra for a tungsten target X-ray tube for various acceleration voltages.
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Figure 3.3: Simulated X-ray spectra of a tungsten (Z = 78) target for various acceleration voltages.
The characteristic X-ray energies K↵ and K  near 58 kV and 67 kV emerge when the acceleration
voltage exceeds the K edge binding energy at 69.5 kV [26]. The spectra were calculated using an
online simulation software by Siemens OEM Products [27].
X-ray generation in an X-ray tube is a highly ineﬃcient process, as almost all of the
kinetic energy of the electrons is converted to heating the lattice of the anode material
[2, p. 23]. A notable eﬀect of this is that X-ray tubes typically experience significant heat
issues and must be cooled appropriately to avoid damage to or destruction of the tube.
3.1.2 X-ray Interactions with Matter
The main photon-matter interaction mechanisms in the X-ray energy range are photoelectric
absorption, Compton scattering and coherent scattering. In these processes, the photon is
either absorbed or scattered by an atom, and it can transfer some, none or all of its energy
to the interacting matter.
In photoelectric absorption, a photon is completely absorbed by an atom in the inter-
acting matter. The energy h⌫ of the photon is used to eject a photoelectron from one of its
bound shells. The electron has the kinetic energy [20, p. 102]
Ek = h⌫  W0, (3.3)
where the work function W0 is the minimum energy required to release the electron. The
absorption cross section per atom describes the probability of photoelectric absorption oc-
curring. It has been experimentally determined that the photoelectric cross section approx-
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imately follows the proportionality [2, p. 36]
 photoelectric / Z
4
(h⌫)3
, (3.4)
where Z is the atomic number. The photoelectric absorption process is visualized in Fig.
3.4 (a).
Photoelectric absorption cannot be discussed without also addressing absorption edges.
These are discontinuous jumps in the photoelectric cross section [21, p. 203-205]. They occur
when the energy of the incident photon exceeds the binding energy of an inner shell electron,
opening a new avenue of interaction with the atom. The atom thus suddenly becomes more
"opaque" to the photon and the absorption cross section increases abruptly. There is one
absorption edge for the K shell, three for the L shell (labeled LI, LII, LIII) and five for the
M shell (MI - MV).
e-hν
(a)
θ
Φ
hν
e-
hν'
(b)
Figure 3.4: Two important photon-matter interactions in the X-ray energy range. (a) Photoelectric
absorption. (b) The Compton eﬀect.
In Compton scattering, the photon is scattered by a free or loosely bound electron (bind-
ing energy << photon energy) [20, p. 107-112]. Some of the photon energy is transferred to
the electron as kinetic energy, and the photon is scattered by the angle ✓ (see Fig. 3.4 (b)).
The energy of the scattered photon is given by [22, p. 49]
h⌫ 0 =
h⌫
1 + h⌫mec2 (1  cos ✓)
, (3.5)
where me is the rest mass of the electron4. The energy dependency of the cross section
per electron for Compton scattering is highly complex and can be obtained from the Klein-
Nishina formula [2, p. 38]
 Compton, e = 2⇡r
2
e
✓
1 + "
"2
◆✓
2
(1 + ")
1 + 2"2
  log(1 + 2")
"
◆
+
log(1 + 2")
2"
  1 + 3"
(1 + 2")2
 
, (3.6)
4me = 9.109 · 10 31 kg = 4.136 · 10 15 eVs
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where re = e2/(4⇡✏0mec2) is the classical electron radius5 and " = h⌫/(mec2). The cross
section per atom for Compton scattering is proportional to the number of electrons present
as scattering targets, and therefore follows the proportionality [22, p. 49]
 Compton / Z. (3.7)
In coherent scattering, also known as Rayleigh scattering, the incoming photon interacts
with all the electrons of the atom cooperatively [5, p. 38]. When coherent scattering occurs,
no energy is transferred between the photon and the atom, but the direction of the radiation
is altered. Coherent scattering is a significant phenomenon only at low X-ray energies. As
the energy increases, photoelectric absorption and Compton scattering become the dominant
interaction processes [2, p. 34].
The total photon atomic cross section is given by
 tot =  photoelectric +  Compton +  coherent, (3.8)
where  coherent is the coherent scattering atomic cross section. This atomic scale quantity
can be used to determine the extremely important macroscopic quantity linear attenuation
coeﬃcient [2, p. 33]
µ =
⇢NA
A
 tot, (3.9)
where ⇢ is the mass density of the matter, A is the atomic weight of the matter and NA is
Avogadro’s number6. The linear attenuation coeﬃcient expresses the probability per unit
length that a photon experiences an absorption or scattering interaction [22, p. 51].
Equally important to the linear attenuation coeﬃcient, and more widely used to describe
the X-ray interaction properties of matter, is the mass attenuation coeﬃcient, which is
defined as [22, p. 52]
mass attenuation coe cient =
µ
⇢
. (3.10)
This quantity describes how strongly the matter absorbs and scatters X-rays per unit mass.
Because it is independent of density, it is the same for all states (gaseous, liquid, solid) of a
given matter.
The mass attenuation coeﬃcients of air, water, aluminium and lead as a function of
photon energy are shown in Fig. 3.5. The graphs also show how photoelectric absorp-
tion, Compton scattering and coherent scattering each contribute to the total attenuation
coeﬃcient. The curve for aluminium clearly shows the K absorption edge at 1.57 kV and
the lead curve shows the K edge (88 kV), and the L edges (LI = 15.86 kV, LII = 15.20 kV,
LIII = 13.04kV) [26]. Fig. 3.6 shows the mass attenuation coeﬃcients and linear attenuation
coeﬃcients of air, water, aluminium and lead plotted together for the sake of comparison.
5Permittivity of vacuum ✏0 = 8.854 · 10 12 F/m.
6NA = 6.022 · 1022 1/mol
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Figure 3.5: Mass attenuation coeﬃcients of various elements, compounds and mixtures thereof: (a)
air (78.08% N2, 20.95% O2, 0.93% Ar, 0.04% CO2, trace elements of other gases) in STP conditions
[28], (b) water, (c) aluminium, (d) lead. Absorption edges can be clearly seen in the graphs for Al
and Pb. Data calculated from the NIST XCOM database [29].
From Fig. 3.6 (b) it can be seen that the linear attenuation coeﬃcient of lead is many orders
of magnitude larger than those of water or aluminium. This is the reason why lead is usually
the material of choice for radiation shielding against X-ray and gamma radiation.
3.1.3 The Beer-Lambert Law and Monochromatic X-ray Projections
The attenuation of X-rays passing through matter can be described using the Beer-Lambert
Law. The intensity of a narrow beam of monochromatic (i.e. consisting of a single energy)
X-rays is denoted by I0. When this beam passes through a homogeneous slab of material,
some of the photons are absorbed or scattered away from the ray path by the matter and the
X-ray intensity is exponentially attenuated. The intensity of the beam exiting the material
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Figure 3.6: Comparison of (a) mass attenuation coeﬃcients and (b) linear attenuation coeﬃcients
of air in STP conditions (⇢air, STP = 0.001225 g/cm2), water (⇢H2O = 0.99821 g/cm2), aluminium
(⇢Al = 2.70 g/cm2) and lead (⇢Pb = 11.30 g/cm2). Attenuation coeﬃcient data calculated from the
NIST XCOM database [29] and mass density data from [28].
is given by [2, p. 33]
I = I0e
 µs, (3.11)
where µ is the linear attenuation coeﬃcient and s is the thickness of the slab.
In a heterogenous sample the distribution of attenuation coeﬃcients in a single cross-
sectional plane can be described by the two-dimensional function µ(x, y). Now the X-ray
intensity of the beam exiting the sample is given by [12, p. 116]
I = I0e
  R
ray
µ(x,y)ds
, (3.12)
so that the attenuation along the ray path is integrated across µ(x, y). Eq. (3.12) can be
rearranged to give
  ln(I/I0) =
Z
ray
µ(x, y)ds. (3.13)
Comparing Eqs. (2.2) and (3.13) yields the important realization that the line integrals
across µ(x, y) can be obtained by measuring the quantity   ln(I/I0). The spatial distribution
of attenuation coeﬃcients can then be reconstructed using the methods introduced in Section
2.2. The reconstruction is usually in the form of a greyscale image where the relative greyscale
value depends on the attenuation coeﬃcient in the equivalent location of the object. In
parallel-beam geometry the spatial resolution is equal to the pixel size of the detector.
The first generation of CT scanners measured the object’s attenuation profile by moving
a narrow pencil beam of X-rays across the object synchronously with an X-ray detector on
the other side [2, p. 79-83]. While this facilitated parallel-beam geometry, the setup required
long scanning times.
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3.1.4 Projections with Polychromatic X-ray Sources
The simulated X-ray spectra shown in Fig. 3.3 make it evident that the assumptions made
in Section 3.1.3 do not describe the physical reality of CT measurements: the radiation
produced by X-ray tubes is highly polychromatic7. As discussed in Section 3.1.2, the in-
teractions between radiation and matter are highly energy-dependent. Consequently, Eq.
(3.12) must be modified by also integrating across the tube spectrum I0(E) so that the
attenuation profile becomes energy-dependent [2, p. 425]:
I =
EmaxZ
0
I0(E)e
  R
ray
µ(x,y,E)ds
dE. (3.14)
In practice, Eq. (3.14) is not normally used in CT, and Eq. (3.12) is applied as if the
X-ray source were monochromatic. This can lead to complications in the reconstruction
process. Figs. 3.5 and 3.6 show that the total attenuation coeﬃcients of matter tend to
be greater at lower energies. A result of this is that the spectrum of the radiation exiting
the object is diﬀerent from that entering it. This can result in what are known as beam
hardening artefacts, examples of which are shown in Section 3.2.2.
3.1.5 Pointlike X-ray Sources and Fan-Beam Geometry in Practice
The third generation of CT scanners introduced the use of pointlike X-ray sources combined
with wide detector arrays, allowing the entire projection from one angle to be acquired
simultaneously [2, p. 84-87]. This kind of measurement setup is equivalent to the fan-beam
geometry discussed on Section 2.2.2. Fan-beam geometry results in a geometric magnification
of the projection, as shown in Fig. 3.7. From simple geometry it can be shown that the
magnification factor is [30]
M =
a0
a
=
Dsd
Dss
, (3.15)
where a is the actual size of the sample, a0 is the size of the projection at the detector,
Dss is the source-sample distance and Dsd is the source-detector distance. Dss is therefore
equivalent to D in Fig. 2.8.
Magnification due to fan-beam geometry is very useful in CT because it allows increasing
the spatial resolution of the projection (and thus also the reconstruction) by increasing the
ratio Dss/Dsd. If the pixel size of the detector is d, then the eﬀective pixel size is given by
de↵ =
d
M
. (3.16)
When interpreting Eq. (3.16) it is important to understand that a reduction in eﬀective
pixel size results in an increase in spatial resolution.
7Using synchrotron sources for imaging makes it possible to obtain an almost monochromatic beam
[23, 24].
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Figure 3.7: Fan-beam geometry results in a magnified projection.
In practice it is not possible to create a truly pointlike X-ray source: the focal spot where
the electron beam strikes the anode always has a finite size. In medical scanners the focus
diameter is usually 0.3 mm  2.0 mm. Micro-CT scanners use microfocus X-ray tubes, where
the focus size is in the micrometer range or even below this. As shown in Fig. 3.8, a finite
focus size will result in a single point in the sample being blurred across a wider area on the
detector [2, p. 24-26]. For a focal spot of diameter b, the size of the blurred area to which a
single point is spread has a diameter of
b0 = b
Dss
D0sd
, (3.17)
where D0sd is the sample-detector distance. The diameter of the focus thus determines
the greatest achievable spatial resolution while maintaining a sharp projection image. The
advantages gained by reducing the eﬀective pixel size de↵ below b0 will begin to decline due
to the blurring eﬀect.
e- beam
f(x,y)
detector
Dss D'sd
anode
b b'
focal spot
Figure 3.8: An X-ray focus of finite size will result in a single point in the sample being "smeared"
across a larger area on the detector.
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3.2 Imaging Artefacts and Noise
3.2.1 Measurement Geometry
Obtaining accurate CT reconstructions requires that the geometry of the measurement setup
matches that of the underlying mathematical model. The most important factor in this re-
spect is establishing the correct centre of rotation (CoR) [31]. This means that the projection
of the rotation axis should lie exactly in the centre of the projections. Micro-CT scanners
operating with very high resolutions cannot usually be mechanically aligned to the needed
precision, and the centre of rotation must be corrected computationally by shifting the pro-
jections horizontally.
The quality of the CT reconstruction is extremely sensitive to establishing the correct po-
sition of the CoR, and an error of less than 1 detector pixel can result in visible reconstruction
artefacts [32]. These artefacts typically appear as doubled structures and streak-like features
at the edges of circular shapes. Fig. 3.9 shows the eﬀect of computing reconstructions using
a wrong CoR.
(a) (b)
(c) (d)
Figure 3.9: Close-ups of CT slices of the abdomen of a Cetonia aurata beetle reconstructed using
diﬀerent centres of rotation (CoR). (a) Correct CoR. (b) CoR 2 pixels left of the correct value. (c)
CoR 4 pixels left of the correct value. (d) CoR 6 pixels left of the correct value. Imaged with 70 kV.
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If the sample is imaged using fan-beam geometry and reconstructed with an algorithm
that uses fan-beam-to-parallel-beam rebinning of the data, it is important that the source-
sample distance Dss be known correctly. The equivalence of integration lines in fan-beam
geometry and parallel-beam geometry is established in equations (2.52) and (2.53). By
replacing D with Dss, the angle between the integration line and the central line of the fan-
beam becomes   = arctan(s/Dss). If the value of the source-sample distance is incorrect,
the equivalence R (s) = P + (s cos  ) between the integration lines will be established erro-
neously and the data will be rebinned incorrectly, resulting in artefacts in the reconstruction.
Fig. 3.10 shows CT reconstructions from fan-beam data reconstructed with a rebinning
algorithm using incorrect source-sample-distances. The greater the deviation from the cor-
rect value of Dss, the more distorted the reconstruction will become. However, it can also
be seen that the reconstruction quality is not nearly as sensitive to errors in Dss as it is to
establishing the correct centre of rotation.
(a) (b)
(c) (d)
Figure 3.10: Close-ups of CT slices of the Cetonia aurata beetle shown in Fig. 3.9, reconstructed
with a rebinning algorithm, using a correct CoR value and incorrect source-sample distances Dss.
(a) 50% of the correct Dss value. (b) 80% of the correct Dss value. (c) 90% of the correct Dss value.
(d) 120% of the correct Dss value.
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3.2.2 Beam hardening Artefacts
Beam hardening artefacts arise as a consequence of the polychromatic radiation produced
by X-ray tubes. As discussed in Section 3.1.2, X-ray attenuation in matter is a combination
of complex photon-matter interaction processes which depend strongly on both the X-ray
energy and the atomic number of the matter. In general, the X-ray attenuation coeﬃcients
tend to be higher at lower energies. This means that the less energetic, or “softer”, X-rays are
attenuated more strongly than the higher energy “hard” X-rays. The eﬀective mean energy
of the exiting radiation is therefore higher than that of the entering radiation, so that the
X-rays can be considered to have become “hardened” [2, p. 425-432].
The standard FBP reconstruction algorithm is built on the assumption of monochromatic
X-rays. Due to the beam hardening phenomenon, the spectrum of the radiation passing
through the sample varies by location in the sample. Thus, the surfaces of objects can appear
to be more strongly attenuating than the inner parts because the X-rays passing through
the inner parts of the object have already been hardened. Due to the Z4 dependency of
the photoelectric cross section, which is the dominating process for low energy photons, this
eﬀect is particularly strong in samples consisting of materials with a high atomic number.
Fig. 3.11 (a) shows a typical beam hardening artefact, called a cupping artefact. The
reconstruction is of an approximately homogenous cylindrical copper rod, but due to the
beam hardening phenomenon, the centre of the rod appears as much less attenuating than
the edges.
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Figure 3.11: Reconstructed CT slice of a  5 mm copper rod (a) without filtering, and (b) with
a 1 mm Cu filter. (c) Line profiles of the attenuation profile along the diameter of the rod. The
circular oﬀ-axis structure visible in the reconstructions is probably due an inhomogeity in the rod
and is not an artefact. Imaged with 140 kV.
A common approach to reducing beam hardening artefacts is to use filtering of the X-ray
beam. This can be achieved, for example, by placing a thin layer of aluminum or copper
in front of the X-ray tube exit window so that the radiation is already hardened before it
37
3 COMPUTED TOMOGRAPHY IN PRACTICE
reaches the sample. Fig. 3.11 (b) shows a reconstruction of the same copper rod, but the
imaging sequence was done using a 1 mm copper filter. Fig. 3.11 (c) shows a comparison
of two attenuation profiles taken from the same place in the CT slices. Although both
reconstructions exhibit the cupping artefact, the phenomenon is significantly reduced when
a filtered X-ray beam is used.
Another type of beam hardening artefact is the appearance of bright streaks and dark
bands surrounding strongly attenuating objects embedded in a less attenuating environment.
Fig. 3.12 (a) shows a reconstruction of a kumquat fruit with three iron nails inserted into
it. This measurement could mimic a human patient with metal implants, such as amalgam
dental fillings or internal fixations. The areas between the nails appear very dark. This
eﬀect is due to the discrepancies between the projection rays which pass through only one
strongly attenuating object and those which pass through many such objects [5, p. 274-276].
Fig. 3.12 (b) shows a close-up of one of the nails using a diﬀerent greyscale adjustment. In
addition to the bright and dark streaks surrounding the object, its internal structure also
shows a cupping artefact caused by beam hardening.
(a) (b)
Figure 3.12: (a) Reconstructed CT slice of a kumquat fruit with three iron nails inserted into
it. The nails are surrounded by prominent beam hardening artefacts. The ring-like structure sur-
rounding the kumquat is the sample holder. (b) Close-up of the bottom nail, shown with a diﬀerent
greyscale adjustment. The internal structure of the nail exhibits a cupping artefact. Imaged with
80 kV.
In addition to X-ray filtering, beam hardening artefacts are often reduced using compu-
tational methods. Statistical reconstruction algorithms allow taking into account a detailed
model of the properties of the X-ray attenuation processes [2, p. 440]. Other approaches
to fix beam hardening artefacts include preprocessing of the projection data using a priori
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information about sample being imaged, and dual-imaging imaging, where two scans of the
sample are taken using diﬀerent X-ray energies [12, p. 121-125].
3.2.3 Ring Artefacts
Certain artefacts in computed tomography are caused by the CT scanner itself. Perhaps
the most notorious of such artefacts are ring artefacts [2, p. 86, 435-437]. They appear as
ring-like or band-like features superimposed onto the reconstruction.
Ring artefacts are caused by defective elements, or pixels, in the X-ray detector. Figs.
2.1 and 2.8 demonstrate that a given pixel always has the same distance to the centre of
rotation. If such a pixel has a diﬀerent response to the incident radiation compared to its
neighbouring pixels, the backprojection will exhibit a ring-like feature. The intensity of the
artefact depends on how much the pixel response diﬀers from its neighbours. The worst case
scenario is when the pixel is “dead” and does not respond to the radiation at all.
In most X-ray detectors, the pixels will exhibit some sensitivity diﬀerences in their re-
sponses to the radiation as well as in their oﬀset levels. These diﬀerences can be compensated
for by calibrating the detector before the X-ray projection sequence is imaged, or by appro-
priately correcting the projections afterwards. Completely dead pixels must be corrected by
interpolation from neighbouring pixels after the X-ray projections have been taken.
Fig. 3.13 shows two CT slices of a homogenous acrylic rod. The reconstruction in Fig.
3.13 (a) was computed from a set of projections for which the detector was not properly
calibrated for the measurement parameters used (i.e. acceleration voltage, tube current,
detector exposure time), and it exhibits strong ring artefacts. The reconstruction in Fig.
3.13 (b) was computed from an imaging sequence taken with a properly calibrated detector
and it is free from ring artefacts.
The intensity of a ring artifact produced by a defective pixel located at distance r from
the centre of rotation is proportional to 1/r in parallel-beam geometry [5, p. 211-213]. A
similar proportionality is found in fan-beam geometry. This behaviour of radially diminishing
artefact intensity can be clearly seen in Fig. 3.13 (a).
3.2.4 Noise
Noise is an inevitable part of virtually all measurements, and X-ray computed tomography
is no exception to this. As the reconstructed CT slice is formed from X-ray projections,
any noise present in this raw data will naturally eﬀect the end result. The noise in the
projections must divided into two diﬀerent types: detector noise and quantum noise [12, p.
190]. Detector noise is primarily caused by the thermal motion of electrons in the detector
and by roundoﬀ errors in the signal processing chain. Quantum noise arises due to the
fundamentally stochastic nature of processes involving X-ray quanta.
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(a) (b)
Figure 3.13: Reconstructed CT slice of a  12 mm acrylic rod, imaged with (a) an incorrectly
calibrated detector, and (b) a correctly calibrated detector. The reconstruction from the image
sequence taken with an incorrectly calibrated detector exhibits ring artefacts. Imaged with 70 kV.
The X-ray radiation processes involved in measuring projections form a three part chain
of events. The first of these is X-ray generation in the X-ray tube anode. The second is
the attenuation of X-rays passing through the object being scanned. The last step is the
X-ray detection. For an X-ray photon to be detected it must undergo an interaction with
the detector, so the processes involved are the same as when the radiation is passing through
the measurement sample [22, p. 105-106]. It can be shown that the number of X-ray quanta
emerging from the anode, the number of quanta removed by the sample and the number of
quanta detected are each governed by Poisson statistics. The statistical chain combining all
three steps is known as a cascaded Poisson process [2, p. 59-65]. It should be noted, however,
that the raw data measured in the detector goes through a number of signal processing steps
and is then converted into a sinogram using a logarithmic transformation, and the sinogram
noise usually no longer follows Poisson statistics [2, p. 72-73].
A key concept in quantitative image quality analysis is signal-to-noise-ratio. It is defined
as [2, p. 68]
SNR(S) =
S¯
 
, (3.18)
where S¯ is the mean value (used as an estimate of the expectation value) of the signal S, and
  is the standard deviation of the signal. It is well known that for the Poisson distribution
the predicted standard deviation is given by [22, p. 73-74]
  =
p
S¯. (3.19)
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From this it follows that the signal-to-noise ratio of measuring an X-ray signal is given by
SNR(S) =
S¯p
S¯
=
p
S¯. (3.20)
Two important conclusions can be drawn from this. Firstly, the SNR can be improved by
increasing the number of X-ray quanta. Secondly, the radiation dose received by the object
being scanned is linearly proportional to the number X-ray quanta, so [2, p. 422]
SNR /
p
dose. (3.21)
Eq. (3.21) is very important from the medical CT point of view. The patient dose needs
to be kept as low as reasonably possible, and a balance must be struck between keeping
the radiation dose at an acceptable level and between obtaining suﬃcient image quality to
identify diagnostically significant structures. Especially at low dose levels Poisson noise is
the dominant factor aﬀecting the image quality [33].
The number of X-ray photons generated in the X-ray tube is proportional to the tube
current. Thus, one way of increasing the projection SNR is to increase the tube current.
Fig. 3.14 shows close-ups of X-ray projections of the same sample taken with diﬀerent
tube currents. As the current is increased, the noise in the projections is reduced and finer
structures in the sample become discernible. Another way to increase the number of detected
photons is to increase the exposure time of the detector. Fig. 3.15 shows close-ups of X-
ray projections of the same sample taken with varying exposure times while maintaining a
constant tube current, demonstrating the reduction of noise as the exposure time increases.
These two examples demonstrate the principle that the number of X-ray quanta detected
is proportional to the product of the tube current and the detector exposure time. This
quantity is often called the mAs product in medical CT [2, p. 499-500].
(a) (b) (c)
Figure 3.14: Close-ups of X-ray projections of a walnut taken with varying X-ray tube currents.
(a) 50 µA. (b) 100 µA. (c) 200 µA. Imaged with 70 kV and a detector exposure time of 1500 ms.
The upper limit of the mAs product is set by the dynamic range of the detector: no part
of the projections should become saturated, as this will distort the data. If radiation dose is
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(a) (b) (c)
Figure 3.15: Close-ups of X-ray projections of a walnut taken with varying detector exposure times.
(a) 500 ms. (b) 1000 ms. (c) 2000 ms. Imaged with 70 kV and 200 µA.
not an issue, as is often the case in industrial tomography and materials research, the SNR
can be further increased by taking multiple projections from each angle and averaging these
into one. When averaging n images, in an ideal case the increase in SNR is proportional top
n. Fig. 3.16 shows the increase in image quality obtained by averaging four projections
into one.
(a) (b)
Figure 3.16: Close-ups of X-ray projections of a walnut generated (a) without averaging, and (b)
by averaging four projections into one. Imaged with 70 kV, 200 µA, and a detector exposure time of
1500 ms.
To demonstrate the eﬀect of projection averaging on the quality of reconstructions, Fig.
3.17 shows two CT slices. The slice in Fig. 3.17 (a) was obtained from an imaging sequence
without averaging, whereas the slice in Fig. 3.17 (b) was imaged using a sequence where each
projection was averaged from four detector exposures. The reconstruction computed from
the imaging sequence which used averaging is visibly less noisy, and the diﬀerent regions of
the sample are shown with better contrast.
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(a) (b)
Figure 3.17: Close-ups of reconstructed CT slices of a walnut generated from projections with
(a) no averaging, and (b) averaging four projections into one. Imaged with 70 kV, 200 µA, and a
detector exposure time of 1500 ms.
Postprocessing and analysis of CT reconstructions often requires smoothing the images
to reduce the eﬀect of noise. A common approach to this is to use spatial filtering [14, p.
144-152]. A spatial filter consists of a kernel, typically a rectangle of 3 ⇥ 3, 5 ⇥ 5, or 9 ⇥ 9
pixels in size. In linear filtering operations, the elements of this filter mask contain the filter
coeﬃcients. A common approach to spatial filtering is to compute a numerical convolution
of the reconstruction image and the filter mask. This means that the centre of the filter
mask is placed over each pixel in the image, the values of the image overlapping with the
filter mask are multiplied with the filter coeﬃcients, the resulting values are summed, and
the old image pixel is replaced with the result.
A typical linear filter is the Gaussian filter, where the filter mask approximates a two-
dimensional Gaussian function. Figs. 3.18 a), b), and c) show the eﬀect of filtering the noisy
reconstruction shown in Fig. 3.17 a) with a 5⇥ 5 Gaussian filter mask using diﬀerent values
for the standard deviation of the Gaussian function. It can be clearly seen that the filtering
reduces the image noise. However, there is a cost associated with this: the Gaussian filter is
not an edge-preserving filter, and using it results in blurred features.
The most commonly applied nonlinear filter is the median filter [14, p. 156-157]. In this
approach to spatial filtering, the filter mask is moved across the image, and the image pixel
under the centre of the mask is replaced by the median intensity value under the mask. Fig.
3.18 d) shows the noisy reconstruction from 3.17 a) filtered using a 3 ⇥ 3 median filter. In
general, median filters result in less blurring than most linear filters, and deal particularly
well with salt-and-pepper noise, which consists of black and white pixels corrupting the
image.
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(a) (b)
(c) (d)
Figure 3.18: The noisy reconstruction shown in Fig. 3.17 (a) filtered with diﬀerent types of kernels.
(a) 5 ⇥ 5 Gaussian filter with   = 0.5 (pixels). (b) 5 ⇥ 5 Gaussian filter with   = 1.0. (c) 5 ⇥ 5
Gaussian filter with   = 1.5. (d) 3⇥ 3 median filter.
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4 The Computed Tomography Imaging System
This chapter deals with the technical solutions and components that were chosen for the
CT imaging system in the Industrial Mathematics Computed Tomography Laboratory. The
laboratory was built during September-November 2014. Facilities for the IMCT Laboratory
were provided by the Laboratory of Electronic Structure at Physicum, the Department of
Physics at the University of Helsinki.
4.1 The Setup of the Imaging System
A schematic diagram of the CT scanner is shown in Fig. 4.1. The core of the scanner consists
of an X-ray tube, a sample manipulator and a flat panel X-ray detector, all enclosed within
a lead-lined cabinet for radiation protection. To provide accuracy and stability, the scanner
was built onto a Melles Griot 180 cm⇥ 90 cm optical table with 25 mm hole spacing. The
sample manipulator and flat panel detector are controlled by a PC, onto which the X-ray
projections are also saved. The X-ray tube is independently controlled with a high voltage
generator.
4.2 The X-ray Source
The original X-ray source acquired by the Industrial Mathematics Laboratory was an In-
strumentarium FOCUS X-ray unit meant for dental imaging [34]. This unit has a tungsten
target X-ray tube which can be used at an acceleration voltage of 60 kV or 70 kV. The
FOCUS can emit a steady X-ray pulse lasting from 0.02 to 3.2 seconds. Utilizing this kind
of pulsed X-ray source requires that the detector exposure time is synchronized with the
X-ray pulse.
After a few initial measurements the FOCUS unit broke down beyond repair. The prob-
able cause of this was diagnosed as a voltage breakdown in the X-ray tube itself. As a result,
a quick search for a replacement X-ray source was begun.
A solution was provided by the teaching division of the Department of Physics. In the
early 2000s an X-ray tube was acquired for the purpose of creating a laboratory exercise
in X-ray fluorescence for Master’s level students in physics. However, this lab exercise was
never fully completed and implemented in teaching use, so the X-ray tube had not been in
active use for over a decade. After a quick test run, it was found to be fully functioning and
was given to use in the IMCT Laboratory.
The X-ray tube is a model XTF5011 manufactured by Oxford Instruments [35]. This
model is no longer sold by Oxford Instruments, although they have newer, similar models
available [25]. The tube uses a molybdenum (Z = 42) target. Simulated spectra of a Mo
tube for various acceleration voltages are shown in Fig. 4.2.
45
4 THE COMPUTED TOMOGRAPHY IMAGING SYSTEM
DetectorX-ray tube Samplemanipulator
Control unit
Radiation shielding
Power sourceHigh voltage generator
Measurement PC
Temperature
sensor
Frame grabber
Figure 4.1: Schematic diagram of the Industrial Mathematics Computed Tomography Laboratory
X-ray imaging system.
The XTF5011 is a continuously operated (i.e. radiation is produced steadily, not in
pulses), air-cooled X-ray tube powered by an external high voltage generator. The maxi-
mum acceleration voltage is 50 kV and the maximum anode current is 1.0 mA. The anode
current is the electrical current of thermally emitted electrons from cathode to anode and
it determines the intensity of the emitted radiation. The diameter of the focal spot given
by the manufacturer is 41 µm. The X-ray tube radiates forward in a narrow cone through a
thin beryllium exit window. According to the manufacturer, the focal spot is located behind
the centre of the window.
Shown in Fig. 4.3 is an anterior and posterior view of the X-ray tube and its holder. The
tube is mounted on the optical table as follows. A Thorlabs L490/M heavy duty lab jack is
screwed onto the optical table. Fastened onto the lab jack are four 30mm high post holders
with an inner diameter of 12.7mm. The tube itself is held in place by two adjustable-height
V-clamps which are attached to  12.7 mm, 50 mm high optical posts, which in turn are
fastened into the post holders. The lab jack allows adjusting the vertical position of the
X-ray tube. By sliding the tube on the V-clamps and rotating it around its longitudinal
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Figure 4.2: Simulated X-ray spectra of a molybdenum (Z = 42) target for various acceleration
voltages. The K↵ and K  energies are found near 17.4 kV and 19.7 kV and appear at much lower
acceleration voltages than in tungsten [26, 27].
axis, the angle and horizontal position of the tube can be adjusted. The tube was firmly
set in its place by tightening the clamp screws. Once the tube was locked into position, the
height of the centre of the exit window from the surface of the optical table was measured
with a steel ruler and was found to be 179± 1 mm.
When operational, the X-ray tube generates a great deal of heat which must be dissipated.
The manufacturer’s instructions specify that the surface temperature of the tube in the
centre of the long axis 180 degrees from the radiation exit window must not exceed 55
degrees Celsius. They also state that if the temperature exceeds 60 °C the tube will likely be
permanently damaged. The surface temperature of the tube is monitored with a Thorlabs
TSP01 Temperature and Humidity Data Logger [36]. For the sake of redundancy, two
temperature probes are attached to the X-ray tube with thermally conductive tape and
cable ties. These are connected to the TSP01 logger, which in turn is connected to the
measurement PC via USB for real-time monitoring of the tube temperature. As an extra
safety buﬀer, the maximum allowed temperature of the tube was set at 45 °C, after which
the tube must be switched oﬀ to cool down. Because the temperature probes exhibited
slightly diﬀerent, nonlinear temperature responses, the higher temperature must be used
when monitoring the tube.
The tube is cooled by a  130 mm computer fan placed close to long side of the tube.
Additional cooling is provided by a CPU cooling unit attached to the flat end of the tube
with thermally conductive tape. The cooling unit consists of a heat sink and a  85mm fan.
Both cooling units were manufactured by Cooler Master Co., Ltd. This cooling arrangement
was found to be suﬃcient to keep the X-ray tube temperature below the safety limit. For
very long measurements, where heat can eventually become an issue, a small vat of liquid
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(a)
(b)
Figure 4.3: (a) Anterior view of the X-ray tube. (b) Posterior view of the X-ray tube. The black
cube in the lower left corner is the control unit for the rotation stage. (Photo credits: Tuomas
Nikkonen & Samuli Siltanen, 2014.)
nitrogen can be placed next to the side fan. The evaporating nitrogen pre-cools the air being
blown across the tube, resulting in highly eﬃcient cooling.
Because X-ray generation involves high voltages, it is recommended by the tube man-
ufacturer that a stepped warm-up procedure is used to reach the full power rating of the
tube. Referring to acceleration voltage and anode current as kV and mA, respectively, the
following procedure is suggested [35]
1. Turn kV on to 40% of maximum rating.
2. Turn mA on to 50% of maximum rating (wait 10 seconds).
3. Increase kV to 60% of maximum rating.
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4. Increase mA to 100% of maximum rating (wait 10 seconds).
5. Increase kV to 80% of maximum rating (wait 10 seconds).
6. Increase kV to 100% of maximum rating.
4.3 The Sample Manipulator
The purpose of the sample manipulator is to firmly support the sample and to rotate it
during the CT scan. Shown in Fig. 4.4, it consists of a small manually operated linear
translation stage onto which a computer-controlled rotation stage is mounted. A post holder
with an inner diameter of 12.7 mm is attached onto the rotation stage. The sample itself
is attached onto a  12.7 mm optical post which is then placed into the post holder at the
desired height.
Figure 4.4: The sample manipulator and the flat panel X-ray detector. (Photo credit: Tuomas
Nikkonen & Samuli Siltanen, 2014.)
The rotation stage is a Thorlabs model CR1/M-Z7 [37]. It allows 360° continuous motion
provided by a worm drive and is operated by a 12 volt DC servo motor. The angle repeata-
bility promised by the manufacturer is < 1 arcmin. The rotation stage is connected to a
Thorlabs T-Cube DC Servo Motor Controller, which provides power for and control over the
servo motor. This control unit is in turn connected to the measurement PC via USB.
The movement direction of the linear translation stage was set perpendicular to the
central line connecting the X-ray point source and the detector. This was done so that the
centre of rotation could be aligned onto the central line. The alignment was made by placing
a razorblade in the sample manipulator and aligning it perpendicular to the exit window
surface. The translation stage was then used to move the razorblade parallel to the centre of
the exit window, where the focal spot approximately lies. The correct position was estimated
by eye. This rough alignment resulted in a spatial precision of ±1 mm. The final alignment
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can then be done computationally by finding the centre of rotation using the detector (see
Section 5.1.2).
4.4 The Flat Panel Detector
The flat panel detector, shown in Fig. 4.4, is a Hamamatsu Photonics C7942CA-22 [30,
38, 39]. It is attached to a Thorlabs LT3/M XYZ Translation Stage with a custom-made
adapter plate from the metal workshop at the Department of Physics. The translation stage
allows 50mm of travel in the x-, y-, and z-directions for precise positioning of the flat panel
detector. The detector has its own external power source and is connected to a frame grabber,
which captures the signal and translates it to the measurement PC.
The C7942CA-22 has a sensor board consisting of a caesium iodide (CsI) scintillator
mounted on top of a CMOS image sensor chip, a row-scanning vertical shift register and 8
charge amplifier arrays. The scintillator is made up of needle-like CsI crystals which convert
X-rays into light via fluorescence. The crystals also act as light guides and deliver the
fluorescence to the sensor chip made up of a two-dimensional array of photodiodes. This
process is shown in Fig. 4.5. The light causes electrical charge proportional to its intensity
to be accumulated in the photodiodes. This charge is then collected by the vertical shift
register, transferred to the charge amplifiers and converted to a voltage. The analog voltage
signal is then sent to a control board which performs a 12-bit A/D conversion and sends the
digital signal to the frame grabber.
hν
light
CsI scintillator
crystals
CMOS sensor
Figure 4.5: The CsI crystals in the flat panel detector convert X-rays into light which is then
detected by a CMOS image sensor chip.
The active area of the flat panel detector is 120 mm ⇥ 120 mm. It consists of a 2400 ⇥
2400 array of 50 µm pixels. According to the manufacturer the number of active pixels is
2240 ⇥ 2344. However, the image files actually generated by the camera were 2240 ⇥ 2368
pixels in size. The reason for this (unproblematic) discrepancy was not discovered. The
detector allows binning the pixels into 2 ⇥ 2 or 4 ⇥ 4 clusters. In binning mode, all the
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pixels in a single cluster are read out together. This allows decreasing the exposure time
or increasing the signal-to-noise ratio at the cost of reducing spatial resolution. In most
measurement situations it is advisable to adjust the binning mode and the exposure time so
that as much as possible of the full dynamic range of the detector (4096 possible greyscale
values) is utilized without letting any of the pixels get saturated. The vertical position of
the detector was adjusted so that the centre of the sensor area was at the same height as the
centre of the X-ray tube exit window, 179±1mm from the surface of the optical table. This
was measured with a steel ruler. The sensor area is indicated by the light grey rectangle on
the front of the flat panel detector in Fig. 4.4.
The flat panel sensor will inevitably have dead pixels and faulty lines as well as sensitivity
diﬀerences in the pixels. The raw image can be corrected with pixel masks. Three pixel masks
are required: one to correct for faulty pixels by interpolating from neighbours, another to
compensate for diﬀerences in the oﬀset level (computed from a dark image, taken without X-
rays), and a third to compensate for pixel sensitivity diﬀerences as well as spatial variations
in the X-ray intensity (computed from a flat field image taken with the X-ray source on).
The frame grabber is a National Instruments (NI) PCI-1424 installed in the PCI bus of
the motherboard of the measurement computer [40, 41]. The purpose of the frame grabber
is to read and interpret the data flow sent by the control board of the flat panel detector
and translate it to the computer. It operates at a 50 MHz clock rate and can capture up to
32 bits of data in a single clock cycle.
4.5 Radiation Protection
X-rays are ionizing radiation and as such can be harmful to living beings. The deleterious
health eﬀects of X-rays are caused by damage to the DNA in cells, which can lead to cell
death or mutation [42]. In Finland, the use of ionizing radiation is monitored and regulated
by STUK, the Radiation and Nuclear Safety Authority. Radiation safety for this project was
guided by the STUK publication STUK Guide 1.10: Design of Rooms for Radiation Sources
[43].
The radiation shielding around the CT scanner must cover all directions due to scattered
X-rays. The primary beam is blocked by a wall of lead bricks. The entire scanner is sur-
rounded by a combination of two lead-lined cabinets. The cabinet windows are made of lead
glass and are also radiation shielding. The gap between the cabinets was blocked with lead
bricks at the sides and an aluminum sheet covered in four layers of lead tape at the top. A
lead sheet covers the entire bottom of the optical table to block radiation that is scattered
downwards. The radiation shielding is shown in Fig. 4.6.
Using a Berthold LB 132 TOL/F radiation survey meter, radiation levels in the spot
where the high voltage generator is adjusted by the user were found to be comparable to
normal background rates, and no significant leak points were found elsewhere in the shielding.
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Figure 4.6: The radiation shielding cabinets enclosing the CT scanner. The electronic unit in the
top left corner is the high voltage generator for the X-ray tube. (Photo credit: Tuomas Nikkonen &
Samuli Siltanen, 2014.)
To further increase safety, two lead-lined, movable walls were placed at the ends of the optical
table, and standard procedure is to move a third one to the long side of the table once the
X-ray tube is operating at the desired voltage and current. The other long side of the
optical table is placed against a wall and is not accessible to personnel. When the additional
radiation shielding walls were in place and the X-ray tube was operating at maximum power,
no discrepancies from background radiation levels were found anywhere in the room.
Radiation shielding is only one part of radiation protection. Equally important is adher-
ence to safety protocols and correct use of the shielding. This means that personnel must be
instructed to work correctly with devices that produce radiation. In this project, the main
safety protocol of concern is that the doors of the lead cabinets must be kept closed at all
times when the high voltage generator of the X-ray tube is switched on. A planned further
safety measure, not yet implemented at the time of writing, will be to build a safety interlock
into the cabinet doors. This will ensure that whenever any of the cabinet doors are open,
the HV generator circuit is open and radiation cannot be generated.
4.6 Software
The measurement PC runs on the Windows 7 operating system. It is used to monitor the
X-ray tube temperature, to control the sample manipulator and the flat panel detector, to
store measurement data, and to compute reconstructions and perform image analysis.
The TSP01 Temperature and Humidity Data Logger is controlled with software provided
free by Thorlabs on its website [44]. This software allows monitoring and saving time series
data from the temperature probes and the humidity sensor. The rotation stage in the
sample manipulator is controlled by the APT (Advanced Positioning Technology) software,
also provided free by Thorlabs. The APT software oﬀers a simple GUI which allows control
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over the rotation stage. It also contains a sequencer into which a set of rotation steps can
be programmed.
Using the PCI-1424 frame grabber requires the NI-IMAQ driver software package. This
is available free from National Instruments as part of the NI Vision software [45]. Also part
of NI Vision is Measurement & Automation Explorer (MAX), a simple software for imaging,
which was used in the first measurements as the CT scanner was being built and tested.
The main software used for X-ray imaging is Hamamatsu HiPic (High Performance Image
Control System) Version 9.3. In addition to providing basic imaging functions, HiPic has
built-in features for acquiring and using pixel masks for the image corrections necessary
in the raw images. Multiple projection images can be automatically averaged to increase
signal-to-noise ratio. It is possible to use HiPic in a continuous live mode to create X-ray
videos. It also contains a sequencer for a pre-programmed set of exposures.
CT reconstructions and image processing are computed using Mathworks MATLAB
R2014a. Its image processing toolbox contains a large set of functions suitable for this.
Image analysis can also be performed using ImageJ, a public domain digital image process-
ing software developed by the US National Institutes of Health [46].
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5 Measurements
The measurements that were conducted for this project consisted of four parts. The first
part was a set of calibration measurements to determine the exact geometrical configuration
of the Industrial Mathematics Computed Tomography Laboratory scanner to ensure accu-
rate reconstructions. The second measurement served to test tomographic reconstruction
from measurement data, using a geometrically simple sample. The third part consisted of a
quantitative measurement where a CT phantom was imaged and reconstructed in both the
Laboratory of Microtomography and the IMCT Laboratory, and the results were analyzed
and compared. The last set of measurements was purely qualitative and consisted of imag-
ing two small samples typical of the tomographic research conducted at the University of
Helsinki.
5.1 Calibration Measurements
5.1.1 Determining the Exact Source-Sample and Source-Detector Distances
The discussion of fan-beam geometry in Sections 2.2.2, 3.1.5 and 3.2.1 shows that com-
puting reconstructions correctly requires knowledge of the source-sample distance Dss, and
determining the magnification M also requires knowing the source-detector distance Dsd.
The distances from the sample, or to be precise, from the centre of rotation, and from the
detector surface to the flange surrounding the X-ray tube window can be easily measured.
Determining Dss and Dsd is then a simple matter of addition if the interior dimensions of
the X-ray tube are known. Unfortunately much of the original documentation was missing
due to the X-ray tube being out of use for over a decade. Therefore the distance D↵ from
the focal spot to the surface of the flange had to be determined experimentally.
The measurement geometry of the system can be described by
Dss = Dfs +D↵
Dsd = Dfd +D↵ ,
(5.1)
where Dfs is the distance from the surface of the flange to the centre of rotation and Dfd
is the distance from the flange surface to the detector. The geometric magnification in Eq.
(3.15) can now be written as
M =
Dsd
Dss
=
Dfd +D↵
Dfs +D↵
. (5.2)
Solving for D↵ yields
D↵ =
Dfd  MDfs
M   1 . (5.3)
Solving Eq. (5.3) requires an independent measurement for M . This was obtained
as follows. A razorblade was fixed to the sample manipulator and aligned parallel to the
detector surface. Parallel alignment was ensured by fixing the razorblade approximately in
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the correct position and varying the rotation stage angle so that the width of the projection
of the razorblade reached its maximum value in pixels. The physical width of the projection
could then by determined by calculating
wproj = width in pixels ⇥ pixel size. (5.4)
The actual physical width of the razorblade w was measured with a caliper. As per Eq.
(3.15), the geometric magnification is given by
M =
wproj
w
. (5.5)
After M , Dfs, Dfd are independently measured, D↵ can be determined. Once this is
known, the source-sample distance Dss and source-detector distance Dsd can be solved from
Eq. (5.1).
5.1.2 Determining the Centre of Rotation
CT reconstructions must be computed using the correct centre of rotation, which is the
pixel column that lies on the straight line defined by the X-ray focal spot and the centre of
rotation. Even an error of a single pixel can lead to visible artifacts. For this project, the
centre of rotation was determined using the traditional method of comparing two opposing
projections taken at 0° and 180° [47].
The razorblade used in the previous measurement (Section 5.1.1) was placed in the
sample manipulator and positioned perpendicular to the surface of flat panel detector. This
was done by finding the position of the rotation stage at which the X-ray projection of the
razorblade reached its minimum width. A rough alignment was then done by moving the
detector horizontally so that the narrow tip of the razorblade was projected onto the central
pixel column. The width of the active area is 2240 pixels, so this was column 1120, counted
from the left.
Two projection images were then taken, one at this homed position (0°), and another after
a 180° rotation. The projections should be approximate mirror images flipped horizontally
around the centre of rotation. The attenuation profiles of the sharp tip of the razorblade were
analyzed to find the centre of rotation. The position of the razorblade tip was considered
to be the pixel where the attenuation profile reaches its minimum value. The rationale here
was that the radiation is attenuated the most when it passes exactly along the razorblade.
The centre of rotation is then found by determining the pixel column halfway between the
attenuation minima, because this is the point around which the razorblade is flipped. If the
attenuation profiles are denoted as f0°(x) and f180°(x), where x is the horizontal pixel position
on the detector, then the centre of rotation will be found at the pixel column numbered
center of rotation =
argmin
x
f0°(x) + argmin
x
f180°(x)
2
. (5.6)
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5.2 Test Reconstruction
Although the IMCT Laboratory uses cone-beam geometry for imaging, the software available
in the Laboratory does not support full 3D reconstructions. Thus, CT reconstructions in
this work are limited to slices from the central plane of the cone-beam, which reduces to
fan-beam geometry. This central plane is defined as the plane which passes through the
X-ray focal spot and the flat panel detector, being parallel to the pixel rows and forming a
right angle with the detector surface. Because no reliable method of finding this exact plane
could be devised, a guess was taken that it lies at the middle pixel row of the detector. The
height of the active area is 2368 pixels, so this was pixel row 1184, counted from the top.
All CT slices in this work were computed from this same row.
Obtaining the X-ray projection images was done in an automated fashion. The rotation
stage sequencer was programmed to take 360 steps of 1° at regular time intervals. The HiPic
sequencer was then programmed to take 360 projection images so that the time between the
X-ray detector exposures was equal to the time between rotations. The sequencers were then
synchronized so that the projections were taken between the rotation steps when the sample
was inert. HiPic was also programmed to automatically perform the error corrections for
the projection images and to save them onto the hard drive of the measurement PC. This
same procedure was used for all the projection image sequences taken in this project.
The sample chosen to test reconstructing a CT slice was a 1000µF electrolytic capacitor.
The round edge of the cylinder-shaped casing provides a simple geometric feature which
can be used to evaluate reconstruction artefacts. The capacitor also has internal structure,
which can be observed for possible artefacts. For the measurements, the X-ray tube was set
to operate at 50 kV and 1.00 mA, and the exposure time of the flat panel detector was set
at 1000 ms. These same settings were also used in all subsequent image sequences taken in
the IMCT Laboratory for this work.
5.3 Comparative Measurements of a CT Phantom
The third set of measurements had two goals. The first was to determine if the dimensions
of the scanner and the geometric magnificationM had been measured correctly. The second
was to compare the performance of the IMCT Laboratory scanner, which was designed and
constructed in-house, to the commercially acquired Phoenix|X-ray Systems and Services
CT scanner in the Laboratory of Microtomography. Both goals can be accomplished by
comparing CT slices of the same object obtained from the two diﬀerent systems.
The sample chosen for the measurements was a CT phantom manufactured by QRM
Quality Assurance in Radiology and Medicine GmbH, Germany. The phantom, on loan
from the Laboratory of Microtomography, is a plastic cylinder with a diameter of 15 mm
and a length of 29 mm. Set inside the phantom are four rods, each with a circular profile
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and a diameter of approximately 2.5 mm. The rods each have diﬀerent X-ray attenuation
properties, although the elemental composition and mass density of the rods was not known.
The rod phantom was imaged in the IMCT Laboratory with the parameters described
in Section 5.2. It was then imaged in the Laboratory of Microtomography using the same
eﬀective pixel size. 720 projections were taken, with each projection being averaged from
four X-ray transmission images. The exposure time for each transmission image was 2000ms.
The acceleration voltage was 70 kV and the X-ray tube current was 214 µA.
As can be seen from the chosen measurement parameters, the approach taken was not
to image the phantom with parameters as close to each other as possible. Rather, the aim
was to see how the two CT systems compare when using "typical" measurement parameters
for each.
5.4 Other Test Samples
The last set of measurements consisted of imaging two types of samples which have often
been used in inverse problems research relating to X-ray tomography at the Department of
Mathematics and the Department of Physics at the University of Helsinki [15, 48].
The first sample was a common walnut (Juglans regia). The common walnut has been
used as a test sample in research related to reconstruction algorithms because its cross
section loosely resembles that of a human head. The bilaterally symmetric "wrinkly" kernel
represents the brain, and the walnut shell represents the skull.
The second sample was a human wisdom tooth, kindly lent for the measurements by
Anna Kelaranta. Dental imaging in its various forms is a very common application of X-
rays, and tomographic reconstruction algorithms specifically for teeth are a research topic in
inverse problems [49]. Two sequences of projection images were taken in order to generate
CT slices of both the crown and the roots of the tooth.
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6 Results
This chapter presents the results of the measurements detailed in Chapter 5. Section 6.1
contains the results of the calibration measurements. Section 6.2 details the computational
steps that were used to successfully reconstruct a CT slice of the capacitor. The last two
sections present the results that were obtained by applying the same reconstruction methods
to the CT phantom, the walnut, and the wisdom tooth.
6.1 Calibration Measurements
6.1.1 Determining the Exact Source-Sample and Source-Detector Distances
The physical width w of the razorblade was measured with a caliper and was found to be
38.9±0.1mm. An X-ray projection of the razorblade, aligned parallel to the detector surface,
is shown in Fig. 6.1 (a). The width of the projection wproj was determined by evaluating
100 attenuation profiles along the length of the blade, one of which is indicated by the
red line and is plotted in Fig. 6.1 (b). For each attenuation profile, the value chosen was
the full width at half minimum. The width wproj and its error estimate in pixels were then
determined by computing the mean and the standard deviation of the widths evaluated from
each line. The resulting value was 1490.5 ± 0.5 pixels. By inserting this into Eq. 5.4 with
the pixel size 50 µm, and inserting the resulting value for wproj and the physical width w
into Eq. 5.5, and using the propagation of error for error estimation, the determined value
for the geometric magnification was
M = 1.916± 0.005.
Inserting this into Eq. 3.16 resulted in an eﬀective pixel size of
de↵ = 26.10± 0.13 µm.
Using a steel ruler, the distance from the X-ray tube flange to the centre of rotation was
measured to be Dfs = 308±1mm, and the flange-detector distance to be Dfd = 611±1mm.
InsertingM , Dfs andDfd into Eq. 5.3 and using the propagation of error for error estimation,
the distance from the X-ray focal point to the surface of the flange was determined to be
D↵ = 23± 3 mm.
Finally, the source-sample distance Dss and the source-detector distance Dsd could be de-
termined from Eq. 5.1. Once again using the propagation of error for error estimation, the
determined values were
Dss = 331± 3 mm
and
Dsd = 634± 3 mm.
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Figure 6.1: (a) X-ray projection of the razorblade when aligned parallel to the flat panel detector
surface. (b) Attenuation profile along the red line.
6.1.2 Determining the Centre of Rotation
An X-ray projection of the razorblade at the 0° position, aligned perpendicular to the detector
surface is shown in Fig. 6.2 (a). A close-up of the tip of the blade, indicated by the red
square, is shown in Fig. 6.2 (b). The same area from an X-ray projection taken at the
180° position is shown in Fig. 6.2 (c). Upon close inspection, the edges of the blade seem
blurred, not sharp. This is caused at least partially by the X-ray focal spot size (41 µm)
being significantly larger than the eﬀective pixel size (⇡ 26µm), as discussed in Section 3.1.5.
Scattering eﬀects may have also contributed the blurring [12, p. 125-126].
The attenuation profiles across the razorblade tip in the 0° and the 180° positions are
shown in Fig. 6.3. The centre of rotation was located by finding the midpoint between the
pixels that had the lowest intensity, as per Eq. 5.6. It was found to be located at pixel
1117.5. Because pixel locations are labeled with integers, no such half-pixel exists. The
result should be interpreted to mean that the centre of rotation is located between pixel
column 1117 and 1118.
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(a) (b) (c)
Figure 6.2: (a) X-ray projection of the razorblade when aligned perpendicular to the flat panel
detector surface at 0°. (b) Close-up of the razorblade tip at 0°. (c) Close-up of the razorblade tip
at 180°. The red lines indicate the pixel row that was used to evaluate the attenuation profiles.
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Figure 6.3: Attenuation profiles of the razorblade tip at 0° and 180°.
60
6 RESULTS
6.2 Test Reconstruction
This section describes the procedure used to reconstruct a CT slice from a set of X-ray
projections taken at diﬀerent angles. The same procedure was also used in all subsequent
reconstructions.
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Figure 6.4: (a) X-ray projection of the capacitor. The central plane is indicated in red. (b)
Attenuation profile of the central plane. (c) Line integral profile of the central plane.
Fig. 6.4 (a) shows the 0° projection of the capacitor used as the sample in the test
reconstruction. The red line indicates the middle row (row number 1184) of the active area
of the detector, which was used as an estimation of where the central plane of the cone-
beam lies. The attenuation profile along this row of pixels is shown Fig. 6.4 (b). The
free-ray intensity I0 was calculated using a range of pixels onto which the capacitor was not
projected at any angle. Each projection was given its own I0 value by computing the mean
value of these pixels. The line integral values   ln(I/I0) evaluated across the distribution of
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attenuation coeﬃcients µ(x, y), as defined in Eq. (3.13), could then be computed for each
projection. Fig. 6.4 (c) shows the resulting line integral profile for the 0° projection.
A sinogram of the central plane was constructed by inserting the line integral profiles
into a k ⇥m matrix, where k is the number of projections (360 in this case) and m is the
width of the active area of the detector. The result, shown in Fig. 6.5 (a), was constructed
so that the 0° profile lies at the top of the sinogram, and the projection angle increases when
moving downwards. The reconstruction algorithm should not yet be applied to this “raw”
sinogram for two reasons. Firstly, the sinogram needs to be centred around the centre of
rotation. Secondly, the sides of the sinogram contain only zeros, so most of this area can be
left out of the reconstruction. Consequently, a centred and truncated sinogram, shown in
Fig. 6.5 (b), was constructed by removing most of the zero-columns of the sinogram in such
a way that the centre of rotation was located exactly in the middle column.
(a)
(b)
Figure 6.5: (a) Full sinogram of the capacitor for 360 projections. (b) Centred and truncated
sinogram, from which the reconstruction was computed.
A CT slice was reconstructed from the sinogram using the MATLAB function ifanbeam.
The resulting reconstruction exhibited artefacts typical of a misplaced centre of rotation.
Through trial and error, the correct centre of rotation was found to be located at pixel
column 1116. Fig. 6.6 shows a CT slice reconstructed using this correct centre of rotation.
Fig. 6.7 shows close-ups of CT slices reconstructed with diﬀerent centres of rotation and the
artefacts arising therefrom.
The reason that the correct centre of rotation diﬀers slightly from the one determined in
the previous section is probably due to microscopic shifts in the geometry of the scanning
system. Such eﬀects could conceivably arise from thermal expansion of the system’s com-
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Figure 6.6: Reconstructed CT slice of the capacitor. The red square indicates the area which was
visually evaluated for artifacts caused by a misplaced centre of rotation. The reconstruction shown
here was computed with the correct CoR.
ponents during measurements, or from a slight drift in the location of the X-ray focal point
on the anode due to fluctuations in the electron beam. The centre of rotation value 1117.5
should, therefore, only be used as a starting point in each reconstruction, as the final value
needs to be determined by finding the best quality of reconstruction. This demonstrates
an important principle of computed tomography: visual evaluation plays a crucial role in
finding the correct reconstruction parameters.
The CT slice of the capacitor shows that the X-ray imaging system can be successfully
used for X-ray microtomography. The image is free of major artefacts, it appears sharp,
and the coil-like structure of the sample interior can be easily discerned. The reconstruction
does have some ring artefacts around its centre, even though the detector was calibrated to
compensate for uneven pixel responses. The artefacts are probably due to nonlinearities in
pixel behaviour which the calibration was unable to compensate for completely.
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(a) (b) (c)
(d) (e) (f)
Figure 6.7: Close-ups of CT slices of the capacitor with artifacts caused by a mispositioned centre
of rotation. (a) Correct CoR, no visible artifacts. (b) CoR misplaced by 1 pixel to the left, (c) 2
pixels to the left, (d) 1 pixel to the right, (e) 2 pixels to the right, and (f) 5 pixels to the right.
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6.3 Comparative Measurements of a CT Phantom
The rod phantom was scanned in the IMCT Laboratory and the Laboratory of Microtomog-
raphy using the same spatial resolution of 26.10µm. Shown in Fig. 6.8 is an X-ray projection
of the phantom and two reconstructed CT slices, one from each laboratory. Although the
slices are not from the exact same plane along the axis of the phantom, the inner structure
of the phantom does not change axially, so this does not aﬀect the comparability of the
reconstructions.
(a)
(b) (c)
Figure 6.8: (a) X-ray projection of the rod phantom, ICMT Laboratory. (b) Reconstructed CT
slice, IMCT Laboratory. (c) Reconstructed CT slice, Laboratory of Microtomography. The areas
marked with red squares were used to evaluate SNR.
The four rods inside the phantom were labeled A, B, C and D in ascending order of X-
ray attenuation properties. The plastic cylinder in which the rods are embedded appears to
have very homogenous composition, whereas the rods themselves exhibit a granular structure.
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Both reconstructions clearly exhibit beam hardening artefacts around rod D, suggesting it
contains elements of a higher atomic number than the rest of the phantom.
The CT slice from the Laboratory of Microtomography appears both sharper and less
noisy than the one from the IMCT Laboratory. This is not a surprising result, as the
Phoenix|X-ray Systems and Services X-ray tube in the Laboratory of Microtomography has
a focal spot size that is an order of magnitude smaller than the one in the Oxford Instruments
tube. Furthermore, the measurements made in the Laboratory of Microtomography were
taken with more projections (720 vs. 360) and more averaging per projection (4 vs. 1)
than those made in the IMCT Laboratory. As stated in Section 5.3, the aim of these
measurements was not to set all imaging parameters as close to each other as possible, but
to compare "typical" performance of the scanners. The reconstruction from the Laboratory
of Microtomography does not contain ring artefacts. This is most likely due to the detector
movement feature in the Phoenix|X-ray CT scanner. When using this feature, the detector is
moved horizontally by a few pixels between every projection. The eﬀect of slight sensitivity
diﬀerences in the detector pixels are spread across a wider area in the reconstruction and,
consequently, ring artefacts are reduced.
The signal-to-noise properties of the two reconstructions were compared as follows. An
80 ⇥ 80 pixel area, free of visible artefacts, was selected from each reconstruction from
approximately the same part of the plastic cylinder. These regions of interest are indicated
by the red squares in Fig. 6.8. The signal-to-noise ratio (SNR) of each area was computed
using Eq. (3.18). The results were:
SNR(SIMCT) = 6.86,
SNR(SPhoenix) = 11.2,
where SIMCT is the data from the Industrial Mathematics Computed Tomography Labora-
tory and SPhoenix is the data from the Laboratory of Microtomography. The SNR values
above should not be taken as describing any absolute signal-to-noise property of the two CT
systems. Rather, they are one approximate way of quantitatively describing the diﬀerence
in quality between the two reconstructions.
The geometric calibration of the IMCT Laboratory scanner was evaluated by determin-
ing the diameters of the rods in each reconstruction. The CT scanner in the Laboratory of
Microtomography is well calibrated and reconstructions from it can be considered reliable.
Because both scans were made with the same nominal spatial resolution de↵ , any discrep-
ancy in the size of the rods would indicate that the values determined for the geometric
magnification M and the variables depending on it (de↵ , D↵ , Dss, Dsd) in Section 6.1.1
are incorrect. The analysis was done as follows. Using the measuring tool in ImageJ, the
diameter of each rod was measured at ten diﬀerent positions. The value and error estimate
of the diameter d of the rod in question was then determined by computing the mean and
the standard deviation of the ten measurements. The results are presented in Table 6.1.
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Quantity IMCT Laboratory Laboratory of Microtomography
dA (pixels) 104± 2 105± 2
dB (pixels) 111± 2 111± 1
dC (pixels) 108± 2 108± 2
dD (pixels) 111± 1 111± 1
Table 6.1: Measured diameters of the inner rods of the rod phantom, as labeled in Fig. 6.8.
For each rod, the diameter values determined from the two scans are very close to each
other, and fall within each other’s margin of error. It can thus be concluded that the
geometric calibration of the IMCT Laboratory scanner is accurate, and the determined
value of 26.10± 0.13 µm for the spatial resolution can be considered reliable.
6.4 Other Test Samples
An X-ray projection and a reconstructed CT slice of the walnut are shown in Fig. 6.9. The
brain-like structure of the walnut is evident from the CT slice. The reconstruction is free of
any major artefacts, and the shape and the edges of the walnut kernel and shell appear to
be sharp.
(a) (b)
Figure 6.9: (a) X-ray projection of the walnut. (b) Reconstructed CT slice of the walnut.
Shown in Fig. 6.10 is an X-ray projection and a reconstructed CT slice of the crown
of the wisdom tooth. The structure of the crown, consisting of a dentine core covered by
a layer of enamel, is well discernible from the CT slice. Enamel is the hardest substance
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found in the human body, and it consists mainly of the mineral hydroxyapatite. Dentine,
which is harder than bone but softer than enamel, is made up of hydroxyapatite (70%),
organic material (20%), and water (10%) [50]. Although there are some beam hardening
artefacts near the round corners of the crown, as evidenced by the "shadows" surrounding
them, the reconstruction does not exhibit any strong cupping eﬀects due to beam hardening.
Fig. 6.10 provides evidence that the X-ray source in the IMCT Laboratory has enough
penetrating power to obtain high-quality CT reconstructions of structures containing the
hardest substances in the human body.
(a) (b)
Figure 6.10: (a) X-ray projection of the wisdom tooth. (b) Reconstructed CT slice of the crown
of the tooth. The dentine is covered by a thin layer of enamel, the hardest substance in the human
body [50].
Fig. 6.11 shows an X-ray projection and a reconstructed CT slice of the dental roots of
the wisdom tooth. The roots consist of dentine and have root canals running through them.
The reconstruction contains moderately strong beam hardening artefacts, as evidenced by
the high attenuation coeﬃcients reconstructed at the surface of the dentine, and by the
bright and dark streaks surrounding the roots. The artefacts are especially prominent in
those areas which lie between the roots and consist only of air.
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(a) (b)
Figure 6.11: (a) X-ray projection of the wisdom tooth. (b) Reconstructed CT slice of the roots
of the tooth. This reconstruction clearly exhibits beam hardening artefacts.
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7 Conclusions
This work presented the theoretical framework and practical implementation of designing an
X-ray computed tomography imaging system. Reconstructed CT slices with a spatial reso-
lution of 26.10 µm were successfully obtained using a fan-beam-to-parallel-beam rebinning
FBP algorithm. The results show that the new CT scanner in the Industrial Mathematics
Computed Tomography Laboratory can be used for X-ray microtomography for a range of
samples.
From the point of view of materials science research at the University of Helsinki, the
pre-existing Phoenix|X-ray Systems and Services nanotom 180 NF scanner in the Laboratory
of Microtomography is still the best choice available due to its superior image quality and
the ability to scan at finer spatial resolutions. Furthermore, the lower maximum attainable
acceleration voltage of the IMCT Laboratory scanner, 50 kV using a molybdenum target
versus 180 kV using a tungsten target, limits its ability to scan samples consisting of mate-
rials with a high atomic number. However, the new scanner is well suited for educational
purposes in studying the principles of CT and for research in reconstruction algorithms.
During April and May 2015 the new CT scanner was used on the courses Inverse Prob-
lems (the Department of Mathematics and Statistics) and Synchrotron Radiation in Ma-
terials Research II (the Department of Physics) with good results. For these courses, the
sample manipulator was moved in front of the detector and an approximation of parallel-
beam geometry was made. At least with samples with a diameter of less than 3 cm, this
approximation proved to be unproblematic. Furthermore, a laboratory exercise in CT has
been designed for Master’s level students in physics.
There are plans to continue development of the Industrial Mathematics Computed To-
mography Laboratory. The ASTRA Tomography Toolbox, developed jointly by the ASTRA-
Vision Lab research group at the University of Antwerp and the CWI research institute in
Amsterdam, will be taken into use during the summer of 2015 [51]. This will facilitate using
a wider range of reconstruction algorithms, including cone-beam algorithms which will allow
true three-dimensional computed tomography. On the hardware side, installing the sample
manipulator on a long computer-controlled linear translation stage between the X-ray source
and the detector would allow easy adjustment of the geometric magnification for each mea-
surement. This would greatly increase the versatility of the new CT scanner for diﬀerent
types of experiments.
The Industrial Mathematics Computed Tomography Laboratory will continue to be used
for teaching purposes at the University of Helsinki in the foreseeable future. A peer-reviewed
article in dynamic tomography is also being planned. This will include an experimental
portion using the new X-ray imaging system.
70
A THE LABORATORY OF MICROTOMOGRAPHY
A The Laboratory of Microtomography
Figure A.1: Measurement setup in the Laboratory of Microtomography, Department of Physics,
University of Helsinki.
The micro-CT setup in the Laboratory of Microtomography at the University of Helsinki
is a custom-built nanotom 180 NF system manufactured by Phoenix|X-ray Systems and Ser-
vices (now a part of GE Measurement & Control Solutions) [52]. The setup, shown in Fig.
A.1, consists of an X-ray tube, a CNC (Computer Numerically Controlled) sample manipu-
lator and a Hamamatsu C7942SK-25 flat panel detector. Also built into the laboratory is an
X-ray diﬀraction measurement setup, consisting of a second X-ray tube (Incoatec GmbH)
and a detector (Dectris Ltd.) aligned perpendicular to the micro-CT beamline, making it
possible to combine tomographic and diﬀraction measurements. The entire setup is located
in a lead-lined room to provide radiation protection.
The end-window X-ray tube has a tungsten target fused onto a 400 µm beryllium win-
dow. Available acceleration voltages range from 10 kV to 180 kV and the useful beam
opening angle is approximately 180°. The source-sample and source-detector distances can
be changed to control the geometric magnification. The greatest theoretically achievable
spatial resolution is around 200  300 nm, according to the manufacturer.
The X-ray tube is controlled using the xs|control software by Phoenix X-ray. Image
acquisition and CT reconstruction are controlled with Phoenix datos|x CT software, which
uses a weighted backprojection algorithm for the fan-beam reconstruction. Available tools
for data analysis and visualization include VGStudio MAX 1.2.1 (Volume Graphics GmbH),
Avizo Fire 8.0.1 (FEI Company) and Mathworks MATLAB 2013a.
71
REFERENCES
References
[1] Nobelprize.org. “The Nobel Prize in Physics 1901”. Nobel Media AB, 2014. http://www.
nobelprize.org/nobel_prizes/physics/laureates/1901/. Retrieved on May 23,
2014.
[2] Thorsten M. Buzug. Computed Tomography: From Photon Statistics to Modern Cone-
Beam CT. Springer, 2008.
[3] Johann Radon. Über die Bestimmung von Funktionen durch ihre Integralwerte längs
gewisser Mannigfaltigkeiten. Berichte der Sächsischen Akademie der Wissenschaft,
69:262–277, 1917.
[4] Johann Radon and P.C. Parks (translator). On the determination of functions from
their integral values along certain manifolds. IEEE Transactions on Medical Imaging,
5(4):170–176, 1986. English translation of the original 1917 article by Johann Radon.
[5] Jiang Hsieh. Computed Tomography: Principles, Design, Artifacts and Recent Advances.
SPIE and John Wiley & Sons, Inc., 2009.
[6] Nobelprize.org. “The Nobel Prize in Physiology or Medicine 1979”. Nobel Media AB,
2014. http://www.nobelprize.org/nobel_prizes/medicine/laureates/1979/. Re-
trieved on December 30, 2014.
[7] David J. Brenner and Eric J. Hall. Computed tomography - an increasing source of ra-
diation exposure. The New England Journal of Medicine, 357:2277–2284, 2007. Review
article.
[8] Bruker SkySCAN2211 Multiscale Nano-CT product information.
http://www.skyscan.be/products/2211.htm. Retrieved on December 31, 2014.
[9] ESRF: ID19 High-resolution Diﬀraction Topography Beamline.
http://www.esrf.eu/UsersAndScience/Experiments/Imaging/ID19.
Retrieved on December 31, 2014.
[10] Martti Kalke and Samuli Siltanen. Adaptive frequency-domain regularization for sparse-
data tomography. Inverse Problems in Science and Engineering, 21(7):1099–1124, 2013.
[11] Keijo Hämäläinen, Aki Kallonen, Ville Kolehmainen, Matti Lassas, Kati Niinimäki,
and Samuli Siltanen. Sparse tomography. SIAM Journal of Scientific Computing,
35(3):B644–B665, 2013.
[12] Avinash C. Kak and Malcolm Slaney. Principles of Computerized Tomographic Imaging.
SIAM, 2001. Unabridged republication of the work first published by IEEE Press, New
York, 1988.
72
REFERENCES
[13] George B. Arfken, Hans J. Weber, and Frank E. Harris. Mathematical Methods for
Physicists, Sixth Edition. Elsevier, Inc., 2005.
[14] Rafael C. Gonzalez and Richard E. Woods. Digital Image Processing, Third Edition.
Pearson Education, Inc., 2008.
[15] Jennifer L. Mueller and Samuli Siltanen. Linear and Nonlinear Inverse Problems with
Practical Applications. SIAM, 2012.
[16] Rafael C. Gonzalez, Richard E. Woods, and Steven L. Eddins. Digital Image Processing
Using MATLAB®, Second Edition. McGraw Hill, 2009.
[17] Sebastian Luck, Andreas Kupsch, Axel Lange, Manfred P. Hentschel, and Volker
Schmidt. Statistical analysis of tomographic reconstruction algorithms by morphological
image characteristics. Image Analysis & Stereology, 29:61–77, 2010.
[18] MATLAB R2014b Documentation. ifanbeam Inverse fan-beam transform. The Math-
Works, Inc., 2015. http://se.mathworks.com/help/images/ref/ifanbeam.html. Re-
trieved on February 16, 2015.
[19] L.A. Feldkamp, L.C. Davis, and J.W. Kress. Practical cone-beam algorithm. Journal
of the Optical Society of America A, 1(6):612–618, 1984.
[20] John J. Brehm and William J. Mullin. Introduction to the Structure of Matter: A
Course in Modern Physics. John Wiley & Sons, Inc., 1989.
[21] Jens Als-Nielsen and Des McMorrow. Elements of Modern X-Ray Physics. John Wiley
& Sons, Ltd, 2001.
[22] Glenn F. Knoll. Radiation Detection and Measurement, Fourth Edition. John Wiley &
Sons, Inc., 2010.
[23] Liisa Porra. Keuhkojen kuvantaminen käyttäen ksenon-kaasua kontrastiaineena. Mas-
ter’s thesis, University of Helsinki, 2001.
[24] Satu Strengell. Characterization of Synchrotron Radiation Based Functional Lung Imag-
ing. PhD thesis, University of Helsinki, 2014.
[25] Oxford Instruments product information. http://www.oxford-instruments.com/. Re-
trieved on December 20, 2014.
[26] R.D. Deslattes, E.G. Kessler Jr., P. Indelicato, L. de Billy, E. Lindroth, J. Anton,
J.S. Coursey, D.J. Schwab, J. Chang, R. Sukumar, K. Olsen, and R.A. Dragoset. X-
ray Transition Energies Database. The National Institute of Standards and Technol-
ogy (NIST), Physical Measurement Laboratory, 2003. Online database available at
http://www.nist.gov/pml/data/xraytrans/index.cfm.
73
REFERENCES
[27] Siemens OEM Products. X-ray Toolbox: Simulation of X-ray Spectra. Siemens AG, 2014.
Online software for simulating X-ray tube spectra. Available at https://w9.siemens.
com/cms/oemproducts/Home/X-rayToolbox/spektrum/Pages/Default.aspx.
[28] David R. Lide (Editor-in Chief). CRC Handbook of Chemistry and Physics, 78th Edition.
CRC Press LLC, 1997.
[29] M.J. Berger, S.M. Hubbell, J.H. Seltzer, J. Chang, J.S. Coursey, R. Sukumar, D.S.
Zucker, and K. Olsen. XCOM: Photon Cross Sections Database. The National Institute
of Standards and Technology (NIST), 1998. Online software for calculating photon cross
sections for scattering, photoelectric absorption and pair production, as well as total
attenuation coeﬃcients. Available at http://www.nist.gov/pml/data/xcom/.
[30] Hamamatsu Photonics K.K. X-ray Flat Panel Sensor Application Manual, 2007.
[31] Min Yang, Haidong Gao, Xingdong Li, Fanyong Meng, and Dongbo Wei. A new method
to determine the center of rotation shift in 2D-CT scanning system using image cross
correlation. NDT&E International, 46:48–54, 2012.
[32] Stephen G. Azevedo, Daniel J. Schneberk, J. Patrick Fitch, and Harry E. Martz. Calcu-
lation of the rotational centers in computed tomography sinograms. IEEE Transactions
on Nuclear Science, 37(4):1525–1540, 1990.
[33] F. Edward Boas and Dominik Fleischmann. CT artifacts: Causes and reduction tech-
niques. Imaging in Medicine, 4(2):229–240, 2012. Author’s version.
[34] Instrumentarium Dental. Focus User Manual. PaloDEx Group Oy, 2008.
[35] Documentation provided by Oxford Instruments with XTF5011 X-ray tube. Only some
of the original documents were recovered.
[36] Thorlabs GmbH. TSP01 Quick Start, 2014.
[37] Thorlabs, Inc. CR1-Z7, CR1/M-Z7 Motorized Rotation Stage Operating Manual, 2012.
[38] Hamamatsu Photonics K.K. Flat Panel Sensor C7942CA-22 Datasheet, 2014.
[39] Hamamatsu Photonics K.K. X-ray Flat Panel Sensor User’s Guide, 2008.
[40] National Instruments Corporation. Digital Camera Acquisition: NI PCI-1424, NI PCI-
1422, 2009.
[41] National Instruments Corporation. Getting Started with the NI PCI-1424, 2007.
[42] Mikko Tenhunen. Sädehoidon fysiikka 1. Mikko Tenhunen, 2014. Course material for
Radiation Therapy I, Fall 2014, at the University of Helsinki.
74
REFERENCES
[43] STUK Radiation and Finland Nuclear Safety Authority. Ohje ST 1.10 Säteilylähteiden
käyttötilojen suunnittelu, 2011.
[44] Thorlabs, Inc. website. http://www.thorlabs.com/. Retrieved on January 15, 2014.
[45] National Instruments Corporation. NI PCI-1424 User Manual, 2007.
[46] ImageJ website. http://imagej.nih.gov/ij/index.html. Retrieved on January 30,
2014.
[47] Nghia T. Vo, Michael Drakopoulos, Robert C. Atwood, and Christina Reinhard. Reliable
method for calculating the center of rotation in parallel-beam tomography. Optics
Express, 22(16), 2014.
[48] Aki Kallonen. X-ray microtomography studies of developing mouse teeth. Master’s
thesis, University of Helsinki, 2011.
[49] Samuli Siltanen. Low-dose medical X-ray imaging. Online research report. Available
at http://www.siltanen-research.net/project_Xray.html. Retrieved on February
3, 2015.
[50] KJ Chun, HH Choi, and JY Lee. Comparison of mechanical property and role between
enamel and dentin in the human teeth. Journal of Dental Biomechanics, 5, 2014.
[51] ASTRA Tomography Toolbox. http://sourceforge.net/projects/astra-toolbox.
Retrieved on May 18, 2015.
[52] Phoenix|X ray Systems + Services. Nanotom 180 NF Operating Manual, 2008.
75
