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a b s t r a c t
This paper studies the conditional quantile regression problem involving the pinball loss.
We introduce a concept of τ -quantile of p-average logarithmic type q to complement the
previous study by Steinwart and Christman (2008, 2011) [1,2]. A new comparison theorem
is provided which can be used for further error analysis of some learning algorithms.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
In this paper, we study the conditional quantile regression problem involving the pinball loss. Let X be a compact metric
space and Y = R. The model we take for measuring errors and sampling is based on a probability measure ρ on Z := X × Y
which can be divided into the marginal distribution ρX on X and the conditional distribution P(y|x) at x ∈ X .
The conditional quantile is a set-valued function defined by
F∗τ ,ρ(x) := {t ∈ R : P((−∞, t] | x) ≥ τ and P([t,∞) | x) ≥ 1− τ }, x ∈ X .
Here τ ∈ (0, 1) is a parameter indicating the quantile of interest. It can be a fixed value for every x ∈ X or vary on X .
Let us assume that F∗τ ,ρ consists of singletons, i.e., there exists a function f ∗τ ,ρ : X → R, called the conditional τ -quantile
function, such that F∗τ ,ρ(x) = {f ∗τ ,ρ(x)}. The goal of learning algorithms for the conditional quantile regression is to find good
approximations of f ∗τ ,ρ from a sample z = {(xi, yi)}mi=1 ∈ Zm drawn independently according to the distribution ρ.
The pinball loss Lτ : R→ [0,+∞) is often used in dealing with the quantile regression problem and is defined as
Lτ (r) =

(τ − 1)r, if r ≤ 0,
τ r, if r ≥ 0.
Define the generalization error associated with the pinball loss Lτ as
Eτ (f ) =
∫
Z
Lτ (y− f (x))dρ =
∫
X
∫
Y
Lτ (y− f (x))dP(y|x) dρX (x) for f : X → R.
Then f ∗τ ,ρ is a minimizer of Eτ , i.e., for ρX -almost surely x ∈ X,
f ∗τ ,ρ(x) = argmint∈R
∫
Y
Lτ (y− t)dP(y|x).
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Empirical process methods ensure that the estimations f obtained by empirical algorithms are good approximations to
the conditional τ -quantile function f ∗τ ,ρ in the weak sense of Eτ (f ) − Eτ (f ∗τ ,ρ) with high probability. For the least square
regression with E(f ) = Z (f (x) − y)2dρ, we have E(f ) − E(fρ) = ‖f − fρ‖2L2ρX which motivates us to achieve a similar
comparison theorem for the quantile regression, to measure the approximation of f ∗τ ,ρby f in some function spaces from
Eτ (f ) − Eτ (f ∗τ ,ρ). It was proved by Steinwart and Christman [1,2] that for any measurable function f : X → [−1, 1] and ρ
being a so-called τ -quantile of p-average type qwith some p ∈ (0,+∞] and q ∈ [1,+∞), we have
‖f − f ∗τ ,ρ‖LrρX ≤ 21−1/qq1/q‖γ−1‖
1/q
LpρX
(Eτ (f )− Eτ (f ∗τ ,ρ))1/q (1.1)
where r = pqp+1 . The condition for a τ -quantile of p-average type qmeans P((f ∗τ ,ρ(x)− s, f ∗τ ,ρ(x))|x) ≥ bxsq−1 and P((f ∗τ ,ρ(x),
f ∗τ ,ρ(x) + s)|x) ≥ bxsq−1 for 0 < s ≤ αx where bx > 0 and 0 < αx ≤ 2 satisfy γ−1 = (bxαq−1x )−1 ∈ LpρX . When q = 1,
the condition requires that the conditional probabilities of the intervals around f ∗τ ,ρ(x)with length s are at least bx for every
0 < s < αx. This cannot holdwhen bx > 0 andαx > 0. The purpose of this paper is to overcome this difficulty by introducing
the following logarithmic type condition concerning the conditional distributions of ρ and give a new comparison theorem.
Throughout the paper, we assume that each P(·|x) is supported on [−1, 1].
Definition 1. Let p ∈ (0,+∞] and q ∈ (0,+∞). A distribution ρ on X × R is said to have a τ -quantile of p-average
logarithmic type q if for ρX -almost every x ∈ X, there exist a τ -quantile t∗x ∈ R and constants αx ∈ (0, e−max{q,1}), bx > 0
such that for all s ∈ (0, αx],
P((t∗x − s, t∗x )|x) ≥ bx

log
1
s
−q
and P((t∗x , t
∗
x + s)|x) ≥ bx

log
1
s
−q
, (1.2)
and that the function γ on X defined by γ (x) = bx2e (log 1αx )−q satisfies γ−1 ∈ LpρX .
We are now in a position to present our main result.
Theorem 1. Let Lτ be the pinball loss. Assume that ρ has a τ -quantile of p-average logarithmic type q satisfying (1.2)with some
p ∈ (0,+∞] and q ∈ (0,+∞). Then for all f : X → [−1, 1] with r = pp+1 , we have|f (x)− f ∗τ ,ρ(x)|

log

e+ 1|f (x)− f ∗τ ,ρ(x)|
−q
LrρX
≤ γ−1LpρX {Eτ (f )− Eτ (f ∗τ ,ρ)}.
We take an example to illustrate condition (1.2) and our main result.
Example 1. Let τ = 12 , p ∈ (0,+∞], q ∈ (0,+∞) and t∗x ∈ [− 12 , 12 ] for each x ∈ X . Assume that for every x ∈ X, P(·|x) is
supported on [t∗x − 12 , t∗x + 12 ] and has a density function on [t∗x − 12 , t∗x + 12 ] given by p(t) = c|t−t∗x |(log 1|t−t∗x | )1+q
with a positive
constant c = q2 (log 2)q. Let 0 < s < 12 . Then, we have∫ t∗x+s
t∗x
p(t)dt = c
q

log
1
s
−q
and
∫ t∗x
t∗x−s
p(t)dt = c
q

log
1
s
−q
.
Thus ρ has a 12 -quantile of p-average logarithmic type q by taking αx = 12 , bx = cq and γ ≡ c2eq (log 2)−q. It follows
that the comparison theorem in Theorem 1 holds with a bound involving Eτ (f ) − Eτ (f ∗τ ,ρ). From the above expressions
for conditional probabilities, we see that ρ is a 12 -quantile of p-average type q for any q > 1; hence (1.1) holds with the
bound involving (Eτ (f ) − Eτ (f ∗τ ,ρ))
1
q for q > 1. However, ρ is not a 12 -quantile of p-average type 1 and (1.1) with q = 1 is
not ensured. Theorem 1 provide a substitution in such a case with the difference |f (x)− f ∗τ ,ρ(x)|multiplied by a logarithmic
term.
2. Preliminary inequalities
To prove Theorem 1, we give some elementary inequalities in this section. For completeness we give proofs below.
Lemma 1. Let λ ∈ (−∞, 1)/{0}. For any 0 < x < min{1, 11−λ }, we have
(1+ x)λ − 1
λ
≥ x
2
.
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Proof. For 0 < λ < 1 and 0 < x < 1, there exists a number ξ1 between 0 and x such that
(1+ x)λ = 1+ λx− λ(1− λ)
2
x2 + λ(λ− 1)(λ− 2)
3! ξ
3
1
≥ 1+ λx− λ(1− λ)
2
x2 ≥ 1+ λx
2
.
Therefore,
(1+ x)λ − 1
λ
≥ x
2
.
For λ < 0 and 0 < x < 11−λ , we have some ξ2 on (0, x) such that
(1+ x)λ = 1+ λx+ λ(λ− 1)
2
ξ 22
≤ 1+ λx+ λ(λ− 1)
2
x2 ≤ 1+ λx
2
.
Hence,
(1+ x)λ − 1
λ
= 1− (1+ x)
λ
−λ ≥
x
2
.
This proves the lemma. 
Lemma 2. Denote Γ (q, w) =  +∞
w
e−t t−qdt for w > 1 and q > 0. Then, we have
Γ (q, w) ≥

e−w−1 log(1+ 1/w), if q = 1,
e−w−1w1−q
(1+ 1/w)1−q − 1
1− q , if q ≠ 1.
Proof. Wemake a change of variable t = w + v and obtain
Γ (q, w) = e−w
∫ +∞
0
e−v(w + v)−qdv ≥ e−w
∫ 1
0
e−1(w + v)−qdv.
If q = 1, we have
Γ (q, w) ≥ e−w−1 log(1+ 1/w).
If q ≠ 1, we know that
Γ (q, w) ≥ e−w−1 (w + 1)
1−q − w1−q
1− q = e
−w−1w1−q
(1+ 1/w)1−q − 1
1− q .
The proof of Lemma 2 is complete. 
3. Proof of the main result
In this section, we prove our main result.
Proof of Theorem 1. By the definition of Eτ (f ), we know that
Eτ (f )− Eτ (f ∗τ ,ρ) =
∫
X
∫
Y
(Lτ (y− f (x))− Lτ (y− f ∗τ ,ρ(x)))dP(y|x) dρX .
For a fixed x ∈ X , let g = gx be a convex function on R given by g(t) =

Y Lτ (y− t)dP(y|x) and a = f ∗τ ,ρ(x), b = f (x). Then
Eτ (f )− Eτ (f ∗τ ,ρ) =
∫
X
(g(b)− g(a))dρX (x) =
∫
X
∫ b
a
g ′−(t)dt dρX (x).
The left derivative of the function g equals
g ′−(t) =
∫ +∞
−∞
((1− τ)χ(y,+∞)(t)− τχ(−∞,y](t))dP(y|x)
=
∫ t−0
−∞
(1− τ)dP(y|x)+
∫ +∞
t
−τdP(y|x)
= (1− τ)P((−∞, t)|x)− τP([t,+∞)|x).
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Therefore∫ b
a
g ′−(t)dt =
∫ b
a
((1− τ)P((−∞, t)|x)− τP([t,+∞)|x))dt =
∫ b
a
(P((−∞, t)|x)− τ)dt
= (P((−∞, a]|x)− τ)(b− a)+
∫ b
a
P((a, t)|x)dt.
If 0 < b− a ≤ αx, then (1.2) tells us that∫ b
a
P((a, t)|x)dt ≥ bx
∫ b
a

log
1
t − a
−q
dt.
Let u = t − a and v = log 1u , an integration by substitution tells us that∫ b
a

log
1
t − a
−q
dt =
∫ b−a
0

log
1
u
−q
du =
∫ +∞
log 1b−a
e−vv−qdv.
Lemma 2 yields that
∫ b
a

log
1
t − a
−q
dt ≥

e−1(b− a) log

1+ 1
log 1b−a

, if q = 1,
e−1(b− a)

log
1
b− a
1−q 1+ 1log 1b−a
1−q
− 1
1− q , if q ≠ 1.
When q = 1, the elementary inequality log(1+ h) > h1+h for h > 0 implies that∫ b
a

log
1
t − a
−q
dt ≥ e−1(b− a) 1
log 1b−a + 1
≥ b− a
2e

log
1
b− a
−1
.
When q ≠ 1, Lemma 1 tells us that∫ b
a

log
1
t − a
−q
dt ≥ b− a
2e

log
1
b− a
−q
.
To sum up, for any q > 0, we have∫ b
a
P((a, t)|x)dt ≥ bx
∫ b
a

log
1
t − a
−q
dt ≥ bx
2e
(b− a)

log
1
b− a
−q
.
If b− a > αx, then we simply use∫ b
a
P((a, t)|x)dt ≥
∫ a+αx
a
P((a, t)|x)dt + (b− a− αx)P((a, a+ αx)|x)
≥ bxαx
2e

log
1
αx
−q
+ (b− a− αx)bx

log
1
αx
−q
≥ bx
2e
(b− a)

log
1
αx
−q
.
Note that P((−∞, a]|x)− τ ≥ 0. So when b− a > 0, we have∫ b
a
g ′−(t)dt ≥
∫ b
a
P((a, t)|x)dt ≥ bx
2e
|b− a|

log
1
min{|b− a|, αx}
−q
.
The same inequality can be proved when b− a < 0. Therefore,∫ b
a
g ′−(t)dt ≥
bx
2e
|b− a|

log
1
min{|b− a|, αx}
−q
.
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When |b− a| ≤ 1e , there holds∫ b
a
g ′−(t)dt ≥ min

bx
2e
|b− a|

log
1
|b− a|
−q
,
bx
2e
|b− a|

log
1
αx
−q
≥ bx
2e
|b− a|

log
1
αx
−q 
log

e+ 1|b− a|
−q
.
When |b− a| > 1e , we also have∫ b
a
g ′−(t)dt ≥
bx
2e
|b− a|

log
1
αx
−q
.
In either case,∫ b
a
g ′−(t)dt ≥
bx
2e
|b− a|

log
1
αx
−q 
log

e+ 1|b− a|
−q
.
Hence
Eτ (f )− Eτ (f ∗τ ,ρ) =
∫
X
∫ b
a
g ′−(t)dt dρX (x)
≥
∫
X
bx
2e
|f (x)− f ∗τ ,ρ(x)|

log
1
αx
−q 
log

e+ 1|f (x)− f ∗τ ,ρ(x)|
−q
dρX (x).
For 0 < p ≤ +∞, we take r = p1+p ∈ (0, 1]. Then r1−r = p and for any functionsg, h on X , the Hölder inequality yields∫
X
|g(x)|rdρX = ∫
X
|g(x)h(x)|r |h(x)|−rdρX ≤ ∫
X
|g(x)h(x)|dρXr ∫
X
|h(x)|− r1−r dρX
1−r
which implies∫
X
|g(x)h(x)|dρX ≥ ‖g‖LrρX
∫
X
|h(x)|−p dρX
− 1p
= ‖g‖LrρX ‖h−1‖−1LpρX .
Applying this inequality tog(x) = |f (x)− f ∗τ ,ρ(x)|(log(e+ 1|f (x)−f ∗τ ,ρ (x)| ))−q and h(x) = bx2e (log 1αx )−q proves Theorem 1. 
4. Discussions
Comparison theorems depend on loss functions and probability distributions and can be applied to concrete learning
algorithms [3,4]. They play an important role in deriving explicit learning rates of function approximation for various algo-
rithms. When ρ is a τ -quantile of p-average type q, the learning rates for some conditional quantile regression algorithms
were provided in [1,2] by means of their comparison theorem. See also [5,6]. For the case q = 1, we extend their study by
introducing quantiles of logarithmic type and giving a new comparison theorem. This new comparison theorem can provide
not only rates of convergence of fz to f ∗τ ,ρ in some LrρX function spaces from the excess generalization error Eτ (fz)− Eτ (f ∗τ ,ρ),
but also variance information [1,2] required for sample error estimates of a learning algorithm producing fz from a sample z.
Wewill givemore details later [7] for quantile regressionwith general loss andρ being a τ -quantile of p-average logarithmic
type q.
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