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Local-to-global frames and applications to dynamical sampling
problem
A. Aldroubi∗ C. Cabrelli† U. Molter‡ A. Petrosyan§
Abstract
In this paper we consider systems of vectors in a Hilbert space H of the form {gjk : j ∈
J, k ∈ K} ⊂ H where J and K are countable sets of indices. We find conditions under which the
local reconstruction properties of such a system extend to global stable recovery properties on
the whole space. As a particular case, we obtain new local-to-global results for systems of type
{Ang}g∈G,0≤n≤L arising in the dynamical sampling problem.
1 Introduction
The notion of frame was originally introduced by Duffin and Schaffer [27] in the context of non-
harmonic analysis, in particular exponential systems of the form {e2πiλix}i∈I where {λi}i∈I ⊂ R were
considered. However, the notion found wide applications in signal processing research and it has
attracted a great deal of interest from the mathematics as well as the engineering communities during
the last several decades.
Definition 1.1. A system of vectors F = {fi}i∈I ⊂ H is said to be a frame for the Hilbert space H
if there exist two constants α, β > 0 such that
α‖f‖2 ≤
∑
i∈I
|〈f, fi〉|
2 ≤ β‖f‖2,
for all f ∈ H. If only the upper bound holds, then the system is called a Bessel system.
Frames are a generalization of bases. In particular, if {fi}i∈I is a frame for H, then any vector
f ∈ H has the representation f =
∑
i∈I〈f, fi〉f˜i where {f˜i}i∈I is another frame called the canonial
dual frame. However, unlike bases, the vectors in a frame {fi}i∈I may have linear dependencies thus
resulting in a redundant representation (see [21] for more details). If the frame system is not a basis,
then a frame {fi}i∈I has many dual frames other than the canonical dual frame.
In signal processing models, often the system F consists of functions, defined on the domain
Γ = Z or R. The functions fi are usually localized. By that we mean that every point in the domain
is contained in the supports of only finitely many functions from the system. This may happen, for
example, when F is generated by the shifts of a finite number of compactly supported functions. In
this setting, we may be able to divide the domain into smaller patches such that every function f can
be recovered on each patch, from inner products with those functions from F whose support overlap
with that patch, i.e., f can be recovered from local information. For that reason, we consider systems
F re-indexed to have the form {gjk : j ∈ J, k ∈ K} ⊂ H where the index j ∈ J corresponds to the
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patch j and the index in k ∈ K corresponds to indexing within each patch. The index sets I, J,K
will always be at most countable. The main interest in this note is to find conditions that guarantee
stable global reconstruction of any function on the whole domain Γ, given that the system has local
recovery properties. In that regard, among other results, we prove the following theorem.
Theorem. Let H be a Hilbert space and {Pj}j∈N be projectors acting on H satisfying PrPj = 0 for
r 6= j, and also
∑
j Pj = 1. Assume that {Pjgjk : k ∈ K} form a frame for PjH with uniform
frame bounds α, β, and ‖Prgjk‖ ≤ |ck(j − r)| with ck ∈ ℓ1(Z) for all k ∈ K. If
∑
k∈K
‖ck‖1 < α, then
{gjk}j∈J,k∈K is a frame for H with frame bounds α−
∑
k∈K
‖ck‖1 and β +
∑
k∈K
‖ck‖1.
As a main application of our results, we study the Dynamical Sampling (DS) problem where
one wants to recover an unknown signal f from spatial-temporal samples {〈f,Ang〉}g∈G,0≤n≤L where
L < ∞, and G is a collection of functions defined in Γ. Here Γ is either R (continuous case) or Z
(discrete case), and A is an operator acting on L2(Γ). This leads to the study of frame properties of
the iterative system
{Ang}g∈G,0≤n≤L. (1)
The dynamical sampling problem was introduced in [6], and it is an active area of research in the
applied harmonic analysis community, with a range of potential fields of applications [8]. Early results
in DS considered convolution operators on the spaces l2(Zd), l
2(Z) and L2(R) with the samples taken
on a sparse uniform grid [6, 7]. In [10, 33], authors allowed the operator A to be unknown too. For an
operator theoretic approach to the dynamical sampling problem see [3, 5, 9, 12, 32]. The case when
f ∈ l2(N), A = B−1DB and D =
∑
j λjPj is an infinite diagonal matrix can be found in [5]. For
general bounded normal operators see [12, 16, 15]. The authors in [22, 23, 24, 25, 26] consider general
frames and investigate conditions under which they can be represented as iterated systems arising in
dynamical sampling. In [11] authors study the problem of phaseless recovery from dynamical samples.
The scalability properties of the system arising in DS is investigated in [2].
Our main results in this paper are proved for general class of systems and the results are applied
to dynamical sampling. In particular, we consider dynamical systems where the system G is localized
in space (e.g. when it is generated by the shift of a single compactly supported function), and A is
a compactly supported convolution operator. More specifically, we obtain the following theorem as
corollary of the results in Section 2.
Theorem. Let a be a finite sequence, and consider the convolution operator Af = a∗f for f ∈ ℓ2(Z).
Let I = {−N, . . . , N} and Ij = I +Nj ⊂ Z be such that ∪jIj = Z, and Ij ∩ Ik = ∅ for |j − k| > M .
Assume that G0 = {χIja
n(· − l) : l ∈ Ω ⊂ I} is a frame for ℓ2(I) (χIj is the characteristic function of
Ij), and let Sk be the shift operator by the integer k. Then ∪jSNjG0 is a frame for ℓ
2(N).
The paper is organized as follows. In Section 2 we prove our main results concerning general
systems with local-to-global indexing. In Section 3, we apply the results from Section 2 to iterative
system of vectors arising from dynamical sampling problem.
2 Main results for general systems
In this section we prove our main theorems concerning local-to-global frame properties of the systems
{gjk : j ∈ J, k ∈ K} ⊂ H where J and K are countable (finite or infinite). Here gj,k are some vectors,
not necessarily functions on R or Z. The local patches are replaced with projection operators {Pj}j∈J
or more generally with operators {Tj}j∈J ⊂ B(H). Our first proposition gives a way to construct a
global frame from local frames. This is a generalization of Theorem 5.3 from [4].
Proposition 2.1. If {Tj}j∈J ⊂ B(H), Tj has close range for each j, A‖f‖2 ≤
∑
j ‖Tjf‖
2 ≤ B‖f‖2
for all f ∈ H for some A,B > 0, and the set {Tjgjk : k ∈ K} forms a frame for Tj(H) with uniform
frame bounds α, β, then {T ∗j Tjgjk : j ∈ J, k ∈ K} is a frame for H with frame bounds αA, βB.
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Conversely, if {Tjgjk : k ∈ K} forms a frame for Tj(H) with uniform frame bounds α, β, and
{T ∗j Tjgjk : j ∈ J, k ∈ K} is a frame for H with frame bounds αA, βB, then
α
β
A‖f‖2 ≤
∑
j
‖Tjf‖
2 ≤
β
α
B‖f‖2 for all f ∈ H.
Proof. Let f ∈ H. Then
α‖Tjf‖
2 ≤
∑
k∈K
|〈Tjf, Tjgjk〉|
2 =
∑
k∈K
|〈f, T ∗j Tjgjk〉|
2.
Summing over j ∈ J we get
αA‖f‖2 ≤ α
∑
j∈J
‖Tjf‖
2 ≤
∑
j∈J
∑
k∈K
|〈f, T ∗j Tjgjk〉|
2,
which establishes the lower frame bound for the set {T ∗j Tjgjk : j ∈ J, k ∈ K}. A similar calculation
yields the upper bound.
To prove the second part, let f ∈ H. Then
∑
k∈K
|〈f, T ∗j Tjgjk〉|
2 =
∑
k∈K
|〈Tjf, Tjgjk〉|
2 ≤ β‖Tjf‖
2.
Summing over j ∈ J , we get
αA‖f‖2 ≤
∑
j∈J
∑
k∈K
|〈f, T ∗j Tjgjk〉|
2 ≤ β
∑
j∈J
‖Tjf‖
2.
Thus, αβA‖f‖
2 ≤
∑
j∈J ‖Tjf‖
2. Similar calculations yield the upper bound.
For the next proposition, we recall the definition of fusion frames (see [17, 18, 19, 31] and the
references therein) and completeness for a system of orthogonal projectors.
Definition 2.2. A system of orthogonal projections {Pj}j∈J is said to be a fusion frame if there exists
positive constants m,M > 0 such that
m‖f‖2 ≤
∑
j
‖Pjf‖
2 ≤M‖f‖2, f ∈ H. (2)
Definition 2.3. A system of projections {Pj}j∈N is said to be complete if Pjf = 0 for all j implies
that f = 0.
Using the fact that for orthogonal projector Pj , Pj = P
2
j and Pj = P
∗
j , Proposition 2.1 immediately
yields the following corollary:
Proposition 2.4. If {Pj}j∈J is a fusion frame with bounds A,B, and the set {Pjgjk : k ∈ K} form
a frame for Pj(H) with uniform frame bounds α, β, then {Pjgjk : j ∈ J, k ∈ K} is a frame for H with
frame bounds αA, βB.
Conversely, if {Pjgjk : k ∈ K} form a frame for Pj(H) with uniform frame bounds α, β, and
{Pjgjk : j ∈ J, k ∈ K} is a frame for H with frame bounds αA, βB, then {Pj}j∈J is a fusion frame
with bounds αβA, and
β
αB.
Theorem 2.5. Assume that {Pj}j∈N is such that PjPk = PkPj for all j, k ∈ N, and PjPk = 0 for
|j − k| ≥M for some positive integer M . If {Pj}j∈N is complete, then {Pj}j∈N is a fusion frame.
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Proof. The set {Pj}j∈N is the union of M sets {Pj}j∈N =
M⋃
k=1
{Pk+Mj}j∈N. Using the fact that for
each k,
∑
j∈N
Pk+Mj is an orthogonal projection, we get that for f ∈ H
‖
∑
j∈N
Pjf‖
2 = ‖
M∑
k=1
∑
j∈N
Pk+Mjf‖
2
≤
M∑
k=1
‖
∑
j∈N
Pk+Mjf‖
2
≤M‖f‖2.
To prove the lower bound we proceed by induction. We first note that, because P1, P2 commute,
P1P2 is an orthogonal projector on P1(H) ∩ P2(H). Let Q1 = P1, Q2 = P2 − P2Q1. Then, Q∗2 = Q2,
Q22 = Q2, and Q1Q2 = 0. Moreover, since P1Q2 = 0, we get
‖Q1f‖
2 + ‖Q2f‖
2 = ‖P1f‖
2 + ‖(P2 − P2P1)f‖
2 = ‖P1f‖
2 + ‖(1− P1)P2f‖
2 ≤ ‖P1f‖
2 + ‖P2f‖
2.
For n > 2, let Qn = Pn − Pn
n−1∑
k=1
Qk. Then, using the fact that R =
n−1∑
k=1
Qk commutes with Pn, it
is not difficult to verify that Q∗n = Qn, and Q
2
n = Qn and that QnR = 0. Assume that QjQk = 0
for j, k < n. Then, applying Ql to both side of the equation QnR = 0, we get that QnQl = 0 for all
l < n. Thus, QjQk = 0 for j 6= k. Using induction again, we have
‖Rf‖2 + ‖Qnf‖
2 =
n−1∑
j=1
‖Qjf‖
2 + ‖(1−R)Pnf‖
2 ≤
n−1∑
j=1
‖Pjf‖
2 + ‖Pnf‖
2.
Hence ∑
j∈N
‖Qjf‖
2 ≤
∑
j∈N
‖Pjf‖
2.
Since Q1 = P1, Qn = Pn−PnR for n ≥ 2, we get that {Qj} is also complete whenever Pj is complete.
Hence,
‖f‖2 =
∑
j∈N
‖Qjf‖
2 ≤
∑
j∈N
‖Pjf‖
2.
Combining Proposition 2.4 with Theorem 2.5, we obtain the following corollary.
Corollary 2.6. Assume that {Pj}jN is complete and is such that PjPk = PkPj for all j, k ∈ N, and
PjPk = 0 for |j − k| ≥ M for some positive integer M . Furthermore assume that {Pjgjk : k ∈ K}
from a frame for PjH with uniform frame bounds α, β and that Pjgjk = gjk for all j, k. Then, the set
{gjk}j∈J,k∈K is a frame for H.
In the previous corollary the assumption that Pjgjk = gjk is rather strong and does not always
happen in practice. The next theorem offers a way to overcome this assumption.
Theorem 2.7. Let {Pj}jN be orthogonal projectors satisfying PrPj = 0 for r 6= j, and
∑
j Pj = 1.
Assume that {Pjgjk : k ∈ K} form a frame for PjH with uniform frame bounds α, β, and ‖Prgjk‖ ≤
|ck(j − r)| with ck ∈ ℓ1(Z). If
K∑
k=1
‖ck‖1 < α, then {gjk}j∈J,k∈K is a frame for H with frame bounds
α−
K∑
k=1
‖ck‖1 and β +
K∑
k=1
‖ck‖1.
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Proof. For the lower bound we have
(∑
j,k
|〈f, gjk〉|
2
)1/2
=
(∑
j,k
∣∣〈
∑
l
Plf, gjk〉
∣∣2)1/2
=
(∑
j,k
∣∣〈Pjf, gjk〉+ 〈
∑
l 6=j
Plf, gjk〉
∣∣2)1/2
≥
(∑
j,k
∣∣〈Pjf, gjk〉
∣∣2)1/2 −
(∑
j,k
∣∣〈
∑
l 6=j
Plf, gjk〉
∣∣2)1/2
≥
(
α
∑
j
‖Pjf‖
2
)1/2
−
(∑
j,k
∣∣∑
l 6=j
‖Plf‖|ck(l − j)|
∣∣2)1/2
= α1/2‖f‖ −
(∑
j,k
∣∣∑
l 6=j
‖Plf‖|ck(l − j)|
∣∣2)1/2
≥ α1/2‖f‖ −
(∑
k
∑
l
‖Plf‖
2‖ck‖
2
1
)1/2
= α1/2‖f‖ −
(∑
k
‖ck‖
2
1
)1/2
‖f‖.
A similar calculation gives the upper bound.
3 Application to DS
In this section we apply our results from Section 2 to the dynamical sampling setting. As a direct
corollary of the Theorem 2.7, we get the following theorem.
Theorem 3.1. Let a ∈ ℓ1(Z) be such that for a set Ω ⊂ I = {0, . . . , N}, the system {ak ∗ δi|I : i ∈
Ω, k = 0, . . . ,K} is a frame in the space ℓ2(I) with frame bounds α and β where ak denotes the k
times convolution of a. Let Ij = I − jN and Ωj = Ω− jN . If
γ =
∑
i∈Ω
∑
k=0,...,K
∑
j∈Z\{0}
‖ak ∗ δi|Ij‖ℓ2(Ij) < α
then the system {ak ∗ δi : i ∈ ∪j∈ZΩj , k = 0, . . . ,K} is a frame for ℓ2(Z) with frame bounds α − γ
and β + γ.
To insure the assumptions in the above theorem are realistic, below we construct an example where
they actually hold.
Example 1. Let I = {0, 1, 2}, Ω = {0} and
a(i) =


1, i = 0
τ, i = 1
τ2, i = 2
0, otherwise
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where τ > 0. Then notice that
a ∗ a(i) =


1, i = 0
2τ, i = 1
3τ2, i = 2
2τ3, i = 3
τ4, i = 4
0, otherwise
.
Hence
{ak ∗ δ0|I : k = 0, 1, 2} = {(1, 0, 0), (1, τ, τ
2), (1, 2τ, 3τ2)}
which are linearly independent for τ > 0 since for the matrix
Φ =


1 0 0
1 τ τ2
1 2τ 3τ2


det(Φ) = 5τ3 and hence are a basis in ℓ2(I).
The quantity γ in Theorem 3.1 is equal to 2τ3 + τ4. For sufficiently small values of τ , it can be
checked that the lower frame bound of the system, which is the smallest singular value of Φ is larger
than γ and thus the conditions of Theorem 3.1 are satisfied. For the value of τ = 0.1, the lower frame
bound is approximately 0.0040 whereas γ = 0.0021.
The next two propositions concern frames from dynamical sampling from diagonal and convolu-
tional operators, and their proofs follow from Corollary 2.6.
Proposition 3.2. Let D be an infinite diagonal matrix acting on ℓ2(N). Assume that D ∈ B(ℓ2).
Let {Ij}j∈N ⊂ N be such that, |Ij | ≤ L, ∪jIj = N, and Ij ∩ Ik = ∅ for |j − k| > M . Let Dj be
the submatrix of D indexed by Ij, and let Gj ⊂ ℓ2(N) be a set vectors such that, for any g ∈ Gj ,
supp g ⊂ Ij and {Dnj g}g∈Gj,0≤n<L is a frame for ℓ
2(Ij) with frame bounds α, β independent of j.
Then the set {Dng : 0 ≤ n < L, g ∈ ∪j∈NGj} is a frame for ℓ2(N).
As a specific instance let us consider the next two examples.
Example 2. Assume that the entries of the diagonal matrix D are periodic on the diagonal, i.e.,
Dii = f(i) where f(i + p) = f(i) for i ∈ N. This case reduces, each submatrix Dj of D in the
proposition to be one of finitely many possible matrices. For each of these matrices, we construct
corresponding Gj. Since the construction uses finitely many matrices and finitely many associated
vectors, we can find frame bounds α, β that are independent of j and the conditions in Proposition 3.2
will be satisfied.
The next proposition concerns convolutional operators which covers a large class of operators of
practical interest like the diffusion operator on ℓ2(Z).
Proposition 3.3. Let a be a finite sequence, and consider the convolution operator Af = a ∗ f for
f ∈ ℓ2(Z). Let I = {−N, . . . , N}, Ω ⊂ I, and Ij = I +Nj ⊂ Z be such that ∪jIj = Z, and Ij ∩ Ik = ∅
for |j−k| > M . Assume that G0 = {χIja
n(·− l) : l ∈ Ω} is a frame for ℓ2(I) (χIj is the characteristic
function of Ij), and let Sk be the shift operator by the integer k. Then ∪jSNjG0 is a frame for ℓ
2(N).
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