Human health and ecological environment are badly affected due to oil pollution. A novel strategy for identifying oil pollutants has been proposed based on generic modular design. A total of three modules are included in the oil identification strategy and each module is consisted of a series of steps. The different steps of each module were experimented and evaluated by excitation-emission matrix fluorescence spectroscopy data set of oil. The experimental results show that the average accuracy with 13.6% was improved by using the histogram equalization than using thresholding in module 1. The average accuracy with 5% was improved by using the low-order Zernike moments than using high-order Zernike moments in module 2. The average accuracy with 28.9% was improved by using angle similarity measure in the nearest-neighbor classifier compared to the other six in module 3. The optimal accuracy with 95% was obtained by combining the margin features of excitation-emission matrix fluorescence spectroscopy extracted by low-order Zernike moments with the nearest-neighbor classifier applied to angle similarity measure. The combination also has a good specificity and sensitivity. The results provide references for identifying oil pollutants.
I. INTRODUCTION
Oil products are one of the important energies and chemical raw materials and may be released into the environment during exploitation, transportation, storage and use [1] . Some negative and long-term impacts on the ecological environment and human health are caused by oil spills [2] . To limit the damage by oil spills and facilitate cleanup efforts, a fast and effective strategy for identifying oil pollutants has an urgent requirement by emergency managers.
Oils are fluorescent due to the presence of polycyclic aromatic hydrocarbons (PAHs) [3] . Consequently, Fluorescence spectroscopy has been used for forensic analysis of oil since at least the 1980s [4] . However, oils are multi-fluorophore mixtures due to the fact that oils contain hundreds of individual PAHs [5] . The emission spectra of multi-fluorophore The associate editor coordinating the review of this manuscript and approving it for publication was Ruqiang Yan.
mixtures are usually severely overlapped with each other and don't have any specific spectral features. Moreover, the shape and intensities of emission and excitation spectra keep changing with changes in excitation and emission wavelengths, respectively [6] . The fluorescence response of all the fluorophores of a multi-fluorophore mixture is different to capture by the two-dimensional spectra, i.e., a single excitation or emission spectra. Excitation-emission matrix fluorescence (EEMF) spectroscopy is essentially a collection of emission and excitation spectra collected at various excitation and emission wavelengths, respectively [7] . All the fluorophores of a multi-fluorophore fluorescent sample can be plotted simultaneously in a single EEMF spectroscopy [6] . Nowadays, EEMF spectroscopy has been widely used for identifying the oils [5] , [8] - [10] .
The three-way data is obtained by joining the EEMF data of the oil sample into a three-dimensional array [11] . In order to classify three-way data, a commonly used strategy is VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ combined data features extracted using data decomposition or unfolding algorithms with multivariate classification tools. For instance, parallel factor analysis (PARAFAC) combined with partial least squares discriminant analysis (PLS-DA) were used for classifying the EEMF of honey [12] . Nonnegative matrix factorization (NMF) combined with fisher's linear discriminant analysis (F-LDA) was used for classifying the EEMF of olive oil [13] .
Recently, image processing algorithms was widely employed to extract features from EEMF for the classification [14] - [16] , and have proven to be advantageous in three-way data analysis [17] . Image processing algorithms such as two-dimensional linear discriminant analysis (2D-LDA) [14] and two-dimensional principal component analysis (2D-PCA) [17] directly perform discriminant feature analysis on image matrices rather than vectors. Consequently, low computation costs are achieved and the dimension of data matrices can be effectively reduced by using image processing algorithms [15] . The moments of image are more reliable descriptions for the EEMF images with the complex shapes [18] . Because the image moments can not only directly extract shape features, but also has the advantage of multi-resolution.
In this paper, a novel strategy for identifying oil has been proposed based on generic modular design. The strategy consists of EEMF image preprocessing, feature extraction based on Zernike moments and identification modules. Each module includes a series of steps. The steps of each module were changed in an orderly manner to evaluate the effect on performance of each modification. Thus, an optimal strategy for identifying oil was obtained.
II. EXPERIMENT
Oil pollutants mainly come from oily wastewater, which mainly exists in domestic wastewater, rivers and oceans. The data set comprises 80 samples from four types of oil: diesel (20 samples), jet fuel (20 samples), gasoline (20 samples) and lubricating oil (20 samples). Each type of oil was prepared using four different solvents. The solvent concentration is 0.1 mol/L, which was prepared by dissolving sodium dodecyl sulfate (SDS) in pure water, tap water, river water and sea water, respectively. Each type of solvent includes five concentrations of sample: 0.1, 0.2, 0.5, 1.0, 2.0 mg/mL.
The EEMF spectroscopy data were acquired by using FS920 steady-state fluorescence spectrometer (Edinburgh Instruments, British). The excitation wavelength was recorded from 260 nm to 500 nm at 10 nm intervals and the emission wavelength from 280 to 520 nm at 5 nm intervals. Excitation and emission slit widths were 1.15 mm. The integration time of the scan was 0.1 s. The xenon lamp power is 450W and the signal-to-noise ratio is 6000:1.
In order to evaluate strategy for the identifying oils, 75% of the samples (60) were divided into a training set using the Kennard-Stone sampling selection algorithm [19] , whereas the other 25% of the samples (20) were used as the test set.
III. THEORY A. ZERNIKE MOMENTS
Zernike moments (ZMs) are computed by projecting an image onto a set of orthogonal Zernike radial polynomials [20] . Since these Zernike polynomials are orthogonal to each other, there is no redundancy or overlap of information between the moments [21] , [22] . The disadvantage of ZMs high computations complexity has been solved by a set of fast approaches developed by many researchers [20] , [23] - [25] . Nowadays, ZMs have been used widely in different types of applications [26] - [28] . The function of an image is denoted as f (x, y). ZMs of order n with repetition m are defined as [20] 
where order n is a non-negative integer and repetition m is an integer satisfying n-|m| = even and |m| ≤ n. Normalized coordinates of f (x,y) are mapped to polar coordinates of a unit circle by using transform kernel function V nm (ρ,θ ). * denotes the complex conjugate. V nm (ρ,θ ) can be showed as
where ρ = x 2 + y 2 , θ = arctan(y/x). R nm (ρ) is Zernike radial polynomial and is defined as
The whole shape in the image is described by ZMs with various orders from a lower to a higher level [18] . ZMs with multi-resolution characteristics have been proven [29] , [30] . The gross of the shape information is captured by lower order ZMs, and higher frequency details are filled in the higher order ZMs [18] . Consequently, high-order ZMs present a high sensitivity to noise [29] . In fact, if ZMs are not properly selected, the performance of the strategy may be reduced. Therefore, in order to analyze the effect of order of ZMs on the performance of the overall strategy, a group of low-order ZMs and high-order ZMs have been extracted from the images, respectively. The low-order ZMs satisfy the following conditions [31] :
The high-order ZMs satisfy the following conditions [30] : 
The two groups of ZMs are listed in Table 1 . Thus, an EEMF of oil sample is represented as a feature vector {Z 0,0 , Z 1,1 , . . . ,Z n,m }, i.e., a point in an M -dimensional feature space. The dimension M is determined by the number of ZMs selected in the paper. The K EEMFs of the training set are represented as K points {g 1 , . . . , g K } in the feature space. An EEMF of the test set sample projected onto the feature space is denoted by p i . The class of a test set sample is identified by a similarity measure between the p i and training set g k . The similarity between test set p i and training set g k is denoted by d (p i , g k ). When the d(p i , g k ) has a minimum value, the test set p i is identified as the class to which training set g k belongs. The steps are showed in Fig. 1 .
B. IDENTIFICATION METHOD
The principle of nearest-neighbor classifier is applied in the identification method. The distance between feature vectors is of paramount importance as it determines the performance of the identification method [32] . Seven distance measure in [33] were used and tested in the similarity calculating. Seven distance measures d (p i , g k ) are calculated as L 1 distance:
Angle between feature vectors:
Mahalanobis distance:
where z j = 1/(λ 1/2 j ), λ j = eigenvalue of j-th eigenvector. VOLUME 8, 2020
L 2 + Mahalanobis distance:
Angle + Mahalanobis distance:
where i denotes the i-th test set sample and k denotes the k-th training set samples. j is the j-th ZM of the feature vector. Suppose that each of training samples is assigned a given class C p . For a given test sample p i , if d(p i , g k ) = min d(p i , g k ) and g k ∈ C p , then the resulting decision is p i ∈ C p .
C. OIL IDENTIFICATION STRATEGY
A total of three modules are included in the oil identification strategy and each module is composed of a series of steps. The oil identification strategy was showed in Fig. 2 . The first module preprocesses EEMF spectroscopy and consists of three steps. The EEMF is corrected in the first step. EEMF is corrected to remove Rayleigh and Raman scattering that are unrelated to the chemical sample composition [34] . EEMF is corrected by removing and replacing the scattering with interpolated values [35] . The parameters of widths used for Rayleigh and Raman scatter areas are [18 15] and [15 15 ], respectively. EEMF is normalized to eliminate the higher leverage of samples with a higher concentration in the second step [36] . The third step convert EEMF to binary image by thresholding or convert EEMF to grayscale image by histogram equalization. Thus, the outputs of the preprocessing module are two images; one of them is a binary image which contains the shape features. The other one is a grayscale image which contains the margin features [31] . The results of each step in the preprocessing module were showed in Fig. 3 .
The second module calculates ZMs for outputs by the first module. A group of low-order ZMs and high-order ZMs extracted from the binary image or the grayscale images, respectively. Thus, four different groups of features are generated in the second module. The four group of features are: a. The shape features of low-order ZMs extracted from binary images (LSF), b. The shape features of high-order ZMs extracted from binary images (HSF), c. The margin features of low-order ZMs extracted from grayscale images (LMF), d. The margin features of high-order ZMs extracted from grayscale images (HMF). The third module identifies the oils in the test set. This module consists of two steps. A classification model of one of the four group of features of the training set is built based on nearest-neighbor classifier in the first step. One of the seven distance measure is selected as the similarity measure in the classifier. The oils in the test set are identified by the classification model in the second step. Then, the effect on the performance of the overall strategy can be evaluated by changing the image type, feature type or similarity measure.
IV. RESULTS AND DISCUSSION

A. ZMS FEATURE MATCHING FOR IDENTIFYING OIL
In order to obtain the value of a similarity measure between the test set and training set, the steps in each module were fixed. The LSF was obtained by selecting the thresholding in the third step of module 1 and the low-order ZMs in module 2. L 1 distance was selected in the first step of module 3. The details of matching the LSF between the test set and training set were described as follows: a smaller value of d (p i , g k ) implies a closer match between the test set and training set. The function id(i) gives the index of test set sample p i in training set. If d (p i , g id(i) ) is the minimum value, the test set sample p i is identified as the class to which g id(i) belongs.
In module 3, the identification result of test sample p 17 is shown in Fig. 4 . The L 1 distance between LSF of test sample p 17 and LSF of each training sample is shown in Fig. 4a . The p 17 and g 12 in training set have the minimum L 1 distance (d (p 17 , g 12 ) = 0.18074) which was marked with red dot in Fig. 4a . The EEMF of p 17 and g 12 are shown in Fig. 4b and Fig. 4c , respectively. The relative fluorescence intensity is indicated by the color bar. The g 12 belongs to diesel oil, so p 17 was identified as diesel oil.
B. EFFECTS OF DIFFERENT MODULE TYPES ON IDENTIFICATION
The four groups of features and seven similarity measures were experimented by systematically varying the steps in each module on oil identification strategy. The identification results of all variations were obtained to evaluate the effect of each variation on performance. The identification accuracy of each variation was presented in Table 2 . The experimental results show that L 1 , L 2 and angle showed higher accuracies in seven similarity measures under the condition that each group of features were fixed. Similarly, LMF and HMF showed higher accuracies under conditions that L 1 , L 2 or angle were fixed. LMF showed higher accuracy than HMF.
The highest accuracy with 95% was obtained by the combination of LMF and angle.
The experimental results show that the average accuracy with 13.6% was improved by using the histogram equalization than using thresholding in module 1. That is, better performance was obtained by using grayscale image than using binary image. This may be caused by the loss of fluorescence intensity information on binary images, while the grayscale images to retain the fluorescence intensity information well. The average accuracy with 5% was improved by using the low-order ZMs than using high-order ZMs in module 2. Better performance was obtained by using low-order ZMs which may be due to the inclusion of noise information in the high-order ZMs. In module 3, changing the similarity measures in the nearest-neighbor classifier produced the largest variation in performance. The average accuracy with 28.9% was improved by using angle similarity measure compared to the other six. Among seven similarities measure, the angle performed the best.
C. ALGORITHM COMPARISON
To further compare the optimal results obtained by the strategy in the paper, the models of PARAFAC-LDA and NPLS-DA in the TTWD-DA toolbox [37] were used for data processing of training and test set. The optimum number of factors for PARAFAC-LDA and latent variables for NPLS-DA are 8 and 5, respectively. The confusion matrix for the test set in three models were showed in Table 3 , where the number of correctly identified the oil sample was marked by green shading in each class. One test sample in class J was misclassified as class L in the LMF-Angle method. Misclassification occurred in each class of test samples in PARAFAC-LDA. Misclassification occurred in class J and L in NPLS-DA.
The statistical results of model accuracy, sensitivity and specificity obtained by three classification models were showed in Table 4 . The LMF-Angle model has the best performance in the classification of oil data in this paper with 95% accuracy. The sensitivity of the test samples in class J is 80%, which means that 80% of the test samples in class J were correctly classified and another 20% were incorrectly classified. The specificity of the test sample in class L is 91.7%, indicating that 91.7% of the test samples classified as class L were correct and another 8.3% were false. Based on sensitivity and specificity, the classification performance of the model is more comprehensively expressed. The PARAFAC-LDA model has the worst performance in the classification of oil data set in the paper with 30% accuracy. In the NPLS-DA model, the samples of the class G and D were correctly assigned and the 60% accuracy was obtained.
With the advantage of multi-resolution, ZMs transformed the original fluorescence spectra into low-order moments that describe the shape features and higher-order moments that describe the detail information. The fluorescence signals and noise signals can be separated by selecting the low-order moments. High identification accuracy can be obtained by using LMF-Angle model. In the PARAFAC-LDA model, oil identification is based on the score matrix obtained from data decomposition by using PARAFAC. If the trilinear of oil data is disturbed, the low identification accuracy will be obtained by the model. This may be the reason why low identification accuracy of oil was obtained by PARAFAC-LDA model. The results showed that the strategy proposed to the paper is a more suitable for identifying oils.
V. CONCLUSION
In this paper, a novel strategy has been introduced for identifying oil pollutants. A generic modular design was applied to the strategy. The components in a module could be varied systematically to measure the impact of these variations on performance. The experiments showed that the similarity measures in the nearest-neighbor classifier is the major factors determining the performance of the strategy. On the basis of the experiments, an optimal strategy was proposed that is a combination of the variations studied. The 95% accuracy was obtained by combining the margin features of EEMF extracted by low-order ZMs with the nearest-neighbor classifier applied to angle similarity measure. The combination also has a good specificity and sensitivity. This study provides a novel strategy for identifying oil pollutants.
