We give the eigenfunctions for Macdonald's q-di erence operators in terms of qSelberg type integrals. Our result can be applied not only to the case of Macdonald symmetric polynomials but also to the cases of rational and meromorphic solutions.
Introduction
The purpose of this paper is to study the eigenvalue problem for Macdonald's commuting family of q-di erence operators from the viewpoint of integrals. We will show in particular that Macdonald's q-di erence equations arise naturally from integrals associated with certain (many-valued) meromorphic functions. It implies also that various solutions to Macdonald's q-di erence equations, other than the Macdonald polynomials, can be obtained by taking di erent cycles.
The argument of this paper is carried out in the sense of q-de Rham cohomology as in Aomoto 1] , although we will not formulate it precisely below. If one knows that a system of di erential or di erence equations arises from some de Rham cohomology, one could provide the fundamental system of its solutions by determining the corresponding homology cycles. In spite of its importance, such an application of de Rham cohomology to q-di erence equations has not been thoroughly developed yet. We intend this paper to be the rst step of an approach in this direction to q-di erence equations of Macdonald type.
Macdonald 2] introduced a commuting family of q-di erence operators de ned by D r y = t r(r?1)=2 X for y = (y 1 ; : : : ; y n ) and r = 1; : : : ; n : Our aim is to study the simultaneous eigenfunctions of these operators in terms of integrals. Here q is a real number satisfying 0 < q < 1 ; and t is a nonzero real number. The shift operator T q;y i is de ned by (T q;y i f)(y 1 ; : : : ; y n ) = f(: : : ; qy i ; : : : ) :
We will make use of the generating function 
; x (1) ; ; x
for s 0 ; s 1 ; : : : ; s l?1 2 C :
In this paper we study integrals on a cycle C whose integration variables are 
where c x (l) (u) is a generating function of the eigenvalues not depending on x (l) , then the function (x ; x (1) ; ; x (l) ) '(x (l) ) d (x (1) ; x (2) ; : :
where (u; t) k = (u; t) 1 =(ut k ; t) 1 :
Hence we have c
where k (l+1)
is de ned to be zero. Thus, also setting l = n ? 1 ; k
= n ? i (0 i n ? 1) ; s 0 = n ; s i = n?i ? n?i+1 (1 i n ? 1) ; and x (0) = y = (y 1 ; y 2 ; : : : ; y n ) ; we obtain the following corollary, which gives an a rmative answer to Conjecture 6.2 in 3].
Corollary 2 Set = ( n; n?1 ? n; ; 2 ? 3 ) (x
; x (1) ; ; x (n?1)
) (x (n?1)
Then we have 
; x (2) ; ; x Here is a remark concerning the measure d and the cycle C. According to the situation, we could take either the usual invariant measure d (x) = dx 1 x 1 dx k x k for x = (x 1 ; x 2 ; : : : ; x k ) ; or the discrete measure given by Jackson integral. In this paper, however, we do not discuss such an explicit form of the measure and the cycle.
In Section 2, we give a proof of Theorem 1. In Section 3, we give a variant of Theorem 1 for the eigenfunctions of the single q-di erence operator D 1 y , which would also be useful in applications.
2 Proof of Theorem 1.
For the sake of brevity, we frequently express the equality
In this section, we set To proceed, we use the equality F(u j y; x) = (u; t) n?m F(ut n?m j x; y) ; ?k
To complete the proof of Theorem 1, it is enough to show the following: The case n ? 1 of (3.4) with (3.5) gives 1 + tc n?1 = c n :
This completes the derivation of (3.2) .
By repeating the argument of this proof, it is not di cult to generalize Proposition 4 to the case where l > 1 as in Theorem 1.
