Introduction
Well-known systems of orthogonal polynomials on the finite set of integers {0, 1,..., N}, such as the Krawtchouk polynomials, have occasionally appeared as the system of right eigenvectors of the stochastic transition matrix P = {Pij })=o of a reversible finite Markov chain. Perhaps the first instance was Kac's (1947) analysis of the Ehrenfest urn model, for the implicit appearance of Krawtchouk polynomials orthogonal with respect to the symmetric binomial distribution. We shall mention other instances later.
In a more recent paper, Hoare and Rahman (1983) construct a finite soluble Markov chain, no longer of 'random walk' kind, which turns out to have simple eigenvalue spectrum and eigenvectors which are the Krawtchouk polynomials. They give a similar construction yielding as eigenvectors the 'Gonin' polynomials. Both analyses discuss, at length for the first model and in less detail for the second, the stationary distribution, moments and autocorrelation, the eigenvalue spectrum and the eigenvectors, in turn. The role of reversibility is somewhat hidden, and the powerful technical analyses invite unification and simplification, within a more general framework.
The question we address from the beginning is that of characterizing all real matrices A = {aij-}j=o which have a given system of vectors orthogonal with respect to a given A characterization of finite AMarkov chains 43 probability distribution, as its right eigenvectors. The matrix A need not then have nonnegative entries, although under our assumptions all row sums are equal, 'reversibility equations' hold, and the matrix is completely specified by its first row {aoj}_=o once the orthogonal vector system is specified. Stochasticity of A is thus not seen as an indispensable attribute.
After dealing briefly in unified fashion with the results of Hoare and Rahman (1983) in this context, we pass onto the characterization of matrices A with a given orthogonal polynomial system as right eigenvectors under the constraint on the first row that aoj = 0 for j 2 2.
We begin that investigation by considering the probabilistically less well-known Racah polynomials as an eigenvector system; and conclude by showing that the only stochastic matrices P = {Pij }j=o0 satisfying poo + Pol = 1, pol > 0, and with the Hahn polynomials as right eigenvectors, have the form of the Moran mutation model. This model was analyzed as an application of the Hahn polynomials in two landmark papers by McGregor (1961, 1962) . Our notes on the Moran mutation model expand on their work only to a small degree and from a different standpoint. Then for each n = 0, 1,..., N, R,(x) is a polynomial in x of degree n precisely.
Characterization by orthonormal eigenvectors
Definition. Given a system of polynomials {Rn(x)}, n, x = 0, 1,... ,N and a polynomial w(x) of fixed degree (e.g. 1 or 2), the system is self-dual if, apart from a possible permutation of parameters. Rn(w(x)) = Rx(w(n)) for such x and n. 
It is now convenient to write yn(x) = R,(w(n)). Given self-duality

