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Abstract 
 
 
This paper analyzes the behavior of nitrogen inside a closed cylinder with a mobile 
piston actuated by a nonlinear spring, a viscous damper and a control force which 
compensates partially the effect of the high gas pressure. Two helical heating coils are 
placed inside the cylinder and with their flow rates controlled by means of a linear 
controller of type proportional plus integral (PI) and another nonlinear control law to 
provide an approximately isothermal gas behavior. Based on the analysis of the 
mechanical and thermal subsystems and the control laws, a justification of the 
parameter values is presented and corroborated through analytical solutions that are 
obtained by approximate methods. To investigate the thermodynamic equilibrium 
conditions, the Soave-Redlich-Kwong and the Redlich-Kwong state equations are 
analyzed and compared, showing that the Soave-Redlich-Kwong equation is superior. 
The Melnikov method has been used to obtain sufficient conditions for chaotic 
behavior, which has also been investigated by means of the sensitive dependence, 
Lyapunov exponents and the power spectral density. The validity of the proposed model 
has been analyzed by using the compressibility chart for the nitrogen, and the analytical 
calculations have been verified through full numerical simulations. 
 
Keywords: Real gas state equations, steady-state behavior, oscillating and chaotic 
behavior, linear and nonlinear control. 
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1 Introduction 
 
 
 The study of classical thermodynamics is generally based on the assumption that 
the system is at an equilibrium state and passes to another one by means of some 
transformation type. This idea has been applied in many problems related with all areas 
of science and engineering, for which there exists a vast literature. Some significant 
examples are indicated in Refs [1-5]. 
 
 Many thermodynamic problems are related to the exchange of heat and work 
between a fluid and a mechanical system [4-7], as it occurs with the explosion engines. 
In these interactions between mechanical systems and fluids, the motion of the mobile 
parts is generally assumed to be regular. However, the interaction between a mechanical 
system with chaotic motions of their mobile parts and a gas at high pressure that is 
regarded as non-ideal has been less studied. In this case, the difficulty arises from the 
analysis of the chaotic motion and its interaction with the fluid as well as the need of an 
accurate state equation for the non-ideal gas [8-14]. 
 
 On the other hand, the use of one o more control systems for positioning the 
mobile parts of a mechanical system as well as to lead the state variables of the gas 
(such as pressure, volume or temperature) to a desired set point is an interesting 
problem from a practical viewpoint, even considering simple laws of linear control such 
as the proportional plus integral (PI) controller [15-17]. More complicated control laws 
such as the ones based on differential geometry are less frequent in the control of 
mechanical and thermal subsystems. Some examples of such problems can be found in 
Refs [18-20]. Other control strategies, such as partial control are potentially interesting 
to be applied in these studies [21]. 
 
 The analysis of chaotic behavior in the interaction between mechanical systems 
with mobile parts and thermal systems can be interesting in statistic mechanics and in 
problems of phase transitions [1-3], although this topic has not been widely studied. 
This is probably due to the inherent difficulty to find out when an oscillation can be 
regarded as chaotic. In this sense, the classic Melnikov’s method only provides 
necessary conditions for chaos, and the required mathematical calculations are 
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cumbersome in many cases. Other evidences of chaos such as the Lyapunov exponents 
may also be difficult to obtain [22-27]. 
 
 In this work we analyze the behavior of nitrogen regarding it as a non-ideal gas, 
since the work pressure is above the critical one. This non-ideal gas is inside a cylinder 
that is considered to be adiabatic with a mobile piston in the horizontal direction. The 
piston motion is controlled by an external force, by a nonlinear spring and by a viscous 
damper. The external force which acts over the piston has the purpose of providing the 
necessary balance between all the forces to maintain the piston motion within the 
cylinder limits as well as providing oscillatory and chaotic motions. 
 
 Two additional control systems are applied to two heating helical coils which are 
inside the cylinder with the purpose of maintaining the gas temperature at a 
predetermined set point and supplying the necessary heat to assure the stability of the 
thermal subsystem. With an adequate choice of the parameter values, it is shown that 
the piston can reach several equilibrium points as well as chaotic motions that are 
transmitted to the gas. On the other hand, it is shown that this control system allows 
decoupling between the mechanical and thermal subsystems. 
 
 The analysis of the thermal subsystem is carried out by using the Soave-Redlich-
Kwong (SRK) and the Redlich-Kwong (RK) state equations, which have three and two 
adjustable parameters respectively. Other empirical state equations with more than three 
adjustable parameters can be found in Refs [5], [28]. In addition, the variation of the 
specific heat with respect to the pressure and the fulfillment of the thermodynamic 
equilibrium condition have been analyzed. 
 
Two approximate methods (based on the Laplace transform and the linearization 
of the system) are used to verify the accurateness of the simulation results. Besides, 
chaotic motion has been verified by means of sensitive dependence, Lyapunov 
exponents and power spectral density. Finally, a discussion regarding the applicability 
of the proposed model is presented taking into account the compressibility diagram of 
the nitrogen and the stability of the control system. 
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 The system presented in this paper can be used to estimate the thermodynamic 
properties of a gas or a mixture of real gases and to compare them with experimental 
data. In addition, the design of different control strategies to achieve a prescribed 
dynamical behavior can also be investigated. A remarkable example could be the 
estimation of the first and second coefficients of Virial state equation. For this purpose, 
a control system is necessary to drive the gas pressure to a value as low as possible, and 
thus the first and second derivative of the compressibility coefficient with respect to the 
(low) pressure could be used to compare the Virial state equation with the Soave-
Redlich-Kwong and Redlich-Kwong state equations analyzed in this paper [1], [3], [5], 
[28], [29], [30].   
 
2. Description of the system and mathematical model 
 
 
 The analyzed system is formed by a closed cylinder to which a mobile piston is 
anchored by means of a nonlinear spring and a damper. Inside the cylinder there is 
nitrogen, which will be regarded as a real gas since the working pressure of the system 
is above the critical pressure (which is 33.94 atmospheres). The scheme of the device 
with two control loops is shown in figure 1 a: the control loop 1 is linear whereas the 
control loop 2 is nonlinear. The bumpers B provide a non-accessible space for the 
piston, where there are two heater helical coils C and C1 whose objective is to heat the 
gas. It is assumed that the net force of the nonlinear spring at the distance d1 is zero, 
whereas the damper is considered to be linear with a damping coefficient denoted by b. 
The atmospheric pressure is denoted by Pa, and an external control force F’(t) is applied 
to ensure a motion of the piston within the cylinder limits. Since the device is formed by 
a mechanical and a thermal subsystem, the model equations are deduced separately 
from each subsystem as follows: 
 
Figure 1 
 
a) Equation of the mobile piston. 
 
The control total force on the mobile piston is given by: 
 
 5 
( ) ( ) aF t F t S P¢= + ×                                                  (1) 
where S is the cross sectional area of the piston. In accordance with the reference system 
shown in Fig 1 it is deduced that the gas volume V(t) and the mobile piston 
displacement x(t) can be written as a function of an effective volume Ve as: 
 
( ) ( ) ( )
( ) ( )
1 1 1
1
  2  ; 2
( )
( ) ( )
                          
e
c sd e
e c sd
x t L L c x t d x t d L L c
V V t
V t S x t V V V S x t x t
S
V S d V V
= + - - = - = + - ü
ï
- ï
= × - - = - × Þ = ý
ï
= × - - ïþ
                  (2) 
 
where Vc and Vsd are the volumes of the heater coils and the spring-damper respectively. 
The nonlinear spring and the damper forces can be defined as: 
 
( ) ( ) ( )
( )
( )
3
1 1 1 2 1 1
1 1          
s
d
F t K x t d K x t d
d x t d
F t b
dt
ü= - + -é ù é ùë û ë û ï
ý-é ùë û ï=
þ
                                (3) 
 
According to Eqs (2) and (3), the motion equation of the mobile piston can be written as 
follows: 
( ) ( ) ( ) ( )
( )2 3 1
1 1 2 12
( )
d d d x td x t
m F t S P t K d d x t K d d x t b
dt dt
- -é ùë û= - × + - - + - - +é ù é ùë û ë û  
(4) 
 
where m is the mass of the mobile piston and P(t) is the gas pressure. Introducing the 
nomenclature ( )1 1 c sdd d V V S= - + , Eqs (2) and (3) allow to write the motion equation 
of the piston as a function of the gas volume V(t) to yield: 
 
2 2
3
1 2
1 12 2
( ) ( )
( ) ( ) ( ) ( )
K Kd V t S S b dV t
P t F t V t S d V t S d
dt m m m mS m dt
é ù é ù= - - - × - - × -ë û ë û      (5) 
 
b) Energy balance in the thermal subsystem. 
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Assuming that the work done on the gas is reversible and of mechanical type, the third 
Maxwell relation [1-5] allows to obtain the most general expression for the first 
principle of Thermodynamics, which can be expressed as: 
( ) ( ) ( ) ( ) ( )v rev
v
dT t dV t dV tP
nc t T P Q t P
dt T dt dt
é ù¶æ ö+ - = -ç ÷ê ú¶è øë û
                        (6) 
 
where n is the number of moles of the gas and cv(t) is the specific heat of the gas at 
constant volume, which depends on the temperature and the pressure and thus it also 
depends on the time (since both the temperature and the pressure are time functions). 
The calculation of cv(t) will be analyzed in section 4. The variable V is the gas volume 
and v = V/n is the molar volume, whereas P and T are the gas pressure and temperature 
respectively and Qrev is the reversible heat flux (Joules/s) supplied by the heating coils. 
Hereafter, an expression of the form ( )
z
x y¶ ¶ will denote partial derivation of x respect 
to y at a constant z, taking x,y and z as any of the state variables v, P, T of the gas. 
 
To model the heating coils, the following assumptions regarding the heat transmission 
are considered: 
 
· The velocity of the heating fluid in the coils is sufficiently high so that the 
variation of temperature in the coil can be regarded as negligible. 
· The fluid volume inside the coils is small, and thus its temperature remains 
almost constant. 
· The heat flux generated in the heating coil C (Fig 1) is given by: 
 
 ( )( ) s vQ t K F t=                                                (7) 
 
where Fv(t) is the flow rate of the heating fluid and Ks is a constant which 
depends on the material and the layout of the heating coils.   
· Denoting by h the overall heat transmission coefficient [6-7] and denoting by At 
the heat transmission area we can write that ( ) ( )t c s vhA T T t K F t- =é ùë û , where Tc 
is the temperature of the fluid inside the coils and T(t) is the gas temperature. 
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· Assuming that the heating coils have an external diameter Dc and an internal 
diameter dc with N turns, the constant of the heaters Ks can be estimated as 
follows:   
 
( ) ( )
3
4 1 3.5
  c c c c ss
c f
d D D hN T T kJ
K
d v m
p+ - æ ö= ç ÷
è ø
                           (8)   
 
where Ts is the set temperature of the gas and it is assumed that the control loop 
1  (see Fig. 1) maintains the gas temperature very close to the set temperature, 
i.e. ( ) sT t T» .  
 
The parameter values of the whole system are shown in table 1, and the 
justification of their choice will be discussed in the next section. 
 
Table 1 
 
 Next we are going to define the temperature control loop 1, which is a PI 
controller [15-17] defined by the following equations: 
 
( ) ( ) ( )
( ) ( ) ( )
0
1
  
t
v p s s
i
p s
p s s
i
F t K T T t T T d
K KdQ t dT t
K K T T t
dt dt
t t
t
t
üé ù
ïê ú= - + -é ùë û ïê úï
ë ûý
ï
ï= - + -é ùë û ïþ
ò
                            (9)   
 
where Kp is the proportional constant and τi is the reset time of the PI controller. The 
nonlinear control loop 2 can be defined in accordance with the layout shown in Fig 1 
through the following equations: 
 
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
1
1
 v s v s
s s v s
F t f T K F t T T t
Q t K f T K F t T T t
a b
a b
üé ù= + -é ùë ûë û ï
ý
é ù= + -é ù ïë ûë ûþ
                           (10) 
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The previous control laws can be justified as follows. The heat flux in the heater 
coil 2 (Eq (10)) is proportional to the flow rate of heating fluid in the heater coil 1 plus a 
control signal proportional to the temperature error signal. Consequently, this control 
law would become linear if f(T) = 1. However, taking into account that the thermal 
subsystem is nonlinear, the introduction of an adequate function f(T) may stabilize such 
subsystem. Therefore, the purpose of the control loop 1 is to stabilize the gas 
temperature at a desired set point temperature Ts, whereas the purpose of the control 
loop 2 is to stabilize the heat transmission to the gas by using the nonlinear function 
f(T).  Substituting Eq (10) into Eq (6) it is deduced that: 
 
( )
( )
( )
( )
( ) ( ) ( )
( )
( )( ) s
s
vv v v
Q t K f T T t dV tdT t P
Q t T T t
dt nc t nc t nc t T dt
a b
¶æ öé ù= + + - -é ù ç ÷ë ûë û ¶è ø
  (11) 
 
Taking v(t)=V(t)/n, T(t) and Q(t) as state variables, Eqs (5), (9) and (11) provide the 
mathematical model of the system. In addition, it is necessary to consider the state 
equation of the gas, for which we will analyze two state equations that are frequently 
used in the analysis of chemical engineering processes [5-28]: i) The Soave-Redlich-
Kwong (SRK) equation [9-13] and ii) the Redlich-Kwong (RK) equation [8], [14], 
which are defined as follows: 
 
i) Soave-Redlich-Kwong (SRK) equation: 
 
( ) ( )
2
0.5 2
2 2
 ; 1 1  ; 0.480 1.574 0.176
     0.42748  ; 0.08664  ;  ; 0.082
i r i
c c
r
c c c
RT a
P m T m
v b v v b
R T RT T atm liter
a b T R
P P T K mol
a
a w wé ù= - = + - = + -ë û- +
×
= = = =
×
   (12) 
 
where P, T and v are the pressure, temperature and molar volume respectively, R is 
the constant of gases, Pc and Tc are the critical pressure and temperature 
respectively, Tr is the reduced temperature and ω is a parameter called Pitzer`s 
acentric factor, which takes into account the symmetry properties of the gas 
molecule [28,30]. 
 
ii) Redlich-Kwong (RK) equation: 
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( ) 1/ 2
2 5/ 2
 ; 0.082
     0.4275  ; 0.08664c c
c c
RT a atm liter
P R
v b v v b T K mol
R T RT
a b
P P
×
= - =
- + ×
= =
                             (13) 
 
where the notation is the same as in Eq (12). It should be noted that the use of Eqs (12) 
and (13) to calculate ( )
v
P T¶ ¶  in Eq (11) implies expressing P in atmospheres and v in 
liters, so if cv is expressed in the usual units of joules/(mol·K) then the term ( )
v
P T¶ ¶  
must be multiplied by 1.0325·102 (i.e. 1.0325·105 N/m2/atm·10-3 m3/liters). As it will be 
shown later, the SRK equation provides more reliable results that the RK equation. 
 
In order to simplify the stability analysis of Eqs (8) and (10), the nonlinear 
function f(T) of Eq (10) is defined as follows: 
 
( ) ( )
( ) ( )
1 s sv
s
Q Q
f T c t
Q t K Q Ta
é ù
= - -ê ú
ë û
                                (14) 
 
where Qs is the steady state value of Q(t) and Ts is the set point temperature. 
Substituting Eq (14) into Eq (11) it is deduced that: 
 
( ) ( ) ( ) ( )
( )
( )
( ) ( )
( )
( )
( )1
 
ss s
s s
v
s
s
vv v
dT t Q t QK K
Q t Q T t T
dt n n nc t
T t T T t dV tP
K
n Q T c t nc t T dt
a b
b
a
-
= - - - + +é ù é ùë û ë û
é ù é ù- ¶æ ö+ + -ê ú ê ú ç ÷¶è øë û ë û
                 (15) 
 
To simplify the analysis of the system it is convenient to introduce the following 
deviation variables: 
( ) ( )
( ) ( )
( ) ( )
( ) ( )
      
     
s s
s s
T t T t T T t T t T
Q t Q t Q Q t Q t Q
¢ ¢= - = +ü üï ï
Þý ý
¢ ¢= - = +ï ïþ þ
                        (16) 
 
Eqs (9) and (15) can be written as follows: 
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( ) ( ) ( ) ( )
( ) ( )
( )
( )
( )
( )
( )
1
                                      
s s s
s
v v s
s
vv
dT t Q t T tK K Q
T t Q t K
dt n n nc t c t n Q t Q
T t T dV tP
nc t T dt
b a b
a
é ù¢ ¢ ¢
¢ ¢= - + + + +ê ú ¢ +é ùë û ë û
é ù¢ + ¶æ ö- ê ú ç ÷¶è øë û
   (17) 
( ) ( ) ( )p sp s
i
K KdQ t dT t
K K T t
dt dt t
¢ ¢
¢= - -                                     (18) 
 
On the other hand, for the sake of simplifying the treatment of the mechanical 
subsystem defined by Eq (5), we shall introduce the following variables: 
 
( ) ( )
( ) ( ) ( ) ( )
1    ;  
  ;  
s se s
s s
V t V t V V V S d
P t P t P F t F t F
¢ ü= - = - × ï
ý
¢ ¢= - = - ïþ
                               (19) 
 
where Vs is the accessible piston volume, Ps is an equilibrium pressure and Fs is a 
equilibrium force. Taking into account the equilibrium equations (16), Eqs (5), (18) and 
(19) allow to express the system equations as: 
 
[ ] [ ]
[ ] [ ]
( ) ( ) ( ) ( )
( )
2
31 2
2 2
2
1
( ) ( )
                ( ) ( )
                       ( ) ( ) ;   
                          
1
        
se se
s s se s
s s
v
s
K Kd V t b dV t
V t V V t V
dt m mS m dt
S S
P t P F t F V V S d
m m
dT t Q tK K
T t Q t
dt n n nc t
K
b a
¢ ¢
¢ ¢= - + - + - +
¢ ¢+ + - + = - ×
¢ ¢
¢ ¢= - + + +
+ +
( )
( )
( )
( )
( )
( )
( ) ( ) ( )
( )
( )
( )
( )
( )
( )
( )
2 2
       
1
 
s s
vv vs
s p s p s p s p
i v
s p ss
s p s
vv vs
Q T t T t T dV tP
c t nc t T dtn Q t Q
K K K K K K K K Q tdQ t
T t Q t
dt n n nc t
K K T t TQ T t P
K K K
c t nc t Tn Q t Q
b
a
b a
t
b
a
é ù é ù¢ ¢ ¢+ ¶æ ö-ê ú ê ú ç ÷¢ ¶+é ù è øë û ë ûë û
¢æ ö¢
¢ ¢= - - - - -ç ÷ç ÷
è ø
é ù¢ +é ùé ù ¢ ¶æ öë û- + + ê úê ú ç ÷¢ ¶+é ù è øê úë û ë û ë û
( )dV t
dt
ü
ï
ï
ï
ï
ï
ï
ï
ïï
ý
ï
ï
ï
ï
ï
ï
ï¢
ï
ïþ
      (20) 
 
It is important to remark that from Eqs (5) and (19) it follows that ( ) 1V t Sd-  is 
the part of the cylinder volume that is accessible for the piston motion (see Fig 1). 
Equations (20) together with the SRK or RK state equations (Eqs (12) or (13)) conform 
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the mathematical model of the device. Next we are going to analyze admissible 
parameter values for the thermal and mechanical subsystems including the control 
systems. It should be noted that we are interested in the behavior of the system in steady 
state and in oscillating regime as well as in chaotic regime, since we intend to study the 
conditions under which the SRK and RK state equations can be applied in accordance 
with the equations of the classical equilibrium thermodynamics.  
 
3 Parameter values, stability of the equilibrium points and homoclinic orbits  
 
 A careful and detailed analysis of the parameter values is necessary to warrant a 
physically valid model of the system. Therefore, in this section we are going to justify 
the parameter values shown in table 1 to analyze the stability of the equilibrium points 
of the system. In addition, we shall study the conditions under which homoclinic orbits 
and oscillating behaviors may appear. These issues will be important in the analysis of 
the chaotic behavior, as we will see later. 
   
3.1 Parameter values and equilibrium points of the thermal subsystem 
 
 Substituting the term ( )dT t dt¢ of Eq (19) into Eq (18) we obtain a pair of 
nonlinear differential equations associated to the thermal subsystem. The linear part of 
these equations has the following eigenvalues: 
 
22 2
2
3,4
1 1
4
2 2
s p s ps s
s p
i
K K K KK K
K K
n n n n n
a ab b a
l
t
æ ö æ ö
= - + ± + -ç ÷ ç ÷ç ÷ ç ÷
è ø è ø
                (21) 
 
Now we shall consider the following inequality: 
 
( )
22
2
2
4
4 s p pss p i
i s p
K K n KK
K K
n n n K K
a aba
t
t b a
æ ö
> + Þ <ç ÷ç ÷ +è ø
                (22) 
 
According to Eq (21), if the inequality of Eq (22) is fulfilled then the equilibrium 
point (Ts,Qs) will be a stable focus. On the other hand, introducing a variable factor fc 
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such that 0 < fc < 1, the inequality (22) can be transformed into an equality from which 
it is possible to obtain the maximum value of the reset time timax taking α as independent 
variable, i.e.: 
 
( ) max2
4 p
i c m i c
s p ss p
n K n
f f
K K KK K
a b
t a t
bb a
= Þ = Þ =
+
                     (23) 
 
From Eqs (23) it is possible to analyze the values of the reset time as a function 
of the values of β, Ks and Kp. Initially, the number of nitrogen moles can be 
approximated considering it as an ideal gas at a temperature of Ts = 200 K and a 
pressure of 40 atm, with which we obtain 11.494 moles of nitrogen. 
 
The value of Kp can be obtained from the equality ( )p vs c sK F T T= -  taking 
tentatively Tc – Ts = 10 K and taking
2 4vs c fF d vp= , where vf is the fluid velocity in the 
heating coils. The product 1.37050s pK K× =  has been chosen in order to obtain 
reasonable values for the control signal. Now, from Eq (8), for a fluid velocity of vf = 3 
ft/s and from values for the global heat transmission within the range 560-1400 
BTU/h·ft
2
ºF [6-7], we obtain a mean value of Ks = 7.5020·10
8 J/m3 and therefore Kp = 
1.8268·10
-9 m3/s·K. Consequently, the exact number of nitrogen moles is 15.757, which 
is deduced from Eqs (12) and (13) and from the gas volume indicated in table 1. Fig 2 
has been plotted considering the previous values. The value fc = 0.001 has been chosen 
to avoid large values for the reset time and therefore to obtain suitable values for the 
integral action (which is proportional to 1/τi). It should be noted that the value of the 
reset time coincides with the maximum between Kp and Ks in all the previously 
specified subplots, i.e. τi = τimax = 0.1576
 
s. Consequently, the values of α and β are 
given by α = 9.7262·10-11 (m3·mole·K/J2) and β = 1.3330·10-10 (m3/J), in accordance 
with Fig 2. 
Figure 2 
 
3.2 Parameter values and equilibrium points for the mechanical subsystem 
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 Taking into account that the pressure in the gas is very high, if such pressure 
were balanced only through the spring and damper then the values of K1, K2 and b 
would have to be very high, and thus the oscillation frequencies of the piston ( K1/m) 
would take prohibitive values. On the other hand, in order to study different behaviors 
of the gas it is necessary to ensure that the piston has several equilibrium points. With 
this purpose, we choose the force F’(t) in Eq (20) as follows: 
 
( ) ( ) ( ) ( )
2 2
2
12s s p se s
dV tS S b K S
F t F P t P f V t V P
m m m dt S m
¢
¢ ¢ ¢+ = + - - + -é ù é ù é ùë û ë û ë û         (24) 
 
where fp is a variable factor such that the friction effect is considered when fp = 0 and 
removed when fp = 1. It is important to remark that the control law given by Eq (24) 
decouples the thermal and mechanical subsystems, since the mechanical system acts 
over the thermal one but its dynamics is independent from the thermal system because 
the effect of the gas pressure is cancelled through Eq (24).  Substituting Eq (24) into the 
first equation (20) it is deduced that:  
 
( ) ( ) ( ) ( ) ( )
( )
2
31 2
2 2
2
2
1
1
                             
se se p
se s
d V t dV tK K b
V t V V t V f
dt m mS m dt
K S
V t V P
mS m
¢ ¢ ü
¢ ¢= - + - + - - +é ù é ù ïë û ë û ï
ý
ï¢+ + +é ùë û ïþ
          (25) 
 
On the other hand, denoting by ( ) ( ) ( ) 1p seV t V t V V t S d¢= + = - ×  the reachable 
volume of the piston when it is in an arbitrary position between the bumpers (B) and the 
end of the cylinder (see Fig 1), Eq (25) can be rewritten as follows:  
 
( )
( ) ( ) ( ) ( ) ( )
2 2
3 31 2
12 2
1p pp p p p s
d V t dV tK K b K S
V t V t f V t P
dt m mS m dt mS m
= - - - - + +           (26) 
 
Introducing the deviation variable ( ) ( )p p sV t V t V¢ = - , Eq (26) can be rewritten in 
terms of the new variable ( )pV t¢ . Consequently, in the equilibrium state with ( ) 0pV t¢ = , 
the following equation is fulfilled: 
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( ) 3 2 22 1 12 0s s s s s
K K
y V V V K V S P
S S
= - + - =                                (27) 
 
We now aim to determine the values of K1, K2, K and P1s for which we obtain 
three equilibrium points inside the accessible zone of piston movement. This means that 
Eq (27) must have a maximum and a minimum in this zone, and therefore the following 
condition must be verified: 
 
2
1 2 1 23 3   ; 1k kK K K K f K K f> Þ = >                              (28) 
 
On the other hand, denoting by d1c, d2c and d3c the respective roots of Eq (27) 
within the region of the piston movement with 1 1 3 1 2 3 ;  and c c c c cd d d L c d d d> < - < <  
(see table 1), and considering that Vsi = S.dic (i = 1,2,3) , the following relations can be 
found: 
 
2 2 3 3
1 1 2 1 42
2 2 3 3 11
2 2 1 2 2 1 0
2 2 22 2 3 3
3 3 0 3
1
1   ;   ;    ;  
1
c c c
s
c c c
c c c
S d Sd a S d
P SK SKS
S d Sd a S d a a a
K K K
S d Sd a S d
é ù é ù- - -é ù
ê ú ê úê ú- - = - = = =ê ú ê úê ú
ê ú ê úê ú- - -ë ûë û ë û
       (29) 
 
We are going to obtain the values of K1, K2, K and P1s for which three equilibrium 
points d1c, d2c and d3c inside the zone of the piston movement are obtained. For this 
purpose, the following steps are carried out: 
 
· We fix d1c and d3c, and consider a set of values for d2c which is denoted by d2cv . 
Then Eq (29) is solved for each triplet (d1c,d2cv,d3c). Next we fix a set of values 
for K1v between 50 to 500 N/m (taking into account that the piston mass is 
approximately 1 kg). From the value of a1 in Eq (29), the corresponding values 
of K2v can be calculated. 
· We choose a value fk > 1, and taking into account the previous values of K1v and 
K2v and Eq (28) the corresponding values of Kv are calculated. 
· We choose a set of tentative values for 1 1 2sv v v vP K K SK= . And finally, for a 
chosen value of P1s with P1s < P1sv we select the corresponding values of K1v, K2v 
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and Kv to obtain three roots in Eq (27). Consequently, a set of values for K1, K2, 
K and P1s for each equilibrium curve with three different roots are obtained. 
 
In Fig 3 a), a set of admissible values for K1, K2 and K are plotted as a function of 
the pressure P1s, whereas an equilibrium curve with three roots in the movement zone of 
the mobile piston is shown in Fig 3 b) for a set of admissible values K1, K2, K and P1s 
that will be used hereafter (see table 1). Fig 4 shows a set of equilibrium curves which 
have been determined taking into account the previous steps and the slopes at the 
equilibrium points P1, P2 and P3. It should be noted that the roots d1c and d3c associated 
to the points P1 and P3 are variable. This is important in the analysis of the system, since 
its behavior is very sensitive to the position of the equilibrium point because of the 
nonlinearity of the system equations (Eq. (20)) and the SRK and RK state equations 
(Eqs (12) and (13)). 
 
Figure 3 
Figure 4 
 
Once the values of K1, K2, K and P1s have been determined, we shall analyze the 
stability of the equilibrium points P1, P2 and P3 (see Fig 3 b)). 
 
3.3 Stability of the equilibrium points of the mechanical subsystem 
 
In order to analyze the stability of the equilibrium points of the mechanical 
subsystem, we shall rewrite Eq (26) as a system of two first-order differential equations. 
For the sake of simplicity in the notation, we first introduce the following parameters:  
 
2
2 21 2
2 2 2
3 2 3
; ; s s ss s s
V K V K V KK KK
p q r
m mS mS mS mS mS
æ ö æ ö= + - = - =ç ÷ ç ÷
è øè ø
                 (30) 
 
Taking into account Eqs (27) and (30), rewriting Eq (26) in term of the deviation 
volume ( )pV t¢  and introducing the variables ( ) ( ) ( ) ( )1 2;  p px t V t x t dV t dt¢ ¢= =  it is 
deduced that: 
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( )
( ) ( )
( )
( ) ( ) ( )
1 1
2 3
1 12 2
0 1 0
1 s ss p
x t x t
b
q x t r x tx t x tp f
m
é ùé ù é ù é ùê ú= +ê ú ê ú ê úê ú - -- - - ë ûë û ë ûë û
                  (31) 
 
On the other hand, considering the signs of the slopes at the equilibrium points 
P1, P2 and P3 (see Fig 3b) and Fig 4) it can be easily demonstrated that the following 
inequalities are fulfilled: 
 
1 1 3 3
1 3
2 2
2
2 22 2
1 12 2
22
12
3 32 2
0  ; 0
3 2
                                0
sP sP sP sP
s sP P
sP sP
s P
K Kdy K dy K
V V K V V K
dV S S dV S S
Kdy K
V V K
dV S S
üæ ö æ ö
= - + > = - + > ïç ÷ ç ÷
è ø è ø ï
ý
æ ö ï= - + <ç ÷ ï
è ø þ
    (32) 
 
where VsP1, VsP2 and VsP3 are the values of Vs corresponding to the equilibrium points 
P1, P2 and P3 respectively.  From Eq (30) it is deduced that ps is a quadratic function of 
Vs with a minimum at 23smV SK K= , and for this value we have that 
( )2 1 2 23 3smm p K K K K× = - +  is negative according to Eq (26). On the other hand, for 
Vs = Vsm it is deduced that qs = 0, and therefore 0sq <  for s smV V<  while 0sq >  for  
s smV V> . Taking into account that the values of Vs for which ps = 0 are given by 
( )21 21 1 3s smV V K K K= ± - , it follows that ps > 0, qs <0 and rs > 0 at point P1, 
whereas ps < 0, qs = 0 and rs > 0 at point P2 and ps > 0, qs > 0  and rs > 0 at point P3. 
According to the previous reasoning and taking into account Eq (32), the eigenvalues of 
the linear part of Eq (31) at points P1 and P3 are given by: 
 
( )
2 2
2
1,2 2
11
1
2 2
p
p s
fb b
f p
m m
l
-æ ö
= - - ± -ç ÷
è ø
                                 (33) 
 
From Eq (33) it is deduced that for fp < 1 a stable focus (node) appears at P1, 
whereas for fp > 1 an unstable focus (node) appears at P3. On the other hand, the value 
fp = 1 leads to a pair of pure complex conjugate eigenvalues, for which Eq (32) allows 
to determine the integral curve as: 
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2 2 3 4
2 1 1 1
2 1
3 2s s s
x p x q x r x C= - - - +                                       (34) 
  
where C is a constant which depends on the initial conditions. From a geometric 
viewpoint, the plot of x2 versus x1 obtained from Eq (34) is a closed curve which is 
symmetric with respect to the axis x1, and therefore the system is periodic. 
 
3.4 Homoclinic orbits 
 
 In accordance with the previous results, in this subsection we are going to 
investigate the conditions which lead to an homoclinic orbit when the values of K1, K2, 
K and P1s have be chosen to obtain three equilibrium points P1, P2 and P3, being P2 a 
saddle (see Fig 3 b), Fig 4 and Eq (33). Taking into account Eqs (20) and (25) and 
assuming that fp = 1 (i.e. the control law cancels the viscous friction and consequently 
P1 and P3 are weak focuses), the equations of the mechanical subsystem can be 
rewritten as follows: 
( ) ( ) ( ) ( ) ( ) ( )
2
2 3
2
2
2 21 2
2 2 2
2
3 21 2
12
    ;  
3 2 3
  ;    ;  
              
h
se se se
h se se se s
d z t
pz t qz t rz t I z t V t
dt
V K V K V KK KK
p q r
m mS mS mS mS mS
K K K S
I V V V P
m mS mS m
¢= - - - + =
= + - = - =
= - - + +
                (35) 
 
where for simplicity of notation the variable z(t) has been introduced. Note that the 
signs of p, q and Ih will be positive or negative depending on the values of K1, K2, K, 
P1s. Therefore, we can choose different values for the previous magnitudes to determine 
the values of Vse for which p, q  and Ih are positive as shown in Fig 5. It should be noted 
that there is a small range of values for xse for which a homoclinic orbit can appear. 
 
Figure 5 
 
Introducing the coordinates z1(t), z2(t) and considering the polynomial P(z1) 
whose intermediate root z10 coincides with the horizontal coordinate of the saddle point 
P2 (see Figs 3 b) and 4), Eq (35) can be rewritten in the form: 
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( ) ( )
( ) ( ) ( ) ( )
1 2 2 3
1 1 1 12 3
2 1 1 1
( ) h
h
z t z t
P z pz qz rz I
z t pz t qz t rz t I
= üï
= - - - +ý
= - - - + ïþ
       (36) 
 
Eqs (36) can be integrated to yield: 
 
2 2 3 4
2 1 1 1 1
2 3 4
10 10 10 10
1 1 1 1
2 2 3 4
1 1 1
   
2 3 4
h
h
z pz qz rz I z C
C pz qz rz I z
ü= - - - + + ïï
ý
ï= + + -
ïþ
                                 (37) 
1
1
1
4 3 2
1 1 1 1 0
1 2
2 2
2 3
f
i
z t
hz
dz
dt
rz qz pz I z C
=
- - - + +ò ò                              (38) 
 
where z1i and z1f are arbitrary values for the initial and final values of z1 respectively. 
The polynomial inside the root of Eq (38) can be decomposed through direct 
polynomial division, so it holds that: 
 
  
( ) ( ) ( )4 3 21 1 1 1 1 1 10 2 1
2 3 4
10 10 10 10
1 2
2 2
2 3
2 1
                 2 2 0
3 2
h
h
P z rz qz pz I z C z z P z R
R I z pz qz rz C
= - - - + + = - +
= - - - - º
               (39) 
where the rest R of the polynomial division is zero in accordance with Eq (37), and 
therefore z10 is root of the polynomial P1(z1). In an analogous way, the polynomial 
P2(z1) can be decomposed as: 
( )
( ) ( )
3 2 2
2 1 1 10 1 10 10 1
2 3
10 10 10 1 10 3
1 2 1 2 1
2 3 2 3 2
2 1
     2
3 2h
P z rz q rz z p qz rz z
I pz qz rz z z P z
æ ö æ ö= - - + - + + +ç ÷ ç ÷
è ø è ø
é ùæ ö+ - + + = -ç ÷ê úè øë û
                (40) 
where the polynomial P3(z) is defined as follows: 
 
( )
( ) ( )( )
2 2 2
3 1 10 1 10 10 1 1
2
3 1 1 1 1 1 1
1 2 3 4
2 3 2 3
                       
P z rz rz q z rz qz p az bz c
P z az bz c z za b
æ ö æ ö= - - + - + + = + +ç ÷ ç ÷
è ø è ø
= + + = - -
        (41) 
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being α1 and β1 the smallest and greatest roots of the polynomial P3(z1) respectively. 
Therefore, the integral given by Eq (38) can be developed through the expression: 
 
( ) ( )( )
1
1
1
1 10 1 1 1 1
0
f
i
z t
z
dz
dt
z z z za b
=
- - -ò ò                                (42) 
  
The results of the calculations in Eq (42) are the following ones: 
 
· For the left lobe: 
( ) ( )
( )
( ) ( ) ( )
( ) ( ){ }
2 2 2
1 1 1 1 1 1
1 2 22 2
2 2
1
1
th 2 th 2
  ;  
th 2 ch 2 th 2
L L
t t t t
z t z t
t t t t t
b g a g b a g
g g g
+ -
= = ±
+ é ù+ë û
          (43) 
· For the right lobe: 
( ) ( )
( )
( ) ( ) ( )
( ) ( ){ }
2 2 2
1 1 1 1 1 1
1 2 22 2
2 2
1
1
th 2 th 2
  ;  
1 th 2 ch 2 1 th 2
R R
t t t t
z t z t
t t t t t
b a g g b a g
g g g
+ -
= = ±
+ é ù+ë û
          (44) 
where the parameters g and t1 are given by: 
 
( )( ) 1 10 110 1 1 10 1
1 10
  ;  
z
z z t
z
a
g a b
b
- -= - - =
-
                                  (45) 
 
By using the Eqs (43)-(45) we obtain several homoclinic orbits for the 
parameters values of K1, K2, K and P1s that appear in Figs 4 and 5, as it can be observed 
in Fig 6. The effect of such homoclinic orbits will be analyzed in connection with the 
chaotic behavior of the system. 
Figure 6 
 
3.5 Analysis of the oscillating motion 
 
 The results of the subsections 3.3 and 3.4 can be used to analyze the periodic 
orbits and to verify the previous analytical calculations as well as the adequate choice of 
the parameter values from a physical viewpoint. It should be recalled that points P1 and 
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P3 are weak focuses, and according to Eqs (32)-(34) the piston has a periodic motion 
whose properties can be studied from Eqs (32). For the sake of notation simplicity, Eqs 
(32) can be written for fp = 1 as follows: 
 
( ) ( ) ( ) ( ) ( ) ( )
2
2 2 3 2
12
  ;    ;  s s s
d x t
x t q x t r x t p x t x t
dt
w e e w ¢+ = - - = º                (46) 
 
where the parameter ε is considered to be small in order to apply the successive 
approximations method based on the Laplace transform [15]. Essentially, we are 
assuming that the function ( ) ( )2 3s sq x t r x t- -  represents a perturbation so that for ε = 0 
Eq (46) is reduced to a harmonic oscillator, whereas for ε = 1 Eq (46) reduces to the 
equation whose approximate solution we want to obtain. We will assume that the 
independent variable x(t) and the frequency ω2 can be expanded as follows: 
 
 
( ) ( ) ( ) ( )21 2 3
2 2 2
1 2 3
.....
     ......
x t x t x t x t
C C
e e
w w e e
ü= + + + ï
ý
= + + + ïþ
                                  (47) 
 
where the constants ω1, C2, C3… must be calculated in the recursive process. 
Substituting Eqs (47) into Eq (46) and taking Laplace transform (denoted by L and 
denoting by s the Laplace transform variable) in Eq (47) with initial conditions 
( ) ( )0  ; 0 0ox A dx dt= = , the following set of recursive equations are deduced: 
 
( ) ( )
( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
0 2 2
1 1 0
1 2 2
1 2 2 1
2 2 2
1 3 3 1 2 2 22 3
2 3
s 1 s 1
2
s 1 2 s 1
s X s sA
s X s C X s q x t r x t
s X s C X s C X s q x t x t r x t x t
e w
e w
e w
® + =
é ù é ù® + = - - -ë û ë û
é ù® + = - - - -é ùë û ë û
L L
L L
 
(48) 
 
The first order approximation is simply the cosine function ( )1 0 1cosx t A tw= , 
from which the second Eq (48) allows to obtain its Laplace transform X2(s). Then the 
inverse Laplace transform of X2(s) provides the second order approximation x2(t) as: 
 
 21 
( )
2 2 2
2 0 0 0 0
2 1 1 12 2 2
1 1 1 1
3 3 3
0 0 0
1 1 12 2 2
1 1 1
sin cos 2 cos
2 6 3 2
3
        sin cos3 cos
8 32 32
s s s
s s s
C A q A q A q A
x t t t t t
r A r A r A
t t t t
w w w
w w w w
w w w
w w w
= - + + - -
- + -
              (49) 
 
Since the solution is periodic, the non-periodic terms in 1sint tw must be 
cancelled, and therefore the constants C2 and ω1 can be determined. Besides, the second 
order approximation is known from Eq (49), so we obtain that: 
 
2 2
20 0
2 1
3 3
  ;  
4 4
s sr A r AC w w= - = +                                   (50) 
  
Although the calculations are somewhat cumbersome, the third Eq (48) allows to 
obtain the third-order approximation as: 
 
  
2 4 3 2 2
0 0 0
3 2 2 2 2
1 1 1 1
2
2 2 2 2
1 0 0
47 5
    
256 4 12
1 3 1 3
2 4 4 4
s s s s
s s
r A q r A q A C
C
r A r A C
w w w w
w w w
= - + - = -
æ ö æ ö= + + + +ç ÷ ç ÷
è ø è ø
                          (51) 
 
The expression for the third-order approximation x3(t) is similar to the one of Eq 
(49) but with eleven terms, as it is shown in the Appendix. This approximate analytical 
solution x3(t) shows that the periodic motions are stable. To corroborate this issue, the 
values of ps and qs in Eq (31) have been obtained for the weak focuses P1 and P3 
(equilibrium points in Fig 3 b)).  Fig 7 a) depicts two integration curves in the phase 
plane ( ) ( )p px t x t- , where xp(t) denotes the piston position. It should be noted that 
these curves are closed around the equilibrium points P1 and P3 in accordance with Eq 
(34). This behavior is only possible in the zones where ps > 0, according to the previous 
discussion regarding the sign of ps, qs and rs (see Eq (31)). Thus it is impossible to 
obtain an oscillating motion for piston positions such that ps < 0. 
 
 Fig 7 b) depicts the homoclinic orbit for the parameter values indicated in Table 
1 together with the two periodic orbits plotted in Fig 7 a). The parameter values are ps1 
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= 55.5681, qs1 = -3.8683·10
4
, rs1 = 6.1097·10
6 for point P1 and  ps3 = 48.6927, qs3 = 
3.7020·10
4
, rs3 = 6.1087·10
6 for point P3.  
 
On the other hand, Fig 7 c) shows the exact temporal response of the mechanical 
subsystem and the approximate one deduced from Eqs (A6)-(A9) (see the Appendix) 
assuming an initial amplitude of 0.0388 m for the equilibrium point P1. It is clear that 
the exact and approximate simulation results are very close, and indeed the exact 
simulation period is 0.9225 s whereas the approximate one deduced from Eq (51) is 
0.9087 s, i.e. with a relative error of 1.5 %. 
 
To conclude this section, Fig 7 d) shows the case of the equilibrium point P3 
assuming an initial amplitude of 0.0648 m. The exact simulation period is 0.8935 s and 
the approximate one is 0.8559 s, i.e. with and error of 4.2 %. Although the 
approximation is still reasonable, a more accurate result could be obtained by 
considering the fourth-order approximation. 
 
Figure 7 
 
4 Analysis of the steady-state and oscillating behavior of the system 
 
 Once the parameter values have been determined and the structure of control 
system has been defined, we are going to analyze the behavior of the whole system 
given by Eqs (20) and (24) taking into account the SRK and RK state equations given 
by Eqs (12) and (13) respectively. However, before carrying out this study it is 
necessary to determine the specific heat for the nitrogen at constant volume cv(T) in Eqs 
(20). For this purpose, the specific heat of the nitrogen at constant pressure cp(T) can be 
obtained at low pressure values as [29]: 
 
( ) 3 5 2 9 3 13 429.342 3.5395.10 1.007.10 4.3116.10 2.5935.10pc T T T T T- - - -= - + - +    (52) 
 
where T is the temperature (in K) and cp(T) is expressed with units of Joules/(mole·K). 
Once the specific heat at constant pressure cp(T) is known, the specific heat at constant 
volume cv(T) is obtained as [1-5] [28], [30], [31]: 
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2 2
p v
T P
P v Tv
c c T
v T
b
k
¶ ¶æ ö æ ö- = - × =ç ÷ ç ÷¶ ¶è ø è ø
                                      (53) 
 
where β is the coefficient of isobaric expansion and κ is the coefficient of isothermal 
compressibility, which are defined as follows: 
 
1 1
  ;  
P T
v v
v T v P
b k
¶ ¶æ ö æ ö= = -ç ÷ ç ÷¶ ¶è ø è ø
                                     (54) 
 
The coefficients β and κ can be obtained from the state equations given by Eqs 
(12) and (13). Therefore, Eqs (52) and (53) allow to determine the specific heat at 
constant volume which appears in Eqs (20). On the other hand, since the values of cp(T) 
given in Eq (52) are determined at low pressure, it is necessary calculate the variation of 
cp(T) with respect to the pressure by means of the following equation [4-5], [28], [30]: 
 
2
1
2
2
P
p
P
P
v
c T dP
T
æ ö¶
D = - ç ÷¶è øò                                              (55) 
 
where P1 is a low pressure value (i.e. between 0.5 and 1 atm) and P2 is the nitrogen 
pressure in the cylinder at each time instant. Since the gas behavior is very sensitive to 
small changes in any of the state magnitudes P, v and T, to avoid numerical problems in 
the simulation process it is convenient to carry out the calculations as follows: 
 
i) For the SRK state equation: 
The value of ( )
P
v T¶ ¶  is deduced from Eq (12) through the derivate at constant 
pressure, so it follows that: 
 
( )( )
( )
( )( )
( )
( ) ( )( )
( )
( )
( )
( )
1
2 2
2
22
2 2P
a T v b
R
v v b Rv v b a T v b f vv
a v b v bT f vRT v bv b
Pv v b a
v b v v b v v b
a
a
a
a
¶ ¶ -
-
+ + - ¶ ¶ -¶æ ö = = =ç ÷ + -¶ é ùè ø - -- + - ê ú- + +ë û
    (56) 
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The variation of the specific heat at constant pressure with respect to the 
pressure can be calculated from Eqs (55) and (56) as follows: 
 
( )
( )( ) ( ) ( ) ( )( )
( )
2
1
1 2 1 2
2
2
P
p
P
P
f v v f v f v f v v v
c T T dP
f v T
é ù¶ ¶ - ¶ ¶ ¶æ öD = - ê ú ç ÷¶è øê úë ûò              (57) 
 
On the other hand, it should be taken into account that: 
 
( )
( )
( )2 22
2
T
a v bP RT
v v b v v b
a +¶æ ö = - +ç ÷¶è ø - +
                                     (58) 
 
Eqs (56) and (58) provide the values of β and κ in Eqs (54), and therefore the 
specific heat at constant volume and at high pressure can be estimated from Eqs (53) 
and (57). 
 
ii) For the RK state equation: 
The calculations are similar to the previous case, and the variation of the volume with 
respect to temperature at constant pressure is given by: 
 
( ) ( )
( )
( )( )
( )
( ) ( ) ( )
( )
( )
( )
( )
3/ 2
3/ 2
1
1/ 2 2 2
21/ 2
22
1 2
1 2
2 2P
aT v b
R
v v b Rv v b aT v b f vv
aT v b v bT f vRT v bv b
Pv v b aT
v b v v bv v b
-
-
-
-
-
+
+ + + -¶æ ö = = =ç ÷ + -¶ é ùè ø - -- + - ê ú- ++ ë û
   
(59) 
The previous equation can be applied taking into account the RK state equation to 
obtain the specific heat at constant volume. The simulation process is carried out as 
follows: 
· We take Ts = 200 K as the set point temperature and an initial pressure of Ps = 
40 atm, which are far away from the critical point (Tc = 126.1 K, Pc = 33.94  
atm). 
· We choose the initial conditions by using the deviation variables stated in Eqs 
(20) and (24), like for instance x0 = [0.01Vse 0 0.01*Ts 0]. The value of the heat 
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in steady state is then calculated from the flow rate of the heating fluid 
s s seQ K F=  with Fse = 8.9771.10
-6
 m
3
/s and Qs = 6.8525 kJ/s.  
· With the previous values of Ts, Ps, and Vs = 0.006 m
3 (initial gas volume), the 
mole number n is determined from the SRK and RK state equations. 
In each simulation step, the molar volume is calculated from the value of V’(t) 
(Eq (20)) as follows: ( )( )( ) 1000 sev t V t V n¢= +  (liters/mole). The pressure is 
calculated with the temperature T´(t) + Ts obtained in the previous iteration. 
Next, the compressibility coefficient ( ) ( ) ( ) ( )z t P t v t RT t= and the piston 
displacement  ( ) ( )p se c sdx t V t V V V S¢= + + +  are calculated. 
· The values of β and κ are calculated from Eqs (54). Next, from Eqs (56), (57) 
and (53) the specific heat at constant volume is evaluated, and therefore we have 
all the required magnitudes to determine the state variables of Eq (20) for the 
next iteration. 
 
Fig 8 depicts the simulation results, which have been obtained by using a fourth-
order Runge-Kutta integration scheme with a simulation step of 0.005 s. The set point 
of the piston position is the corresponding one to point P3 (see Figs 3 b) and 7 b)), and 
the set point temperature is Ts = 200 K. In addition, it is assumed that fp = 0 in the 
control law given by Eq (24), i.e. the friction effect is considered. 
 
Fig 8 a) shows that the set point is reached after 10 s according to the results given 
in Eqs (32) and (33). Besides, Fig 8 b) depicts the plots of the gas temperatures Tg1(t) 
and Tg2(t) obtained from the SRK and RK state equations respectively. It should be 
noted that the gas temperature remains with very small oscillations around the desired 
set point due to the action of the PI controller (see Fig 1). Consequently, the process can 
be regarded as almost isotherm from a thermodynamic viewpoint. In addition, in Fig 8 
b) an approximate solution of the system temperature Ta(t) assuming the SRK state 
equation is plotted. This approximated solution has been obtained as it is explained 
below.  
 
It should be recalled that when 0dv dt¢ »  (i.e. when the system reaches a behavior 
close to the steady state), Eq (17) can be rewritten as follows: 
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 ( ) ( ) ( ) ( ) ( )
( )1
s s s
vm vms
dT t Q t T tK K K
T t Q t
dt n n nc n ncQ t Q
b a b b
a
¢ ¢ ¢ é ù
¢ ¢» - + + + +ê ú¢+é ù ë ûë û
           (60) 
 
where cvm is the constant mean value of the specific heat at constant volume. Expanding 
on the term ( )1 1 sQ t Q¢+  and assuming that the product of the deviation variables 
( ) ( )T t Q t¢ ¢  is small, Eq (60) can be rewritten in linear form to yield: 
 
( ) ( ) ( )1s
vm vm
dT t K
T t Q t
dt n c n nc
ab
a
¢ æ ö
¢ ¢» + +ç ÷
è ø
                                   (61) 
 
Eliminating Q’(t) between Eqs (18) and (61) we obtain a second order linear 
differential equation, which expressed in terms of the absolute variable T(t) (T’(t) = T(t) 
- Ts) can be integrated from initial conditions ( ) ( ) ; i iT t dT t dt to give: 
 
( ) ( ) ( ) ( ) 2
2
2
1
exp sin 1
1
1 1
2   ;  
                            1   ;  for 
i
a i n n
n
s ps s
n s p n
vm vm i vm
n i i
dT t
T t T t t t
dt
K KK K
K K
n nc n c n nc
t t t
dw w d j
w d
a ab
dw w
a t
j w d
é ù= + - - -
ë û-
æ ö æ ö
= + - = +ç ÷ ç ÷
è ø è ø
= - ³
              (62) 
 
where the phase angle φ depends on the initial time ti for which the approximation given 
by Eqs (62) is obtained. The results of Fig 8 b) indicate that Ta(t) is close to the 
temperature Tg1(t) obtained with the SRK state equation. In addition, the previous 
reasoning shows why the behavior of the system is oscillating with decreasing 
amplitude. In Figs 8 c) and 8 d), the heat generated in the heating coils and the 
respective pressures for the SRK and RK state equations are plotted showing that the 
results are very similar for the generated heat, but that there is a small divergence in the 
pressure (in steady state, the SRK equation leads to 40 atm whereas the RK equation 
leads to 39.5 atm). Thus we have demonstrated that both the mechanical and thermal 
subsystems are suitably controlled. 
 
Figure 8 
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To corroborate the calculations from a thermodynamic viewpoint, Fig 9 a) 
shows the specific heats at constant pressure and volume for the SRK and RK state 
equations (see Eqs (52)-(59)). It should be noted that there are differences between the 
two state equations, especially with regard to the specific heat at constant volume. 
Nevertheless, the well known inequality cp > cv of Thermodynamics is fulfilled for both 
state equations. 
 
 Fig 9 b) shows the variation of the compressibility coefficient. It has been 
corroborated that the values for z obtained from the SRK equation are closer to the 
experimental values reported for the nitrogen than the ones for the RK equation [5], 
[28], [30-31]. On the other hand, Fig 9 c) shows the function given by: 
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It is well known that a system is in thermodynamic equilibrium [1-5] [28], [30-
31] if Eq (63) is fulfilled. To analyze this issue for the SRK and RK state equations, the 
product F1F2F3 has been plotted as a function of the time in Fig 9 c). It is interesting to 
remark that the SRK state equation leads exactly to F1F2F3 = -1, whereas for the RK 
state equation F1F2F3 remains oscillating around -0.86. Therefore it is possible to ensure 
that the simulation results obtained from the SRK state equation represent better the 
thermodynamic process than the ones for RK state equation. Additionally, F1, F2 and F3 
are separately plotted in Fig 9 d) to emphasize that their values are quite far away from 
unity, which does not contradict the fact that their product is exactly equal to -1 in the 
case of the SRK state equation. 
 
Figure 9 
  
Fig 10 shows an example of oscillating behavior obtained from the analysis 
carried out in subsection 3.5. Fig 10 a) shows the piston motion, whose angular 
frequency is close to the one obtained from Eq (51). Besides, Fig 10 b) shows that the 
temperature (for the SRK and RK state equations) remains with oscillations around the 
set point Ts = 200 K due to the PI control action, whereas Fig 10 c) shows an oscillating 
behavior for the heat generated in the heating coils. Finally, the product of the functions 
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F1, F2 and F3 given by Eq (63) is plotted as a function of time in Fig 10 d). As in the 
previous case, the SRK state equation leads exactly to F1F2F3 = -1, and the same 
considerations of Figs 9 c) and d) can be made. 
 
Figure 10 
 
5 Chaotic behavior of the system 
 
 The purpose of this section is to investigate the conditions which lead to chaotic 
motions of the piston and how this behavior can affect the time evolution of the thermal 
variables. Additionally, the fulfillment of thermodynamic equilibrium condition given 
by Eq (63) will be analyzed in the presence of chaos assuming the SRK and RK state 
equations. For this purpose, the calculation of the homoclinic orbits carried out in 
subsection 3.4 will be used to apply the Melnikov method [22-27] with the aim of 
obtaining sufficient conditions for chaotic behavior.   
 
It should be recalled that the homoclinic orbits for the mechanical subsystem are 
known according to Eqs (43)-(45), whereas the control law given by Eq (24) implies a 
decoupling between the mechanical and thermal subsystems. Consequently, considering 
a small harmonic disturbance on the control law which acts over the piston motion and 
assuming that there is friction, Eqs (36) can be rewritten as follows: 
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where d = b/m whereas e > 0 is a small perturbation parameter to account for the effect 
of the harmonic disturbance and the friction effect. From Eqs (43) and (64), the 
Melnikov function for the left lobe of the homoclinic orbit (see Figs 6 and 7) can be 
written as follows: 
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Similar expressions to the ones of Eq (65) can be obtained for the right lobe. 
Next we obtain Melnikov’s functions (with zeros) for different values of Ap and ωp, and 
the combination of these values provides a sufficient condition for chaotic behavior [26-
27], [32] as shown in Fig 11. 
 
 Fig 11 a) depicts the curve 2 1pA I Id= plotted as a function of the disturbance 
frequency ωp. It is interesting to remark that a combination of values (ωp, Ap) below or 
at the curve cannot lead to chaotic behavior, so we can ensure that chaos does not 
appear with the values indicated at points P1 and P2. However, point P3 may lead to 
chaotic behavior. Fig 11 b) shows several Melnikov functions which have been obtained 
for the following values: 
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where Ap and ωp have units of m
3/s2 and rad/s respectively. It should be noted that the 
Melnikov function has no zeros for Ap = 2·10
-3
 and Ap =1.15·10
-2, so the chaotic motion 
cannot appear for such values.  
 
Figure 11 
  
Fig 12 shows the time evolution of the pressures, specific volumes, temperatures 
and compressibility coefficients obtained with the SRK and RK state equations with Ap 
= 0.02 m
3
/s
2 and ωp = 5.2 rad/s (which according to Fig 11 are in the potential chaotic 
zone). The initial conditions and simulation values are the same as the ones indicated in 
the previous section. It should be noted that the behaviors of the pressure, specific 
volume, the temperatures and compressibility coefficient in Figs 12 a), b) c) and d) 
seem to be chaotic, although the temperatures remain with small oscillations around the 
set point due to the PI control action. On the other hand, the pressure values of Fig 12 a) 
are greater than pressures in steady state and in oscillating regime shown in Fig 8 d). It 
is important to remark that the differences between the values of the state variables 
shown of Fig 12 are simply due to the fact that they have been calculated with the SRK 
and RK state equations, which provide different results. 
 30 
Figure 12 
 
To elucidate whether the results of Fig 12 are chaotic, we are going to calculate 
the sensitive dependence when the system is simulated with two very close initial 
conditions. Besides, we shall calculate the power spectral density and all the Lyapunov 
exponents of the system given by Eqs (12), (20) and (24) with fp = 0 (to account for the 
friction effect). The power spectral density is calculated from the Fourier transform 
[32], and for the Lyapunov exponents we consider the following vector field: 
 
( ) ( )
( ) ( ) ( ) ( ) ( )
( ) ( )
( )
( )
( )
1
1 2
3 21 2
2 1 1 2 12
3
3 3 4
4
                                                    
sin
1
                     
se se se p p
ss s
s
v s
dx t
f x t
dt
K K b K
f x t V x t V x t x t V A t
m mS m mS
Q x tK K
f x t x t K
n n c t n x t Q
w
bb a
a
= =
= - + - + - + + +é ù é ù é ùë û ë û ë û
é ù
= - + + +ê ú
+ë û
( )
( )
( )
( )
( )4 3 2 4 3 3                    ;     
s ps
s p
vv v i
K Kx t x t T P
x t f K K f x
nc t nc t T t
ü
ï
ï
ï
ï
ï
ý
+ ï
é ù ïë û
ï
é ù+ ¶æ ö ï+ - = - -ê ú ç ÷ ï¶è øë û þ
 
(67) 
being: 
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where v is the molar volume in liters/mol and x1(t) is the deviation volume in m
3. Now it 
is necessary to linearize the vector field given by Eqs (67) throughout a trajectory as 
well as to apply the Gram-Smidth orthogonalization method [32], [36]. Since Eqs (67) 
are not autonomous, for numerical purposes it is convenient to transform it into an 
autonomous by introducing the variable ( )5 px t tw= , which implies that ( )5 px t w= . A 
way to check the correctness of the results is to solve the system of equations (67) and 
(68) with the purpose of checking that the sum of Lyapunov exponents approximately 
coincides with average of the vector field divergence. For this purpose, the Runge-Kutta 
and Runge-Kutta-Felhberg methods have been used both with a simulation step of 0.002 
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s. Both methods have provided almost the same results, which is an indicator of the 
correctness of the numerical simulations. 
 
Fig 13 a) depicts two simulations xp(t) and xpd(t) of the piston position assuming 
the SRK state equation for two very close initial conditions. It should be noted that from 
approximately t = 23 s the oscillations are completely different, and thus the system 
exhibits sensitive dependence. In Fig 13 b) the error defined as E = xp(t) – xpd(t) is 
plotted as a function of the time, once again showing sensitive dependence as a clear 
indicator of chaos. 
 
In Fig 13 c) the Lyapunov exponents of the whole system have been plotted 
showing that there are two positive exponents, two negative ones and one null exponent 
(the one associated to the oscillation variable x5(t)). This result is a clear indicator that 
the oscillations shown in Fig 12 and Fig 13 a) are chaotic. Furthermore, it should be 
noted that it is not very frequent to obtain two positive Lyapunov exponents 
(hyperchaotic system), since the most common situation in chaotic systems is to obtain 
a single positive Lyapunov exponent. The values of the Lyapunov exponents at t = 150 
s are the following ones: 
 
[ ]1.031587 0.020587 0.047190 1.848809 0LY = - -                 (69) 
 
Fig 13 d) shows the sum of the Lyapunov exponents together with the 
divergence of the vector field given by Eqs (67). It is interesting to remark that after a 
short transient the sum of the Lyapunov exponents remains approximately constant and 
equal to a value of -0.84382, around which the divergence of the vector field remains 
oscillating with small oscillations. Thus the following approximation is fulfilled: 
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To verify that the approximation of equation (70) is fulfilled, the relative error between 
5
1
i
i
LY
=
å  and divf  is defined as: 
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where tm is the simulation time, f  is the vector field whose components are given by 
Eqs (67) and (68) and t1 is a time which is arbitrarily selected when the transitory state 
in the numerical computation becomes small. The previous equation has been implanted 
with the simulation results that arise from the Runge-Kutta and Runge-Kutta-Felhberg 
integration methods for a simulation step of T = 0.002 s, and both methods lead to an 
average relative error of approximately 0.18 %. This is another indicator of the 
correctness of the simulation results. 
 
Figure 13 
  
In Fig 14 a) the power spectral density for the gas volume calculated through the 
SRK state equation shows a broadband spectrum with decaying oscillations, which is a 
characteristic feature of a chaotic signal [32]. In addition, the peak of the applied 
external disturbance with ωp = 5.2 rad/s can be clearly distinguished within the 
spectrum. Fig 14 b) shows the specific heats cp at constant pressure calculated for the 
SRK and RK state equations and the corresponding specific heat cv at constant volume. 
As in the case of steady state behavior indicated in Fig 9 a), the thermodynamic 
inequality cp > cv is fulfilled. On the other hand, the product F1·F2·F3 given by Eq (63) 
is shown in Fig 14 c). Like in the previous cases of steady state (Fig 9 c)) and oscillating 
behavior (Fig 10 d)), F1·F2·F3 is exactly equal to -1 for the SRK state equation, whereas 
it remains oscillating around -0.86 for the RK state equation. Fig 14 d) shows the plot of 
the function F1·F2·F3 + 1 for the SRK state equation to remark that the relation F1·F2·F3 
+1 = 0 is fulfilled with a very low error, which is exclusively due to the computational 
calculation. 
 
Figure 14 
Figs 15 a) and b) show two strange attractors, where it has been assumed that the 
piston position is constrained between 0.18 m and 0.9 m. In Fig 15 a) we can clearly 
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appreciate the presence of two attraction basins as well as how the homoclinic orbit is 
destroyed due to the harmonic disturbance on the piston motion. On the other hand, Fig 
15 b) shows that the control force applied to the piston can be regarded as physically 
feasible, in accordance with the discussion of the mechanical parameter values of 
section 3. 
Figure 15 
 
5.1 Procedure to obtain a desired gas behavior from a chaotic regime 
 
In this section we demonstrate the possibility of changing the controller structure 
so that the chaotic behavior is destroyed at a certain time instant, after which the gas 
temperature and pressure will reach a prescribed behavior. For this purpose, the 
following two hypotheses will be assumed: i) The gas is outside of the biphasic zone at 
sufficiently high pressures and low temperatures above the critical point. ii) Only the 
Soave-Redlich-Kwong state equation will be considered. 
  
In order to modify controller, for at t³  the control force applied to the mobile 
piston given in the first Eq of (20) is changed to: 
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where ( )dV t¢  is a prescribed volume for the gas, ωnF  is a natural oscillation frequency 
and δF is a damping coefficient such that 0 1Fd< < .  Substituting Eq (72) into the first 
Eq of (20) it is deduced that: 
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Introducing the error variable ( ) ( ) ( )V de t V t V t¢ ¢= - , Eq (73) and its solution can be 
expressed as: 
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where C is an arbitrary constant and f is an arbitrary phase, which both depend on the 
initial conditions. From the previous equation is clear that ( )lim 0t Ve t®¥ =  and 
therefore ( ) ( )dV t V t¢ ¢®  as t ®¥ , so by choosing adequate values for ωnF  and δF the 
mobile piston can reach a prescribed behavior. 
 
Next, the thermal subsystem must be analyzed. It should be recalled that the 
equation of thermal balance can be written in deviation variables according to Eqs (11) 
and (16). Additionally, we assume that the nonlinear function f(T) of Eq (14) is chosen 
so that it verifies the following equation: 
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where KPT and τiT are the proportional and integral constants of a PI controller, whereas 
ta is an arbitrary time from which the new control law is applied. It should be noted that 
when this control law is substituted into Eq (11), by using the deviation variables of Eq 
(16) the following equations are obtained: 
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It is clear that Eqs (74) and Eq (76) are similar, so by changing the control law at t = ta 
it will be possible to drive the motion of the mobile piston and the gas temperature to a 
prescribed state which is defined by the variables ( ) ( )  and  d dV t T t¢ ¢ . This reasoning has 
been implemented by defining the respective desired values Pd(t) and Td(t) for the gas 
pressure and temperature as follows: 
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where P0, T0, Pa, Ta are chosen to obtain a trajectory far away from the critical point, 
and ωt is an angular frequency which defines the number cycles (together with the 
maximum simulation time). From the values of Pd(t) and Td(t), the desired volume of 
the gas Vd(t) is calculated through the Soave-Redlich-Kwong state equation given by Eq 
(12). Next, deviation variables are introduced and it is assumed that the control law is 
changed at t = ta = 9.99 s with the following parameter values: P0 = 150 atm > Pcr = 
33.94 atm, T0 = 230 K > Tc = 126.1 K, Pa = 50 atm, Ta = 50 K and ωt = 0.628 rad/s. As 
it can be appreciated in figure 16, after a short transitory the gas pressure P(t) and 
temperature T(t) clearly tend to follow the desired values Pd(t) and Td(t) respectively. 
 
Finally, it should be noted that both the gas pressure and temperature oscillate 
chaotically for t < ta. However, due to the effect of the PI control for the temperature 
defined in Eq (9), the amplitude of the temperature oscillations remains very small as it 
can be appreciated in Fig 12 c). 
 
Figure 16 
 
6 Analysis of the numerical results 
 
In this section we shall corroborate the stability of the global control structure, 
and in addition we shall investigate the range of pressures and temperatures for which 
the numerical results obtained with the SRK and RK state equations can be regarded as 
physically meaningful. 
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The control force on the mobile piston is defined in Eq (24). It should be noted 
that the purpose of this control force is to compensate the term ( ) ( )2 sS m P t P¢ +é ùë û  due 
to the gas pressure, whereas the rest of the terms are introduced to obtain a homoclinic 
orbit so that the Melnikov method can be applied to deduce necessary conditions for 
chaotic behavior. Substituting the previous equation into the first Eq of (20) (which 
represents model of the mechanical subsystem) it is deduced that: 
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From Eq (78) it is clear that the mechanical subsystem is not affected by the 
thermal one. However, the mechanical subsystem is always acting over the thermal one, 
since the partial derivative ( )
v
P T¶ ¶  is always present in the equations of the thermal 
subsystem. For example, from the Soave-Redlich-Wong state equation given by Eq (12) 
( )
v
P T¶ ¶ has been calculated in Eq (68) where the partial derivative must be evaluated 
at each simulation time and consequently x1(t) acts in the thermal system. Similar 
equations can be obtained for the Redlich-Wong state equation. 
 
On the other hand, using deviation variables and taking into account the 
equations associated to the thermal subsystem in Eq (20) and Eqs (29), it is deduced that 
the matrix of the linear part of the complete system can be written as: 
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where the effect of the decoupling between the mechanical and thermal subsystems can 
clearly be appreciated. The eigenvalues of matrix A are given by Eqs (21) and (33), and 
considering that the integral action ti of the PI controller for the temperature has been 
 37 
chosen in accordance with Eqs (22) and (23), it is deduced that the eigenvalues of the 
thermal subsystem given by Eq (21) have negative real parts. On  the other hand, taking 
into account the discussion of Eq (33) it is concluded that the eigenvalues of the 
mechanical subsystem have negative real parts for fp > 1 and fp < 1, and consequently A 
is a Hurwitz matrix. The case fp = 1 has been analyzed in subsection 3.5 and in the 
Appendix. 
 
Next, we are going to study the results obtained with the compressibility 
diagram. Although our analysis shall focus on the chaotic regime, the results of this 
analysis can be easily extended to steady-state and oscillating behaviors. First we shall 
construct of the compressibility chart for the nitrogen by using the SRK state equation. 
The construction procedure is carried out through the following steps: 
 
· The compressibility coefficient v is defined as: 
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According to Eq (80), Eq (12) can be written as a function of the reduced 
pressure Pr and the reduced temperature Tr [10] as follows: 
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· Taking Tr = 1, the cubic equation (81) has only one real root for each value of Pr 
and thus the critical isotherm can be obtained. 
· The same procedure of the two previous steps can be applied when Tr > 1, and 
consequently the isotherms can be plotted in the zone of vapor at high 
temperature. 
· The biphasic zone is less important for our purposes, since it is assumed that the 
range of pressures and temperatures lies outside this zone. Nevertheless, this 
zone has been plotted in Fig 16 by using the standard procedure [5], [28], [30]. 
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Fig 17 depicts the simulation results obtained with the SRK and RK state equations 
when the system is in chaotic regime. It is interesting to remark that both state equations 
lead to a behavior that can be regarded as isotherm. In this sense, the results of the SRK 
state equation fit very well to the isotherm of 201.76 K (in accordance with the results 
shown in Fig 12), although the error for the RK state equation is slightly higher. In 
addition, it has been verified that the results shown in Fig 16 (especially in the region of 
vapor state) are almost coincident with the experimental compressibility charts 
published for the nitrogen [5], [31]. In summary, it can be affirmed that the results 
obtained for the system in chaotic regime are reasonably consistent for pressures and 
temperatures that are far away from the critical point. 
 
Figure 17 
 
In accordance with Fig 17, the previous analysis corroborates that the parameter 
values and the mathematical model are valid for high pressures and low temperatures 
above the critical point, i.e. when the pressure and gas temperature are sufficiently far 
away from the values Tc = 126.1 K and Pc = 33.94 atm. 
 
7 Conclusions 
 
 In this paper we have analyzed a system consisting of nitrogen (regarded as a 
real gas) inside of a cylinder with a mobile piston actuated by an external control force, 
a nonlinear spring and a viscous damper. Another thermal subsystem formed by two 
heating coils has been applied to supply heat to the gas so that the whole system can 
reach steady state, oscillating and chaotic behaviors.  
 
To study the nitrogen behavior, two state equations have been analyzed: the 
Soave-Redlich-Kwong (SRK) and the Redlich-Kwong (RK) equations. One of the 
purposes of this work has been to investigate how to assign parameter values in the 
mechanical and thermal subsystems to obtain physically feasible results. Besides, it has 
been discussed which of the previous state equations (SRK and RK) gives better results 
in the presence of oscillating and chaotic behaviors.  
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 The mathematical model of the considered system is based on Newton laws and 
on the first principle of Thermodynamics. An external control force to compensate the 
high gas pressure has been applied on the mobile piston. Consequently, canceling the 
term associated to gas pressure, it has been achieved that the thermal subsystem does 
not act over the mechanical one, and thus only the mechanical subsystem can act over 
the thermal one. In addition, this control force allows an adequate choice of the 
nonlinear spring constants and the viscous damper coefficients to obtain physically 
admissible piston vibration frequencies.  
 
 The control force and parameter values of the mechanical subsystem have been 
chosen to obtain three equilibrium points for the piston position, showing that two of 
them can be stable focuses or nodes whereas the third one is an unstable saddle. As a 
consequence, it is shown that a family of homoclinic orbits can appear depending on the 
parameter values.  
 
 To verify the suitability of the parameter choice for the oscillation frequencies 
and amplitudes, it has been shown that the oscillating motion can be approximated 
through a successive approximation method based on the Laplace transform. The 
obtained results predict frequencies and amplitudes which are in very good agreement 
with the simulation results. 
 
 To obtain physically feasible simulation values, the specific heat at constant 
volume has been calculated through the SRK and RK state equations from accurate 
empirical data for the specific heat at constant pressure taking into account the 
correction due to the high gas pressure. The simulation results are consistent with the 
classical thermodynamic inequalities in steady-state, as well as in oscillating and 
chaotic regimes. 
From the analysis of the thermal subsystem it has been shown that it is possible 
to obtain an approximate model for the gas temperature, whose analytical solution is 
very close to the simulated one. This additional aspect proves the consistency of the 
parameter values and mathematical model as well as of the designed thermal control 
system. 
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 The simulation results have shown that the thermodynamic equilibrium 
condition is exactly fulfilled with the SRK state equation, whereas with the RK state 
equation it is not exactly fulfilled. This discrepancy is probably due to the fact that the 
SRK and RK state equations have three and two adjustable parameters respectively. 
Nevertheless, both state equations provide similar values for the pressures, temperatures 
and gas molar volumes.  
 
The Melnikov method to obtain necessary conditions for chaotic oscillations has 
been applied by using the homoclinic orbits, showing that it is possible to define a 
parameter zone where the system is potentially chaotic. Although there is no currently a 
definitive proof to elucidate when a dynamic system is chaotic, the sensitive 
dependence, Lyapunov exponents and power spectral density have been calculated to 
obtain reasonable indicators of chaos.  
 
The simulation results show that all state variables have sensitive dependence, 
and the appearance of two positive Lyapunov exponents suggest an hyper-chaotic 
behavior. It has been corroborated that the sum of Lyapunov exponents is almost 
coincident with the mean value of the divergence of the vector field of the system, 
which can be regarded as one additional proof that the numerical simulations are 
reasonably correct. Similarly, the power spectral density is formed by multiple 
frequencies with decreasing intensity, which is a characteristic feature of chaotic 
systems. 
 
In the last manuscript section, a discussion regarding the validity of the 
simulation results has been presented. The compressibility chart for the nitrogen has 
been calculated by using the SRK state equation, showing that the pressures, 
temperatures and compressibility coefficients are very close to the reported 
experimental data. The graphical representation of the data obtained for the chaotic 
regime shows that the simulation results are compatible with the compressibility chart 
for the SRK and RK state equations. Finally, it has been corroborated that the 
mathematical model and the parameter values are fully consistent if the pressures and 
temperatures are sufficiently far away from the critical point.   
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As a concluding remark, this paper shows a framework in which nonlinear 
mechanics, classical thermodynamics, design of linear and nonlinear control systems, 
the application of approximation methods to study steady state and oscillating regime, 
the Melnikov theory and chaotic oscillations are presented from a unified viewpoint. 
The methodology of these investigations could be extended to more complicated 
situations, such as when the gas dynamics is inside the biphasic zone or when there is a 
mixture of different gases. 
 
Appendix 
 
 In this appendix, the calculation of Eqs (51) and the third-order approximation of 
Eq (46) will be demonstrated. According to Eqs (48), the third-order approximation 
implies the calculation of the transform Laplace of x1(t)·x2(t) and x1
2
(t)·x2(t). So taking 
into account Eq (50), Eq (49) can be rewritten as: 
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From Eq (A1) we can deduce that: 
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On the other hand, the third equation of (48) allows to express the Laplace 
transform of x3(t) as: 
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where: 
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According to Eqs (A2)-(A5) it is possible to obtain the inverse Laplace 
transform of the variables indicated in Eq (A4), which in turn allow to obtain the third-
order approximation x3(t). For this purpose, the results of the intermediate calculations 
are the following ones: 
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It should be noted that taking into account the value of C2 given in Eq (50), the 
secular term 2 1cost tw  disappears in Eq (A7). In addition, it can be easily checked that 
x31(0) = 0, which is an indirect proof of the correctness of the previous calculations. 
Similarly, for x32(t) and x33(t) it is deduced that: 
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Like in the calculation of x31(0), from Eqs (A8) and (A9) it can be verified that 
x32(0) = x33(0) = 0. The last step is to calculate C3 and the frequency w1 in the third-
order approximation given by Eq (51). To do this end, we make zero the sum of secular 
terms in Eqs (A6)-(A9) by considering 23 1C C w= - , where C is given in Eq (51). 
Finally, from Eq (47) it follows that: 
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Eq (A10) allows to obtain the value of ω1 in Eq (51). 
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TABLE 1  PARAMETER VALUES 
 
Variable Description 
 
Value 
L Length of the cylinder (m) 1 
dc Diameter of the cylinder (m) 0.1 
S Cross sectional area of the cylinder (m2) 7.8540·10-3 
d1 Required distance for the heating coils (m) 0.1 
Vs Gas volume (m
3) 6·10-3 
Vse Effective volume (m
3) 5.6·10-3 
Vc Volume of the heating coils (m
3) 9.8696·10-5 
Vsd Volume of the spring and damper (m
3) 3.4240·10-4 
c Piston width (m) 0.02 
dc Internal diameter of the heating coils (m) 5·10
-3 
Dc External diameter of the heating coils (m) 0.04 
N Number of turns of the heating coils 20 
vf Fluid velocity within the heating coils (m/s) 9.1440·10
-1 
h Heat transmission coefficient (kJ/s·m2) 341.18 
Ks Constant of the heating coils (J/m
3) 7.5020·108 
α Constant of nonlinear control law (m3.mole.K/J2) 9.7262·10-11 
β Constant of nonlinear control law (mole.m3/J.s) 1.333·10-10 
Kp Proportional constant of the PI controller (m
3/s.K) 1.8268x10-9 
τi Reset time of the PI controller (s) 0.1576 
fc Coefficient to calculate τi 0.001
 
m Mass of the piston (kg) 1.1938 
K1 Linear constant of the nonlinear spring (N/m) 311.64 
K2 Nonlinear constant of the nonlinear spring (N/m
3) 449.84 
K Constant of the control force (N/m2) 680.14 
P1s Pressure of the control force (N/m
2) 5286.63 
b Viscous damping (N/m/s) 1 
n Number of gas moles 15.757 
Ts Set point temperature (K) 200 
Ps Initial pressure of the gas (atm) 40 
Qs Steady-state heat flow in the heating coils (J/s) 6.7346·10
3 
Ap Amplitude of the external disturbance (m
3/s2) 0.02 
ωp Frequency of the external disturbance (rad/s) 5.2 
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Figure 1 
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Legend of Figures 
 
Figure 1. Layout of the mobile piston inside a cylinder with nonlinear spring, damper, 
heating coils (C, C1), PI control loop 1, nonlinear control loop 2 and control force F’(t). 
The parameter values are indicated in table 1. 
 
Figure 2. Reset time of the PI controller in the control loop 1 as a function of the 
parameters of the control loop 2. a) Taking the proportional control action Kp as a 
parameter; b) Taking the coefficient β as a parameter and c) Taking the coefficient Ks of 
the heating coils in control loop 2 as a parameter. 
 
Figure 3. a) Variation of the constants K1, K2 of the nonlinear spring and the constant K 
of the control force F’(t) as a function of the steady-state pressure Ps, which is applied 
trough the control force F’(t). b) Equilibrium points of piston and equilibrium curve 
inside the zone of the mobile piston with three equilibrium points. 
 
Figure 4. Equilibrium curves obtained from Eqs (25)-(27) assuming four values for K1, 
K2, K and P1s and their corresponding equilibrium points inside the zone of the piston 
movement. 
 
Figure 5. Variation of the parameters p, q, r and Ih (Eq (35)) as a function of the piston 
position inside the zone where there are three equilibrium points. The shadow zone 
represents the values for which homoclinic orbits can appear. 
 
Figure 6. Homoclinic orbits plotted through Eqs (43)-(45) for the values of p, q, r and Ih 
inside the shadow zone of Fig 5. The constants K1 and K2 of the nonlinear spring and 
the constants K and P1s of the nonlinear control law defined by Eq (24) are indicated in 
Fig 5. 
 
Figure 7. Analysis of the oscillating behavior when the equilibrium points P1 and P3 are 
weak focuses. a) Closed orbits around the equilibrium points P1 (0.2352) and P3 
(0.7612) with initial piston positions of 0.3 m and 0.8 m respectively. b) Position of the 
closed orbits with respect to the homoclinic orbit corresponding to the parameters K1 = 
311.64 N/m, K2 = 449.84 N/m
3, K = 680.14 N/m2 and P1s = 5287.7 N/m
2. c) 
Oscillations plotted as a function of the time for the simulated and approximate 
mechanical subsystem around the equilibrium point P1. d) Oscillations plotted as a 
function of the time for the simulated and approximate mechanical subsystem around 
the equilibrium point P3.  
 
Figure 8. Simulation results when the whole system reaches a prescribed steady state 
corresponding to point P3 (0.7612). The set point temperature is T2 = 200 K, the initial 
cylinder pressure is Ps = 40 atm and the initial conditions in deviation variables are x0 = 
[0.001 0 2 0], Kp = 1.827·10
-9 and τi = 0.1576 s. The parameters of the mechanical 
subsystem are indicated at legend of Fig 7, whereas the parameters of the thermal 
subsystem are α = 9.7262·10-11, β = 1.333·10-10 and Ks = 7.5020·10
8. a) Steady-state 
piston position obtained with the SRK and RK state equations. b) Temperatures 
obtained from the SRK (Tg1) and RK (Tg2) state equations and approximate temperature 
(Ta) obtained from the linear system for the SRK state equation. c) Heat supply from the 
heating coils as a function of the time for the SRK and RK state equations. d) Pressures 
within the cylinder as functions of the time for the SRK and RK state equations. 
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Figure 9. Simulation results corresponding to data indicated at legends of Figs 7 and 8. 
a) Specific heats cp evaluated with Eqs (52) and (55) as a function of the time for the 
SRK and RK state equations and specific heats cv obtained from Eq (53) as a function 
of the time for the SRK and RK state equations. b) Compressibility factor as a function 
of the time for the SRK and RK state equations. c) Product F1·F2·F3 given by Eq (63) as 
a function of the time for the SRK and RK state equations. d) Values of F1, F2 and F3 as 
a function of the time for the SRK and RK state equations.   
 
Figure 10. Oscillating behavior of the whole system, for which the parameter values are 
indicated at legends of Figs 7 and 8. a) Piston position as a function of the time for the 
SRK and RK state equations. b) Temperature as a function of the time for the SRK and 
RK state equations. c) Heat supply from the heating coils as a function of the time for 
the SRK and RK state equations. d) Product F1·F2·F3 given by Eq (63) as a function of 
the time for the SRK and RK state equations. 
 
Figure 11. a) Zone of possible chaotic behaviors and curve showing the combinations 
of values for the frequency and amplitude of the external disturbance which do not lead 
to chaotic behavior. b) Melnikov’s functions for several frequencies and amplitudes of 
the external disturbance. 
 
Figure 12. Chaotic behavior of the whole system with a harmonic disturbance of 
parameters Ap = 0.02 and ωp = 5.2. Parameter values are indicated at legends of Figs 7, 
8 and 9. a) Pressures within the cylinder as a function of the time for the SRK and RK 
state equations. b) Specific volume of the gas as a function of the time for the SRK and 
RK state equations. c) Temperatures of the gas as a function of the time for the SRK 
and RK state equations. d) Compressibility factor as a function of the time for the SRK 
and RK state equations. 
 
Figure 13. Chaotic behavior of the whole system with a harmonic disturbance of 
parameters Ap = 0.02 and ωp = 5.2. Parameter values are indicated at legend of Figs 7, 8 
and 9. a) Sensitive dependence as a function of the time for the SRK state equation. b) 
Evolution of the error as a function of the time with a difference of 10-8 between the 
initial conditions. c) Lyapunov exponents as a function of the time for the SRK state 
equation. d) Sum of the Lyapunov exponents and divergence of the vector field 
obtained from Eqs (67) and (68) assuming the SRK state equation. 
 
Figure 14. Chaotic behavior of the whole system with a harmonic disturbance of 
parameters Ap = 0.02 and ωp = 5.2. Parameter values are indicated at legend of Figs 7, 8 
and 9. a) Power spectral density for the piston position, which indicates the peak of the 
disturbance frequency. b) Specific heats cp evaluated with Eq (52) as a function of the 
time for the SRK and RK state equations. Specific heats cv obtained from Eq (53) as a 
function of the time for the SRK and RK state equations. c) Product F1·F2·F3 given by 
Eq (63) as a function of the time for the SRK and RK state equations. d) Evolution of 
F1·F2·F3 + 1 as a function of the time.  
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Figure 15. Chaotic behavior of the whole system with a harmonic disturbance of 
parameters Ap = 0.02 and ωp = 5.2. Parameter values are indicated at legend of Figs 7, 8 
and 9. a) Strange attractor in the phase plane xp-dxp/dt (portrait of the piston position 
versus the piston velocity) showing the overlapping of the homoclinic orbit and the 
constraint of the piston movement. b) Strange attractor in the phase plane F’(t) + Fs 
versus dxp/dt. 
 
Figure 16. Extinction of chaotic behavior and tracking of a desired gas behavior defined 
by Eq (77). The parameters for the chaotic behavior are shown in the legend of Figs  14 
and 15. The parameter values are given in accordance with Eqs (73) and (76) by:  ta = 
9.99 s, wt  = 0.6281 rad/s, dF = 0.9, wnF = 0.5111 rad/s; KpT  = 0.7452 s
-1 and tiT = 
4.3478 s. 
 
Figure 17. Compressibility chart for the nitrogen obtained from the SRK state equation, 
showing the simulation results plotted in Fig 12 for the SRK state equation. The 
simulation results for the RK state equation are also plotted. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
