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Abstract—The rapid growth of Internet of Things (IoT)
dramatically increases power consumption of wireless devices.
Simultaneous wireless information and power transfer (SWIPT)
is a promising solution for sustainable operation of IoT devices.
In this paper, we study energy efficiency (EE) in SWIPT-based
distributed antenna system (DAS), where power splitting (PS) is
applied at IoT devices to coordinate the energy harvesting (EH)
and information decoding (ID) processes by varying transmit
power of distributed antenna (DA) ports and PS ratios of IoT
devices. In the case of single IoT device, we find the optimal
closed-form solution by deriving some useful properties based
on Karush-Kuhn-Tucker (KKT) conditions and the solution is
no need for numerical iterations. For the case of multiple IoT
devices, we propose an efficient suboptimal algorithm to solve
the EE maximization problem. Simulation results show that the
proposed schemes achieve better EE performance compared with
other benchmark schemes in both single and multiple IoT devices
cases.
Index Terms—Internet of Things, distributed antenna systems,
energy efficiency, simultaneous wireless information and power
transfer.
I. INTRODUCTION
Next generation communication systems are expected to
support billions of wireless devices due to the advancement
of Internet of things (IoT), which leads to the growing energy
consumption and has triggered a dramatic increase of research
in energy consumption of wireless communications. Due to
the sharply growing energy costs and the drastic greenhouse
gas increase, green communication or energy-efficient wire-
less communication, has drawn a wide attraction recently.
Therefore, pursing higher data transmission rate as well as
lowering energy consumption is the trend toward future IoT
networks. The energy efficiency (EE) is defined as the sum-rate
divided by the total power consumption and is measured by
bit/Hz/Joule. So far, a large number of technologies/methods
have been studied for improving the EE performance in a
variety of wireless communication systems [1]–[4].
Recently, distributed antenna system (DAS) has gained its
popularity in the next generation communication systems due
to its advantage in increasing both EE and spectral efficiency
(SE) by expanding system’s coverage and improving the sum
achievable rate [5]–[8]. In conventional cellular systems, the
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antennas are co-located at the base station and in charge
of baseband signal processing as well as radio frequency
(RF) operations. Distinguished from a conventional antenna
system (CAS) with centralized antennas and base station
at the center location, a promising technique, i.e., DAS, is
introduced for next generation cellular systems by splitting
the functionalities of the base stations into a central processor
(CP) and distributed antenna (DA) ports. In DAS, DA ports
are separate geographically in the cell with independent power
supply and connected to the CP via high capacity optical
fibers or cables. Especially, the CP performs computationally
intensive baseband signal processing and the DA ports are
in charge of all RF operations such as analog filtering and
amplifying. As a result, the overall performance of the system
can be enhanced by narrowing the access distances between
the devices and the DA ports. In particular, the SE analysis in
terms of the downlink capacity of DAS under a single device
environment was studied in [5] for the cases with and without
perfect channel state information (CSI) at the transmitters
according to the information theoretic view. Note that DAS
gains its popularity as a highly promising candidate for the
5G mobile communication systems and has been applied to
many advanced technologies such as the cloud radio access
network (CRAN) [9].
To meet the concept of energy-efficient wireless communi-
cation, EE optimization in DAS has been widely studied in the
literature [10]–[16]. The authors in [10] solved the EE maxi-
mization problem with proportional fairness consideration. An
energy-efficient scheme of joint antenna, subcarrier, and power
allocation was studied in [11]. An energy-efficient DAS layout
with multiple sectored antennas was proposed in [12]. The
optimal energy-efficient power allocation problem was studied
in generalized DAS [13]. The authors in [14] developed an
energy-efficient resource allocation scheme with proportional
fairness for downlink orthogonal frequency-divisionmultiplex-
ing access (OFDMA) DAS. In [15], the authors considered
an optimal power allocation scheme in DAS and provided
a simplified scheme where the user is served by a single
DA port with the best channel gain. Compared with the
optimal algorithm, this scheme performs little EE loss with
remarkably reductions in system’s overhead. However, for SE
maximization problem in DAS, serving a user with fewer
DA ports or less transmission power achieves worse SE than
transmitting full power at all active DA ports [16].
Energy harvesting (EH) has been introduced as a promising
solution to prolong lifetime of the energy-constrained IoT
devices. The same radio-frequency (RF) signals can be used
for simultaneous wireless information and power transfer
2(SWIPT). Two practical receiver designs were proposed in
[17], [18], namely “time switching” (TS) and “power splitting”
(PS). In particular, the TS receiver switches between decoding
information and harvesting energy for the received signals,
while the PS receiver splits the received signals into two
streams for information decoding (ID) and EH with a PS ratio.
In [19] and [20], the authors considered a non-linear EH model
for EH. Furthermore, channel statistics in SWIPT was studied
in [21]. A variety of resource allocation schemes were studied
for SWIPT systems [22]–[27].
A challenge of applying SWIPT in IoT networks is the
fast decay of energy transfer efficiency over the transmission
distance. However, this problem can be alleviated in DAS due
to the short transmitter-receiver distances. As a result, there
is performance potential by integrating DAS into SWIPT. The
combination of these two technologies is in accordance with
the importance of energy-efficient IoT network. There are a
handful of works studying SWIPT-based DAS. For instance,
the authors in [28] focused secure SWIPT in DAS for transmit
power minimization. Joint wireless information and energy
transfer was investigated in massive DAS [29]. However, to our
best knowledge, there is no work considering EE in SWIPT-
based DAS.
The main contributions of this paper are summarized as
follows:
• We study the EE optimization problem in SWIPT-based
DAS, where PS is applied at the IoT devices to coordinate
EH and ID processes. Our goal is to maximize the
system’s EE while satisfying the minimum harvested
energy requirements of the IoT devices and individual
power budgets of the DA ports.
• For the case of single IoT device, the EE problem is
a non-convex problem. Unlike the traditional methods of
solving the fractional programming problems, we find the
globally optimal solution by analyzing the Karush-Kuhn-
Tucker (KKT) conditions, which has the closed-form and
is no need for any numerical search or iteration.
• The EE maxmization problem of multiple IoT devices
case is also non-convex. We propose a two-step subopti-
mal algorithm. Specifically, at the first step, assuming the
PS ratios of the IoT devices are given, we optimize the
transmit power of the DA ports using the block coordinate
descent (BCD) method. At the second step, we find the
optimal PS ratio of each IoT device for given transmit
power of the DA ports.
The rest of this paper is organized as follows. Section II
presents optimal power allocation policy for EE maximization
in DAS with a single IoT device. Section III details the
proposed suboptimal algorithm for the case of multiple IoT
devices. Sections IV presents simulation results and discus-
sions. Finally, Section V concludes the paper.
II. SINGLE IOT DEVICE CASE
A. System Model and Problem Formulation
We consider a downlink single cell DAS with N DA ports,
a CP and a device, as shown in Fig. 1, where each DA port
is equipped with a single antenna. Here we plot the receiver
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Fig. 1: An example of system model of DAS with five DA ports.
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Fig. 2: The receiver circuit of the SWIPT based IoT devices.
circuit of the SWIPT based IoT devices, as shown in Fig.
2. The device has a power splitter so that its received signal
power is split into two parts, with 0 ≤ α ≤ 1 for ID and
the rest 1 − α for EH. Let pi and hi denote the transmit
power of DA port i and the channel power gain from DA port
i to the device, respectively. In addition, σ2 represents the
independent and identically distributed circularly symmetric
complex Gaussian noise. In our system model, we assume
that the perfect CSI is available. This assumption is also
reasonable for low-end SWIPT-based IoT devices. This is
because that the low-end IoT devices are general information
nodes which must have the basic communication function
to transmit/decode information signals. As a result, the IoT
devices can transmit/decode pilot or reference signals, which is
much easier since pilot or reference signal are known signals.
Similar to wireless communication systems, there are many
ways to obtain the CSI for the SWIPT-based IoT devices, like
training at either uplink or downlink using pilot signals [30]–
[32], or simple 1-bit feedback [33]. To sum up, it is possible
to obtain CSI for IoT devices as they are information nodes
with communication module.
Thus the achievable rate for the device is expressed as
R = ln
(
1 +
α
∑N
i=1 hipi
σ2
)
. (1)
Because in DAS, the DA ports are separate geographically in
the cell with independent power supply and connected to the
CP via optical cable. To be more realistic, we suppose that
each DA port works independently and does not share power
with other DA ports. Every DA port has its own transmit power
constraint, which is expressed as pi ≤ P¯i for all i. The EE for
3the DAS is defined as
η1 =
R∑N
i=1 pi + pc
, (2)
where pc denotes the circuit power consumption. We can
see that the power consumption is divided into two parts:
the consumption of power amplifiers in each DA port and
the circuit parts’ consumption power pc which includes the
power used to run the digital signal processors, mixers and
so on. Here we consider the linear EH model with linear
energy conversion efficiency ζ. In practice, ζ is non-linear
in general. However, as shown in [34], the linear EH model
is still meaningful for the following reasons. First, the linear
EH model is more trackable and the non-linear one shows
piecewise linearity in the relative low and high input power
cases. Second, due to signal attenuation, the EH devices have
a high possibility to work in the low input power case, which
can be approximated as a linear model. Therefore, in this
paper we consider the linear EH model for the purpose of
more tractable analysis. Denoting 0 < ζ ≤ 1 as the energy
conversion efficiency, the harvested energy in Joule at the
energy receiver can be written as
E = ζ(1 − α)
N∑
i=1
hipi. (3)
Our objective is to maximize the system’s EE by varying
the transmit power of DA ports and the PS ratio of the device,
subjected to the minimum harvested power requirement E¯ for
the device and the maximum transmit power constraint P¯i for
each DA port. Thus the problem is formulated as
(P1) : max
α,{pi}
η1
s.t. E ≥ E¯, (4)
0 ≤ α ≤ 1, (5)
0 ≤ pi ≤ P¯i, i = 1, · · · , N. (6)
B. Proposed Optimal Solution
Problem (P1) is a non-convex problem, since the objective
function of (P1) η1 is a non-concave function. In this subsec-
tion, we propose an optimal solution to solve Problem (P1).
We analyze the KKT conditions for Problem (P1) first. The
Lagrangian function for Problem (P1) is written as
L1({pi}, α, µ, {λi}, {υi}) =
ln
(
1 + α
σ2
∑N
i=1 hipi
)
∑N
i=1 pi + pc
+
N∑
i=1
λipi +
N∑
i=1
υi
(
P¯i − pi
)
+ µ
[
ζ(1 − α)
N∑
i=1
hipi − E¯
]
, (7)
where {λi} and {υi} are the Lagrangian multipliers with
respect to the constraints pi ≥ 0 and pi ≤ P¯i, for all i.
In addition, µ is associated with the constraint (4). The dual
function of Problem (P1) is given by
g1(µ, {λi}, {υi}) = max
0≤α≤1
L1({pi}, α, µ, {λi}, {υi}). (8)
According to the KKT conditions, the optimal value
{λ∗i , υ
∗
i , p
∗
i , α
∗, µ∗} for i = 1, · · · , N should satisfy the
following conditions:
∂L1
∂pi
= fi(p
∗
1, · · · , p
∗
N , α
∗) + λ∗i − υ
∗
i = 0, (9)
∂L1
∂α
=
N∑
i=1
hipi (T (p
∗
1, · · · , p
∗
n, α
∗)− ζµ∗) = 0,(10)
λ∗i p
∗
i = υ
∗
i
(
P¯i − p
∗
i
)
= 0, i = 1, · · · , N, (11)
µ∗
(
ζ(1 − α∗)
N∑
i=1
hip
∗
i − E¯
)
= 0, (12)
0 ≤ p∗i ≤ P¯i, i = 1, · · · , N,
λ∗i , υ
∗
i ≥ 0, i = 1, · · · , N,
where
fi(p
∗
1, · · · , p
∗
n, α
∗) =
α∗hi
(σ2 + α∗
∑N
j=1 hjp
∗
j )(
∑N
j=1 p
∗
j + pc)
−
ln(1 + α
∗
σ2
∑N
j=1 hjp
∗
j )
(
∑N
j=1 p
∗
j + pc)
2
+ µ∗ζhi(1 − α
∗), (13)
T (p∗1, · · · , p
∗
n, α
∗) =
1
(
∑N
i=1 p
∗
i + pc)(σ
2 + α∗
∑N
i=1 hip
∗
i )
.
(14)
Then we rearrange fi as
fi =hi
(
α∗
(σ2 + α∗
∑N
j=1 hjp
∗
j )(
∑N
j=1 p
∗
j + pc)
+ µ∗ζ(1 − α∗)
)
−
ln(1 + α
∗
σ2
∑N
j=1 hjp
∗
j )
(
∑N
j=1 p
∗
j + pc)
2
. (15)
Note that in the right hand side of the equation (15), the
coefficient of hi and the second term are constants and the
same for each DA port. Without loss of generality, we sort
the channel power gains in descending order, i.e., h1 > h2 >
· · · > hN . Based on this, it is easy to have
f1 > f2 > · · · > fN . (16)
Before further derivations, we provide some lemmas to give
some useful insights.
Lemma 2.1: With a positive pi, fi should be non-negative.
Proof: In order to have a positive p∗i , we need λ
∗
i = 0 from
(11). It means fi = −λ
∗
i + υ
∗
i ≥ 0 for all i. 
Lemma 2.2: For any i, the following properties hold:
• Property 1: If fi < 0, p
∗
j should be zero for j > i.
• Property 2: If fi > 0, p
∗
j should be P¯i for j ≤ i.
• Property 3: If fi = 0, the optimal solution should be
obtained as p∗j = P¯j for j < i and p
∗
l = 0 for l > i.
Proof: See Appendix A. 
With these lemmas, we can further derive that the
optimal value of the transmit power (p∗1, · · · , p
∗
N ) is
(P¯1, · · · , P¯i−1, pi, 0, · · · , 0)|0≤pi≤P¯i . With above analysis,
now we can solve the problem optimally via the following
proposition.
4Proposition 2.1: By defining Ai =
hi
σ2
, Bi = 1 +
∑i−1
j=1
hj P¯i
σ2
− E¯
ζσ2
, and Ci = pc+
∑i−1
j=1 P¯i, the optimal transmit
power of i-th DA port pi and the optimal PS ratio α can be
obtained as
p∗i = [p˜i]
P¯i
Pmin,i
, (17)
α∗ =
[
1−
E¯
ζ
∑N
i=1 hip
∗
i
]+
, (18)
where Pmin,i and p˜i can be obtained by
Pmin,i =
[
E¯
ζhi
−
∑i−1
j=1 hjP¯j
hi
]+
(19)
p˜i =
{
1
Ai
[
exp{ω(AiCi−Bi
e
) + 1} −Bi
]
AiCi −Bi ≥ −1,
Pmin,i otherwise,
(20)
Proof: See Appendix B. 
Here we define [x]+ = max{x, 0} and [x]ba =
min{b,max{x, a}}. In (20), ω(x) is the principal branch
of the Lambert ω function, which is defined as the inverse
function of f(x) = xex [35]. It is worthwhile to note that
with E¯
ζ
≤
∑i
j=1 hjP¯j , Pmin,i ≤ P¯i is always satisfied.
Now, we derive an optimal policy which maximizes
the EE for the system. Firstly, we solve transmit power
p1 of DA port 1 with the largest channel gain h1. We
compute the Pmin,1. If Pmin,1 is greater than P¯1, p
∗
1 =
P¯1 comes out and then we need to solve p2. Else, we
can see that there are three complementary cases accord-
ing to the slackness condition in (11) as (p∗1, λ
∗
1, υ
∗
1) =
{(0, λ∗1, 0), (p˜1, 0, 0)|Pmin,1≤p˜1≤P¯1 , (P¯1, 0, υ
∗
1)}. In the first
case (p∗1, λ
∗
1, υ
∗
1) = (0, λ
∗
1, 0), p
∗
1 will be set as 0 and according
to the Property 1 in Lemma 2.2, p∗i for i = 2, · · · , N must be
0 as well because of f1 = −λ
∗
1 + υ
∗
1 ≤ 0. So the system’s EE
becomes 0 in this case. It is contradicted to our assumption
and actually it never occurs.
Next, the second case (p∗1, λ
∗
1, υ
∗
1) = (p˜1, 0, 0) is taken into
consideration. Because in this case p∗1 is obtained by equating
f1 to zero, f1 = −λ
∗
1 + υ
∗
1 is 0 with Pmin,1 ≤ p˜1 ≤ P¯1 and
by Property 3 in Lemma 2.2, p∗i (i = 2, · · · , N) also equals
0. So p∗1 can be obtained by
p∗1 =
1
A1
[
exp{ω(
A1C1 −B1
e
) + 1} −B1
]
. (21)
It should be taken into account that if p˜1 exceeds the
maximum P¯1, p
∗
1 is P¯1. But p
∗
1 = P¯1 is the third case we
will discuss later. So if Pmin,1 ≤ p˜1 ≤ P¯1, p
∗
1 is set as p˜1 and
p∗i (i = 2, · · · , N) is 0.
In the third case (p∗1, λ
∗
1, υ
∗
1) = (P¯1, 0, υ
∗
1), we need to
determine the optimal value of p∗2 according to the values
of λ2 and υ2 with p
∗
1 = P¯1, because the transmit power of
other DA ports has not been decided yet. Then we compute
Pmin,2 and check if Pmin,2 ≥ P¯2 is satisfied. If yes, we set p
∗
2
as P¯2. Otherwise, we can obtain the solutions corresponding
to the remaining cases through making use of the properties
Algorithm 1 Optimal algorithm for Problem (P1)
1: Set the channel gain as h1 > h2 > · · · > hN .
2: Compute p∗1 using (17).
3: while i ≤ N do
4: if p∗i−1 = P¯i−1 then
5: Compute p∗i using (17) with the DA ports transmit
power obtained in previous iteration.
6: else
7: Set p∗i = 0.
8: end if
9: end while
10: Obtain α∗ in (18).
in Lemma 2.2. The feasible solutions with p∗1 = P¯1 and
Pmin,2 ≤ P¯2 are given as
(p∗1, p
∗
2, · · · , p
∗
N ) = {(P¯1, 0, · · · , 0),
(P¯1, p˜2, · · · , 0)|Pmin,2≤p˜2≤P¯2 ,
(P¯1, P¯2, p3, · · · , pN )}, (22)
where pi (i = 3, · · · , N) means the undetermined power for
the remaining DA ports and p˜2 is written as
p˜2 =
1
A2
[
exp{ω(
A2C2 −B2
e
) + 1} −B2
]
. (23)
Like what we have discussed above, p∗2 is divided
into three mutually exclusive cases as (p∗2, λ
∗
2, υ
∗
2) =
{(0, λ∗2, 0), (p˜2, 0, 0)|Pmin,2≤p˜2≤P¯2 , (P¯2, 0, υ
∗
2)}. Then p
∗
2 is
solved for given p˜2 and Pmin,2. For the third case p
∗
2 = P¯2, we
need to determine the optimal values of p∗i , i = 3, · · · , N , and
the further procedures will be needed to verify the feasibility
of the solutions. Thus we repeat the same procedures like
above, and then optimize the power allocation for the rest
DA ports, with the transmit power level of DA ports solved in
the previous procedures. After obtaining the optimal power
allocation scheme, the optimal PS ratio α∗ comes out in
(18). To summarize, an algorithm which solves Problem (P1)
optimally is presented in Algorithm 1. The time complexity
of Algorithm 1 is O(N2 + 2N + 1) when all DA ports are
activated.
III. EXTENSION TO MULTIPLE IOT DEVICES CASE
A. System Model and Problem Formulation
Here we investigate the information transmission in down-
link DAS under the more general scenario with multiple IoT
devices, consisting of K devices, N DA ports and a CP.
We adopt the general frequency-division multiplexing access
(FDMA) mode to support multi-user transmission, so that
the multiple IoT devices occupy non-overlapping channels.
Note that FDMA is easy to be implemented for multiple
access scenario and has low complexity in both algorithms and
hardwares. Furthermore, FDMA has been already standardized
and applied in narrowband-IoT (NB-IoT) systems (please see
[36] and references wherein). Thus in this scenario we assume
that the whole spectrum is equally divided into K channels
and each channel is assigned to one device, for avoiding
5interference. The PS ratio αk is denoted as the portion of
received signal power for ID and the rest 1−αk is for EH at
device k. Let hi,k and pi,k respectively denote the channel gain
and the transmit power from DA port i to device k. Similar to
the single device case, we assume that the CP knows perfect
CSI for central processing. As a result, the achievable rate of
device k is given by
Rk =
1
K
ln
(
1 +
αk
∑N
i=1 hi,kpi,k
σ2
)
. (24)
Thus the system’s EE for the multiple IoT devices case can
be denoted as
η2 =
Rtotal
Ptotal
=
∑K
k=1 Rk∑K
k=1
∑N
i=1 pi,k + pc
. (25)
Note that each device decodes information on its own
channel but harvests energy from all channels. Then the
harvested energy at device k can be expressed as
Ek = ζ(1− αk)
N∑
i=1
hi,k
K∑
k′=1
pi,k′ . (26)
In above,
∑K
k′=1 pi,k′ is the total transmit power of DA port
i and hi,k
∑K
k′=1 pi,k′ means the received power at device k
from DA port i. With the objective to maximize the system’s
EE by varying the transmit power of DA ports and the PS
ratios of devices, subjected to the minimum harvested power
requirement E¯k for each device and the maximum transmit
power P¯i for each DA port, we formulate the problem as
(P2) : max
{αk},{pi,k}
η2
s.t. Ek ≥ E¯k, k = 1, · · · ,K, (27)
0 ≤ αk ≤ 1, k = 1, · · · ,K, (28)
K∑
k=1
pi,k ≤ P¯i, i = 1, · · · , N. (29)
pi,k ≥ 0, i = 1, · · · , N,
k = 1, · · · ,K. (30)
B. Proposed Suboptimal Algorithm
Since the objective function η2 of Problem (P2) and mini-
mum harvested energy requirements (27) are both non-concave
over {pi,k} and {αk}. Finding the optimal solution is difficult
and thus we propose a suboptimal algorithm alternatively. Ob-
viously, Problem (P2) is a non-linear fractional programming
problem, which can be written as the following form [37]:
q∗ = max
S′∈F
Rtotal(S
′)
Ptotal(S′)
. (31)
In (31), S′ is a feasible solution and F is the feasible set. (31)
has another equivalent subtractive form that meets
T (q∗) = max
S′∈F
{Rtotal(S
′)− q∗Ptotal(S
′)} = 0. (32)
It is easy to verify the equivalence between (31) and (32).
The Dinkelbach method in [37] provides an iterative method
to obtain q∗. Specifically, the problem in the subtractive form
with a given q is solved firstly, and then q is updated according
to (31). This iterative process continues until T (q∗) converges
to 0, which means that q converges to an optimal value. In
this paper, we apply this method to address Problem (P2).
The Lagrangian function for a given q can be written as
L2({pi,k}, {αk}, {υi}, {µk}) =
1
K
K∑
k=1
ln
(
1 +
αk
∑N
i=1 hi,kpi,k
σ2
)
− q
(
K∑
k=1
N∑
i=1
pi,k + pc
)
+
N∑
i=1
υi
(
P¯i −
K∑
k′=1
pi,k′
)
+
K∑
k=1
µk
[
ζ(1− αk)
N∑
i=1
hi,k
K∑
k′=1
pi,k′ − E¯k
]
. (33)
In (33), {µk} and {υi} are Lagrangian multipliers associated
with the constraints (27) and (29), respectively. The dual
function is defined as
g2({υi}, {µk}) = max
{pi,k≥0}
{0≤αk≤1}
L2({pi,k}, {αk}, {υi}, {µk}).
(34)
Then the dual problem is written as
min
{υi},{µk}
g2({υi}, {µk}). (35)
Now we consider the maximization problem in (34) for
given {υi} and {µk}. As the rate expression (24) is non-
concave, the optimal solution for problem in (34) is difficult
to obtain. Here we propose a two-step suboptimal scheme
instead. At the first step, for given {αk}, we alternatively
optimize each pi,k with other fixed pj,k, ∀j 6= i, which is
known as the BCD method [38]. As L2 is concave over {pi,k}
for given {αk}, the BCD method can guarantee that {pi,k}
converges to the optimal value {p∗i,k}. At the second step, we
optimize {αk} with fixed {pi,k} which is obtained in the first
step.
To solve {p∗i,k}, we solve the derivation of L2 with respect
to pi,k as
∂L2
∂pi,k
=
αkhi,k
K(σ2 + αk
∑N
i=1 hi,kpi,k)
+Di, (36)
where Di is defined as
Di = −q − υi +
K∑
k=1
µkζ(1− αk)hi,k. (37)
Note that Di is a constant for k. There are two cases of
∂L2
∂pi,k
. The first case is Di ≥ 0, where
∂L2
∂pi,k
is positive and
L2 is increasing with pi,k. Thus p
∗
i,k equals to P¯i due to the
constraint (29). The other case is Di < 0, where p
∗
i,k can be
solved through equaling ∂L2
∂pi,k
to zero under the total transmit
power constraint (29) at each DA port. As a result, to maximize
L2, we have
p∗i,k =


P¯i Di ≥ 0,[
− 1
KDi
− σ
2
hi,kαk
−
∑N
j 6=i hj,kpj,k
hi,k
]P¯i
0
Di < 0.
(38)
6Algorithm 2 Suboptimal algorithm for solving Problem (P2)
1: Initialize {λi} ≥ 0 and {µk} ≥ 0, {pi,k} > 0.
2: while q does not converge to a prescribed accuracy do
3: while {λi} and {µk} do not converge do
4: Compute {pi,k} by (38) using the BCD method.
5: Compute {αk} by (40).
6: Update {λi} and {µk} using ellipsoid method.
7: end while
8: Update q as (31).
9: end while
Note again that the BCD optimization of {pi,k} by (38)
ensures the convergence. Also we can see that in (38), p∗i,k
increases with hi,k. This suggests that in order to improve EE,
a device with better CSI should be transmitted with higher
power since the device is more efficient in wireless power
transfer. Next with fixed {pi,k}, the derivation of L2 with
respect to αk is given by
∂L2
∂αk
=
∑N
i=1 hi,kpi,k
K(σ2 + αk
∑N
i=1 hi,kpi,k)
− µkζ
N∑
i=1
hi,k
K∑
k′=1
pi,k′ .
(39)
By setting ∂L2
∂αk
= 0 under the constraint (28), the optimal α∗k
can be obtained as
α∗k =
[
1
Kµkζ
∑N
i=1 hi,k
∑K
k′=1 pi,k′
−
σ2∑N
i=1 hi,kpi,k
]1
0
.
(40)
Now we obtain {α∗k} and {p
∗
i,k}, which are the solutions
of g2({υi}, {µk}). After obtaining g2({υi}, {µk}) with given
{υi} and {µk}, the minimization of g2({υi}, {µk}) over {υi}
and {µk} can be efficiently solved by the ellipsoid method.
The subgradients required for the ellipsoid method are given
by
dn =
{
P¯n −
∑K
k=1 p
∗
n,k n = 1, · · · , N,
E∗n − E¯n n = N + 1, · · · , N +K,
(41)
where p∗n,k is obtained in (38) and E
∗
n is obtained from {p
∗
n,k}
and {α∗k}. Finally, after obtaining {p
∗
n,k} and {α
∗
k} in the
pervious steps, we update q via (31) for next iteration.
Then we solve {p∗n,k} and {α
∗
k} again until q converges
to an optimal value q∗, which is the suboptimal value of the
system’s EE η2. The algorithm for addressing Problem (P2) is
summarized in Algorithm 2. The time complexity for the BCD
method is O(KN) and the time complexity for the ellipsoid
method is O((K +N)2). Thus the total time complexity for
Algorithm 2 is O(κ(K + N)2KN), where κ is the number
of iterations for updating q.
By assuming high SNR for Problem (P2), or the noise power
σ2 → 0, we can write the optimal αk as
αk = min
(
1
Kµkζ
∑N
i=1 hi,k
∑K
k′=1 pi,k′
, 1
)
. (42)
For the case 1
Kµkζ
∑
N
i=1 hi,k
∑
K
k′=1
pi,k′
≤ 1, i.e., µkζhi,k −
hi,k
K
∑
N
i=1 hi,kP¯i
≥ 0, the lower bound of αk is
1
Kµkζ
∑
N
i=1 hi,kP¯i
.
Based on this, the bound of Di can be expressed as
−q − υi ≤ Di ≤ −q − υi +
K∑
k=1
(µkζhi,k −
hi,k
K
∑N
i=1 hi,kP¯i
).
(43)
And we can rewrite p∗i,k as
p∗i,k =


P¯i Di ≥ 0,[
− 1
KDi
−
∑N
j 6=i hj,kpj,k
hi,k
]P¯i
0
Di < 0.
(44)
For the other case 1
Kµkζ
∑
N
i=1
hi,k
∑
K
k′=1
pi,k′
> 1, the upper
bound of αk is 1 and the value of Di is −q − υi. Obviously
Di is always negative. Thus p
∗
i,k can be expressed as
p∗i,k =
[
1
q + υi −K
−
∑N
j 6=i hj,kpj,k
hi,k
]P¯i
0
. (45)
Based on above analysis, we can see that the power alloca-
tions of the DA ports follow the classical water-filling (WF)
solution.
IV. SIMULATION RESULTS
TABLE I
Simulation Parameters
Noise power σ2 −104 dBm
Path loss exponent 3
Length of the square 10 m
Power constraint for the i-th DA port P¯i = P¯
Circuit power pc 0.5 W
DA port deployment Square layout
Energy conversion efficiency ζ 0.6
Number of channel realizations 1000
Number of device generations 1000
In this section, we evaluate the proposed algorithms for the
cases of single and multiple IoT devices via simulation. The
main system parameters are shown in Table I.
A. Single IoT Device Case
In this subsection, we provide numerical results to evaluate
the performance of the proposed optimal solution for the single
IoT device case. For comparison purpose, the SE maximization
scheme with PS, the conventional suboptimal Dinkelbach
scheme (detailed in Appendix C) and the power allocation
scheme with a fixed PS ratio α = 0.5 are considered in
simulation. The parameters of the simulation are listed in Table
I. In this DAS, N DA ports are distributed uniformly within
a square with an area of 100 square meters and the device
is randomly distributed within the area. In SE maximization
scheme for DAS [16], all DA ports transmit signal with full
power and the receiver applies PS to meet the minimum
harvested energy demand.
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Fig. 3: Energy efficiency with N = 20 and P¯ = 2W.
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Fig. 4: Energy efficiency with N = 20 and E¯ = 1mW.
In Fig. 3, a trade-off between EE and the minimum har-
vested energy requirement E¯ for different schemes is plotted.
From Fig. 3, we observe that our proposed optimal scheme
achieves the best performance in terms of EE and provides
significant gains over other schemes. As the E¯ increases,
the EE performance for all schemes declines due to the
reason that the device needs to divide more received power
to the energy receiver in order to meet the growing harvested
energy requirement. Moreover, the conventional suboptimal
Dinkelbach scheme has better EE performance than other
benchmark schemes. When it comes to the SE maximization
scheme, it has about 96% on average of EE loss and the
scheme with a fixed PS ratio α = 0.5 has about 75% loss
in EE on average. But the gap between their EE performance
narrows as E¯ increases.
In Fig. 4, we plot the EE performance with respect to the
maximum transmit power constraint P¯ where the minimum
harvested energy requirement is fixed as E¯ = 1mW. As
the maximum transmit power constraint on each DA port
P¯ increases, the EE of the proposed optimal scheme, the
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Fig. 5: Energy efficiency with P¯ = 2W and E¯ = 0.8mW.
suboptimal scheme, and the scheme with α = 0.5 improves
and is gradually saturated. As P¯ grows, in the proposed
optimal scheme, the optimal transmit power in the DA port
with best channel condition will be p˜1 in (21) finally rather
than P¯ and p˜1 will not change anymore, while other DA
ports will be turned off, which leads to the saturation of
EE in this scheme. The same reason also accounts for the
conventional suboptimal Dinkelbach scheme and the power
allocation scheme with a fixed PS ratio α = 0.5. But for
the SE maximization scheme where all DA ports transmit
with full power, the EE performance in this case drops with
the augment of P¯ , since the denominator of the EE in (2)
increases linearly. Hence the gap between the optimal scheme
and the SE maximization widens as P¯ climbs. As a result, we
can demonstrate that our optimal scheme gains the best EE
comparing with other benchmark schemes.
In Fig. 5, we study the relationship between the number of
DA ports and the EE of different schemes. When the number
of DA ports increases, we can draw the same conclusion
that our optimal scheme achieves the best EE performance
comparing with other benchmark schemes. There are two
benefits of increasing the density of DA ports. The first one
is that the device can harvest more energy from more DA
ports. The other is that DA ports are geographically distributed,
when there are more DA ports, DA ports within the area
become denser and achieve closer access distances between
the device and DA ports decline, which results in better
EE in the proposed optimal scheme and other benchmark
schemes except for the SE maximization scheme. For the SE
maximization scheme, the EE performance increases at the
first time but becomes worse finally with more DA ports.
This is because in this scheme, all DA ports are active and
transmit full power, which leads to the linear increase of the
denominator in (2), while the nominator has a logarithmic
increase.
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Fig. 6: Energy efficiency with P¯ = 6W and 4 devices.
B. Multiple IoT Devices Case
Here we evaluate the EE performance of the proposed
suboptimal algorithm in Algorithm 2 through simulations. The
system parameters are the same in Table I. The minimum
harvested energy requirement of each device is set as E¯k = E¯
for all k in the simulations for convenience. In Fig. 6 and
Fig. 7, we consider the following benchmark schemes: the
suboptimal scheme with fixed PS ratios αk = 0.5, ∀k and the
EE maximization scheme where each device associates with
the nearest DA port but performs EH in all channels (detailed
in Appendix D).
Fig. 6 shows the EE versus the minimum required harvested
energy E¯ by different schemes mentioned above. Firstly, we
can confirm that the EE performance of all proposed schemes
becomes worse with the increase of minimum required har-
vested energy E¯. The reason accounting for this trend is simi-
lar to the single IoT device case and thus it is omitted here. It
is worthwhile to note that the gap of EE performance between
the proposed scheme and the EE maximization scheme with
nearest association narrows when E¯ grows. This is due to the
fact that in these two schemes, the PS ratio αk for each device
becomes smaller as E¯k increases and finally approaches to 0,
while the transmit power of each DA port also climbs to P¯i
eventually. Since EE is related to the PS ratio at each device
and the transmit power in each DA port, the gap of the EE
performance between these two schemes gradually becomes
small. For the suboptimal scheme with αk = 0.5, ∀k, the gap
of EE performance does not narrow as E¯k increases because
the PS ratio αk in each device is fixed and to satisfy the
minimum required harvested energy, the total transmit power∑K
k=1 pi,k in each DA port gradually grows to P¯ . So there
must be a performance gap between the proposed scheme and
the suboptimal scheme with αk = 0.5, ∀k. Based on the above
analysis, we can further derive that in the first place, the EE
performance in the scheme with αk = 0.5, ∀k is better than
that in the scheme with nearest association because the former
scheme has more DA ports to transform information. But the
EE in the latter scheme will gradually exceed that in former
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Fig. 7: Energy efficiency with P¯ = 6W and E¯ = 0.8mW.
scheme with αk = 0.5, ∀k as E¯k ascends.
From Fig. 7, we can see that the EE performance among
these three schemes declines as the number of devices K
increases. This is because the pre-log factor 1/K in (24) is
in inverse proportion with the growing number of devices.
Moreover, each DA port needs to transmit higher power and
each device has to divide more received signals for EH so as
to meet the growing demand of overall minimum harvested
energy requirement in this system with limited resources,
which leads to the decrease of the EE performance.
V. CONCLUSIONS
In this paper, we studied the problem of EE maximization
in SWIPT-based downlink DAS by varying transmit power
allocation of DA ports and received power splitting ratios of
devices subject to the minimum harvested energy requirement
of each device. In the single IoT device case, we obtained
the KKT conditions for the problem and derived some useful
properties to eliminate numerical complexity of the optimal
closed-form solution. For the multiple IoT devices case, we
proposed an efficient suboptimal scheme to address the non-
convex problem. Simulation results showed that the proposed
schemes substantially outperform other benchmark schemes in
both single IoT device case and multiple IoT devices case.
APPENDIX A
PROOF OF LEMMA 2.2
• Property 1: For fi < 0, fj = −λ
∗
j+υ
∗
j < 0 needs to keep
for j > i because of (9) and (16). So from the slackness
condition (11), we can obtain λ∗j > 0 and p
∗
i = 0.
• Property 2: For fi > 0, fj = −λ
∗
j +υ
∗
j > 0 will keep for
j < i because of (9) and (16). So with the slackness
condition (11), we will find that υ∗j must be positive
which leads to p∗j = P¯i. And λ
∗
j equals to 0 because
of (11). In this condition, only υ∗j > 0 and p
∗
j = P¯i are
satisfied.
• Property 3: For the conditions (16) and fi = 0, we can
draw a conclusion that fj > 0 for j < i and fl < 0 for
9l > i. As a result, with two above-mentioned properties,
the optimal solution is that p∗j = P¯i for j < i and pl = 0
for l > i.
APPENDIX B
PROOF OF PROPOSITION 2.1
Because the minimum harvested energy requirementE ≥ E¯
and Lemma 2.2, we have α∗ ≤ 1 − E
ζ(
∑i−1
j=1
hj P¯j+hipi)
≤
1− E
ζ
∑
i
j=1
hj P¯j
. If 1− E
ζ
∑
i
j=1
hj P¯j
≤ 0, i.e., E
ζ
≥
∑i
j=1 hjP¯j ,
we have α∗ ≤ 0. Thus Problem (P1) is no feasible. As
a result, in the following, we only consider the case E
ζ
<∑i
j=1 hjP¯j . Since η1 is increasing with α, we can further
derive that the optimal α∗ is achieved at 1 − E¯
ζ
∑
N
i=1
hip
∗
i
due to the minimum harvested energy constraint (4) for (P1).
This is because in order to maximize the EE η1, we need to
allocate received energy for information decoding as much
as possible while meeting the minimum harvested energy
requirement. Moreover, as we show the optimality conditions
in Lemma 2.2, the optimal transmit power (p∗1, · · · , p
∗
N) is
(P¯1, · · · , P¯i−1, pi, 0, · · · , 0)|0≤pi≤P¯i . This implies that N − 1
values of transmit power are constants, i.e., either peak power
or zero power, and only one value of transmit power needs to
be derived. By assuming that α equals to 1− E¯
ζ
∑
N
i=1
hipi
with
0 ≤ α ≤ 1 (otherwise there is no feasible solution for this
problem and α as well as η1 become 0) and (p
∗
1, · · · , p
∗
N ) =
(P¯1, · · · , P¯i−1, pi, 0, · · · , 0), we can reformulate Problem (P1)
as
max
pi
η1 =
ln
(
1− E¯
ζσ2
+
∑i−1
j=1
hj P¯j+hipi
σ2
)
∑i−1
j=1 P¯j + pi + pc
(46)
s.t. 0 ≤ pi ≤ P¯i. (47)
Furthermore, because the sign of η1 is mainly determined
by the numerator of η1, to have a positive EE η1, the minimum
value of pi needs to be set as Pmin,i =
[
E¯
ζhi
−
∑i−1
j=1
hj P¯j
hi
]+
.
Thus Problem (P1) can be further simplified as
max
pi
η1 =
ln
(
1− E¯
ζσ2
+
∑i−1
j=1
hj P¯j+hipi
σ2
)
∑i−1
j=1 P¯j + pi + pc
(48)
s.t. Pmin,i ≤ pi ≤ P¯i. (49)
According to the Lemma 3 in [15], for the optimization
problem
max
x≥xmin
g(x) = max
x≥xmin
ln(ax+ b)
x+ c
, (50)
with a ≥ 0, axmin+ b ≥ 1 and c > 0, the optimal solution x
∗
can be obtained as
x∗ =
{
1
a
[
exp{ω(ac−b
e
) + 1} − b
]
xmin
ac− b ≥ −1,
xmin otherwise,
(51)
where [x]a is max(x, a). The proof can be found at the
Appendix B in [15]. So we can apply this Lemma to solve
the problem in (49) when hi
σ2
> 0,
∑i−1
j=1 P¯j + pc > 0 and
1 − E¯
ζσ2
+
∑i−1
j=1
hjP¯j+hiPmin,i
σ2
> 1 are satisfied. Obviously
in (49), hi
σ2
and
∑i−1
j=1 P¯j + pc are always positive. Because
we need to have a positive η1, 1 +
∑i−1
j=1
hj P¯j−
E¯
ζ
+hiPmin,i
σ2
is
always greater than 1. As a result, after utilizing the Lemma 3
in [15], the optimal values of pi and α come out in (17) and
(18), respectively.
APPENDIX C
CONVENTIONAL SUBOPTIMAL DINKELBACH SCHEME
At first, we assume that the device works with a fixed PS
ratio α firstly. For the reason that Problem (P1) is a fractional
programming problem, we can apply the method (32) into
solving Problem (P1). Given α, Problem (P1) can be rewritten
in an equivalent subtractive form:
max
{pi}
ln
(
1 +
α
∑N
i=1 hipi
σ2
)
− q
(
N∑
i=1
pi + pc
)
s.t. E ≥ E¯, (52)
0 ≤ pi ≤ P¯i, i = 1, · · · , N. (53)
Obviously it is a standard convex problem over {pi} and we
can apply the Lagrangian dual method to solve it optimally.
So the Lagrangian function for this problem with given q and
α can be written as
L3({pi}, µ) = ln
(
1 +
α
∑N
i=1 hipi
σ2
)
− q
N∑
i=1
pi
− qpc + µ
[
ζ(1 − α)
N∑
i=1
hipi − E¯
]
. (54)
In (54), µ is the Lagrangian multiplier associated with the
constraint of E ≥ E¯. And the dual problem in this scheme is
defined as
min
µ
max
{0≤pi≤P¯i}
L3({pi}, µ). (55)
Since L3 is concave over {pi} for given α and q, the BCD
method can guarantee that {pi} converges to the optimal value
{p∗i }. Thus we adopt the BCD method to solve {p
∗
i }. We
alternatively optimize each pi with other fixed pj , ∀j 6= i. To
find out the optimal value of pi, we compute the derivation of
L3 with pi:
∂L3
∂pi
=
αhi
σ2 + α
∑N
i=1 hipi
− q + µζ(1 − α)hi. (56)
It is obvious that for µζ(1 − α)hi − q ≥ 0,
∂L3
∂pi
is always
positive for a non-negative pi. So the optimal value of p equals
to P¯i in this situation. For µζ(1−α)hi− q < 0,
∂L3
∂pi
is a non-
increasing function for pi. And a solution based on the zero-
gradient condition can be obtained by equating ∂L3
∂pi
to zero
and applying the transmit power constraint (53). Generally, the
optimal value of pi can be written as
p∗i =
{
P¯i µζ(1 − α)hi − q ≥ 0,
[x˜i]
P¯i
0 µζ(1 − α)hi − q < 0,
(57)
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where
x˜i =
1
q − µζ(1− α)hi
−
σ2
αhi
−
∑N
j 6=i hjpj
hi
. (58)
Next, we solve the Lagrangian multiplier µ by bisection
method and then update q as (31). After updating q, we solve
the {p∗i } again until q converges to the optimal value q
∗.
Finally, we obtain α∗ by exhaustive search. The optimal α∗
in this benchmark scheme is expressed as
α∗ = argmax
α
(q∗) . (59)
APPENDIX D
EE MAXIMIZATION SCHEME WITH NEAREST ASSOCIATION
This scheme is similar to the proposed scheme in Section
III except that each device associates with the nearest DA
port but performs EH in all channels. Thus the solution is
also suboptimal in this benchmark scheme. The channel gain
between the nearest DA port and the device is denoted as
h˜i,k = argmax
i
(hi,k) . (60)
Thus EE in this scheme can be written as
η3 =
∑K
k=1 ln
(
1 +
αkh˜i,kpi,k
σ2
)
K
(∑K
k=1
∑N
i=1 pi,k + pc
) . (61)
The harvested energy for device k, Ek, is similar to (26).
Referring to Problem (P2), the EE maximization problem in
this case can be formulated as
(P3) : max
{αk},{pi,k}
η3
s.t. Ek ≥ E¯k, k = 1, · · · ,K, (62)
0 ≤ αk ≤ 1, i = 1, · · · , N, (63)
K∑
k=1
pi,k ≤ P¯i, i = 1, · · · , N. (64)
As we can see, Problem (P3) is a fractional programming
problem, we can also apply the Dinkelbach method (32) in
order to decompose Problem (P3) like what we do in section
III. So the Lagrangian function for Problem (P3) with given
q can be written as
L4({pi,k}, {αk}, {υi}, {µk}) =
1
K
K∑
k=1
ln
(
1 +
αkh˜i,kpi,k
σ2
)
− q
(
K∑
k=1
N∑
i=1
pi,k + pc
)
+
N∑
i=1
υi
(
P¯i −
K∑
k′=1
pi,k′
)
+
K∑
k=1
µk
[
ζ(1 − αk)
N∑
i=1
hi,k
K∑
k′=1
pi,k′ − E¯k
]
. (65)
where {υi} and {µk} are the non-negative dual variables
associated with the corresponding constraints of (64) and (62),
respectively. The dual function is then defined as
g4({υi}, {µk}) = max
{0≤pi,k≤P¯i}
{0≤αk≤1}
L4({pi,k}, {αk}, {υi}, {µk}).
(66)
As a result, the dual problem is written as
min{υi},{µk} g4({υi}, {µk}). Now we consider the
maximization problem in (66) for solving g4({υi}, {µk})
with given {υi} and {µk}. Because (66) is a non-convex
problem, the optimal closed-form solution for this problem is
computationally difficult to obtain. Similar to Algorithm 2, a
two-step suboptimal scheme used for addressing this problem
is proposed by us. Firstly, for given {αk}, we alternatively
optimize each pi,k. Because L4 is concave for {pi,k} with
given {αk}, this step can guarantee the convergence of
solving {p∗i,k}. At the second step, we optimize {αk} with
{pi,k} obtained previously.
As we discuss above, in the first place, to address the
concave function (66) with fixed {αk}, we have
∂L4
∂pi,k
=
αkh˜i,k
K(σ2 + αkh˜i,kpi,k)
+Di, (67)
where Di equals to (37). Similar to what we have discussed
in the multiple IoT devices case, it exists two mutually
exclusively complementary cases to solve the optimal value
of pi,k based on
∂L4
∂pi,k
. The first one is Di ≥ 0, which leads
to a positive ∂L4
∂pi,k
with pi,k. In this case, the optimal value of
pi,k is P¯i due to the constraint (64). The other case is Di < 0
and then the pi,k maximizing L4 is derived by equating
∂L4
∂pi,k
to zero and considering the transmit power constraint (64) at
each DA port. To sum up, we have
p∗i,k =


P¯i Di ≥ 0,[
− 1
KDi
− σ
2
h˜i,kαk
]P¯i
0
Di < 0.
(68)
The optimization of {pi,k} by (68) ensures the convergence.
Next with given {pi,k}, we have
∂L4
∂αk
=
h˜i,kpi,k
K(σ2 + αkh˜i,kpi,k)
− µkζ
N∑
i=1
hi,k
K∑
k′=1
pi,k′ . (69)
In (69), ∂L4
∂αk
is a non-increasing function with αk. Through
setting ∂L4
∂αk
= 0 under the constraint (63), we have
α∗k =
[
1
Kµkζ
∑N
i=1 hi,k
∑K
k′=1 pi,k′
−
σ2
h˜i,kpi,k
]1
0
. (70)
Referring to the Lagrangian dual method in [39], after
solving g4({υi}, {µk}) with given {υi}, {µk}, the mini-
mization of g4({υi}, {µk}) over {υi}, {µk} can be obtained
by the ellipsoid method efficiently. As a result, by defining
E∗n = ζ(1 − α
∗
n)
∑N
i=1 hi,n
∑K
k′=1 p
∗
n,k′ , the subgradients of
Problem (P3) required for the ellipsoid method is expressed
as
dn =
{
P¯n −
∑K
k=1 p
∗
n,k n = 1, · · · , N,
E∗n − E¯k n = N + 1, · · · , N + k.
(71)
In (71), p∗n,k can be obtained in (68) and E
∗
n can be solved
with {p∗n,k} and {α
∗
k}. After obtaining {p
∗
n,k} and {α
∗
k} in
the pervious steps, we update q as (31) for next iteration.
Eventually, we solve {p∗n,k} and {α
∗
k} again until q converges
to the optimal value q∗.
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