Foreword
Advances in Distributed Computing Systems DISTRIBUTED computing systems have been rapidly gaining importance in the world of computing, especially with recent significant reductions in the cost of individual processors and memory, and with the wider availability of improved communication networks. Distributed systems can provide higher performance, a practical opportunity to share resources, and reliable operations.
The term applies to a wide range of configurations, but usually refers to processor/memory pairs working together over a communications network, driven by software distributed across the processors. The users can be presented a logically integrated view of the system, without needing to be aware of the physical distribution of their system. The key to such a view is th'e distributed software that implements an operating system, a database system, or an application.
This special section was motivated by the annual International Conference on Distributed Computing Systems. The original catalyst of this section was the May 1984 conference held in San Francisco. A number of authors at the conference were invited to submit papers for consideration in this special issue. In addition, many abstracts and papers were submitted in response to an open call for papers. The papers selected for this issue represent a broad cross section of current research in distributed computing systems. Table I presents a classification of interests of the papers in this issue.
DISTRIBUTED DATABASE MANAGEMENT SYSTEMS
The objective of most distributed computing system work is to use complete, existing computing elements as stand-alone substantially self-managed subsystems within the overall system. The various system wide capabilities provided in the distributed system are made available through the software. One of the most discussed applications of distributed computing systems is that of distributed database management systems. A distributed database management system allows data files to be distributed and managed on the network of computers which comprise the distributed computing system. The users of a distributed database management system can access the data as if the data were located at one site since the actual distribution of data across the system is transparent to the users. Because data may be distributed over different computer sites, movement of data over the communication paths between the computers can result in a significant delay. An efficient query processing mechanism is important to limit these communications delays. Chen and Li discuss a polynomial optimal algorithm for a special type of queries called star queries in their paper "An Optimal Algorithm for Processing Distributed Star Queries." Some distributed database designers must learn how to take data, which may be initially widely distributed among the many nodes of a distributed computing system, and disseminate that data so that a copy of the entire database eventually resides at each node. One important application is the dissemination of network status information for adaptive routing in a communications network. In this application, each node collects local network status information. However, since each node is responsible for routing of messages it receives, a complete copy of current global network status information is required at each node. A copy of global status can reside at each node if the local network information gathered at each node is broadcast, concurrently, to all the nodes. The collection of messages from all nodes gives each node global network status information. Once the global information is disseminated, it can be used within each node to determine the global network status and to determine, at each node, the node's routing decisions. An application in a distributed computing system may be considered to consist of a number of processes which are connected into a network and which are performing a common computation. The computation has to be stopped when all the processes meet their local termination conditions. Each process is able to determine only its own termination condition. One of the most difficult issues in distributed computing is the so-called distributed termination problem discussed in "Synchronized Distributed Termination" (by Szymanski, Shi, and Prywes). The paper presents an efficient, decentralized algorithm which detects an instant in which the entire computation can be stopped.
DISTRIBUTED OPERATING SYSTEMS
The successful implementation of a distributed computing system also is dependent on a distributed operating system. The algorithm used to schedule tasks will have a major impact on the perceived performance of the system. The algorithm must be able to adapt to changing network conditions and processing node loads. Stankovic explicitly treats stability issues for distributed scheduling algorithms in his paper "Stability and Distributed Scheduling Algorithms." This paper presents two very different distributed scheduling algorithms which contain explicit mechanisms for stability. The results indicate how very specific the treatment of stability is to the distributed scheduling algorithms and the environment under consideration.
The purpose of a distributed computing system is to provide mechanisms which allow otherwise autonomous processors to cooperate in a consistent and stable manner, rather than to provide centralized control over all units of the system. Distributed algorithms which allow cooperation among the processors in order to increase reliability, availability, and performance are employed in such systems. One of the more important mechanisms which a distributed operating system can provide is the ability to move processes from one processor to another. This mechanism is called process migration. Process migration can be used effectively in load balancing of distributed systems. The paper by Ni, Xu, and Gendreau ("A Distributed Drafting Algorithm for Load Balancing") proposes a distributed, user-transparent, process migration algorithm for load balancing which is network topology independent. The algorithm works a compromise between the competing objectives of process migration protocols, namely: to maximize the utilization of resources while, at the same time, minimizing communication costs.
DISTRIBUTED SYSTEM PERFORMANCE STUDIES
A major reason for the rarity of distributed applications, despite the proliferation of physically distributed systems, is the sensitivity of their performance to various aspects of the network environment. The paper, "An Empirical study of Distributed Application Performance" by Lantz, Nowicki, and Theimer, demonstrates that distributed applications can run faster than local ones, using common hardware. The empirical study reported in the paper shows that the primary factors affecting performance are the speed of the user's workstation, the speed of the remote host, the high-level protocols used (above the transport level), and proper design and implementation of transport level protocols. Network bandwidth can be rendered virtually insignificant.
Interest and research in distributed database systems has been motivated by a desire for improved reliability and better performance, together with inexpensive communication and computer hardware. Concurrent transaction processing is a means of optimizing system performance and resource utilization in such a system. However, unconstrained concurrent transaction processing can lead to undesirable situations such as loss of update, nonrepeatable read, and inconsistent database. The problem of preserving consistency is more complex in a distributed system due to, among other reasons, data replication and inherent communication delays. Sheth, Singhal, and Liu have developed an analytical model and used it to estimate the delays in transmission channels of the long haul network supporting a distributed database system. The analysis (see "An Analysis of the Effect of Network Parameters on the Performance of Distributed Database Systems") shows that the constant transmission time assumption often used in past performance analysis studies of distributed database systems cannot be justified in many cases.
RELIABILITY AND AVAILABILITY The reliability of a distributed system depends on the individual reliability of each of its communication links and computing elements, as well as on the distribution of its resources, such as programs and data files. A useful measure of reliability in a distributed system is the terminal reliability between a pair of nodes. (Terminal reliability is the probability that at least one communication path exists between these nodes.) The design of practical distributed systems are driven under specific budget constraints. The paper "Reliability Optimization in the Design of Distributed Systems" by Raghavendra and Hariri is concerned with maximizing the terminal reliability under a given budget constraint. They present three iterative algorithms for terminal reliability maximization, two of which are only efficient for small networks and the third of which is useful for large distributed systems.
One of the advantages often cited for distributed computing systems is their potential for supporting fault-tolerant operation. Since these systems are composed of multiple processing elements, the failure of a processing element need not cause the system to halt its operation. If we assume that techniques for fault detection and isolation are available at the hardware level, and if we assume that sufficient redundant communication paths are available, then a remaining, very important aspect of the overall fault recovery process is that of software reconfiguration. Shatz addresses the problem of software reconfiguration after a faulty processing element has been detected and (logically at least) removed from the distributed system in his paper "Post-Failure Reconfiguration of CSP Programs." Software reconfiguration can be reasonably straightforward in a distributed system which supports multiprogramming, since duplicate copies of all the software are likely to exist in different places in the system. However, in dedicated multiple microprocessor systems, such as embedded systems, where each processor is designed to support a single software process, reconfiguration must be able to take place without the support of multiprogramming. Shatz addresses the issue of merging two processes (the "homeless" process which had been executing on the now faulty node and the other which already is executing on the node which becomes the target for the homeless process) in the more difficult case where duplicate copies of the software are not available.
PERFORMANCE MODELING AND ANALYSIS
An increasing number of distributed systems rely on wide-area communication networks for connectivity (rather than dedicated interconnections). The system performance is affected by the queueing delays at the computer systems as well as the communication networks. The response time seen by each user in a distributed computing system has three components: the processing time at the computer system plus the communication delays in both the forward and return paths in the subnetwork (assuming that the users are accessing remote computers). The paper, "Integrated Performance Models for Distributed Processing in Computer Communication Networks" by Thomasian and Bay, presents two methods for estimating mean response times within the framework of an integrated model of the computer system and the communication subnetwork based on a queueing network model. An integrated model of a communication network and two computationally efficient and acceptably accurate algorithms for obtaining its solution are presented. In spite of the simplicity of the solution methods, they are useful for initial design, performance tuning (by identifying performance bottlenecks), and capacity planning.
Communication system performance is a critical issue in a distributed computing system. The performance specification of the communication protocols is concerned with stating, and proving algebraically, that the protocol works in such a manner as to accomplish its job within a time acceptable to its higher level service. The performance specification should apply to all possible conditions of the message transfer medium and for all sequences of transitions necessary to do the message transfer correctly. Thus, the time taken by the protocol for correct message transfer should be less than or equal to that allowed for the transfer by the user support services, especially if realtime requirements of the system are to be met. The time taken by the protocol controls the buffer holding times and hence buffer requirements in the communication subsystem of the distributed computing system. Garg's paper, "An Approach to Performance Specification of Communication Protocols Using Timed Petri Nets," shows how to use timed Petri nets rather than state transition machine models of protocols to specify and prove both the performance (work without delay) and liveness (progress without deadlock) properties of protocols.
As has been evident in the discussions to this point, distributed database systems are receiving considerable attention. Extensive research is being conducted on the technical problems involved, one of which is the concurrency control problem. Concurrency control, briefly, refers to the problem of synchronizing concurrently running transactions such that the consistency of the database is maintained. Most of the work to date has concentrated on' the development of alternative solutions. Ozsu reports on a comparative performance evaluation study of distributed database concurrency control algorithms is the paper "Modeling and Analysis of Distributed Database Concurrency Control Algorithms Using an Extended Petri Net Formalism." The research has resulted in the development of a formalism, based on Petri nets, for modeling and analysis purposes. The formalism is both descriptively powerful (in that it can be used to model various algorithms precisely and'succinctly and to communicate them in a clear manner), while at the same time lending itself to be-used as a performance evaluation tool. The paper describes both the formalism and the performance results that have been obtained.
Distributed computing systems come in many forms, some loosely coupled, some tightly coupled. A special form of distributed system is the systolic array, which is a network of identical, simple processors. Each processor performs a simple function and communicates with its immediate neighboring processors by exchanging messages over connecting channels or wires. The paper "Proving Liveness and Termination of Systolic Arrays Using Communicating Finite State Machines," by Gouda and Lee, reports on methodologies for verification of liveness and termination for networks that model systolic arrays. The new methodologies take advantage of the simple structure of systolic arrays which connect machines which are mostly identical to model such arrays as a network of mostly identical, communicating finite state machines that exchange messages over one-to-one unbounded, FIFO channels. Each machine is assumed to operate in a cycle of first accepting messages from input channels and then delivering messages to the output channels. The paper presents algorithms to decide the properties of liveness and termination for any given network.
