Abstract. A classical question for a Toeplitz matrix with given symbol is to compute asymptotics for the determinants of its reductions to finite rank. One can also consider how those asymptotics are affected when shifting an initial set of rows and columns (or, equivalently, asymptotics of their minors). Bump and Diaconis [2] obtained a formula for such shifts involving Laguerre polynomials and sums over symmetric groups. Independently, Tracy and Widom [7] used the Wiener-Hopf factorization to express those shifts in terms of products of infinite matrices. We show directly why those two expressions are equal and uncover some structure in both formulas that was unknown to their authors. We introduce a mysterious differential operator on symmetric functions that is very similar to vertex operators. We show that the Bump-DiaconisTracy-Widom identity is a differentiated version of the classical Jacobi-Trudi identity.
1. Introduction 1.1. Origin: Toeplitz determinants. Fix σ(t) to be a function of the unit circle T in C that can be written in the form
for the sets of constants {p k ∈ C} and {p k ∈ C}. This requires σ to have winding number 0 around the origin. This also defines a set of constants {d k } so that k∈Z d k t k := σ(t) (i.e. the d k 's are the Fourier coefficients of σ(t)). We will further assume that the |p k |'s and |p k |'s decrease fast enough, a condition we will make more precise later. We now construct a matrix M n having the same entries on diagonals parallel to the main diagonal (Toeplitz property with symbol σ): 
A classical question for Toeplitz matrices is then to consider the asymptotics of the determinant det(M n ) as n goes to infinity. Bump and Diaconis [2] were the first to look at asymptotics of minors of M n , i.e. (due to the Toeplitz property) matrices of the form when all of the sums k |p k |, k |p k | and k k|p kpk | are bounded. We will assume those conditions for the rest of this paper. Bump and Diaconis not only proved that this limit exists, they also found a complicated-looking expression for this constant R λ µ as a sum over symmetric groups involving Laguerre polynomials. We will denote this expression BD λ µ (see Section 3). Independently, Tracy and Widom [7] obtained other expressions for those ratios as determinants involving the Fourier coefficients of the Wiener-Hopf factorization of σ(t). Their theorems are valid under slightly more general conditions than Bump and Diaconis', see a paper by Lyons [4] for an in-depth discussion of this point. We denote Tracy and Widom's expressions by TW λ µ (see Section 4). Joining results on BD λ µ and TW λ µ together, we have the main identity
1.2.
Results. If one forgets its origins, Theorem 1 is a mysterious combinatorial identity BD λ µ = TW λ µ . Our main goal for this paper will be to prove this identity without using Toeplitz determinants. We will show how this identity is just a differentiated version of the JacobiTrudi identity. Along the way, we will prove various other results on the combinatorial representations TW λ µ and BD λ µ (and thus also on those ratios R λ µ ). In Section 2, we will review the notions of symmetric function theory which we need, and introduce a differential operator ∆ := exp k>0 k∂ p k ∂p k acting on functions of the variables p k andp k .
In Section 3, we will first define the expressions BD λ µ and then prove
Section 4 will proceed similarly for the expressions TW λ µ and prove
Most of the proof will consist of finding a new expression for the operator ∆.
Looking back to ratios of Toeplitz determinants, Theorem 1 along with Theorem 2 or 3 immediately prove the following corollary:
It is of course natural to try to explain this result in the language of Toeplitz determinants and give an interpretation for this operator ∆. So far we have been unsuccessful at this task. We can only observe that this operator is very reminiscent of vertex operators, and appears as a twisted product or "Cliffordization" in [3] . Section 5 will be devoted to the proof of Theorem 1. Finally, we give in Section 6 a couple noteworthy relations on the R λ µ 's.
General definitions and notations

Partitions and symmetric groups.
is a finite decreasing sequence of non-negative integers. We define the weight |λ| of λ to be the sum λ i . If this weight is k, we also use the notation λ ⊢ k. If k = 0, we denote the trivial partition (0, 0, 0, 0, · · · ) by ∅. The length l(λ) of λ is the maximal i such that λ i = 0.
There is a partial ordering on partitions: λ ⊆ µ iff λ i ≤ µ i for all i. In a probable break of standard notation, λ(i) counts the number of λ j 's equal to i, so that (i
In an even greater offense, if π is a permutation, we will use π(i) for the number of elements of i's in the cycle type of π, not for the image of point i under π.
As usual, partitions of fixed weight k index conjugacy classes in the symmetric group on k points S k . We set z λ := i i λ(i) i!. This is the order of the centralizer of a permutation in S |λ| of cycle-type λ.
In order to present the formula of Bump and Diaconis, we will also need the irreducible characters of the symmetric groups. For a fixed k, all irreducible representations of S k are indexed by partitions of weight k (see the book by Sagan [6] for a friendly introduction). If λ ⊢ k, we will use χ λ for the character of the representation corresponding to λ.
Symmetric polynomials.
We now introduce a few functions in the graded ring Λ(x) of symmetric functions in countably many independent variables x 1 , x 2 , x 3 , · · · . This can be most directly thought of as the ring of formal sums S(x 1 , · · · ) of monomials in the variables x i that have the symmetry property S(
The most classic reference on the topic is Macdonald's book [5, Sections 1.2-1.5]. When we are only dealing with one set of variables and no confusion can arise, we will often omit to write the x.
We will use the following notation for the various interesting polynomials living in Λ(x): pow λ (x), h λ (x), s λ (x) and s λ/µ (x) will be respectively the power, complete, Schur and skew Schur polynomials in the variables {x i } associated to the partition λ (to the skew partition λ/µ for the latter). In general, the boldface font will be used for polynomials in Λ(·). We sometimes use permutations as index for those polynomials, for instance p π when π ∈ S n . We really mean p λ then, where λ ⊢ n is the cycle-type of π.
One can define an inner product on Λ(x) by setting the Schur polynomials to be orthonormal: s λ , s µ x = δ λµ . The ·, · x indicates that this inner product is for Λ(x) (again, we will only write the index when we have more than one set of variables). We will need the fact that the pow λ 's form an orthogonal base: pow λ , pow µ = z λ δ λµ . Following Macdonald [5, Example 3, Section 1.5, page 75], we define the ring homomorphism ⊥ : Λ → End(Λ) in such a way that
for all u, v ∈ Λ. This is the adjoint of multiplication in the ring Λ.
2.3. Differential operator ∆. Consider the vector space of all the polynomials in (finitely many of) the variables p k ,p k . We can define a (generalized) differential operator ∆ as
where (∂ p k ∂p k ) i is composition. Note that sums and products will be finite for any element of V but that the order of ∆ is not uniformly bounded on V .
The Bump-Diaconis side
and where
is the usual Laguerre polynomial (the former expression is the standard definition, while the latter formula is only a reindexing of it that will be more useful here).
Lemma 1.
Proof. We just need to expand the Laguerre polynomial in the definition of F k while keeping track of the degrees in p k andp k . The key is to observe that all the monomials will indeed be of degree p
Proof of Theorem 2. When one of the partitions is trivial, the BD λ µ reduce to
We thus need to evaluate
Each term is of the form
by Lemma 1. Summing over all terms, we have
The Tracy-Widom side
Since σ(t) = exp 
This is called the Wiener-Hopf factorization of the symbol σ. Tracy and Widom use the Fourier coefficients of σ + and σ − to formulate their result, but those coefficients are relatively hard to express in terms of p k 's orp k 's. However, they are easier to manipulate if we specialize p k → pow k (x) =: p k andp k → pow k (y) =:p k for two countable sets of variables x and y. We then use a very classical identity relating generating functions for the pow k 's and the h k 's (this is due to Pólya, see the of the paper of Bump and Diaconis [2] for a discussion in this context):
Hence when we specialize, the Fourier coefficients of σ + and σ − are h k := h k (x) andh k := h k (y). Observe that h 0 =h 0 = 1. We take by convention h k =h k = 0 when k < 0.
We are now ready to define 2 TW λ µ for the partitions λ ⊢ m and µ ⊢ p. Let d be an integer large enough that λ d+1 = µ d+1 = 0. Obviously, d = max(l(λ), l(µ)) would do, but d could be taken larger 2 We are actually defining the image of TW λ µ under the specialization p k → p k , p k →p k . For the original TW λ µ -expression, replace h i (resp.h i ) by "i th Fourier coefficient" of σ + (resp. σ − ).
without affecting the result. Then we set
The structure of those matrices is important. We now attempt to describe it in words. We have here the determinant of a product of two "half-strip" matrices of sizes d × ∞ and ∞ × d. The entries along the main diagonal (marked by the arrows ) are all of the form h λ i orh µ i . The first matrix (resp. second) has a privileged direction, ≻ (resp. ), in which the indices of h ⋆ (resp.h ⋆ ) are decreasing. This guarantees that the product is well-defined: each line on the first column has only finitely many non-zero entries.
The definition of those two matrices is obviously very similar to the definition of the Jacobi-Trudi matrix. We remind the reader that the Jacobi-Trudi matrix of dimension
where we respected the same conventions with arrows. It is a central theorem of the theory of symmetric functions that det(JT d λ (x)) = s λ (x) and is thus independent of d (as long as d ≥ l(λ)).
We are now ready to explain their result a bit further.
Lemma 2. After specialization,
Proof. We will only do the case µ = ∅. Pick d ≥ l(λ). The left-hand side matrix in the definition of TW λ ∅ is then lower triangular, with 1's on the main diagonal. Without affecting the final determinant, we can row-reduce this matrix to (δ ij ) d×∞ , with δ ij the Kronecker delta.
Hence we easily compute
The key observation is thus that the d × d truncation of the right-hand side matrix in the Tracy-Widom determinant is the anti-transposed 3 of the Jacobi-Trudi matrix, and that a determinant is not affected under anti-transposition.
We can now get started on the proof of Theorem 3.
Proof of Theorem 3. We need to compute ∆ TW λ ∅ · TW ∅ µ . The first step will be to rewrite the operator ∆ into a form that is more appropriate for this computation.
Let us first consider just one set of variables. We claim (as in [5, Example 3, Section 1.5, page 75]) that pow
λ\(n) = nλ(n), so pow ⊥ n (pow λ ) = n∂ pow n (pow λ ) and we get our claim that pow ⊥ n = n∂ pow n . After specialization using the sets x and y, we have ∆ = exp (
, where the ⊥ 's are taken with respect to ·, · x and ·, · y respectively. This exponential can easily be expanded to obtain
ν , where the sum is over all partitions ν. We now make use of the Cauchy identity
and obtain our final expression:
Formally, for this last step, we would actually need to go through the ring Λ(x) ⊗ Λ(y) and make use of its induced inner product. Coming back to our original computation, we just obtained
after specialization. Observe that
The last sum, which involves the Littlewood-Richardson coefficients, is precisely the definition of s λ/ν .
Armed with this observation, we can thus rework Equation (1) into
As ν runs through all partitions, s λ/ν runs through all d × d minors
will run through the minors
Moreover, the minors obtained with s and we are done.
The proof of Theorem 1
Proof of Theorem 1. We first assume that one of the partitions, say µ, is trivial. We then want to prove BD λ ∅ = TW λ ∅ . This is immediate if one specializes p k → p k = pow k (x) andp k → p k = pow k (y). The expression BD λ ∅ then gives the standard expansion s λ (x) = π∈S |λ| χ λ (π)p π for Schur polynomials in terms of power polynomials, a fact that was already realized by Bump and Diaconis in their paper. On the other hand, we showed in Lemma 2 that after specialization the Tracy-Widom expressions give the same result, Schur polynomials. The identity BD λ ∅ = TW λ ∅ (or BD ∅ µ = TW ∅ µ ) is thus only the Jacobi-Trudi identity in disguise (it is used in Lemma 2).
The general case now follows. We have Two very natural properties of R λ µ pop out of the presentation due to Tracy and Widom. We will omit their proofs, since they rely only on basic determinental properties. .
