Abstract. We study a family of unbounded Hermitian operators in Hilbert space which generalize the usual graph-theoretic discrete Laplacian. For an infinite discrete set X, we consider operators acting on Hilbert spaces of functions on X, and their representations as infinite matrices; the focus is on 2 (X), and the energy space H E . In particular, we prove that these operators are always essentially self-adjoint on 2 (X), but may fail to be essentially self-adjoint on H E . In the general case, we examine the von Neumann deficiency indices of these operators and explore their relevance in mathematical physics. Finally we study the spectra of the H E operators with the use of a new approximation scheme.
Introduction
This paper concerns the study of unbounded operators with dense domain in a Hilbert space, and their representation in terms of (infinite) matrices. In particular, Theorem 2.6 shows that a "matrix Laplacian" is always essentially self-adjoint on 2 (X). This class of operators is a generalization of the usual discrete Laplacian from graph theory. We also show how the same operator is not essentially selfadjoint with respect to the energy space, where the usual 2 inner product is replaced by a alternative inner product given by a natural (quadratic) energy form. We give an axiomatic description of such energy spaces H and derive several properties of such spaces from this axiom system. We also prove a spectral reciprocity theorem (Theorem 5.16) which establishes an inverse relationship between the spectrum of the Laplacian (as an operator on H) and the spectrum of a matrix operator M (as an operator on 2 (X)). The matrix entries of M are defined in terms of a reproducing kernel for H.
The question of infinite matrix representations of geometric operators arose in a recent project [JP09a, JP10a, JP09d, JP09c, JP09b, JP10c, JP10b, JP10d] , where the authors study resistance networks and their applications. In these papers, the authors found that that crucial properties of resistance networks may be understood with the use of an associated Laplace operator ∆, and its various representations. The harmonic analysis of resistance forms in the self-adjoint case is worked out in great detail in [Kig01, Kig03, Kig09] via an elegant potential-theoretic approach. As noted in [JP09a, Kig03] , while Definition 1.4. An operator T with dense domain D ⊆ H is said to be self-adjoint iff T * = T . The operator T is said to be essentially self-adjoint iff it has a unique self-adjoint extension. 1 Definition 1.5. If T is a densely defined operator on H, then T is semibounded iff u, T u ≥ 0, for all u ∈ dom(T ), (1.1)
or if the reverse inequality is true. If (1.1) holds, we say that T is a positive semidefinite operator.
Lemma 1.6. If T is an operator on a Hilbert space, then T is Hermitian iff T ⊆ T * .
Lemma 1.7. Let T be a Hermitian operator on a Hilbert space. Then the essential self-adjointness of T is equivalent to (i) the closure of T is self-adjoint, or (ii) ker(T * ± i) = {0}.
If T is Hermitian and semibounded, then T is essentially self-adjoint iff (iii) ker(I + T * ) = {0}, or equivalently, the range ran(I + A) is dense in H.
Since the Laplace operator T = ∆ discussed below is semibounded, we find it most convenient to use criterion (iii). In this case, T is essentially self-adjoint if and only if the eigenvalue problem T * v = −v has only the trivial solution v = 0.
Since the property of semiboundedness is critical in the following, it is shown for the operator ∆ acting on the Hilbert space H = 2 (X) in Lemma 2.8. The semiboundedness of the operator ∆ acting on the reproducing kernel energy Hilbert spaces H = H of §3 is shown in Lemma 3.15.
Unbounded operators on the separable Hilbert space H = 2 (X)
We stress the interplay between operators defined on a dense domain in Hilbert space H on the one hand and their matrix representation on the other. The questions we address arise only in the case when H is infinite dimensional, so we will be considering infinite matrices. Once H is given, we may select an orthonormal basis B. Selecting an index set X for B, we note that H is then isometrically isomorphic to 2 (X) = the square summable sequences indexed by X. We will restrict to the case when X is countable, i.e., H separable. Our infinite matrices will then have rows and columns indexed by the set X.
In some of our applications, the set X will be the set of vertices on some weighted graph (G, c) with c some (positive and symmetric) function defined on the set of edges in G. In this case, 2 (X) will not capture the important data for (G, c) and we use a second Hilbert space H E defined from an energy form for (G, c). In this case, there is a natural Laplace operator ∆ associated with (G, c). It turns out that it will have quite different properties depending on whether it is computed in 2 (X) or in H E . The matrix representations for ∆ will be different for the two Hilbert spaces. Understanding the interrelations of these two versions of ∆ in terms of their matrix representations is a main theme of this paper.
Matrix representations of operators on
2 (X). This paper is primarily concerned with the case when X is a countably infinite set, in which case H = 2 (X) is separable. Here, 2 (X) = 2 (X, µ) where µ is counting measure, and we use the usual inner product u, v 2 := x∈X u(x)v(x), and let T : D → H be a linear operator on H. For the Hilbert space 2 (X), we use the orthonormal basis (onb) of Dirac masses {δ x } x∈X given by
A function u on X will be viewed as a column vector. If A = (a x,y ) x,y∈X is an R-valued function on X × X, then T A (u) = Au is defined by T A : u → Au, where (Au)(x) = y∈X a x,y u(y) (2.1) (i.e., by matrix multiplication) with the understanding that the summation in the right-hand side of (2.1) is absolutely convergent. Henceforth, we describe an object such as A as an infinite matrix with rows and columns indexed by X.
Definition 2.1. The collection of all finitely-supported functions on X is
Lemma 2.2. If A = (a x,y ) x,y∈X is an infinite matrix, then matrix multiplication (2.1) defines an operator
if and only if for any fixed y ∈ X, the function x → a x,y is in 2 (X). In this case, T A is Hermitian if and only if a x,y = a y,x for all x, y ∈ X.
Proof. This is clear because Aδ y = a ·,y is the column in A with index y and δ x , Aδ y = a x,y . The latter claim is standard.
Lemma 2.3. Let A = (a x,y ) x,y∈X be an infinite matrix which defines an operator T A : c 0 (X) → 2 (X) as in Lemma 2.2. Then the following two conditions are equivalent, for two vectors v and w in 2 (X):
(i) w(y) = x∈X a x,y v(x) is absolutely convergent for each y ∈ X, and w ∈ 2 (X).
In particular, the action of the operator T * A is given by formula (2.1).
by Fubini-Tonelli. This gives the estimate | T A u, v | ≤ w 2 u 2 by the Cauchy-Schwarz inequality, which means v ∈ dom T * A . The equality T * A v = w follows from (2.4). For the converse, note that w ∈ 2 (X) because v ∈ dom(T * A ). Then the same calculation in reverse gives x∈X u(x)T * A v(x) = x∈X y∈X a x,y u(y)v(x). Corollary 2.4. There exists w ∈ H such that v, T A u 2 = w, u 2 holds for all u ∈ dom T A if and only if v ∈ dom T * A and T * A v = w. If we additionally assume that A is symmetric, the pointwise identity (Av)(x) = w(x) holds for all x ∈ X.
Matrix Laplace operators on
2 (X). In this section, we consider a Laplacian to be the operator associated to a matrix satisfying the conditions of Definition 2.5. Our main result in this section is Theorem 2.6, which asserts that these three elementary conditions are sufficient to ensure the associated operator is essentially self-adjoint, and hence has a well-defined and unique spectral representation.
Definition 2.5. If X is a countably infinite set, then we say that the infinite matrix A = (a x,y ) x,y∈X defines a (matrix) Laplacian iff A satisfies (i) a x,y = a y,x , for all x, y ∈ X; (ii) a x,y ≤ 0 if x y; and (iii) y∈X a x,y = 0, for all x ∈ X.
In this case, we write ∆ A for the corresponding Hermitian operator ∆ A : c 0 (X) → 2 (X) defined by matrix multiplication, as in Lemma 2.2. Note that it follows immediately from (ii)-(iii) that a x,x = − y∈X\{x} a x,y ≥ 0, for each x ∈ X, so the sum in (iii) is automatically absolutely convergent. Theorem 2.6 (Essential self-adjointness of matrix Laplacians on 2 (X)). If the infinite matrix A = (a x,y ) x,y∈X defines a matrix Laplacian on X, then the corresponding Hermitian operator ∆ A : c 0 (X) → 2 (X) is essentially self-adjoint. Remark 2.7. After a first version of this paper was completed, we discovered that Keller and Lenz have extended this result to the situation of more general measures in [KL09] and [KL10] , as long as the measure gives weight ∞ to infinite paths. (This is true automatically for the counting measure, which we use exclusively). Note also that the results of [KL09, KL10] allow for positive potentials (denoted therein by c). Consequently, one cannot hope to study the deficiency spaces of ∆ unless one considers (i) 2 spaces with respect to a measure which violates this axiom, or (ii) some other Hilbert space entirely. In this paper, we elect to go with the latter option, and hence focus on the energy Hilbert space in §3- §5. Related but less general results also appear in [Web09, Woj07] ; see also [Woj09] .
Lemma 2.8 (Semiboundedness of ∆ A on 2 (X)). If the infinite matrix A = (a x,y ) x,y∈X defines a matrix Laplacian on a countably infinite set X, then ∆ A is semibounded and and positive semidefinite with
Proof. Note that the right-hand side of (2.5) is a sum of nonnegative terms by Definition 2.5(ii), and that it is a finite sum by (2.2). The double summation on the right-hand side of (2.5) is The last sum on the right side vanishes by Definition 2.5(iii), and similarly the first sum vanishes by combining parts (i) and (iii) of the same definition. Thus, the computation continues as
which gives (2.5). In view of assumption (i), we further get that u, ∆ A u 2 ≥ 0 for all u ∈ c 0 (X). Hence, the operator ∆ A is semibounded and positive semidefinite.
Definition 2.9. An exhaustion of X is a sequence of finite subsets
We now return to the proof of Theorem 2.6.
Proof of Theorem 2.6. Assume that some v ∈ 2 (X) satisfies By applying Lemma 2.3 and Lemma 1.7, we must prove that v = 0 to complete the proof of Theorem 2.6. First, observe that (i)-(iii) imply that each of the following functions on X × X is summable, i.e., is in 1 (X × X): The argument in the proof of Lemma 2.8 now yields the following:
Combining (iii) with (2.7) and Fatou's lemma, we can pass to the limit in (2.8). To compute this limit, note that for the first term on the right-hand side in (2.8), equation (2.7) gives
The second term on the right-hand side in (2.8) vanishes because lim k→∞ y∈F k a x,y = 0, by (iii). Consequently, one obtains the identity
Since the left-hand side in (2.10) is nonnegative (as noted initially) and the right-hand side is nonpositive, it must be the case that v 2 = 0, whence v = 0.
For future use, we note the following corollary which follows easily from a known characterization of positive semidefinite infinite matrices. is an exhaustion of X as in Definition 2.9, and A(F k ) := (a x,y ) x,y∈F k is the finite submatrix of A corresponding to F k , then det A(F k ) ≥ 0 for every k.
Axioms for a reproducing kernel energy space
In this section, we give some axioms for a certain type of reproducing kernel Hilbert space that distill the essential properties of the energy space H E discussed in §4.
3.1. The axioms. Let us fix a set X and suppose that we have a quadratic form Q defined for functions u on X with domain dom Q = {u . . . Q(u) < ∞}. Suppose that H = dom Q/ ker Q is a Hilbert space with respect to the inner product obtained from Q by polarization, that is, under
and that H satisfies the following axioms.
Axiom 2. For each x ∈ X, the Dirac (point) mass δ x is contained in dom Q, where δ x is defined by
Axiom 3. For every pair of points x, y ∈ X, there is a constant C = C x,y such that
Remark 3.1. In most cases, it will not be necessary to distinguish between a function u ∈ dom Q and its corresponding equivalence class in H. However, whenever it is useful to make the distinction, we use the notation [u] Q to indicate the equivalence containing the function u defined on X.
Remark 3.2. The axiom system above is very similar to the notion of resistance form as developed in [Kig01, Kig03] (see also the references therein), although the axioms above evolved independently, and from different considerations. Axioms 1-3 allow for slightly more generality than resistance forms.
Definition 3.3. For a Hilbert space H of functions on X, a reproducing kernel is a family {v x } x∈X ⊆ H satisfying
for all x ∈ X and for any u ∈ dom Q, (3.4) and a relative reproducing kernel is a family {v x,y } x,y∈X ⊆ H satisfying
for all x, y ∈ X and for any u ∈ dom Q. (3.5)
Lemma 3.4. Axiom 3 ensures the existence of a relative reproducing kernel for H.
, so Riesz's lemma gives a v x,y ∈ H satisfying (3.5), for each x, y ∈ X.
Henceforth, it will be convenient to fix a reference point o ∈ X to act as an origin and consider the singly-indexed family {v x } x∈X ⊆ H, where v x = v x,o . All results will be independent of the choice of o. 
by the pointwise equation
Remark 3.6. In (3.7), the notation δ x , w H really means [δ x ] Q , w H , but we can suppress the equivalence class notation because any two representatives differ by an element of ker Q.
Corollary 3.7. dom ∆ is dense in H.
Proof. Suppose that v x , u H = 0 for all x ∈ X. Then by (3.5), u must be constant.
Remark 3.8. It is often the case that ∆w = δ x does not have a solution in H (this is explored in [JP09a] . However, ∆w = δ x − δ o always has a solution; this follows from Lemma 3.9, just below, and is due in some sense to the "balanced" nature of δ x − δ y ; see [Soa94, §III.3] . For either ∆w = δ x or ∆w = δ x − δ o , the solution w is nonunique precisely when ker ∆ ∩ H is nontrivial.
Lemma 3.9. For each x o, one has ∆v
Proof. From (3.7), we have ∆v
, where [δ y ] Q ∈ H is the class containing the function δ y defined as in (3.2); see also Remark 3.1 and Remark 3.6. The result now follows via (3.5) by
Remark 3.10. From Lemma 3.9, Axiom 2 implies that ∆u ∈ dom Q and hence ∆u represents a unique element of H. Thus, expressions like u, ∆v H are well-defined, and in particular, so is u, ∆v x H for any x ∈ X, if u ∈ H or u ∈ dom Q.
The following lemma was suggested by (and due to) the referee, for its use in Lemma 3.21.
Lemma 3.11. Under Axioms 1-3, the set {v x } x∈X\{o} is linearly independent.
Proof. Suppose one has a linear combination u = ξ x v x = 0 where at most finitely many of the coefficients ξ x are nonzero. Then u ∈ dom ∆ and Lemma 3.9 gives
whence ξ x = 0 for all x ∈ X \ {o}.
3.2. Some basic properties of the abstract Laplacian. In this section, we show that the definitions given above are sufficient to prove that ∆ is Hermitian and even semibounded. Throughout this section, we abuse notation as described in Remark 3.6 and denote both a function and the equivalence class containing it by the same symbol.
Lemma 3.12. If δ xy is the Kronecker delta, then
Proof. Note that ∆v y ∈ H by Remark 3.10, and so
by (3.5) and (3.7). Again using (3.5), the result follows via
Lemma 3.13. The operator ∆ is Hermitian on H.
Proof. Note that (3.8) is symmetric in x and y, and R-valued. Thus
Lemma 3.14. The action of ∆ on dom Q passes to the quotient:
Proof. This is equivalent to showing that the kernel of Q is invariant under the action of ∆. Suppose that ψ = z∈F ξ z v z is an element of ker Q, and that F is finite. Then ψ, ϕ H = 0 for every ϕ ∈ H, so with ϕ = ∆v x (which is well-defined by Remark 3.10), Lemma 3.13 gives 0 = ψ, ∆v x H = ∆ψ, v x H , for every x ∈ X, so that ∆ψ ∈ ker Q by Corollary 3.7. The conclusion follows.
Lemma 3.15. The operator ∆ given in Definition 3.5 is semibounded as in Definition 1.5.
Proof. If u ∈ dom ∆, then u = x∈F ξ x v x for some finite F ⊆ X \ {o} by (3.6) and
by Lemma 3.12.
Remark 3.16. In fact, one can draw a much stronger conclusion than just semiboundedness from Lemma 3.15: note from the proof that u, ∆u H = 0 implies |ξ x | 2 = 0 and thus u = 0.
Lemma 3.17. Fix y ∈ X and consider ϕ(x) := v x , v y H as a function of x on X. Let ∆ x denote the application of ∆ with respect to the x variable. Then
Now (3.10) follows by Lemma 3.12 and Lemma 3.13.
The authors are grateful to the referee for suggesting the above streamlined version of the proof.
3.3. Foundations of reproducing kernel Hilbert spaces. This subsection aims to give some brief historical context for §3 in general, and Lemma 3.21 in particular.
Definition 3.18. One says M :
whenever F ⊆ X is finite. Informally, we describe this condition by saying "M is psd on X". Similarly, one says M : X × X → C is positive definite (pd) iff the inequality in (3.11) is strict for all finitely supported nonzero sequences c.
The theory of positive (semi)definite functions is broad and powerful (see, e.g.
[BCR84]) but we are interested primarily in two closely related theorems stemming from the work of von Neumann and Kolmogorov. The first one (Theorem 3.19) is a generalization and amalgamation of some results of [JP09b, §5-6]. The second one (Theorem 3.20) adds the slightly stronger hypothesis of pd (instead of psd) and is able to draw a much stronger conclusion: one is able to produce a Gaussian measure on the resulting space. The following result is the foundation for the study of reproducing kernel Hilbert spaces as developed by Aronszajn [Aro50] and [PS72] . where F is a finite subset of X containing the support of a and b. One can verify that this satisfies a generalized Cauchy-Schwarz inequality, and one can therefore obtain a Hilbert space by modding out by the kernel of M and taking the completion. Theorem 3.20 is an alternative approach to this construction (see [PS72] ) which allows one to realize the Hilbert space H of Theorem 3.19 as L 2 (Ω, P). This version is more probabilistic in flavour; in fact, Kolmogorov's consistency construction is lurking in the background.
Theorem 3.20. Given a psd function M on X ×X, there exists a probability space (Ω, P) and a collection of random variables {X x } x∈X such that for all x, y ∈ X, E(X x ) = 0 and E(X x , X y ) = M(x, y).
(3.12)
Moreover, if M is pd, then P can be taken to be Gaussian.
Lemma 3.21 can be considered as a (somewhat trivial) converse of Aronszajn's theorem, and will be useful in §5. where w ∈ H is the function defined by w = x∈F ξ x v(x). Note that the final inequality is strict by Lemma 3.11.
The Laplacian as an operator on the energy space
In this section, we introduce the setting of a resistance network (G, c). There are a couple of different (but very natural) Hilbert spaces of functions defined on such a domain, both of which are important for understanding the underlying network. The study of a network is inextricably linked to the study of the associated Laplace operator: note that if A is the adjacency matrix of a network, then as matrices, ∆ = cI − A; see (4.6).
This section aims to compare the 2 (G) theory of ∆ (as discussed in §2) with the behavior of ∆ on a second Hilbert space of functions naturally associated to the network: the energy space H E ; see [JP09a, JP10a, JP09d, JP09c] and also the references [Kig01, Kig03, LP10, Soa94].
2 It is defined in Lemma 4.4 from an energy form E on functions on (G, c) defined in Definition 4.2.
The results of §2 imply that the network Laplacian is essentially self-adjoint as an operator on 2 (G), i.e., on 2 (G, µ) where µ is counting measure; see also [KL09, KL10] . However, the action of the Laplacian on H E is markedly different. In particular, it is not always essentially self-adjoint as an operator on H E , in sharp contrast to Theorem 2.6. Example 4.8 illustrates this phenomenon with an explicitly computed defect eigenvector and (nonzero) deficiency indices.
It also turns out that there is no natural onb for H E ; the natural candidate would be the Dirac masses {δ x } x∈G , but these are not orthogonal and typically don't even have dense span in H E . Consequently, we rely on a reproducing kernel {v x } x∈G\{o} , as developed axiomatically in the previous section. In fact, this is part of the motivation behind §3.
Due in part to their close relation with Markov chains, there is a massive literature on resistance networks (not always using this terminology). Many studies use Hilbert space techniques, but almost all of these focus on 2 (G, µ); see [Soa94, Chu01] and the references therein; other articles use methods from potential theory and discrete harmonic analysis [Kig01, Kig03] . See also [LP10, §9] for an alternative view on the energy space, presented in terms of an 2 space of functions on the edges of G.
4.1.
Networks and the energy space.
Definition 4.1. A resistance network is a connected weighted graph (G, c).
is a graph with a countable vertex set G 0 , and at most one edge e ∈ G 1 between any two vertices. From this point onward, we write x ∈ G to indicate that x ∈ G 0 . The adjacency relation on G is determined entirely by the conductance function c :
, a nonnegative and symmetric real-valued function denoted c xy = c(x, y). We say x, y ∈ G are connected by an edge of weight c xy if and only if c xy > 0; in this case, we write x ∼ y. Vertices may not have finite valency, but they must have finite total conductance: c(x) := y∈G c xy < ∞.
(4.1)
We also assume c xx = 0 for every x ∈ G.
In Definition 4.1, the term connected means that for all x, y ∈ G, there is a finite sequence {x = x 0 , x 1 , . . . , x n = y} ⊆ X such that c x i x i−1 > 0 for i = 1, . . . , n. There is a bijective correspondence between the class of resistance networks and the class of irreducible reversible Markov chains; the correspondence is given by considering G 0 as the state space and defining the transition probability by p(x, y) = c xy /c(x), for vertices (states) x and y. Definition 4.2. For functions u, v on a resistance network, one can define the (sesquilinear) energy form
with domain dom E := {u : G → C . . . E(u, u) < ∞}. One says that E(u) := E(u, u) is the energy of u.
It is clear from (4.2) and the connectedness of the network that E(u) = 0 iff u is constant, so ker E = C1. Therefore, we define an equivalence relation by u ∼ v iff u(x) − v(x) = k for some fixed k ∈ C.
Lemma 4.3. Under the above equivalence relation, and with · E = √ E(·, ·), the quotient
is a Hilbert space, and the elements of H E are functions on G modulo constants.
Proof. It can be checked directly that the above collection of (equivalence classes of) functions on G is complete via an isometric embedding into a larger Hilbert space as in [LP10, MYY94] or by a standard Fatou's lemma argument as in [Soa94] . In particular, the condition c(x) < ∞ ensures δ x ∈ H E for every x ∈ G, and so Axiom 2 is satisfied. To see that Axiom 3 is satisfied, one can argue as in [JP09a, Lem. 2.4]: since G is connected, choose a path {x i } n i=0 with x 0 = y, x n = x and c x i ,x i−1 > 0 for i = 1, . . . , n, and the Schwarz inequality yields
Consequently Lemma 3.4 applies and we have a relative reproducing kernel {v x } x∈G ∈ H E , as in Definition 3.3, given by v x := v x,o . Although the elements of H E are equivalence classes, computations can be performed using representatives whenever these computations are independent of the choice of representative. Abusing notation, we may take the function u to be the representative of u ∈ H E satisfying u(o) = 0.
3 3 After an initial draft of this paper was complete, we discovered that researchers studying metrized graphs use a similar object;
in [BR07, BF06] this is called the " j-function" and is roughly given by j z (x, y) = v y,z (x). The two objects do not precisely coincide because for metrized graphs, x, y, z may be points in the interior of a edge, as edges are isometric to intervals in that context. Remark 4.7 (The meaning of ∆u). Note that ∆u is a function on G, not an equivalence class of functions (the differences in (4.6) specify the value of ∆u(x) unambiguously). It is also clear that ∆ is Hermitian on H E ; note that Corollary 3.13 holds in this context. It is also the case that ∆ commutes with conjugation, and this ensures that the deficiency indices of ∆ on H E will be equal. §4.2 discusses a situation in which ∆ on H E has deficiency indices (1, 1).
Using the standard onb {δ x } x∈G for 2 (G), and the matrix A with entries a x,y = −c xy , formula (4.6) is equivalent to matrix multiplication:
so that a x,y defines a matrix Laplacian on 2 (X) in the sense of Definition 2.5. In fact, the only real difference between Definition 4.1 and Definition 2.5 is the addition of the connectedness condition, which appears in this section to ensure that the kernel of the energy form contains only (globally) constant functions.
4.2.
The Laplacian can fail to be essentially self-adjoint on H E . Proposition 4.9 (Defect on the geometric integers). As an operator on the energy space of the network (Z + , b n ), the Laplacian is not essentially-self-adjoint.
Proof. We will explicitly construct a function u which has finite energy and which satisfies ∆u(n) = −u(n) at every vertex n in the network. To this end, recursively define a system of polynomials {ϕ n } and {ψ n } in the variable r by
Putting r = 1 b , the desired function u is defined by u(n) := ψ n (1/b). Note that ϕ n = ϕ n−1 + ψ n−1 and ψ n = ψ n−1 + r n ϕ n . Hence
) and therefore, suppressing the evaluation at the fixed value r = 1/b, we have
Consequently, ∆u(n) = ϕ n − ϕ n+1 = −ψ n = −u(n) implies that ∆u = −u. The proof will be complete once we show that u ∈ H E , which is carried out in Lemma 4.11.
We will need the following lemma for the proof of Lemma 4.11.
Lemma 4.10. There is an m such that ϕ n ≤ n m , and ψ n ≤ (n + 1) m − n m for all n ∈ Z + , (4.10)
where ϕ n and ψ n are the polynomials defined in (4.8).
Proof. We prove both bounds simultaneously by induction, so assume both bounds of (4.10) hold for n − 1. The estimate for ϕ n = ϕ n−1 + ψ n−1 is immediate from the inductive hypotheses. For the ψ n estimate, choose an integer m so that
by using the binomial theorem to expand
which is sufficient because the left side is an upper bound for ψ n = ψ n−1 + r n ϕ n .
Lemma 4.11. The defect vector u(n) := ψ n ( 1 b ) has finite energy and is bounded.
Proof. Applying Lemma 4.10 to the formula for E yields
since a polylogarithm indexed by a negative integer is continuous on R, except for a single pole at 1 (but recall that r ∈ (0, 1)). To see that u is bounded, combine (4.9) and (4.10) to obtain b n (u(n) − u(n − 1)) ≤ n m , for some fixed m, whence the sequence of increments is summable in much the same way: shows u(x) for x = 0, 1, . . . , 10, and the plot on the right shows data points for u(x), x = 10, 11, 12, . . . .
Finite approximants
As mentioned in the previous section, when considering ∆ as an operator on a reproducing kernel Hilbert space H, it is not possible to use the matrix representation of (4.7) because {δ x } x∈X is not an onb for H. Therefore, we change to a different representation of H as laid out in §3.
In this section, we return to the setting of §3, where X is any (infinite) set, Q is a quadratic form on functions on X, and H = dom Q/ ker Q is a Hilbert space with (relative) reproducing kernel {v x } x∈X . For studying infinite sets X, it will be helpful to consider a filtration by finite subsets, partially ordered by inclusion. With this aim, we pick a finite subset F ⊆ X and study the "restriction" of M and functions u to this subset. Note that we do not restrict the support of the functions under consideration: we restrict the index set of the representing functions {v x } x∈X , in the spirit of Karhunen-Loève; see [Ash65] . This is akin to using cutoff functions as Fourier multipliers, and leads to a form of spectral reciprocity between the associated Laplace operator, and its "inverse" M, in the sense described in §5.1. The exact relationship between M (actually, its diagonalization D) and ∆ is made precise in Corollary 5.20; see also Remark 5.25. The application we have in mind is a resistance network as discussed in §4 but all results are phrased in the context of the reproducing kernel Hilbert space of §3 so as to keep the scope of discussion more general.
Definition 5.1. Let V := span{v x } x∈X\{o} and V(F) := span{v x . . . x ∈ F}. We also write 2 (F) for the subspace of functions in 2 (X) whose support is contained in F. This may seem trivial when F is finite, but the notation helps distinguish between the two different inner products in use.
Remark 5.3. The operator Φ is typically not closable. To see this, we show why the adjoint is not typically densely defined. First, pick ξ ∈ span{δ x } and u ∈ V, and compute Φ * :
So for an equivalence class u ∈ H, note that Φ * u is the representative of u that vanishes at o. For u ∈ H, let us denote by u (0) the representative of u specified by u(o) = 0, so that
It is easy to see that this class is not dense in H; see [JP09a] for examples in the case H = H E .
Definition 5.4. For a finite set F ⊆ X \ {o}, we have Φξ = x∈X ξ(x)v x , for all ξ ∈ V(F). Define M to be the matrix of Φ * Φ, that is,
and let M F := M F×F be the submatrix of M defined by deleting all rows and columns corresponding to points x F, i.e., M F is an |F| × |F| matrix with entries
In general, one may have v x ∈ V(F) with support extending outside of F; examples are given in [JP09b] .
Note that since ξ ∈ 2 (F) is finitely supported,
Definition 5.5. Denote the spectrum of M F by Λ F = {λ F j } for some enumeration j = 1, 2, . . . , |F|. Note that Λ F > 0 by Lemma 3.21 and that M is diagonalizable with eigenfunctions ξ j = ξ
That is, the spectral theorem provides an orthonormal basis (onb) {ξ Definition 5.6. For a finite F ⊆ X, and M F ξ λ = λξ λ as above, define
Lemma 5.7. The operator Ψ F : 2 (F) → V(F) defined by Ψ F (ξ λ ) = u λ is unitary, and consequently {u λ } λ∈Λ F is an orthonormal basis in V(F).
and since ξ k is an eigenvector, this continues as
where δ jk is the Kronecker delta, since {ξ λ } is an onb for 2 (F).
Definition 5.8. By Lemma 5.7, we may let P F be the projection to span{u λ } λ∈Λ F . In Dirac notation, this is
Note that P F is projection to V(F).
Lemma 5.9. With respect to the onb {u λ }, one has
Proof. Let x ∈ F. Then compute
by (5.6) followed by (5.5). Continuing,
since ξ λ is an eigenvector. Note that λ ∈ R + , since M is positive semidefinite by assumption. It remains to observe that P F v x = v x for x ∈ F, but this follows from Definition 5.8.
Remark 5.10. In the language of Theorem 3.19, equation (5.7) takes the following form:
where {ξ λ } is an onb for 2 (F) and {u λ } is an onb for V(F). The significance of this symmetric expression of v is that it allows us to compute a norm in H (where the sum would be over x ∈ F) by instead computing an 2 norm (where the sum is over λ ∈ Λ F ). For an example, see Corollary 5.24. In [JP09d] , the authors show that for H = H E one can construct a Gel'fand triple S E ⊆ H E ⊆ S E , isometrically embed H E → L 2 (S E , P). Here S E is a space of "test functions" which is dense in H E , but comes equipped with a strictly finer Fréchet topology, and S E is a space of "distributions" obtained by taking the dual with respect to this topology. Elements u ∈ H E can then be extended to functions on S E viaũ(ξ) = u, ξ E for ξ ∈ S E . As P is a probability measure, one can then interpret {v x } x∈G as a stochastic process, i.e., a system of random variables indexed by the vertices of the underlying graph. In this context, (5.8) becomes an instance of the Karhunen-Loève decomposition (see, e.g. [Ash65] ) of a stochastic process into its random and deterministic components:
In fact, it turns out that {ũ λ } λ∈Λ F is a system of independent identically distributed Gaussian N(0, 1) random variables, for any finite F ⊆ X. See also §5.2 for more relations to Karhunen-Loève.
5.1. Spectral reciprocity. In this section, we explore the relationship between M and ∆. In particular, the Spectral Reciprocity Theorem (Theorem 5.16) shows how M and ∆ are (almost) inverse operators, and explains why the eigenvalues of M are (almost) the reciprocals of the eigenvalues of ∆.
Definition 5.11. Denote the diagonalization of M F by
where
F is a well-defined operator on 2 (F) of rank |F| < ∞.
Definition 5.13. If {ξ λ } is the onb of eigenvectors of M F , denote the expectation of ξ λ by
(5.11)
Lemma 5.14. If δ o is a Dirac mass at the origin, the expansion of P F δ o with respect to {u λ } is given by
Proof. Using P F = P * F , (5.5), and the fact that u λ ∈ V(F), we compute the coefficients:
where the last line follows by Lemma 3.9, since x o.
Definition 5.15. The compression of ∆ to F is the restricted action of the operator ∆ to V(F), and it is given by P F ∆P F .
Theorem 5.16 (Spectral reciprocity). If F ⊆ X \ {o} is nonempty and finite, then
by (5.5) and (3.8). The computation of (5.14) continues as
(5.15)
Since u λ is in dom Φ * automatically for finite F, the right side of (5.13) is
matches with the right side of (5.15), by (5.12). This verifies (5.13) on the onb of Lemma 5.7, and hence for all of V(F).
Remark 5.17. We refer to Theorem 5.16 as the Spectral Reciprocity Theorem because it relates the eigenvalues of ∆ to the reciprocal eigenvalues of its inverse, on any finite F ⊆ X.
Suppose one writes the matrix for ∆ as in Definition 2.5, so that rows and columns are indexed by points of X. Let∆ be the matrix which results from deleting the row and column corresponding to a chosen point o. Corollary 5.20 makes precise the well-known statement that one can invert the Laplacian after deleting the row and column corresponding to a point o.
4 In particular, without deleting the row and column of o, one is forced to contend with an auxiliary term 1 in (3.8) (which corresponds to the projection P o = |o o| to the 1-dimensional subspace spanned by δ 0 ).
Lemma 5.18. For every nested sequence of finite sets {F n } n∈N with F n = X \ {o}, the limit of P F n ∆P F n exists and with dom ∆ as in (3.6),
in the strong operator topology, that is, lim n→∞ P F n ∆P F n v − ∆v H for all v ∈ dom ∆.
Proof. Let f ∈ dom ∆ so that there is some finite set F ⊆ X \ {o} for which
Without loss of generality, let {F n } ∞ n=1 be an exhaustion of X \ {o} with F ⊆ F 1 . Then P F f = f , and 4 Recall that if M is a Hermitian matrix acting on a finite-dimensional Hilbert space H, then the restriction of M to the orthocomplement of the zero eigenspace is invertible.
since P F n increases to the identity operator:
Corollary 5.20.
Proof. Since arguments exactly analogous to those in Lemma 5.18 give P o F n n→∞ − −−−−− → P o , we have
by applying Theorem 5.16 and then Lemma 5.18.
Spectral measures.
Recall from Definition 5.13 that E(ξ j ) = x∈F ξ j (x) = χ F , ξ j 2 , and that from Lemma 5.14, the expansion of P F δ o with respect to {u λ } is given by
th entry is given by
denote the spectrum of this matrix
. Remark 5.22. In Definition 5.21, it is important to note that τ j,k , ξ j , and λ j all depend on the choice of F. However, for ease of notation we suppress this dependence and also henceforth write σ j = σ Recall from Definition 5.5 that
Corollary 5.23. For any finite subset F ⊆ X \ {o} with |F| = J, one has
Proof. Since χ F coincides with the constant vector 1 on F, we use Remark 5.25. When ∆ is not essentially self-adjoint, the presence of P o F (as in (5.13), for example) makes it impossible to obtain self-adjoint extensions of ∆ via a filtration by finite subsets. This obstacle can only be overcome by passing to spectral measures. If dom ∆ is as in (3.6), then the spectral measure of some self-adjoint extension of ∆ comes from the weak- * limit of linear combinations of of equally weighted Dirac masses:
Here, µ F refers to the spectral representation of P F ∆P F , and we are relying on standard tools from the literature. Indeed, approximation of measures with the use of spectral sampling is a versatile and powerful tool. For approximation in the weak- * topology on measures (as in the present context), see the excellent reference book [Bil99] for details. When applied to spectral measures, these approximations were first studied in the book by M. Stone; see [Sto90, Ch. X]. The approach in [Sto90] is especially amenable to our present applications: a main theme is the study of unbounded operators in Hilbert space, realized concretely as banded infinite matrices. This is illustrated in the following diagram:
In the limit of (5.18) as F → X, may µ F become a smooth measure. The key point is that considering the limit of P F ∆P F as F → X does not take one far enough. However, consideration of the spectral measures µ F of P F ∆P F shows that each weak-* limitμ is the spectral measure of some self-adjoint extension∆ of ∆, and by general theory, every self-adjoint extension of ∆ arises in this way.
In the preceding discussion, F → X refers implicitly to a limit with respect to an exhaustion {F n } n∈N , where F k ⊆ F k+1 and ∞ n=1 F k = X \ {o}. Note that the limit ∆ = lim F→X P F ∆P F is unique (see Lemma 5.18) and hence independent of the choice of exhaustion {F n } n∈N . However, the nonuniqueness of weak-* limits corresponds to the fact thatμ = lim F→X µ F may depend on the choice of exhaustion. Different weak-* limits may correspond to different self-adjoint extensions∆ of ∆. The following curious fact can be found in most introductory books on functional analysis.
Proposition 5.28. Let A be a topological vector space, and let A 0 be a dense linear subspace. If f is a linear functional on A 0 , then ker f is dense in A if and only if f is discontinuous.
Lemma 5.29. B is dense in 2 (X) if and only if X is infinite.
Proof. Define f : B → C by f (ξ) = x∈X ξ x . Note that X is finite if and only if the constant function 1 is in 2 (X), which (by Riesz duality) holds if and only if f is continuous on 2 (X). The result now follows from Proposition 5.28.
The next lemma indicates how Φ "intertwines" the spectral densities of ∆ and M.
