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Introduction
The aim of the study that is here described is the modeling of structural and spectroscopic properties
of doxorubicin (DOX) interacting with complex environments, in particular with water and DNA. The
attention is especially focused on resonance Raman (RR) spectroscopy, which is widely used to probe
the interaction between a molecular system and the external environment [1, 2, 3, 4, 5, 6]. In particular,
RR has been reported to be able to provide information on the intercalation of DOX between DNA
base pairs, through the comparison of RR spectra measured for DOX-DNA complexes and DOX in
aqueous solution [7, 8, 4, 9].
Raman scattering can be deﬁned as the inelastic scattering of an electromagnetic radiation by a
molecular system [10]. When the incident radiation is resonant with the sample, the RR spectroscopy
is obtained. Both resonant and non-resonant Raman can be regarded as vibro-electronic phenomenona:
both provide information on the vibrational structure of the molecular system.
To obtain a reliable modeling of RR spectra, a physically consistent description of the target
molecule (the solute), of the solvent and of the interaction between the solvated system and the
external radiation are needed. In the framework that we have adopted, DOX is treated at the quantum
mechanical (QM) level, by exploiting approaches rooted in the Density Functional Theory (DFT), as
implemented in a widely used computational chemistry software [11]. The presence of the external
environment (either an aqueous solution or DNA) has been taken into account through a continuous
description. In particular, the Polarizable Continuum Model (PCM) has been employed, in which the
environment is treated as a continuum polarizable dielectric medium surrounding the solute molecule,
treated quantum mechanically, and which is hosted within a molecule-shaped cavity [12].
The comparison between the calculated results with experimental ﬁndings taken from the literature
shows that our approach is able to describe the main features of vibrational RR spectra, as well as
vibrational infrared (IR) and absorption UV-Vis spectra.
As a further test of the eﬀectiveness of the continuous description of the aqueous environment,
and to possibly explain some of the discrepancies between calculated and experimental results, the
solvation of DOX in aqueous solution has also been studied by means of simulations techniques rooted
in the Molecular dynamics (MD), where an atomistic description of the solvent is exploited.
The present work is structured as follows. Chapter 1 focuses on the theoretical description of the
Raman and RR phenomena, their features, the experimentally measured quantities and a discussion
on the computational approach to RR calculations within a QM framework. In Chapter 2, a brief
discussion of the methodologies to treat the eﬀects of the external environment in the computation
of structural and spectroscopic properties is reported. Chapter 3 focuses on the results obtained by
applying our theoretical framework to the calculation of the structural and spectroscopic properties of
DOX in aqueous solution or in DNA. The discussion if then ended by some concluding remarks.
3
Chapter 1
The resonance Raman spectroscopy
1.1 The Raman eﬀect
Raman scattering can be deﬁned as the inelastic scattering of electromagnetic radiation by a molecular
system [10]. Raman spectroscopy makes use of this eﬀect to study the structure and properties of the
systems responsible for the scattering, as well as for analytical purposes. The eﬀect was discovered by
Sir Chandrasekhara Venkata Raman in 1928 [13], who later earned the Nobel Prize for his work. One of
the peculiar characteristics of the Raman eﬀect is that it is non-linear, i.e. the frequency of oscillation
of the scattered radiation is diﬀerent than that of the incident radiation. The analogous phenomenon
in which there is no change in energy of the radiation is instead called Rayleigh scattering, named
after its discoverer, Lord Rayleigh. A Raman experiment involves the illumination of the sample by a
laser source for extended periods of time. The radiation scattered along a direction which depends on
the particular experimental conﬁguration is collected, separated into its monochromatic components,
and the intensity is measured as a function of the frequency, long enough to ensure a good signal
to noise ratio. In Raman scattering, the energy diﬀerence between the two radiations is often called
Raman shift and, more in detail, it is referred to as Stokes shift if it is negative, and anti-Stokes
shift if it is positive. In Stokes shift the scattered radiation has less energy than the incident one
and, in order to obey the energy conservation principle, this diﬀerence has to be absorbed by the
molecular system. Indeed (in most cases) it is observed that if the intensity of the scattered radiation
is plotted against the Raman shift, generating the Raman spectrum, a series of peaks appear, and
their positions correspond to those observed in the Infra Red (IR) spectrum of the same system, which
suggests that the expended energy has in fact been absorbed by the vibrational modes of the molecule.
Contrary to IR spectroscopy however, the radiation usually employed in Raman spectroscopy lies
in the visible range of the electromagnetic spectrum, which is usually associated with electronic (or
vibronic) transitions rather than purely vibrational ones and in fact, as will be shown below, Raman
spectroscopy (especially under resonance conditions) can be regarded as both an electronic and a
vibrational phenomenon. Even though Raman and IR spectroscopies both provide information on
the vibrational structure of the molecule, from the experimental point of view, Raman spectroscopy
can be very advantageous [10]. The main diﬃculty concerning IR spectra is that many common
solvents (including water) and the glassware used in chemical laboratories strongly absorb IR radiation,
therefore IR spectra are often recorded by placing the sample between plates made of salts such as
sodium chloride. Aside from the laborious sample preparation, the diﬃculty associated with recording
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spectra of molecules in a solvated environment may preclude the study of systems whose solvated
state is the most natural environment, such as biological molecules. In addition, the well-known
selection rules for IR spectroscopy dictate that only the molecular vibrations along which there is a
change in electric dipole moment give a non-zero intensity. The corresponding selection rule for Raman
spectroscopy involves the polarizability instead of the dipole moment, which is a much less stringent
condition. Raman spectra do not present such diﬀculties, however, being a higher-order phenomenon,
the scattered intensity is naturally very low, therefore the source of the incident radiation must be much
stronger that that required for IR spectroscopy. Lasers are commonly used in Raman instrumentation,
driving up the cost of the equipment, compared with the relatively inexpensive IR spectrometers. In
addition, common laser sources are not continuously tunable to diﬀerent frequencies, which can be
problematic if one is interested in exposing resonance phenomena or recording a Raman excitation
proﬁle, i.e. a plot of the scattered intensity against the frequency of the incident radiation.
1.1.1 The origin of second-order eﬀects
The non-linearity of Raman scattering signals that it must be a higherorder phenomenon with respect
to one-photon absorption and emission. For the sake of completeness, the derivation of the Raman
eﬀect from the perturbation treatment of the time-dependent Schrödinger equation will here be brieﬂy
reviewed. Let us consider a molecular system described by its Hamiltonian operator Hˆ under the inﬂu-
ence of a monochromatic electromagnetic radiation of frequency ω. For Raman scattering to emerge,
we only need consider the electric component of the light-matter interaction [14]. The perturbation
can therefore be expressed by means of an operator Vˆ of the following form:
Vˆ = −µ · E˜e
−iωt + E˜∗eiωt
2
= ˆV (ω) + Vˆ (−ω) (1.1)
Where µ is the electric dipole moment operator of the system and E˜ represents the electric ﬁeld
operator. In quantum mechanics the time evolution of a physical system is governed by the time-
dependent Schrödinger equation:
i~
∂
∂t
|Ψ(t) >= (Hˆ + Vˆ )|Ψ(t) > (1.2)
In the following treatment we shall only be concerned with the evolution of exact states, and will
express the results in terms of linear combinations of exact eigenstates of the unperturbed Hamiltonian.
The time evolution of the system may then be expressed as a perturbation series. To prove this
statement it is useful to work in the so-called interaction picture in which one operates the following
transformation:
|Ψ(t) >I= eiHˆ(t−t0)/~|Ψ(t) > (1.3)
by inserting this into the Schrödinger equation one easily obtains:
i~
∂
∂t
|Ψ(t) >= eiHˆ(t−t0)/~Vˆ e−iHˆ(t−t0)/~|Ψ(t) >I= VˆI(t)|Ψ(t) >I (1.4)
The evolution of the wavefunction may be expressed through an appropriate time evolution operator
deﬁned by:
|Ψ(t) >= Uˆ(t, t0)|Ψ(t0) > (1.5)
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which, in the interaction picture, becomes:
|Ψ(t) >I= eiHˆ(t−t0)/~Uˆ(t, t0)e−iHˆ(t−t0)/~|Ψ(t0) >I= UˆI(t, t0)|Ψ(t0) >I (1.6)
This may be used to rewrite the Schrödinger equation in terms of UˆI and |Ψ(t0) >. Since the
equation remains valid irrespective of the particular initial state, the ket may be dropped and one is
left with an equation involving only the operators:
i~
∂
∂t
UˆI(t, t0) = VˆI(t)UˆI(t, t0) (1.7)
Integrating both sides, with UˆI(t0, t0) = 1, yields:
UˆI(t, t0) = 1− i~
tˆ
t0
VˆI(t1)UˆI(t1, t0)dt1 (1.8)
which, by substituting the obtained expression for the evolution operator into itself, leads to the
Dyson series:
UˆI(t, t0) = e
− i~
´ t
t0
VˆI(t1)UˆI(t1,t0)dt1 (1.9)
The term linear in the perturbation may be developed to yield the transition amplitudes for one-
photon absorption and emission. Raman scattering may be found by developing the second order
term.
To expose the Raman eﬀect we must prove that the probability of going from an initial stationary
state|n > e−iωn(t−t0) to a ﬁnal stationary state |m > e−iωm(t−t0) is non-zero, which means proving
that the perturbed wavefunction has components in the desired ﬁnal state:
|Ψ(t) >= Uˆ(t, t0)|Ψ(t0) >= Uˆ(t, t0)|n > (1.10)
|Ψ(t) >=
∑
j
|j > e−iωj(t−t0)cj(t) (1.11)
Note that since the evolution operator is unitary, if the initial state is normalized so will be the
time-dependent wavefunction. The coeﬃcients of the expansion, can be found using the time evolution
operator:
cm(t) =< m|Uˆ(t, t0)|n > eiωmn(t−t0) =
=< m|e−iHˆ0(t−t0)/~UˆI(t, t0)eiHˆ0(t−t0)/~|n > eiωmn(t−t0) =< m|UˆI(t, t0)|n > (1.12)
The zeroth term in the expansion of the evolution operator would give a zero transition probability
for diﬀerent states (a stationary state remains unchanged in the absence of a perturbation). The
ﬁrst-order term is easily developed:
< m|UˆI (1)(t, t0)|n >= − i~
tˆ
t0
< m|VˆI(t1)|n > dt1 =
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= − i
~
tˆ
t0
< m|eiHˆ(t1−t0)/~Vˆ e−iHˆ(t1−t0)/~|n > dt1 = − i~ < m|Vˆ |n >
tˆ
t0
eiωmn(t1−t0)dt1 =
− i
~
< m|Vˆ (−ω)|n > e
i(ωmn−ω)(t−t0) − 1
ωmn − ω −
i
~
< m|Vˆ (+ω)|n > e
i(ωmn+ω)(t−t0) − 1
ωmn + ω
(1.13)
where ωmn is the energy diﬀerence between the ﬁnal and initial states. The result is the sum of two
terms, the ﬁrst accounts for absorption, the second for stimulated emission. The second-order term
can be treated in a similar way:
< m|UˆI (2)(t, t0)|n >= − 1~2
tˆ
t0
t1ˆ
t0
< m|VˆI(t1)VˆI(t2)|n > dt2dt1 =
= − 1
~2
∑
j
tˆ
t0
t1ˆ
t0
< m|VˆI(t1)|j >< j|VˆI(t2)|n > dt2dt1 (1.14)
The closure relation
∑
j |j >< j| = 1 has been employed. As in the case of ﬁrst-order phenomena,
multiple terms arise from the development of this expression, which give rise to various non-linear
phenomena, including Raman scattering. Without the need to develop each expression in its entirety,
it is possible to infer the mechanism of the underlying phenomena from equation (2.14) which, in the
case of Raman scattering, shows the concerted absorption and emission of a photon, both mediated by
the electromagnetic radiation (via the operator VˆI), through the manifold of states j, which are often
called virtual states. The ﬁnal state m can, in general, be any molecular state, but the most common
observed type of transition is by far of vibrational nature.
1.1.2 The transition polarizability
In the previous section it was shown that, as a second order eﬀect, electromagnetic radiation of fre-
quency ω may cause a molecular transition even when the energy of the radiation is very far removed
from the corresponding energy. For example by employing a radiation in the visible region of the
spectrum it is possible to cause a vibrational transition. Conservation of energy is guaranteed by the
fact that the molecule will scatter light at a diﬀerent frequency than that of the incoming beam, so if
energy has been absorbed the scattered light will be of lower frequency.
Using a semi-classical picture in which the molecular system is treated using quantum mechanics
while the radiation is described by means of the classical equation of electrodynamics, light scattering
can be viewed as being caused by the fact that the molecular charge density (which can be described
by its multipole moments), starts oscillating when it interacts with the electromagnetic radiation. To
calculate the intensity of the scattered radiation we must ﬁrst calculate the multipole moments of the
molecular charge density, i.e. the transition multiple moments between the initial and ﬁnal states. The
wavefunction can be written as Ψ = cnΨn + cmΨm and the corresponding expectation value for the
electric dipole moment will include terms of the following type:
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(µa)mn =< Ψm|µa|Ψn > + < Ψn|µa|Ψm > (1.15)
The expressions for the wavefunctions can be found using time dependent perturbation theory [15].
Upon substitution into the previous equation (the mn subscript is dropped henceforth for clarity) and
keeping only the ﬁrst order terms one obtains:
µ(1)a =< m|µa|n(1) > eiωmnt+ < m(1)|µa|n > eiωmnt + c.c. =
=
1
2~
∑
j 6=n
(
< m|µa|j >< j|µb|n >
ωjn − ω E˜be
−iωt +
< m|µa|j >< j|µb|n >
ωjn + ω
E˜∗b e
iωt
)
eiωmnt+
+
1
2~
∑
j 6=m
(
< m|µa|j >< j|µb|n >
ωjm − ω E˜
∗
b e
iωt +
< m|µa|j >< j|µb|n >
ωjm + ω
E˜be
−iωt
)
eiωmnt + c.c. (1.16)
where c.c. denotes the complex conjugate. There are two types of terms in this expression: the
ﬁrst and the fourth, which are proportional to E˜0e−i(ω−ωmn)t and the second and third, which are
proportional to E˜∗0e
i(ω+ωmn)t. The terms of the ﬁrst kind describe Raman scattering, in particular
they will generate Stokes (conventional) Raman scattering if ωm > ωn and anti-Stokes scattering if
ωm < ωn. The terms of the second kind describe and induced emission of two quanta ω + ωmn and ω
from an excited level n to a lower energy level m [15]. They will be neglected from here on.
The Raman transition dipole moment may then be rewritten as:
µ(1)a =
1
2~
∑
j 6=n,m
(
< m|µa|j >< j|µb|n >
ωjn − ω +
< m|µa|j >< j|µb|n >
ωjm + ω
)
E˜be
−i(ω−ωmn)t + c.c. (1.17)
Here the summation has been simpliﬁed by neglecting a term proportional to
< m|µa|m >-< n|µb|n > which should be small for vibrational Raman scattering.
The transition dipole may be rewritten in complex form to simplify notation:
µ(1)a =
α˜abE˜be
iωmn + c.c.
2
= Reµ˜a (1.18)
where the transition dynamic polarizability is thus deﬁned:
α˜ab =
1
~
∑
j 6=n,m
(
< m|µa|j >< j|µb|n >
ωjn − ω +
< m|µa|j >< j|µb|n >
ωjm + ω
)
(1.19)
This is the sum-over-states expression for the (nonresonant) polarizability and is the quantity that
must be calculated in order to simulate Raman spectra.
Note that the denominators of the previous expression diverge if there is a state j for which ωjn ≈ ω
or ωmj ≈ ω, i.e.if the incident radiation is resonant.
To remove the singularity and accommodate resonance phenomena one only needs to empirically
include the ﬁnite lifetime of the excited states into the picture. This can be accomplished by means
of the substitution ωj → ωj − iγj , where γj is the damping constant of the state j, and is zero for the
ground state. The Raman transition polarizability then becomes:
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α˜ab =
1
~
∑
j 6=n,m
(
< m|µa|j >< j|µb|n >
ωjn − ω − iγjn +
< m|µa|j >< j|µb|n >
ωjm + ω + iγjm
)
(1.20)
The sign of the damping factor in the second term is justiﬁed by the fact that it results from a
complex conjugate. This expression is the most general form of the Raman transition polarizability
and it can be used to describe a wide array of diﬀerent phenomena.
1.1.3 Simpliﬁcation of the Raman polarizability
The summation in equation (2.20) runs, in principle, over all possible energy eigenstates of the isolated
molecule however, in order to apply the formula in practical computations, the expression must ﬁrst
be simpliﬁed through the separation of the diﬀerent degrees of freedom of the system. Translational
motion is always separable from the other molecular motions. This is not the case for rotations,
vibrations, and electronic degrees of freedom. However, if one assumes both the Born-Oppenheimer
and the rigid rotor approximations, the wavefunction may be written as a direct product and the
corresponding energy is just the sum of the energies corresponding to the diﬀerent degrees of freedom:
|j >= |ej > |vj > |rj >; ωj = ωej + ωvj + ωrj (1.21)
The Raman transition polarizability (2.20) then may be written as:
α˜ab =< rmvmem|αˆab|rnvnen > (1.22)
where the polarizability now takes the form of an operator:
αˆab =
1
~
∑
j 6=n,m
(
µa|ejvjrj >< rjvjej |µb
ωjn − ω − iγjn +
µb|ejvjrj >< rjvjej |µa
ωjm + ω + iγjm
)
(1.23)
This expression can, and must, be simpliﬁed. The only variable quantities that enter the formula
are the initial state n, the ﬁnal state m, and the angular frequency of the incoming radiation ω. Some
assumptions may be made right away. If the temperature is not too high the system will initially
be in the electronic and vibrational ground states, which will also be assumed to be nondegenerate.
When Raman experiments are performed the radiation frequency is chosen by the experimentalist, and
usually lies in the visible portion of the spectrum. This means that the radiation may lie well below
any electronic transition frequency, which implies that the ﬁnal state m will be in general an excited
rotovibrational state lying on the ground electronic Potential Energy Surface (PES), and this is what
happens in conventional Raman scattering. If, however, the incident radiation is close to or even higher
than an electronic transition frequency of the molecule, then near resonance and resonance Raman
scattering will take place. These arguments suggest that further simpliﬁcation requires distinction
between diﬀerent cases.
The ﬁrst thing that can be done is the removal of the rotational states from the summation. First we
look at the numerators: as a general rule the transition dipole moment of two rotational or vibrational
states with very diﬀerent quantum numbers will be small. This is reﬂected in the selection rules for
rotational and vibrational spectroscopy which only allow transitions where the quantum number varies
by ±1. Now we look at the denominators: since ω is in the visible range of the spectrum ωrjrn and
ωrjrm will be negligible, unless ω is resonant with some vibronic transition, but even then the damping
terms will dominate the denominator for they are of the order of at least tens of wavenumbers. The
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damping terms themselves will also not depend upon the rotational state since rotational excited states
are long living. Therefore the closure relation implies that the polarizability operator may be written
as:
αˆab =
1
~
∑
j 6=n,m
(
µa|ejvj >< vjej |µb
ωjn − ω − iγjn +
µb|ejvj >< vjej |µa
ωjm + ω + iγjm
)
(1.24)
and then this tensor must be integrated over the rotational coordinates obtaining:
(α˜ab)mn =< rm|α˜ab|rn >= α˜αβ < rm|lαalβb|rn > (1.25)
where lαa and lβb are the direction cosines of the space-ﬁxed with respect to the molecule-ﬁxed
frames of reference. To further simplify this expression additional approximations must be made.
1.1.4 Vibrational Raman scattering
There are four cases that must be distinguished: whether the incident frequency is resonant or not, and
whether the ﬁnal electronic state is the same as the initial electronic state. In vibrational resonance
Raman, as opposed to vibronic Raman scattering, em = en so the latter assumption is satisﬁed. If we
assume the incident frequency to be non-resonant, then we can remove all virtual vibrational states
from sum-over-states expression, similarly to what was done in the case of rotations. We can also
safely assume to be in the ground electronic state. In this case the polarizability is simply given by
< vm|αˆel|vn >, where αˆel is the pure electronic polarizability, written as a sum over all electronic
degrees of freedom:
αˆelab =
1
~
∑
j 6=0
(
< e0|µα|ej >< ej |µβ |e0 >
ωj0 − ω +
< e0|µβ |ej >< ej |µα|e0 >
ωj0 + ω
)
(1.26)
The quantities that appear in this expression are the familiar vertical excitation energies (ωj0) and
electronic transition dipole moments. While this sum-over-states expression is of great interest from a
purely theoretical point of view, it is computationally to expensive to use it directly because of the very
large number number of states needed to achieve convergence. The calculation of the purely electronic
polarizability (and its derivatives) can be alternatively be achieved by means of linear response theory
[16].
Computing the derivatives of the electronic polarizability is crucial because we still need to ﬁnd its
matrix element between the initial and ﬁnal vibrational states. A simple way to do this is to express
the geometrical dependence of the polarizability tensor using a Taylor expansion with respect to the
normal modes of vibration:
< vm|α˜el|vn >= α˜elab(0) < vm|vn > +
∑
a
(
∂α˜elab
∂Qa
)
0
< vm|Qa|vn > + . . . (1.27)
In vibrational Raman scattering vm 6= vn so the zero order term does not contribute, therefore for
a transition to be allowed there must be a change in the polarizability along the normal modes. In
the harmonic approximation one obtains that the only one normal mode can be excited at a time with
vm = vn ± 1.
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1.1.5 Vibrational resonance Raman scattering
If the incident frequency is close to an electronic transition of the molecule, then the damping factors
in the denominators of the transition polarizability cannot be neglected. As a consequence, the closure
over the vibrational states is not possible, however diﬀerent simpliﬁcations may be done. If the
incoming frequency is close to a electronic transition energy then the corresponding denominator will
be very small, and the pertinent electronic state will dominate the sum over states, therefore the
contributions from all other electronic states may be disregarded, unless they, too, are very close in
energy. In addition, of the two terms that make up the polarizability, only the one with the resonant
denominator will be signiﬁcant (the ﬁrst one, in the case of Stokes scattering). The dipole moment
operators may be integrated over the electronic degrees of freedom (µ0j =< e0|µ|ej >), and expanded
in a Taylor series around the equilibrium geometry similarly to what was done for the electronic
polarizability. We are left with the following expression:
α˜ab =
1
~
µ0jα (0)µ
j0
β (0)
∑
v′j
< vm|v′j >< v′j |vn >
ωjn − ω − iγj +
+
1
~
∑
v′j
∑
a
(
∂µ0jα
∂Qa
µj0β (0)
< vm|Qa|v′j >< v′j |vn >
ωjn − ω − iγj + µ
0j
α (0)
∂µj0β
∂Qa
< vm|v′j >< v′j |Qa|vn >
ωjn − ω − iγj
)
+ . . .
(1.28)
In these equations the prime indicates that the corresponding vibrational state belongs to the
excited electronic PES, furthermore ωjn = ωeje0 + ωv′jvn and the same goes for the damping term. In
the case of resonance Raman scattering there are no selection rules available other than those arising
from the symmetry of the vibrational states. For a given incident frequency those excited states that
are closer to the resonance condition will contribute more to the summation because of the smaller
denominator. For larger molecules there is a very high density of vibrational states though, which
complicates things.
1.1.6 The experimentally measured quantity
As the molecular charge density oscillates, it emits electromagnetic radiation in all directions. The
induced molecular dipole moment µ˜ oscillating with a frequency ωs is related to the incident ﬁeld E˜i
via the formula µ˜a = αabE˜ib. We must now ﬁnd the intensity of the light generated by this dipole. The
electric ﬁeld at a point ~R = R~n can be shown to be [15]:
E˜sa =
ω2s
c2
eiωs(
R
c −t)
R
(µ˜a − nanbµ˜b) = ω
2
s
c2
eiωs(
R
c −t)
R
(α˜ac − nanbα˜bc)E˜ic (1.29)
Where the summation over repeated indices is implied, and ~n is the direction of propagation of
the scattered light. The presence of the term nanbµ˜b ensures that the ﬁeld E˜s is perpendicular to the
direction of propagation. The intensity of the scattered radiation is given by E˜sE˜s∗/4pi, which reduces
to:
Is =
1
R2
ω4s
c4
(α˜ac − nanbα˜bc)(α˜∗ad − naneα˜∗ed)
E˜icE˜
i∗
d
4pi
(1.30)
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At this point it is necessary to consider the particular experimental conditions one aims to repro-
duce. In particular, both the incident and the scattered radiation may or may not be polarized, and
the angle between the two radiations must also be speciﬁed. A common experimental conﬁguration
involves scattering at a pi/2 angle, with an incident radiation that is perpendicular to the plane de-
scribed by the two light rays, an unpolarized scattered radiation. Let us assume that the incident
radiation travels along the Y direction, and is polarized along the Z axis, while the scattered radiation
travels along the X axis. The above expression becomes:
Is =
1
R2
ω4s
c4
(α˜aZ − δaX α˜XZ)(α˜∗aZ − δaX α˜∗XZ)
E˜iZE˜
i∗
Z
4pi
=
1
R2
ω4s
c4
(α˜Y Z α˜
∗
Y Z + α˜ZZ α˜
∗
ZZ)
E˜iZE˜
i∗
Z
4pi
(1.31)
Raman intensity is usually reported in terms of the scattering cross-section σ′, which can be deﬁned
as the ratio of the scattered intensity through a surface R2dΩ (where dΩ denotes a solid angle) to the
incident one (given by E˜iE˜i∗/4pi), which is simply:
σ′ =
ω4s
c4
(α˜Y Z α˜
∗
Y Z + α˜ZZ α˜
∗
ZZ) (1.32)
1.2 Features of the resonance Raman spectroscopy
Resonance Raman spectroscopy (RR) has received much attention in recent years and has found
applications in many areas such as analytical chemistry [17] and the study of metal complexes [18]
and biological systems [19, 20, 21]. The ﬁrst distinguishing feature that RR shows with respect
to non-resonant Raman is the so-called resonance enhancement [22]: the intensity of the scattered
radiation is 103-106 higher than the intensity of the regular Raman signal. This property facilitates
experimental measurements and, in most cases, also causes the resulting spectrum to be free from
any contamination ' arising from the non-resonant Raman signal, which has a much smaller intensity.
Resonance enhancement is also responsible for granting RR spectroscopy other peculiar features. Since
it is due to the interaction of the incoming radiation with an electronic transition of the system, a RR
spectrum carries information about the excited state(s). Traditionally, the methods of choice to study
excited-state properties of molecules are UV-vis absorption and ﬂuorescence spectroscopies. Both
these methods have two disadvantages: ﬁrst, because of the naturally short lifetime of some excited
states, and because of the inhomogeneous broadening caused by the environment, the band-width
of most electronic transitions is usually very broad, especially in the case of molecules in solution;
this dilutes the information that could be extracted from the spectrum, and it is usually diﬃcult
to record vibrationally resolved electronic spectra, even though the band-shape may be dominated
by the vibronic structure. In RR, the band-width only depends on the initial and ﬁnal states [22],
which both belong to the ground state PES, therefore the peaks' width is comparable to the case of a
non-resonant Raman spectrum. Another advantage of RR over traditional one-photon spectroscopies
is that it is a vibrational spectroscopy, whence it is much easier to extract structural information
about the system. A second consequence of the resonance enhancement is that only the molecular
vibrations that are aﬀected by the electronic transitions (in particular those vibrations that involve
atoms close to the chromophore) will be visible in the spectrum because all other vibrational modes
will not beneﬁt from the enhancement and will have negligible intensity. This property is heavily
exploited in the study of biological macromolecules [20, 21], in which one may tune the incident
radiation's frequency to one particular chromophore within the system, obtaining information about
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the corresponding region of the macromolecule; if a regular Raman or IR spectrum is recorded, the
high number of vibrational transitions of the molecule will produce an overcrowded spectrum which
would be diﬃcult to interpret.
All such characteristic features of RR have stimulated the research in this ﬁeld, both experimentally
[22] and theoretically [23]. In this contribution we present our work on the time-independent (TI)
calculation of RR spectra [24].
1.2.1 The methods to calculate RR spectra
As explained in the previous sections, Raman scattering can be formally thought as a two-photon phe-
nomenon where an incident electromagnetic radiation is inelastically scattered by the system, which
can either absorb (Stokes scattering) or release (anti-Stokes scattering) energy. The ability of a molecu-
lar system to give rise to Raman scattering is related to its transition polarizability tensor [15] between
two diﬀerent vibrational states belonging to the same electronic level.
The RR polarizability can be written as a sum-over-state expression as follows [15]:
α˜αβ =
1
~
∑
m′
< f |µα|m′ >< m′|µβ |i >
ωm′i − ω − iγ (1.33)
where < f | and |i > represent the ﬁnal and initial vibrational states respectively, ωmi = ωm−ωi is
the energy diﬀerence between the middle and initial state, µα and µβ are the cartesian components of
the transition dipole moments between the ground and excited electronic states, γ is the excited state's
phenomenological damping constant, and the (inﬁnite) summation runs over all vibrational states m′
belonging to the excited state PES. An equivalent expression for the RR polarizability can be obtained
in the time domain [25, 26, 27]:
α˜αβ =
1
~
∞ˆ
0
< f |µαe−iHˆ′t/~µβ |i > ei(ωi+ω)t−γtdt (1.34)
Both the time-dependent (TD) and the TI expressions require a model for the ground and excited
PESs, and for the transition electric dipole moment. Usually the harmonic approximation is invoked for
both states, but even though a geometry optimization followed by a harmonic analysis can be routinely
performed for the ground state with most electronic structure methods, the same task may prove to be
much more diﬃcult in the case of an excited state, and often requires a numerical diﬀerentiation of the
energy gradient, which is much more time consuming. For this reason, further approximations are often
invoked and most calculations of RR spectra assume that both states have the same normal modes
and harmonic frequencies, and diﬀer only in the equilibrium geometry, this assumption being known
as the independent mode displaced harmonic oscillator [28] (IMDHO) model. The latter model has
been extensively used to compute RR spectra [29, 30, 31, 32, 33, 34, 35], based on either the TD or the
TI formulations. Additional methods used for the calculation of RR spectra can be derived by further
manipulation of the TD expression, which can be viewed as an equation for the motion of the starting
vibrational wavepacket on the excited state PES. There is currently a profusion of widely diﬀerent
methods that are used to compute RR spectra, each based on diﬀerent assumptions and presenting
its own challenges and advantages. However, the majority of RR spectra calculations present in the
literature still relies on the IMDHO model to describe the excited-state PES. This provides a rather
unbalanced description of the two states involved since a geometry optimization followed by a full
harmonic analysis is performed for the ground state, whereas only the gradients are usually computed
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for the excited state. If the excited state's normal modes are computed, the integrals which appear
in the TI or TD polarizability expressions cannot be straightforwardly computed since the harmonic
wavefunctions of the two PESs are expressed in diﬀerent basis sets. In order to solve this problem, in
the case of semi-rigid molecules without large-amplitude motions [36], the excited state normal modes
can be related to the ones of the ground state via an aﬃne transformation known as the Duschinsky
relation [37]:
Q′ = JQ+K (1.35)
Where Q and Q′ are the ground and excited state normal modes respectively, and J and K are
the Duschinsky matrix and the shift vector. By means of the Duschinsky relation it is possible to
write down explicit equations that allow the calculation of RR intensities both in the TI and TD
frameworks [24, 38, 39, 40, 41]. As already pointed out, the most straightforward way to compute the
Duschinsky matrix is to perform a geometry optimization followed by a vibrational analysis for both
states. This method is often called Adiabatic Hessian (AH) [42], but it is not the only way to obtain
a meaningful description of the excited state normal modes. Indeed, the vibrational analysis for the
excited state may also be performed at the ground state equilibrium geometry and the shift vector can
be extrapolated from the gradient, a method known as Vertical Hessian (VH) [42, 43]. If the harmonic
approximation is exact then the two methods are equivalent, otherwise the choice of using one or the
other depends on whether one needs a better description of the vertical region or the minimum of the
excited PES. If the Duschinsky rotation is ignored and excited-state frequencies are not computed,
the simpliﬁed methods known as Vertical Gradient (VG) and Adiabatic Shift (AS) are obtained; in
the ﬁrst one, only the excited-state gradient at the ground-state equilibrium geometry is computed,
whereas for the second one the excited-state geometry is optimized, but the shape of the PES is then
assumed to be the same as in the ground state.
1.2.2 Time-Independent calculation of the RR polarizability
In this work, we chose the TI approach for the calculation of the RR polarizability tensor. The
transition dipole moments that appear in equation (2.38) can be expanded in a Taylor series with
respect to the excited-state normal modes around the molecule's equilibrium geometry. Keeping only
the terms up to the second order in the polarizability we obtain:
α˜ =
1
~
∑
m′
[−→µ0−→µ0< f |m
′ >< m′|i >
ωmi − ω − iγ +
+
∑
a
(−→µa−→µ0< f |Q
′
a|m′ >< m′|i >
ωmi − ω − iγ +
−→µ0−→µa< f |m
′ >< m′|Q′a|i >
ωmi − ω − iγ )+
+
∑
ab
(−→µa−→µb< f |Q
′
a|m′ >< m′|Q′b|i >
ωmi − ω − iγ +
−→µ0−→µab< f |m
′ >< m′|Q′aQ′b|i >
ωmi − ω − iγ +
+−→µab−→µ0< f |Q
′
aQ
′
b|m′ >< m′|i >
ωmi − ω − iγ )] (1.36)
where ~µa and ~µab are the transition dipole moment ﬁrst and second derivatives with respect to the
normal modes. This way of writing the expansion of the polarizability allows to draw a parallel with
the non-resonant Raman polarizability, which is expanded directly in a Taylor series up to at least
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the ﬁrst order (and more, whenever anharmonicity eﬀects are considered). The zeroth and ﬁrst order
dipole expansion terms that appear in the resonant case are commonly referred to as Franck-Condon
(FC), and Herzberg-Teller (HT), therefore the terms that appear in the polarizability expression can
be classiﬁed as mixed FC-FC, FC-HT, etc. terms, which can be considered the diﬀerent orders in the
expansion of the RR polarizability in the normal modes. The full second order of the polarizability
contains a HT-HT term, and two FC-D2 terms (where D2 refers to the second order derivative of the
transition dipole moment). In this work we stop the dipole expansion up to the FC terms, therefore
the polarizability contains only FC-FC term. Note that in these expressions the dipole moments
are expanded with respect to the excited state normal modes (all quantities referring to the excited
electronic state are denoted by an apex). This choice allows for a simpliﬁcation of the formulas to
calculate the required Herzberg-Teller integrals and, if HT can be considered a good approximation, the
two approaches are equivalent. The inclusion of HT terms is especially crucial in the case of symmetry-
forbidden transitions, or transitions with a very low oscillator strength, while their inclusion may be
forgone in the case of strongly allowed transitions.
The integrals that appear in equation (2.41) can be computed recursively. As already mentioned,
the TI scheme requires a truncation of the summation in equation (2.41) in order to be of any use.
There is in principle an inﬁnite number of middle states < m′|, therefore we need to screen them to
select beforehand the states that are expected to give the greatest contribution to the dipole integrals.
We have accomplished this by using a class-based method [44, 45, 46, 47, 42]: the middle states are
separated into classes of excitations according to the number of simultaneously excited modes, and
the contribution of a class is computed before moving to the next.
Chapter 2
Computational modeling of
environmental eﬀects
One of the main themes of this work is the inclusion of environmental eﬀects within the computational
description of spectroscopic properties in general and RR spectroscopy in particular. Such eﬀects are
relevant in a multitude of chemical problems and in the realm of spectroscopy in particular since most
spectroscopic experiments are actually carried out for non-isolated chemical systems. The reason is
not limited to the diﬃculty in the production, handling, and analysis of gaseous samples, but also
to the fact that many systems' natural environment is the solvated state. Biological systems, for
instance, owe part of their biochemical behavior to the properties of their environment, and neglecting
completely such eﬀects, while providing useful insights into the properties of the solute, may yield
results which do not apply to the same system in the solvated state.
From the point of view of the computational modeling of molecular systems, solutions are partic-
ularly challenging because of the seemingly gargantuan increase in the dimensionality of the problem.
A naïve approach to an atomistic treatment of the whole system would be to consider the solute
surrounded by a suﬃcient number of solvent molecules to adequately describe the solute-solvent in-
teractions, as well as the direct and indirect eﬀects of the solvent on the molecular and spectroscopic
properties of the solute, and then perform a quantum mechanical calculation on the resulting cluster,
in the same way one would treat an isolated system. This approach however is problematic in two
ways: ﬁrst, the number of degrees of freedom that should be treated is too great to be accessible with
most QM methods and, most importantly, a single solute-solvent conﬁguration cannot possibly be
considered to be representative of the real system.
To solve these two problems, two limiting approaches can be employed. On one end, one can rely
on classical Molecular dynamics to adequately sample the conﬁguration space of the solute-solvent
system, and thus generate a number of representative systems on which to perform the QM calcu-
lations. For the latter, the solvent molecules can be treated at a lower level of theory with respect
to the solute part to reduce the computational cost. This approach has the advantage of preserving
an atomistic description of the solvent, though the computational cost is much greater than a corre-
sponding gas-phase calculation since, in addition to the need of deﬁning the solute-solvent interaction
and its inclusion in the Hamiltonian of the solute, the calculation has to be repeated for each system
in the ensemble, and the reliability of the results is greatly aﬀected by the quality of the dynamics,
which typically relies on a parametrized force ﬁeld. A completely opposite approach is constituted by
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continuum solvation models where the atomistic description of the solvent is forsaken in favor of an
implicit average over all solvent conﬁgurations [48].
In this work we adopted a continuum solvation approach: the Polarizable Continuum Model (PCM)
[49, 48, 50, 12, 51] was used to study the spectroscopic features and properties of DOX in water and
DNA . In the end, the interaction between DOX and water was studied by using Molecular dynamics
to get insight the speciﬁc DOX-water interaction problems and to possibly explain the discrepancies
between calculated and experimental spectroscopic data.
2.1 The PCM approach
In PCM the solute is placed inside a cavity carved within a polarizable continuum with given dielectric
properties, which represents the solvent. The cavity is molecule-shaped and is usually constructed as
the union of a set of interlocking spheres centered on the atoms, with radii equal to their van der Waals
radii, though more complex shapes are also possible [12].
The dielectric continuum is characterized by its static (ε0) and optical (ε∞) dielectric constants
(the latter deﬁned as the square of the refractive index) which are used to determine the response of the
medium to static and dynamic electric ﬁelds, which can originate from either the solute charge density
(determined quantum-mechanically), or from an external perturbation, and are commonly chosen to
match those of the desired solvent.
The electric potential VM due to the electron density and the nuclei of the solute induces a surface
charge density σ on the cavity surface Γ, which can be computed using Poisson's equation [52]. The
electrostatic potential obeys Maxwell's ﬁrst law:
−−→∇ ·
(
ε
−→∇V
)
= 4piρM (2.1)
where ρM is the solute's charge density. The potential V = VM + VR is also continuous, it vanishes
at inﬁnity, and its derivative obeys the boundary condition:(
∂V
∂n
)
inside cavity
= ε
(
∂V
∂n
)
outside cavity
(2.2)
where n is a versor normal to the cavity surface. It can be shown that the surface charge density
can then be obtained using this expression [52]:(
2pi
ε+ 1
ε− 1 − Dˆ
)
Sˆσ(−→s ) = −(2pi − Dˆ)VˆM (−→s ) (2.3)
where ~ns is versor normal to the cavity surface at the point ~s, and the following integral operators
are deﬁned:
Dˆσ(−→s ) =
ˆ
Γ
∂
∂−→ns′
1
|−→s −−→s ′|σ(
−→s ′)d−→s ′
Sˆσ(−→s ) =
ˆ
Γ
1
|−→s −−→s ′|σ(
−→s ′)d−→s ′ (2.4)
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These operators only depend on the shape of the cavity, while the electrostatic properties on the
medium enter explicitly, which can be rewritten using a more compact notation as σ = QˆVM =<
Ψ|QˆVˆM |Ψ >, where VˆM is the operator form of VM. We can also deﬁne the operator σˆ = QˆVˆM.
The electrostatic component of the solute-solvent interaction can then be computed by integrating
the product of the electrostatic potential and the charge density over the cavity surface Γ:
ER =
ˆ
Γ
σ(−→s )VM (−→s )d−→s (2.5)
This solute-solvent electrostatic interaction introduces an additional mono-electronic term in the
Hamiltonian of the solute, therefore the electron density of the solute must be recomputed accounting
for this additional interaction (direct eﬀect). Since the surface charge density depends upon the elec-
trostatic potential, the interaction operator is non-linear, therefore the computation must be repeated
until self-consistency is achieved. More in detail, the Hamiltonian of the solvated system is:
Hˆ = Hˆ(g) + HˆR = Hˆ(g) +
ˆ
Γ
σ(−→s )[Ψ]VM (−→s )d−→s (2.6)
Where Hˆ(g) is the Hamiltonian of the isolated system. Solving the equation Hˆ|Ψ >= E|Ψ > yields
the desired wavefunction. Because of the non-linearity of the interaction operator, the expectation
value of this Hamiltonian is not stationary, in fact the stationarity condition (under the normalization
constraint for the wavefunction) is satisﬁed by the following free energy functional:
Gˆ[Ψ] =< Ψ|Hˆ(g)|Ψ > +1
2
ˆ
Γ
σ(−→s )[Ψ]VM (−→s )d−→s (2.7)
where the interaction term is halved. The strategy for the resolution of the QM problem for a
molecule embedded in a PCM cavity follows what is commonly done for isolated systems, in fact most
common quantum chemistry methods can be reformulated to include PCM [12].
The eﬀect of PCM on the energy alone can have strong consequences for the computed spectroscopic
properties since it can cause changes in the conformational distribution of a molecule in solution, to
the point where the most stable conformer of a molecule in solution may not even exist for the same
molecule in the gas phase [53, 54]. In addition to the direct eﬀect of the polarizable continuum on the
energy and electronic density of the solute, there is also an indirect eﬀect on the shape of the whole
PES, with a consequent change in the equilibrium geometry and vibrational manifold of the solute:
the solute equilibrium geometry is perturbed by the solvent presence with respect to the isolated case;
the solvent action is able to modify bond distances and angles of the solute. All molecular properties
are aﬀected by the presence of the solvent, and diﬀer from the gas-phase values.
Furthermore, there are other eﬀects that we brieﬂy describe here; we have to take into account these
others to obtain a model of the system studied that is able to provide spectroscopic data that are phys-
ically consistent and comparable with experimental results: local ﬁeld eﬀect [55] and nonequilibrium
eﬀect . The ﬁrst one reports the fact that the electric ﬁeld of the radiation that acts on the system in
the dielectric cavity is diﬀerent from the one deﬁned from Maxwell equations for the dielectric mean:
the latter one modiﬁes the electric ﬁeld passing through it. The second one is a dynamic eﬀect: the
solute response time to a perturbation changes in dependence of the perturbation that is acting on
the system, but solvent molecules are not able to totally equilibrate themselves with the solute, apart
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from only some of their degrees of freedom. In our study we have taken into account nonequilibrium
eﬀect, neglecting local ﬁeld eﬀect.
2.2 The explicit approach
One of the main drawbacks of the PCM, and continuum solvation methodologies in general, is the
lack of the treatment of explicit solute-solvent interactions, such as hydrogen bonding. In order to
overcome such limitations, diﬀerent approaches can be considered. One of the possibilities is to extend
the deﬁnition of the molecular system (the solute) so to include a few solvent molecules. The number of
explicitly treated solvent molecules strongly depends upon the nature of the solute-solvent couple but
also in the nature of the environment, so that in the case of an aqueous solution the most natural way
of extending the system is to consider a few water molecules directly bound to the solute. However,
in case of a protein environment, or DNA, the deﬁnition of the portion of the environment to be
included in the target system can be diﬃcult. Also, any calculation on such "clusters" would neglect
the eﬀects due to the averaging of the solvent molecules around the target system. An alternative
way to continuum models is the use of explicit approaches, were the solvent molecules are treated
explicitly, thus preserving an atomistic description. The price to pay in this case is to give up any QM
description of the system, in favor of a classical description, which is obtained by resorting to methods
rooted in the Molecular Mechanics (MM).
The MM considers atoms as spheres: nuclei and electrons are lumped into atom-like particles and
the radii of these particles are obtained from experimental measurements or theoretical calculations.
Furthermore, to each atom a net charge is assigned. The interactions between atoms are based on
springs and classical potentials: they must be preassigned to speciﬁc sets of atoms and they deter-
mine the spatial distribution of atom-like particles and their energies. The mathematics of spring
deformation can be used to describe the ability of bonds to stretch, bend, and twist. Non-bonded
atoms (greater than two bonds apart) interact through van der Waals attraction, steric repulsion, and
electrostatic attraction/repulsion. These properties are easiest to describe mathematically when atoms
are considered as spheres of characteristic radii.
The object of MM is to predict the energy associated with a given conformation of a molecule. This
allows for predictions of equilibrium geometries, transition states and relative energies between con-
formers or between diﬀerent molecules. However, MM energies have no meaning as absolute quantities:
only diﬀerences in energy between two or more conformations have meaning.
The tool used to calculate the potential energy of a system of atoms is the force ﬁeld [56, 57]; the
latter one is built up from two distinct components to describe the interaction between atoms:
 the set of equations, called the potential functions, used to generate the potential energies and
their derivatives, the forces;
 the parameters used in this set of equations.
There are diﬀerent types of force ﬁelds [57]. The parameters can be derived from experimental work
and QM calculations: although many molecular simulations involve biological macromolecules, the
parameters for given atom types are generally derived from observations on small organic molecules
that are more tractable for experimental studies and quantum calculations. The typical parameter set
includes values for atomic mass, van der Waals radius and charge for individual atoms and equilibrium
values of bond lengths, bond angles and dihedral angles for pairs, triplets and quadruplets of bonded
atoms and values corresponding to the eﬀective spring constant for each potential. Most current force
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ﬁelds parameters use a ﬁxed-charge model by which each atom is assigned a value for the atomic
charge that is not aﬀected by the local electrostatic environment. Other force ﬁelds incorporate
models for polarizability, as the ﬂuctuating charges model, in which a particle's charge is inﬂuenced
by electrostatic interactions with its neighbors and by parameters such as atomic electronegativity
and hardness [58, 59, 60]. Anyway, within one set of equations, various sets of parameters can be
used (parametrization of the force ﬁeld). Care must be taken that the combination of equations and
parameters form a consistent set, because the various contributions to the total force are usually
interdependent.
As shown, MM use classical type models to predict the energy of a molecule as a function of
its conformation. To determine the thermodynamic and kinetic properties of a molecular system a
dynamical approach is needed. Indeed the knowledge of a single structure, even if it is the structure
of the global energy minimum, is not suﬃcient. It is necessary to generate a representative ensemble
at a given temperature, in order to compute macroscopic properties.
The Molecular dynamics (MD) simulation method is based on Newton's second law: for a system
of N interacting atoms, MD simulations solve the set of equations
mi
∂2~ri
∂t2
= ~Fi, i = 1, . . . , N (2.8)
where ~Fi is the force exerted on the particle of mass mi and ~ri is its position. The forces are the
negative derivatives of a potential function V (~r1, ~r2, . . . , ~rN ) that describes the interaction between
the atoms:
~Fi = −~∇iV (2.9)
where~∇i is the gradient with respect to the i-coordinate ri.
The equations are solved simultaneously in small time steps, taking care that the temperature
and pressure control remain at the required values. The input data are the interaction potential, the
positions and the velocities of atoms of the system. A short timestep is ﬁxed. Knowing the potential,
the forces can be calculated and these ones allow to solve the equation of motion and propagate the
coordinates and the velocities to the next timestep. The integration of motion equations can be done
following diﬀerent schemes [56]. The conﬁguration is updated and boundary conditions, temperature
and pression control are applied. The actions described are iteratively repeated for the required number
of steps. After initial changes, the system will usually reach an equilibrium state.
The integration of the equations of motion yields a trajectory that describes the positions, velocities
and accelerations of the atoms as they vary with time. From this equilibrium trajectory, the average
values of macroscopic properties can be determined. The general algorithm followed in a MD simulation
is summarized in the ﬂow diagram shown in Figure 2.1.
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Figure 2.1: The global algorithm of Molecular Dynamics.
It is useful at this point to consider the limitations of MD simulations.
1. The simulations are classical: using Newton's equation of motion automatically implies the
use of classical mechanics to describe the motion of atoms. This is correct for most atoms at
normal temperatures, but there are exceptions. Hydrogen atoms are quite light and the motion of
protons is sometimes of essential QM character. The problem may be solved in two possible ways:
performing MD simulations using harmonic oscillators for bonds, making correction to the total
energy and to the speciﬁc heat (and the other thermodynamics quantities) of the system with
a quantum harmonic oscillator description; treating the bonds (and bond angles) as constraints
in the equations of motion (the rationale behind this is that a quantum oscillator in its ground
state resembles a constrained bond more closely than a classical oscillator).
2. Electrons are in the ground state: in MD we use a conservative force ﬁeld that is a function
of the positions of atoms only. This means that the electronic motions are not considered; the
electrons are supposed to adjust their dynamics instantly when the atomic positions change (the
Born-Oppenheimer approximation), and remain in their ground state. This assumption is almost
always justiﬁed. But of course, electron transfer processes and electronically excited states can
not be treated. Neither can chemical reactions be treated properly.
3. Force ﬁelds are approximate: force ﬁelds provide the forces; they are not really a part of the
simulation method and their parameters can be modiﬁed by the user as the need arises or
CHAPTER 2. COMPUTATIONAL MODELING OF ENVIRONMENTAL EFFECTS 22
knowledge improves. But the form of the forces that can be used in a particular program is
subject to limitations depending on the software that is used.
4. The force ﬁeld is pair-additive: this means that all non-bonded forces result from the sum of
non-bonded pair interactions. Non pair-additive interactions, the most important example of
which is interaction through atomic polarizability, are represented by eﬀective pair potentials.
Only average non pair-additive contributions are incorporated. This also means that the pair
interactions are not pure, i.e., they are not valid for isolated pairs or for situations that diﬀer
appreciably from the test systems on which the models were parameterized.
5. Long-range interactions are cut oﬀ: the minimum-image convention used by the software for
MD adopted in our work (GROMACS [61]) requires that only one image of each particle in the
periodic boundary conditions is considered for a pair interaction, so the cut-oﬀ radius cannot
exceed half the box size in which the simulation is performed. That is still pretty big for large
systems, and trouble is only expected for systems containing charged particles. For such systems,
one should consider using one of the implemented long-range electrostatic algorithms.
6. Boundary conditions are unnatural: a cluster of particles will have a lot of unwanted boundary
with its environment (vacuum). We must avoid this condition if we wish to simulate a bulk
system. As such, we use periodic boundary conditions (PBC) to avoid real phase boundaries.
Since liquids are not crystals, something unnatural remains. This item is mentioned last because
it is the least of the ﬂaws. For large systems, the errors are small, but for small systems with a
lot of internal spatial correlation, the periodic boundaries may enhance internal correlation.
For what concerns the ﬁnal point, it is useful to specify that MD simulations are performed in a ﬁnite
space volume. The classical way to minimize edge eﬀects in a ﬁnite system is to apply PBC. The
atoms of the system to be simulated are put into a space-ﬁlling box, which is surrounded by translated
copies of itself (Fig. 2.2). Thus there are no boundaries of the system; the artifact caused by unwanted
boundaries in an isolated cluster is now replaced by the artifact of periodic conditions. If the system is
crystalline, such boundary conditions are desired (although motions are naturally restricted to periodic
motions with wavelengths ﬁtting into the box). If one wishes to simulate non-periodic systems, such as
liquids or solutions, the periodicity by itself causes errors. The errors can be evaluated by comparing
various system sizes; they are expected to be less severe than the errors resulting from an unnatural
boundary with vacuum.
Even with the limitations discussed above, MD allows the study of molecular systems of large
dimension including directional eﬀects, which would be otherwise impossible to treat explicitly, pre-
serving an atomistic description of both environment and solute molecule, as for example proteins,
clusters of proteins, complexes made by nanostructures or enzymes or drugs in nucleic acids and so on.
For what concerns the latter ones, in most cases the aim of MD is to provide pathways to understand
how the sample interacalates in the nucleic acid structure [62, 63, 64, 65].
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Figure 2.2: Periodic boundary conditions.
Chapter 3
Results
In this chapter we will report the results of the study of the conformational and spectroscopic properties
of doxorubicin (DOX) in aqueous or DNA-like solutions. The PCM approach is used and a comparison
with experimental data taken form the literature is proposed. In the end, to explain some of the
discrepancies between experimental and calculated data, an analysis of DOX interacting with an
aqueous solution treated by exploiting explicit approached rooted in the MD is reported.
3.1 Computational details
All the calculations were performed using Gaussian09 [11] at the DFT level. The CAM-B3LYP [66]
functional was used for all systems, since it has been reported to yield reliable results for both the
electronic and pure vibrational polarizability [67, 68, 69]. The basis set employed was 6-31+G*. DOX
molecular structure was obtained from protein data bank (PDB) website [70]. The eﬀects of the envi-
ronment were accounted by using the PCM [49, 48, 71, 50, 72, 12, 51]. Molecular cavities in which DOX
was set were built using a set of interlocking spheres centered on the atoms [12], with radii according
to the Gaussian09 defaults. Solvent dielectric constants (static and optical, respectively) employed
were ε = 78.355300, εopt = 1.777849 for water and ε = 8.5 [73], εopt = 2.13 [74] for DNA. Average
populations calculation was performed by Boltzmann statistic on the free energies of conformers at
room temperature (298 K).
Molecular dynamic simulations were performed by using Gromacs [61]: the trajectories were calcu-
lated in a box of 1.0 nm: DOX was put in the center of the box ﬁlled with water molecules described
with the TIP3P model [75].
The general Amber force ﬁeld (GAFF) was employed for describing the intra-molecular interactions
in DOX [64].
Simulations were perfomed in the NPT ensemble, by imposing pressure 1 atm, temperature 298.15
K; Berendsen coupling scheme to thermostat was used [76]. Periodic boundary conditions (PBC) were
imposed. Long-range interactions were included by using the particle mesh Ewald method, with cut-oﬀ
length of 1 nm.
The timestep used to calculate the trajectory was 0.25 fs with ﬂexible constraints on solute. The
dynamics was run for 12.5 ns (50000000 steps overall).
The plots were produced by using GnuPlot.
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3.2 The chemical system: the doxorubicin
DOX is a powerful anthracycline antibiotic used to treat many human neoplasms, including acute
leukemias, lymphomas, stomach, breast and ovarian cancer, and bone tumors, yet causing cardiotox-
icity at the same time. For this reason, there is a great interest in medical ﬁeld to gain deep insight
and knowledge of this molecule [77].
The structure of DOX, known also as adriamycin, is made by a planar portion (chromophore) of
three condensed aromatic rings (identiﬁed by letters B, C, D), a cycle of six carbon atoms (A) and
an amino-sugar moiety that lies above (or below) the chromophore part (Fig. 3.1). Some functional
groups are bonded to the chromophore and their identity distinguishes DOX from other derivatives of
the drug here described.
Figure 3.1: The structure of doxorubicin.
DOX was discovered in the 1950s almost simultaneously by an Italian research company and by
a group of French researchers. More precisely, the latter groups discovered an anticancer compound
with almost the same structure of DOX, that is daunorubicin (or daunomycin): the only diﬀerence
compared to DOX is the presence of an hydrogen atom instead of hydroxyl group on the C-14. A red
pigment (from which the name of the drug) was isolated from soil-based microbes.
The drug was eﬀective against tumors, acute leukemia and lymphoma but it was soon recognized
that the drug could produce fatal cardiac toxicity [78]. Therefore a new compound was produced by
using a mutated strain of the bacterium originally employed for the production of daunorubicin: the
doxorubicin (or adriamycin, as the new compound was originally named). The latter one showed a
better activity than daunorubicin, yet the cardiotoxicity remained [79].
The antitumor activity has been attributed to the formation of intercalation complexes between the
anthracycline antibiotics and DNA base pairs. The intercalation of the antitumor drug is understood as
the insertion of its chromophore between two stacked DNA base pairs, with the sugar moiety that lies
in DNA minor groove [8]. This process interferes with DNA function or replication, often by blocking
the action of topoisomerases, either by stabilizing the cleaved DNA produced by topoisomerase II or by
preventing topoisomerase I from binding to DNA. Some intercalators can also act as dual topoisomerase
I/II inhibitors. Topoisomerase inhibition subsequently blocks DNA replication and leads to cell death.
Insertion between consecutive base pairs shields the hydrophobic rings of the intercalator from water,
while favorable pi-stacking is maintained within the double helix [64].
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3.3 Conformational analysis
Doxorubicin molecule can occur in many diﬀerent protonated and deprotonated forms, depending on
the pH of the solution. The relative population of these forms can be assessed based on the values of
pKa for the functional groups. For this purpose we have used the Marvin Beans software [80]. It turns
out that in the physiological range of pH the dominant form is one with protonated amine group.
The grid of analyzed conformers was chosen by starting with the crystal structure of DOX and
changing the position of the hydroxyl groups on every possible site. There are 5 hydroxyl groups in the
molecule, so taking into consideration only their opposite positions we obtained 25 = 32 conformers.
These conformers were energy minimized using the Berny optimization procedure.
The populational analysis was performed for all the 32 conformers and the most stable of them
have been selected for further consideration. These structures account for more than 98% of the
total population. The only structural diﬀerence between the chosen conformers is the position of -OH
groups, as shown in the Figure 3.2. These diﬀerences are reﬂected by the values of dihedral angles
presented in the Table 3.1 for DOX in aqueous and DNA-solution.
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Figure 3.2: Most stable protonated conformers of doxorubicin.
In Table 3.1 the representative dihedral angles of the diﬀerent conformers of DOX in water and
DNA solutions are reported. The slight diﬀerences for the two solutions reveal that the minimum
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Table 3.1: Diﬀerences in dihedral angles for the most stable conformers of doxorubicin in DNA-solution
and in aqueous solution.
conformer angle value in DNA value in water
p1 H1-O2-C3-H4 42.36 35.64
H5-O6-C7-H8 122.39 121.03
p2 H1-O2-C3-H4 44.98 37.45
H5-O6-C7-H8 -61.56 -61.38
p3 H1-O2-C3-H4 154.72 153.91
H5-O6-C7-H8 -61.75 -61.27
energy geometry for the three conformers just ﬂuctuates around the equilibrium values changing from
water to DNA, without any conformational interconversion from a conformer to another.
In Table 3.2 Boltzmann populations of the most stable conformers in aqueous and DNA-solution
are reported. The Boltzmann analysis was performed based on the free energies of the conformers,
including non-electrostatic energy contributions. Percentages were renormalized after excluding the
trace conformers. All the further calculations were performed only for the three conformers reported
in Table 3.2.
Table 3.2: Boltzmann population of the dominating conformers in DNA-solution and in aqueous
solution.
conformer Boltzmann population (in DNA) Boltzmann population (in water)
p1 9.14% 17.68%
p2 21.53% 44.78%
p3 69.33% 37.54%
It is clear that, although the structural properties of the three main conformers is not greatly
aﬀected by the nature of the external environment, the same does not apply to populations. In fact
the two diﬀerent environments lead to substantially diﬀerent patterns of Boltzmann populations, and
in particular the most abundant conformer is p2 in aqueous solution, but p3 in DNA. In all cases p1
is the least abundant one.
3.4 The spectroscopic properties in the PCM approach
PCM is a so-called focused model, which treats the solvent as a continuum polarizable dielectric
medium that hosts the solute molecule, treated quantum mechanically, within a molecule-shaped
cavity. The presence of the polarizable continuum alters the solute electronic density, via an eﬀective
solvent-dependent term in the molecular Hamiltonian, which in turn aﬀects the solvent response, until
self-consistency, which ﬁnally results in mutual solute-solvent polarization eﬀects (see section 2.1). In
this framework, the identity of the solvent is ﬁxed by the its optical properties, that are represented by
the static and optical dielectric constant: assigning to the latter ones the proper values, this approach
allows to simulate the interaction of the solute with the desired solvent.
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Besides the direct eﬀects on the molecular electronic wavefunction, the presence of the continuum
dielectric also alters the solute PES, i.e. its equilibrium geometry, vibrational frequencies and normal
modes. The result is a change in spectroscopic features of the solute with respect to the case of isolated
system, in order to simulate the solvent eﬀects on the solute. One of the most powerful characteristics
of PCM, indeed, is the fact that it can be eﬀectively used to not only model the energetics of solvated
systems, but also employed for the calculation of molecular properties and spectroscopic intensities by
redeﬁning the quantum-mechanical quantities that relate to the target property to include PCM terms
that can be derived from the expression of the Hamiltonian of the solute embedded within the cavity.
In modern implementations the cost of such property calculations do not signiﬁcantly diﬀer from
the corresponding calculations performed for the isolated system, making PCM a very cost-eﬀective
method to include solvation eﬀects in most QM calculations.
In our study we used the PCM approach to obtain the behavior of spectroscopic properties of
solvated DOX in two diﬀerent solutions: the ﬁrst one is aqueous solution and the second one is a
DNA-solution.
3.4.1 IR spectra
A necessary starting point to determine the RR spectrum is to perform a normal-mode analysis of the
ground state. As a result we obtain the vibrational spectrum of DOX as a side-product of the RR
calculations.
The IR spectrum of the drug in aqueous solution in the range of 600-1900 cm−1 is shown in Figure
3.3. The bands in this region are attributed to bending modes and the stretching of bonds between
heavy atoms. Since we are reporting the frequencies within harmonic approximation we will not focus
on the spectrum above 1900 cm−1 which exhibits signiﬁcant anharmonicity.
Figure 3.3: IR absorbtion spectrum of doxorubicin in aqueous solution.
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Comparison with the experiment [77] shows that computed frequencies generally reﬂect well exper-
imental results. Relative intensities of the peaks exhibit more discrepancies, for example the strong
band occuring at 1450-1500 cm−1 is signiﬁcantly underestimated by the calculations. Such diﬀerences
are partly due to the combination of functional/basis set and to the harmonic approximation, as well
as to the usage of a purely continuum approach to model solvent eﬀects, where speciﬁc interactions
between DOX and water molecules are neglected.
The IR spectrum of DOX in DNA-solution in the range of 980-1900 cm−1 is shown in Figure 3.4.
Figure 3.4: IR absorbtion spectrum of doxorubicin in DNA-solution.
The comparison with the experimental data [81] shows a general agreement of the calculated
spectrum with the experimental one. The most visible discrepancies regard the band width, which
is generally broader in the experimental spectrum; in particular, the calculated spectrum does not
reproduce the experimental trend in the region around 1600 cm−1; furthermore, as in the previous
case, there is a frequency shift probably due to the shortcomings of the DFT approach.
The peak assignments of IR spectra are given in Table 3.3 for both solutions.
A comparison between the calculated spectra for the two kinds of solution presented above can be
done (Fig. 3.5).
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Table 3.3: Vibrational frequencies [cm−1] of major bands in IR spectrum of doxorubicin in aqueous
and DNA-solution.
frequency (in water) frequency (in DNA) assignment
429w 429w C=O bending
807w 845w C-O bending
834w 870w C-O bending
1063m 1065m C-C and C-O stretching
1231s 1244s skeleton vibrations of the rings
1350s 1357s C-H and O-H bending
1402m 1404m ring stretching
1466m 1476m C=C stretching of the rings
1549w 1557w N-H bending
1655m 1662m ring stretching
1702s 1707s C=O stretching at the ring
1802w 1805w C=O stretching at C13
(abbreviations: s, strong; m, medium; w, weak)
Figure 3.5: IR absorbtion spectrum of doxorubicin in aqueous and DNA-solution.
The spectra are similar for what concerns the peaks' position (as shown also by Tab. 3.3). The
most obvious diﬀerence is in the relative intensities. Both these facts can be attributed to the diﬀerent
dielectric constant of the two solvents. One could expect a larger discrepancy between the two spectra
caused by the very diﬀerent values of the dielectric constant for water and DNA-solution; a possible
reason of the absence of this feature is the total neglect of directional eﬀects in the PCM.
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3.4.2 Electronic transition energies and One Photon Absorption spectra
The UV-Vis vertical excitation energies (VEEs) and oscillator strengths have been calculated for the
ten lowest transitions of each conformer under study. The results are presented in Table 3.4 for the
two considered solvents.
All the conformers in the same solution show similar VEEs with slight diﬀerences appearing mostly
for the higher excited states. However, a comparison between the conformers in the two solutions con-
sidered reveals larger diﬀerences between VEEs for the oscillator strength but not for the wavelength.
In the present research we will focus on the ﬁrst transition as it will later serve us as starting point to
the RR calculations. The lowest energy (S1) band corresponds to the HOMO-LUMO transition. This
excitation can be attributed to the pi − pi∗ transition of the anthracycline chromophore. The experi-
mental wavelength of the ﬁrst electronic transition is reported to be 480 nm [82] which is considerably
higher than the results obtained with the TD-DFT calculations. This fact has to be taken into account
while choosing the incident frequency for the RR calculations (vide infra). It may also complicate the
interpretation and comparison with experimental spectra.
Besides the errors introduced by the exploited solvation models, the discrepancy between TD-DFT
and experimental excitation energies is a frequently reported shortcoming[83, 84, 85, 86]. It can be
attributed partially to the fact that the TD-DFT approach is based on the Runge-Gross theorem [87]
which has only been proven for potentials that decay to zero at inﬁnity. Another critical aspect concerns
the neglect of higher-excited states. Moreover, many artifacts arise from the shortcomings of current
functionals and include the erroneous treatment of states with ionic or charge transfer character, poor
prediction of highly excited Rydberg states and entirely missing states when double excitations are
involved.
The shift of the TD-DFT spectrum with respect to experimental one may also be caused by the fact
that TD-DFT calculations give the energy of a vertical transition while for the experimental spectrum
the vertical condition might not be fulﬁlled.
Figure 3.6 shows a graphical representation of the Kohn-Sham orbitals involved in the lowest energy
transition for all the above conformers in water (a similar picture is obtained in DNA).
Figure 3.6: Kohn-Sham orbitals of doxorubicin in water.
CHAPTER 3. RESULTS 33
Table 3.4: Vertical excitation energies for doxorubicin conformers; comparison between the aqueous
and DNA-solution.
conformer DNA water
wavelength [nm] oscillator strength wavelength [nm] oscillator strength
p1 428.51 0.5375 442.45 0.5935
355.00 0.0001 356.63 0.0682
349.70 0.0567 350.09 0.0003
321.85 0.0002 320.43 0.0298
313.68 0.0236 317.45 0.0002
278.40 0.0019 273.66 0.0253
266.29 0.0336 270.74 0.1673
261.72 0.3909 268.29 0.4311
240.08 0.1702 242.65 0.3714
238.60 0.0826 238.00 0.0197
p2 429.24 0.5345 443.25 0.5917
355.32 0.0010 356.30 0.0695
349.18 0.0567 350.06 0.0001
321.19 0.0001 320.84 0.0319
314.35 0.0269 316.97 0.0004
272.35 0.0011 271.04 0.1537
266.48 0.0261 269.20 0.1960
261.92 0.4065 268.06 0.2764
239.65 0.1832 242.52 0.3821
238.09 0.1713 237.84 0.0270
p3 428.87 0.5356 442.85 0.5931
355.24 0.0008 356.40 0.0685
349.43 0.0562 350.27 0.0001
321.29 0.0001 320.75 0.0319
314.17 0.0256 317.12 0.0002
272.38 0.0012 270.92 0.1780
266.34 0.0288 269.15 0.1558
261.72 0.4035 268.02 0.2944
239.67 0.1969 242.53 0.3826
238.11 0.1584 237.69 0.0185
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The transition density plot for the HOMO → LUMO excitation in water is shown in Figure 3.7
(similar plots are obtained in DNA). The location of the transition density solely on the anthracycline
rings is consistent with previously reported calculations on antraquinones [88, 89, 90]. As we can see
in the Table 3.4, all the other transitions occur for much lower wavelengths and no superposition needs
to be taken into account.
Figure 3.7: Diﬀerence in electronic density following the HOMO → LUMO transition in water.
Comparison of the vertical excitation energy with the peak of the experimental spectrum neglects
vibronic and other broadening eﬀects, which inﬂuence the shape and the location of the absorption
band. As long as photon absorption is well described by the vertical excitation picture, the comparison
between the mentioned values is justiﬁed. It should be kept in mind, however, that a complete
description requires taking into account vibronic eﬀects, as shown below.
We report the one photon absorption (OPA) spectra of doxorubicin in water and DNA-solution
to identify the electronic state that is in resonance with the excitation frequency exploited further in
the RR spectra. The spectra were computed at the Vertical-Gradient Franck-Condon (VG-FC) level,
which is the simplest model for the vibronic transition (see sections 1.2.1, 1.2.2).
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Figure 3.8: OPA stick and convoluted spectrum of doxorubicin in aqueous solution.
Figure 3.9: OPA stick and convoluted spectrum of doxorubicin in DNA-solution.
The lowest energy band corresponds to the 0-0 transition, while the other bands reﬂect transitions
from the vibrational ground state to other normal modes in the excited state PES. Figures 3.8, 3.9
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present the calculated as well as experimental [4] absorption spectra of the transition to state S1.
The comparison with the experimental spectra reveals that the calculated vertical transition energies
appear to be blue-shifted.
In general, the spectral shape is well reproduced. The relative intensities of the vibronic peaks
are somewhat diﬀerent, mainly because of the lack of HT eﬀects. Also, the PCM model does not
recreate properly the hydrogen bonds with solvents, which may cause further discrepancies between
the calculated and experimental spectra.
A comparison between the spectra for the two solutions is shown in Figure 3.10.
Figure 3.10: OPA stick and convoluted spectrum of doxorubicin in aqueous and DNA-solution.
The shift between the two spectral shapes and the diﬀerence in relative intensities is probably due
to the diﬀerent dielectric constant of the solvents: the minor value of DNA constant produces a shift
toward higher energies for the vertical transition considered so, with respect to the calculated spectrum
in aqueous solution, the transition energies for DOX in DNA-solution appear to be blue-shifted.
3.4.3 RR spectra
The evaluation of the OPA spectral lineshapes is essential to support the possibility of using our
electronic data to investigate the vibronic eﬀects. In many of the cited experimental papers reporting
RR spectra of DOX, the incident wavelength of 457.9 nm has been used [7, 2, 8, 4] for both cases: the
aqueous and DNA solutions. In the present work we have to consider diﬀerent values of the incident
wavelength for the two solutions studied. In the Figure 3.8, for the case of aqueous solution, we can
see that the experimental wavelength is situated at the verge of the broad plateau near the maximum
of the experimental spectrum. The shift of the calculated peaks makes it necessary also to shift the
excitation wavelength in the theoretical investigation of RR spectra. In the present research we have
chosen it equal to 430 nm. Regarding, instead, the case of DNA solvent (Fig. 3.9), with analogous
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observations, we have chosen the excitation wavelength equal to 415 nm.
In Figure 3.11 the RR spectrum obtained for the pi − pi∗ transition is reported for DOX in water
solvent; Figure 3.12 shows the analogous spectrum in DNA. The calculations were performed at the
FC level.
Figure 3.11: RR spectrum of doxorubicin in aqueous solution.
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Figure 3.12: RR spectrum of doxorubicin in DNA-solution.
For both spectra we can observe the following features: the majority of the bands are situated in
the 300-500 cm−1 and 1000-1700 cm−1 ranges. The most intensive ones are attributed to the in-plane
bending and pulsing of the anthraquinone rings and bending of the -OH connected to the aromatic
ring. Also the C=O stretching modes are noticeable. These eﬀects can be explained by the fact that
the change in electron density due to incident radiation is located close to the part of molecule where
the enhanced Raman scattering originates from (i.e. the chromophore part).
The experimental spectra [4] are red-shifted with respect to the calculated ones and there are also
some diﬀerences in the relative peak intensities. Namely, the peak at 470 cm−1 seems to be largely
overestimated in the computed spectrum for aqueous solution; in the case of DNA-solution we can see
also a huge diﬀerence in the relative intensity for the same peak. Such discrepancies might be caused
by the anharmonicity which was not accounted for in the calculations. Moreover, as discussed for the
previous spectra, the errors may arise from neglecting the directional interactions within the PCM
model. We ﬁnally note that doxorubicin is fairly large and complex system and, in consequence, has
a signiﬁcant number of vibrational modes thus the resulting spectrum is relatively complicated.
In the end, it is useful to compare the RR spectra of DOX in the two solvents (Fig. 3.13).
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Figure 3.13: RR spectrum of doxorubicin in aqueous and DNA-solution.
As for IR, the spectra are similar. The noticeable diﬀerences are a small shift between the peaks'
position and a more sensitive discrepancy in peaks' relative intensities. Recalling the comparison
between the OPA spectra (Fig. 3.10), one could expect a larger shift between the two spectra, but the
largest contribution to DOX RR spectrum is due to the chromophoric moiety which weakly interacts
with the environment: therefore, even if the two solvents are very diﬀerent (as shown by the values of
their dielectric constants), the spectra are similar. Furthermore, the lack of a treatment of the explicit
solute-solvent interaction in the PCM can be an additional contribution to the similarity of the two
spectra presented. The interactions with water or DNA are modelled in a similar way and the speciﬁc
interactions (hydrogen bonding for water and pi-stacking for DNA) are missing in both cases.
3.5 The dynamical analysis in the MD approach
PCM is capable of accurately treating the electrostatic component of environmental eﬀects, however in
its basic formulation it neglects nonelectrostatic interactions such as dispersion and repulsion forces, as
well as speciﬁc eﬀects such as hydrogen bonding, pi-stacking and other directional eﬀects. Therefore,
depending on the solute-solvent couple, some spectral features, strictly related to these issues, cannot
be correctly reproduced.
A way to quantify the lack of the correspondence in the spectral features obtained with an implicit
approach is to make use of an explicit approach to describe the chemical environment. In our case a MM
model is considered to study the energetic and structural features of DOX. As already pointed out in
Chapter 2, the aim of MM is the prediction of equilibrium geometries. In the latter approach molecules
are computationally characterized by a set of parameters that expresses their physical features by
classical motion laws. Newton equation allows us to extend the MM to the dynamic case: we so
obtain classical Molecular dynamics (MD), that is a set of simulation computational techniques that,
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integrating motion equations, allows the evolution dynamic of a chemical-physical system at the atomic
and molecular level. For each parametrized molecule a potential (called force ﬁeld) is given and, from
this one, we can obtain the force that the molecule experiences in a given space point through simple
derivation of the force ﬁeld.
A reliable explicit modeling of DOX in DNA needs a reliable modelling of DNA structure and in
parallel a reliable way of describing the interactions between DOX and DNA when the DOX intercalates
between double helix base pairs. To satisfy the ﬁrst request many DNA models can be recovered from
literature, so that the molecular structure closer to the one which is needed can possibly be recovered.
However, the reliable description of the interaction between DOX and DNA involves the choice of a
force ﬁeld with an appropriate set of parameters able to provide a realistic description the DNA-DOX
system. The solution of this latter problem if far from trivial and beyond the aim of this study.
Therefore, in the work here presented, we only focus the attention to DOX interactin with an aqueous
solution, which is simpler to deal with and to analyze.
3.5.1 Conformational analysis with explicit approach
The calculation of the root mean square deviation (RMSD) is a useful tool to check the deviation of a
molecular structure along the MD simulation starting from the initial conformation. In particular, by
focusing the attention to DOX chromophoric moiety, the corresponding RMSD shows the distortion of
the chromphore along the trajectory. Figure 3.14 reports such data and in particular shows an oscilla-
tion between two limit structures. However the order of magnitude of these distortions is below 0.08
nm, so that they are negligible: the choromophore is approximatively motionless along the simulation.
Figure 3.14: The root mean square deviation limited to the chromophoric moiety of doxorubicin.
In Figures 3.15 and 3.16 the dihedral distributions for the two dihedral angles H1-O2-C3-H4 and
H5-O6-C7-H8 are reported. The comparison with the values of the same dihedral angles obtained with
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PCM (see section 3.3) is also shown.
Figure 3.15: The dihedral distribution of H1-O2-C3-H4 (red line) and the PCM values (vertical
lines) of the same dihedral angle.
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Table 3.5: Diﬀerences in the values of dihedral angles of doxorubicin obtained from the PCM and MD
(in water).
conformer angle PCM value MD value
p1 H1-O2-C3-H4 35.64 -44.0
H5-O6-C7-H8 121.03 -178.0
p2 H1-O2-C3-H4 37.45 39.0
H5-O6-C7-H8 -61.38 -59.0
p3 H1-O2-C3-H4 153.91 178.0
H5-O6-C7-H8 -61.27 63.0
Figure 3.16: The dihedral distribution of H5-O6-C7-H8 (red line) and the PCM values (vertical
lines) of the same dihedral angle.
The maxima of the dihedral distribution correspond to the dihedral angles with the highest prob-
ability, that is, the values of the angles for geometries of minimum energy.
A general disagreement can be seen for both dihedrals between values corresponding to the lowest
energy conformations calculated with PCM (see the vertical lines in Figs. 3.15 and 3.16) and maxima
of the dihedral distributions (red lines in Figs. 3.15 and 3.16). By looking at the H1-O2-C3-H4 dihedral
(Fig. 3.15), it is visible that only the value of about 39.0° (that is a relative maximum) coming from
the MD matches approximatively the PCM values (35.64° and 37.45°). The same happens for H5-O6-
C7-H8 (Fig. 3.16): only the -59.0° value (also in this case a relative maximum) in the MD is close to
PCM values (-61.38° and -61.27°). The aforementioned data are summarized in Table 3.5 and shown
in Figure 3.17.
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Figure 3.17: Comparison between PCM and MD structures.
The reasons for the disagreement between MD and PCM may be manifolds, the most obvious
being the choice of the GAFF force ﬁeld (see section 3.1) to describe the intra-molecular part of DOX.
Apparently this force ﬁeld gives a representation of the system which is not in accordance with the
QM/PCM model of DOX.
3.5.2 The hydrogen bonding patterns
DOX has 11 oxygen atoms. Let's focus the attention on three couple of these atoms, precisely O3-O5,
O6-O7 and O8-O9 (see Fig. 3.18). Each couple is composed of a hydroxyl group, linked to a carbon
atom and by an oxygen atom also linked to a carbon atom (carbonyl group). The ﬁrst and the last
couple are part of the chromophore, while the O6-O7 couple is on the lateral chain.
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Figure 3.18: Doxorubicin structures with oxygen atoms highlighted.
We have calculated the variation of the relative distance between the two oxygen atoms of a couple
along the trajectory. Such a variation is related to the presence of intra-molecular interactions. The
results are shown in Figure 3.19.
Figure 3.19: The relative distance of a couple of oxygen atoms along the trajectory.
The relative distance of the O3-O5 and O8-O9 couples oscillates in a range of about 0.04 nm, thus
showing the presence of a stable intra-molecular hydrogen bonding. These ﬁndings are in agreement
with PCM: in the latter approach, the most stable conformers are those that exhibit, between all
the 32 possible conformers, a hydrogen bonding between both the previous couples and the hydrogen
bonding patterns conﬁrm this result.
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Moving to the O6-O7 couple, the oscillation of relative distance falls within 0.1 nm and that reveals
the absence of any directional interaction between these two atoms; in this case the interaction with
the solvent is dominant.
Hydration patterns sampled by the MD simulation were analyzed by means of the oxygen-hydrogen
radial distribution functions (g(r)) between the O atoms of DOX (also O1 and O4 are included) and
H atoms of solvent molecules (Fig. 3.20, 3.21, 3.22 and 3.23).
Figure 3.20: O-H radial distribution functions and corresponding running integrals for atoms O1
(red solid line and blue crosses, respectively) and O4 (green solid line and purple crosses, respectively).
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Figure 3.21: O-H radial distribution functions and corresponding running integrals for the couple
of atoms O3 (red solid line and blue crosses, respectively) and O5 (green solid line and purple crosses,
respectively).
Figure 3.22: O-H radial distribution functions and corresponding running integrals for the couple
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of atoms O6 (red solid line and blue crosses, respectively) and O7 (green solid line and purple crosses,
respectively).
Figure 3.23: O-H radial distribution functions and corresponding running integrals for the couple
of atoms O8 (red solid line and blue crosses, respectively) and O9 (green solid line and purple crosses,
respectively).
With the exception of the O1, O4 and O5 atoms, the O-H radial distribution functions show a
similar behavior. A peak at 0.18 nm, with a width of about 0.08 nm, is followed by a depletion zone
that extends up to 0.275 nm. This indicates the presence of an hydration shell around the atom
considered. In the depletion zone the g(r) decreases without vanishing: correspondingly, the running
integral grows toward a saddle node. This behavior reveals that the coordination number is not ﬁxed
on a well deﬁned value, thus indicating that the O atoms do not form a stable hydrogen bonding with
a solvent molecule. The calculation of the average hydrogen bonding number, indeed, shows that the
latter number ﬂuctuates around 1 for all the O atoms discussed (see Table 3.6).
On the basis of the analysis of the radial distribution functions, a more detailed analysis of hydrogen
bonding patterns can be carried out: in our analysis a water molecule was considered to form a
hydrogen bond in a given snapshot if the hydrogen-acceptor distance was below 0.35 nm and the
acceptor-donor-hydrogen angle was below 35.0°. In the Table 3.6 one can check that these conditions
lead to the establishment of a hydration structure for O3, O6, O7, O8 and O9 atoms (as discussed
previously) while O1 and O4 atoms do not have a persistent interaction with solvent molecules: the
corresponding g(r) does not show any peak and the average number of hydrogen bonding is less than
1. The reasons for this behaviour may be the steric hindrance of the functional groups bound to the O
atoms discussed, i.e. a methyl group in case of O1 and amino-sugar moiety in case of O4. The methyl
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Table 3.6: The average hydrogen bond number of the relevant oxygen atoms of doxorubicin.
Oxygen atom Average hydrogen bond number
O1 0.42 ± 0.08
O3 1.27 ± 0.31
O4 0.08 ± 0.06
O5 1.03 ± 0.42
O6 1.59 ± 0.33
O7 1.62 ± 0.07
O8 0.75 ± 0.20
O9 1.05 ± 0.46
group, in particular, is free to rotate and the rotation sweeps away the solvent molecules. In Figure
3.24 and 3.25 two representative snapshots are depicted.
Figure 3.24: Snapshot representing the hydrogen bonding patterns for O3, O5, O8 and O9 atoms
of doxorubicin.
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Figure 3.25: Snapshot representing the hydrogen bonding patterns for O1, O4, O6 and O7 atoms
of doxorubicin.
Figure 3.24 shows the solvent molecules around the couple O3, O5 and O8, O9 within a radius of
0.35 nm centered on each atom. The water molecules are arranged with the hydrogen atoms towards
the DOX oxygen ones out of the chromophoric plane, that is hydrophobic. Similary, Figure 3.25 shows
the solvent molecules around the couple O6, O7 and the O1 and O4 atoms. It is immediatly apparent
the diﬀerence in the number of water molecules around O1 and O4 and the atoms of the couple on the
side chain, coherently with the discussion previously exposed on the diﬀerences between the hydrogen
patterns of O1 and O4 atoms and all the other ones.
To conclude the discussion, we focus on the groups of atoms C12-C13-O7 and O11-C22-C24. By
deﬁning the planes through these atoms it is possible to study the presence of any interactions between
the side chain (represented by C12-C13-O7) and the sugar moiety (represented by O11-C22-C24) (see
Fig. 3.26).
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Figure 3.26: The atoms of the side chain (C12-C13-O7) and of the amino sugar moiety (O11-C22-
C24) of doxorubicin.
By computing the distance and the angle between the two planes discussed along the trajectory, it
is possible to check if the functional groups corresponding to C12-C13-O7 and O11-C22-C24 interact.
Figures 3.27 and 3.28 show the results of this analysis.
Figure 3.27: The variation of the distance between the planes deﬁned by C12-C13-O7 and O11-
C22-C24 atoms along the trajectory.
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Figure 3.28: The variation of the angle between the planes deﬁned by C12-C13-O7 and O11-C22-
C24 atoms along the trajectory.
The relative distance between the planes deﬁned by C12-C13-O7 and O11-C22-C24 atoms oscillates
in a range of 0.12 nm (Fig. 3.27) and the angle between the planes changes within a range of 160°
(Fig. 3.28). It is therefore clear that no interaction exists between the side chain and the amino sugar
moiety.
Chapter 4
Conclusions
The general agreement that we have found between the calculated and the experimental spectra shows
that the QM level here exploited, coupled to a continuum approach to the environment is able, at
least at a ﬁrst instance, to provide a physical consistent model of the molecular system under study.
Even with its drawbacks, which have been remarked many times in the previous discussion, the con-
tinuum model is able to provide a reasonably good description of the molecular system at reasonable
computational cost.
For sure some discrepancies between calculated data and experimental ﬁndings are noticed: the
main diﬀerence is the shift that aﬀects the calculated spectra, that can be attributed, as discussed,
to the DFT approach. Furthermore, some spectral peaks are not correctly reproduced. The reason
can be a possible mismatching between the hypothesis on which the theoretical calculation is based
and the experimental conditions, as discussed about the discrepancies for VEEs. In particular, our
calculations are done within a vertical VG-FC approach: the inclusion of HT eﬀect, as well as the
adoption of the AH method may provide a more accurate description of the spectroscopic behavior
of the system. Another cause of the discrepancies observed (as speciﬁed in the previous sections) is
the lack of a description of the explicit solute-solvent interactions: in the PCM we have a statistical
average all over possible conﬁgurations of the system in the phase space, completely neglecting the
directional eﬀects, as hydrogen bonding. The presence of such speciﬁc eﬀects is highlighted by the
hydrogen bonding patterns obtained from the MD analysis.
A mixed approach, such as the QM/MM model, in which the target portion of the molecular
system (liable for the spectroscopic phenomenon) is treated at the QM level while an MM embedding
describes the other part of the system (the solvent, in our case) but treated explicitly, can overcome
the limitations of the continuum model and it can probably provide a spectroscopic description of the
molecular system closer to experiments. All of this, obviously, at a much higher computational cost,
and provided that an adeguate parametrization of the force ﬁelds can be achieved, which is something
far from being trivial.
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