We study analytically and numerically effects of attenuation on cross-correlation functions of ambient noise in a 2-D model with different attenuation constants between and outside a pair of stations. The attenuation is accounted for by quality factor Q(ω) and complex phase velocity. The analytical results are derived for isotropic far-field source distribution assuming the Fresnel approximation and mild attenuation. More general situations including cases with non-isotropic source distributions are examined with numerical simulations. The results show that homogeneous attenuation in the interstation regions produces symmetric amplitude decay of the causal and anticausal parts of the noise cross-correlation function. The attenuation between the receivers and far-field sources generates symmetric exponential amplitude decay and may also cause asymmetric reduction of the causal/anticausal parts that increases with frequency. This frequency dependence can be used to distinguish asymmetric amplitudes due to attenuation from frequency-independent asymmetry in noise correlations generated by nonisotropic source distribution. The attenuations both between and outside station pairs also produce phase shifts that could affect measurements of group and phase velocities. In terms of noise cross-spectra, the interstation attenuation is governed by Struve functions while the attenuation between the far-field sources and receivers is associated with exponential decay and the imaginary part of complex Bessel function. These results are fundamentally different from previous studies of attenuated coherency that append the Bessel function with an exponential decay that depends on the interstation distance.
which is fundamental to the noise cross-correlation of random wavefield (e.g. van Tiggelen 2003) . However, retrieving attenuation from noise cross-correlation functions is considerably more difficult than obtaining velocity information.
Several recent works attempted to analyse the amplitude of noise cross-correlation functions in relation to attenuation. Prieto et al. (2009) proposed a generalization of the inference of Aki (1957) where the normalized cross-spectra, referred to as coherency, follows the zero-order Bessel function scaled by exp(−αx) with α being an attenuation coefficient and x denoting the interstation distance. Several studies (e.g. Prieto et al. 2011; Lin et al. 2012) attempted to extract attenuation from empirical coherencies based on this idea. Tsai (2011) examined the conjecture of Prieto et al. (2009) assuming homogenous attenuation, and showed that it is valid for uniform sources everywhere including the near field, but is not an appropriate solution for noise generated by far-field isotropic sources. Weaver (2011b) demonstrated that strong directional noise distribution can mask the effects of attenuation on the coherency.
In this paper, we examine with analytical and numerical results several effects of seismic attenuation in a fully diffuse wavefield on properties of cross-correlation functions. We consider a situation where the region between two stations can have a different seismic attenuation factor than the outside region. The analytical derivations (Section 2) assume the Fresnel approximation and limited attenuation (cases with stronger attenuation are included in several appendices). The results indicate that attenuation plays a number of different roles even in the simple examined cases. The attenuation between the noise sources and receivers produces the following effects on the amplitudes and phases of the cross-correlation function: (i) overall exponential amplitude decay scaled by frequency and source-receiver propagation time, (ii) asymmetric amplitude decay of the causal and anticausal parts of the correlation function, in the presence of some non-uniformities, which increases with frequency and (iii) phase shifts in the correlation function. On the other hand, attenuation in the interstation region leads to phase shifts and non-exponential symmetric decay of the correlation function amplitude. These effects are also present, in a somewhat modified form, in numerical simulation results independent of the Fresnel approximation and with non-isotropic source distributions (Section 3). The results indicate that the coherency method requires several modifications to be used for extracting information on attenuation between pairs of stations. This issue and suggestions for observational studies are discussed in Section 4.
T H E O R E T I C A L R E S U LT S F O R I S O T RO P I C S O U RC E D I S T R I B U T I O N
The ambient seismic noise at location r can be written for a single component of motion using the scalar wavefield
where x is the distance between the receiver and source s( r , ω) at location r ( Fig. 1a ) and 1/ √ x is the geometric spreading factor in 2-D. The termc(ω) is a complex phase velocity that accounts for attenuation and is given bỹ
where Q(ω) is the quality factor, c(ω) is a real phase velocity and sgn(ω) ensures that the integral in (1) maintains the required Hermitian symmetry to have a real-valued wavefield in time domain. The expected cross-correlation of wavefields at two receiver positions by Yehuda Ben-Zion on August 13, 2013
http://gji.oxfordjournals.org/ Downloaded from r 1 and r 2 is E{C u 1 u 2 ( r 1 , r 2 ; ω)} = E{u
where * denotes complex conjugate, r and r are source location vectors for receivers 1 and 2, respectively, and x and x are the distances between source-receiver pairs 1 and 2, respectively. We assume that sources at different locations are not correlated and each is a widely sense stationary random process
where B( r ; ω) is the source power spectral density at location r . Substituting this into (3) gives
We simplify the problem to 2-D by assuming that all sources and receivers are at the surface (z = 0 km), and convert r to 2-D polar coordinates (R, θ). We put receiver 1 at the origin (0,0) and assume that receiver 2 is at (x,0). We also assume in this section that the random noise sources are uniformly distributed in a ring with radii R min and R max (Fig. 1b) . With these assumptions, the expectation value of the cross-correlation between two receivers becomes
where (θ) = R 2 + x 2 − 2cos(θ)x R. For conditions corresponding to the Fresnel approximation R x (source-receiver distance much greater than the receivers spacing), we have (
We consider situations where the region that includes the interstation path (green circle in Fig. 1b) has a certain quality factor Q in , while the outer region may have a different quality factor Q out . With such separation of Q values, the Fresnel approximation, and source spectral density B(R, θ; ω) = B(ω) that is only a function of frequency, eq. (6) becomes
In the following subsections we provide analytical results based on (7) for several basic spatial distributions and properties of Q values.
Uniform attenuation
Assuming first that Q in = Q out = Q with no frequency-dependency, and collapsing Q back intoc(ω) as in eq. (2), the angular integral in (7) can be evaluated analytically to be
To convert (7) with uniform attenuation to time domain, we apply bandpass filter and inverse Fourier transform
The term B(ω) = B|H (ω)| 2 is source spectral density that is narrow bandpass (which is equivalent to applying a filter H (ω) to the waveforms). We assume that |H (ω)| 2 is a Gaussian of the form (Weaver et al. 2009 )
whereÃ(ω) = exp(−a 2 ω 2 ) and a > 0. The inverse Fourier transform of (9) is derived in Appendix A, assuming that the attenuation is not overly strong so that Qc (ω) |ωx|, Q > R/(ac), and that the wave velocity is nearly constant for a narrow band around ω 0 soc(ω) ≈c(ω 0 ). The last assumption of no dispersion will be relaxed in Section 2.4, along with the assumption on the frequency-independence of Q. For these conditions, the expected value of the time domain cross-correlation can be written as
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is a Gaussian envelope that is the inverse Fourier transform ofÃ(ω) in (10). The two convolution terms in the bracket of (11) stem from the inverse Fourier Transform of the Bessel function J 0 (sω) with complex parameter in eq. (A3). The first convolution involves purely elastic waves, is symmetric in time ( Fig. A1a ) and appears in a similar form also in Weaver et al. (2009) . In contrast, the second convolution with the (1/Q) attenuation factor has an asymmetric term acting as two delta functions shifted at ±τ with opposite signs (Fig. A1b) , and the wave function
The narrow-band Gaussian filter leads to an elementary wave packet with a Gaussian envelope (Fig. 2a) . The existence of attenuation modifies the cross-correlation function in several ways. One basic effect is exponential amplitude decay with propagation time normalized by the wave period (Fig. 2b) . The cosine term in the wave packet has the same phase as in the elastic convolution and its amplitude increases with frequency, while the sine term in the wave packet has a modified envelope A (t) and it shifts the phases in the cross-correlation function (Fig. 2c) . Carrying the convolution of the second term in (11) leads to asymmetric function in time (Fig. 2d ) that becomes more prominent with increasing frequency. The discussed effects can impact the amplitudes of cross-correlation functions as well as measurements of phase and group velocities.
In Appendix A, we consider the situation when the assumption Qc(ω) |ωx| is not satisfied, so the first-order Taylor expansion in (A2) is not a good approximation. This case corresponds to conditions involving very strong attenuation, such as in fault zone environments with Q ≤ 15-30 (e.g. Ben-Zion et al. 2003; Peng et al. 2003) , or when the central frequency of the bandpass filter is very high. In Section 3, we demonstrate further various effects of attenuation with numerical simulations not limited to the assumptions associated with the analytical results.
Attenuation only within the interstation path
In this case, eq. (7) becomes,
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The inner integrals of eq. (12) can be evaluated analytically to be
where H 0 is the zero-order Struve function. We apply again bandpass filter and inverse Fourier transform to convert eq. (12) to time domain
The inverse Fourier transform of (14) is given in Appendix B, and we make the same assumptions on B(ω),c(ω) ≈c(ω 0 ), weak attenuation, narrow-band filter |H (ω)| 2 as in Section 2.1. Under these conditions, the expected value of time domain cross-correlation is
where the phase delay time τ is same as in Section 2.1. Eq. (15) shows that local attenuation in a circle including the two receivers (Fig. 1b) reduces the amplitudes of the signal symmetrically ( Fig. 2e ) and shifts the cross-correlation function phases (Fig. 2c ). These effects can again impact the amplitudes of cross-correlation functions and measurements of phase and group velocity. In Appendix B, we also discuss and illustrate with numerical simulations the situation when the assumption Qc(ω) |ωx| is not satisfied, corresponding to conditions when attenuation is very strong (small Q value) or the central frequency of the bandpass filter is very high.
General case
Combining results from Sections 2.1 and 2.2, we can write the expected value of the cross-correlation function for the general case with different Q out and Q in as
. The integrals in eq. (16) can be evaluated to be
where J 0 is the zero-order Bessel function and H 0 is the zero-order Struve function. We make the same assumptions on B(ω),c(ω) ≈c(ω 0 ), weak attenuation and narrow-band filter |H (ω)| 2 as in Sections 2.1 and 2.2. Based on a similar Taylor expansion as eq. (A2), we have
Likewise, we expand the Struve functions as in eq. (B2) and get
Substituting eqs (17)- (19) into eq. (16), we apply bandpass filter and inverse Fourier transform and get
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Following similar steps as in the previous cases, we evaluate the inverse Fourier transforms and obtain,
The solution in eq. (21) for the general case includes a superposition of the various effects discussed in the previous sections (Fig. 2f ). If Q in = Q out , eq. (21) reduces to eq. (11) of Section 2.1. If Q out = +∞, eq. (21) reduces to eq. (15) of Section 2.2.
Dispersion and frequency-dependent attenuation
Here we also take into consideration dispersion and frequency dependence of Q. Assuming variations of frequency within the narrow band of the filter, eq. (20) becomes,
where
Because the bandwidth of the filter is narrow, we linearize the wavenumber and attenuation as a function of frequency. We use the same assumptions on B(ω) and narrow-band filter |H (ω)| 2 as in Section 2.1. The inverse Fourier transform of eq. (22) is derived in Appendix C, leading to expected time domain cross-correlation function that is given in eq. (C9). The result can be written approximately as
where τ g is the group delay time and x/c(ω 0 ) is the phase delay time. Eq. (23) is comparable to eq. (21), but the incorporation of dispersion and frequency dependence of Q lead to a more complicated form with constants q in , q out , p in and p out that are defined in Appendix C near eq. (C5). The dispersion and frequency-dependant attenuation generally amplify the symmetric and asymmetric effects of attenuation. If there is no dispersion or frequency dependant attenuation, q in and q out will be zero. As a result, the terms which contain q in and/or q out are caused entirely by dispersion and frequency dependence of Q.
N U M E R I C A L S I M U L AT I O N R E S U LT S
To validate the theoretical results of Section 2, we perform numerical simulations based directly on eqs (1) and (2) for frequency-independent Q, without any of the other assumptions or approximations made in the theory section. The simulation procedure includes the following steps: (i) Use identical source spectral density (implemented as a FIR filter) for each independent uncorrelated noise source.
(ii) For each source-receiver pair apply traveltime delays to the filtered source spectrum based on a simple 1-D linear dispersion curve of phase velocity.
(iii) For each source-receiver pair attenuate the amplitude of the spectrum following the exponential decay with frequency, distance and Q in eqs (1) and (2). (iv) For each receiver, add the contributions in frequency domain from a distribution of sources in a ring. (v) Check for Hermitian symmetry and convert the summed noise spectra to time domain.
In the results below, we use a ring of radii between 10 and 12 spherical degrees that contains uniformly distributed 30 000 random noise sources. One station is located at the origin and the other is 141.5 km away. We assume a linear dispersion curve defined with a maximum phase by Yehuda Ben-Zion on August 13, 2013 http://gji.oxfordjournals.org/ Downloaded from velocity 3.1 km s -1 corresponding to 0.01 Hz and a minimum velocity 2.2 km s -1 corresponding to 0.18 Hz. For each station, the simulated continuous noise waveform is 10-d long with 2 Hz sampling frequency and 1 Hz Nyquist frequency. All parameters can be easily modified to accommodate different situations.
Isotropic source distribution with and without attenuation
The case for elastic wave propagation and isotropic source distribution provides a simple reference model. Fig. 3 shows simulated crosscorrelation functions for the basic receiver configuration of Fig. 1 . The amplitudes of the correlation function are generally symmetric and reduce as the frequency increases, which is an inherent property of the zero-order Bessel function. For the causal or anticausal parts of the correlation function, the peak envelope corresponds to the group delay time, which is different from the phase delay time due to the surface wave dispersion. Because the two stations are not symmetric about the origin, there is a slight asymmetry (less than 5 per cent difference in relative amplitudes) in the cross-correlation functions of Fig. 3 . This phenomenon is not predicted by our theoretical results since we use the Fresnel approximation in the theory section which assumes source-receiver distance much larger than the interstation separation.
As a simple comparison example to the elastic case with isotropic sources, we consider a situation with uniform attenuation associated with Q in = Q out = 80. Fig. 4 demonstrates that homogenous attenuation produces two additional effects on the results: (1) exponential decay with source-receiver distance and frequency of the overall amplitudes and (2) larger asymmetry of the cross-correlation functions at higher frequencies. We define the asymmetry of the peak amplitudes in the causal and anticausal parts as
where A c and A ac are peak amplitudes measured from the causal and anticausal parts, respectively. The range of A R is [−1, 1]: A R equals 1 or −1 represents cross-correlation function dominated by anticausal or causal part, respectively, while A R = 0 corresponds to a symmetric cross-correlation function. In the next section, we show that the increasing asymmetry with frequency can be separated from the asymmetry produced by non-isotropic source distribution.
Asymmetric amplitudes from non-isotropic source distribution and attenuation
Assuming the ambient noise sources have the same azimuthal distribution at all examined frequencies, non-isotropic source distribution will generally produce the same asymmetry of correlation function amplitudes for different frequencies. To simulate cases with non-isotropic sources, we assume that the noise source intensity depends on the azimuth angle B(θ) = 2 + γ cos(θ − φ), where θ is the azimuth angle, φ is the angle of maximum intensity with respect to the interstation line, and γ < 2 is a positive number (Fig. 5a) . As in the isotropic source distribution, the noise source locations are uniformly generated in the ring, but the intensity varies with the azimuth angle. Fig. 5 (b) displays simulation results for various elastic cases with non-isotropic source intensities, along with a case having isotropic source distribution and attenuation. The red solid line corresponds to a case where the maximum noise intensity is in the direction as interstation path and the maximum/minimum noise intensity ratio is 1.5. The green dashed line represents a similar case with maximum/minimum noise intensity ratio of 1.2. The four dash-dotted lines represent cases with maximum/minimum noise intensity ratio of 1.5 and maximum intensity direction rotated at different angles. The example with 90
• rotation angle produces as expected nearly symmetric results. In all the non-isotropic source cases, the amplitude asymmetry fluctuates closely around a constant value (with the fluctuations related to numerical simulation errors). In contrast, the case associated with isotropic source distribution and attenuation (square symbols) shows clearly increasing amplitude asymmetry with frequency with small fluctuations around a linear trend. If we can estimate the effect of non-isotropic source distribution in a given region on the amplitude asymmetry, measurements of A R values versus frequency may be used to estimate the averaged attenuation between the noise sources and receivers pair.
Isotropic noise distribution and attenuation only within the interstation region
Assuming the attenuation quality factor is finite only within the interstation region, we study the amplitudes of the resulting cross-correlation functions (Fig. 6 ) in comparison with the elastic case (Fig. 3) . As expected from the theoretical results, the interstation attenuation reduces the correlation function amplitudes symmetrically with larger amplitude reduction for higher frequencies. This effect is potentially important for application of attenuation tomography. If the contributions of other effects (e.g. asymmetric source distribution and attenuation between sources and receivers) are carefully addressed, the interstation attenuation can be recovered using the frequency domain representation in eqs (20) and (22).
D I S C U S S I O N
We provide 2-D analytical and numerical results on effects of attenuation on amplitudes and phases of cross-correlation functions of seismic noise generated by sources in a far-field ring. We analyse effects of attenuation in two complementary regions: a circle around the station pair and the outer region between the stations and the noise sources. The incorporation of different attenuation factors in the regions between and outside the stations is important for realistic situations, and especially cases where receivers are in highly attenuating environments such as fault zones (e.g. Ben-Zion et al. 2003; Lewis & Ben-Zion 2010) and volcanoes (e.g. Brenguier et al. 2011 ) that are at considerable distance from the dominant noise sources. The analytical derivations assume fully diffuse wavefield, the Fresnel approximation and relatively low frequency and/or relatively large Q value. Cases with stronger attenuation are included in the appendices, and more general situations including non-isotropic source distributions are addressed in the numerical simulations section. The analytical results indicate that the amplitude of noise cross-correlation functions decays due to attenuation differently from what is assumed by Prieto et al. (2009) in several distinct ways. The coherency expression of Prieto et al. (2009) is assumed to decay exponentially with the interstation distance. While our model results include exponential decay function, this is associated with the propagation time between the sources and stations (Sections 2.1 and 2.3). Our analytical results indicate that the interstation attenuation causes additional amplitude reduction, which is non-exponential and related to properties of complex Struve functions in the frequency domain (Section 2.2). Our results indicate further that the attenuation also produces delay times that can impact measurements of phase velocities (Fig. 2) . With isotropic far-field sources but some non-uniformity of properties between the sources and receivers or propagation distances, the time shifts on the causal and anticausal lags for uniform attenuation are asymmetric, while the time shifts for interstation attenuation are symmetric. In more realistic cases with different regions for different frequencies and modes of noise sources (e.g. Stehly et al. 2006; Kimman & Trampert 2010; Hillers et al. 2013) The amplitude reduction produced by attenuation outside the interstation region can generally be asymmetric because of differences in the regions between the sources and each receiver. Such differences are represented in our work simply by different propagation distances.
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If all properties between the sources and receivers are the same (propagation distances, attenuation coefficients, directional properties of the sources, etc.), the attenuation in the region outside the two stations leads to symmetric exponential amplitude decay. This would correspond to results of Tsai (2011) on coherency with far-field sources and homogenous attenuation. Some cases involving high frequencies and/or strong attenuation discussed in Appendices A and B show that the correlation function amplitude reduces non-linearly (increasingly fast) with frequency, since the truncated Taylor expansion is not valid under these conditions.
As shown in Appendix D, for a case with uniform attenuation and isotropic source distribution, the coherency between a pair of stations using the normalization of Weaver (2012) is given from our results by
The real part of eq. (25) is the same as the real part of the coherency expression of Weaver (2012), if we convert the quality factor Q to the attenuation coefficient α. However, the imaginary parts of (25) and the coherency of Weaver (2012) have opposite signs. We note that the imaginary part of the coherency produces asymmetry in the causal and anticausal parts of the noise cross-spectra. In the special case of uniform attenuation and isotropic sources, the exponential decay term in eq. (9) cancels out. However, for the more general case discussed in Section 2.3, the different attenuation in the interstation region produces Struve and Bessel functions in the normalization factor of the coherency which will make the form of the coherency more complex.
The interstation attenuation is a key parameter that is the target of attenuation tomography studies. Eq. (21) is a linear combination of first order Struve function and zero-order Bessel function. This suggests that the quality factor Q in , which accounts for the ratio between these two functions, can be retrieved together with an amplitude scaling constant that accounts for the noise intensity and site effects. The asymmetric cross-correlation function due to different propagation distances between the far-field sources and two receivers may be used to derive information on the attenuation factor Q out outside the interstation region. For example, in California with dominant noise sources at the coast (e.g. Schulte-Pelkum et al. 2004; Hillers et al. 2013) , using pairs of stations that are a few degrees off from the coast-parallel direction would produce different propagation distances between the sources and receivers. An asymmetric distribution of attenuation factors, as might exist for example for station pairs located on one side of a fault zone, may also produce a similar effect on the cross-correlation functions.
If the interstation attenuation is heterogeneous and asymmetric about the two stations (e.g. a fault zone separates with unequal distance the two stations), the correlation function amplitude reduction due to interstation attenuation might be asymmetric (with variable asymmetry ratio). This may be seen from the amplitude decay term exp[−sgn(ω)|cos(θ)|x/2Q in c(ω)] in eq. (7), evaluated in the current context with Q out = ∞ at θ and θ + π . We note that the amplitude reduction is most sensitive to the attenuation in the along-path directions (θ = 0 or π ) where the decay is symmetric. In the perpendicular directions (θ = ±π /2), the attenuation structure makes no contribution to the amplitude of the correlation function. Such asymmetric amplitude decay due to interstation attenuation can be minimized if the interstation distance is small and the Fresnel approximation is satisfied. In addition, the interstation formula may represent an averaged attenuation effect of the interstation region (primarily along path direction) as in traveltime tomography. These inferences should be substantiated with additional numerical experiments.
The numerical simulation method of Section 3 is based on a simple ray theoretical summation of the contributions of all noise sources with possible non-isotropic distribution to the waveforms. The results demonstrate that different propagation distances in a uniform attenuation case produce increasing asymmetry of the causal and anticausal parts with increasing frequency (Section 3.1), while non-isotropic source distribution produces an asymmetric amplitude ratio, which fluctuates around a constant value for different frequencies (Section 3.2). The results suggest that these two effects on amplitude asymmetry can be separated. For a case dominated by uniform interstation attenuation (Q out very high) and non-isotropic source distribution, the correlation function amplitude will also be asymmetric but the amplitude asymmetry ratio will not vary with frequency. More complicated cases with heterogeneous attenuation between the stations will lead to more complex results.
Effects of dispersion are examined briefly in the theory Section 2.4 and the numerical simulations. The results indicate that dispersion will amplify the predicted amplitude reduction and amplitude asymmetry. The effects of dispersion should be accounted for in algorithms that attempt to invert data for attenuation coefficients. We also note that it is easier to invert for attenuation parameters from amplitude information in the frequency domain. This is because fitting the combination of complex Bessel and Struve functions in frequency domain is more straightforward, and not affected by the narrow-band filtering which is necessary to measure the amplitude in time domain.
Finally, since the assumption on isotropic noise source distribution does not typically hold, it may be possible to expand the non-isotropic noise source spectral density as a Fourier series (Weaver et al. 2009; Tsai 2011) and evaluate the integrals for the cases examined in this paper analytically for different Fourier terms. This and other important generalities of the simple cases considered in this work (e.g. heterogeneous velocity structures) are left for future work.
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A P P E N D I X A : I N V E R S E F O U R I E R T R A N S F O R M O F E Q. 9 : U N I F O R M AT T E N UAT I O N
To simplify the inverse Fourier transform, we apply the convolution theorem
) denote the complex phase delay time. Assuming that Qc(ω) |ω 0 x|, we can apply a first-order Taylor expansion to the Bessel function with complex parameter (Yousif & Melka 1997) ,
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For narrow band analysis and large Q value, we assume small variations of phase velocity c(ω) so the derivative of phase velocity can be ignored. Then we have
where τ = x/c(ω 0 ) is the traveltime between the two receivers for waves in a narrow frequency band around ω 0 . The inverse Fourier transforms of the Bessel functions are
The inverse Fourier transform of eq. (10) is
hence A(t) = A(−t).
Assuming ω 0 > 0 and applying the narrow band filter to (A1) gives
The attenuation term is given by
Substituting eqs (A4), (A5) and (A7) into eq. (A6), we have
For the narrow-band filter |H (ω)| 2 the width parameter a is very large. Therefore, when attenuation is not very significant (i.e. Q > R/(ac)), we have R 2 /(4a 2 Q 2 c 2 (ω 0 )) ≈ 0 and R/(2a 2 Qc(ω 0 )) ≈ 0. Under these conditions, the time domain cross-correlation (expected value) can be evaluated to be eq. (12) in Section 2.1. Fig. A1 shows the inverse Fourier transform of the real and imaginary components of J 0 (sω) in eq. (A3) for an example with Q = 50. The real part corresponding to the elastic case produces a symmetric function in time (Fig. A1a) . The imaginary part associated with uniform attenuation produces an asymmetric function in time (Fig. A1b) . The attenuation part is small at lower frequency compared with the elastic part but becomes more significant as frequency increases and/or Q decreases.
To supplement the analytical results associated with the assumption Qc(ω) |ω 0 x| we made in the truncated Taylor expansion of eq. (A2), we also simulate a case without truncation of the Taylor series. This is done by computing J 0 (sω) numerically with a Nyquist frequency of 10 Hz. and then using inverse Discrete Fourier transform to convert the results to time domain. parameters, the first-order Taylor expansion is a good approximation up to approximately 0.7 Hz (Fig. A2a) . The amplitude of the pulses derived from the first-order Taylor expansion is much smaller (Fig. A2b) than the full numerical solution (Fig. A2c) because the Bessel function with complex parameter increases very rapidly with frequency for f > 1 Hz. The results of Fig. A2 imply that cases with high frequency (or low Q values) should be examined with the full numerical solution rather than the first-order Taylor expansion.
We now apply the narrow band filter to eq. (B4), assuming ω 0 > 0, and evaluate the inverse Fourier transform in the neighbourhoods of ω = ω 0 and ω = −ω 0 ,
For the attenuation coefficient term we have
Substituting eqs (B5) and (B7) into eq. (B6) we get The time domain cross-correlation (expected value) can be evaluated to be eq. (15) in Section 2.2. Fig. B1 shows the attenuation (Struve function) component of the inverse Fourier transforms in (B4) for a case with Q = 50. The elastic part is the same as in Fig. A1(a) . The attenuation part associated with the interstation region produces a symmetric function in time (Fig. B1) . To supplement the analytical results associated with the assumption Qc(ω) |ω 0 x| we made in the truncated Taylor expansion of eq. (B2), we again simulate numerically with Nyquist frequency of 10 Hz a case without truncation of the Taylor series. This is done by computing H 0 (s * ω) − H 0 (sω) numerically and then using inverse Discrete Fourier transform to convert the results to time domain. Fig. B2 by Yehuda Ben-Zion on August 13, 2013
http://gji.oxfordjournals.org/ Downloaded from compares the H 0 (s * ω) − H 0 (sω) calculated numerically with the one computed from the first-order Taylor expansion in eq. (B3) for Q = 50 and τ = 25 s. For these parameters, the first-order Taylor expansion is a good approximation up to 0.7 Hz (Fig. B2a) . The amplitude of the approximate delta functions derived from first-order Taylor expansion is much smaller than the full numerical solution (Figs B2b and c) because H 0 (s * ω) − H 0 (sω) increases very rapidly with frequency when frequency is greater than 1 Hz.
A P P E N D I X C : I N V E R S E F O U R I E R T R A N S F O R M O F E Q. 2 2 : D I S P E R S I O N A N D F R E Q U E N C Y-D E P E N D E N T AT T E N UAT I O N
We apply a Taylor expansion on k(ω) at ω ∼ ω 0 ,
We then solve the inverse Fourier transform of Bessel functions,
and τ g is group delay time given by τ g =
x. Similarly we derive the inverse Fourier transform for the first-order Struve function near ω ∼ ω 0
We define γ out (ω) = k(ω) Qout(ω) and expand it at ω 0 as first-order truncated Taylor series
We then define two related constants , expand it as first-order Taylor series, and define constants p in and q in as in eqs (C4) and (C5) by replacing Q out with Q in . With these definitions we have
For the narrow-band filtering at ω ∼ −ω 0 , we note that the wave number is an odd function k(−ω 0 ) = −k(ω 0 ) (the velocities and attenuation are even functions of frequency). Therefore, for eqs (C1)-(C4) we only need to replace ω 0 by −ω 0 and a similar version of (C6) can be written as We now narrow-band filter the exponential decay part and convert it back to time domain where we make the same assumptions about the width parameter a (i.e. Q > R/(ac)) as in Appendix A. Combining eqs (C2)-(C8), we can solve the inverse Fourier transforms in eq. (22), C u 1 u 2 (0, x; t) = π B(R max − R min )exp − ω 0 R Qc (ω 0 ) × {4A (t) cos (ω 0 t) * t cos (εt) f (t) − 4A(t)sin (ω 0 t) * t sin (εt) f (t) = − 2xq out [A (t) cos (ω 0 t) * t cos (εt) (g (t) + h (t)) − A (t) sin (ω 0 t) * t sin (εt) (g (t) + h (t))] − 2x p out δ D (t) * t [A (t) sin (ω 0 t) * t cos (εt) (g (t) + h (t)) + A (t) cos (ω 0 t) * t sin (εt) (g (t) + h (t))] + 2xq in [A (t) cos (ω 0 t) * t cos (εt) h (t) − A (t) sin (ω 0 t) * t sin (εt) h(t)] + 2x p in δ D (t) * t [A (t) sin (ω 0 t) * t cos (εt) h (t) + A (t) cos (ω 0 t) * t sin (εt) h (t)] ,
where ε = ω 0 (1 − vg (ω 0 ) c(ω 0 )
) and the three functions f (t), g(t) and h(t) are defined as
In eq. (C10), we approximate the three functions with Dirac delta functions which are the RHS of the approximately equal sign. With this approximation, we substitute (C10) into (C9) and arrive at eq. (24) in Section 2.4.
A P P E N D I X D : D E R I VAT I O N O F N O R M A L I Z E D C RO S S -S P E C T R A ( C O H E R E N C Y ) F O R U N I F O R M AT T E N UAT I O N A N D I S O T RO P I C S O U RC E D I S T R I B U T I O N
The normalized cross-spectra of noise correlation functions is referred to as coherency (e.g. Prieto et al. 2009 ). There are several definitions of coherency that differ by the normalization factor. Here we derive the noise coherency for uniform attenuation and isotropic source distribution using the definition of Weaver (2012) . In our notation this is expressed as
E C
(2) (ω) = E C u 1 u 2 (0, x; ω)
where E{C u 1 u 2 (0, x; ω)} is the expected cross-spectrum given by eq. (7) and simplified for uniform attenuation in eq. (9). The normalization factor E{C u 1 u 1 (0, 0; ω)} is the power spectral density (autocorrelation in time domain) of the noise recorded by the station at the origin,
and the integral is evaluated using the Mean Value Theorem. Combining eqs (7), (9) and (D2), we evaluate the coherency in (D1) as,
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