Abstract-In certain applications, relay terminals can be employed to simultaneously deliver information and energy to a designated receiver and a set of radio frequency (RF) energy harvesters, respectively. In such scenarios, the relay that is preferable for information transmission does not necessarily coincide with the relay that is preferable for energy transfer, since the corresponding channels fade independently. Relay selection thus entails a tradeoff between the efficiency of the information transmission to the receiver and the amount of energy transferred to the energy harvesters. The study of this tradeoff is the subject on which this work mainly focuses. Specifically, we investigate the dependence of the ergodic capacity and the outage probability of the information transmission to the receiver on the amount of energy transferred to the RF energy harvesters. We propose a relay selection policy that yields the optimal tradeoff in a maximum capacity/minimum outage probability sense, for a given energy transfer constraint. We also propose two suboptimal relay selection methods that apply to scenarios with limited availability of channel state information. Additionally, we propose a suboptimal scheme which approximates the optimal scheme for the special case of two relays and facilitates performance analysis. Interesting insights on the aforementioned tradeoffs are unveiled.
I. INTRODUCTION
T HE attitude of the research community towards energy consumption in communication systems has experienced a drastic change over the last few years. The massive increase in the energy consumption of telecommunication networks has led to energy-aware radio access solutions in which a prudent use of energy is one of the key design elements. In addition, applications that involve wireless sensor networks are becoming increasingly popular, necessitating novel approaches for power replenishment since a fixed power supply is not always available and battery replacement may be practically inconvenient.
To this end, an emerging solution to energy-aware wireless communications known as "energy harvesting" has been proposed [1] - [7] . The concept of energy harvesting involves the collection of energy from renewable sources, such as solar energy, wind energy, piezoelectric energy, and energy harvested from radio frequency (RF) signals [5] - [7] . Besides the environmental benefits, energy harvesting offers wireless communications the flexibility of not being constrained by a fixed power and/or battery supply [4] . Among the various forms of energy harvesting, the case of energy harvesting from RF waves using rectenna elements is of particular interest. This technique allows terminals with low energy requirements to be remotely powered, and thus provides a feasible solution for cases where remote energy supply is the only powering option (for example, in body area networks where devices are implanted inside the human body such that accessing them is impossible [8] ). Moreover, RF energy harvesting offers a continuous (albeit small) power supply, as it is not weather-dependent and does not rely on mechanical movement as external energy source [9] . The main advantage of RF energy harvesting is thus selfsustainability and autonomous operation, along with the fact that it exploits a form of energy which otherwise would be wasted.
Several works in the literature are dedicated to the promising area of RF energy harvesting [10] - [21] . A large part of the relevant works deals with the case where the signal used for information transmission is the same signal which transfers power to designated terminals, an approach that is known as simultaneous wireless information and power transfer (SWIPT) [10] - [15] . In [10] - [15] , interesting results were obtained regarding the transmission rate that is sacrificed for wireless energy transfer. SWIPT has also been proposed for relayassisted communication, due to the substantial improvement of the quality of service that is offered by relaying, particularly in scenarios where source and destination are located far apart from each other [22] . The existing body of literature in relayassisted systems with energy transfer has focused on two main directions: a) SWIPT scenarios where the employed relay [13] , [16] , [17] (or the source terminal [18] ) salvages energy from the radiated signal incident from the source terminal (or the employed relay). b) Multihop energy transfer scenarios, where the energy is transferred to remote terminals via one [19] , [20] 0733-8716 © 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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or more [21] intermediate relays. It was shown in [19] , [21] that multihop energy transfer can mitigate the high path-loss of the energy-bearing signal, while [20] tackles the case where a multi-antenna relay feeds two separate terminals with information and power, respectively, and investigates the transmission rate and outage probability that is sacrificed for remote energy transfer.
The study of the above tradeoff between the quality of information transmission and wireless energy transfer is also our main topic of interest in this work. Here, we consider a wireless system with a pool of candidate relays out of which a single relay is selected to assist the information transmission to a designated receiver. By selecting only a single relay the system is able to exploit the advantages of relay-assisted diversity yet with minimum operational cost in terms of synchronization complexity, as well as spectrum efficiency [22] . In parallel to the information transmission, a set of external RF energy harvesters salvage energy from the signal radiated by the selected relay. Depending on the relay selection policy, there exists a tradeoff between the quality of information transmission to the receiver and the amount of energy transferred to the harvesters. The existence of this tradeoff stems from the fact that the relay that provides the most efficient data transmission to the receiver does not necessarily coincide with the relay that provides the largest energy transfer to the RF harvesters. We show via mathematical and numerical analysis that, depending on the application scenario and the available amount of channel state information (CSI), the achievable tradeoff can range from a linear exchange between data and energy transfer to the optimal feasible tradeoff. In particular, our results can be summarized as follows. For the versatile scenario where N relays are available for information forwarding and wireless energy transfer, we derive the relay selection policy that achieves the optimal tradeoff (i.e., the optimal ergodic capacity and/or outage probability for a given energy transfer). Additionally, we propose two suboptimal relay selection schemes, namely the pseudo-random and the threshold-checking scheme, and derive closed-form expressions for the respective achievable tradeoffs between energy transfer and ergodic capacity, as well as the respective tradeoffs between energy transfer and outage probability. These suboptimal selection methods are of interest in scenarios with limited CSI availability since, contrary to the optimal policy, they do not require global CSI knowledge. For the case where two relays are available (N = 2), we also present a selection method which achieves a similar tradeoff between ergodic capacity and energy transfer as the optimal method and is more amendable to performance analysis.
The remainder of the paper is organized as follows. Section II describes the considered system model and presents some fundamental preliminaries regarding the considered tradeoff analysis. The proposed relay selection schemes are presented in Section III, divided into two groups which correspond to the cases of full CSI and limited CSI availability. Sections IV and V examine the tradeoff between ergodic capacity and energy transfer and the tradeoff between outage probability and energy transfer, respectively. Numerical results and useful insights are provided in Section VI, followed by our conclusions in Section VII. Fig. 1 , the considered setup transfers information from a source terminal, S, to a destination terminal, D, via a set of N half-duplex decode and forward (DF) relays, denoted by R i , i = 1, . . . , N. At the same time, a set of M harvester terminals, H j , j = 1, . . . , M, collects energy from the signal transmitted by the relays through RF energy harvesting. We refer to this set of energy harvesting terminals as the "harvesting set". All terminals are assumed to be equipped with a single antenna. Moreover, the S-D and S-H j , j = 1, . . . , M, channels are assumed to be highly attenuated, so that direct information transmission and energy transfer from S to the destination and the harvesters is not possible. The information transmission and the energy transfer take place via one of the relays, which is selected based on the process described in Section II-C.
II. PRELIMINARIES

A. System Model
Sketched in
Let h AB denote the channel between terminals A and B where either information transmission or energy transfer takes place, i.e., (A,
Let us denote the squared channel gain of the A-B link by a AB = |h AB | 2 . The instantaneous signal-to-noise ratio (SNR) of the A-B link is denoted by γ AB . Moreover, the source and the relay terminals are assumed to transmit with power P. Since in DF relaying the composite S-R i -D path is dominated by the "bottleneck" link (see, e.g., [22] ), the equivalent SNR, γ i , of the S-R i -D link, is defined as
We denote the energy transferred to H j via the R i -H j path by ε i, j , i.e., ε i, j is the energy per unit time harvested by H j when R i is selected. This energy is given by
where β, 0 < β ≤ 1, denotes the energy absorption coefficient, which equals the energy absorbed by H j per unit time when the received power at H j equals one. Roughly speaking, parameter β characterizes the efficiency of the energy harvester [12] . The noise power is assumed to be identical at all nodes, and is denoted by N 0 .
B. The Equivalent Energy Harvester, H eq
As discussed in Section I, the scope of this work is the analysis of the tradeoff between the information transmission to D and the energy transfer to the harvesting set. Hence, the harvesting set is treated here as a unified harvesting entity, implying that we focus on the "group" energy transfer rather than the energy harvested by an individual terminal. In this regard, we introduce the concept of the "equivalent energy harvester", H eq (c.f. Fig. 1 ). The equivalent energy harvester is in fact not an actual but a virtual terminal, which represents the entire harvesting set on the basis of the energy transferred to it. For such a representation to have practical meaning, we consider the following policies:
• a) Harvesting Policy I (HP-I): In this case, H eq is chosen such that the energy transfer from a given relay, R i , to H eq , ε i , equals the energy scavenged by the harvester with the weakest channel to R i , i.e., ε i = min j=1,...,M (ε i, j ). Under this policy, the system is designed so as to maximize the minimum transferred energy at any member of the harvesting set. HP-I applies to scenarios where the combined operation of the harvesting set is of primal importance, e.g., in sensor applications where failure of any of the participating sensors leads to a general system failure.
• b) Harvesting Policy II (HP-II):
In this case, H eq is chosen such that ε i equals the sum of harvested energies at the harvesting set, i.e., ε i = ∑ M j=1 ε i, j . HP-II applies to scenarios where the energy harvesters are not dependent to one another, in the sense that depletion of the energy supply of one harvester would not necessarily entail a general system failure. Thus, the design of the energy transfer in HP-II is based on the total energy absorbed by the harvesters.
The main advantage of utilizing the equivalent energy harvester is that the system model reduces to that where only a single energy harvester is present. Thus, in the sequel, we refer to the energy transfer to the harvesting set as the energy transfer to H eq .
C. Relay Selection: General Description
We assume that the information transmission to D is divided into transmission frames, the duration of which is short enough so as to ensure a constant channel. In each transmission frame, a single relay out of the set of available relays is selected. The selected relay is denoted by R s : That is, s = i if R i is selected, i = 1, . . . , N. The selection is assumed to be implemented in a centralized manner. That is, a central unit (CU) collects the CSI required for relay selection. Based on the collected CSI, the CU decides which relay is selected for a given transmission frame. Loosely speaking, the decision on the selected relay tries to compromise between the reliability of the information transmission to D and the energy transferred to H eq .
Let R κ denote the relay which maximizes the SNR at D in a given transmission frame. That is, Let R λ denote the relay which maximizes the energy transfer to H eq in a given transmission frame. That is,
Apparently, as R κ and R λ are not necessarily identical, the selection of R s leads to a tradeoff between information transmission and energy transfer, which is discussed in detail in Sections IV and V. Prior to elaborating on the particular tradeoff of interest, some preliminaries on the tradeoff analysis are in order.
D. Preliminaries of Tradeoff Analysis
In economics and several fields of engineering, a tradeoff is referred to as a situation where one commodity or performance metric, X, is sacrificed in return for gaining another commodity or performance metric, Y [23] . The tradeoff is usually illustrated by a 2-dimensional curve which consists of the set of all feasible (X,Y ) pairs. An illustrative example of tradeoff curves is presented in Fig. 2 , where the range of the exchanged metrics is normalized to one.
For a better understanding of the subsequent analysis, the following terminology is introduced:
• Tradeoff factor: By tradeoff factor, δ (0 ≤ δ ≤ 1), we refer to the priority of maximizing X over Y . The tradeoff factor specifies the point of operation along the tradeoff curve, i.e., it specifies the quantity of X that is exchanged with Y . When the range of X is normalized to the interval between zero and one (c.f. Fig. 2 ), the tradeoff factor equals the abscissa of the point of interest.
• Opportunity cost: For a given difference of X, the opportunity cost is defined as the corresponding absolute difference of Y [23] . As an example, Fig. 2 depicts the opportunity costs in Y for the dotted line and the dashed line, as X increases from 0 to 0.2 (interval A) and as X increases from 0.8 to 1 (interval B). We notice that the opportunity cost of the dotted line decreases from 0.33 (interval A) to 0.1 (interval B), while the opportunity cost of the dashed line increases from 0.1 (interval A) to 0.33 (interval B). In general, a strictly convex tradeoff curve is associated with a tradeoff with "decreasing opportunity cost" (c.f. dotted line, Fig. 2 ) while a strictly concave curve corresponds to a tradeoff with "increasing opportunity cost" (c.f. dashed line). A linear tradeoff curve corresponds to an "equal opportunity cost" tradeoff (c.f. solid straight line, Fig. 2 ), since it entails a constant exchange between X and Y . • Pareto frontier: An (X,Y ) allocation is considered "Pareto efficient" if there exists no other feasible (X,Y ) allocation which results in increasing one metric (X or Y ) without decreasing the other [23] . The set of all Pareto efficient points comprises the Pareto frontier (c.f. Fig. 2 ). The Pareto frontier illustrates the optimal tradeoff between X and Y , in the sense that it provides the largest achievable value of Y (X) given X (Y ).
III. RELAY SELECTION SCHEMES FOR FULL AND LIMITED CSI AVAILABILITY
This section presents the proposed relay selection policies. The resulting tradeoffs are analyzed later in Sections IV and V. Depending on whether full CSI (i.e., global CSI for all participating channels) or limited CSI is available at the CU, the proposed schemes are divided into two categories, which are treated separately below.
A. Full CSI Availability 1) Pareto Efficient Scheme: First we derive the relay selection scheme which achieves the Pareto efficiency between information transmission and energy transfer. LetF denote a metric that characterizes the long-term performance of the information transmission to D, in the sense that the performance is optimized whenF is maximized. Examples forF include the ergodic capacity, the average probability of no-outage, the average probability of correct detection, and the average SNR. Let F(γ i ) be a function of γ i , which describes the instantaneous realization ofF associated with the use of the S-R i -D link. In particular, ifF is the ergodic capacity, F(x) = 1/2log 2 (1 + x); ifF is the probability of correct detection and, e.g., Binary Phase Shift Keying (BPSK) modulation is used, F(x) = 1 − 1/2erfc( √ x) with erfc(·) denoting the complementary error function; ifF is the average SNR, F(x) = x; ifF is the probability of no-outage, F(x) is one or zero depending on whether x is larger or smaller than the outage threshold, as shown later in (34).
Theorem 1: The Pareto frontier of the tradeoff betweenF and the average energy transfer is achieved by employing the following selection policy in each transmission frame
where α > 0 is a constant which depends on the desired tradeoff factor (i.e., α reflects the priority given to information transmission as compared to energy transfer).
Proof:
The proof is provided in Appendix A. The interpretation of the Pareto efficient scheme is as follows. If one of the relays experiences both a stronger end-toend link to D and a stronger (virtual) link to H eq than any other candidate relay, then this relay should be selected. Otherwise, the contributions of each relay to information transmission and energy transfer are weighted by two scalars (i.e., 1 and α, respectively), such that the optimal overall contribution is achieved when the relay associated with the maximum sum of weighted contributions is selected. Clearly, α can take any nonnegative real value therefore any desired tradeoff factor can be achieved by properly adjusting α. It is noted that Theorem 1 applies for both HP-I and HP-II.
2) Weighted Difference Scheme: The weighted difference scheme is a special case of the Pareto efficient scheme, when two candidate relays are available (N = 2) and the performance metric is the average SNR (F(γ i ) = γ i ). In this case, (5) becomes
where ν > 0 is a constant in which the tradeoff factor is reflected. The weighted difference scheme is treated separately because it provides a mathematically tractable approximation to the capacity-energy Pareto frontier for N = 2 (c.f. Sections IV and VI).
B. Limited CSI Availability
The main limitation of the Pareto efficient scheme and the weighted difference scheme is that they require continuous CSI knowledge of all S-R-D and R-H links at the CU. As such, they are not applicable to scenarios with limited CSI availability. In the following, we distinguish between the scenarios of "low" and "medium" CSI availability, and propose corresponding suboptimal schemes, referred to as "pseudorandom" and "threshold-checking", respectively.
1) Pseudo-Random Scheme (Low CSI Requirements): Suppose that the system's complexity requirements prohibit a simultaneous monitoring of both the S-R-D and the R-H links. Instead, either the S-R-D CSI or the R-H CSI is available at a given transmission frame. For such case, we propose the "pseudo-random" scheme which operates as follows. Recall that R κ and R λ denote the relays with the strongest instantaneous S-R-D channel and the strongest virtual R-H eq channel, respectively. In each transmission frame, the CU selects either R κ or R λ in a pseudo-random fashion. That is, R κ is selected with probability µ; R λ is selected with probability 1 − µ, i.e., s = κ, with probability µ λ, with probability 1 − µ.
This simplistic strategy ensures that, in the long run, the percentage of transmission frames allocated to optimum information transmission and optimum energy transfer is controllable. In other words, the desired tradeoff factor, δ, is attained by appropriately adjusting the parameter µ, i.e., by setting µ = 1 − δ.
2) Threshold-Checking Scheme (Medium CSI Requirements): Next, we assume that the system can tolerate additional complexity such that the S-R-D links can be continuously monitored, while the R-H links are only monitored for a limited amount of time. For such case, an alternative selection scheme is proposed, which operates as follows. In each transmission frame the SNR of the S-R κ -D link, γ κ , is compared to a 
Similarly to the pseudo-random case, the parameter τ determines the portion of the maximum possible energy transfer that is delivered to the harvesting set. In other words, τ reflects the tradeoff between information transmission and energy transfer, so that the desired tradeoff factor can be achieved by appropriately adjusting τ. The threshold-checking scheme is expected to lead to a better capacity-energy tradeoff than the pseudorandom scheme, as shown in Sections IV and VI.
C. On the CSI Requirements of the Proposed Schemes
Here, we summarize the implementation aspects of the proposed schemes, in terms of the amount of CSI required for their operation. The pseudo-random scheme has the lowest CSI requirement, because it requires CSI knowledge of either only the S-R-D or only the R-H links. The threshold-checking scheme requires continuous CSI knowledge of the S-R-D links; it additionally requires CSI knowledge of the R-H links for as long as the strength of the end-to-end channel to D is below the threshold. The Pareto efficient and weighted difference schemes require continuous CSI knowledge of all S-R-D and R-H links. Consequently, the pseudo-random scheme has relatively low, the threshold-checking scheme has medium, and the Pareto efficient and weighted difference schemes have high requirements regarding CSI knowledge. The CSI requirements of all proposed relay selection schemes are summarized in Table I .
IV. TRADEOFF BETWEEN ERGODIC CAPACITY AND ENERGY TRANSFER
This section studies the tradeoff between the ergodic capacity for information transmission to D and the average energy transfer to H eq for the proposed relay selection schemes. We consider the energy transfer as the reference metric and the ergodic capacity as the cost metric, i.e., the energy transfer is metric X and the ergodic capacity is metric Y in the notation of Section II-D.
For the analytical results derived in this paper, we assume that the fading in all involved channels is Rayleigh, independent and identically distributed (i.i.d.). We emphasize that the proposed schemes apply to any fading assumption as well as to the case of not necessarily identically distributed fading, yet the i.i.d. Rayleigh fading assumption is used for simplicity of the analysis. 1 Moreover, the Rayleigh fading assumption is adopted here to encompass the worst case scenario regarding the strength of the wireless channels involved, as compared to fading models with line-of-sight components such as Ricean.
In the conducted tradeoff analysis we focus on HP-I, i.e., the policy where the harvested energy of interest is the energy scavenged by the harvester with the weakest channel to the selected relay. Analytical results for HP-II can be obtained by following a similar approach as for HP-I, yet they are omitted for brevity. Prior to analyzing the tradeoff of interest, we first study its boundaries, namely the minimum and maximum achievable ergodic capacity and energy transfer. These boundaries are identical for all considered schemes.
A. Tradeoff Boundaries
The i.i.d. Rayleigh fading assumption implies that the SNR in all involved links (including the havesting links) is exponentially distributed with average value denoted byγ. Since γ i is the minimum of two i.i.d. exponential random variables (RV) (c.f. (1)), γ i is also exponentially distributed with probability density function (PDF)
where f Z (·) denotes the PDF of RV Z.
1) Ergodic Capacity: Lemma 1:
The minimum and maximum ergodic capacities for information transmission to D equal, respectively, 2
where E n (x) = (13) where H N denotes the harmonic number of N defined as
(1/i), andε is the expectation of ε i given bȳ
Proof: It follows from the mode of operation of HP-I that the SNR of link R i -H eq is the minimum of M i.i.d. exponentially distributed RVs with average valueγ. Hence, the instantaneous SNR of the R i -H eq link, γ R i H eq , is also exponentially distributed with expected valueγ/M. Then, (14) follows directly from (2) .
Since the maximum energy transfer to H eq occurs for s = λ, (13) is obtained as the first order moment of the maximum out of N i.i.d. exponentially distributed RVs [26] . Eq. (12) is trivially obtained by assuming that the relay selection process is independent of the channel gain of the
3) Tradeoff Factor: Let ε denote the average (long-term) energy harvested by H eq . Out of the two exchanged metrics (i.e., capacity C and energy transfer ), is considered as the reference metric. Hence, the tradeoff factor, δ (0 ≤ δ ≤ 1), is the percentage of the maximum possible energy transfer that is actually transferred to H eq . Considering the boundaries of given in (12) , (13), we can express in terms of the tradeoff factor as = [1 + δ(H N − 1)]ε. The tradeoff factor is thus obtained by solving this expression with respect to δ, yielding
Next, we derive expressions for the capacity-energy tradeoff of the considered schemes, starting with the case of limited CSI because its analysis is simpler.
B. Pseudo-Random Scheme
It follows from (7) that the capacity of the pseudo-random scheme equals C max for the time frames when s = κ, and C min for the time frames when s = λ. Consequently, the ergodic capacity is obtained as
Similarly, the energy transfer to H eq equals min if s = κ and max if s = λ. Hence, the average energy transferred to H eq when the pseudo-random selection method is employed is given by
Solving (17) with respect to µ yields
By plugging (18) into (16), C PR is expressed as a function of PR as follows
Corollary 1: The pseudo-random scheme results in an equal opportunity cost between ergodic capacity and average energy transfer.
Proof: The proof follows directly from (19) , by noting that C PR is a linear function of PR .
C. Threshold-Checking Scheme
Considering the threshold-checking scheme's mode of operation, c.f. (8) , the ergodic capacity for the information transfer to D is obtained as (for the derivation, please refer to Appendix C)
where E{·} denotes expectation. Similarly to (17) , the average energy transfer to H eq is obtained as
Solving (21) with respect to τ yields
Substituting (22) into (20), we can express C TC as a function of TC , as shown below
Corollary 2: The tradeoff between ergodic capacity and average energy transfer of the threshold-checking scheme is an increasing opportunity cost tradeoff.
Proof: The proof follows by showing that ∂ 2 C TC /∂ 2 TC < 0 for eachε < TC < H Nε .
D. Weighted Difference Scheme
Recall that the weighted difference scheme was proposed for N = 2. The achieved capacity-energy tradeoff is provided in Proposition 1.
Proposition 1: The capacity-energy tradeoff of the weighted difference scheme is given by
.
(24)
Proof: The proof is provided in Appendix D.
Corollary 3:
The tradeoff between the ergodic capacity and the average energy transfer of the weighted difference scheme is an increasing opportunity cost tradeoff.
Proof: Similarly to Corollary 2, the proof follows by taking the second derivative of C W D with respect to W D and noting that
E. Pareto Efficient Scheme
Theorem 1 provides the Pareto frontier of the tradeoff between ergodic capacity and average transferred energy by substituting F(γ i ) in (5) with the instantaneous capacity expression, i.e.,
Due to the complicated mathematical analysis involved, the exact derivation of the Pareto frontier of the desired tradeoff is cumbersome. In fact, for the case of N = 2, by following a similar approach as that in Appendix D (the parameters (γ 2 − γ 1 )/ν and (γ 1 − γ 2 )/ν at the integral limits of the fourth integral in I 2a , I 2b , I 3a , I 3b in (51) are substituted by 1 2α log 2 (1+ γ
V. TRADEOFF BETWEEN OUTAGE PERFORMANCE AND ENERGY TRANSFER
This section addresses the tradeoff between transferred energy and the probability that no outage occurs. Since the outage probability is the commonly used metric, the results obtained here pertain to the probability of outage; the probability of the complementary event of non-outage follows trivially. Similar to Section IV, we assume i.i.d. Rayleigh fading and HP-I throughout this section.
A. Outage Probability
In systems with constant transmission rate where the source does not have transmit-side CSI, an outage occurs if the endto-end link to the destination cannot support the transmission rate. In DF relaying, an outage in the S-R i -D link occurs if the S-R i or/and the R i -D link is in outage. Consequently, denoting the fixed transmission rate by r, an outage occurs if the end-toend SNR of the active relay, γ s , drops below the threshold γ th = 2 2r − 1. Here, we provide expressions for the outage probability of the considered schemes, assuming that a prescribed amount of energy is transferred to H eq .
Tradeoff boundaries: Similarly to the capacity-energy tradeoff, the outage probability boundaries are obtained for s = κ and s = λ, yielding P out ∈ [(1 − e −2γ th /γ ) N , 1 − e −2γ th /γ ]. The average energy transfer boundaries are given by (12) and (13), so that ∈ [ε, H Nε ]. These boundaries are the same for all considered schemes, except for the Pareto optimal scheme as explained later in Section V-A4.
1) Outage Probability of the Pseudo-Random Scheme:
The simplicity of the mode of operation of the pseudo-random scheme shown in (7) allows for a straightforward evaluation of the outage probability as
Substituting µ from (18) into (26) yields the outage probability of the pseudo-random scheme as a function of PR andε,
Alternatively, using (15) we can express the outage probability as a function of the tradeoff factor, δ, as
In fact, the expression in (28) was expected since it is clear from (7) that for the pseudo-random scheme, δ = 1 − µ.
2) Outage Probability of the Threshold-Checking Scheme:
Considering the relay selection policy in the threshold-checking scheme in (8) , for calculating the outage probability, we consider the following cases:
• If τ ≤ γ th , then the outage performance is determined by γ κ , hence an outage occurs if γ κ < γ th .
• If τ > γ th , then an outage occurs if γ λ < γ th . The outage event in this case is equivalent to the event where the SNR of a randomly selected relay-out of the pool of N relays-is smaller than γ th , while the SNRs of the remaining N − 1 relays are all smaller than τ.
The overall outage probability is thus expressed as
By replacing τ in (29) with the right-hand side of (22) we can express the outage probability of the threshold-checking scheme as a function of TC andε, as shown in (30), see equation at the bottom of the page. Alternatively, P out,TC is expressed as a function of the tradeoff factor as
3) Outage Probability of the Weighted Difference Scheme: Proposition 2:
The outage probability of the weighted difference scheme is given by Proof: The proof is provided in Appendix E.
4) Pareto Efficient Outage Probability for a Given Energy
Transfer: The selection policy in (5) becomes Pareto efficient in terms of outage probability by setting
That is, for optimizing the outage probability for a given energy transfer, the function F(γ i ) in (5) reduces to the binary event of no-outage, given the instantaneous realization of γ i , i = 1,..., N. The resulting Pareto-efficient tradeoff between the probability of no-outage and the average energy transfer is investigated below. Due to the complicated analysis, we focus on the case of N = 2. Using a similar analysis as that in Appendix E, the average transferred energy, out,PE , can be expressed as shown in (35), see equation at the bottom of the next page. An important observation that is made from (35) is that the lower boundary of the average transferred energy in this case is different from the lower boundary given in Lemma 2. In particular, by taking 
This result reveals that the selection policy in (5) (in conjunction with (34)) achieves the Pareto frontier for a limited range of tradeoff factors. In particular, it follows from (15) and (36) that the tradeoff factor in this case spans the interval
The limited range of the tradeoff factor can be explained by the fact that a tradeoff in this case exists only for F(γ 1 ) = F(γ 2 ), since for the complementary event of F(γ 1 ) = F(γ 2 ) the relay selection policy in (5) is independent of α. In other words, no exchange takes place between outage probability and energy transfer as long as F(γ 1 ) = F(γ 2 ), an event which occurs with probability 1 − 2 e . The practical meaning of this observation is that the selection policy in (5), (34), achieves an energy transfer increase fromε to out,PE,min with no outage cost. This fact will be better explained later in Corollary 6, as well as through numerical examples in Section IV-B.
Since (35) is not solvable with respect to α, a mathematical expression for the Pareto optimal probability of outage as a function of the average energy transfer is not possible. Hence, we confine ourselves to obtaining an expression for the outage probability as a function of α, as follows. The outage event occurs for the following cases: γ 1 < γ th and γ 2 < γ th ; γ 1 > γ th and γ 2 < γ th and ε 2 > ε 1 + 1/α; γ 1 < γ th and γ 2 > γ th and ε 1 > ε 2 + 1/α. The probability of the union of these events can be evaluated by solving the corresponding integrals, which are similar to the integrals in (51). The overall outage probability is then obtained as 3 In fact, out,PE,min experiences a discontinuity for α = 0, as for this case it is clear from (5) that the scheme reduces to ignoring the energy transfer when selecting the relay, resulting in out,PE,min =ε. This case, however, is excluded from our analysis as it does not result in any tradeoff between the probability of no-outage and energy transfer.
B. Asymptotic Analysis 1) Suboptimal Schemes:
Here, we conduct an asymptotic outage analysis of the pseudo-random, threshold-checking, and weighted difference schemes. By taking the Taylor series expansion and keeping only the first order terms, (28), (31), and (33) reduce after some algebraic manipulations to the following high-SNR expressions
Using the fact that 1 − √ 1 − δ < δ < √ δ for 0 < δ < 1, we observe from (39) that for N = 2 and for any tradeoff factor the weighted difference scheme achieves lower asymptotic outage probability than the pseudo-random and threshold-checking schemes, the pseudo-random scheme performs in the middle of the other two, and the worst asymptotic outage performance is achieved by the threshold-checking scheme. The same result holds also for N > 2, as δ < δ N−1 N for any 0 < δ < 1. As will be shown via numerical examples in Section VI, the outcome of this comparison is different from that in terms of the ergodic capacity, as for the latter comparison the threshold-checking scheme outperforms the pseudo-random scheme.
Using (39), the diversity gain, G d , and the array gain, G a , can be straightforwardly derived by expressing the asymptotic outage probability in the form P out = (G aγ /γ th ) −G d [27] . The results are summarized in the two ensuing Corollaries.
Corollary 4: The array gain of the pseudo-random, threshold-checking, and weighted difference schemes are given by
Corollary 5: The diversity order of the pseudo-random, threshold-checking, and weighted difference schemes equals one, unless a zero tradeoff factor is employed. In other words, if the required energy transfer to H eq is larger (even by an infinitesimally small amount) than its lower boundary, min , then the diversity gain is lost. 
2) Pareto Efficient Scheme: Contrary to suboptimal relay selection, the diversity gain is maintained for the Paretoefficient scheme, as shown in the following Corollary and verified numerically in the ensuing section.
Corollary 6: The asymptotic behavior of the Pareto efficient scheme is the same for any δ < 1. In other words, the Pareto efficient scheme achieves the same diversity gain and array gain as conventional relay selection without any energy transfer, unless the selection is based exclusively on maximizing the energy transfer (case of δ = 1).
Proof: It follows from (36) that for high SNR, the lower boundary of the average energy transfer (the bound denoted by out,PE,min , above which the tradeoff between the probability of no-outage and energy transfer begins) approaches the upper boundary of the average energy transfer ( max = H 2ε ). Moreover, the average energy transfer to H eq decreases with decreasing α, as can be observed from (5) . Suppose that the targeted average energy transfer is any < out,PE,min , or equivalently, the tradeoff factor is any δ < 1. Then, for the average energy transfer to equal , α can be arbitrarily small since out,PE,min > is already achieved for α → 0 + (c.f. Eq. (36)). It follows then from (38) that P out,PE ≈ (1 − e −2γ th /γ ) 2 , i.e., the outage probability of the Pareto efficient scheme is identical to that of conventional relay selection without energy transfer. On the contrary, for δ = 1 the diversity gain is lost because for high SNR the second term in (38) becomes dominant since it follows from (5) that α → ∞. This result can be intuitively generalized for any N > 2; however, a rigorous proof is cumbersome and is thus is omitted here.
VI. NUMERICAL EXAMPLES
Here, a set of illustrative examples that provide insight into the behavior of the ergodic capacity and the outage probability for a given required average energy transfer to H eq are presented. Since the analysis in Sections IV and V applies to HP-I, the corresponding numerical examples also apply to HP-I. Moreover, it is noted that the results shown here are general enough so as to accommodate any number of harvesters, M, since M is incorporated into the average energy transfer to the harvesting set and the tradeoff factor, in (14) and (15), respectively. Fig. 3 depicts the ergodic capacity vs. the average normalized energy transferred to the harvesting set (normalized with respect toε), for N = {2, 3, 4} relays andγ = 20 dB. Only the feasible range of transmitted energy values is considered, i.e.,ε < < H Nε . The curves pertaining to the pseudorandom, threshold-checking, and weighted difference schemes were obtained from the theoretical analysis in Section IV (i.e., Eqs. (19) , (23) , and (24), respectively). For the Pareto efficient scheme and N = 2, numerical methods were used for obtaining the value of α that leads to the targeted average energy transfer, as described in Section IV-E; this value of α was then used for obtaining numerical values for the corresponding ergodic capacity. The Pareto frontier for N = {3, 4} was derived from simulations, in which the parameter α was carefully chosen so as to yield the desired tradeoff factor. All theoretical curves have also been confirmed by simulations, which are not shown here for clarity of presentation.
A. Ergodic Capacity vs. Energy Transfer
We observe from Fig. 3 that the Pareto efficient scheme offers a considerably better tradeoff than the suboptimal schemes. The pseudo-random scheme leads to a linear tradeoff curve (equal opportunity cost) which lies below the tradeoff curves for the threshold-checking and weighted difference schemes, since the two latter schemes achieve tradeoffs with increasing opportunity costs. Moreover, it is observed that for N = 2 the weighted difference scheme approaches the Pareto frontier in the region close to the tradeoff boundaries and clearly outperforms the pseudo-random and the threshold-checking schemes.
The ergodic capacity vs. the average SNR per link,γ, for N = 2 and several values of δ, is illustrated in Fig. 4 . We observe that by increasing the tradeoff factor from δ = 0 to δ = 1, a capacity decrease occurs, which corresponds to an SNR loss of approximately 3 dB for all considered schemes. That is, the cost in terms of capacity for increasing the wireless energy transfer Fig. 5 . The tradeoff between the probability of no-outage and the average energy transfer vs. the tradeoff factor, for N = 2 andγ = 2γ th /ln (2) .
to H eq from its minimum to its maximum possible value is approximately 3 dB. This capacity cost is reduced if a tradeoff factor smaller than one is selected. Moreover, we note that the capacity of the weighted difference scheme approximates that of the Pareto efficient scheme in (5); particularly for low SNRs, the weighted difference scheme is almost Pareto efficient. Fig. 5 illustrates the tradeoff between the probability of no-outage and the average energy transfer, for N = 2 and γ = 2γ th / ln(2). This particular choice forγ was made for convenience of presentation, since it follows from (15) that this choice ofγ maximizes the range of the feasible tradeoff factor for the Pareto efficient scheme, yielding δ ∈ [0.5, 1]. The main observations drawn from Fig. 5 are the following: a) The weighted difference scheme outperforms the thresholdchecking and the pseudo-random scheme, except for small values of δ. b) The threshold-checking scheme achieves Pareto efficiency for small δ, yet its performance is degraded for large δ, where it approaches the performance of the pseudorandom scheme. c) The Pareto efficient scheme in (5) achieves the maximum feasible probability of no-outage at its lower boundary (i.e., for δ = 0.5 for the case ofγ = 2γ th / ln(2)). The interpretation of this observation is as follows. It is trivial to prove that by using α = 0 in (5) then i) the optimum outage performance is achieved since the relay selection is based solely on the ability to achieve an overall SNR larger than γ th ; ii) the energy transfer equals =ε. However, observation c) reveals that by increasing α in (5) by an infinitesimally small amount, we can increase the transferred energy fromε and several values of δ. 4 The main conclusion drawn from Figs. 6 and 7 is that, as suggested by Corollary 5, the slope of the outage curves of the pseudo-random, the thresholdchecking, and the weighted difference schemes is negative unity (in a log-log scale) for δ = 0, implying unit diversity order. This diversity order loss is noticable even for the slightest increase of the required energy transfer to H eq (as is demonstrated by the curves pertaining to δ = 0.01 in Fig. 7) . Nevertheless, the shift of the outage curves towards the negative unit slope occurs for relatively high SNRs for δ → 0, implying that the outage curves maintain their diversity characteristics in the medium SNR region when δ approaches zero. In contrast to suboptimal selection schemes, however, the Pareto efficient scheme achieves full diversity order of G d = N, unless the maximum tradeoff factor is used (δ = 1), as suggested by Corollary 6. It is also noticed that the Pareto efficient curves for small values of δ coincide with one another; this is in fact another viewpoint of observation c) of the previous paragraph. We further observe that the performance of the threshold-checking scheme is inferior to all its counterparts in the medium and highγ/γ th region (equivalently, the medium and low outage probability region), a fact which corroborates Corollary 4. This behavior is in contrast to that in the lowγ/γ th region (i.e., forγ/γ th < 5 dB), where the threshold-checking scheme outperforms the pseudo-random and the weighted-difference scheme, and actually approaches the behavior of the Pareto efficient scheme.
B. Outage and No-Outage Probability vs. Energy Transfer
VII. CONCLUSION
In scenarios involving relay-assisted information and energy transfer to a designated receiver and a set of designated RF energy harvesters, respectively, the policy regarding the activated relay determines the tradeoff between the quality of information transmission and wireless energy transfer. We developed the Pareto efficient relay selection policy, which yields the optimum capacity, outage probability, and error probability for a given energy transfer, as well as the maximum energy transfer for a given constraint on the performance. Along with the optimal policy, a selection scheme dubbed "weighted difference" scheme was also proposed for N = 2. Two additional suboptimal selection schemes were proposed, namely "pseudo-random selection" and "threshold-checking selection" which apply to scenarios with limited CSI availability. A thorough analysis of the capacity-energy and the outage probability-energy tradeoff was conducted for i.i.d. Rayleigh fading channels. The results can be easily extended to include an error rate analysis as well, a case which was omitted here due to space limitations.
A general conclusion drawn from our analysis is that the diversity gain is lost when the links transferring energy to the RF harvesters are included in the relay selection decision (δ > 0), unless the Pareto efficient policy is employed and the links transferring information to the receiver are also included in the selection decision (δ < 1). Additionally, the Pareto efficient scheme and the weighted difference scheme can offer substantial improvements in capacity (energy transfer) with relatively little cost in energy transfer (capacity), when operating in the capacity (energy transfer) lower boundary region.
Possible extensions of this work include a tradeoff analysis for the case where multiple relays are activated at the same time and perform distributed beamforming as well as the case where information is transmitted to multiple receivers. The first case is expected to lead to higher overall capacity as well as higher energy transfer, at the expense of a higher complexity overhead. For the latter case, possible research directions include the joint selection of the information receiver and the relay terminal with the objective to optimize the resulting tradeoff between information transmission and energy transfer.
APPENDIX A PROOF OF THEOREM 1
The proof consists of two parts. In the first part, we prove that (5) yields the maximumF for a given energy transfer. In the second part, we show that (5) results in a Pareto efficient scheme, in the sense that no increase inF is achieved without decreasing and vice versa.
MaximumF for given energy transfer: By its definition,F represents the average of a performance metric over a window of L transmission sessions, when L → ∞. To mathematically express the selection of R s in a given transmission session, l, we introduce the binary auxiliary variable w i (l), such that w i (l) = 1 if s = i; w i (l) = 0 if s = i, i = 1, . . . , N. Moreover, for our optimization problem to be convex, we relax the binary variables w i (l), i.e., 0 ≤ w i (l) ≤ 1. Then, we prove that the optimal solution is achieved when w i (l) is binary.
The problem of maximizingF for given energy transfer constraints is equivalent to the following problem
where {γ i (l), ε i (l)} denote the {SNR, harvested energy} of the {S-R i -D, R i -H eq } link, in transmission frame l. The problem in (41) is convex, since the objective functionF is concave and all constraints are linear. Using the parameters α, ξ(l), ζ i (l), and η i (l) as non-negative Langrange multipliers, the Langrangian of (41) is obtained as
Let us now concentrate on the Lagrangian for a given transmission frame, l, and let us drop the argument l for notational simplicity. The Karush-Kuhn-Tucker conditions for optimality are as follows
Let us assume that relay R i represents the optimal selection option (i.e., w i = 1), while the selection of R j is suboptimal (i.e., w j = 0, for j = i). Then, the complementary slackness condition yields η i = 0; ζ j = 0. Thus, for relays R i and R j we obtain respectively
It follows then from (44) that
since ζ i and η j are non-negative. In other words, the relay selection policy that yields the maximum instantaneous F(γ i ) for a given energy transfer is the policy in (5), regardless of whether HP-I or HP-II is employed. The maximum possibleF is achieved by adjusting α such that the first constraint in (41) is met with equality. Next, we show that any choice for w i for which 0 < w i < 1 holds is suboptimal. Indeed, in such case it follows from (41) that there exists at least one additional relay, say R q , for which 0 < w q < 1 holds. Then, the complementary slackness condition yields ζ i = ζ q = 0; η i = η q = 0, and thus (43) is satisfied if and only if F(γ i ) + αε i = F(γ q ) + αε q = max j=1,...,N F(γ j ) + αε j , an event which occurs with zero probability. Hence,F is maximized when w i is binary, i.e., w i = {0, 1}.
Proof of Pareto Efficiency: So far, it has been proven that the policy in (5) maximizesF for a given constraint in average energy transfer, . The proof of Pareto efficiency is completed by showing that any increase in results in decreasingF and vice versa. Let α 1 denote the value of α for which the average energy transfer to H eq equals 1 and the performance metric equalsF 1 , when the relay selection is performed according to (5) . This choice of α 1 leads to a particular vector of activated relays across all transmission frames, denoted by
s (l) denotes the activated relay at transmission frame l for α = α 1 . Suppose there exists another vector,
, different than Q 1 , which becomes the vector of activated relays for α = α 2 and yields larger-or-equal long-term energy transfer than Q 1 , i.e., 2 ≥ 1 . Then, it follows from (5) that α 2 > α 1 must hold (otherwise the vector of activated relays would have been Q 1 instead of Q 2 ). Suppose also that Q 2 yields a larger-or-equal performance metric than Q 1 as well, i.e., F 2 ≥F 1 . Then it follows likewise from (5) that α 2 < α 1 must hold. These two conditions lead to a contradiction, meaning that there exist no such Q 2 = Q 1 which yields largerF ( ) without decreasing (F). The policy in (5) is thus Pareto efficient, and the proof is complete.
APPENDIX B PROOF OF LEMMA 1
Clearly, the maximum ergodic capacity for the information transmission to D equals the ergodic capacity of the S-R κ -D link. For DF relaying, the information rate to D is dominated by the bottleneck link, i.e., by the weakest of the S-R κ and R κ -D links. Thus, the maximum ergodic capacity is obtained as
where the pre-log factor 1/2 is used because of the half-duplex assumption. Since {γ 1 , γ 2 , . . . , γ N } is a set of exponentially distributed RVs, f γ κ (·) is obtained from the theory of ordered statistics [26] and (9) as
Plugging (47) into (46) and using integration by parts yields (11) . The minimum ergodic capacity occurs in the case where the CSI of the S-R i -D links is not exploited for relay selection, or equivalently, when the relay is selected based on a process which is independent of the S-R i -D channel strength. The minimum ergodic capacity is obtained directly from (11) , by setting N = 1. In that case, (11) reduces to (10) . (20) The first term in (20) is obtained by using (47) and employing integration by parts, yielding
The second term in (20) is obtained as
Hence, using (9), (49) reduces to
Adding (48) and (50) yields (20) .
APPENDIX D PROOF OF PROPOSITION 1
For analyzing the tradeoff of the weighted difference scheme, we distinguish the following four cases. The selected relay in each case follows directly from (6).
• Case 1: γ 1 < γ 2 and ε 1 < ε 2 . Selected relay: s = 2.
• Case 2: γ 1 < γ 2 and ε 1 > ε 2 . Selected relay: s = 2 if
Considering the above cases, we can express the average energy transfer function of ν as shown in (51) 
The ergodic capacity of the weighted difference scheme is calculated in a way similar to the average transferred energy. (56) 
the factor 2 in front of each of the two terms in (55) is due to symmetry, similar to the observations in (52). Plugging (53) into (56) yields (24) .
APPENDIX E PROOF OF PROPOSITION 2
The outage probability of the weighted difference scheme is obtained by utilizing the four cases considered in Appendix D, as shown in (57), see equation at the bottom of the previous page. Working similarly as in Appendix D, we can simplify (57) to (58), see equation at the bottom of the previous page. Substituting (53) into (58) yields the outage probability of the weighted difference scheme expressed as a function of W D and ε, as shown in (32). Using (15) , (33) is derived from (32). 
