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RESUMO 
Este trabalho apresenta um procedimento de otimização es 
trutural sujeita a restrições dinâmicas. 
As restrições impostas no problema de otimização podem 
ser subdivididas em duas classes: restrição na frequência natural da 
estrutura e restrição na resposta dinâmica. 
r apresentado um programa geral para o elemento de treli 
ça solicitado por cargas harmônicas para efetuar as seguintes anãli 
ses: 
a) anãl i se estãtica 
b) frequências naturais 
c) anãlise em resposta dinâmica (P = Peiwt) 
d) otimização em resposta ( p = Peiwt) 




This work presents an optimization structural procedure 
under dynamic constraints. 
The constraints imposed on the optimization problem can 
be subdivided into two classes: constraint on the natural frequency 
of the structure and dynamic response constraint. 
It is presented a general computer program for the truss 
element under harmonic excitation to make the following analysis: 
a) static analysis 
b) natural frequencies 
e) dynami e response (P = Peiwt) 
d) dynami e response optimization (P = Peiwt) 
e) frequency optimization 
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l. INTRODUÇAO 
l. l. Considerações Preliminares 
A anãlise dinâmica de estruturas lineares encontra-se atual 
mente em fase bastante avançada em termos de desenvolvimento teõri-
co, bem como quanto a programas computacionais para resolução numê-
rica de grandes sistemas. Os elementos estruturais variam desde ele 
mentes de barra do tipo treliça a elementos finitos isoparamêtricos; 
os carregamentos desde excitação harmônica atê efeitos dinâmicos alei 
tõrios. Programas como o LORANEDINA, SAPIV, STARDYNE, etc. são exem 
plos de grandes programas existentes comercialmente e de fãcil aces 
so ao usuãrio. 
Assim sendo, a anãlise dinâmica tratada isoladamente pos -
sui, dentro de determinadas condições, recursos bastante poderosos 
para a solução completa da mesma. 
Quando porêm consideramos a anãlise dinâmica como um pro -
blema de projeto, com o objetivo de s~ conseguir a melhor estrutura 
que satisfaça as restrições impostas pelo problema, somos obrigados 
a usar conceitos de otimização estrutural. 
Entretanto, ao contrãrio do anterior, o problema de otimi-
zaçao estrutural e mais ainda, com aplicação a problemas dinâmicos, 
ê bastante necessitado,em nosso meio,de trabalhos de pesquisa teÕrl 
ca como também de programas computacionais dirigidos a grandes sts~ 
temas. 
Uma apreciação dos trabalhos desenvolvidos na area de oti-
mização estrutural com restrições dinâmicas é feita por Pierson [l]. 
As estruturas com restrições a frequência foram abordadas 
por Turner [2] e Taylor [3]. O mesmo problema foi também estudado por 
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Niordson [4]. Em nossa 1 iteratura pode ser citado Rios Neto [5]. 
Para solução de problemas de otimização estrutural com res 
trição a deslocamento podem ser citados os trabalhos de Fox e Kapoor 
[6], Brach [7] e Icerman [8]. 
1.2. Objetivo 
O presente trabalho tem como objetivo principal a determi-
naçao da estrutura de peso mínimo, denominada estrutura Õtima, su -
jeita a restrições dinâmicas. A estrutura ê formada por elementos de 
barra do tipo treliça espacial. 
Em função do tipo de restrição imposta a estrutura, tere -
mos 2(dois) problemas a considerar: 
a) Otimização em Resposta: a estrutura e solicitada por car -
gas harmônicas e os deslocamentos são limitados a valores 
admissíveis; 
b) Otimização em Frequência: as frequências naturais da estru 
tura sao limitadas inferiormente por valores admissíveis. 
No Capitulo 2 ê apresentado um resumo do algoritmo usado no 
processo de otimização estrutural [9]. Este algoritmo foi adaptado 
ao nosso trabalho quase que integralmente sendo modificado apenas em 
alguns aspectos que oportunamente serão abordados. O algoritmo mais 
uma vez demonstrou a sua grande eficiência quanto a velocidade de 
convergência, possibilitando a determinação de uma estrutura bas -
tante prÕxima da Õtima, com poucas iterações, o que em termos de pr~ 
blemas de engenharia jã poderia vir a ser a solução indicada. 
No Cap'ítulo 3 ê desenvolvida a formulação matemãtica que ser 
virã de base para o tratamento dos problemas dinâmicos aqui discuti 
3 
dos. 
Foi desenvolvido um programa de computador visando a anãli 
se completa do problema e e apresentado resumidamente nos seus pri~ 
. cipais aspectos no Capitulo 4. Os exemplos analisados com o uso des 
te programa são apresentados no Capitulo 5. 
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2. A OTIMIZAÇAO ESTRUTURAL 
Neste capitulo formularemos o problema de otimização estr~ 
tural de forma genérica, apresentando, em seguida, o algoritmo de mj_ 
nimização utilizado na solução do problema. Uma descrição completa 
do algoritmo encontra-se na referência [9]. 
2.1. O Modelo Matemãtico 
O problema de otimização considerado pode ser tratado da se 
guinte maneira: 
que minimiza P(x) e verifica as restrições expressas como 
c.(x)<O 
J -
j = l , l',. 
No nosso problema, o objetivo e minimizar P(x) com as segui~ 
tes restrições: 
a) restrições de deslocamentos: deslocamentos menores que os 
admissiveis; 
b) restrições de autovalores: autovalores maiores que os ad -
missiveis. 
2.2. O Algoritmo 
Considerando o caso de restrições de desigualdade, define-
se o vetor de variãvel de desvio, 
de maneira que verifique 
j = l , l', 
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As restrições podem então ser substituidas pelas condições 
de igualdade, 
1 2 c. = c. + z. = O 
J J J 
O problema geral e então: 
m 
- minimizar P(x) = E pixi 
i = 1 
1 
com as restrições c.(x,z) = O 
J - -
j = 1 , 2 
A função de Lagrange associada ao problema e: 
q,' (~.~.}) = p (~) 
2 1 
+ E À.c.(x,z) 
j=l J J - -
A solução do problema original e obtida resolvendo o siste 
ma: 
2 acj 
pi + E À, = o 
i = 1 J ax. 1 
i = 1 , m 
À. z. 
J J 
= o j = 1 , 2 ( 2. 1 ) 
C . (X) 
2 o + z. = 
J - J 
j = 1 , 2 
onde Àj sao os multiplicadores de Lagrange. 
A resolução do sistema ê geralmente imposs,vel de forma ana 
l1tica sendo necessãrio um algor,tmo iterativo que convirja para a 
solução procurada. 





y y y 
l+(a -l)KÀ.]Z. 
J J 
i = l , m 
j = 1, 2 
( 2. 2) 





onde y indica a y-esima iteração, 
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y+l indica a y+l-esima iteração, 
i = 1 , m 
j = 1 '.Q, 
e K e a são parâmetros de controle do algoritmo. 
( 2. 4) 
( 2. 5) 




( 2. 6) 
Considerando uma aproximação linear para as restrições: 
m ac. Y y y 
E(~) (t,x.)Y+2z.(t,z.) 
i=l oXi 1 J J 
Substituindo (2.4) e (2.5) em (2.7) 
s '. = 
J 
y 
13 kj = 
ºkj = 
o kj = 
y .Q, y y 
(a-l)[-13.+ E Àki3k.] 
J k= 1 J 
m ac. y y 
- E (_J_) X. 
i=l axi 1 
y ac. y xY m ack y 
E (-) ( a/ l 
1 + 2K( zj) . l 3 X. pi 1 = 1 1 
o k # j 
1 k = j 
2 
( 2. 7) 
( 2. 8) 
o kj 
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k = 1 
( 2. 9) 
O sistema (2.9) permite obter os 9, Ã's necessãrios para a 
obtenção do novo vetor de projeto (2.2). 
2. 3. Determinação de a 
O mÕdulo da variação da variãvel de projeto e, em cada ite 
ração,proporcional a (a-1) conforme (2.4) e (2.5). 
Em cada iteração, determina-se a de maneira que cumpra cer-
tos objetivos. 
i) limitar erros produzidos pela aproximação linear das res -
tri ções, 
em que O< tx < 1 
sendo 
y 
V. = 1 + 
1 
t [i:x !'2] 1 /2 
X 1 
[ ~ (v!'x!'/Jl/2 
. 1 1 1 1 = 
9, 
í: 









iii) limitação fixa da variãvel de projeto 
x. > XM . 
1 - , 1 
< 
xY-xM . 
1 , 1 
vY xY 
1 1 
i = 1 , m 
para todo i tal que vY xY > o 
1 1 
(2.12) 
onde xM . e o valor fixo m1nimo para cada variãvel de pro-
, 1 
jeto. 
iv) condição de convergência 
(2.13) 
onde d e um parâmetro fornecido pelo usuãrio. 
O mãximo valor de la-11 que verifique as quatro condições, 
provocarã a maior diminuição de peso. 
2.4. Parâmetro de Controle K 
Em cada iteração,~Y e calculado como solução do sistema 
J/, 
,,.Y y y E skj = s. (2.14) 
k=l k J 
onde y 
m ack y ac. y x. y y 
(-d) 
1 2K ºkj k l , J/, skj = E (-} + c. = . 1 ax. pi J 1 = 1 1 j l , J/, = 
y m ac. y 
s. = E (-J) X! j = l , J/, 
J . 1 ax. 1 1 = 1 
Na forma matricial teremos para (2.14), 
[ y] y_ y sk. . À - { s } 
J -
k = 1 , J/. j = 1 , J/, 
A matriz [s;j] ê simêtrica pela definição de s:j. 
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Quando as restrições sao proporcionais, 
e (x) = a.e (x) 
p - g -
as filas correspondentes na matriz [s:j] sao tambêm proporcionais ex 
ceto para os elementos da diagonal. 
Sendo,então,as funções de restrição proporcionais,basta que 
se tornem ativas para se ter um sistema singular. 
No presente trabalho esta situação pode ser encontrada em 
restrições do tipo deslocamento quando se projeta uma estrutura com 
simetria geomêtrica e carga com a mesma simetria. 
Em caso de matriz ''mal comportada'' (prÕxima a singular)o P! 
râmetro de controle K passa a ter um significado bastante importante 
pois o mesmo intervêm nos elementos do diagonal de [srj]. 
2.5. Restrições Infactiveis 
No processo iterativo,algumas restrições podem resultar li-
~ y+l geiramente infact1veis,ou seja,positivas para x . As igualdades não 
sao vãlidas para uma nova iteração. 
r feito então um redimensionamento que provoque: 
llc.(xY) = -c.(xY) para todo j tal que c.(xY) > O 
J- J- J-
Os coeficientes para resolução do sistema (2.9) deverão ser 
modificados para: 
m [ ac j YJ 
2 xY y k f3 .• = E (ai(") JJ pk k= 1 k 
(2.14) 
m ac. y y e'( 
.z: (~) J s '( X. - ( a-1 ) = l 
J 1 = 1 1 
para todo j tal que cj(~Y) > o . 
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1. t adotada uma configuração de projeto inicial 
x1 • Procede-se o cãlculo automãtico da estru-
tura com essas dimensões. Esta estrutura deve 






Cãlculo de c.(xY) 
J -
para j = 1 ' ,Q, 
ac. 
Cãlculo de _J(xY) j = 1 ' ,Q, ; i = 1 , V ax. -
1 
K = K'/P(~y) 
Cãlculo dos parâmetros S' s 
m ac. y 
s '. = - ,: (-Jl xY j = 1 ' ,Q, J . l a X. 1 1 = 1 
m ack y ac. Y X"'( 
skj = ,: (-) ( af l 1 -2K e'. ôkj j = 1 ',Q, · l d X· p. J 1 = . 1 1 1 
085: Modificada para (2. 14) no caso de restrl 
çoes positivas 
6. Resolução do Sistema 
7. Cãlculo de 
,Q, 
vY = 1 + ,: 
1 
j = 1 
8. Determinação 
(aY-1)=-min 
Ãy ac. Y 
/ ( ax ~) i 
1 1 
de 
tx. [i:x42] 1 /2 
V ' 
[ 
y2 y2] 1/2 l: V. X. 
i = l 1 1 
= 1 , V 
te 
2KÃ'. Ã'. > O, 
J J 




d l j = 1 ' JI, ' ' vY. x! V!X! > o i = 1 , V 
REDIMENSIO 1 1 1 1 -
NAMENTO 9. Redimensionamento de xy -
Y+ l 
X • = 1 [] + ( aJ -1 ) V;] Xi i = 1 , V 
DETERMINAÇ/10 1 O. Se tMxM,i < 
y+ 1 
< (l+t )xM . x. - 1 - a ,, 
DAS VARIÃVEIS 
FIXAS Se impõe y+ 1 XM . X. = 1 ' 1 
11. xY = X y+ 1 voltar a 1. - -
1 2 
3. RESTRIÇÕES DINÂMICAS E SUAS DERIVADAS 
O problema de otimização como aplicado no presente traba-
lho e abordado sob 2(dois) aspectos: 
3. 1. Otimização em Resposta 
Consideremos uma treliça espacial caracterizada por~ va -
riãveis de projeto. Estas variãveis serão as seções transversais de 
barras ou grupos de barras. A posição dos nõs da estrutura serã con 
siderada fixa. 
- d . - . - i wt O carregamento e o tipo harmon,co P = P e Alguns des-
locamentos, por características especfficas de cada projeto, nao p~ 
dem ultrapassar determinados limites,e,porisso,constituem as restri 
çoes a considerar. 
Partindo da estrutura inicial, excitada pelo vetor P=P eiwt 
e estando alguns deslocamentos limitados a valores prefixados,a oti 
mização em resposta tem como objetivo determinar as~ variãveis de 
projeto que minimizam o peso da treliça, satisfazendo as limitações 
impostas aos deslocamentos nodais. Esta estrutura ê denominada es-
trutura Õtima. 
A equação matricial de equilíbrio de um sistema estrutural 
e dado por: 
MU +CU+ KU = P(t) ( 3 • 1 ) 
onde Me K são, respectivamente, as matrizes de massa e rigidez do 
sistema estrutural (Apêndice A) e C a matriz de amortecimento. 
Analisaremos apenas o caso em que C = O. 
Sabe-se de [10[ que a solução em regime ê dada por: 
U = 1J eiwt 
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Com C = O e (3.2) em (3. 1) teremos, 
(-w 2 M+K) U = P ( 3. 3) 
A matriz de massa M considerada ê do tipo consistente (ver 
Apêndice A). 
3.2. Otimização em Frequência 
t considerada a mesma treliça espacial com m variãveis de 
projeto. 
A estrutura possui massas aplicadas nos nos. 
As restrições são os autovalores, de tal forma que sejam 
maiores que valores prefixados. Geralmente,limita-se apenas o pri -
meiro autovalor. 
Os autovalores e autovetores correspondentes sao determina 
dos pelo método da iteração em subespaço [11] considerado um dos mais 
eficientes processos aplicados a grandes sistemas (ver Apêndice B). 
3.3. Cãlculo das Derivadas 
3.3. 1. Otimização em Resposta 
Necessitaremos neste caso das derivadas dos deslocamentos 
em relação ãs variãveis de projeto. 
Seja, 
(-w 2 M+K) 1J = P ( 3. 4) 
Derivando ( 3. 4) com respeito a variãvel de projeto xi em am 
bos os membros, 
(-w2 oM + -1.!..) U+(-w 2M+K) a lJ aP ( 3. 5) = 
o Xi ax. o Xi ax. l l 
l 4 
Considerando somente o caso em que as cargas sao indepen -
dentes das variáveis de projeto, 
ai> = o 
ax. 
1 
( 3. 6) 
Tanto a matriz de massa como a matriz de rigidez sao consi 
deradas lineares nas areas das seções transversais (ver Apêndice A). 
vis to que 
Assim, 
m 
K = l: xj 
j = l 
m 
M = l: xj 
j = l 
Derivando 
aK = K~ axi 1 
aM = M~ ax. 1 
1 
aK~ 





( 3. 7) 
e 
K~ = matriz de rigidez unitãria 
J 
M~ = matriz de massa unitária 
J 
e (3.8), 
aM~ j = l , m _J = o l , m d Xi i = 
Levando (3.6), (3.9) e (3.10) em (3.5), 
i = 1 , m 
( 3. 7) 
( 3. 8) 
( 3. 9) 
(3.10) 
(3.11) 




= [Uj [-Uj adm 
U j adm 
(3.12) 
l 5 
Para um desenho factivel, 
-1 < cdj < o (3.12.a) -
Derivando (3. 12) 
acdj \iCITj) au. i = 1 , m 
= _J (3.13) ax:- u. adm ax. j = 1 , i 
1 J 1 
3.3.2. Otimização em frequencia 
Necessitaremos,neste caso,das derivadas dos autovalores em 
relação as variãveis de projeto [12]. 
A equaçao geral dos autoproblemas e dada por 
KY = ÀMY 
Definindo a matriz 
F . = F . ( À • , x . ) = [ K- À • M] 
J J J 1 J 
' Nos podemos escrever, 
Como F. e simétrica, 
J 
T 
Y. F. = O 
J J 
T 
Premultiplicando (3.16.a) por Yj, 
T 
Y.F.Y.=D 
J J J 
Derivando com respeito a variãvel 
T 
av. T aF i T avj _J F. Y.+Y. -
3













y ~ y. = o 
j aXi J 
Derivando (3.15), 
3F. 3K aM dÀ. 
J = - À. _J M 
~ ax:- J ax. ax. 1 1 1 
Substituindo em (3.19), 
ª"· T aK aM y ( - À • 
j axi J axi 
_J M) Y. = O 
ax. J 













1 , m 
1 , 9- { 3. 20) 
(3.21) 
No caso de otimização em frequência,os autovalores necessi 
tam ser maiores que os autovalores admissíveis. 
Necessitamos então de uma mudança de variãvel, em À, para 
permanecer sendo vil ida a expressão (3.12.a), em caso de desenho fac 
tível. 
Seja, 
l À'. =~e À'.adm = -,-_~a-a~m 




À '.-À '.adm cdj = _J __ J __ 
À'.adm 
J 
A expressão (3.24) satisfaz (3.22). 
A derivada da restrição passara a ser, 
ac' l aÀ'. 
dj = __ J 
3 X • 'À''...,.a'd-m 3 X • 
1 J 1 



















4. ASPECTOS COMPUTACIONAIS 
Foi desenvolvido um programa de computador em linguagem FO~ 
TRAN IV, para resolução de treliças espaciais, com as seguintes op-
çoes: 
i) anãlise estãtica 
ii) determinação das frequências naturais 
iii) anãlise em resposta dinâmica (P = p eiwt) 
iv) otimização em resposta (P = p eiwt) 
v) otimização em frequência 
Neste cap1tulo serao comentados apenas os ,tens iv) e v) 
por se tratar do objeto de nossa pesquisa. 
4.1. Otimização em Resposta 
As equações necessãrias para o cãlculo das derivadas das 
restrições em relação ãs variãveis de projeto, para posterior uso 
do redimensionamento (Cap,tulo 2) são: 
xograma: 
(-w 2 M+K)U = P 







i = 1 , m 
i = 1 , m 
j = 1 , n 
( 4. 1 ) 
( 4. 2) 
( 4. 3) 









ENTRADA DE DADOS 





K e M 
-w 2 M + K 
l 
DECOMPOS I Çl\O 
LDLT DE -w 2 M 
1 


















CRITtRIO DE PARADA 
(nQ de iterações, variação per-
centual de peso, teste de Kuhn 
Tucker) 
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l. Entrada de Dados 
- tipo de anãlise; 
- numero de pontos nodais, numero do no e suas restrições, coordena 
das nodais; 
- numero de elementos, tipo de material, incidências nodais (p/cada 
grupo de variãvel de projeto); 
numero de variãveis de projeto e respectivas areas iniciais; 
- frequência de excitação w; 
- d do . P -p eiwt - numero e carregamentos tipo = 
- vetor de cargas nodais P para cada caso de carregamento; 
- numero de casos de massas nodais não estruturais; 
- vetor de massas nodais; 
- numero de autovalores a serem determinados, numero de iterações no 
algoritmo de otimização, numero de iterações no subespaço, contro 
le para uso da sequência de Sturm, limite de convergência para a~ 
tovalores no mêtodo de Jacobi generalizado; 
- numero de restrições; 
- valores limites para as restrições; 
- ãreas mínimas para as variãveis de projeto; 
- parâmetros do algoritmo: K', tx' ta, tm' d, te. 
2. Montagem das Matrizes Unitãrias 
- para cada grupo de variãvel de projeto sao construidas as matri -
u u u zes K., M. e P.; 
1 1 1 
as matrizes K~, M~ e P~ sao armazenadas em forma de vetor coluna 
e posteriormente armazenadas em disco [11]; 
- cada matriz unitãria K~ e M~ tem a mesma dimensão de K e M inde-
pendente do numero de elementos para cada grupo de variãvel de 
projeto. 
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- cada uma das matrizes unitãrias K~ e M~ ocupa uma area reservada 
num vetor coluna único na forma, 
( K 1 ) i 
( K,) i K~ 
l 
( K ) . n 1 
[ A] = i = 1 , m 
. 
( M 1 ) i 
(M2)i M~ 
l 
( M ) . n 1 J 
- cada uma das matrizes unitãrias é formada em [A] e posteriormente 
armazenada em disco; a ãrea em [A] e ''zerada'' para posterior for-
mação de outras matrizes unitãrias e assim sucessivamente; 
- a matriz unitãria P~ ê constituida pelos pesos unitãrios de cada 
l 
grupo de variãvel de projeto. 
3. Montagem das Matrizes .Globais K e M 
- como cada matriz unitãria tem a mesma dimensão da matriz global 
do sistema, 
m 
K = E 





M = E 
i = 1 
elemento por elemento das matrizes; 
- as matrizes unitãrias sao lidas em disco; 
- no caso de massas nodais não estruturais estas sao adicionadas 
convenientemente aos elementos da diagonal da matriz de massa gl~ 
bal da estrutura que por sua vez é do tipo consistente; 
- as matrizes coluna K e M ocupam a ãrea anteriormente reservada as 
matrizes uni tãri as K~ e M.u no vetor coluna [A]. 













4. Cãl cul o de -w 2M+K 
- a matriz coluna -w 2M+K e construida com a soma das areas de K e M 
da matriz coluna [A]; 
- a matriz coluna -w 2 M+K ocupa a area anteriormente reservada a K 
visando economia de memõria . 
. - T 5. Decompos1çao em LDL 
- Consideremos a equaçao para resolução de sistemas lineares, 
KU = R ( 5 . 1 ) 
- efetuando-se a decomposição de K em LDLT ~D a obtenção de solu 
ção de (5.1) e feita em duas etapas: 
onde em (5.2) o vetor Ri reduzido para a obtenção de V, 
-1 -1 -1 V=Ln_ 1 .... L2 L1 R 
e com (5.4) em (5.3) 
( 5. 2) 
( 5. 3) 
( 5. 4) 
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( 5. 5) 
determinam o vetoi U solução de (5.1); 
- na resolução de (4.1) é necessãria a decomposição de -w 2 M+K; 
- a matriz -w 2 M+K decomposta ocupa a ãrea anteriormente reservada 
a -w 2 M+K. 
6. Cãlculo de TI 
d -P e i wt l l d d - para cada caso e carregamento P = sao ca cu a os os es-
locamentos nodais da estrutura; 
- os vetores P estio armazenados na mesma matriz [A] anteriormente 
comentada, 
pi 
[A] = p2 p 
Pn 
- os vetores do deslocamentos nodais ocupam também uma area reser-
vada na matriz [A]. 
- no caso de vãrios carregamentos os vetores de deslocamentos no-
dais sio posicionados numa matriz auxiliar [B] continuamente ou 
seja, ui 
~2 carregamento l 
u 
[B] = n ui 




o objetivo deste posicionamento visa a construção de um unico ve-
tor de restrições a deslocamentos para diversos casos de carrega-
mento conforme ficarã melhor esclarecido em 8. 
7. Cãlculo de aU;axi 
- para cada variãvel de projeto ê calculado o vetor coluna aU;axi; 
- os m vetores colunas são armazenados em disco na forma, 
au 1 au2 au au 1 au z aun au 1 au2 au n n 
ct X 1 ax 1 
. . . ax 1 ctX 2 ax 2 . . . ax 2 . .. axm axm ... axm 
Figura l 
- no caso de vãrios carregamentos a seguinte sequência e necessãria: 
a) cãlculo de U para o primeiro carregamento; 
b) cãlculo de aU;axi para o primeiro carregamento e armazenamento 
em disco conforme Fig. l; 
c) construção da matriz auxiliar [CJ com a seguinte forma: 
aU 1 a 1J aU 1 l 
ax 1 ax 2 axm 
aU2 a1J2 a 1J z 
[C] = ax 1 ct X2 axm 
a 1J n a 1J n a1Jn 
ax 1 o X2 axm 
d) cãlculo de U para o segundo carregamento; 
e) Cãlculo de aU;axi para o segundo carregamento e armazenamento 
em disco na mesma area ocupada pelo primeiro carregamento con 
forme Fig. l; 




} 19 carregamento 
} 29 carregamento 
g) o processo continua atê o ultimo caso de carregamento. 
8. Cãlculo de acd./ax. 
J -, 
- o vetor coluna U de ( 4. 3) ê o vetor [BJ de 6; 
- a matriz de derivadas a"ü/axi de (4.3) ê a matriz [C] de 7; 
- com as restrições impostas são selecionadas as linhas correspon-




sendo j o numero de restrições; 
- a matriz de restrições acd/axi tem a forma, 
ac 1 ac 1 






= ax 1 3x 2 ax. , 
acj ac. 
J 
ax 1 ax 2 
esta matriz ê armazenada em disco na ãrea ocupada por au;axi con 
forme 7 para posterior uso no redimensionamento. 
9. Redimensionamento 
- ver resumo do algoritmo de otimização conforme Capitulo 2. 
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4.2. Otimização em Frequência 
As equações necessãrias para o cãlculo das derivadas das 
restrições em relação ãs variãveis de projeto, para posterior uso 
do redimensionamento (Cap1tulo 
3Àj T [ u u] Y. K.-À.M. Y. 
= J , J , J 
y '. M Y. 3 Xi 
J J 
acdj À'. 2 3Àj 
= J ax. À'. adm ax. , J , 
FLUXOGRAMA 
1 ENTRADA DE DADOS 
t 
MONTAGEM DE Ku· 
2 u u i ' 
Mi ; pi 
t 
3 MONTAGEM DE 
K e M 
t 
CÃLCULO DOS AUTO -
4 VALORES E AUTOVE -
TORES 
t 
5 CÃLCULO DE 
ª\ / axi 
t 
CÃLCULO DE 








= 1 , m 
= 1 ' J/, 
= 1 , m 









CRITtRIO DE PARADA (idem 4. 1) 
( 4. 4) 
( 4. 5) 
27 
l. Entrada de Dados 
- ver item l de 4. l. 
2. Montagem das Matrizes Unitãrias 
- ver item 2 de 4. 1. 
3. Montagem das Matrizes Globais K e M 
- ver item 3 de 4.1. 
4. Cãlculo de Autovalores de Autovetores 
A determinação do ''p'' primeiro autovalores e respectivos 
autovetores e feita pelo metodo da iteração em subespaço conforme 
resumo no Apendice B. 
O metodo e aplicado em cada iteração, no processo de oti 
mização. 
Os valores determinados sao armazenados em disco para po~ 
terior uso no cãlculo das derivadas. 
5. Cãlculo de oÀ./ôx. 
-'-'--'--'-"-'--'-----'---1 -, 
- para cada variãvel de projeto e calculado o vetor coluna oÀ-/ax.; 
1 1 
- os m vetores colunas são armazenados em disco na forma, 
º"1 ÔÀ2 ~ ÔÀl ÔÀ2 ~ ÔÀl ÔÀ2 ~ 
ax 1 ax 1 
. . . ax 1 ax 2 ax 2 
... ax 2 . . . axm axm . .. axm 
- apos leitura em disco e construida a matriz auxiliar [e] com a 
forma: 
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oÀ 1 3Ã 1 oÀ 1 
ax 1 ax 2 axm 






~ ~ ~ 
ax 1 ax 2 axm 
6. Cãlculo de acd' ./ax. J--, 
a matriz de derivadas oÃ./ax. ia matriz auxiliar [e] de 5 J , . 
- os valores de À1 são os inversos de À, 
- os autovalores são lidos em disco; 
- com os autovalores impostos são selecionadas as linhas correspon-
dentes para a formação de ac'dj/axi; 








ax 1 ax 2 ax m 
[ºcdj] 
ac' ac' ac' 2 2 2 
= ax 1 ax 2 axm ax. , 
a c '. ac '. ac '. 
_J _J -1. 
ax 1 ax 2 axm 
- esta matriz i armazenada em disco na ãrea ocupada por 3Ãi/axi con 
forme 5 para posterior uso no redimensionamento; 
7. Redimensionamento 
- ver resumo do algoritmo de otimização conforme Capitulo 2; 
- observar quanto a possibilidade do aproveitamento de autovalores 
e autovetores de uma iteração em algumas iterações posteriores. 
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5. EX E MP LOS DE APLI CAÇAO 
5.1. Otimização em Resposta 
Os exemplos foram utilizados com a dupla finalidade de de 
monstrar o funcionamento do programa e servir de suporte para algu-
mas conclusões sobre a otimização estrutural em presença de fenõme-
nos dinâmicos. 
Foram comparados apenas os resultados intermediârios, por 
exemplo, anâlise estâtica, câlculo de autovalores e autovetores bem 
como resposta a excitação harmõnica. 
Os valores comparativos foram obtidos com o LORANE DINA[l3] 
e o SAP IV [14] . 
No caso de otimização em resposta a anâlise do problema r~ 
quer um certo cuidado quanto a interpretação dos resultados. Serão 
analisados os seguintes casos: 
a) frequência de excitação periõdica, w, menor que a 1~ fre-o . 
quência natural da estrutura inicialmente projetada: 
- Caso l(w
0 
= 8) e Caso 2(w
0 
= 10) 
b) frequência de excitação periÕdica, w
0
, maior que a 1~ fre-
quência natural da estrutura inicialmente projetada: 
- Casbs 3 e 4 (w
0 
= 25, Amin diferente) 
O programa computacional admite carregamentos simultâneos, 
independentes, limitados por um único vetor de restrições. A excit~ 

















m1 = 100 Kgf. 5 21m 
Algumas borras foram 
omitidos no desenho 
poro melhor aspecto 
• grof1co. 
X 
i [l) t 
A excitação e do tipo harmônica P = P e O Os valores de 
X 
y a 
iS2 PI PI iS2 
• 
4 3 4 3 
CD PI: 600 Kgf ® - i>2 =soo Kgf 
PI PI P2 P2 
v 
2 X 2 y 
fig. 5.2 
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P são dados na Figura 5.2, para cada carregamento. O exemplo e ana-
lisado para diversos valores de w 
o 
· A estruturai definida atravis da Tabela 5.1. 
Elemento Variãvel NÕs Elemento Variãvel de Projeto de Projeto 
l l l 5 31 5 
2 l 2 6 32 5 
3 l 3 7 33 6 
4 l 4 8 34 6 
5 l 5 9 35 6 
6 l 6 lo 36 6 
7 l 7 11 37 6 
8 l 8 l 2 38 6 
9 l 9 l 3 39 6 
lo l 10 14 40 6 
l l l 11 l 5 41 7 
12 l 12 l 6 42 7 
l 3 2 l 2 43 7 
14 2 2 3 44 7 
l 5 2 3 4 45 7 
16 2 4 l 46 7 
l 7 3 5 6 47 7 
18 3 6 7 48 7 
19 3 7 8 49 8 
20 3 8 5 50 8 
21 4 9 10 51 9 
22 4 10 l l 52 9 
23 4 l l l 2 53 10 
24 4 12 9 54 10 
25 5 l 6 
26 5 2 5 
27 5 2 7 
28 5 3 6 . 
29 5 4 7 
30 5 3 8 
OBS: E = 2100000Kgf /cm 2 p = 7850Kgf /m 3 






6 l l 
7 10 





10 l 3 
10 l 5 
11 14 
l 2 l 5 
11 l 6 
9 l 6 






l 2 lo 
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A configuração inicial e definida através da Tabela 5.2(v~ 
lores iniciais para variãveis de projeto). 
Restrições 
NQ llrea(cm 2 } NQ llrea(cm 2 } 
1 180. O 6 60.0 
2 15.0 7 60.0 
3 20.0 8 lo. o 
4 30.0 9 lo. o 
5 40.0 10 10.0 
OBS: peso inicial = 8388Kg 
Tabela 5.2 
As restrições de deslocamentos se referem aos nos do plano 
xy com z = 600cm. 
- para o carregamento l: Ux < 0.02cm (nõ 2) 
- para o carregamento 2: Uy < 0.02cm (nõ 4) 
variãveis minimas: Amin = 2.5cm 2 (caso l ,2,3) 
A . = l.Ocm 2 (caso 4) m,n 
- para os casos l, 2,.3 e 4 ver itens 5.1.a) e 5.1.b}. 
Resultados 
a) Variãveis Finais de Projeto 
Tabela 5.3 








l 180. O 125.0 148.3 7.9 
2 15. O 2. 5 2.5 2.5 
3 20.0 2.5 2 . !J 2 . !J 
4 30.0 2.5 2.5 2 . 5 
5 40.0 39.6 36.9 8. 1 
6 60.0 46.7 58.8 4.7 
7 60.0 4~. i:'. bi:'.. 9 !J • ~ 
l:l IU.U l . !, 2 . !J 2 • !J 
9 10.0 2 . 5 2.5 2 . 5 
lo 10.0 i:'..5 t.5 l . !, 
peso final 5936.0 6947.0 760.0 
nQ de 1 teracoes l 5 l 5 1 !J 












1 . U 






b) Diagrama de Pesos 
peso Kgf 
1 
8399 wo=10Ccaso 2) 
\-· I ~r--- 7000 
5936 
\ lv o=e (case 1 ) 
"' "' "' ............ '-r--..... r-- f wo·= 5 (e so 3) 1----- 760 
• 
f 5 10 15 
Q -n de 1teraçoes 
fig. 5.3 
Para explicar o comportamento nos casos 3 e 4 devemos ob -
servar os grãficos das Figuras 5.4 e 5.5. 
Na Figura 5 .4 são mostradas as curvas das amplitudes em fu.!!_ 





em função do numero de iterações. 
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A 1 \ 
1 1 1 . I 1 1 1 \ I 1 
A limite \ I I \ / / 
/. \ / / 
/ \ / / 
/ \ / / 
aso 3 
Wo Wo w 
W1 Wz 
casol,2 
fig. 5. 4 
~onfiguração inicial 
configuração com redução de peso 
e 
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Quando da redução de peso as frequências naturais da estru 
tura diminuem (curva pontilhada - Fig. 5.4). A frequência de excita 
çao w sendo maior que a frequência natural da estrutura, no inicio, o . 
com a redução de peso, a estrutura vai se tornando mais infactivel 




). Isto se deve ao 
fato de estarmos na região de amplitudes decrescentes da Figura 5.4. 
O caso 4 foi necessãrio, para observarmos o comportamento das cur 
vas c 1 e c2 , em função do numero de iterações. t importante notar o 
aspecto semelhante entre as curvas c1 e c2 (Fig. 5.5)eas curvas das 
amplitudes em função da frequência de excitação (Fig. 5.4). 
Comentãrios 
l) quando a frequência de excitação w ê menor que a l~ fre o . 
quência natural da estrutura as restrições de deslocamen 
tos são suficientes para definir um bom comportamento para 
a solução do problema; 
2) quando a frequência de excitação w
0 
ê maior que a 1~ fre -
quência natural da estrutura as restrições de deslocamen-
tos são insuficientes para limitar o comportamento da es -
trutura. t exigida neste caso limitação quanto a 1~ frequê~ 
eia natural ou seja: 
> w (otimização em frequência) 
o 
teremos então uma otimização com restrições de deslocamen-
to e frequência. 
5.2. Otimização em Frequência 
Exemplo 5.2. 1. 
t analisada a mesma treliça espacial conforme a Figura 5.1. 
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Para uma boa convergência do algoritmo e necessãrio que a 
1~ frequência prõpria da estrutura inicialmente projetada seja maior 
que o valor restrito para a 1~ frequência. 
Parte da matriz de massa da-estrutura deve ser invariante 
em relação ~s variãveis de projeto. Isto decorre do fato de que em 
caso de matriz de massa consistente sem massas nodais,todas as areas 
convergem para as areas minimas prefixadas, sem variação dos autova 
lores da estrutura inicialmente projetada. 
Como exemplo 
5 . 1 . 1 para dois casos 
Caso 1 : m1 = 
Caso 2 : m1 = 
A restrição 
que 81 (= 
2 
w 1 ) 
- "1 > 81 
foi analisada a mesma estrutura 




m2 = 50Kgf.s 2/m 
m2 = 100Kgf.s 2/m 
de que o lQ autovalor 
- A . > 2, 5cm 2 m1n -
do exemplo 
fosse maior 
Os resultados obtidos sao apresentados na Tabela 5.4 e Fi-
gura 5.6. 
a) Variãveis Finais de Projeto 
Variãvel Valores Valores Finais(cm2) 
NQ I n i c i a is Caso 1 Caso 2 
1 180. O 38.0 105.6 
2 15.0 2.5 2. 5 
3 20.0 2 . :, z. 5 
4 30.0 4. 1 e. 5 
5 4U.0 ,o.o 31 . 6 
6 60.0 1 5. 1 4 . 8 
7 60.0 16. 1 44.5 
8 1 O. O 2.5 2. 5 
9 10.0 2. 5 2.5 
IU IU.U 2. ~ 2 • ~ 
peso final 2200.0 50 89. O 
nQ de iteraçoes 8 8 
Tabela 5.4 
b) Diagrama de Pesos 
... 












n9 de iterações 
5 7 
resultados e apresentado na Figura 5.7. 
Neste são mostradas as curvas das restrições para os dois casos. 








t importante ressaltar que em cada iteração novos valores 
para o autoproblema são determinados. Este aspecto pode tornar-se 
bastante inconveniente e ate mesmo inviabilizar o processo de reso 
lução, em face do grande volume de operaçoes no computador. 
Sendo assim, o programa admite a possibilidade de se con-
siderar os autovalores e autovetores de uma iteração como sendo 
boas aproximações para as iterações seguintes .. A escolha do "passo'' 
e feita no inicio do programa como um dado de entrada. Se I = 3,os 
autoval o.res e autovetores são vãl idos para as 2(duas) iterações SUE_ 
sequentes não sendo necessãria então a resolução do autoproblema na 
a 3ª . -2. e . 1teraçao. 
39 
6. CONCLUSÕES 
Do trabalho apresentado conclui-se que foi conseguido um 
programa computacional constituido das seguintes caracteristicas: 
anãlise estãtica 
- anãlise dinâmica 
- otimização estrutural 
A forma de estruturação do programa permite uma fâcil am-
pliação e modificação do mesmo, com adicionamento de subrotinas es-
pecificas para cada problema. 
O algoritmo de otimização, baseado no conceito de variãvel 
de desvio, apresentou resultados bastante satisfatórios demonstran-
do a fãcil adaptação do mesmo ao problema em questão. 
Na anãlise dinâmica a forma de carregamento, excitação har 
mônica, limitou-se pelo fato de que, em cada estado de carga, a fre 
quência de excitação deve ser a mesma em toda a estrutura. Em caso 
de frequência de excitação diferente em vãrios pontos, ou em caso de 
frequências iguais porem defasadas, a pior hipótese ê aquela na qual 
se somam linearmente os deslocamentos, considerando cada carregame~ 
to correspondentemente a cada frequência de excitação. Esta hipóte-
se nao e possivel de ser analisada no programa desenvolvido. 
Como sugestão para futuras pesquisas· podemos citar: 
. . 
a) inclusão da possibilidade de excitações harmônicas com fre-
quências diferentes; 
b) anãlise com outras formas de carregamento, como por exem -
plo: excitação periódica não harmônica, excitações aleató-
rias, etc; 
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c) otimização de estruturas aporticadas, adicionando-se conve 
nientemente algumas subrotinas, com o aproveitamento quase 
total do programa abordado; 
d) inclusão de subrotinas que permitam representações grãfi -
cas para melhor caracterizar o problema. 
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NOTAÇ/10 
Os principais s1mbolos utilizados no texto sao relaciona -
dos a seguir: 
Ai area transversal da barra i 
A . area transversal m1nima da barra m1n 
c.(x) função restrição do problema de otimização 
J -
dC. 
~-J ac./ax. calculada em xY 
3 X. J l 
l 
c'.(x,z) restrição generalizada 
J - -
(âc'.) (c'.)y+l - (c'.)Y 
J J J 
d parâmetro de controle de convergência 
E mõdulo de Young 
u 
K.· matriz de rigidez unitãria 
l 
K matriz de rigidez da estrutura 
K parâmetro de controle de convergência 
K' K.P; parâmetro de controle de converência 








matriz de massa da estrutura 
matriz de rigidez unitãria 
numero de variãveis de projeto 
função peso 
vetor de cargas 




( 2. l ) 
(Sec. 2.1) 
( 2. 7) 
(2.13) 
(Sec. 5.1) 
( 3. 7) 
( 3 . l ) 
( 2. 3) 
(Sec. 2.6) 
( 3 . l ) 
( 3. 8) 
(Sec. 2.1) 
( 2 • l ) 
(Sec. 2.1) 
( 3. l ) 
(Sec. 2.6) 























variãvel de projeto 
valor minimo para a variãvel i 
vetor de projeto 
y+ 1 y 
Xi - Xi 
z. variâvel de desvio 
J 
z vetor variãvel de desvio 
y indice de uma sucessao 
aY parâmetro de relaxação 
S'. parâmetro auxiliar 
J 
s}k parâmetro auxiliar 
<P' (~,~.~}função de Lagrange (generalizada) 
À. parâmetro de Lagrange 
J 
w frequência de excitação harmônica 
Y autovetores da estrutura 




( 3. 2) 
(3.12) 
(2.10) 
( 2. 2) 
(2.12) 
{Sec. 2.1) 
( 2. 4) 
(Sec. 2. l ) 
{Sec. 2 . l ) 
( 2. 5) 
( 2 . 2) 
( 2. 2) 
( 2. 8) 
( 2. 8) 
(Sec. 2. l ) 
(Sec. 2. l ) 




APÊNDICE A. MATRIZES DE MASSA E RIGIDEZ PARA O ELEMENTO DE TRELIÇA 
ESPACIAL 
Matriz de Massa 
A matriz de massa para o elemento de treliça espacial foi 
considerada no nosso trabalho como do tipo consistente. 
Em caso da existência de massas nodais estas são adiciona 
das convenientemente na matriz de massa global da estrutura, cor -
respondentemente aos respectivos graus de liberdade. 
onde a -
onde 
A matriz de massa consistente conforme [10] e expressa por, 
M = f p a Ta dV 
V 
decorre de u = aU 
Considerando a Figura 
u- = u1 + (U 4 -U 1)i; X 
u- = u2 + (US-U2)i; y 
u- = u3 + (Us-U3)i; z 
X i; = 
2 
1 ' 
Sob a forma matricial tem a forma, 
u-
X 
(1-i;) o o i; 
Uy = o (1-1;) o o 
u_ o o (1-1;) o z 




o o u2 
i; o u 3 (A.4) 
u, 













M pAQ,f Q, o = 
o 

















E; o o 
o E; o 




em (A. l ) e efetuando as integrações te-
o (l-E;)E; o o 
o o ( l - E;) E; o 
(l-E;)' o o ( l - E; ) E; 
dE; 
o E; 2 o o 
o . o i:;2 o 
E;(l-E;) o o i:;2 
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2 o o l o o 
o 2 o o l o 
M pA'L o o 2 o o = -6-
l o o 2 o o 
o l o o 2 o 
o o l o o 2 
(A.6) 
em que A= seçao transversal da barra. 
Matriz de Rigidez 




!i.={[-1 l] e X = E 
teremos então 
K = J: t[-;J E 1[-1 l] Adx 
K = AE [ l 
;J 
(A. 7) 
'L - l 
A matriz e referida ao sistema local. Em relação ao siste-
ma g 1 oba 1 , 










ê a matriz de transformação e 2, m, n os cosenos diretores do eixo da 
barra em relação aos eixos de referência global. 
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APtNDICE B. MtTODO DA ITERAÇÃO EM SUBESPAÇOS 
Na iteração em subespaços o objetivo e determinar os Q me-
nores autovalores e correspondentes autovetores satisfazendo, 
onde 
K<I> = M <I> A 
A= diag (,,.) 
1 
e 
Os autovetores satisfazem, 
<I> M <I> = 1. 
O seguinte algoritmo é então usado, 
( B. l ) 
em que X1 (K=l) é o vetor de partida arbitrado inicialmente. Em [ll] 
o método é descrito com maiores detalhes inclusive quanto a escolha 
deste vetor. 
Calculando as projeções de K e M, 
( B. 2) 
( B. 3) 
teremos então, 
( B. 4) 
com ( B. 5) 
Quando k + 00 , 
e 
De (B. l) através da inversão simultânea dos vetores deter-
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minamos a matriz Xk+l de dimensão (n x g). 
Com Kk+l e Mk+l de dimensão g x g a expressao (B.4) repr~ 
senta um autoproblema de dimensão g x g. Este e resolvido completi 
mente a traves do Metodo de Jacobi generalizado [11], para cada eta 
pa da iteração. 
No metodo os menores autovalores convergem mais rapidame~ 
te. Uma melhor aproximação e feita aumentando-se para~. o numero 
de autovetores participantes da iteração. 
Segundo [il] a prãtica recomenda, 
g = min {2p,p+8} 
em que Q e o numero dos primeiros autovalores procurados. 
O metodo da iteração em subespaço e fundamentado na anãli 
se de Rayleigh-Ritz. 
Consideremos o quociente de Ragleigh, 
T 
P(<P) = (j> Kq, 
<PT Mq, 
( B. 6) 
Na anãlise de Ritz nos consideraremos um conjunto de vetQ 
res <P que são uma combinação linear da base de Ritz ij,i' i=l, ... ,g 
ou seja, 
g 
i - z 
i = l 
X. ij,. ' 
1 1 
onde x. sao as coordenadas de Ritz. 
1 
( B. 7) 
Na anãlise de Rayleigh-Ritz nos procuramos determinar os 
vetores q,., i=l, ... ,g que melhor se aproximam dos autovetores reais. 
1 




K .. = 
1 J 




= j = l 
g 
l: 


















i = l 
g 
l: 
i = l 
\/J j 
\/J j 
X. X .m .. 
1 J 1 J 
necessãria 









l: x.K .. -2K l: 




X .m .. 
J 1 J 
com p = K/íií a condição de minimo e que, 
g 
l: 
j = l 
x.(K .. -píií .. ) =O, i=l, ... ,g 
J 1 J 1 J 
de p ($) 
. -variaveis 
A equaçao (B.9) na forma matricial sera, 
K X = p M X 
( B. 8) 
de ( B. 8) e que 
sao X.• 
1 
( B. 9) 
(B. 10) 
onde K e M têm a dimensão g x g e o vetor x e o vetor das coordena-
das de Ritz, 
X - T = [ X l , X 2 , ••• , X g] . 
