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Abstract
We consider a discrete-valued matrix completion problem for recommender systems in which both the social and item similarity
graphs are available as side information. We develop and analyze MC2G (Matrix Completion with 2 Graphs), a quasilinear-time
algorithm which is based on spectral clustering and local refinement steps. We show that the sample complexity of MC2G meets
an information-theoretic limit that is derived using maximum likelihood estimation and is also order-optimal. We demonstrate that
having both graphs as side information outperforms having just a single graph, thus the availability of two graphs results in a
synergistic effect. Experiments on synthetic datasets corroborate our theoretical results. Finally, experiments on a sub-sampled
version of the Netflix dataset show that MC2G significantly outperforms other state-of-the-art matrix completion algorithms that
leverage graph side information.
I. INTRODUCTION
With the ubiquity of social networks such as Facebook and Twitter, it is increasingly convenient to collect similarity
information amongst users. It has been shown that exploiting this similarity information in the form of a social graph can
significantly improve the quality of recommender systems [1]–[18] compared to traditional recommendation algorithms (e.g.,
collaborative filtering [19]–[25]) that rely merely on rating information. This improvement is particularly pronounced in the
presence of the so-called cold-start problem in which we would like to recommend items to a user who has yet to rate any
items, but we do possess his/her similarity information with other users. Similarly, an item similarity graph (which can be
constructed from the features of items [26]–[32]) is sometimes also available for exploitation. Again, this can help in solving
the dual cold-start problem, namely, that for newly produced movies that have not been rated by any user.
While there are numerous studies that consider how to exploit graph side information to enhance recommender systems,
most of these studies do not provide any theoretical guarantees and most of them exploit only one graph (either the social
or the item similarity graph). As mentioned above, in many real-life applications such as Netflix’s movie recommendation
system, both graphs are often available. As shown in a prior work [17] and reinforced in Fig. 1a, there are scenarios in which
having one graph does not afford any reduction in sample complexity for matrix completion; indeed, in these scenarios, two
graphs are needed to work together synergistically to reduce the sample complexity. Motivated by these observations, this
paper considers a novel recovery problem modelling a specific recommender system wherein both the rows and columns of the
rating matrix are structured according to graphs, which are observed. The goals of this paper are twofold: (i) To develop a
computationally efficient algorithm—which we name MC2G—for recovering the rating information, and (ii) To quantify the
gains due to the simultaneous exploitation of two graphs from an information-theoretic perspective and to show that MC2G
achieves the so-promised fundamental limits.
The model comprises n users and m movies. For simplicity, we mainly focus on the setting in which both users and
movies are each partitioned into two communities; in Section IV we extend our algorithm to a more general setting with k1
user communities and k2 movie communities. Users’ ratings to movies are chosen from an arbitrarily pre-assigned finite set
(e.g., a reasonable choice is {1, 2, 3, 4, 5}, which models the Netflix prize challenge [33]), which is a much more realistic
assumption compared to several related works with theoretical guarantees [17], [18] wherein only binary ratings are allowed.
The n×m rating matrix is generated according to the community assignments and certain rules to be described in Section II.
The learner observes three pieces of information: (i) a sub-sampled rating matrix with each entry being sampled independently
with probability p; (ii) a social graph generated according to a celebrated generative model for random graphs—the stochastic
block model (SBM) [34]; and (iii) an item similarity graph generated according to another SBM. The task is to exactly recover
the community assignments of both users and movies, and a matrix that represents the attractiveness of different types of
movies to different types of users (see Section II).
Main contributions
First, we provide information-theoretic lower and upper bounds on the sample complexity (i.e., the expected number of
sampled ratings mnp) under a specific symmetric setting wherein both the social and item similarity graphs are generated
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2according to symmetric SBMs [35, Def. 2]. With these bounds (which are functions of the “qualities” of the two graphs), we
can precisely quantify the gains due to the two graphs. We show that under some conditions on the parameters, exploiting both
graphs simultaneously is more beneficial compared to exploiting only one graph, demonstrating a synergistic effect of the two
graphs. The lower and upper bounds match for a wide range of parameters, and match up to a constant factor of two in the
remaining parameter regime.
Second, inspired by the information-theoretic bounds, we develop a computationally efficient algorithm MC2G that runs
in quasilinear time. MC2G is parameter-free, i.e., it does not need to know the model parameters. It is also universal, i.e.,
applicable to the general setting rather than the specific symmetric setting wherein the theory is applicable. Moreover, theoretical
guarantees of MC2G are also provided and corroborated (by synthetic experiments) under the symmetric setting—it succeeds
with high probability as long as the sample complexity matches the information-theoretic lower bound, which implies there is
no information-computation gap. Besides, experimental results also show that MC2G works exceedingly well on real graphs
(which are sub-sampled from Netflix dataset [36]) and rating matrices and outperforms several prior approaches [12], [17], [37],
[38].
Related works
Graph side information has been successfully incorporated into popular recommendation algorithms, such as neighborhood-
based [4], [6]–[9], [11], [14], [15] and matrix factorization-based [10], [12], [13], [29], [38]–[42] collaborative filtering methods.
The former predicts users’ preferences based on ratings of similar users/items, thus additional graphs can enhance its performance
by revealing more connectivities between users/items. The latter makes recommendations by decomposing the rating matrix
into two low-rank matrices and discovering latent features—in particular, some works modelled graph side information as
regularization terms to constrain matrix factorization, while others modified the framework by fusing the rating matrix with
graphs.
Making recommendations can be viewed as a matrix completion problem [43]. This is the problem of recovering a low-rank
matrix given a sparse subset of entries. Unlike traditional matrix completion problems, some novel variants use graph attributes
to impose additional structures on the matrices to be recovered. In particular, [17], [18], [44], [45] have established theoretical
characterizations of the gains due to graph side information. Among them, the closest one to ours is by Ahn et al. [17], which
focused on recovering a binary rating matrix with a social graph, and characterized the minimum sample complexity required
for their recovery task. Follow-up works [18], [46] relaxed the assumptions in [17]; however, all of these studies are restricted
to exploiting the use of a one-sided graph.
Another field relevant to this work is community detection, which is the problem of partitioning nodes into different
communities based on which other nodes they are connected to in an observed graph. When graphs are generated as per SBMs,
several theoretical works have established sharp thresholds for exact recovery of communities [35], [47]–[53]. Follow-up works
also showed that side information (such as node values [54]–[58], edge weights [59], similarity between data points [60]) are
also helpful. From a dual perspective, our task can be viewed as recovering community assignments of users and movies with
the aid of rating side information. We also note that Xu et al. [61] studied a similar problem which aims to jointly recover
rows and columns communities; however, graph side information is not available in [61].
II. PROBLEM STATEMENT
We consider a movie recommender system with n users and m movies. Ratings from users to movies are chosen from an
arbitrary finite alphabet Z (e.g., Z = {1, 2, 3, 4, 5}). For simplicity and concreteness, it is assumed that users are partitioned
into men and women (denoted by M and W), and movies are partitioned into action movies and romance movies (denoted by
A and R).
We assume that most action movies attract more men than women, while most romance movies attract more women
than men. However, in reality there always exist some atypical action/romance movies whose attractiveness are completely
different—atypical action (resp. romance) movies attract more women than men (resp. more men than women). To capture this
phenomenon, we allow the existence of unknown-sized sets of atypical action movies (denoted by Aa ⊂ A) and atypical romance
movies (denoted by Ra ⊂ R) in our model, and their complements At := A \Aa and Rt := R \Ra are referred to as typical
action/romance movies. To model the different attractiveness of movies, we introduce a notion of nominal attractiveness levels
(either ‘1’ or ‘0’) to represent the attractiveness from certain types of movies to certain type of users. Specifically, if a type of
movie attracts more men than women (e.g. typical action movies At or atypical romance movies Ra), its nominal attractiveness
levels to men and women are respectively ‘1’ and ‘0’. Similarly, for atypical action movies Aa or typical romance movies Rt,
their nominal attractiveness levels to men and women are respectively ‘0’ and ‘1’. Given community assignments of n users and
m movies, one can construct an n×m binary nominal matrix N ∈ {0, 1}n×m such that each entry Nij ∈ {0, 1} is determined
by the type of user i and type of movie j. Specifically, Nij = 1 if (i, j) ∈ (M×At) ∪ (M×Ra) ∪ (W ×Rt) ∪ (W ×Aa),
and Nij = 0 if (i, j) ∈ (M×Rt) ∪ (M×Aa) ∪ (W ×At) ∪ (W ×Ra).
Our model also allows the interest of each individual user to differ from the nominal interest of the community he/she
belongs to. We model this flexibility by assuming that the actual rating Vij ∈ Z of user i to movie j is a stochastic function of
3the nominal attractiveness level Nij . More precisely, we define Qa0, Q
a
1, Q
r
0, Q
r
1 to be personalization distributions on Z for
action and romance movies such that (i) When j ∈ A is an action movie, the actual rating Vij ∈ Z is distributed according to
Qa0 if Nij = 0, and Q
a
1 if Nij = 1; (ii) When j ∈ R is a romance movie, Vij is distributed according to Qr0 if Nij = 0, and
Qr1 if Nij = 1. A natural assumption that we adopt is that the expected rating corresponding to a higher nominal attractiveness
level Nij = 1 is always larger than the expected rating corresponding to a lower level Nij = 0, i.e., EQa1(Vij) > EQa0(Vij) and
EQr1(Vij) > EQr0(Vij).
A. Observations
The learner observes the following three pieces of information:
1) A sub-sampled rating matrix U, with each entry Uij = Vij with probability (w.p.) p and Uij = e (erasure symbol) w.p.
1 − p. We refer to p as the sample probability and nmp as the sample complexity (since the expected number of observed
entries in U equals mnp).
2) A social graph G1 = (V1, E1), where V1 is the set of n user nodes. Let B be a 2 × 2 symmetric connectivity matrix
that represents the probabilities of connecting two nodes in G1. Each pair of nodes (i, i′) is connected (i.e., (i, i′) ∈ E1)
independently w.p. B11 if both i and i′ belong to M, w.p. B22 if both i and i′ belong to W , and w.p. B12 = B21 otherwise. It
is assumed that users in the same community are more connected than across communities, i.e., min{B11,B22} > B12.
3) A movie graph G2 = (V2, E2), where V2 is the set of m movie nodes. Let B′ be a 2× 2 symmetric connectivity matrix
that represents the probabilities of connecting two nodes in G2. Each pair of nodes (j, j′) is connected (i.e., (j, j′) ∈ E2)
independently w.p. B′11 if both j and j
′ belong to A, w.p. B′22 if both j and j′ belong to R, and w.p. B′12 = B′21 otherwise. It
is similarly assumed that min{B′11,B′22} > B′12.
B. Objective
The learner is tasked to design an estimator φ = φ(U, G1, G2) to exactly recover both the communities of users (M,W) and
communities of movies (A,R), as well as to reconstruct the nominal matrix N (which additionally requires the identification of
atypical movies Aa and Ra). In other words, the objective is equivalent to learning the set of subsets (M,W,At,Aa,Rt,Ra)
exactly. We define ξM,W,At,Aa,Rt,Ra to be the aggregation of parameters that governs the model, and sometimes we abbreviate
it as ξ when the meaning is clear from the context. Let
Ξ := {ξM,W,At,Aa,Rt,Ra :M∪W = V1,M∩W = ∅,A ∪R = V2,A ∩R = ∅}
be the parameter space that contains all valid ξ, where A = At ∪ Aa and R = Rt ∪Ra. The performance of an estimator is
quantified via its maximum error probability Perr(φ) := maxξ∈Ξ Pξ(φ(U, G1, G2) 6= ξ), where Pξ(·) is the probability when
(U, G1, G2) is generated according to the model parameterized by ξ.
III. INFORMATION-THEORETIC LOWER AND UPPER BOUNDS
Under the symmetric setting in which both G1 and G2 are symmetric SBMs, in this section, we present order-optimal lower
and upper bounds on the sample complexity. Specifically, the communities of users are of equal size, i.e., |M| = |W| = n/2,
and the connectivity matrix B satisfies B11 = B22. Similarly, the communities of movies satisfy |A| = |R| = m/2 and the
connectivity matrix B′ satisfies B′11 = B
′
22. Further, we assume m scales with n and satisfies
1 m = ω(log n) ∩ o(exp(n)).
While the following theoretical results are dedicated to this symmetric setting, our efficient algorithm MC2G presented in
Section IV is applicable to a much more general setting in which the communities are of different sizes and general SBMs; this
is discussed at the end of Section IV.
Let I1 := n(
√
B11 −
√
B12)
2/(log n) and I2 := m(
√
B′11 −
√
B′12)
2/(logm) be the “qualities” of the social graph G1
and movie graph G2, respectively. It has been shown in [47], [48] that exact recovery for communities of users (resp.
communities of movies) is achievable if and only if I1 > 2 (resp. I2 > 2), and impossible otherwise. We define the squared
Hellinger distance of two probability distributions P and Q on Z as H2(P,Q) := 1 −∑z∈Z√P (z)Q(z), which satisfies
H2(P,Q) ∈ [0, 1] and H2(P,Q) = 0 if and only if P = Q. For simplicity, let dA := H2(Qa0, Qa1), dR := H2(Qr0, Qr1), and
dAR := min{H2(Qa0, Qr0) + H2(Qa1, Qr1), H2(Qa0, Qr1) + H2(Qa1, Qr1)}/2. We assume these distances dA, dR, dAR do not
scale with n or m.
Theorems 1 and 2 below provide lower and upper bounds on the sample complexity mnp under two different scenarios:2
dAR > 0 and dAR = 0. Note that dAR = 0 implies that the personalization distributions for action and romance movies are
the same (i.e., Qa0 = Q
r
0 and Q
a
1 = Q
r
1), while dAR > 0 implies that Q
a
0 6= Qr0 or Qa1 6= Qr1.
1This assumption is made due to technical reasons, but also makes sense in reality since the numbers of users and movies are usually not orders of magnitude
apart.
2We exclude two extreme cases: (i) dA = 0 (i.e., Qa0 = Q
a
1) wherein typical/atypical action movies are indistinguishable; (ii) dR = 0 (i.e., Q
r
0 = Q
r
1)
wherein typical/atypical romance movies are indistinguishable.
4Theorem 1 (Lower bound/Existence). (a) Consider the regime in which dAR > 0. For any  > 0, if
mnp ≥ max
{
(2(1 + )− I1)n log n
dA + dR
,
(2(1 + )− I2)m logm
2dAR
,
(1 + )m logm
min{dA, dR}
}
, (1)
then there exists a sequence of estimators φ satisfying limn→∞ Perr(φ) = 0.
(b) Consider the regime in which dAR = 0. For any  > 0, if I2 ≥ 2(1 + ) and
mnp ≥ max
{
(2(1 + )− I1)n log n
dA + dR
,
(1 + )m logm
min{dA, dR}
}
, (2)
then there exists a sequence of estimators φ satisfying limn→∞ Perr(φ) = 0.
Theorem 1 can be achieved by using the maximum likelihood (ML) estimator φML, and the proof is provided in Section VIII
of the supplementary material (SM). The following observations are in order:
(i) Note that the sample complexity is only Θ(max{n log n,m logm}), which is a significant reduction compared to the size
of the matrix mn. As reflected in (1) and (2), side information (social and/or movie graphs), in general, help to reduce the
sample complexity. A detailed discussion of the benefits of the two graphs is provided at the end of the section.
(ii) The bound in (2) can be interpreted as a limiting consequence of (1) as dAR → 0; that is, when dAR = 0, I2 should be at
least 2 to prevent the second term in (1) from diverging to infinity. This dovetails with our intuition because when dAR = 0,
the rating information is no longer helpful in distingushing action and romance movies (as Qa0 = Q
r
0 and Q
a
1 = Q
r
1), thus the
movie graph suffices (I2 > 2 as derived in [47], [48]) for exact recovery of communities of movies.
(iii) The required sample complexity is a non-increasing function of dA. This intuitively makes sense because increasing dA
ensures that Qa0 and Q
a
1 are farther apart; thus it becomes easier to distinguish typical/atypical action movies (i.e., fewer samples
are needed). Similarly, the required sample complexity is also a non-increasing function of dR and dAR.
Theorem 2 (Upper bound/Impossibility). (a) Consider the regime in which dAR>0. For any >0, if
mnp < max
{
((1− )− I1)n log n
dA + dR
,
((1− )− I2)m logm
2dAR
,
(1− )m logm
min{dA, dR}
}
, (3)
then limn→∞ Perr(φ) = 1 for any estimator φ.
(b) Consider the regime in which dAR = 0. For any  > 0, if I2 < 2(1− ) or
mnp < max
{
((1− )− I1)n log n
dA + dR
,
(1− )m logm
min{dA, dR}
}
, (4)
then limn→∞ Perr(φ) = 1 for any estimator φ.
Theorem 2 states that any estimator must fail if the sample complexity is o(max{n log n,m logm}), or more precisely, less
than the upper bounds in (3) or (4). In particular, it does not only guarantee Perr to be bounded away from zero, but also
guarantees that Perr approaches one as n tends to infinity—this is the so-called strong converse [62] in information theory
parlance. Theorem 2 can be proved by first showing that the ML estimator φML is optimal, and then by lower bounding the
error probability of φML when (3) or (4) is satisfied. We provide a formal proof in Section IX of the SM.
Remark 1. Note that the information-theoretic lower and upper bounds match when the final terms in (1)–(4) (i.e., m logmmin{dA,dR} )
are dominant; the bounds match up to a constant factor of two in other parameter regimes. Thus, our information-theoretic
characterizations are order-optimal.
Gains due to graphs
Let T1(x) := (2 − x)n(log n)/(dA + dR), T2(y) := (2 − y)m(logm)/(2dAR), T3 := m(logm)/min{dA, dR}, and
C(x, y) := max{T1(x), T2(y), T3}. Recall from Theorem 1 that the sample complexity mnp is at most C(I1, I2). When both
social and movie graphs are unavailable (i.e., I1 = I2 = 0), the baseline sample complexity C(0, 0) = max{T1(0), T2(0), T3}. In
the following, we analyze whether additional graphs help to reduce the sample complexity under different regimes parameterized
by (m,n, dA, dR, dAR). For concreteness, we provide an example in Fig. 1 with n = 5m, binary ratings Z = {0, 1}, and
Bernoulli personalization distributions.
(i) When T1(0) = T2(0) = C(0, 0) > T3, observing both of the social and movie graphs reduces the sample complexity, since
C(I1, I2) is strictly smaller than C(0, 0) for positive I1 and I2. In contrast, observing only one graph is equivalent to observing
neither, since C(I1, 0) = C(0, I2) = C(0, 0). Thus, the two graphs have a synergistic effect in terms of reducing the sample
complexity. As shown in Fig. 1a for (θA, θR) = (0.35, 0.1156), the sample complexity is reduced if both I1 and I2 are positive,
and stays constant if I1 > 0 and I2 = 0.
(ii) When T1(0) = C(0, 0) > max{T2(0), T3}, observing the social graph reduces the sample complexity, since C(I1, I2) <
C(0, 0) for any positive I1. As shown in Fig. 1b for (θA, θR) = (0.3, 0.03), the sample complexity is indeed reduced—in
particular, it first decreases linearly and then stays constant as I1 increases. Another interesting phenomenon is that once
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(c) θA = 0.3 and θR = 0.15.
Fig. 1: Sample complexity versus qualities of social and movie graphs I1 and I2, when n = 5m, Z = {0, 1}, Qa0 =
Bern(θA), Qa1 = Bern(1− θA), Qr0 = Bern(θR), Qr1 = Bern(1− θR).
I1 exceeds the red point, the movie graph with I2 > 0 helps to further reduce the sample complexity; this demonstrates a
synergistic effect of the two graphs.
(iii) When T2(0) = C(0, 0) > max{T1(0), T3}, observing the movie graph reduces the sample complexity, since C(I1, I2) <
C(0, 0) for any positive I2. In Fig. 1c, the sample complexity first decreases linearly and then stays constant as I2 increases.
Similarly, once I2 exceeds the red point, the social graph with I1 > 0 also helps to further reduce the sample complexity.
(iv) When T3 = C(0, 0) > max{T1(0), T2(0)}, neither the social graph nor the movie graph is helpful, since C(I1, I2) =
C(0, 0) = T3 for any positive I1 and I2.
IV. MC2G: A COMPUTATIONALLY EFFICIENT, STATISTICALLY OPTIMAL ALGORITHM
In this section, we present a computationally efficient multi-stage algorithm MC2G for recovering community assignments of
users and movies and the nominal matrix N, when graph side information is available. The detailed pseudocode for MC2G is
provided in Algorithm 1, Section X of the SM.
A. Algorithm description
MC2G consists of four stages—Stages 1 and 2 provide coarse estimates of the clusterings of users and movies and the
nominal matrix, and Stages 3 and 4 refine these estimates via local refinements steps. The inputs include the sub-sampled
rating matrix U and two graphs G1 and G2. Knowledge of the model parameters (e.g., connectivity matrices B and B′ and
personalization distributions Qa0, Q
a
1, Q
r
0, Q
r
1) is not needed for MC2G to succeed.
Stage 1 (Weak recovery of communities): We run a spectral algorithm3 on the social graph G1 to obtain initial estimates of
communities of users M(0) and W(0), and also run a spectral algorithm on the movie graph G2 to obtain initial estimates of
communities of movies A(0) and R(0). It has been shown in [68, Theorem 6] that as long as the connectivity matrices B and
B′ satisfy mild conditions, the fractions of misclassified users and movies vanish.
Stage 2 (Weak recovery of the nominal matrix): For each movie j ∈ {1, 2, . . . ,m}, we consider the sub-sampled entries in
the j-th column of U, and define S(j) :=
∑
i∈M(0) Uij − γ1 ·
∑
i∈W(0) Uij , where γ1 := |M(0)|/|W(0)|. Intuitively, a positive
S(j) implies that movie j appeals more to men than women and vice versa. Thus, each estimated action movie j ∈ A(0) is
declared to be typical (j ∈ A(0)t ) if S(j) > 0, and atypical (j ∈ A(0)a ) otherwise; while each estimated romance movie j ∈ R(0)
is declared to be typical (j ∈ R(0)t ) if S(j) ≤ 0, and atypical (j ∈ R(0)a ) otherwise. One can then obtain an approximation of
the nominal matrix N̂(0), where N̂(0)ij = 1 if (i, j) ∈ (M(0) ×A(0)t ) ∪ (M(0) ×R(0)a ) ∪ (W(0) ×R(0)t ) ∪ (W(0) ×A(0)a ), and
N̂
(0)
ij = 0 otherwise.
Stage 3 (Local refinements of users): This stage uses the ratings in U and the social graph G1 to refine the classification
of each user locally. Based on N̂(0), we define sets of (i, j)-pairs Qab,z := {(i, j) : Uij = z, N̂(0)ij = b, j ∈ A(0)} and
Qrb,z := {(i, j) : Uij = z, N̂(0)ij = b, j ∈ R(0)} for b ∈ {0, 1}, z ∈ Z , and let Q̂ab(z) := |Qab,z|/(
∑
z∈Z |Qab,z|) and
Q̂rb(z) := |Qrb,z|/(
∑
z∈Z |Qrb,z|). For two sets of nodes V and V ′, the number of edges connecting V and V ′ is denoted
as e(V,V ′). We also define B̂11 := e(M(0),M(0))/
(|M(0)|
2
)
, B̂22 := e(W(0),W(0))/
(|W(0)|
2
)
, B̂12 :=
e(M(0),W(0))
|M(0)||W(0)| , c1 :=
log (1−B̂12)(|M
(0)|B̂11+|W(0)|B̂22)
(n−|M(0)|B̂11−|W(0)|B̂22)B̂12 and c
′
1 := c1
|W(0)|(B̂22+B̂12)
|M(0)|(B̂11+B̂12) .
3To achieve weak recovery of the clusterings of users and movies, one can also apply different variants of spectral algorithms [49], [63], [64], semidefinite
programming-based methods [65], belief propagation-based methods [66], or non-backtracking matrix-based methods [67].
6For each user i ∈ {1, 2, . . . , n}, we define e1(i) := c′1e({i},M(0))− c1e({i},W(0)) to be the weighted difference between
the number of edges connecting M(0) and W(0), and the log-likelihood function L0(i) (used to determine the gender of the
i-th user) as
L0(i) := e1(i) +
∑
j∈A(0)t
log
Q̂a1(Uij)
Q̂a0(Uij)
+
∑
j∈A(0)a
log
Q̂a0(Uij)
Q̂a1(Uij)
+
∑
j∈R(0)t
log
Q̂r0(Uij)
Q̂r1(Uij)
+
∑
j∈R(0)a
log
Q̂r1(Uij)
Q̂r0(Uij)
,
which satisfies the property that L0(i) > 0 for i ∈M and L0(i) < 0 for i ∈ W with high probability (w.h.p.). Thus, MC2G
declares i ∈ M̂ if L0(i) > 0, and i ∈ Ŵ otherwise.
Stage 4 (Local refinements of movies): This stage uses U and G2 to refine the classification of each movie locally. To recover
community assignments of movies and to simultaneously detect atypical movies (which is equivalent to distinguishing four types
of movies), we define six functions {Lk(j)}6k=1 in Section X of the SM, where each function is able to distinguish two types
of movies (thus we have
(
4
2
)
= 6 functions). For instance, we can show that w.h.p., L1(j) > 0 for j ∈ At and L1(j) ≤ 0 for
j ∈ Aa, L3(j) > 0 for j ∈ At and L3(j) ≤ 0 for j ∈ Ra, and L5(j) > 0 for j ∈ At and L5(j) ≤ 0 for j ∈ Rt. Thus, MC2G
declares a movie j ∈ Ât if all of the three functions L1(j), L3(j), L5(j) are positive. Similarly, we declare a movie j ∈ Âa if
L1(j) ≤ 0, L4(j) > 0, L6(j) > 0; a movie j ∈ R̂t if L2(j) > 0, L4(j) ≤ 0, L5(j) ≤ 0; and a movie j ∈ R̂a otherwise.
Based on the outputs (M̂, Ŵ, Ât, Âa, R̂t, R̂a), one can recover the nominal matrix N̂, where N̂ij = 1 if (i, j) ∈ (M̂ ×
Ât) ∪ (M̂ × R̂a) ∪ (Ŵ × R̂t) ∪ (Ŵ × Âa), and N̂ij = 0 otherwise.
B. Computational Complexity
Using the power method [69], the spectral methods used to obtain initial estimates of G1 and G2 run in times O(|E1| log n)
and O(|E2| logm) respectively, where |E1| = O(n log n) and |E2| = O(m logm) w.h.p. In each of the following steps, MC2G
requires (at most) a single pass of all the sub-sampled entries in the rating matrix U and the edge sets E1 and E2, which amounts
to at most O(max{n log n,m logm}) time. Therefore, the overall computational complexity is O(max{n(log n)2,m(logm)2})
(i.e., quasilinear in m and n) w.h.p.
C. Theoretical guarantees
Under the symmetric setting specified in Section III and assuming m = Θ(n), Theorem 3 below states that the sample
complexity required for success matches the achievability bound in Theorem 1. Thus, there is no information-computation
gap between the performance of MC2G and the information-theoretic existence result based on the ML estimator (which is
computationally intractable). The proof of Theorem 3 is provided in Section X of the SM.
Theorem 3 (Performance of MC2G). Consider the symmetric setting in which |M| = |W| = n/2, |A| = |R| = m/2,
B11 = B22 and B′11 = B
′
22, and assume that m = Θ(n) and graph side information is available (i.e., I1, I2 > 0). If the sample
complexity mnp satisfies the conditions in Theorem 1, MC2G ensures the maximum error probability Perr tends to zero as n
tends to infinity.
Remark 2. When analyzing the error probability of multi-stage algorithms, one needs to be aware of the dependencies between
random variables in different stages. For example, a pair of random variables that are initially independent may become
dependent conditioned on the success of a preceding stage. We circumvent this issue by using an information splitting trick
(See Section X of the SM) inspired by prior works [47], [49], [63] on community detection. An alternative approach adopted
by some other works is to use the so-called uniform analysis technique [?], [17], [18]; however, this requires more rounds of
local refinements and thus increases the computational complexity.
D. Extensions to multiple communities
Although MC2G is tailored to SBMs with two user/movie communities, it can naturally be extended to more general SBMs
with k1 user communities and k2 movie communities (where k1, k2 ≥ 2). First, the spectral algorithm used in Stage 1 can be
applied to multiple communities when graph side information is available [68, Theorem 6]. Second, although the estimators
in Stages 2-4 have to be modified resulting in them being more complicated, the design principles are exactly the same. For
instance, one can similarly design
(
k1
2
)
and
(
2k2
2
)
likelihood functions to perform local refinements of users and movies in
Stages 3 and 4, respectively.
V. EXPERIMENTS
A. Experiments on synthetic data
To corroborate the theoretical guarantees of MC2G in Theorem 3, we apply it to two sets of synthetic data generated
according to the assumed symmetric setting with n = 5m, Z = {0, 1}, and Bernoulli personalization distributions. Figs 2a
and 2b respectively consider the cases in which dAR > 0 and dAR = 0 to corroborate the conditions for successful recovery
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Fig. 2: (a) and (b) show the empirical success rates vs. the normalized sample complexities when n = 5m; (c) shows the
empirical success rate vs. the sample probability p on a sub-sampled version of the Netflix dataset. In all figures, we set
Z = {0, 1}, Qa0 = Bern(θA), Qa1 = Bern(1− θA), Qr0 = Bern(θR), Qr1 = Bern(1− θR).
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(b) Sample probability p ∈ [0.005, 0.008].
Fig. 3: The MAEs of MC2G are smaller than those of [12], [17], [37], [38] under two different ranges of p (i.e., p < p∗
and p > p∗), when Z = {0, 1}, Qa0 = Bern(0.05), Qa1 = Bern(0.95), Qr0 = Bern(0.25), Qr1 = Bern(0.75). For p = 0.008 in
Fig. 3b, the MAE of MC2G equals 0. The legends in Figs. 3a and 3b are the same.
in (1) and (2). In both figures, the empirical success rate is averaged over 200 random trials and the normalized sample
complexity is defined as mnp/max {T1(I1), T2(I2), T3} when dAR > 0, and mnp/max {T1(I1), T3} when dAR = 0, where
T1(I1), T2(I2), T3 are defined in Section III. As the normalized sample complexity increases, the empirical success rate also
increases and becomes close to one when the normalized sample complexity exceeds one (corresponding to the success condition
of MC2G). As expected, with the increase of n and m (the numbers of users and movies), the transition becomes sharper since
Theorem 3 presents an asymptotic result.
B. Experiments on real data
To demonstrate that MC2G is amenable to real datasets, we applied it to real social and item similarity graphs, in which
the users and movies are sub-sampled from the Netflix dataset [36] and clustered by first constructing k-nearest neighbor
(NN) graphs (k = 40) based on ratings and then applying a spectral algorithm on the graphs. In Section VI-A of the
SM, we provide details for this clustering step. We also provide visualizations of the clusters using principal component
analysis (PCA) and t-distributed stochastic neighbor embedding (t-SNE) in Fig. 4 of the SM, showing that the clusters are
fairly well separated. The two communities of users are of sizes n1 = 8611 and n2 = 6538 (n = 15149), and the two
communities of movies are of sizes m1 = 10374 and m2 = 4600 (m = 14974). The empirical connection probabilities of
users are B11 = 3.587 × 10−3, B22 = 3.293 × 10−3, B12 = 1.112 × 10−3. The corresponding probabilities for movies are
B′11 = 3.368× 10−3, B′22 = 5.805× 10−3, B′12 = 0.663× 10−3. For concreteness, we assume 10% movies are atypical movies
and personalization distributions are Bernoulli with parameters θA and θR, and then synthesized binary ratings based on the
cluster information.
As shown in Fig. 2c, the empirical success rate (averaged over 200 trials) increases as the sample probability p increases.
Although we do not have a theoretical guarantee for this asymmetric setting, one can nonetheless draw inspiration from
Theorem 3 to estimate the optimal sample probability p∗ required for success based on the empirical connection probabilities
8to set a benchmark. The formula for estimating p∗ is provided in Section VI-B of the SM. We observe from Fig. 2c that there
is a keen agreement between the estimated optimal sample probability p∗ = 0.0047 (i.e., the red vertical line) and the empirical
success rate for real-world social and item similarity graphs.
We also compare MC2G to several recommendation algorithms that leverage graph side information—namely, biased matrix
factorization (MF) [37], MF with social regularization (SoReg) [12], TrustSVD [38], and a spectral method with local refinements
using only the social graph or only the item graph as side information by Ahn et al. [17]. To ensure that the comparisons
are fair, we quantize the outputs of the other algorithms to be {0, 1}-valued. We measure the performances using the mean
absolute error (MAE)
∑n
i=1
∑m
j=1 |N̂ij −Nij |/(mn). Fig. 3a shows the MAE (averaged over 10 trials) of each algorithm when
p ∈ [0.0006, 0.002] (i.e., p < p∗ = 0.0047), while Fig. 3b shows the MAE (averaged over 5 trials) of each algorithm when
p ∈ [0.005, 0.008] (i.e., p > p∗ = 0.0047). Clearly, MC2G is superior compared to the other algorithms, and the advantage
is more significant as p increases. In fact, MC2G achieves zero MAE (i.e., all predictions are correct) for this dataset when
p ≥ 0.008. We provide the raw MAE data and the running times for each algorithm in Section VI-C of the SM.
BROADER IMPACT
By incorporating both the social and item similarity graphs, our recommendation algorithm MC2G achieves recommendations
that are, in general, more personalized and equitable. This also has the effect of achieving fairness to new users and new movie
producers. Yet, by exploiting the relationships between users, we are able to provide high quality recommendations to new
users who have not rated any movies previously. By exploiting the relationships between movies, we are also achieving a form
of fairness for hitherto obscure yet promising movie producers, recommending newly produced movies to users in a completely
unbiased and data-driven fashion. Hence, our work has the potential to achieve not only scientific but positive societal impact.
On the flip side, a potential negative impact that accompanies high-quality personalized recommendations pertains to privacy.
Indeed, even though profiles and features of all users may be perfectly protected, new users who have sparse connections in
their social network may nonetheless be able to learn their friends’ interests from the recommendations they receive. This
privacy-personalization trade-off has also been noticed in prior works such as [70]–[73]. Thus, a promising direction for future
research is to study the “sweet spot” in balancing the qualities of personalized recommendations, the level of fairness, and the
degree of privacy protection.
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Supplementary Material
Outline: This supplementary material is organized as follows. In Section VI, we present additional experimental results and
some details of implementation. Section VII provides some preliminaries for understanding the proofs of the theoretical results
in this work. Sections VIII and IX respectively present detailed proofs of the lower and upper bounds presented in Theorems 1
and 2. In Section X, we describe our computationally efficient algorithm MC2G in greater detail, and also prove theoretical
guarantees of MC2G (which is presented in Theorem 3).
VI. ADDITIONAL INFORMATION ON SEMI-REAL EXPERIMENTS
A. Real Social and Item Similarity Graphs
We adopt the following procedures to obtain real social and item similarity graphs for experiments.
• Sample all the movies and sub-sample users with indices 1 to 100, 000 from the Netflix dataset [36];
• Delete users and movies with no ratings;
• Construct k-nearest-neighbor graphs for both users and movies, where k is set to be 40 for both graphs.
• Run a spectral algorithm (with 5 clusters) on each graph, then pick the largest two clusters of users as the vertex set of
the social graph, and the largest two clusters of movies as the vertex set of the item similarity graph. The edge sets of the
two graphs are inherited from the k-nearest-neighbor graphs.
Fig. 4 provides visualizations of the clusters of users and movies using principal component analysis (PCA) and t-distributed
stochastic neighbor embedding (t-SNE), respectively. From these plots, we see that the clusters are rather well-separated,
showing that the spectral algorithm step employed in Stage 1 of our algorithm will succeed with high probability.
The two clusters of users are of sizes n1 = 8611 and n2 = 6538 respectively, thus the total number of users in the dataset
used in our semi-real experiments is n = n1 + n2 = 15149. The empirical connectivity probability of users in the first cluster
is B11 = 3.587 × 10−3, that of users in the second cluster is B22 = 3.293 × 10−3, and that of users in different clusters is
B12 = 1.112× 10−3. The two clusters of movies are of sizes m1 = 10374 and m2 = 4600 respectively, thus the total number
of movies in the dataset used in our semi-real experiments is m = m1 + m2 = 14974. Similar calculations show that the
empirical connectivity probabilities for movies are B′11 = 3.368× 10−3, B′22 = 5.805× 10−3, and B′12 = 0.663× 10−3.
B. Additional Experimental Results on Real Data
Recall that in Section V, we adopt the real social and item similarity graphs (obtained from the Netflix dataset) and synthesize
binary ratings based on these graphs and the assumptions that 10% movies are atypical movies and personalization distributions
are Bernoulli with parameters θA and θR. We then conduct experiments on this dataset to examine the empirical success rate
(averaged over 200 trials) versus the sample probability p. Due to space limitation, we only present the plot for θA = 0.05
and θR = 0.25 in Fig. 2c. In this supplementary material, we repeat the plot for θA = 0.05 and θR = 0.25 in Fig. 5a, and
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Fig. 4: Visualizations of the clusters of users and movies using PCA and t-SNE.
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(a) θA = 0.05, θR = 0.25, and the red vertical line corresponds to
the sample probability p = 0.0047.
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sample probability p = 0.0314.
Fig. 5: Empirical success rate versus sample probability p on Netflix datasets, when Z = {0, 1}, Qa0 = Bern(θA), Qa1 = Bern(1 − θA),
Qr0 = Bern(θR), Qr1 = Bern(1− θR).
additionally present a new plot for θA = 0.2 and θR = 0.4 in Fig. 5b. We observe that both of the two plots show that the
empirical success rate increases as the sample probability p increases.
Although there is no theoretical guarantee for asymmetric settings, we can nonetheless borrow results from Theorem 3 to
estimate the sample probability required for success based on the empirical connection probabilities calculated in Subsection VI-A.
Since the real social and movie graphs are asymmetric (i.e., B11 6= B22, B′11 6= B′22), we no longer calculate the quality of the
social graph I1 and the quality of the movie graph I2 as per
I1 = (
√
B11 −
√
B12)
2 n
log n
, I2 = (
√
B′11 −
√
B′12)
2 m
logm
.
Instead, we take the weights of clusters into consideration and approximate I1 and I2 by
I∗1 :=
n1(
√
B11 −
√
B12)
2 + n2(
√
B22 −
√
B12)
2
log n
, I∗2 :=
m1(
√
B′11 −
√
B′12)
2 +m2(
√
B′22 −
√
B′12)
2
logm
,
The estimated optimal sample probabilities required for success (corresponding to the red vertical lines in Figs. 5a and 5b) is
then calculated as
p∗ = max
{
(2− I∗1 ) log n
(dA + dR)m
,
(2− I∗2 ) logm
2dARn
,
logm
n ·min{dA, dR}
}
,
where dA, dR, dAR are defined in Section III. Specifically,
• When θA = 0.05 and θR = 0.25, we have I∗1 = 1.0229, I
∗
2 = 2.3426, dA = 0.5641, dR = 0.134, dAR = 0.1107, and
p∗ = 0.0047;
• When θA = 0.2 and θR = 0.4, we have I∗1 = 1.0229, I
∗
2 = 2.3426, dA = 0.2, dR = 0.0202, dAR = 0.0511, and
p∗ = 0.0314.
As shown in Figs. 5a and 5b, there is a keen agreement between the estimated optimal sample probability (i.e., the red vertical
lines) and the empirical success rate. This further corroborates that our algorithm is indeed amenable to real datasets.
C. Comparisons to other recommendation algorithms
In Figs. 3a and 3b, we compare MC2G to several state-of-the-art recommendation algorithms using side information such
as biased matrix factorization (MF) [37], matrix factorization with social regularization (SoReg) [12], TrustSVD [38], and a
spectral method with local refinements using only the social graph or only the item graph as side information by Ahn et al. [17].
Again, we adopt the same real social and item similarity graphs, and synthesize binary ratings based on these graphs and the
assumptions that 10% movies are atypical movies and the personalization distributions are Qa0 = Bern(0.05), Q
a
1 = Bern(0.95),
Qr0 = Bern(0.25), Q
r
1 = Bern(0.75). We adopt the implementations from LibRec [74], and the raw data for comparisons
(including the MAEs and running times 4 of each algorithm) are provided in Tables I and II. The comparisons show that
MC2G significantly outperforms the others. It is worth mentioning that the running times of MC2G and the algorithm in Ahn et
al. [17] with either a social or an item graph are dominated by the spectral initialization steps—this is the reason why the
running times of MC2G are roughly twice those of the algorithm in [17].
4We run the experiments on Intel(R) Core(TM) i7-6850K CPU @ 3.60GHz.
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TABLE I: Raw data of MAEs and Running times (in minutes) for p ∈ [0.0006, 0.002]
p = 0.0006 p = 0.0008 p = 0.0010 p = 0.0012 p = 0.0014 p = 0.0016 p = 0.0018 p = 0.0020
Algorithms MAE Time MAE Time MAE Time MAE Time MAE Time MAE Time MAE Time MAE Time
MC2G 0.083 18 0.057 18 0.039 18 0.027 18 0.016 18 0.013 18 0.008 18 0.006 18
Ahn et al. (social) 0.085 10 0.067 10 0.054 10 0.045 10 0.035 10 0.027 10 0.019 10 0.014 10
Ahn et al. (item) 0.182 7.5 0.161 7.5 0.147 7.5 0.136 7.5 0.127 7.5 0.118 7.5 0.107 7.5 0.098 7.5
Biased MF 0.377 0.5 0.363 0.5 0.353 0.5 0.346 0.5 0.341 0.7 0.338 0.9 0.334 0.9 0.326 1.0
SoReg 0.363 2 0.339 2 0.319 2.5 0.308 2.5 0.291 3 0.259 3 0.207 3 0.158 3
TrustSVD 0.179 4.2 0.148 4.6 0.135 5.1 0.115 7.3 0.105 9.3 0.107 11.4 0.098 12.2 0.082 14
TABLE II: Raw data of MAEs and Running times (in minutes) for p ∈ [0.005, 0.008]
p = 0.005 p = 0.006 p = 0.007 p = 0.008
Algorithms MAE Time MAE Time MAE Time MAE Time
MC2G 1.94× 10−4 18 1.05× 10−4 18 2.47× 10−5 18 0 18
Ahn et al. (social) 5.77× 10−4 10 2.43× 10−4 10 8.45× 10−5 10 3.3× 10−5 10
Ahn et al. (item) 1.92× 10−2 7.5 1.12× 10−2 7.5 7.11× 10−3 7.5 4.75× 10−3 7.5
Biased MF 5.29× 10−3 2.5 3.09× 10−3 2.7 1.77× 10−3 3.1 1.05× 10−3 3.3
SoReg 3.51× 10−2 4.5 2.93× 10−2 4.9 2.50× 10−2 5.1 2.15× 10−2 5.5
TrustSVD 5.92× 10−2 106 5.95× 10−2 135 5.33× 10−2 170 5.39× 10−2 183
VII. PRELIMINARIES
A. Maximum likelihood (ML) estimator φML
Recall that ξM,W,At,Aa,Rt,Ra (sometimes abbreviated as ξ) is an aggregation of parameters (which are subsets) that governs
the model, and its associated sets of men, women, typical and atypical action movies, and typical and atypical romance movies
are respectively denoted by ξM, ξW , ξAt , ξAa , ξRt , ξRa . For any ξ ∈ Ξ, its corresponding nominal matrix is denoted by Nξ.
Let L(ξ) := − logPξ(U, G1, G2) be the negative log-likelihood of ξ conditioned on the observation (U, G1, G2). The ML
estimator φML takes the observation (U, G1, G2) as input, and outputs the model parameter ξ that minimizes L(ξ), i.e.,
φML(U, G1, G2) = argmin
ξ∈Ξ
L(ξ). (5)
Consider a specific model parameter ξ∗M,W,At,Aa,Rt,Ra with ξ
∗
M = [n/2], ξ
∗
W = [n/2 + 1 : n], ξ
∗
At = [m/2], ξ
∗
Rt =
[m/2 + 1 : m], and ξ∗Ra = ξ
∗
Ra = ∅. As detailed in equation (15) to follow, the probabilities of error under different model
parameters ξ turn out to be the the same (regardless of the number of atypical action/romance movies in ξ), thus the maximum
error probability of φML satisfies
Perr(φML) = max
ξ∈Ξ
Pξ(φML(U, G1, G2) 6= ξ) = Pξ∗(φML(U, G1, G2) 6= ξ∗). (6)
B. Notations and Definitions
For any model parameter ξ ∈ Ξ, the number of edges between ξM and ξW , and the number of edges between ξA and ξR,
respectively take the form
e(ξM, ξW) :=
∑
i∈ξM
∑
i′∈ξW
Yii′ , e(ξA, ξR) :=
∑
j∈ξA
∑
j′∈ξR
Y¯jj′ ,
where {Yii′} i.i.d.∼ Bern(B12) and {Y¯jj′} i.i.d.∼ Bern(B′12). We use
SξA := {(i, j) : (i, j) ∈ [n]× ξA} and SξR := {(i, j) : (i, j) ∈ [n]× ξR}
to respectively denote the set of entries corresponding to action and romance movies in ξ. For b ∈ {0, 1}, z ∈ Z , we define
Sb,zξA (resp. S
b,z
ξR ) as the set of entries that belong to SξA (resp. SξR ) and satisfy N
ξ
ij = b and Uij = z, i.e.,
Sb,zξA :=
{
(i, j) ∈ SξA : Nξij = b and Uij = z
}
, and Sb,zξR :=
{
(i, j) ∈ SξR : Nξij = b and Uij = z
}
. (7)
We now consider two model parameters ξ, ξ∗ ∈ Ξ such that ξ 6= ξ∗. The set of entries belonging to both Sξ∗A and SξA is
denoted by
Saa := Sξ∗A ∩ SξA = {(i, j) : (i, j) ∈ [n]× (ξ∗A ∩ ξA)},
and similarly, we define
Sar := Sξ∗A ∩ SξR , Sra := Sξ∗R ∩ SξA , Srr := Sξ∗R ∩ SξR .
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Let u, v ∈ {a, r} be the variables that represent either action movies or romance movies. For u, v ∈ {a, r}, we further partition
Suv into four subsets Sbb′uv labelled by b, b′ ∈ {0, 1}, i.e.,
Sbb′uv := {(i, j) ∈ Suv : Nξ
∗
ij = b,N
ξ
ij = b
′}, for b, b′ ∈ {0, 1},
where Nξ
∗
and Nξ are respectively the nominal matrices corresponding to ξ∗ and ξ. We then partition each Sbb′uv into subsets
labelled by z ∈ Z , i.e.,
Sbb′,zuv :=
{
(i, j) ∈ Suv : Nξ
∗
ij = b,N
ξ
ij = b
′, and Uij = z
}
, for z ∈ Z.
VIII. PROOF OF THEOREM 1
Recall from Theorem 1 that under the symmetric setting wherein |M| = |W|, |A| = |R|, B11 = B22, and B′11 = B′22, as long
as the sample complexity exceeds the lower bound in (1) or (2), exact recovery is achievable with high probability. Theorem 1
can be achieved by using the ML estimator φML, thus in this section we provide a detailed performance analysis of φML.
A. Analysis of φML
Recalling the definition of the ML estimator φML in (5) and applying the union bound, one can bound the error probability
of φML as
Perr(φML) = Pξ∗(φML(U, G1, G2) 6= ξ∗) ≤
∑
ξ∈Ξ:ξ 6=ξ∗
Pξ∗(L(ξ) ≤ L(ξ∗)).
It remains to calculate Pξ∗(L(ξ) ≤ L(ξ∗)) for each ξ 6= ξ∗, which corresponds to the probability that φML outputs an incorrect
model parameter ξ 6= ξ∗. Due to the independence of U, G1, G2, we have Pξ(U, G1, G2) = Pξ(U)Pξ(G1)Pξ(G2) and
L(ξ) = − logPξ(U, G1, G2) = − logPξ(G1)− logPξ(G2)− logPξ(U).
For any model parameter ξ ∈ Ξ, the probability of observing a sub-sampled rating matrix U is given by
Pξ(U) = p|U|(1− p)mn−|U|
∏
z∈Z
Qa1(z)
|S1,zξA |Qa0(z)
|S0,zξA |Qr1(z)
|S1,zξR |Qr0(z)
|S0,zξR |,
where |U| is the number of observed entries in the sub-sampled rating matrix U We now consider two model parameters ξ∗ and
ξ simultaneously. By noting that Sξ∗A = Saa unionsq Sar, Sξ∗R = Sra unionsq Srr, SξA = Saa unionsq Sra, and Sξ∗R = Sar unionsq Srr, we reformulate the
probabilities of generating U respectively under ξ and ξ∗ as
logPξ∗(U) =
∑
z∈Z
|S1,zξ∗A | logQ
a
1(z) + |S0,zξ∗A | logQ
a
0(z) + |S1,zξ∗R | logQ
r
1(z) + |S0,zξ∗R | logQ
r
0(z) + c0
=
∑
u∈{a,r}
∑
v∈{a,r}
∑
z∈Z
(|S10,zuv |+ |S11,zuv |) logQu1 (z) + (|S00,zuv |+ |S01,zuv |) logQu0 (z) + c0, (8)
logPξ(U) =
∑
u∈{a,r}
∑
v∈{a,r}
∑
z∈Z
(|S01,zuv |+ |S11,zuv |) logQv1(z) + (|S00,zuv |+ |S10,zuv |) logQv0(z) + c0, (9)
where c0 := |U| log p+ (mn− |U|) log(1− p) is independent of ξ and ξ∗. Then, one can subtract (9) from (8) to obtain
logPξ∗(U)− logPξ(U)
=
∑
u,v∈{a,r}
∑
z∈Z
|S10,zuv | log
Qu1 (z)
Qv0(z)
+ |S11,zuv | log
Qu1 (z)
Qv1(z)
+ |S01,zuv | log
Qu0 (z)
Qv1(z)
+ |S00,zuv | log
Qu0 (z)
Qv0(z)
=
∑
u,v∈{a,r}
∑
z∈Z
 ∑
(i,j)∈S10uv
Tij1
{
Z1,uij = z
}
log
Qu1 (z)
Qv0(z)
+
 ∑
(i,j)∈S11uv
Tij1
{
Z1,uij = z
}
log
Qu1 (z)
Qv1(z)

+
 ∑
(i,j)∈S01uv
Tij1
{
Z0,uij = z
}
log
Qu0 (z)
Qv1(z)
+
 ∑
(i,j)∈S00uv
Tij1
{
Z0,uij = z
}
log
Qu0 (z)
Qv0(z)
 ,
=
∑
u,v∈{a,r}
∑
b,b′∈{0,1}
∑
(i,j)∈Sbb′uv
Tij log
Qub (Z
b,u
ij )
Qvb′(Z
b,u
ij )
, (10)
where {Tij} i.i.d.∼ Bern(p) and {Z1,uij } i.i.d.∼ Qu1 and {Z0,uij } i.i.d.∼ Qu0 for u ∈ {a, r}.
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Moreover, the probabilities of generating the social graph G1 and movie graph G2 are respectively given by
Pξ(G1) = Be(ξM,ξW)12 (1− B12)(
n
2 )
2−e(ξM,ξW)B|E1|−e(ξM,ξW)11 (1− B11)2(
n/2
2 )−(|E1|−e(ξM,ξW)),
Pξ(G2) = (B′12)e(ξA,ξR)(1− B′12)(
m
2 )
2−e(ξA,ξR)(B′11)
|E2|−e(ξA,ξR)(1− B′11)2(
m/2
2 )−(|E2|−e(ξA,ξR)).
Let λ1 := log
(1−B12)B11
(1−B11)B12 and λ2 := log
(1−B′12)B′11
(1−B′11)B′12 . One can obtain
logPξ∗(G1)− logPξ(G1) = λ1e(ξM, ξW)− λ1e(ξ∗M, ξ∗W), (11)
logPξ∗(G2)− logPξ(G2) = λ2e(ξA, ξR)− λ2e(ξ∗A, ξ∗R). (12)
We define k1 := |ξM \ ξ∗M| as the parameter that quantifies the amount of overlap between ξ∗M and ξM, k2 := |ξA \ ξ∗A| as the
parameter that quantifies the amount of overlap between ξ∗A and ξA, and Λ1 := nk1 − 2k21 and Λ2 := mk2 − 2k22 . Then, we
have
logPξ∗(G1)− logPξ(G1) = λ1
Λ1∑
k=1
(Yk −Xk), (13)
logPξ∗(G2)− logPξ(G2) = λ2
Λ2∑
k=1
(Y¯k − X¯k), (14)
where {Yk} i.i.d.∼ Bern(B12), {Xk} i.i.d.∼ Bern(B11), {Y¯k} i.i.d.∼ Bern(B′12), and {X¯k} i.i.d.∼ Bern(B′11).
Combining equations (10), (13), and (14), and applying the Chernoff bound P(X > κ) ≤ mint>0 e−tκ · E(etX) with t = 12 ,
we have
Pξ∗(L(ξ) ≤ L(ξ∗))
= P
(
λ1
Λ1∑
k=1
(Yk −Xk) + λ2
Λ2∑
k=1
(Y¯k − X¯k) +
∑
u,v∈{a,r}
∑
b,b′∈{0,1}
∑
(i,j)∈Sbb′uv
Tij log
Qvb′(Z
b,u
ij )
Qub (Z
b,u
ij )
≥ 0
)
(15)
≤ exp
{
− Λ1I1 log n
n
− Λ2I2 logm
m
} ∏
u,v∈{a,r}
∏
b,b′∈{0,1}
∏
(i,j)∈Sbb′uv
E
(
exp
(
1
2
Tij log
Qvb′(Z
b,u
ij )
Qub (Z
b,u
ij )
))
= exp
{
− Λ1I1 log n
n
− Λ2I2 logm
m
+
[ ∑
u,v∈{a,r}
∑
b,b′∈{0,1}
∣∣∣Sbb′uv ∣∣∣ log (1− pH2(Qub , Qvb′))
]}
(16)
≤ exp
{
− Λ1I1 log n
n
− Λ2I2 logm
m
− p ·
[ ∑
u,v∈{a,r}
∑
b,b′∈{0,1}
∣∣∣Sbb′uv ∣∣∣H2(Qub , Qvb′)
]}
, (17)
where equation (16) holds since
E
(
exp
(
1
2
Tij log
Qvb′(Z
b,u
ij )
Qub (Z
b,u
ij )
))
= 1− pH2(Qub , Qvb′).
To calculate |Sbb′uv | for each b, b′ ∈ {0, 1}, we define
taa :=
∣∣∣{j ∈ [m] : j ∈ ξ∗A ∩ ξA, Nξ∗ij 6= Nξij}∣∣∣ , for any i ∈ ξ∗M ∩ ξM, (18)
as the number of movies that belong to both ξ∗A and ξA and have different attractability to male users in ξ
∗ and ξ. Similarly,
we define
tar :=
∣∣∣{j ∈ [m] : j ∈ ξ∗A ∩ ξR, Nξ∗ij 6= Nξij}∣∣∣ , (19)
tra :=
∣∣∣{j ∈ [m] : j ∈ ξ∗R ∩ ξA, Nξ∗ij 6= Nξij}∣∣∣ , (20)
trr :=
∣∣∣{j ∈ [m] : j ∈ ξ∗R ∩ ξR, Nξ∗ij 6= Nξij}∣∣∣ , (21)
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where i ∈ ξ∗M ∩ ξM. Then, for u, v ∈ {a, r}, we have
|Suv| =
{
n(m2 − k2), if u = v,
nk2, if u 6= v.∣∣S10uv∣∣ = ∣∣S01uv∣∣ = (n2 − k1) tuv + k1
( |Suv|
n
− tuv
)
,∣∣S00uv∣∣ = ∣∣S11uv∣∣ = (n2 − k1)
( |Suv|
n
− tuv
)
+ k1tuv.
Let d(1)AR := (H
2(Qr0, Q
a
1)+H
2(Qa0, Q
r
1))/2 and d
(2)
AR := (H
2(Qa0, Q
r
0)+H
2(Qa1, Q
r
1))/2. By recalling dA = H
2(Qa0, Q
a
1), dR =
H2(Qr0, Q
r
1), and dAR = min{d(1)AR, d(2)AR} as defined in Section III, we have∑
u,v∈{a,r}
∑
b,b′∈{0,1}
∣∣∣Sbb′uv ∣∣∣H2(Qub , Qvb′)
= d
(1)
AR
(
(n− 2k1)(tar + tra) + 2k1(k2 − tar − tra)
)
+ d
(2)
AR
(
(n− 2k1)(k2 − tar − tra) + 2k1(tar + tra)
)
+ 2k1
(m
2
− k2
)
(dA + dR) + dAtaa(n− 4k1) + dRtrr(n− 4k1)
≥ 2dARnk2 + 2k1
(m
2
− k2
)
(dA + dR) + (taa + trr)(n− 4k1) min{dA, dR}. (22)
Thus, the term in (17) can be further upper bounded as
exp
{
− Λ1I1 log n
n
− Λ2I2 logm
m
− p ·
[
2dARnk2 + 2k1
(m
2
− k2
)
(dA + dR) + (taa + trr)(n− 4k1) min{dA, dR}
]}
,
(23)
where I1 = n(
√
B11 −
√
B12)
2/(log n) and I2 = m(
√
B′11 −
√
B′12)
2/(logm). Note that the above probability depends only
on the tuple of parameters (k1, k2, taa, trr), and this tuple, roughly speaking, quantifies the difference between ξ∗ and ξ∗. The
range of (k1, k2, taa, trr) is given by
T :=
{
(k1, k2, taa, trr) 6= (0, 0, 0, 0) : k1 ∈
[
0 :
n
4
]
, k2 ∈
[
0 :
m
4
]
, taa ∈
[
0 :
m
2
− k2
]
, trr ∈
[
0 :
m
2
− k2
]}
.
Note that (k1, k2, taa, trr) = (0, 0, 0, 0) corresponds to ξ∗ = ξ, and is thus excluded in T . For any  > 0, let δ :=
min{ 2I2 , 8(1+)} be a parameter that depends only on , and we further define four subsets of T as
T1 :=
{
(k1, k2, taa, trr) : k1 ∈ [1 : δn], k2 ∈ [0 : δm], taa ∈
[
0 :
m
2
− k2
]
, trr ∈
[
0 :
m
2
− k2
]}
,
T2 :=
{
(k1, k2, taa, trr) : k1 = 0, k2 ∈ [1 : δm], taa ∈
[
0 :
m
2
− k2
]
, trr ∈
[
0 :
m
2
− k2
]}
,
T3 :=
{
(k1, k2, taa, trr) : k1 > δn, k2 ∈
[
0 :
m
4
]
, taa ∈
[
0 :
m
2
− k2
]
, trr ∈
[
0 :
m
2
− k2
]}
,
T4 :=
{
(k1, k2, taa, trr) : k1 ∈
[
0 :
n
4
]
, k2 > δm, taa ∈
[
0 :
m
2
− k2
]
, trr ∈
[
0 :
m
2
− k2
]}
,
where T ⊂ (∪4i=1Ti). Let Ξξ∗(k1, k2, taa, trr) be the type class that comprises all the model parameters ξ with the same tuple
of parameters (k1, k2, taa, trr), and the parameter space Ξ \ {ξ∗} is equal to the union of type classes Ξξ∗(k1, k2, taa, trr) for
all (k1, k2, taa, trr) ∈ T . By noting that Pξ∗(L(ξ) ≤ L(ξ∗)) for every ξ in the same type class has the same upper bound as
per (23), we have
Perr(φML) ≤
∑
ξ∈Ξ:ξ 6=ξ∗
Pξ∗(L(ξ) ≤ L(ξ∗)) =
∑
(k1,k2,taa,trr)∈T
|Ξξ∗(k1, k2, taa, trr)| · Pξ∗(L(ξ) ≤ L(ξ∗))
≤
4∑
i=1
∑
(k1,k2,taa,trr)∈Ti
|Ξξ∗(k1, k2, taa, trr)| · Pξ∗(L(ξ) ≤ L(ξ∗)). (24)
In the following, we show that each of the four terms in (24) is negligible (i.e., tends to zero as n or m tends to infinity).
Case 1 (k1 ≤ δn and k2 ≤ δm): In this case, we have
Λ1 = 2k1
(n
2
− k1
)
≥ 2k1n
(
1
2
− δ
)
, Λ2 = 2k2
(m
2
− k2
)
≥ 2k2m
(
1
2
− δ
)
.
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Thus, following the term in (23), we have
Pξ∗(L(ξ) ≤ L(ξ∗))
≤ exp
{
− 2k1n
(
1
2
− δ
)
I1
log n
n
− 2k2m
(
1
2
− δ
)
I2
logm
m
− p
[
2dARnk2 + 2k1m
(
1
2
− δ
)
(dA + dR) + (taa + trr)n(1− 4δ) min{dA, dR}
]}
≤ exp
{
− 2k1
[(
1
2
− δ
)
I1(log n) + pm
(
1
2
− δ
)
(dA + dR)
]
− 2k2
[(
1
2
− δ
)
I2(logm) + pndAR
]
− pn(taa + trr)(1− 4δ) min{dA, dR}
}
. (25)
Since the sample complexity satisfies mnp ≥ (2(1+)−I1)n logn(dA+dR) , the first part of (25) ensures that
2k1
((
1
2
− δ
)
I1(log n) + pm
(
1
2
− δ
)
(dA + dR)
)
≥
(
1 +

2
)
2k1 log n. (26)
Recall from Theorem 1 that
1) when dAR > 0, the sample complexity satisfies mnp ≥ (2(1+)−I2)m logm2dAR and mnp ≥
(1+)m logm
min{dA,dR} ;
2) when dAR = 0, we set I2 ≥ 2(1 + ) and the sample complexity satisfies mnp ≥ (1+)m logmmin{dA,dR} .
Then, for both scenarios (dAR > 0 and dAR = 0), the second part of (25) ensures that
2k2
[(
1
2
− δ
)
I2(logm) + pndAR
]
+ pn(taa + trr)(1− 4δ) min{dA, dR} ≥
(
1 +

2
)
(2k2 + taa + trr) logm. (27)
Note that the cardinality of Ξξ∗(k1, k2, taa, trr) is upper bounded as
|Ξξ∗(k1, k2, taa, trr)| =
( n
2
k1
)2(m
2
k2
)2(m
2 − k2
taa
)(m
2 − k2
trr
) k2∑
tar=0
k2∑
tra=0
(
k2
tar
)(
k2
tra
)
≤ n2k1m2k2mtaa+trr · 22k2
≤ exp (2k1 log n) exp ((2k2 + taa + trr) logm+ 2k2) . (28)
Combining equations (25)-(28), we have that the error probability corresponding to the first term of (24) satisfies∑
(k1,k2,taa,trr)∈T1
|Ξξ∗(k1, k2, taa, trr)| · Pξ∗(L(ξ) ≤ L(ξ∗))
≤
∑
k1∈[1:δn]
e−k1 logn
∑
k2∈[0:δm]
e−k2 logm+2k2
∑
taa∈[0:m2 −k2]
m−

2 taa
∑
trr∈[0:m2 −k2]
m−

2 trr
≤ 16m−. (29)
Similarly, the error probability corresponding to the second term of (24) can be upper bounded as∑
(k1,k2,taa,trr)∈T2
|Ξξ∗(k1, k2, taa, trr)| · Pξ∗(L(ξ) ≤ L(ξ∗)) ≤ 32n−. (30)
Case 2 (k1 > δn or k2 > δm): In this case, one may check that
Pξ∗(L(ξ) ≤ L(ξ∗)) ≤ exp {−Ω(pmn)} .
Note that the number of community assignments of users is at most 2n (since each user belongs to either the set of men or the
set of women), and the number of community assignments of movies is at most 4m (since each movie is either typical or
atypical, and belongs to either the set of action movies or the set of romance movies), thus the cardinality of the parameter space
Ξ is at most 2n+2m. Therefore, the error probability corresponding to the third and the fourth terms of (24) (i.e., k1 > δn or
k2 > δm) can be upper bounded as∑
(k1,k2,taa,trr)∈T3∪T4
|Ξξ∗(k1, k2, taa, trr)| · Pξ∗(L(ξ) ≤ L(ξ∗)) ≤ |Ξ| · exp {−Ω(pmn)} = o(1). (31)
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Conclusion: By combining equations (24), (29), (30), (31), one can eventually show that the error probability of the ML
estimator Perr(φML) tends to zero as n tends to infinity, i.e.,
Perr(φML) ≤
4∑
i=1
∑
(k1,k2,taa,trr)∈Ti
|Ξξ∗(k1, k2, taa, trr)| · Pξ∗(L(ξ) ≤ L(ξ∗)) = o(1).
IX. PROOF OF THEOREM 2
Recall from Theorem 2 that under the symmetric setting, if the sample complexity is less than the upper bound in (3) or (4),
the error probability of any estimator must tend to one as n tends to infinity. First, one can show that the ML estimator φML
minimizes the error probability Perr defined in Section II, i.e.,
inf
φ
Perr(φ) = inf
φ
max
ξ∈Ξ
Pξ(φ(U, G1, G2) 6= ξ) ≥ inf
φ
1
|Ξ|
∑
ξ∈Ξ
Pξ(φ(U, G1, G2) 6= ξ) (32)
≥ 1|Ξ|
∑
ξ∈Ξ
Pξ(φML(U, G1, G2) 6= ξ) (33)
= Pξ∗ (φML(U, G1, G2) 6= ξ∗) , (34)
where (33) is due to the fact that ML estimator is optimal when the prior distribution is uniform, and (34) is obtained by
assuming (U, G1, G2) is generated according to the model parameterized by ξ∗ without loss of generality. Hence, it suffices to
analyze the error probability with respect to φML and ξ∗. Before stating the detailed proofs, we first provide a lemma that
states that the Chernoff bound is tight on the exponential scale.
Lemma 1. We define P (1), P ′(1), P (2), P ′(2), . . . , P (S), P ′(S) as distributions on Z , where S ≥ 1. Let K,N1, N2, . . . , NS
be positive integers, and we define some random variables as follows: {Xk}Kk=1 i.i.d.∼ Bern(α), {Yk}Kk=1 i.i.d.∼ Bern(β),
{T (s)k }Nsk=1
i.i.d.∼ Bern(p), {T ′(s)k }Nsk=1
i.i.d.∼ Bern(p) for every s ∈ [S], and {Z(s)k }Nsk=1
i.i.d.∼ P (s), {Z ′(s)k }Nsk=1
i.i.d.∼ P ′(s) for every
s ∈ [S]. Assume that α, β, p = o(1) and m∗ = max{√αβK, pN1, pN2, . . . , pNS} = ω(1). Then, as K tends to infinity if√
αβK = m∗, or as Ns tends to infinity if pNs = m∗ (for s ∈ [S]), we have
P
(
log
(
(1− β)α
(1− α)β
) K∑
k=1
(Yk −Xk) +
S∑
s=1
[
Ns∑
k=1
T
(s)
k log
P ′(s)(Z(s)k )
P (s)(Z
(s)
k )
]
+
[
Ns∑
k=1
T
′(s)
k log
P (s)(Z
′(s)
k )
P ′(s)(Z ′(s)k )
]
≥ 0
)
≥ 1
4
exp
{
−(1 + o(1))K(√α−
√
β)2 −
S∑
s=1
(1 + o(1))2NspH
2(P (s), P ′(s))
}
.
Proof. See Appendix A.
Subsections IX-A, IX-B, IX-C, and IX-D below respectively state that if the sample complexity mnp is not sufficiently large,
the probability of success always tends to zero as n tends to infinity (alternatively, limn→∞ Perr(φML) = 1).
A. Error events corresponding to the type class Ξξ∗(0, 0, 1, 0)
This subsection considers the case when the sample complexity mnp < (1 − )(m logm)/dA, and focuses on the effect
of the type class Ξξ∗(0, 0, 1, 0) on the error probability. According to the definition of the ML estimator φML in (5), one can
formulate the probability of success of φML as
Psuc(φML) = Pξ∗
 ⋂
ξ∈Ξ:ξ 6=ξ∗
{L(ξ) > L(ξ∗)}

= Pξ∗
 ⋂
(k1,k2,taa,trr)∈T
⋂
ξ∈Ξξ∗ (k1,k2,taa,trr)
{L(ξ) > L(ξ∗)}

≤ Pξ∗
 ⋂
ξ∈Ξξ∗ (0,0,1,0)
{L(ξ) > L(ξ∗)}
 .
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In the following analysis, we only consider the model parameters ξ 6= ξ∗ that belong to the specific type class Ξξ∗(0, 0, 1, 0).
Recalling the expression for Pξ∗(L(ξ) ≤ L(ξ∗)) in (15) and substituting (k1, k2, taa, trr) by (0, 0, 1, 0), we have that for any
ξ ∈ Ξξ∗(0, 0, 1, 0),
Pξ∗(L(ξ) ≤ L(ξ∗)) = P
 ∑
(i,j)∈S10aa
Tij log
Qa0(Z
1,a
ij )
Qa1(Z
1,a
ij )
+
∑
(i,j)∈S01aa
Tij log
Qa1(Z
0,a
ij )
Qa0(Z
0,a
ij )
≥ 0

≥ 1
4
exp {−(1 + o(1))npdA} , (35)
where {Z1,aij }ij i.i.d.∼ Qa1 and {Z0,aij }ij i.i.d.∼ Qa0. Inequality (35) follows from Lemma 1 by substituting K = 0, S = 1,
N1 = |S10aa | = |S01aa | = n/2, and choosing P (1) = Qa1 and P ′(1) = Qa0. Hence, for sufficiently large n,
Pξ∗(L(ξ) > L(ξ∗)) ≤ 1− 1
4
exp {−(1 + o(1))npdA} ≤ exp
{
−1
4
e−(1+o(1))npdA
}
.
By noting that the m/2 events {L(ξ) > L(ξ∗)}ξ∈Ξξ∗ (0,0,1,0) are mutually independent and the sample complexity mnp <
(1− )(m logm)/dA, one can bound the probability of success from above as
Psuc(φML) ≤ Pξ∗
 ⋂
ξ∈Ξξ∗ (0,0,1,0)
{L(ξ) > L(ξ∗)}
 = ∏
ξ∈Ξξ∗ (0,0,1,0)
Pξ∗ (L(ξ) > L(ξ∗))
≤ exp
{
−m
8
e−(1+o(1))npdA
}
= exp
{
−1
8
elogm−(1+o(1))npdA
}
≤ exp
(
−1
8
m

2
)
.
B. Error events corresponding to the type class Ξξ∗(0, 0, 0, 1)
This subsection considers the case when the sample complexity mnp < (1− )(m logm)/dR, and focuses on the effect of
the type class Ξξ∗(0, 0, 0, 1) on the error probability. The analysis here is very similar to that in Subsection IX-A, except that
we focus on a different type class Ξξ∗(0, 0, 0, 1). One may first show that
Psuc(φML) ≤ Pξ∗
 ⋂
ξ∈Ξξ∗ (0,0,0,1)
{L(ξ) > L(ξ∗)}
 = ∏
ξ∈Ξξ∗ (0,0,0,1)
Pξ∗ (L(ξ) > L(ξ∗)) ,
and then calculate Pξ∗ (L(ξ) > L(ξ∗)) for each model parameter ξ 6= ξ∗ that belongs to the type class Ξξ∗(0, 0, 0, 1). It turns
out that if the sample complexity mnp < (1− )(m logm)/dR, the probability of success satisfies
Psuc(φML) ≤ exp
(
−1
8
m

2
)
. (36)
C. Error events corresponding to the type class Ξξ∗(1, 0, 0, 0)
This subsection considers the case when the sample complexity mnp < ((1− )− I1)n log n/(dA+ dR), and focuses on the
effect of the type class Ξξ∗(1, 0, 0, 0) on the error probability. Consider the model parameter ξ∗, and recall that ξ∗M = [1 : n/2]
and ξ∗W = [n/2 + 1 : n]. For each user i ∈ ξ∗M and user i′ ∈ ξ∗W , the model parameter ξ∗(i,i
′)
row is identical to ξ∗ except that the
i-th and i′-th users are swapped, i.e., i ∈ (ξ∗(i,i′)row )W and i′ ∈ (ξ∗(i,i
′)
row )M. The probability of success of φML is upper bounded
as
Psuc(φML) ≤ Pξ∗
 ⋂
ξ∈Ξξ∗ (1,0,0,0)
{L(ξ) > L(ξ∗)}
 = Pξ∗
 ⋂
i∈ξ∗M,i′∈ξ∗W
{
L
(
ξ∗(i,i
′)
row
)
> L(ξ∗)
} . (37)
It is worth noting that the events {L(ξ∗(i,i′)row ) > L(ξ∗)} for i ∈ ξ∗M and i′ ∈ ξ∗W are not mutually independent, thus it is
not easy to calculate the term in the right-hand side (RHS) of (37). For example, the two events {L(ξ∗(1,n)row ) > L(ξ∗)}
and {L(ξ∗(1,n−1)row ) > L(ξ∗)} are correlated since the first users in both of the two incorrect model parameters ξ∗(1,n)row and
ξ
∗(1,n−1)
row are female users, and one may check that a smaller value of L(ξ
∗(1,n)
row ) − L(ξ∗) also implies a smaller value of
L(ξ
∗(1,n−1)
row )− L(ξ∗). In the following, we circumvent this dependence issue by using the following approach inspired by [17].
20
Let r1 := n/ log2 n, and G′1 = (V ′1, E ′1) be a sub-graph of the social graph G1 = (V1, E1), where V ′1 := [1 : 2r1]∪ [n/2 + 1 :
n/2 + 2r1] ⊂ V1 is a subset of the n users and E ′1 ⊂ E1 is the set of edges connecting nodes in V ′1. Lemma 2 below shows
that the number of isolated nodes in G′1 (i.e., the nodes in V ′1 that are not connected to any other nodes in V ′1) is at least 3r1.
Lemma 2. With probability at least 1− exp
(
−η2(B11+B12)n2
log4 n
)
for any η ∈ (0, 1), the number of isolated nodes in G′1 is at
least 3r1.
Proof. See Appendix B.
Conditioned on the event that the number of isolated nodes in G′1 is at least 3r1 (denoted by ∆1), one can find a subset
M¯ ⊂ ξ∗M and a subset W¯ ⊂ ξ∗W such that |M¯| = |W¯| = r1 and all the nodes in M¯ ∪ W¯ are isolated nodes in G′1. Let [M¯]k
and [W¯]k be the k-th element of M¯ and W¯ , respectively. We can upper bound the term in (37) as
Pξ∗
 ⋂
i∈ξ∗M,i′∈ξ∗W
{
L
(
ξ∗(i,i
′)
row
)
> L(ξ∗)
}
≤ Pξ∗
 ⋂
k∈[r1]
{
L
(
ξ∗([M¯]k,[W¯]k)row
)
> L(ξ∗)
}
= Pξ∗(∆1)Pξ∗
 ⋂
k∈[r1]
{
L
(
ξ∗([M¯]k,[W¯]k)row
)
> L(ξ∗)
} ∣∣∣∣∆1
+ Pξ∗(∆c1)Pξ∗
 ⋂
k∈[r1]
{
L
(
ξ∗([M¯]k,[W¯]k)row
)
> L(ξ∗)
} ∣∣∣∣∆c1

≤ Pξ∗
 ⋂
k∈[r1]
{
L
(
ξ∗([M¯]k,[W¯]k)row
)
> L(ξ∗)
} ∣∣∣∣∆1
+ Pξ∗(∆c1). (38)
Note that conditioned on ∆1, the events {L(ξ∗([M¯]k,[W¯]k)row ) > L(ξ∗)} for k ∈ [r1] are mutually independent by our construction,
thus the first term in (38) equals
r1∏
k=1
Pξ∗
(
L(ξ∗([M¯]k,[W¯]k)row ) > L(ξ
∗)
∣∣∆1) = Pξ∗ (L(ξ∗([M¯]1,[W¯]1)row ) > L(ξ∗)∣∣∆1)r1 . (39)
Since the event ∆1 occurs with high probability, we also have
Pξ∗
(
L(ξ∗([M¯]1,[W¯]1)row ) > L(ξ
∗)
)
= Pξ∗
(
L(ξ∗([M¯]1,[W¯]1)row ) > L(ξ
∗)
∣∣∆1)Pξ∗(∆1) + Pξ∗ (L(ξ∗([M¯]1,[W¯]1)row ) > L(ξ∗)∣∣∆c1)Pξ∗(∆c1)
≥
(
1− exp
(
−η
2(B11 + B12)n
2
log4 n
))
· Pξ∗
(
L(ξ∗([M¯]1,[W¯]1)row ) > L(ξ
∗)
∣∣∆1) ,
which implies that the conditional probability Pξ∗(L(ξ∗([M¯]1,[W¯]1)row ) > L(ξ∗)
∣∣∆1) is arbitrarily close to the unconditional
probability Pξ∗(L(ξ∗([M¯]1,[W¯]1)row ) > L(ξ∗)) as n→∞. Thus, we consider the latter as follows:
Pξ∗
(
L(ξ∗([M¯]1,[W¯]1)row ) ≤ L(ξ∗)
)
= P
(
λ1
n−2∑
k=1
(Yk −Xk) +
∑
u∈{a,r}
∑
(i,j)∈S10uu
Tij log
Qu0 (Z
1,u
ij )
Qu1 (Z
1,u
ij )
+
∑
(i,j)∈S01uu
Tij log
Qu1 (Z
0,u
ij )
Qu0 (Z
0,u
ij )
≥ 0
)
≥ 1
4
exp {−(1 + o(1))I1 log n− (1 + o(1))mp(dA + dR)} , (40)
where {Z1,uij }ij i.i.d.∼ Qu1 and {Z0,uij }ij i.i.d.∼ Qu0 . Inequality (40) follows from Lemma 1 by substituting K = n − 2, S = 2,
N1 = |S10aa | = |S01aa | = m/2, N2 = |S10rr | = |S01rr | = m/2, and choosing P (1) = Qa1, P ′(1) = Qa0, P (2) = Qr1, and P ′(2) = Qr0.
By noting that the sample complexity mnp < ((1− )− I1)n log n/(dA + dR), we have
Pξ∗
(
L(ξ∗([M¯]1,[W¯]1)row ) > L(ξ
∗)
)r1
=
(
1− Pξ∗
(
L(ξ∗([M¯]1,[W¯]1)row ) ≤ L(ξ∗)
))r1
≤ exp
{
−1
4
e−(1+o(1))I1 logn−(1+o(1))mp(dA+dR)
}r1
≤ exp
(
−1
4
n

2
)
,
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and for sufficiently large n,
Pξ∗
(
L(ξ∗([M¯]1,[W¯]1)row ) > L(ξ
∗)
∣∣∆1)r1 ≤ (1− exp(−η2(B11 + B12)n2
log4 n
))−r1
Pξ∗
(
L(ξ∗([M¯]1,[W¯]1)row ) > L(ξ
∗)
)r1
≤ 2 exp
(
−1
4
n

2
)
. (41)
By combining inequalities (38), (39) and (41), one can eventually show that
Psuc(φML) ≤ Pξ∗
(
L(ξ∗([M¯]1,[W¯]1)row ) > L(ξ
∗)
∣∣∆1)r1 + Pξ∗(∆c1) ≤ 3 exp(−14n 2
)
,
which implies that the probability of success tends to zero as n tends to infinity.
D. Error events corresponding to the type class Ξξ∗(0, 1, 0, 0)
This subsection focuses on the type class Ξξ∗(0, 1, 0, 0) and shows that the probability of success must tend to zero if
1) dAR > 0 and the sample complexity mnp < ((1− )− I1)n log n/(2dAR);
2) dAR = 0 and I2 ≤ 2(1− ).
Consider the model parameter ξ∗, and recall that ξ∗A = [1 : m/2] and ξ
∗
W = [m/2 + 1 : m]. For each movie j ∈ ξ∗A and movie
j′ ∈ ξ∗R, the model parameter ξ∗(j,j
′)
col is identical to ξ
∗ except that the j-th and j′-th movies are swapped, i.e., j ∈ (ξ∗(j,j′)col )R
and j′ ∈ (ξ∗(j,j′)col )A. The probability of success of φML is upper bounded as
Psuc(φML) ≤ Pξ∗
 ⋂
ξ∈Ξξ∗ (0,1,0,0)
{L(ξ) > L(ξ∗)}
 = Pξ∗
 ⋂
j∈ξ∗A,j′∈ξ∗R
{
L
(
ξ
∗(j,j′)
col
)
> L(ξ∗)
} . (42)
Let r2 := m/ log2m, and G′2 = (V ′2, E ′2) be a sub-graph of the movie graph G2 = (V2, E2), where V ′2 := [1 : 2r2]∪ [m/2 + 1 :
m/2 + 2r2] ⊂ V2 is a subset of the m movies and E ′2 ⊂ E2 is the set of edges connecting nodes in V ′2.
Lemma 3. With probability at least 1− exp
(
−η2(B′11+B′12)m2
log4m
)
for any η ∈ (0, 1), the number of isolated nodes in G′2 (i.e.,
the nodes in V ′2 that are not connected to any other nodes in V ′2) is at least 3r2.
The proof of Lemma 3 is similar to that of Lemma 2, hence we omit it here. Conditioned on the event that the number
of isolated nodes in G′2 is at least 3r2 (denoted by ∆2), one can find a subset A¯ ⊂ ξ∗A and a subset R¯ ⊂ ξ∗R such that
|A¯| = |R¯| = r2 and all the nodes in A¯ ∪ R¯ are isolated nodes in G′2. Let [A¯]k and [R¯]k be the k-th element of A¯ and R¯,
respectively.
1) When dAR > 0: The probability of success in (42) is upper bounded as
Pξ∗
 ⋂
j∈ξ∗A,j′∈ξ∗R
{
L
(
ξ
∗(j,j′)
col
)
> L(ξ∗)
} ≤ Pξ∗
 ⋂
k∈[r2]
{
L
(
ξ
∗([A¯]k,[R¯]k)
col
)
> L(ξ∗)
}
≤ Pξ∗
 ⋂
k∈[r2]
{
L
(
ξ
∗([A¯]k,[R¯]k)
col
)
> L(ξ∗)
} ∣∣∣∣∆2
+ Pξ∗(∆c2). (43)
Conditioned on ∆2, the events {L(ξ∗([A¯]k,[R¯]k)col ) > L(ξ∗)} for k ∈ [r2] are mutually independent, thus the first term in (43)
equals
r2∏
k=1
Pξ∗
(
L
(
ξ
∗([A¯]k,[R¯]k)
col
)
> L(ξ∗)
∣∣∣∣∆2) = Pξ∗ (L(ξ∗([A¯]1,[R¯]1)col ) > L(ξ∗)∣∣∣∣∆2)r2 .
Recall that the type class Ξξ∗(0, 1, 0, 0) considered in this Subsection corresponds to k2 = 1 and k1 = taa = trr = 0. When
k2 = 1, the two parameters tar and tra defined in (19) and (20) can be chosen to be either 0 or 1, and we consider different
values of tar and tra in different cases.
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• Case A (d(1)AR < d
(2)
AR): In this case we set tar = tra = 1, thus
Pξ∗
(
L(ξ
∗([A¯]1,[R¯]1)
col ) ≤ L(ξ∗)
)
= P
(
λ2
m−2∑
k=1
(Y¯k − X¯k) +
∑
(i,j)∈S10ar
Tij log
Qr0(Z
1,a
ij )
Qa1(Z
1,a
ij )
+
∑
(i,j)∈S01ar
Tij log
Qr1(Z
0,a
ij )
Qa0(Z
0,a
ij )
+
∑
(i,j)∈S10ra
Tij log
Qa0(Z
1,r
ij )
Qr1(Z
1,r
ij )
+
∑
(i,j)∈S01ra
Tij log
Qa1(Z
0,r
ij )
Qr0(Z
0,r
ij )
≥ 0
)
≥ 1
4
exp
{
−(1 + o(1))I2 logm− (1 + o(1))2npd(1)AR
}
, (44)
where inequality (44) follows from Lemma 1 by substituting K = m − 2, S = 2, N1 = |S10ar | = |S01ra | = n/2,
N2 = |S01ar | = |S10ra | = n/2, and choosing P (1) = Qa1, P ′(1) = Qr0, P (2) = Qa0, and P ′(2) = Qr1. Since the sample
complexity
mnp <
((1− )− I2)m logm
2dAR
≤ ((1− )− I2)m logm
2d
(1)
AR
,
we have
Pξ∗
(
L(ξ
∗([A¯]1,[R¯]1)
col ) > L(ξ
∗)
)r2
=
(
1− Pξ∗
(
L(ξ
∗([A¯]1,[R¯]1)
col ) ≤ L(ξ∗)
))r2
≤ exp
{
−1
4
e−(1+o(1))I2(logm)−(1+o(1))2npd
(1)
AR
}r2
≤ exp
(
−1
4
m

2
)
. (45)
• Case B (d(1)AR ≥ d(2)AR): In this case we set tar = tra = 0. Similarly to the analyses in (44) and (45), it can be shown that
as long as the sample complexity mnp < ((1− )− I2)m logm/(2d(2)AR), we have
Pξ∗
(
L(ξ
∗([A¯]1,[R¯]1)
col ) > L(ξ
∗)
)r2 ≤ exp(−1
4
m

2
)
. (46)
Hence, in both case A and case B, for sufficiently large n, the probability of success is bounded from above as
Psuc(φML) ≤ Pξ∗
(
L(ξ
∗([A¯]1,[R¯]1)
col ) > L(ξ
∗)
∣∣∆2)r2 + Pξ∗(∆c2)
≤
(
1− exp
(
−η
2(B′11 + B
′
12)m
2
log4m
))−r2
Pξ∗
(
L(ξ
∗([A¯]1,[R¯]1)
col ) > L(ξ
∗)
)r2
+ Pξ∗(∆c2)
≤ 3 exp
(
−1
4
m

2
)
.
2) When dAR = 0: For each movie j ∈ ξ∗A, we define the model parameter ξ∗(j)col to be identical to ξ∗ except that the j-th
movie in ξ∗(j)col is a romance movie, i.e., j ∈ (ξ∗(j)col )R. Similarly, for each movie j′ ∈ ξ∗R, we define the model parameter ξ∗(j
′)
col
to be identical to ξ∗ except that the j′-th movie in ξ∗(j
′)
col is an action movie, i.e., j
′ ∈ (ξ∗(j′)col )A. Lemma 4 below is adapted
from [75, Appendix A-F], and establishes a relationship among ξ∗(j)col , ξ
∗(j′)
col , and ξ
∗(j,j′)
col .
Lemma 4. Conditioned on the event ∆2, if L(ξ
∗(j)
col ) ≤ L(ξ∗) and L(ξ∗(j
′)
col ) ≤ L(ξ∗) for some j ∈ A¯ and j′ ∈ R¯, then we
have L(ξ∗(j,j
′)
col ) ≤ L(ξ∗).
Based on Lemma 4, the term in the right-hand side of (42) can be bounded from above as
Pξ∗
 ⋂
j∈ξ∗A,j′∈ξ∗R
{
L
(
ξ
∗(j,j′)
col
)
> L(ξ∗)
}
= Pξ∗
 ⋂
k∈[r2]
{
L
(
ξ
∗([A¯]k,[R¯]k)
col
)
> L(ξ∗)
} ∣∣∣∣∆2

≤ Pξ∗
 ⋂
k∈[r2]
{
L(ξ
∗[A¯]k
col ) > L(ξ
∗)
} ∣∣∣∣∆2
+ Pξ∗
 ⋂
k∈[r2]
{
L(ξ
∗[R¯]k
col ) > L(ξ
∗)
} ∣∣∣∣∆2
 (47)
≤ Pξ∗
(
L(ξ
∗[A¯]1
col ) > L(ξ
∗)
∣∣∆2)r2 + Pξ∗ (L(ξ∗[R¯]1col ) > L(ξ∗)∣∣∆2)r2 , (48)
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where (48) is obtained by noting that conditioned on ∆2, the events {L(ξ∗([A¯]k)col ) > L(ξ∗)} for k ∈ [r2] are mutually independent,
and the events {L(ξ∗([R¯]k)col ) > L(ξ∗)} for k ∈ [r2] are also mutually independent. Since I2 < 2(1 − ), applying Lemma 1
yields that
Pξ∗
(
L(ξ
∗([A¯]1)
col ) ≤ L(ξ∗)
)
= P
λ2 m2 −1∑
k=1
(Y¯k − X¯k) + λ2Y¯m2 ≥ 0
 ≥ P
λ2 m2 −1∑
k=1
(Y¯k − X¯k) ≥ 0
 ≥ 1
4
e−
1
2 (1+o(1))I2(logm),
thus we have
Pξ∗
(
L(ξ
∗([A¯]1)
col ) > L(ξ
∗)
)r2
=
(
1− Pξ∗
(
L(ξ
∗([A¯]1)
col ) ≤ L(ξ∗)
))r2 ≤ exp(−1
4
m

2
)
. (49)
We can bound the second term of (48) in a similar way, and it turns out that
Pξ∗
(
L(ξ
∗([R¯]1)
col ) > L(ξ
∗)
)r2 ≤ exp(−1
4
m

2
)
. (50)
Therefore, combining Lemma 3 and equations (48), (49), (50), we eventually show that
Psuc(φML) ≤ 5 exp
(
−1
4
m

2
)
,
which implies that the probability of success tends to zero as n or m tends to infinity.
X. DETAILED DESCRIPTIONS OF MC2G
As mentioned in Remark 2 (Section IV), we use an information splitting method to circumvent the problem of having initially
independent random variables become dependent upon conditioning on the outcome of previous stages of the multi-stage
algorithm. This method has been adopted in [47], [49], [63] for the algorithm developments of the community detection
problem. The high-level idea is to split the full observation (U, G1, G2) into two parts—the first part, denoted by (Ua, Ga1 , G
a
2),
is used for weak recovery of users and movies in Steps 1-2; while the second part, denoted by (Ub, Gb1, G
b
2), is used for local
refinements (exact recovery) of each user and each movie in Steps 3-4.
We first elaborate on the information splitting method used in this work.
1) Let H1 = (V1, E¯1) be the complete graph, where V1 is the set of n user nodes and E¯1 is the set of all edges of V1 (which
is of size
(|V1|
2
)
). We randomly partition H1 into two sub-graphs Ha1 = (V1, E¯a1 ) and Hb1 = (V1, E¯b1) such that Ha1 is an
Erdo˝s-Rényi (ER) graph on V1 with edge probability 1/
√
log n, and Hb1 is the complement of H
a
1 . That is, each e ∈ E¯1 is
sampled (independently) to E¯a1 with probability 1/
√
log n, and E¯b1 with probability 1− 1/
√
log n. This partition is done
independently of the generation of the SBM G1. For any realizations Ha1 = h
a
1 and H
b
1 = h
b
1, let
Ga1 := h
a
1 ∩G1 and Gb1 := hb1 ∩G1. (51)
be two sub-SBMs generated on sub-graphs ha1 and h
b
1, respectively.
5
2) (i) Consider the regime in which dAR > 0. Let H2 = (V2, E¯2) be the complete graph, where V2 is the set of m movie
nodes and E¯2 is the set of all edges of V2 (which is of size
(|V1|
2
)
). We randomly partition H2 into two sub-graphs
Ha2 = (V2, E¯a2 ) and Hb2 = (V2, E¯b2) such that Ha2 is an ER graph on V2 with edge probability 1/
√
logm, and Hb2 is
the complement of Ha2 . That is, each e ∈ E¯2 is sampled (independently) to E¯a2 with probability 1/
√
logm, and Eb2 with
probability 1− 1/√logm. This partition is done independently of the generation of the SBM G2. For any realizations
Ha2 = h
a
2 and H
b
2 = h
b
2, let
Ga2 := h
a
2 ∩G2 and Gb2 := hb2 ∩G2. (52)
be two sub-SBMs generated on sub-graphs ha2 and h
b
2, respectively.
(ii) When dAR = 0, we do not split G2, but for notational convenience we denote Ga2 = G
b
2 = G2.
3) Consider the rating matrix U with index set H3 = {(i, j) : i ∈ [n], j ∈ [m]}. We randomly partition H3 into two subsets
Ha3 and Hb3, where each entry (i, j) is sampled (independently) to Ha3 with probability 1/
√
log n, and Hb3 with probability
1− 1/√log n. That is, Hb3 is the complement of Ha3 . For any realizations Ha3 = ha3 and Hb3 = hb3, two rating matrices Ua
and Ub are given by
Uaij =
{
Uij if (i, j) ∈ ha3
e, otherwise
, Ubij =
{
Uij if (i, j) ∈ hb3
e, otherwise
. (53)
5More specifically, for the sub-SBM Ga1 (resp. G
b
1), any pairs of nodes (i, i
′) are connected with probability B11 if i, i′ ∈ M and (i, i′) ∈ Ea1 (resp.
(i, i′) ∈ Eb1), with probability B22 if i, i′ ∈ W and (i, i′) ∈ Ea1 (resp. (i, i′) ∈ Eb1), with probability B12 if i and i′ are in the different communities and
(i, i′) ∈ Ea1 (resp. (i, i′) ∈ Eb1 ), and with probability zero otherwise.
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Instead of running Steps 1-4 on the full observation (U, G1, G2) as described in Section IV, in the following, we use the first
part of the observations (Ua, Ga1 , G
a
2) as inputs to Steps 1 and 2 and we use the second part of the observations (U
b, Gb1, G
b
2)
as inputs to Steps 3 and 4.
With this slight modification, we are able to circumvent the dependence issue among different steps and formally prove
that exact recovery is achievable as long as the sample complexity satisfies the requirements in Theorem 3 (restated below).
Specifically, we analyze a set of random variables associated with (Ua, Ga1 , G
a
2) in Steps 1-2, and analyze a different (and
independent) set of random variables associated with (Ub, Gb1, G
b
2) in Steps 3-4. Since the random variables associated
with (Ua, Ga1 , G
a
2) and (U
b, Gb1, G
b
2) are independent, it is then not hard to develop a theoretical guarantee on the overall
success probability of the multi-stage algorithm MC2G, as presented in Subsection X-B. Meanwhile, there is ample numerical
evidence from our synthetic experiments to show that exact recovery is also achievable by the unmodified MC2G under the
same requirements; in fact, the unmodified MC2G has a better performance when the model size is relatively small (e.g.,
m,n ≤ 10, 000).
Algorithm 1: MC2G
Input : Sub-sampled rating matrix U, Social graph G1, Movie graph G2
Output : Communities of men and women, typical/atypical action and romance movies (M̂, Ŵ , Ât, Âa, R̂t, R̂a), nominal
matrix N̂
Step 1 (Weak recovery of communities)
Apply the spectral method on Ga1 to obtain initial estimators M(0) and W(0);
Apply the spectral method on Ga2 to obtain initial estimators A(0) and R(0);
Step 2 (Weak recovery of the nominal matrix)
for movie j = 1 to m do
if j ∈ A(0) then
declare j ∈ A(0)t if S(j) > 0, and j ∈ A(0)a otherwise;
else if j ∈ R(0) then
declare j ∈ R(0)t if S(j) ≤ 0, and j ∈ R(0)a otherwise;
end
Obtain an estimate N(0) of the nominal matrix as Per (60), based on M(0),W(0),A(0)t ,A(0)a ,R(0)t ,R(0)a .
Step 3 (Local refinements of users)
for user i = 1 to n do
if L0(i) > 0 then
M̂ ← i;
else
Ŵ ← i;
end
end
Step 4 (Local refinements of movies)
for movie j = 1 to m do
if L1(j) > 0 and L3(j) > 0 and L5(j) > 0 then
Ât ← j;
else if L1(j) ≤ 0 and L4(j) > 0 and L6(j) > 0 then
Âa ← j;
else if L2(j) > 0 and L4(j) ≤ 0 and L5(j) ≤ 0 then
R̂t ← j;
else
R̂a ← j;
end
end
Reconstruct the nominal matrix N̂ as Per (80), based on M̂, Ŵ, Ât, Âa, R̂t, R̂a.
A. Detailed Descriptions and Analyses of MC2G
The pseudocode of MC2G is shown in Algorithm 1. Before providing detailed descriptions and analyses, we first recall
Theorem 3 which provides theoretical guarantees of MC2G under the symmetric setting.
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Theorem 3 (restated). Consider the symmetric setting wherein |M| = |W| = n/2, |A| = |R| = m/2, B11 = B22 and
B′11 = B
′
22, and assume that m = Θ(n) and graph side-information is available (i.e., I1, I2 > 0). As long as the sample
complexity mnp satisfies the conditions in Theorem 1, MC2G ensures the maximum error probability Perr tends to zero as n
tends to infinity.
Step 1 (Weak recovery of communities): Recall that we first run spectral algorithms on Ga1 and Ga2 to obtain initial
estimators M(0), W(0), A(0), R(0), and these initial estimators are expected to serve as good approximations of the true
communities. Specifically, under the symmetric setting, we aim to show that with high probability,
• When dAR > 0, I1 > 0, and I2 > 0,
M(0) ≈M, W(0) ≈ W, A(0) ≈ A, R(0) ≈ R.
• When dAR = 0, I1 > 0 and I2 > 2,
M(0) ≈M, W(0) ≈ W, A(0) = A, R(0) = R.
In the above, when we say that two sets are approximately equal (e.g. M(0) ≈M), we mean that the fraction of elements in
which they disagree on is arbitrarily small (as the sizes of the sets increases).
Analyses: The analyses below mainly focus on the regime in which dAR > 0, while the other regime (dAR = 0) is briefly
discussed in Remark 4 since it can be analyzed in a similar manner.
Note that the sub-SBM Ga1 is generated on the sub-graph h
a
1 ; thus the performance of the spectral algorithm on G
a
1 essentially
depends on the realization ha1 . A similar argument also applies to G
a
2 . Roughly speaking, we aim to prove that with high
probability (over the generation of Ha1 , H
a
2 ), the randomly generated sub-graph h
a
1 and the randomly generated sub-graph h
a
2
respectively satisfy the following properties:
1) The probability that “a spectral algorithm running on Ga1 (which depends on h
a
1) provides satisfactory initial estimators
M(0) and W(0)” tends to one as n tends to infinity.
2) The probability that “a spectral algorithm running on Ga2 (which depends on h
a
2) provides satisfactory initial estimators
A(0) and R(0)” tends to one as n tends to infinity.
We respectively define the sets of misclassified and correctly classified men, women, action and romance movies as
M× :=M(0) \M, MX :=M(0) ∩M, W× :=W(0) \W, WX :=W(0) ∩W, (54)
A× := A(0) \ A, AX := A(0) ∩ A, R× := R(0) \ R, RX := R(0) ∩R. (55)
Instead of considering running a spectral algorithm on Ga1 directly, let us first consider an artificial SBM G˜1 that is generated
on the n user nodes and has connectivity probabilities B11/
√
log n and B12/
√
log n. Since B11/
√
log n,B12/
√
log n ∈ ω(1/n),
a prior result [68, Theorem 6] shows that there exist vanishing sequences n, ηn (depending on B11 and B12) such that with
probability at least 1− n, the spectral algorithm running on G˜1 ensures that
|M×| = |W×| ≤ ηnn. (56)
Similarly, we consider an artificial SBM G˜2 that is generated on the m movie nodes and has connectivity probabilities
B′11/
√
logm and B′12/
√
logm. Then, there exists a vanishing sequence σn (depending on B′11 and B
′
12) such that with
probability at least 1 − n, the spectral algorithm running on G˜2 ensures that |A×| = |R×| ≤ σnm. Based on the good
performances of spectral algorithms running on G˜1 and G˜2, we next show that spectral algorithms running on Ga1 and G
a
2 also
provide satisfactory initialization results with high probability.
Definition 1. The sub-graphs ha1 , hb1, ha2 , hb2 are referred to as either “good” or “bad” sub-graphs, based on the following
definitions.
1) A sub-graph ha1 is said to be a good sparse user-graph if
• the probability that “a spectral algorithm running on Ga1 (which depends on h
a
1) ensures |M×| = |W×| ≤ ηnn” is at
least 1−√n (denoted by Psuc(ha1) ≥ 1−
√
n),
and a bad sparse user-graph otherwise.
2) A sub-graph hb1 is said to be a good dense user-graph if the degree of any node in h
b
1 is at least n(1− 2/
√
log n), and a
bad dense user-graph otherwise.
3) A sub-graph ha2 is said to be a good sparse movie-graph if
• the probability that “a spectral algorithm running on Ga2 (which depends on h
a
2) ensures |A×| = |R×| ≤ σnm” is at
least 1−√n,
and a bad sparse movie-graph otherwise.
4) A sub-graph hb2 is said to be a good dense movie-graph if the degree of any node in h
b
2 is at least m(1− 2/
√
logm), and
a bad dense movie-graph otherwise.
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Lemma 5. (i) With probability at least 1−√n, the randomly generated Ha1 is a good sparse user-graph, and its complement
Hb1 is a good dense user-graph.
(ii) With probability at least 1−√n, the randomly generated Ha2 is a good sparse movie-graph, and its complement Hb2 is
a good dense movie-graph.
Therefore, with probability at least (1−√n)2, running spectral algorithms on Ga1 and Ga2 yields that
M(0) ≈M, W(0) ≈ W, A(0) ≈ A, R(0) ≈ R,
or more specifically, |M×| = |W×| ≤ ηnn and |A×| = |R×| ≤ σnm.
Remark 3. Lemma 5 above conveys two important messages: (i) Although the sub-graphs Ha1 and Ha2 are much sparser
compared to H1 and H2 (or equivalently, the useful information contained in Ha1 and H
a
2 is much less), it still guarantees the
success of running spectral algorithms (with high probability). (ii) The densities of sub-graphs Hb1 and H
b
2 are almost the same
as those of H1 and H2, and this property is critical in Steps 3-4 for proving the optimality of MC2G.
Proof of Lemma 5. Consider the process of first generating a sub-graph Ha1 and then generating a sub-SBM G
a
1 on the sub-graph
Ha1 . The probability that an edge Eii′ (connecting nodes i and i
′) appears in Ga1 is equal to
6 1/
√
log n multiplied by B11 or
B12 (depending on whether i and i′ are in the same community). Thus, a key observation is that the process above (i.e., first
generating a sub-graph Ha1 and then generating a sub-SBM G
a
1 on the sub-graph H
a
1 ) is equivalent to generating G˜1 directly.
By this observation and recalling the probability that a spectral algorithm running on G˜1 ensures |M×| = |W×| ≤ ηnn is at
least 1− n [68, Theorem 6], we have ∑
ha1
P(Ha1 = ha1)Psuc(ha1) ≥ 1− n. (57)
Let Ha,G1 and Ha,B1 respectively be the sets of good and bad sparse user-graphs. Suppose the probability of generating a good
sparse user-graph ha1 ∈ Ha,G1 is less than 1−
√
n, i.e.,
∑
ha1∈Ha,G1 P(H
a
1 = h
a
1) < 1−
√
n. By Definition 1, we have∑
ha1
P(Ha1 = ha1)Psuc(ha1) =
∑
ha1∈Ha,G1
P(Ha1 = ha1)Psuc(ha1) +
∑
ha1∈Ha,B1
P(Ha1 = ha1)Psuc(ha1)
<
∑
ha1∈Ha,G1
P(Ha1 = ha1) +
∑
ha1∈Ha,B1
P(Ha1 = ha1)(1−
√
n)
=
∑
ha1∈Ha,G1
P(Ha1 = ha1) + (1−
√
n)
1− ∑
ha1∈Ha,G1
P(Ha1 = ha1)

< 1− n,
which yields a contradiction to (57). Thus, with probability at least 1−√n over the generation of Ha1 , the randomly generated
ha1 is a good sparse user-graph.
For each user node i ∈ [n], the expected degree of i in Ha1 is (n− 1)/
√
log n. By applying the multiplicative form of the
Chernoff bound (provided in Appendix C), one can show that with probability at least 1− exp(−Θ(n/√log n)), the degree of
i in the randomly generated sub-graph ha1 is at most 2n/
√
log n. A union bound over all user nodes guarantees that, with high
probability, the degrees of all the nodes in ha1 are at most 2n/
√
log n, which further implies the complement graph hb2 is a
good dense user-graph. Finally, one can show that the two good events—both ha1 is a good sparse user-graph and h
b
1 is a good
dense user-graph—occur with high probability simultaneously.
In a similar manner, we can also prove the analogous statements for Ha2 and H
b
2 .
Remark 4. When dAR = 0, we have I1 > 0 and I2 > 2. By Lemma 5 and the fact that I1 > 0, we know that with high
probability, the randomly generated Ha1 is a good sparse user-graph, and its complement H
b
1 is a good dense user-graph. Thus,
running a spectral algorithm on Ga1 yields M(0) ≈M and W(0) ≈ W , or more specifically,
|M×| = |W×| ≤ ηnn
with probability at least (1−√n)2. On the other hand, we do not split the movie graph (i.e., G1 = Ga1 = Gb1) when dAR = 0.
By recalling the classical results in [47], [48] and the fact that I2 > 2, running a spectral algorithm on Ga1 yields exact
recovery of A and R with high probability, i.e.,
A(0) = A, R(0) = R.
6Specifically, the probability that an edge Eii′ appears in Ga1 is equal to the probability of Eii′ belonging to H
a
1 multiplied by the probability of generating
Eii′ in the sub-SBM Ga1 .
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Step 2 (Weak recovery of the nominal matrix): In order to recover the nominal matrix, we also need to identify atypical
action movies A(0)a and atypical romance movies R(0)a , based on the estimates of A(0) and R(0). For each movie j ∈ [m], we
define the function
S(j) :=
∑
i∈M(0)
Uaij − γ1 ·
∑
i∈W(0)
Uaij , (58)
where γ1 = |M(0)|/|W(0)| (γ1 = 1 in the symmetric setting), and we replace U by Ua in our slightly modified MC2G. Note
that the function S(j) implicitly depends on the index set Ha3 = ha3 , since it is constructed on the first part of the sub-sampled
rating matrix Ua. The initial estimator for each movie j ∈ [m] is given by
j ∈ A(0)t , if S(j) > 0 and j ∈ A(0),
j ∈ A(0)a , if S(j) ≤ 0 and j ∈ A(0),
j ∈ R(0)t , if S(j) ≤ 0 and j ∈ R(0),
j ∈ R(0)a , if S(j) > 0 and j ∈ R(0).
(59)
Based on the initial estimators (A(0)t ,A(0)a ,R(0)t ,R(0)a ), we can obtain an approximation of the nominal matrix N̂(0), where
N̂
(0)
ij =
{
1, if (i, j) ∈ (M(0) × (A(0)t ∪R(0)a )) ∪ (W(0) × (R(0)t ∪ A(0)a )),
0, otherwise.
(60)
Analyses: We respectively denote the sets of correctly classified and misclassified movies as
A×t := A(0)t \ At, AXt := A(0)t ∩ At, A×a := A(0)a \ Aa, AXa := A(0)a ∩ Aa,
R×t := R(0)t \ Rt, RXt := R(0)t ∩Rt, R×a := R(0)a \ Ra, RXa := R(0)a ∩Ra.
First of all, Lemma 6 below states that, with high probability (averaged over the generation of Ha3), we can approximately
identify atypical movies (or equivalently, distinguish typical and atypical movies) with a small error probability.
Lemma 6. There exist vanishing sequences νn, an, rn > 0 (depending on Qa0, Qa1, Qr0, Qr1, and σn) such that with probability
at least 1− νn over the generations of index set Ha3 and rating matrix U, most of the typical and atypical action movies as
well as typical and atypical romance movies can be distinguished correctly, i.e.,
|AXt ∪ AXa | ≥
(
1− 3
2
an
)(
1
2
− σn
)
m and |RXt ∪RXa | ≥
(
1− 3
2
rn
)(
1
2
− σn
)
m. (61)
Proof. See Appendix D.
Recall from Step 1 that the number of correctly classified action movies satisfies |AX| ≥ ( 12 − σn)m. Thus, Lemma 6
implies that at least (1− 3an/2)-fraction of the correctly classified action movies are further correctly distinguished into typical
and atypical action movies. However, Lemma 6 is obtained by averaging over the generation of the index set Ha3 , which is
not desired. In the following, we show that with high probability, the randomly generated index set ha3 also ensures the nice
property stated in (61).
Definition 2. The index sets ha3 and hb3 are referred to as either “good” or “bad” index sets based on the following definitions.
1) For a specific index set Ha3 = ha3 , we say ha3 is said to be a good sparse index set if
• the probability that “applying the estimator in (58) and (59) satisfies the property in (61)” is at least 1−√νn,
and a bad sparse index set otherwise.
2) The complement index set hb3 is said to be a good dense index set if
• for every user i ∈ [n], the number of entries (i, j) ∈ hb3 is at least m(1− 2/
√
log n);
• for every movie j ∈ [m], the number of entries (i, j) ∈ hb3 is at least n(1− 2/
√
log n),
and a bad dense index set otherwise.
Lemma 7. With probability at least 1−√νn over the generation of Ha3 , the randomly generated index set ha3 is a good sparse
index set, and its complement index set hb3 is also a good dense index set.
Proof. The proof is similar to that of Lemma 5 (by contradiction and the multiplicative form of the Chernoff bound), hence we
omit it here for brevity.
To summarize, we define h = (ha1 , h
b
1, h
a
2 , h
b
2, h
a
3 , h
b
3) as an aggregation of realizations of sub-graphs and index sets, and G
and B as two disjoint sets of h. We say h ∈ G if all the elements in h are good sparse/dense sub-graph/index sets, and h ∈ B
otherwise. Let c = (M(0),W(0),A(0)t ,A(0)a ,R(0)t ,R(0)a ) be an aggregation of initial estimators of users and movies, and G′
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and B′ be two disjoint sets of c. We say c ∈ G′ if (M(0),W(0)) satisfies the property in (56) and (A(0)t ,A(0)a ,R(0)t ,R(0)a )
satisfies the property in (61), and c ∈ B′ otherwise.
Lemma 8. With probability 1− o(1) over the information splitting process, the randomly generated h belongs to G, i.e.,∑
h∈G
P(h) ≥ (1−√n)2(1−√νn) ≥ 1− 2√n −√νn. (62)
Furthermore, for all h ∈ G, we have∑
c∈G′
P(c|h) ≥ (1−√n)2(1−√νn) ≥ 1− 2√n −√νn, (63)
which is uniform in h ∈ G (i.e., that the sequence {n} and {νn} do not depend on h).
Proof. Equation (62) is proved by combining Lemmas 5 and 7 and then taking the union bound. Equation (63) is proved by
simply recalling the definitions of good ha1 , h
a
2 , h
a
3 in Definitions 1 and 2.
Step 3 (Local refinements of users): Recall from Section IV that the estimators for B and B′ are respectively given by
B̂11 :=
e(M(0),M(0))(|M(0)|
2
) , B̂22 := e(W(0),W(0))(|W(0)|
2
) , B̂12 := e(M(0),W(0))|M(0)| · |W(0)| , (64)
B̂′11 :=
e(A(0),A(0))(|A(0)|
2
) , B̂′22 := e(R(0),R(0))(|R(0)|
2
) , B̂′12 := e(A(0),R(0))|A(0)| · |R(0)| . (65)
As defined in Section IV,
Qab,z := {(i, j) : Uij = z, N̂(0)ij = b, j ∈ A(0)}, for b ∈ {0, 1}, z ∈ Z,
Qrb,z := {(i, j) : Uij = z, N̂(0)ij = b, j ∈ R(0)}, for b ∈ {0, 1}, z ∈ Z,
and the estimators for Qa0, Q
a
1, Q
r
0, Q
r
1 are given by
Q̂ab(z) :=
|Qab,z|∑
z∈Z |Qab,z|
, Q̂rb(z) :=
|Qrb,z|∑
z∈Z |Qrb,z|
, for b ∈ {0, 1}, z ∈ Z. (66)
Note that c1 = log
(1−B̂12)(|M(0)|B̂11+|W(0)|B̂22)
(n−|M(0)|B̂11−|W(0)|B̂22)B̂12 , c
′
1 = c1
|W(0)|(B̂22+B̂12)
|M(0)|(B̂11+B̂12) , and we define e1(i) = c
′
1e({i},M(0))−c1e({i},W(0))
as the weighted difference between the number of edges connecting M(0) and the number of edges connecting W(0). Under
the symmetric setting, we have |M(0)| = |W(0)|, B̂11 = B̂22 and c1 = c′1.
The local likelihood function L0(i) for each user i ∈ [n] is defined as
L0(i) = e1(i) +
∑
j∈A(0)t
log
Q̂a1(Uij)
Q̂a0(Uij)
+
∑
j∈A(0)a
log
Q̂a0(Uij)
Q̂a1(Uij)
+
∑
j∈R(0)t
log
Q̂r0(Uij)
Q̂r1(Uij)
+
∑
j∈R(0)a
log
Q̂r1(Uij)
Q̂r0(Uij)
,
and the estimator for each user i ∈ [n] is given by{
i ∈ M̂, if L0(i) > 0;
i ∈ Ŵ, if L0(i) ≤ 0.
(67)
Analyses: Note that the estimators B̂, B̂′, Q̂a0, Q̂a1, Q̂r0, Q̂r1 defined in (64)-(66) depend on both h and c. Lemmas 9 and 10
below show that, conditioned on h ∈ G and c ∈ G′, the estimators are accurate with high probability.
Lemma 9. Suppose h ∈ G and c ∈ G′. With probability 1−o(1), there exists a sequence εn ∈ Ω(max{σn, ηn, 1/
√
log n})∩o(1)
such that ∣∣∣∣∣ B̂11 − B11B11
∣∣∣∣∣ ≤ εn,
∣∣∣∣∣ B̂12 − B12B12
∣∣∣∣∣ ≤ εn,
∣∣∣∣∣ B̂′11 − B′11B′11
∣∣∣∣∣ ≤ εn,
∣∣∣∣∣ B̂′12 − B′12B′12
∣∣∣∣∣ ≤ εn. (68)
Recall that λ1 = log
(1−B12)B11
(1−B11)B12 and λ2 = log
(1−B′12)B′11
(1−B′11)B′12 , and let λ̂1 = log
(1−B̂12)B̂11
(1−B̂11)B̂12 and λ̂2 = log
(1−B̂′12)B̂′11
(1−B̂′11)B̂′12 . As a corollary,
we also have ∣∣∣λ̂1 − λ1∣∣∣ = O(εn), ∣∣∣λ̂2 − λ2∣∣∣ = O(εn). (69)
Proof. See Appendix E.
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Lemma 10. Suppose h ∈ G and c ∈ G′. With probability 1− o(1), there exists a sequence ε′n ∈ Ω(max{εn, an, rn}) ∩ o(1)
such that for all z ∈ Z ,∣∣∣∣∣ Q̂a1(z)Qa1(z) − 1
∣∣∣∣∣ ≤ ε′n,
∣∣∣∣∣ Q̂a0(z)Qa0(z) − 1
∣∣∣∣∣ ≤ ε′n,
∣∣∣∣∣ Q̂r1(z)Qr1(z) − 1
∣∣∣∣∣ ≤ ε′n,
∣∣∣∣∣ Q̂r0(z)Qr0(z) − 1
∣∣∣∣∣ ≤ ε′n. (70)
As a corollary, for all z ∈ Z ,∣∣∣∣∣log Q̂a1(z)Q̂a0(z) − log Q
a
1(z)
Qa0(z)
∣∣∣∣∣ = O(ε′n),
∣∣∣∣∣log Q̂a1(z)Q̂r1(z) − log Q
a
1(z)
Qr1(z)
∣∣∣∣∣ = O(ε′n),
∣∣∣∣∣log Q̂a0(z)Q̂r0(z) − log Q
a
0(z)
Qr0(z)
∣∣∣∣∣ = O(ε′n) (71)
Proof. See Appendix F.
We now provide the rationale behind the estimator in (67). Note that L0(i) implicitly depends on both h and c, and the
following analysis is conditioned on h ∈ G and c ∈ G′ and for the symmetric setting.
Let PU|U6=e(z) := P(Uij = z|Uij 6= e) for z ∈ Z be the distribution of Uij conditioned on Uij 6= e (i.e., the (i, j)-th entry is
sampled to the sub-sampled rating matrix U and belongs to hb3). Then, for each male user i ∈M and each movie j ∈ [m], the
conditional distribution PU|U 6=e is given by
PU|U6=e =

Qa1, if j ∈ At,
Qa0, if j ∈ Aa,
Qr0, if j ∈ Rt,
Qr1, if j ∈ Ra.
Thus, by noting that each entry Uij 6= e with probability p(1− 1/
√
log n), and ignoring the mislabelled items in A(0)t , A(0)a ,
R(0)t , R(0)a , and the imprecisions of the estimators Q̂a1, Q̂a0, Q̂r1, Q̂r0, λ̂1, the expectation of L0(i) approximately equals
λ1(B11 + B12)
n
2
+ p
(
1− 1√
log n
)
(|At| · D(Qa1‖Qa0) + |Aa| · D(Qa0‖Qa1) + |Rt| · D(Qr0‖Qr1) + |Ra| · D(Qr1‖Qr0)) ,
which is positive. On the other hand, for each female user i ∈ W , the expectation of L0(i) approximately equals
−λ1(B11 + B12)n
2
− p
(
1− 1√
log n
)
(|At| · D(Qa1‖Qa0) + |Aa| · D(Qa0‖Qa1) + |Rt| · D(Qr0‖Qr1) + |Ra| · D(Qr1‖Qr0)) ,
which is negative. These observations are formalized in Lemma 11 below.
Lemma 11. Suppose h ∈ G and c ∈ G′. If the sample complexity mnp ≥ (2(1+)−I1)n logn(dA+dR) , with probability 1− o(1), all the
users i ∈ [n] satisfy {
L0(i) > 0, if i ∈M,
L0(i) ≤ 0, if i ∈ W.
(72)
The proof of Lemma 11 is omitted here since it is similar to that of Lemma 13. Based on Lemma 11 above, one can
immediately notice that applying the estimator in (67) yields exact recovery of communities of men and women with probability
1− o(1), i.e.,
M̂ =M, Ŵ =W.
Step 4 (Local refinements of movies) Let c2 := log (1−B̂
′
12)(|A(0)|B̂′11+|R(0)|B̂′22)
(m−|A(0)|B̂′11−|R(0)|B̂′22)B̂′12 , c
′
2 := c2
|R(0)|(B̂′22+B̂′12)
|A(0)|(B̂′11+B̂′12) , and we define
e2(j) := c2e({j},A(0))− c′2e({j},R(0)) as the weighted difference between the number of edges connecting A(0) and the
number of edges connecting R(0). Under the symmetric setting, we have |A(0)| = |R(0)|, B̂′11 = B̂′22 and c2 = c′2 = λ̂2.
Then, we formally define the six local likelihood functions {Lk(j)}6k=1 for each movie j ∈ [m] as
L1(j) :=
∑
i∈M̂
log
Q̂a1(Uij)
Q̂a0(Uij)
+
∑
i∈Ŵ
log
Q̂a0(Uij)
Q̂a1(Uij)
, L2(j) :=
∑
i∈M̂
log
Q̂a1(Uij)
Q̂a0(Uij)
+
∑
i∈Ŵ
log
Q̂a0(Uij)
Q̂a1(Uij)
, (73)
L3(j) := e2(j) +
∑
i∈M̂
log
Q̂a1(Uij)
Q̂r1(Uij)
+
∑
i∈Ŵ
log
Q̂a0(Uij)
Q̂r0(Uij)
, L4(j) := e2(j) +
∑
i∈M̂
log
Q̂a0(Uij)
Q̂r0(Uij)
+
∑
i∈Ŵ
log
Q̂a1(Uij)
Q̂r1(Uij)
, (74)
L5(j) := e2(j) +
∑
i∈M̂
log
Q̂a1(Uij)
Q̂r0(Uij)
+
∑
i∈Ŵ
log
Q̂a0(Uij)
Q̂r1(Uij)
, L6(j) := e2(j) +
∑
i∈M̂
log
Q̂a0(Uij)
Q̂r1(Uij)
+
∑
i∈Ŵ
log
Q̂a1(Uij)
Q̂r0(Uij)
. (75)
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The estimator for each movie j ∈ [m] is given by
j ∈ Ât, if L1(j) > 0, L3(j) > 0, and L5(j) > 0;
j ∈ Âa, if L1(j) ≤ 0, L4(j) > 0, and L6(j) > 0;
j ∈ R̂t, if L2(j) > 0, L4(j) ≤ 0, and L5(j) ≤ 0;
j ∈ R̂a, otherwise.
(76)
Analyses: We now describe the rationale behind the estimator in (76). First, note that each of {Lk(j)}6j=1 implicitly depends
on both h and c, and the following analysis is conditioned on h ∈ G and c ∈ G′ and for the symmetric setting.
1) The function L1(j) is used to distinguish typical and atypical action movies. For each typical action movies j ∈ At and
each user i ∈ [n], the conditional distribution PU|U6=e is given by
PU|U6=e =
{
Qa1, if i ∈M,
Qa0, if i ∈ W.
Thus, by noting that each entry Uij 6= e with probability p(1− 1/
√
log n), and ignoring the mislabelled items in M(0),
W(0), and the imprecisions of the estimators of Qa1, Qa0 (which are negligible conditioned on h ∈ G and c ∈ G′), the
expectation of L1(j) for each typical action movies j ∈ At approximately equals
E(L1(j)) ≈ np
(
1− 1√
log n
)
D(Qa1‖Qa0) + D(Qa0‖Qa1)
2
> 0.
In a completely similar and symmetric fashion, for each atypical action movies j ∈ Aa,
E(L1(j)) ≈ −np
(
1− 1√
log n
)
D(Qa1‖Qa0) + D(Qa0‖Qa1)
2
< 0.
The function L2(j) is used to distinguish typical and atypical romance movies. Analogously, we have E(L2(j)) ≈
np(1− 1/√log n)[D(Qr1‖Qr0) + D(Qr0‖Qr1)]/2 > 0 for each typical romance movie j ∈ Rt, and E(L2(j)) ≈ −np(1−
1/
√
log n)[D(Qr1‖Qr0) + D(Qr0‖Qr1)]/2 < 0 for each atypical romance movie j ∈ Ra. Lemma 12 below states that one
can correctly distinguish all the typical and atypical action movies by using L1(j), and correctly distinguish all the typical
and atypical romance movies by using L2(j). The proof of Lemma 12 is provided in Appendix G.
Lemma 12. Suppose h ∈ G and c ∈ G′. If the sample complexity mnp ≥ (1 + )(m logm)/dA, with probability 1− o(1),
all the action movies j ∈ A satisfy {
L1(j) > 0, if j ∈ At,
L1(j) ≤ 0, if j ∈ Aa.
(77)
If the sample complexity mnp ≥ (1 + )(m logm)/dR, with probability 1− o(1), all the romance movies j ∈ R satisfy{
L2(j) > 0, if j ∈ Rt,
L2(j) ≤ 0, if j ∈ Ra.
(78)
2) Similar to the explanations for L1(j) and L2(j), we can interpret the functions {Lk(j)}6k=3 in the following way:
• The function L3(j) is used to distinguish typical action movies At and atypical romance movies Ra.
• The function L4(j) is used to distinguish atypical action movies Aa and typical romance movies Rt.
• The function L5(j) is used to distinguish typical action movies At and typical romance movies Rt.
• The function L6(j) is used to distinguish atypical action movies Aa and atypical romance movies Ra.
dAR > 0 and the sample complexity mnp ≥ (2(1 + )− I2)m logm/(2dAR)
Lemma 13. Suppose h ∈ G and c ∈ G′. When dAR > 0 and the sample complexity mnp ≥ (2(1+)−I2)m logm/(2dAR),
or the regime in which dAR = 0 and I2 > 2(1 + ), we have that with probability 1− o(1),
a) all the typical action movies j ∈ At satisfy L3(j) > 0 and all the atypical romance movies j ∈ Ra satisfy L3(j) ≤ 0;
b) all the atypical action movies j ∈ Aa satisfy L4(j) > 0 and all the typical romance movies j ∈ Rt satisfy L4(j) ≤ 0;
c) all the typical action movies j ∈ At satisfy L5(j) > 0 and all the typical romance movies j ∈ Rt satisfy L5(j) ≤ 0;
d) all the atypical action movies j ∈ Aa satisfy L6(j) > 0 and all the atypical romance movies j ∈ Ra satisfy L6(j) ≤ 0;
Proof. See Appendix H.
Combining Lemmas 12 and 13 and applying the union bound, we note that with probability 1− o(1), all the typical action
movies j ∈ At simultaneously saitsfy L1(j) > 0, L3(j) > 0, and L5(j) > 0. This result interprets the first line of the estimator
in (76), i.e., the conditions for declaring a movie j to Ât. Similarly, with probability 1− o(1), all the atypical action movies
j ∈ Aa simultaneously saitsfy L1(j) ≤ 0, L4(j) > 0, and L6(j) > 0; all the typical romance movies j ∈ Rt simultaneously
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saitsfy L2(j) > 0, L4(j) ≤ 0, and L5(j) ≤ 0; and all the atypical romance movies j ∈ Ra simultaneously saitsfy L2(j) ≤ 0,
L3(j) ≤ 0, and L6(j) ≤ 0.
Indeed, the estimator in (76) is inspired by above observations, and as long as the sample complexity
mnp ≥ max
{
(1 + )m logm
min{dA, dR} ,
(2(1 + )− I2)m logm
2dAR
}
, (79)
with probability 1− o(1), exact recovery of movies is achievable, i.e.,
Ât = At, Âa = Aa, R̂t = Rt, R̂a = Ra.
Finally, based on the outputs (M̂, Ŵ, Ât, Âa, R̂t, R̂a) of MC2G, one can recover the nominal matrix N̂ as
N̂ij =
{
1, if (i, j) ∈ (M̂ × (Ât ∪ R̂a)) ∪ (Ŵ × (R̂t ∪ Âa)),
0, otherwise.
(80)
B. The Overall Success Probability
Let Esuc be the event that the output of MC2G satisfies M̂ =M, Ŵ = W and Ât = At, Âa = Aa, R̂t = Rt, R̂a = Ra.
From the analyses of Steps 3 and 4, we know that for any h ∈ G and c ∈ G′,
P(Esuc|h, c) ≥ 1− o(1). (81)
Note that this results in (81) is uniform in h ∈ G and c ∈ G′. Therefore, the overall success probability is bounded from below
as
P(Esuc) =
∑
h∈G
P(h)P(Esuc|h) +
∑
h∈Bh
P(h)P(Esuc|h) (82)
=
∑
h∈G
P(h)
(∑
c∈G′
P(c|h)P(Esuc|h, c) +
∑
c∈Bc
P(c|h)P(Esuc|h, c)
)
+
∑
h∈Bh
P(h)P(Esuc|h) (83)
≥
∑
h∈G
P(h)
∑
c∈G′
P(c|h)P(Esuc|h, c) (84)
≥ (1− o(1))
∑
h∈G
P(h)
∑
c∈G′
P(c|h) (85)
≥ (1− o(1))(1− 2√n −√νn)2 (86)
= (1− o(1)), (87)
where (85) is due to (81), and (86) follows from Lemma 8.
APPENDIX A
PROOF OF LEMMA 1
Let
Ak := log
(
(1− β)α
(1− α)β
)
(Yk −Xk), for k ∈ [K],
B
(s)
k := T
(s)
k log
P ′(s)(Z(s)k )
P (s)(Z
(s)
k )
, for k ∈ [Ns] and s ∈ [S],
C
(s)
k := T
′(s)
k log
P (s)(Z
′(s)
k )
P ′(s)(Z ′(s)k )
, for k ∈ [Ns] and s ∈ [S].
Our calculations show that
E(e
1
2Ak) =
(√
αβ +
√
(1− α)(1− β)
)2
,
E(e
1
2B
(s)
k ) = E(e
1
2C
(s)
k ) = 1− p+ p
∑
z∈Z
√
P (s)(z)P ′(s)(z),
and
− logE(e 12Ak) = (1 + o(1))(√α−
√
β)2,
− logE(e 12B(s)k ) = − logE(e 12C(s)k ) = pH2(P (s), P ′(s)) +O(p2).
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Let PA(a) := P(Ak = a),PB(s)(b) := P(B
(s)
k = b),PC(s)(c) := P(C
(s)
k = c), and we define
H :=
K∑
k=1
Ak +
S∑
s=1
Ns∑
k=1
(B
(s)
k + C
(s)
k ).
Thus, the probability that H > 0 is given by
P(H > 0) =
∑
({ak},{b(s)k },{c
(s)
k }):∑
k ak+
∑
s
∑
k b
(s)
k +
∑
k c
(s)
k >0
K∏
k=1
PA(ak)
S∏
s=1
Ns∏
k=1
PB(s)(b
(s)
k )PC(s)(c
(s)
k )
≥
∑
({ak},{b(s)k },{c
(s)
k }):∑
k ak+
∑
s
∑
k b
(s)
k +
∑
k c
(s)
k ∈(0,ν)
E(e 12Ak)K
∏S
s=1 E(e
1
2B
(s)
k )NsE(e 12C
(s)
k )Ns
e
1
2ν
·
(
K∏
k=1
e
1
2akPA(ak)
E(e 12Ak)
S∏
s=1
Ns∏
k=1
e
1
2 b
(s)
k PB(s)(b
(s)
k )
E(e 12B
(s)
k )
e
1
2 c
(s)
k PC(s)(c
(s)
k )
E(e 12C
(s)
k )
)
= exp
(
−(1 + o(1))K(√α−
√
β)2 −
S∑
s=1
(1 + o(1))2NspH
2(P (s), P ′(s))− 1
2
ν
)
·

∑
({ak},{b(s)k },{c
(s)
k }):∑
k ak+
∑
s
∑
k b
(s)
k +
∑
k c
(s)
k ∈(0,ν)
K∏
k=1
e
1
2akPA(ak)
E(e 12Ak)
S∏
s=1
Ns∏
k=1
e
1
2 b
(s)
k PB(s)(b
(s)
k )
E(e 12B
(s)
k )
e
1
2 c
(s)
k PC(s)(c
(s)
k )
E(e 12C
(s)
k )
 . (88)
By choosing ν = max{(K(√α−√β)2) 34 , (pN1) 34 , (pN2) 34 , . . . , (pNS) 34 }, the first part of (88) satisfies
exp
(
−(1 + o(1))K(√α−
√
β)2 −
S∑
s=1
(1 + o(1))2NspH
2(P (s), P ′(s))
)
.
To bound the second part of (88), we first define several sets of random variables
{Uk}Kk=1 i.i.d.∼ PU (u) :=
e
1
2uPA(u)
E(e 12Ak)
, {V (s)k }Nsk=1
i.i.d.∼ PV (s)(v) :=
e
1
2vPB(s)(v)
E(e 12B
(s)
k )
, {W (s)k }Nsk=1
i.i.d.∼ PW (s)(w) :=
e
1
2wPC(s)(w)
E(e 12C
(s)
k )
,
and note that the second part of (88) is exactly
P
(
0 <
K∑
k=1
Uk +
S∑
s=1
Ns∑
k=1
(V
(s)
k +W
(s)
k ) < ν
)
. (89)
One can check that the summation of random variables in (89) is a symmetric random variable with zero mean and
variance O(K(√α−√β)2 +∑Ss=1 pNs). By symmetry and applying the Chebyshev’s inequality, we have that P(∑Kk=1 Uk +∑S
s=1
∑Ns
k=1(V
(s)
k + W
(s)
k ) > 0) tends to 1/2 and P(
∑K
k=1 Uk +
∑S
s=1
∑Ns
k=1(V
(s)
k + W
(s)
k ) < ν) tends to 1, as K or Ns
(s ∈ [S]) tends to infinity, thus the term in (89) is greater than 1/4.
APPENDIX B
PROOF OF LEMMA 2
Let N := 2
(
2r1
2
)
= 4r21 − 2r1 and N ′ := 4r21 , thus the number of edges in G′1, denoted by X , equals
∑N
i=1Xi +
∑N ′
i=1 Yi,
where {Xi}N1 i.i.d.∼ Bern(B11), and {Yi}N
′
1
i.i.d.∼ Bern(B12). For sufficiently large n, we have
3r21(B11 + B12) ≤ E(X) = NB11 +N ′B12 ≤ 4r21(B11 + B12).
By the multiplicative form of the Chernoff bound, we have that for any η ∈ (0, 1),
P
(
X ≥ (1 + η) 4r21(B11 + B12)
) ≤ P (X ≥ (1 + η)E(X))
≤ exp
(
−1
3
η2E(X)
)
≤ exp
(
−η
2(B11 + B12)n
2
log4 n
)
.
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Note that the number of non-isolated nodes is at most 2X . Thus, with probability at least 1− exp
(
−η2(B11+B12)n2
log4 n
)
, we have
X < (1 + η) 4r21(B11 + B12) < r1/2, and the number of non-isolated nodes is at most r1.
APPENDIX C
MULTIPLICATIVE FORM OF THE CHERNOFF BOUND
Let X1, X2, . . . , Xn be independent (but not necessarily identically distributed) Bernoulli random variables, and let X :=∑n
k=1Xk. Then, for any δ ∈ (0, 1),
P (X ≥ (1 + δ)E(X)) ≤ exp
(
−δ
2E(X)
3
)
,
P (X ≤ (1− δ)E(X)) ≤ exp
(
−δ
2E(X)
3
)
.
APPENDIX D
PROOF OF LEMMA 6
Let S˜(j) := EHa3 (S(j)) be the function that is averaged over the index set Ha3 . Since each index (i, j) is sampled to Ha3
with probability 1/
√
log n, we use random variables {Rij} i.i.d.∼ Bern(1/
√
log n) to denote whether (i, j) belongs to Ha3 .
Let η′n := |M×|/n = |W×|/n ≤ ηn, and n′ := ( 12 − 2η′n)n. Consider a typical action movie j ∈ At, and we have
S˜(j) =
∑
i∈M(0)
Uaij −
∑
i∈W(0)
Uaij (90)
=
∑
i∈MX
RijTijZ
1,a
ij +
∑
i∈M×
RijTijZ
0,a
ij −
∑
i∈WX
RijTijZ
0,a
ij −
∑
i∈W×
RijTijZ
1,a
ij (91)
=
n′∑
k=1
RkTkZ
1,a
k −
n′∑
k=1
R′kT
′
kZ
0,a
k , (92)
where (92) holds since |MX| = |WX| = ( 12 − η′n)n and |M×| = |W×| = η′nn. In the following, we apply concentration
inequalities to each of the two terms in (92) separately. Let F1 :=
∑n′
k=1 1{Rk = Tk = 1}, p′ := p/
√
log n. Note that
E(F1) = n′p′. By applying the multiplicative form of the Chernoff bound, we have that for any δ ∈ (0, 1),
P (F1 /∈ (1± δ)n′p′) ≤ 2 exp
(
−1
3
δ2n′p′
)
. (93)
Fix γ ∈ (0, 1), and let γ1 := (1− γ)(1− δ)n′p′E(Z1,ak ). Then, we have
P
 n′∑
k=1
RkTkZ
1,a
k ≤ γ1
 = EF1
P
 n′∑
k=1
RkTkZ
1,a
k ≤ γ1
∣∣∣∣∣F1
 (94)
= EF1
(
P
(
F1∑
k=1
Z1,ak ≤ γ1
∣∣∣∣F1
))
(95)
≤
∑
f1∈(1±δ)n′p′
P(F1 = f1)P
(
f1∑
k=1
Z1,ak ≤ γ1
)
+ P (F1 /∈ (1± δ)n′p′) . (96)
Let zmax and zmin respectively be the maximum and minimum elements in Z , and both zmax and zmin are bounded. For any
f1 ∈ (1± δ)n′p,
P
(
f1∑
k=1
Z1,ak ≤ γ1
)
≤ P
(1−δ)n′p′∑
k=1
Z1,ak ≤ γ1
 ≤ P
(1−δ)n′p′∑
k=1
Z1,ak ≤ (1− γ)(1− δ)n′p′E(Z1,ak )

≤ P
∣∣∣∣∣∣
(1−δ)n′p′∑
k=1
Z1,ak − (1− δ)n′p′E(Z1,ak )
∣∣∣∣∣∣ ≥ γ(1− δ)n′p′E(Z1,ak )

≤ 2 exp
(
−γ
2E(Z1,ak )2(1− δ)n′p′
(zmax − zmin)2
)
, (97)
34
where (97) follows from the Hoeffding’s inequality. Replacing (97) and (93) into (96), we have
P
 n′∑
k=1
RkTkZ
1,a
k ≤ γ1
 ≤ 2 exp(−γ2E(Z1,ak )2(1− δ)n′p′
(zmax − zmin)2
)
+ 2 exp
(
−1
3
δ2n′p′
)
. (98)
Let F2 :=
∑n′
k=1 1{R′k = T ′k = 1} and γ2 := (1 + γ)(1 + δ)n′p′E(Z0,ak ). One can show that
P
 n′∑
k=1
R′kT
′
kZ
0,a
k ≥ γ2
 = EF2
P
 n′∑
k=1
R′kT
′
kZ
0,a
k ≥ γ2
∣∣∣∣∣F2
 (99)
= EF2
(
P
(
F2∑
k=1
Z1,ak ≥ γ2
∣∣∣∣F2
))
(100)
≤
∑
f2∈(1±δ)n′p′
P(F2 = f2)P
(
f2∑
k=1
Z1,ak ≥ γ2
)
+ P (F2 /∈ (1± δ)n′p′) (101)
≤ 2 exp
(
−γ
2E(Z0,ak )2(1 + δ)n′p′
(zmax − zmin)2
)
+ 2 exp
(
−1
3
δ2n′p′
)
. (102)
By choosing sufficiently small δ and γ such that
(1− γ)(1− δ)n′p′E(Z1,ak )− (1 + γ)(1 + δ)n′p′E(Z0,ak ) > 0,
we guarantee that there exists a sequence an (depending on Q
a
0, Q
a
1, and n
′) such that the terms in both (98) and (102) decay
faster than an.
The analysis for each atypical action movie is similar. Therefore, with probability at least 1− an,
S˜(j) =
{∑n′
k=1RkTkZ
1,a
k −
∑n′
k=1R
′
kT
′
kZ
0,a
k ≥ (1− γ)(1− δ)n′p′E(Z1,ak )− (1 + γ)(1 + δ)n′p′E(Z0,ak ) > 0, if j ∈ At∑n′
k=1RkTkZ
0,a
k −
∑n′
k=1R
′
kT
′
kZ
1,a
k ≤ (1 + γ)(1 + δ)n′p′E(Z0,ak )− (1− γ)(1− δ)n′p′E(Z1,ak ) ≤ 0, if j ∈ Aa
Note that the size of AX is at least ( 12 − σn)m. By the multiplicative form of the Chernoff bound, we have that for any
δ ∈ (0, 1), with probability 1− exp(− δ23 an|AX|), the number of misclassified typical and atypical action movies is at most
(1 + δ)an|AX|, hence, by choosing δ = 1/2, the number of correctly classified typical and atypical action movies |AXt ∪ AXa |
is at least (1− 32an)( 12 − σn)m.
For typical and atypical romance movies j ∈ R, one can also find a sequence rn (depending on Qr0, Qr1, and n′) such that{
P(S˜(j) ≤ 0) ≥ 1− rn, if j ∈ Rt,
P(S˜(j) > 0) ≥ 1− rn, if j ∈ Ra,
Similar, with probability 1 − exp(− 112rn|RX|), the number of correctly classified typical and atypical romance movies|RXt ∪RXa | is at least (1− 32rn)( 12 − σn)m. Combining the analyses for action and romance movies and recalling Definition 2,
we have that the success probability (over the generation of Ha3) of the estimator in (59) is at least 1 − νn, where νn :=
exp(− 112 min{an, rn}( 12 − σn)m).
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For two subsets of nodes V,V ′ ⊂ V1, let e(V,V ′) be the number of edges that connect nodes in V and nodes in V ′. Note
that |M×| = |W×| = η′nn and |MX| = |WX| = ( 12 − η′n)n, where η′n ≤ ηn. By setting
B1 :=
(
( 12 − η′n)n
2
)
+
(
η′nn
2
)
, B2 :=
(
1
2
− η′n
)
η′nn
2, (103)
B3 := 2
(
1
2
− η′n
)
η′nn
2, B4 :=
(
1
2
− η′n
)2
n2 + (η′n)
2
n2, (104)
and let {Xk}, {X ′k} i.i.d.∼ Bern(B11) and {Yk}, {Y ′k} i.i.d.∼ Bern(B12), we have
e(M(0),M(0)) =
B1∑
k=1
Xk +
B2∑
k=1
Yk, e(W(0),W(0)) =
B1∑
k=1
X ′k +
B2∑
k=1
Y ′k, e(M(0),W(0)) =
B3∑
k=1
Xk +
B4∑
k=1
Yk.
35
We first consider the estimator B̂11 in equation (64). Note that
µB11 := E
(
eb(M(0),M(0)) + eb(W(0),W(0))
)
≤ E
(
e(M(0),M(0)) + e(W(0),W(0))
)
≤ 2B11
(
n/2
2
)
. (105)
Applying the multiplicative form of the Chernoff bound yields that for any δ ∈ (0, 1), with probability at least 1−exp(−δ2µB11/3),
the numerator eb(M(0),M(0)) + eb(W(0),W(0)) is upper bounded by (1 + δ)2B11
(
n/2
2
)
, which further implies
B̂11 =
e(M(0),M(0)) + e(W(0),W(0))
2 · (n/22 ) ≤
(1 + δ)2B11
(
n/2
2
)
2 · (n/22 ) = (1 + δ)B11.
Since the degree of any nodes in hb1 is at least n(1− 2/
√
log n) (or equivalently, the number of non-edges of any nodes is at
most 2n/
√
log n), we know
eb(M(0),M(0)) ≥
B1−n2 2n√logn∑
k=1
Xk, eb(W(0),W(0)) ≥
B1−n2 2n√logn∑
k=1
X ′k, and µB11 ≥ 2
(
B1 − n
2
√
log n
)
B11. (106)
Applying the Chernoff bound yields that with probability at least 1− exp(−δ2µB11/3),
B̂11 =
e(M(0),M(0)) + e(W(0),W(0))
2 · (n/22 ) ≥
2(1− δ)
(
B1 − n2√logn
)
B11
2 · (n/22 ) ≥
(
1− δ − c1η′n −
c2√
log n
)
B11,
for some constant c1, c2 > 0. By choosing δ = 1/
√
log n, we complete the proof for the estimator of B11.
Next, we consider the estimator of B12 in equation (64). Note that
µB12 := E
(
eb(M(0),W(0))
)
≤ E
(
e(M(0),W(0))
)
= B11B3 + B12B4 =
n2
4
B12 + (B11 − B12)B3, (107)
and since the number of non-edges of any nodes in hb1 is at most 2n/
√
log n, we have
eb(M(0),W(0)) ≥
B4−n 2n√logn∑
k=1
Yk and µB12 ≥
(
B4 − 2n
2
√
log n
)
B12. (108)
We then apply the Chernoff bound with δ = 1/
√
log n to show that, with probability at least 1− exp (−µB12/(3 log n)), the
estimator B̂12 satisfies
B̂12 =
eb(M(0),W(0))(
n
2
)2 ≤ (1 + δ)
(
n2
4 B12 + (B11 − B12)B3
)
(
n
2
)2 ≤ (1 + c3η′n)B12, (109)
B̂12 =
eb(M(0),W(0))(
n
2
)2 ≥ (1− δ)
(
B4 − 2n2√logn
)
B12(
n
2
)2 ≥ (1− c3η′n − c4√log n
)
B12, (110)
for some constant c3, c4 > 0.
The analyses of the estimators B̂′11 and B̂′12 are similar, except that we need to replace ηn by σn. Therefore, one can find a
sequence εn satisfying εn ∈ Ω(max{σn, ηn, 1/
√
log n}) ∩ o(1) such that
∣∣∣ B̂11−B11B11 ∣∣∣ ≤ εn, ∣∣∣ B̂12−B12B12 ∣∣∣ ≤ εn, ∣∣∣ B̂′11−B′11B′11 ∣∣∣ ≤ εn,
and
∣∣∣ B̂′12−B′12B′12 ∣∣∣ ≤ εn.
Furthermore, applying a Taylor series expansion yields that∣∣∣λ̂1 − λ1∣∣∣ ≤
∣∣∣∣∣log
(
1− B̂12 − B12
1− B12
)∣∣∣∣∣+
∣∣∣∣∣log
(
1 +
B̂11 − B11
1− B̂11
)∣∣∣∣∣+
∣∣∣∣∣log
(
1 +
B̂11 − B11
B11
)∣∣∣∣∣+
∣∣∣∣∣log
(
1− B̂12 − B12
B̂12
)∣∣∣∣∣ = O(εn),∣∣∣λ̂2 − λ2∣∣∣ ≤
∣∣∣∣∣log
(
1− B̂
′
12 − B′12
1− B′12
)∣∣∣∣∣+
∣∣∣∣∣log
(
1 +
B̂′11 − B′11
1− B̂′11
)∣∣∣∣∣+
∣∣∣∣∣log
(
1 +
B̂′11 − B′11
B′11
)∣∣∣∣∣+
∣∣∣∣∣log
(
1− B̂
′
12 − B′12
B̂′12
)∣∣∣∣∣ = O(εn).
36
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Let us recall the estimator Q̂a1(z) in (66), in which the numerator takes the form
|Qa1,z| =
∑
i∈[n]
∑
j∈A(0)
1
{
N̂
(0)
ij = 1,U
b
ij = z
}
(111)
=
∑
i∈M(0)
∑
j∈A(0)t
1
{
Ubij = z
}
+
∑
i∈W(0)
∑
j∈A(0)a
1
{
Ubij = z
}
. (112)
Let Bma := |(i, j) : (i, j) ∈ (MX,AXt ) ∩ hb3| and Bwa := |(i, j) : (i, j) ∈ (WX,AXa ) ∩ hb3|. By noting that 1{Ubij = z} =
Tij1{Z1,aij = z} for (i, j) ∈ (MX ∩ hb3,AXt ) or (i, j) ∈ (WX,AXa ) ∩ hb3, we can bound (112) from below by
Bma+Bwa∑
k=1
Tk1
{
Z1,ak = z
}
. (113)
Since |MX| = |WX| ≥ ( 12 − ηn)n and |AXt ∪ AXa | ≥ (1− 32an)( 12 − σn)m (as proved by Lemma 6), the number of entries
(i, j) ∈ (MX,AXt ∪AXa ) is at least (1− 32an)( 12 − ηn)( 12 − σn)mn. We also note that the index set hb3 is a good dense index
set, thus the number of entries (i, j) ∈ (MX,AXt ∪ AXa ) that do not belong to hb3 is at most mn/
√
log n, which implies that
Bma +Bwa ≥
(
1− 3
2
an
)(
1
2
− ηn
)(
1
2
− σn
)
mn− mn√
log n
:= L.
Applying the Chernoff bound yields that with probability 1− exp (−Θ(δ2n(log n)m)), the term in (113) is lower bounded by
(1− δn)LpQa1(z) for any δn ∈ (0, 1).
On the other hand, the term in (112) is upper bounded by
L∑
k=1
Tk1
{
Z1,aij = z
}
+
(mn/4)−L∑
k=1
T ′k, (114)
which, by applying the Chernoff bound, is further upper bounded by (1+δn)mnpQa1(z)+mnp ·Θ(max{an, ηn, σn, 1/
√
log n}).
Combining the lower and upper bounds together, and choosing δn = 1/
√
log n, we ensure that with probability 1− o(1),∣∣∣∣∣ Q̂a1(z)Qa1(z) − 1
∣∣∣∣∣ = O(max{an, ηn, σn, 1/√log n}) = O(max{εn, an}), (115)
where εn ∈ Ω(max{σn, ηn, 1/
√
log n}) ∩ o(1). We then take the union bound over all z ∈ Z . The analyses for the estimators
Q̂a0(z), Q̂
r
1(z), Q̂
r
0(z) are similar, and we omit for brevity. Hence, there exists a sequence ε
′
n satisfying ε
′
n ∈ Ω(max{εn, an, rn})∩
o(1) such that for all z ∈ Z ,∣∣∣∣∣ Q̂a1(z)Qa1(z) − 1
∣∣∣∣∣ ≤ ε′n,
∣∣∣∣∣ Q̂a0(z)Qa0(z) − 1
∣∣∣∣∣ ≤ ε′n,
∣∣∣∣∣ Q̂r1(z)Qr1(z) − 1
∣∣∣∣∣ ≤ ε′n,
∣∣∣∣∣ Q̂r0(z)Qr0(z) − 1
∣∣∣∣∣ ≤ ε′n. (116)
Finally, by applying a Taylor series expansion, we have∣∣∣∣∣log Q̂a1(z)Q̂a0(z) − log Q
a
1(z)
Qa0(z)
∣∣∣∣∣ =
∣∣∣∣∣log Q̂a1(z)Qa1(z) − log Q̂
a
0(z)
Qa0(z)
∣∣∣∣∣ ≤ 2 log(1 + ε′n) = O(ε′n), (117)
and similarly, ∣∣∣∣∣log Q̂a1(z)Q̂r1(z) − log Q
a
1(z)
Qr1(z)
∣∣∣∣∣ = O(ε′n),
∣∣∣∣∣log Q̂a0(z)Q̂r0(z) − log Q
a
0(z)
Qr0(z)
∣∣∣∣∣ = O(ε′n). (118)
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For each movie j ∈ [m], we define the exact local likelihood function (which depends on the exact values of Qa1(z), Qa0(z),
instead of the estimated ones) corresponding to L1(j) as
L˜1(j) :=
∑
i∈M(0)
log
Qa1(U
b
ij)
Qa0(U
b
ij)
+
∑
i∈W(0)
log
Qa0(U
b
ij)
Qa1(U
b
ij)
. (119)
Claim 1 below states that if model parameters Qa1, Q
a
0 are known, then every action movie j ∈ A can be classified into At and
Aa correctly via local refinements with sufficiently high probability.
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Claim 1. With probability 1− o(1), all the action movie j ∈ A satisfy{
L˜1(j) ≥ 2 logm, if j ∈ At,
L˜1(j) ≤ − 2 logm, if j ∈ Aa.
Proof. Consider a typical action movie j ∈ At. We define
BXm := |i ∈MX : (i, j) ∈ hb3|, BXw := |i ∈ WX : (i, j) ∈ hb3|, (120)
B×m := |i ∈M× : (i, j) ∈ hb3|, B×w := |i ∈ W× : (i, j) ∈ hb3|. (121)
Since |MX| = |WX| ≥ ( 12 − ηn)n, |M×| = |W×| ≤ ηnn, and the number of missing entries (i, j) /∈ hb3 for each movie j is
at most 2n/
√
log n, we obtain
BXm ≥
(
1
2
− ηn − 2√
log n
)
n, BXw ≥
(
1
2
− ηn − 2√
log n
)
n, B×m ≤ ηnn, B×w ≤ ηnn. (122)
Thus, we have
∑
i∈M(0)
log
Qa1(U
b
ij)
Qa0(U
b
ij)
=
BXm∑
k=1
Tk log
Qa1(Z
1,A
k )
Qa0(Z
1,A
k )︸ ︷︷ ︸
A1,10k
+
BXm +B
×
w∑
k=BXm +1
Tk log
Qa1(Z
0,A
k )
Qa0(Z
0,A
k )︸ ︷︷ ︸
A0,10k
,
∑
i∈W(0)
log
Qa1(U
b
ij)
Qa0(U
b
ij)
=
BXw∑
k=1
T ′k log
Qa0(Z
0,A
k )
Qa1(Z
0,A
k )︸ ︷︷ ︸
A0,01k
+
BXw +B
×
m∑
k=BXw +1
T ′k log
Qa0(Z
1,A
k )
Qa1(Z
1,A
k )︸ ︷︷ ︸
A1,01k
.
Note that for each k,
E
(
e−
1
2A
1,10
k
)
= 1− pdA, E
(
e−
1
2A
0,10
k
)
= 1− p
(
1−
∑
z∈Z
Qa0(z)
√
Qa0(z)
Qa1(z)
)
:= 1− pu1, (123)
E
(
e−
1
2A
0,01
k
)
= 1− pdA, E
(
e−
1
2A
0,10
k
)
= 1− p
(
1−
∑
z∈Z
Qa1(z)
√
Qa1(z)
Qa0(z)
)
:= 1− pu2. (124)
By applying the Chernoff bound P(X > κ) ≤ mint>0 e−tκ · E(etX) with t = 12 , one can bound the corresponding error
probability from above as
P
(
L˜1(j) <

2
logm
)
= P
(
−L˜1(j) > − 
2
logm
)
≤ exp
(
(BXm +B
X
m ) log(1− pdA) +B×m log(1− pu1) +B×w log(1− pu2) +

4
logm
)
(125)
≤ exp
(
−(1− o(1))npdA + 
4
logm
)
(126)
≤ m−(1+ 4 ). (127)
In (125), we use the bounds for BXm , B
X
w , B
×
m , B
×
w derived in (122) and absorb the lower order terms into the o(1) term.
Inequality (127) is true for sufficiently large n, and holds because the sample complexity mnp ≥ (1 + )(m logm)/dA.
Similarly, for each atypical action movie j ∈ Aa, we have
P
(
L˜1(j) > − 
2
logm
)
≤ m−(1+ 4 ).
By taking the union bound over all the action movies (of size at most m), we complete the proof of Claim 1.
Claim 2 below shows that the difference between the exact local likelihood function L˜1(j) and the approximate local
likelihood function L1(j) is negligible, which further implies that MC2G works even if model parameters are unknown.
Claim 2. With probability 1− o(1), there exists a sequence ξn satisfying ξn ∈ Ω(ε′n) ∩ o(1) such that all the action movie
j ∈ A satisfy ∣∣∣L1(j)− L˜1(j)∣∣∣ ≤ ξn logm.
Proof. Consider a specific z ∈ Z . We first consider ∑i∈[n] 1{Ubij = z} (the summation of at most n i.i.d. random variables)
which corresponds to the numbers of ratings z ∈ Z received by a movie j in the rating matrix Ub. Note that its expectation
38
µz ≤ np(Qa1(z) +Qa0(z))/2, which is of order Θ(log n) since the sample probability p = Θ((log n)/n) when m = Θ(n). By
applying the Chernoff bound, we have that for any κ1(z) > 1,
P
∑
i∈[n]
1
{
Ubij = z
} ≥ (1 + κ1(z))np(Qa1(z) +Qa0(z))
2
 ≤ exp(−κ1(z)
3
µz
)
. (128)
We set the constant κ1(z) (which depends on µz and the ratio m/n) to be large enough so that RHS of (128) scales as o(m−1).
Taking the union bound over z ∈ Z , we ensure that with probability 1− o(m−1),∑
z∈Z
∑
i∈[n]
1
{
Ubij = z
} ≤ c4 log n (129)
for some constant c4 > 0. Then, we can also take the union bound over all the action movies j ∈ A to show that with
probability 1− o(1), inequality (129) holds for all j ∈ A.
Next, we recall from (71) in Lemma 10 that with probability 1− o(1), there exists a constant c5 > 0 such that for all z ∈ Z ,∣∣∣∣∣log Q̂a1(z)Q̂a0(z) − log Q
a
1(z)
Qa0(z)
∣∣∣∣∣ ≤ c5ε′n. (130)
Combining (129) and (130), we have that with probability 1− o(1), all the action movie j ∈ A satisfy∣∣∣L1(j)− L˜1(j)∣∣∣ (131)
=
∣∣∣∣∣ ∑
i∈M(0)
∑
z∈Z
1
{
Ubij = z
}
log
Q̂a1(z)
Q̂a0(z)
+
∑
i∈W(0)
∑
z∈Z
1
{
Ubij = z
}
log
Q̂a0(z)
Q̂a1(z)
−
∑
i∈M(0)
∑
z∈Z
1
{
Ubij = z
}
log
Qa1(z)
Qa0(z)
−
∑
i∈W(0)
∑
z∈Z
1
{
Ubij = z
}
log
Qa0(z)
Qa1(z)
∣∣∣∣∣
≤
∑
z∈Z
∣∣∣∣∣log Q̂a1(z)Q̂a0(z) − log Q
a
1(z)
Qa0(z)
∣∣∣∣∣ ∑
i∈M(0)
1
{
Ubij = z
}
+
∑
z∈Z
∣∣∣∣∣log Q̂a0(z)Q̂a1(z) − log Q
a
0(z)
Qa1(z)
∣∣∣∣∣ ∑
i∈W(0)
1
{
Ubij = z
}
≤ c5ε′n
∑
z∈Z
 ∑
i∈M(0)
1
{
Ubij = z
}
+
∑
i∈W(0)
1
{
Ubij = z
} (132)
= c5ε
′
n
∑
z∈Z
∑
i∈[n]
1
{
Ubij = z
}
. (133)
≤ c4c5ε′n log n. (134)
By noting that m = Θ(n), one can find a sequence ξn satisfying ξn ∈ Ω(ε′n) ∩ o(1) such that
∣∣∣L1(j)− L˜1(j)∣∣∣ ≤ ξn logm for
all j ∈ A.
Finally, the triangle inequality guarantees that
L˜1 −
∣∣∣L1(j)− L˜1(j)∣∣∣ ≤ L1(j) ≤ L˜1(j) + ∣∣∣L1(j)− L˜1(j)∣∣∣ . (135)
By combining Claims 1 and 2 and inequality (135), we obtain that with probability 1− o(1), all the action movies j ∈ A satisfy{
L1(j) ≥ 2 logm− ξn logm > 0, if j ∈ At,
L1(j) ≤ − 2 logm+ ξn logm ≤ 0, if j ∈ Aa,
(136)
where (136) holds for sufficiently large n.
APPENDIX H
PROOF OF LEMMA 13
For each movie j ∈ [m], we define the exact local likelihood function (which depends on the exact values of B′, Qa1, Qa0,
Qr1, Q
r
0, instead of the estimated ones) corresponding to L3(j) as
L˜3 := λ2
[
eb(j,A(0))− eb(j,R(0))
]
+
∑
i∈M(0)
log
Qa1(U
b
ij)
Qr1(U
b
ij)
+
∑
i∈W(0)
log
Qa0(U
b
ij)
Qr0(U
b
ij)
.
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Claim 3 below states that if model parameters B′, Qa1, Q
a
0, Q
r
1, Q
r
0 are known, then typical action movies At and atypical
romance movies Ra can be correctly distinguished with sufficiently high probability.
Claim 3. With probability 1− o(1), all the movies j ∈ At ∪Ra satisfy{
L˜3(j) ≥ 2 logm, if j ∈ At,
L˜3(j) ≤ − 2 logm, if j ∈ Ra.
Proof. Consider a typical action movie j ∈ At. We define
BXa := |j′ ∈ AX : j′ 6= j, (j, j′) ∈ hb3|, B×a := |j′ ∈ A× : (j, j′) ∈ hb3|, (137)
B×r := |j′ ∈ R× : j′ 6= j, (j, j′) ∈ hb3|, BXr := |j′ ∈ RX : (j, j′) ∈ hb3|. (138)
Since |AX| = |RX| ≥ ( 12 − σn)m, |A×| = |A×| ≤ σnm, and hb3 is a good dense index set, we know
BXa ≥
(
1
2
− σn − 2√
logm
)
m, BXr ≥
(
1
2
− σn − 2√
logm
)
m, B×a ≤ σnm, B×r ≤ σnm, and (139)
e(j,A(0))− e(j,R(0)) =
BXa∑
k=1
X¯k +
B×a∑
k=1
Y¯k −
( BXr∑
k=1
Y¯ ′k +
B×r∑
k=1
X¯ ′k
)
. (140)
Recalling the definitions of BXm , B
×
m , B
X
w , and B
×
w in (122), we have∑
i∈M(0)
log
Qa1(U
b
ij)
Qr1(U
b
ij)
=
BXm∑
k=1
Tk log
Qa1(Z
1,a
k )
Qr1(Z
1,a
k )︸ ︷︷ ︸
:=A1,11k
+
BXm +B
×
m∑
k=BXm +1
Tk log
Qa1(Z
0,a
k )
Qr1(Z
0,a
k )︸ ︷︷ ︸
:=A0,11k
,
∑
i∈W(0)
log
Qa0(U
b
ij)
Qr0(U
b
ij)
=
BXw∑
k=1
T ′k log
Qa0(Z
0,a
k )
Qr0(Z
0,a
k )︸ ︷︷ ︸
:=A0,00k
+
BXw +B
×
w∑
k=BXw +1
T ′k log
Qa0(Z
1,a
k )
Qr0(Z
1,a
k )︸ ︷︷ ︸
:=A1,00k
.
Then, L˜3(j) can be expressed as
L˜3(j) = λ2
BXa∑
k=1
X¯k +
B×a∑
k=1
Y¯k −
BXr∑
k=1
Y¯k −
B×r∑
k=1
X¯k
+ BXm∑
k=1
A1,11k +
B×m∑
k=1
A0,11k +
BXw∑
k=1
A0,00k +
B×w∑
k=1
A1,00k .
Note that for each k,
E
(
e−
1
2A
1,11
k
)
= 1− pH2(Qa1, Qr1), E
(
e−
1
2A
0,11
k
)
= 1− p
(
1−
∑
z∈Z
Qa0(z)
√
Qr1(z)
Qa1(z)
)
:= 1− pu3,
E
(
e−
1
2A
0,00
k
)
= 1− pH2(Qa0, Qr0), E
(
e−
1
2A
1,00
k
)
= 1− p
(
1−
∑
z∈Z
Qa1(z)
√
Qr0(z)
Qa0(z)
)
:= 1− pu4,
E
(
e
1
2λ2Y¯k
)
= 1− B′12
(
1−
√
(1− B′12)B′11
(1− B′11)B′12
)
, E
(
e−
1
2λ2X¯k
)
= 1− B′11
(
1−
√
(1− B′11)B′12
(1− B′12)B′11
)
,
E
(
e
1
2λ2X¯k
)
= 1− B′11
(
1−
√
(1− B′12)B′11
(1− B′11)B′12
)
, E
(
e−
1
2λ2Y¯k
)
= 1− B′12
(
1−
√
(1− B′11)B′12
(1− B′12)B′11
)
.
40
By applying the Chernoff bound P(X > κ) ≤ mint>0 e−tκ · E(etX) with t = 12 and combining the above analyses, one can
bound the corresponding error probability from above as
P
(
L˜3(j) <

2
logm
)
= P
(
−L˜3(j) > − 
2
logm
)
≤ exp
(
BXr logE
(
e
1
2λ2Y¯k
)
+BXa logE
(
e−
1
2λ2X¯k
)
+B×r logE
(
e
1
2λ2X¯k
)
+B×a logE
(
e−
1
2λ2Y¯k
)
+BXm log
(
1− pH2(Qa1, Qr1)
)
+BXw log
(
1− pH2(Qa0, Qr0)
)
+B×m log (1− pu3) +B×w log (1− pu4) +

4
logm
)
≤ exp
(
−(1− o(1))1
2
I2 logm− (1− o(1))npd(2)AR +

4
logm
)
(141)
≤ m−(1+ 4 ). (142)
In inequality (141), we use the bounds for BXm , B
X
w , B
×
m , B
×
w , B
X
a , B
X
r , B
×
a , B
×
r derived in (122) and (139) and absorb the
lower order terms into the o(1) term. Inequality (142) holds for both of the two regimes:
• dAR > 0 and the sample complexity mnp ≥ (2(1 + )− I2)m logm/(2dAR);
• dAR = 0 and I2 > 2(1 + ),
and is true for sufficiently large n.
Similarly, one can also show that for each atypical romance movie j ∈ Ra,
P
(
L˜3(j) > − 
2
logm
)
≤ m−(1+ 4 ).
We complete the proof of Claim 3 by applying the union bound over all the movies j ∈ At ∪Ra.
Claim 4 below shows that the difference between the exact local likelihood function L˜3(j) and the approximate local
likelihood function L3(j) is negligible, which further implies that MC2G works even if model parameters are unknown.
Claim 4. With probability 1−o(m−1), there exists a sequence ξ′n satisfying limn→∞ ξ′n = 0 such that all the movies j ∈ At∪Ra
satisfy ∣∣∣L3(j)− L˜3(j)∣∣∣ ≤ ξ′n logm.
Proof. Consider a movie j ∈ At ∪ Ra. Note that E(eb(j,A(0)) + eb(j,R(0))) ≤ E(
∑m
k=1 X¯k) = B
′
11m. By applying the
Chernoff bound, we have
P
(
eb(j,A(0)) + eb(j,R(0)) > (1 + κ2)B′11m
)
≤ exp
(
−κ2
3
E(eb(j,A(0)) + eb(j,R(0)))
)
, where κ2 ≥ 1. (143)
We choose the constant κ2 to be large enough to ensure the RHS of (143) scales as o(m−1). By applying the union bound, we
have that with probability 1− o(1), all the movies j ∈ At ∪Ra satisfy
eb(j,A(0)) + eb(j,R(0)) ≤ (1 + κ2)B′11m ≤ c6 log n (144)
for some constant c6 > 0, since B′11 = Θ(logm/m) and m = Θ(n).
Next, we recall from Lemma 9 and Lemma 10 that with probability 1− o(1), there exists a constant c7 > 0 such that,∣∣∣λ̂2 − λ2∣∣∣ ≤ c7εn,
∣∣∣∣∣log Q̂a1(z)Q̂r1(z) − log Q
a
1(z)
Qr1(z)
∣∣∣∣∣ ≤ c7ε′n,
∣∣∣∣∣log Q̂a0(z)Q̂r0(z) − log Q
a
0(z)
Qr0(z)
∣∣∣∣∣ ≤ c7ε′n, for all z ∈ Z. (145)
Combining (144) and (145), we have that with probability 1− o(1), all the movies j ∈ At ∪Ra satisfy∣∣∣L3(j)− L˜3(j)∣∣∣
≤
∣∣∣λ̂2 − λ2∣∣∣ · (eb(j,A(0)) + eb(j,R(0)))
+
∑
z∈Z
∣∣∣∣∣log Q̂a1(z)Q̂r1(z) − log Q
a
1(z)
Qr1(z)
∣∣∣∣∣ ∑
i∈M(0)
1
{
Ubij = z
}
+
∑
z∈Z
∣∣∣∣∣log Q̂a0(z)Q̂r0(z) − log Q
a
0(z)
Qr0(z)
∣∣∣∣∣ ∑
i∈W(0)
1
{
Ubij = z
}
(146)
≤ c6c7εn log n+ c7ε′n
∑
z∈Z
∑
i∈[n]
1
{
Ubij = z
}
(147)
≤ c6c7εn log n+ c4c7ε′n log n. (148)
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From (147) to (148), we reuse the result derived in (129), which states that with probability 1 − o(1), all the movies
j ∈ At ∪Ra satisfy
∑
z∈Z
∑
i∈[n] 1
{
Ubij = z
} ≤ c4 log n. By noting that m = Θ(n), one can find a sequence ξ′n such that∣∣∣L3(j)− L˜3(j)∣∣∣ ≤ ξ′n logm for all j ∈ At ∪Ra.
Finally, the triangle inequality guarantees that
L˜3(j)−
∣∣∣L3(j)− L˜3(j)∣∣∣ ≤ L3(j) ≤ L˜3(j) + ∣∣∣L3(j)− L˜3(j)∣∣∣ . (149)
By combining Claims 3 and 4 and inequality (149), we obtain that with probability 1− o(1), all the action movies j ∈ At ∪Ra
satisfy {
L3(j) ≥ 2 logm− ξ′n logm > 0, if j ∈ At,
L3(j) ≤ − 2 logm+ ξ′n logm ≤ 0, if j ∈ Ra,
(150)
where (150) holds for sufficiently large n.
In a similar manner, one can also show that with probability 1− o(1),
• All the movies j ∈ Aa ∪Rt satisfy {
L4(j) > 0, if j ∈ Aa,
L4(j) ≤ 0, if j ∈ Rt.
(151)
• All the movies j ∈ At ∪Rt satisfy {
L5(j) > 0, if j ∈ At,
L5(j) ≤ 0, if j ∈ Rt.
(152)
• All the movies j ∈ Aa ∪Ra satisfy {
L6(j) > 0, if j ∈ Aa,
L6(j) ≤ 0, if j ∈ Ra.
(153)
