Abstract. Given a connected graph G and a set F of faulty vertices of G, let G − F be the graph obtained from G by deletion of all vertices of F and edges incident with them. Is there an algorithm, whose running time may be bounded by a polynomial function of |F | and log |V (G)|, which decides whether G − F is still connected? Even though the answer to this question is negative in general, we describe an algorithm which resolves this problem for the n-dimensional hypercube in time O(|F |n 3 ). Furthermore, we sketch a more general algorithm that is efficient for graph classes with good vertex expansion properties.
Introduction
A study of interconnection networks, originally initiated by particular applications in telephone and computer networks, has become fairly pervasive in many different areas in the recent decade. In a whole avenue of problems that arise in the course of network design, a good deal of attention has been paid to the aspect of reliability: If some nodes of the network become overloaded or unavailable, can the network still preserve its functionality?
If interconnection networks are modeled as simple undirected graphs, our problem may be formulated as follows: Suppose we are given a class G of graphs such that each graph G ∈ G has a property P. Note that to describe an arbitrary vertex of G, we need a string of length Ω(log |V (G)|) in the worst case. Let
be an oracle which for a given vertex v ∈ V (G) returns the set N (v) of all neighbors of v in G in time O(|N (v)| · log |V (G)|). Problem 1.1. Is there an algorithm which -given an oracle n G for a graph G ∈ G and a set F of faulty vertices of G, -decides whether the graph G − F , obtained from G by deletion of all vertices of F and edges incident with them, still possesses the property P,
-whose running time is bounded by a polynomial function of |F | and log |V (G)|?
The requirement on the time complexity is motivated by practical considerations. Recall that to describe an arbitrary input F , a string of length |F |Ω(log |V (G)|) is needed. It is plausible to presume that the number of nodes which may become faulty at the same time would be just a fraction of the total number of nodes of the network. A typical instance of this problem may be a network topology modeled by the graph of the n-dimensional hypercube with 2 n vertices, while the number of faults is bounded by O(n k ) for some natural number k [5, 7] . In this case it would be useful to design an algorithm for Problem 1.1, running in time proportional to the length of the input F , possibly searching only some local neighborhood of F in G, rather than exploring the whole graph G − F .
A natural requirement imposed on each reasonable interconnection network is its connectivity. In this paper we therefore study an instance of Problem 1.1 where property P equals connectivity. To the best of our knowledge, no results on this problem have been reported previously.
It should be noted that although graph connectivity is a textbook example of an algorithmic problem that may be solved in linear time [3] , our variant is more involved. In particular, we claim that if G may be an arbitrary connected graph, an algorithm testing the connectivity of G − F in time |F | k for some natural number k does not exist. Indeed, suppose that G x,y and G x,z are two connected graphs containing distinct vertices x = y and x = z, respectively. Let G 1 be the graph obtained from G x,y and G x,z by gluing together vertex x of G x,y with vertex x of G x,z , and G 2 be the graph obtained from G 1 by adding edge yz. In order to verify the connectivity of G 1 − {x} or G 2 − {x}, it is necessary to check the presence of edge yz, since only this edge distinguishes the connected graph G 2 −{x} from disconnected G 1 −{x}. Since the choice of y and z was quite arbitrary, it follows that any algorithm that correctly decides on the connectivity of G − F must necessarily read all edges of this graph. It follows that its running time is bounded from below by the size of the input graph, which need not be necessarily a polynomial in |F | and log |V (G)|.
This argument shows that it is necessary to restrict class G to some proper subclass of connected graphs. In this paper, we resolve our problem for the class of hypercubes, which has served for decades as a popular topology of interconnection networks for parallel or distributed computing [10] It is worth mentioning that a fairly special instance of Problem 1.1 for G being the class of hypercubes and property P being the existence of (i) Hamiltonian cycles and paths [4] , (ii) long cycles and paths [5, 7] , has been studied previously. There are positive results for a special case when the number of faults is bounded by a certain linear (i) or quadratic (ii) function of n. On the other hand, when the number of faults is not limited, the problems are NP-hard [1, 6] .
The main results of this paper is an algorithm which verifies the connectivity of the n-dimensional hypercube with f faults in time O(f n 3 ). We also describe a more general algorithm based on vertex-expansion properties that for the class of hypercubes works in time O(f 2 n 3.5
). The rest of the paper is laid out as follows. After introducing some necessary concepts and notations, we start with vertexexpansion approach in Section 3. In Section 4 we study walk transformations. This is our main technical tool, applied in Section 5 to derive a theorem relating connectivity of faulty hypercube with that of certain local neighborhood of the set of faults. Based on these theoretical results, in Section 6 we describe an algorithm for connectivity testing and analyze its time complexity. The paper is concluded with some open problems and directions for further research.
Preliminaries
The concepts used in this paper but undefined below may be found e. g. in [3] . In the rest of this text, n always denotes a positive integer while [n] stands for the set {1, 2, . . . , n}.
Vertex and edge sets of a graph G are denoted by V (G) and
, the subscript being omitted if no ambiguity may arise. A square of the graph G, denoted by G 2 , is the graph on vertices of G and edges between every two distinct vertices that are at distance at most two in G. Given a vertex u, an edge vw and sets S, T ⊆ V (G), we define
The n-dimensional hypercube Q n is a graph with all binary vectors of length n as vertices, an edge joining two vertices whenever they differ in a single coordinate. For two vertices u, v of Q n let u △ v be the set of coordinates in which u and v differ. Note that |u △ v| = d(u, v). The direction of an edge uv of Q n is the integer i ∈ [n] in which u and v differ; that is, u △ v = {i}.
Expansion approach
In this section we describe an algorithm for testing vertex-deleted connectivity which works efficiently for graph classes with good vertex expansion.
The set N (S) contaning neighbors of vertices from S ⊆ V (S) that are not in S is called the boundary of S. The graph G is said to have vertex expansion ε if |N (S)| ≥ ε · |S| for every S ⊆ V (G) with |S| ≤ |V (G)|/2. Note that nonzero expansion implies connectedness; otherwise, a component of at most half of the vertices would have empty boundary. Theorem 3.1. Let (G n ) n∈N be a sequence of graphs G n with vertex expansion ε n > 0 and maximal degree ∆ n . There is an algorithm that for input n ∈ N,
Obviously, there is at most one major component. If |F | > |V (G n )|ε n /2, we can afford to run a standard search algorithm in G n − F . Otherwise, it follows from vertex expansion of G n that every component of G n − F is either major or small. The key idea is that we can afford searching through small components completely. Furthermore, if we find more than |F |/ε n vertices in the same component, we know that we are in the major component (and thus we can stop our search).
Hence, the algorithm works as follows. We start searching G n − F from each (non-faulty) neighbor v of a faulty vertex u. If we find a component of more than |F |/ε n vertices, we stop the search from v with a remark that there exists a major component. If we have found a complete small component, we report that the graph G n − F is disconnected. Otherwise, we continue the search until we check all non-faulty neighbors v of all faulty vertices u. In this case, we report that the graph G n − F is connected.
The time complexity is obtained as follows. There are at most |F | · ∆ n nonfaulty neighbors of faulty vertices. From each of them we search for at most |F |/ε n vertices. For every vertex found we ask oracle for its neighbors, and each query takes O(∆ n · log(|V (G n )|)) time.
⊓ ⊔ It follows from classical results of Harper [8] on isoperimetric problems that the hypercube Q n has a vertex expansion c √ n for some constant c.
Corollary 3.1. There is an algorithm for testing connectivity of
) time.
Transformations of walks in hypercubes
In this section we introduce a useful concept of transformations of one walk to another walk of the hypercube. This is where the structure of the hypercube plays its role. , i) be the number of occurrences of i in τ . It is easy to see that a sequence τ over [n] is a transitional sequence of some uv-walk in Q n if and only if
Thus, we may identify uv-walks in Q n with sequences over [n] satisfying (4.1).
We use both representations of a uv-walk as a sequence of vertices and as its transitional sequence, depending on what is more convenient. Let τ be a transitional sequence of a uv-walk W . Consider the following three operations on τ :
where τ 1 , τ 2 are contiguous subsequences of τ and i, j ∈ [n]. Since these operations preserve (4.1), their results are also transitional sequences of some uv-walk.
We say that two uv-walks σ and τ in Q n are equivalent if #(σ, i) = #(τ, i) for all i ∈ [n]. Note that the operation swap transforms a uv-walk to an equivalent uv-walk. Conversely, the following proposition holds. Proof. For every direction i ∈ [n] we perform the operations insert i on σ if #(σ, i) < #(τ, i), or on τ if #(σ, i) > #(τ, i) until we obtain #(σ, i) = #(τ, i). These inserts can be performed on any position.
⊓ ⊔
Since delete is an inverse of insert, we obtain the following corollary.
Corollary 4.1. For every two uv-walks σ and τ in Q n there is a sequence of inserts, swaps and deletes (in this order) that turns σ into τ .
Local connectivity
For a given set F of vertices in Q n we define a subgraph
That is, G(F ) is the subgraph of Q n on all vertices at distance at most 2 from F and with all edges at distance at most 1 from F . Our aim in this section is to show that if G(F ) is connected and
Let W be a walk in Q n and let u be a vertex on W . We say that u is a port on W if u ∈ A and exactly one of his neighbors on W is in F . Note that if u is a port on W and not an endvertex, then his second neighbor on W is in A ∪ B. Furthermore, since u may have several occurrences on the walk W , the notion of ports is defined with respect to a particular occurrence of u on W , and not the vertex u itself.
For a connected component C of G(F ) − F let p(C, W ) denote the number of ports on the walk W from the component C. First, we show that swap performed on W preserves the parity of p(C, W ). Lemma 5.1. Let W 2 be a walk in Q n obtained from a walk W 1 by a single swap, and let F ⊆ V (Q n ). For every component C of G(F ) − F , the numbers p(C, W 1 ) and p(C, W 2 ) differ by 0 or 2.
Proof. See Figure 1 for all configurations of swaps that change ports. The vertices of F are full (red), the vertices of A ∪ B are empty (blue), the ports are circled. The edges of walks W 1 , W 2 that are incident to F are dashed (red), the edges of W from G(F ) − F are full (blue). Note that in each case, the ports change on the vertices u and v. Since u and v are connected by edges of G(F ) − F , they are in the same component C of G(F ) − F . In the first, third and last case, the numbers of ports of C changes by 2, whereas in the second and fourth case, it remains unchanged.
⊓ ⊔ Corollary 5.1. For every F ⊆ V (Q n ), every component C of G(F ) − F , and every equivalent walks W 1 and W 2 in Q n , the parity of p(C, W 1 ) and p(C, W 2 ) is the same.
Now we show that global connectivity implies local connectivity. That is, disconnected Q n − F can be recognized locally on G(F ) − F .
Proof. Suppose for a contradiction that there are vertices u, v ∈ A ∪ B = V (G(F ) − F ) that are connected in Q n − F by a walk P but are disconnected in G(F ) − F . Clearly, the walk P contains some vertex x that is not from A; otherwise, P is in G(F ) − F . Let C u and C v denote the components of G(F ) − F containing the vertices u and v, respectively. Since G(F ) is connected, there is a uv-walk R in G(F ). As u and v are disconnected in G(F ) − F , the walk R contains some vertex y ∈ F , and an odd number of ports from each component C u and C v .
By Proposition 4.2, the walks P and R can be transformed by inserts to walks P ′ and R ′ in Q n , respectively, such that P ′ and R ′ are equivalent. Moreover, inserts on P and on R can be performed at the vertices x and y, respectively. It follows that the sets of ports on P and R do not change by these transformations. In particular, p(C, P ′ ) = p(C, P ) and p(C, R
However, from Corollary 5.1 it follows that p(C u , P ) and p(C v , P ) have odd parity. Hence, the walk P contains some port, and consequently, some vertex of F . This is a contradiction with the assumption that P is a walk in
Proof. Let u, v ∈ V (Q n ) \ F and P be an arbitrary uv-walk in Q n . If P contains no vertex from F , we are done. Otherwise it contains a subwalk S = (x, y 1 , . . . , y m , z) whose all vertices except x and z are in F . Then y 1 , . . . , y m belong to the same component C of Q 2 n [F ]. By our assumption, G(C) − C contains an xz-walk T . Replacing the subwalk S of P with T , we obtain a uv-walk which contains less vertices from F than P . Repeating this process for every subwalk of P of the described type, we finally obtain a uv-walk in Q n − F , and the desired conclusion follows.
Proof. Let Q n − F be connected and C be a component of Q 
Algorithm
In this section we apply Theorem 5.1 to design an algorithm for testing the connectivity of Q n − F . To accomplish this task, we employ the following data structures.
List Binary trie T [9, Section 6.3] which stores information about some vertices of Q n . Each vertex of Q n stored in T is represented by a leaf of T , which we denote by v T . Moreover, v T includes the following additional information: -a pointer to v in the disjoin-set data structure D -a boolean variable indicating whether v is healthy or faulty, -a boolean variable visited indicating that v has been visited and v ∈ N (F ) ∪ F . Note that we mark as visited only faulty vertices and their neighbors, even though our algorithm inspects also vertices at distance 2 from F . Given a vertex v of Q n , -Insert(v, T ) inserts v into T and returns v T , -Retrieve(v, T ) returns v T or NIL if it does not exist. Both operations require O(n) time.
Given a list F of faulty vertices of Q n , Algorithm 6.1 finds all components of Q 2 n [F ] using a depth-first search (DFS), described as Procedure 6.2. For every f ∈ F , all vertices v at distance at most two from f are visited. If v is faulty, DFS is applied recursively on v, which ensures that the algorithm indeed finds 
Concluding remarks
In this paper we have described two algorithms for testing the connectivity of the n-dimensional hypercube with f faulty vertices. The (more general) expansion algorithm runs in O(f 2 n 3.5
) time, whereas the local connectivity algorithm runs in O(f n 3 ) time. It is worth pointing out the following corollary: If |F | = O(n k ) for some k ∈ N, the size of Q n − F is exponential in n, but our algorithm still tests the connectivity of Q n − F in time which is polynomial in n.
We believe that it would be interesting to find other classes of graphs for which the connectivity instance of Problem 1.1 has a positive solution. Natural candidates are other hypercubic networks [10] whose fault-tolerance has been investigated previously [2, 11] . In some networks, transformations of walks are possible if we allow swaps on larger cycles (of bounded-size), e.g. hexagonal grids, n-dimensional torus C n d with fixed d, planar graphs with faces of bounded size. We think that the approach described in Section 5 works for such networks as well.
Another question is what other properties can be efficiently tested in vertexdeleted graphs. A biconnectivity can be defined such that a graph G = (V, E) is biconnected if G − {x} is connected for every vertex x. If F is a set of faulty vertices of a hypercube Q n then every vertex x of distance at least 2 from F has a connected neighborhood of distance 2 in Q n − F . Thus it suffices to verify connectedness for vertices from A ∪ B. Hence there exists an algorithm deciding a biconnectivity for Q n − F which requires O(|F | 2 · n 5 ) time. An analogous idea can work for multidimensional meshes and also for multiconnectivity.
